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Abstract
We consider a parabolic equation driven by a nonlinear diffusive operator and we
obtain a gradient estimate in the domain where the equation takes place.
This estimate depends on the structural constants of the equation, on the ge-
ometry of the ambient space and on the initial and boundary data.
As a byproduct, one easily obtains a universal interior estimate, not depending
on the parabolic data.
The setting taken into account includes sourcing terms and general diffusion co-
efficients. The results are new, to the best of our knowledge, even in the Euclidean
setting, though we treat here also the case of a complete Riemannian manifold.
Keywords: Parabolic equations on Riemannian manifolds, maximum principle,
global gradient estimates.
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1 Introduction
The heat equation was introduced almost two centuries ago by Joseph Fourier [10]. In
spite of its classical flavor, the investigation of the main properties of the solution is still
an active field of research, and several important gradient estimates have been obtained
in modern literature. Also, given its importance in geometric evolution problems, some
of these results have been framed into the framework of Riemannian manifolds. Among
the several results on this topic, we recall the following universal bound for compact
manifolds:
Theorem 1.1 (Theorem 1.1 in [14]). Let M be a compact Riemannian manifold with
Ric(M) ≥ −k, for some k ≥ 0. Let u = u(x, t) be a positive solution of ut = ∆u
in M× (0,+∞). Assume that u ≤M for some M > 0.
Then, for each (x, t) ∈M× (0,+∞),
t|∇u(x, t)|2
u2(x, t)
≤ (1 + 2kt) ln M
u(x, t)
. (1.1)
This type of result is certainly striking and also somewhat surprising, since typically
parabolic estimates aim at controlling positive solutions at a given time by values at a
later time, in view of the diffusive character of the equation (see e.g. the classical Harnack
Inequality on page 89 of [11]), while Richard Hamilton’s estimate in (1.1) is a pointwise
estimate in space-time.
As a matter of fact, an estimate of this type cannot hold in non-compact manifolds,
as the simple case of the fundamental solution in Rn shows: namely, taking u(x, t) :=
1
(4nt)
n
2
exp
(
− |x|2
4t
)
, one sees that
t |∇u|2
u2
=
|x|2
4t
which does not permit a global bound as in (1.1).
With respect to this, several gradient estimates have been obtained in non-compact
manifolds by considering “interior estimates” in space and time. More specifically, if x0 ∈
M and R > 0, one denotes the geodesic ball of radius R centered at x0 by B(x0, R). Also,
given t0 ∈ R and T > 0, we let
QR,T := B(x0, R)× [t0 − T, t0]. (1.2)
In this setting, a fruitful topic of investigation consists in obtaining local gradient estimates
in QR/2,T/2, see especially the work [17] by Peter Li and Shing-Tung Yau in which the
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maximum principle and suitable cut-off functions have been used to obtain a parabolic
Harnack inequality on complete Riemannian manifolds. In this setting, we recall also a
celebrated result by Philippe Souplet and Qi S. Zhang:
Theorem 1.2 (Theorem 1.1 in [22]). Let M be a complete Riemannian manifold with
Ric(M) ≥ −k, for some k ≥ 0. Let u = u(x, t) be a positive solution of ut = ∆u in QR,T .
Assume that u ≤M for some M > 0.
Then, for each (x, t) ∈ QR/2,T/2,
|∇u(x, t)|
u(x, t)
≤ C
(
1
R
+
1√
T
+
√
k
)(
1 + ln
M
u(x, t)
)
,
for a suitable positive dimensional constant C.
This result has been extended by Li Ma, Lin Zhao and Xianfa Song [20] to the case
of nonlinear equations, obtaining the following structural result:
Theorem 1.3 (Theorem 7 in [20]). Let M be a complete Riemannian manifold with
Ric(M) ≥ −k, for some k ≥ 0. Let u = u(x, t) be a positive solution of ut = ∆(F (u))
in QR,T , with F ∈ C2(0,+∞). Assume that u ≤M for some M > 0 and that
F ′(s) ∈ (0, K] for every s ∈ (0,M ]. (1.3)
Let also G : (0,+∞) → R be such that G′(s) = F ′(s)/s for all s ∈ (0,M ] and suppose
that
1−
√
n |F ′′(s)| s
F ′(s)
≥ κ > 0,
ξ −G(s) ≥ η > 0
and 2F ′(s)−
√
n|F ′′(s)|s
F ′(s)
(
ξ −G(s)) > 0
(1.4)
for every s ∈ (0,M ], for suitable constants κ, η, ξ.
Then, there exists C > 0, depending only on n, K, κ and η such that, for each (x, t) ∈
QR/2,T/2,
|∇G(u(x, t))|
ξ −G(u(x, t)) ≤ C
(
1
R
+
1√
T
+
√
k
)
. (1.5)
As detailed in Remark 8 in [20] (see also Appendix A here), Theorem 1.3 includes
Theorem 1.2 as a special case, when F (s) = s. Moreover, while conditions (1.4) may
look rather technical at a first glance, they are in fact sufficiently general to treat several
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important nonlinear models such as the porous medium equation ut = ∆u
p (see e.g. [25],
and also [3, 4, 12, 13] for the case of Riemannian manifolds) with
p ∈
(
1− 1√
n
, 1
]
. (1.6)
In this case, Theorem 1.3 entails the following statement:
Corollary 1.4 (Corollary 9 in [20]). Let M be a complete Riemannian manifold in di-
mension 2 and 3, with Ric(M) ≥ −k, for some k ≥ 0. Let u = u(x, t) be a positive
solution of ut = ∆u
p in QR,T , with p as in (1.6). Assume that u ≤M for some M > 0.
Then, there exists C > 0, depending only on n and p such that, for each (x, t) ∈
QR/2,T/2,
|∇u(x, t)|
u(x, t)
≤ C
(
1
R
+
M
1−p
2√
T
+
√
k
)
. (1.7)
For the sake of precision, we observe that, strictly speaking, in the original formulation
given in [20], Corollary 9 in [20] is not a direct consequence of Theorem 7 in [20], since
the proof of the corollary presented there does not rely merely on the statement of the
theorem but rather on a skillful modification of its proof: nevertheless, it is possible to
deduce the corollary directly from the results that we will present here, as we point out
in Appendix A.
We recall that existence and uniqueness results for the porous medium equation
with p < 1 have been established in [15]. See also [1, 2, 5–8, 16, 18, 19, 21, 23] for parabolic
estimates related to the results presented so far.
The goal of this article is to enhance Theorem 1.3 (and consequently Theorem 1.2) in
several directions:
• First of all, we replace the nonlinear operator ∆(F (u)) with the more general non-
linear diffusive term
a(x, t, u)∆(F (u)).
Even when F (s) = s, this improvement is interesting since it corresponds to allowing
a heat equation in which the diffusion coefficient of the substratum depends on space,
time, and possibly also the temperature;
• Moreover, we allow a source term depending on space, time, on the solution itself,
and possibly also on the gradient and the Hessian of the solution;
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• In addition, instead of a local estimate, we obtain a global estimate in QR,T , de-
pending on the parabolic data of the equation, which recovers the universal estimate
in QR/2,T/2 as a byproduct.
To obtain our result, we will perform a number of rather involved and ad-hoc computations
and exploit also the cut-off function method that was introduced in [8] to address global
estimates. We also remark that, as far as we know, our results are new also in the case
of nonlinear parabolic equations in the Euclidean space when k = 0.
Our result relies on suitable structural assumptions, that can be seen as natural coun-
terparts of those in (1.4), and, to state clearly the estimates obtained, we now introduce
precisely the mathematical framework in which we work.
We consider the evolution equation
ut = a(x, t, u)∆(F (u)) +H(x, t, u,∇u,D2u) (1.8)
on a complete Riemannian manifold M of dimension n and such that
Ric(M) ≥ −k (1.9)
for some k ∈ R. In this notation, u = u(x, t), where x ∈ M is the space variable and t is
the time variable. As customary, the notation “∇” and “∆” is reserved, respectively, for
the gradient and the Laplacian in the space variable. We suppose that equation (1.8) is
satisfied for every (x, t) ∈ QR,T ⊂M× (−∞,∞), where QR,T was introduced in (1.2).
We take a ∈ C1(QR,T × R) with
a(x, t, s) ∈ [a0, a−10 ] (1.10)
for all (x, t, s) ∈ QR,T × R, for some a0 > 0.
We suppose that the solution u is smooth, positive and bounded, namely, that for
every (x, t) ∈ QR,T we have u(x, t) ∈ (0,M ], for some M > 0.
We suppose that F ∈ C2(0,+∞) with
F ′(s) > 0 (1.11)
and
1−
√
n |F ′′(s)| s
F ′(s)
≥ κ > 0, (1.12)
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for all s ∈ (0,M ], for a positive constant κ, and that H ∈ C1(QR,T × R × Rn × Rn2).
With respect to the variables of H , the “gradient-Hessian” coordinates in Rn × Rn2 will
be denoted by
(ω,Ω) =
(
(ωi)i∈{1,...,n}, (Ωij)i,j∈{1,...,n}
)
. (1.13)
We also take s0 ∈ (0,+∞) and define, for all s ∈ (0,M ],
G(s) :=
∫ s
s0
F ′(h)
h
dh, (1.14)
and we assume that
ξ −G(s) ≥ η > 0, (1.15)
that
F ′(s)
ξ −G(s) ≤ Γ (1.16)
and that
2F ′(s)−
√
n|F ′′(s)|s
F ′(s)
(
ξ −G(s)) ≥ 0 (1.17)
for all s ∈ (0,M ], for a suitable1 constant ξ and positive constants η and Γ.
We introduce the structural constants
µ1 := sup
(x,t)∈QR,T
(
ka(x, t, u(x, t))F ′(u(x, t)) +
H(x, t, u(x, t),∇u(x, t), D2u(x, t))F ′′(u(x, t))
F ′(u(x, t))
+ ∂uH(x, t, u(x, t),∇u(x, t), D2u(x, t))
− H(x, t, u(x, t),∇u(x, t), D
2u(x, t))
u(x, t)
+
H(x, t, u(x, t),∇u(x, t), D2u(x, t))F ′(u(x, t))(
ξ −G(u(x, t))) u(x, t)
)
+
(1.18)
and
γ1 := sup
(x,t)∈QR,T
F ′(u(x, t))|∇H(x, t, u(x, t),∇u(x, t), D2u(x, t))|
u(x, t)
. (1.19)
Let also
µ2 := sup
(x,t)∈QR,T
∣∣∂ua(x, t, u(x, t))∣∣ ∣∣∣div(F ′(u(x, t))∇u(x, t))∣∣∣ (1.20)
1It is interesting to remark that conditions (1.3) and (1.4) are stronger than conditions (1.15), (1.16)
and (1.17). In particular, if (1.3) and (1.4) are satisfied, one can take Γ := K/η in (1.16). On the other
hand, as it will be apparent in Appendix A, it is technically convenient to avoid requesting assump-
tion (1.3) in order not to limit the potential of the general approach that we present.
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and
µ := µ1 + µ2. (1.21)
We stress that µ2 = 0, and thus µ = µ1, when a depends only on x and t (but is
independent of u).
We also consider the quantities
γ2 := sup
(x,t)∈QR,T
F ′(u(x, t))
u(x, t)
∣∣∇a(x, t, u(x, t))∣∣ ∣∣∣div(F ′(u(x, t))∇u(x, t))∣∣∣ (1.22)
and
γ3 := sup
(x,t)∈QR,T
F ′(u(x, t))
u(x, t)
(
|∇ωH(x, t, u(x, t),∇u(x, t), D2u(x, t))| |D2u(x, t)|
+ |DΩH(x, t, u(x, t),∇u(x, t), D2u(x, t))| |D3u(x, t)|
) (1.23)
and we set
γ := γ1 + γ2 + γ3. (1.24)
We remark that γ2 = γ3 = 0, and thus γ = γ1, when a depends only on t and u (but is
independent of the space variable), and H depends only on x, t and u (but is independent
of the gradient and of the Hessian of the solution).
Given δ ∈ (0, T ) and ρ ∈ (0, R), we define
C :=
√
µ+ 3
√
γ,
T :=
1√
δ
and S :=
1
ρ
+
1√
ρ(R− ρ) +
4
√
k+√
ρ
.
(1.25)
We notice that C, T and S are functions of (x, t). Moreover, we set
τu := sup
x∈B(x0,R)
F ′(u)|∇u|
u(ξ −G(u))(x, t0 − T ),
and σu := sup
x∈∂B(x0,R)
t∈[t0−T,t0]
F ′(u)|∇u|
u(ξ −G(u))(x, t).
(1.26)
We also consider the functions
B1(x, t) := χB(x0,R−ρ)(x)χ[t0−T,t0−T+δ)(t),
B2(x, t) := χB(x0,R)\B(x0 ,R−ρ)(x)χ[t0−T+δ,t0](t),
B3(x, t) := χB(x0,R)\B(x0 ,R−ρ)(x)χ[t0−T,t0−T+δ)(t)
and I(x, t) := χB(x0,R−ρ)(x)χ[t0−T+δ,t0](t).
(1.27)
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As customary, we used here the standard notation for the characteristic function of a
set S, that is
χS(z) :=
1 if z ∈ S,0 otherwise.
Also, given a constant C > 0 (to be appropriately chosen conveniently large in the fol-
lowing) we define
β1 := τu +min {σu, CS} ,
β2 := σu +min {τu, CT} ,
β3 := σu + τu
and ι := min {σu + τu, C(T + S)} .
(1.28)
Let also
Z := β1B1 + β2B2 + β3B3 + ι I.
With this notation, the main result of this paper is the following global gradient
estimate, valid in all the domain where a parabolic nonlinear equation holds true:
Theorem 1.5. Let u be a positive, bounded and smooth solution of the evolution equa-
tion (1.8) in QR,T .
Then, there exists a constant C > 0 depending only on n, Γ, κ, a0 and η such that the
following estimate holds true:
G′(u(x, t)) |∇u(x, t)| ≤
(
CC+ Z(x, t)
)(
ξ −G(u(x, t))
)
for all (x, t) ∈ QR,T .
Interestingly, Theorem 1.5 includes several recent results in the literature as a special
case. For instance, the particular choice
F (s) := s, a := 1 and H := H(x, t, u), (1.29)
corresponding to the equation ∂tu = ∆u + H(x, t, u), taking ξ := 1, η := 1, s0 := M ,
produces in (1.18) the quantity
µ1 = sup
(x,t)∈QR,T
(
k + ∂uH(x, t, u(x, t))− H(x, t, u(x, t))
u(x, t)
+
H(x, t, u(x, t))(
1 + log M
u(x,t)
)
u(x, t)
)
+
,
which coincides with the quantity in (1.6) of [8]; similarly, in such a case, in (1.19) we
find
γ1 = sup
(x,t)∈QR,T
|∇H(x, t, u(x, t))|
u(x, t)
,
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which coincides with the quantity in (1.4) of [8]; also, in (1.20), (1.22) and (1.23) one
finds µ2 = γ2 = γ3 = 0, therefore Theorem 1.5 here recovers, in the special setting
of (1.29), the result given in Theorem 1.1 of [8].
Differently from the previous literature, our general framework comprises, as a par-
ticular case, the equation ut = u∆u+ g(u) which models the spread of an epidemic in a
closed population without remotion and is often used as a prototype for complicated and
sometimes pathological behavior of the solutions, see [9, 24].
It is also interesting to comment on the structure of the estimate obtained in The-
orem 1.5, and especially on the dependence of the bound obtained by the quantities µ
and γ. Specifically, being a gradient estimate, one would like the terms on the right hand
side of the estimate to be independent of the derivatives of the solution, while, at a first
glance, these quantities may depend on the derivatives up to order three. Nevertheless:
• The dependence of µ1 and γ1 in (1.18) and (1.19) on the derivatives of u only occurs
via the source term H : in particular, if H and its derivatives are uniformly bounded,
then µ1 and γ1 can be bounded independently on the derivatives of u;
• The quantities µ2 and γ2 in (1.20) and (1.22) depend on the derivatives of the
solution up to the second order, but they vanish if the diffusion coefficient a is
either constant or depends only on time;
• The quantity γ3 in (1.23) depends on the derivatives up to the third order of the
solution, but it vanishes if the source term H does not depend on the derivatives of
the solution.
That is: on the one hand, in its general form, under additional bounds on the derivatives
of the solution, the estimate in Theorem 1.5 can be considered as a pointwise estimate
at any (x, t) ∈ QR,T ; on the other hand, for the special (but still extremely general) case
given by the equation
∂tu = a(t)∆(F (u)) +H(x, t, u),
then the structural quantities µ and γ can be bounded independently from the derivatives
of the solution, reducing to
µ = sup
(x,t)∈QR,T
(
ka(t)F ′(u(x, t)) +
H(x, t, u(x, t))F ′′(u(x, t))
F ′(u(x, t))
+∂uH(x, t, u(x, t))− H(x, t, u(x, t))
u(x, t)
+
H(x, t, u(x, t))F ′(u(x, t))(
ξ −G(u(x, t))) u(x, t)
)
+
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and γ = sup
(x,t)∈QR,T
F ′(u(x, t))|∇H(x, t, u(x, t))|
u(x, t)
.
Furthermore, one deduces from the global estimate of Theorem 1.5 a local estimate
in QR/2,T/2, according to the following result.
Corollary 1.6. Let u be a positive, bounded and smooth solution of the evolution equa-
tion (1.8) in QR,T .
Then, there exists a constant C > 0 depending only on n, Γ, κ, a0 and η such that the
following estimate holds true:
G′(u(x, t)) |∇u(x, t)| ≤ C
(
√
µ+ 3
√
γ +
1
R
+
1√
T
+
4
√
k+√
R
)(
ξ −G(u(x, t))
)
. (1.30)
We also stress that when H := 0 and a := 1, then µ = k+ and γ = 0, therefore
Corollary 1.6 contains Theorem 1.3 (that is, Theorem 7 in [20]) as a special case. In
addition, it also contains Corollary 1.4 (that is, Corollary 9 in [20]) as a particular subcase,
as observed in Appendix A.
It is also interesting to compare the statements of Theorem 1.5 and Corollary 1.6.
Evidently, the estimate obtained in Theorem 1.5 is global, since it is valid in the whole of
the domain where the equation is satisfied. For this, the estimate obtained in Theorem 1.5
necessarily must take into account the “parabolic data” of the equation, which are encoded
in the quantities τu and σu defined in (1.26). On the other hand, the estimate obtained
in Corollary 1.6 holds true only in a subdomain, but then it becomes independent of
the “parabolic data” of the equation and relies only on the structural functions of the
equation and on the geometry of the domain.
We emphasize that the general estimate in Theorem 1.5 is stronger than the one in
Corollary 1.6 even if one reduces to QR/2,T/2, since one can also deduce from it that,
in QR/2,T/2,
G′(u(x, t)) |∇u(x, t)| ≤ C (√µ+ 3√γ + σu + τu)
(
ξ −G(u(x, t))
)
, (1.31)
which is a sharper estimate than the one in (1.30) when the data of the equation are
particularly convenient to make τu and σu sufficiently small. That is, while the estimate
in Corollary 1.6 has the advantages of being easier to read and “universal” (i.e., not
depending on the boundary data of the equation), the estimate in Theorem 1.5 is more
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precise, since it allows one to possibly recall the boundary data in order to achieve a
sharper result.
In any case, to the best of our knowledge, Theorem 1.5 is the first global estimate
for nonlinear parabolic operators, even in the case of porous medium equation with no
source terms, and also the local version in Corollary 1.6 is the first local estimate to take
into account general porous medium equations with source terms; besides, the alterna-
tive estimate in (1.31) is the first occurrence in which an improved estimate for these
parabolic equations driven by nonlinear operators is obtained thanks to the boundary
data. Moreover, the results obtained are new even in the Euclidean setting.
The rest of this paper is organized as follows. Section 2 presents the computations
related to a suitable auxiliary function that will be used to deduce the main results from
the maximum principle. In Section 3 we develop the necessary calculations to localize
the problem by using suitable cut-off functions in space and time. Section 4 contains the
proof of Theorem 1.5 and Section 5 provides the one of Corollary 1.6.
2 An auxiliary barrier
A common procedure in the theory of elliptic and parabolic equations is to introduce a
suitable auxiliary function (that will be denoted by w in our context) which satisfies a
convenient equation; with this, an appropriate use of the maximum principle provides
estimates on the auxiliary function, which can be traced back to the original solution. To
implement this technique in our framework, we argue as follows.
Given G as in (1.14), for all r ∈ R we define
g(r) := G(er) (2.1)
and
λ(r) :=
g′(r)
ξ − g(r) − 1 +
√
n|g′′(r)|
2g′(r)
. (2.2)
It is interesting to observe that, by (1.14),
G′(r) =
F ′(r)
r
and G′′(r) =
F ′′(r)
r
− F
′(r)
r2
. (2.3)
In addition, since, by (2.1), we know that g′(r) = er G′(er), we deduce from the assump-
tion (1.11) on F ′ and (2.3) that
g′(r) = F ′(er) > 0 and g′′(r) = erF ′′(er). (2.4)
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Also, given u as in the statement of Theorem 1.5, we set
v(x, t) := lnu(x, t) (2.5)
and
w(x, t) := |∇ ln(ξ − g(v(x, t))|2 = |∇(g(v(x, t))|
2
(ξ − g(v(x, t)))2 . (2.6)
We stress that w is well defined, since
ξ − g(v(x, t)) = ξ −G(u(x, t)) ≥ η > 0, (2.7)
thanks to (1.15).
Also, as usual, the notation (u,∇u,D2u) will be used as short for (u(x, t),∇u(x, t), D2u(x, t)).
Furthermore, the notation g′ stands for the derivative of g(r) with respect to r, hence g′(v)
is a short notation for g′(v(x, t)). To clarify this framework, let us point out that
∇(g(v(x, t)) = g′(v(x, t))∇v(x, t)
and ∇(g′(v(x, t)) = g′′(v(x, t))∇v(x, t) = g
′′(v(x, t)) ∇(g(v(x, t))
g′(v(x, t))
.
(2.8)
We recall that the latter denominator is nonzero, thanks to (2.4). With this setting, we
can state the main result of this section as follows:
Lemma 2.1. Let u be as in Theorem 1.5. Then, in QR,T ,
ag′∆w − wt
2
≥ aκ(ξ − g)w2 + aλ 〈∇w,∇g〉 − µw − γ |∇g|
(ξ − g)2 , (2.9)
where g is a short notation for g(v(x, t)). Here, κ and ξ are given in assumptions (1.12)
and (1.15), λ in (2.2), µ in (1.21) and γ in (1.24).
Proof. We note that
∆(F (u)) = F ′(u)∆u+ F ′′(u)|∇u|2. (2.10)
Hence, by (1.8),
ut = aF
′(u)∆u+ aF ′′(u)|∇u|2 +H. (2.11)
Also, by (2.5),
vt =
ut
u
and ∇v = ∇u
u
, (2.12)
whence
G′(u)
u
|∇u|2 = ∇(G(u)) · ∇u
u
= ∇(G(u)) · ∇v. (2.13)
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To ease the notation, we write ∇G as a short notation for ∇(G(u)) = ∇(G(u(x, t))) (of
course, no confusion should arise with ∇G(u(x, t))). Accordingly, exploiting (2.3), (2.10),
(2.11), (2.12) and (2.13),
vt =
aF ′(u)∆u+ aF ′′(u)|∇u|2 +H
u
= aG′(u)∆u+ a
(
G′′(u) +
F ′(u)
u2
)
|∇u|2 + H
u
= aG′(u)∆u+ a
(
G′′(u) +
G′(u)
u
)
|∇u|2 + H
u
= a∆(G(u)) + a 〈∇G,∇v〉+ H
u
.
Thus, recalling (2.1) and (2.5), we can write G(u) = g(v) and thereby obtain that
vt = a∆(g(v)) + a 〈∇g,∇v〉+ H
u
. (2.14)
where ∇g is short for ∇(g(v)) = ∇(g(v(x, t))).
To ease the notation, we also write gt to mean ∂t(g(v)). As a consequence, by (2.14)
we have that
gt = g
′(v)vt = ag′(v)∆(g(v)) + a 〈∇g, g′(v)∇v〉+ g
′(v)H
u
= ag′(v)∆(g(v)) + a|∇g|2 + g
′(v)H
u
.
(2.15)
Now we observe that, by (2.6),
∇w = ∇|∇g|
2
(ξ − g)2 + 2
|∇g|2∇g
(ξ − g)3 . (2.16)
Moreover, we have that
div
(∇|∇g|2
(ξ − g)2
)
=
∆|∇g|2
(ξ − g)2 +
2 〈∇|∇g|2,∇g〉
(ξ − g)3 . (2.17)
In addition,
div
( |∇g|2∇g
(ξ − g)3
)
=
〈∇|∇g|2,∇g〉
(ξ − g)3 +
|∇g|2∆g
(ξ − g)3 +
3|∇g|4
(ξ − g)4 .
From this, (2.16) and (2.17), we deduce that
∆w
=
∆|∇g|2
(ξ − g)2 +
2 〈∇|∇g|2,∇g〉
(ξ − g)3 +
2 〈∇|∇g|2,∇g〉
(ξ − g)3 +
2|∇g|2∆g
(ξ − g)3 +
6|∇g|4
(ξ − g)4
=
∆|∇g|2
(ξ − g)2 +
4 〈∇|∇g|2,∇g〉
(ξ − g)3 +
2|∇g|2∆g
(ξ − g)3 +
6|∇g|4
(ξ − g)4 .
(2.18)
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Besides, using (2.6) and (2.15), we find that
wt =
2 〈∇g,∇gt〉
(ξ − g)2 +
2|∇g|2gt
(ξ − g)3
=
2
〈∇g,∇(ag′∆g)〉
(ξ − g)2 +
2 〈∇g,∇(a|∇g|2)〉
(ξ − g)2 +
2
〈
∇g,∇
(
g′(v)H
u
)〉
(ξ − g)2 +
2ag′∆g|∇g|2
(ξ − g)3
+
2a|∇g|4
(ξ − g)3 +
2|∇g|2
(
g′(v)H
u
)
(ξ − g)3 .
(2.19)
In light of (2.8), we also have that〈∇g,∇(ag′∆g)〉
= ag′ 〈∇g,∇∆g〉+ a∆g 〈∇g,∇g′〉+ g′∆g 〈∇g,∇a〉+ g′∆g 〈∇g, ∂ua∇u〉
= ag′ 〈∇g,∇∆g〉+ ag
′′∆g
g′
|∇g|2 + g′∆g 〈∇g,∇a〉+ ∂ua g′∆g 〈∇g,∇u〉 .
(2.20)
Now, using (2.4) and (2.5), we see that g′′(v) = F ′′(u)u. Thus, recalling the coordinate
notation in (1.13), and making also use of (2.8) and (2.12), we find that
∇
(
g′(v)H
u
)
=
g′′(v)H∇v
u
+
g′(v)∇H
u
+
g′(v)∂uH∇u
u
− g
′(v)H∇u
u2
+Υ1
=
F ′′(u)H∇g
F ′(u)
+
F ′(u)∇H
u
+ ∂uH∇g − H∇g
u
+Υ1,
(2.21)
where
Υ1 :=
g′(v)
u
(
n∑
i=1
∂ωiH∇∂xiu+
n∑
i,j=1
∂ΩijH∇∂2xixju
)
. (2.22)
This observation, together with (2.19), (2.20) and (2.21), yields that
wt =
2ag′ 〈∇g,∇∆g〉
(ξ − g)2 +
2ag′′∆g
g′
|∇g|2
(ξ − g)2 +
2 〈∇g,∇(a|∇g|2)〉
(ξ − g)2 +
2F ′′(u)H|∇g|2
F ′(u)(ξ − g)2
+
2F ′(u) 〈∇g,∇H〉
u(ξ − g)2 +
2∂uH|∇g|2
(ξ − g)2 −
2H|∇g|2
u(ξ − g)2
+
2ag′∆g|∇g|2
(ξ − g)3 +
2a|∇g|4
(ξ − g)3 +
2|∇g|2
(
g′(v)H
u
)
(ξ − g)3 +Υ2
=
2ag′ 〈∇g,∇∆g〉
(ξ − g)2 +
2ag′′∆g|∇g|2
g′(ξ − g)2 +
2 〈∇g,∇(a|∇g|2)〉
(ξ − g)2 +
2F ′′(u)H|∇g|2
F ′(u)(ξ − g)2
+
2F ′(u) 〈∇g,∇H〉
u(ξ − g)2 +
2∂uH|∇g|2
(ξ − g)2 −
2H|∇g|2
u(ξ − g)2
+
2ag′∆g|∇g|2
(ξ − g)3 +
2a|∇g|4
(ξ − g)3 +
2F ′(u)H|∇g|2
u(ξ − g)3 +Υ2,
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where
Υ2 :=
2 〈∇g,Υ1〉
(ξ − g)2 +
2g′∆g 〈∇g,∇a+ ∂ua∇u〉
(ξ − g)2 . (2.23)
This and (2.18), after the cancellation of the term 2ag
′∆g |∇g|2
(ξ−g)3 , give that
ag′∆w − wt = ag
′∆|∇g|2
(ξ − g)2 +
4ag′ 〈∇|∇g|2,∇g〉
(ξ − g)3 +
6ag′|∇g|4
(ξ − g)4 −
2ag′ 〈∇g,∇∆g〉
(ξ − g)2
− 2F
′′(u)H|∇g|2
F ′(u)(ξ − g)2 −
2F ′(u) 〈∇g,∇H〉
u(ξ − g)2 −
2∂uH|∇g|2
(ξ − g)2
+
2H|∇g|2
u(ξ − g)2 −
2ag′′∆g|∇g|2
g′(ξ − g)2 −
2 〈∇g,∇(a|∇g|2)〉
(ξ − g)2 −
2a|∇g|4
(ξ − g)3
− 2F
′(u)H|∇g|2
u(ξ − g)3 −Υ2.
(2.24)
Now we recall the Bochner’s formula, according to which
∆
( |∇g|2
2
)
= 〈∇∆g,∇g〉+ |D2g|2 + Ric(∇g,∇g).
This and the Ricci curvature assumption in (1.9) entail that
∆|∇g|2 − 2 〈∇∆g,∇g〉 = 2|D2g|2 + 2Ric(∇g,∇g) ≥ 2|D2g|2 − 2k |∇g|2,
where, as customary, the norm of a matrix is taken to be the square root of the sum of
the squares of its entry.
Plugging this information in (2.24), we conclude that
ag′∆w − wt ≥ 2ag
′|D2g|2
(ξ − g)2 −
2ag′k|∇g|2
(ξ − g)2 +
4ag′ 〈∇|∇g|2,∇g〉
(ξ − g)3 +
6ag′|∇g|4
(ξ − g)4
− 2F
′′(u)H|∇g|2
F ′(u)(ξ − g)2 −
2F ′(u) 〈∇g,∇H〉
u(ξ − g)2 −
2∂uH|∇g|2
(ξ − g)2
+
2H|∇g|2
u(ξ − g)2 −
2ag′′∆g|∇g|2
g′(ξ − g)2 −
2 〈∇g,∇(a|∇g|2)〉
(ξ − g)2 −
2a|∇g|4
(ξ − g)3
− 2F
′(u)H|∇g|2
u(ξ − g)3 −Υ2
≥ 2ag
′|D2g|2
(ξ − g)2 +
4ag′ 〈∇|∇g|2,∇g〉
(ξ − g)3 +
6ag′|∇g|4
(ξ − g)4 −
2µ1|∇g|2
(ξ − g)2
− 2γ1 |∇g|
(ξ − g)2 −
2ag′′∆g|∇g|2
g′(ξ − g)2 −
2 〈∇g,∇(a|∇g|2)〉
(ξ − g)2 −
2a|∇g|4
(ξ − g)3 −Υ2,
(2.25)
where the definitions of µ1 and γ1 in (1.18) and (1.19) have been exploited.
It is now convenient to define
ζ :=
(√
n
|g′′|
g′
(ξ − g)
)−1
. (2.26)
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We point out that ζ ∈ (0,+∞], due to (2.4) and (2.7). By the Cauchy-Schwarz inequality,
if g′′ 6= 0 (hence ζ 6= +∞), one has that
2
∣∣∣∣∣g′′∆g|∇g|2g′(ξ − g)2
∣∣∣∣∣ ≤ ζ
(
g′′
g′
)2
(∆g)2 +
|∇g|4
ζ(ξ − g)4 ≤ ζn
(
g′′
g′
)2
|D2g|2 + |∇g|
4
ζ(ξ − g)4 . (2.27)
We will now make use of (2.27) at all points, with the convention that, since the left hand
side of (2.27) vanishes when g′′ = 0, the terms involving ζ can simply be neglected in the
forthcoming computations. In this sense, putting together (2.25) and (2.27) we see that
ag′∆w − wt ≥
[
2g′ − ζn
(
g′′
g′
)2
(ξ − g)2
]
a|D2g|2
(ξ − g)2 +
4ag′ 〈∇|∇g|2,∇g〉
(ξ − g)3
+
(
6g′ − 1
ζ
) a|∇g|4
(ξ − g)4 −
2 〈∇g,∇(a|∇g|2)〉
(ξ − g)2
− 2a|∇g|
4
(ξ − g)3 −
2µ1|∇g|2
(ξ − g)2 −
2γ1 |∇g|
(ξ − g)2 −Υ2.
(2.28)
Furthermore, in light of (2.16),
〈∇w,∇g〉 = 〈∇|∇g|
2,∇g〉
(ξ − g)2 +
2|∇g|4
(ξ − g)3 ,
and, as a result,
4ag′ 〈∇|∇g|2,∇g〉
(ξ − g)3 +
6ag′|∇g|4
(ξ − g)4
=
(
2ag′ 〈∇|∇g|2,∇g〉
(ξ − g)3 +
4ag′|∇g|4
(ξ − g)4
)
+
(
2ag′ 〈∇|∇g|2,∇g〉
(ξ − g)3 +
2ag′|∇g|4
(ξ − g)4
)
=
2ag′ 〈∇w,∇g〉
ξ − g +
2ag′ 〈∇|∇g|2,∇g〉
(ξ − g)3 +
2ag′|∇g|4
(ξ − g)4 .
The previous two identities, combined with (2.28), yield that
ag′∆w − wt ≥
[
2g′ − ζn
(
g′′
g′
)2
(ξ − g)2
]
a|D2g|2
(ξ − g)2 +
2ag′ 〈∇|∇g|2,∇g〉
(ξ − g)3
+
(
2g′ − 1
ζ
)
a|∇g|4
(ξ − g)4 +
2a|∇g|4
(ξ − g)3 + 2a
(
g′
ξ − g − 1
)
〈∇w,∇g〉
− 2µ1|∇g|
2
(ξ − g)2 −
2γ1 |∇g|
(ξ − g)2 −Υ3,
(2.29)
where
Υ3 := Υ2 +
2 〈∇g,∇a+ ∂ua∇u〉 |∇g|2
(ξ − g)2 . (2.30)
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It is now convenient to factor out a term of the type
Ξ := 2g′ − ζn
(
g′′
g′
)2
(ξ − g)2 (2.31)
from the first three terms in the right hand side of (2.29) (up to a reminder). For this,
we write[
2g′ − ζn
(
g′′
g′
)2
(ξ − g)2
]
a|D2g|2
(ξ − g)2 +
2ag′ 〈∇|∇g|2,∇g〉
(ξ − g)3 +
(
2g′ − 1
ζ
)
a|∇g|4
(ξ − g)4
= Ξ
a|D2g|2
(ξ − g)2 +
(
Ξ + ζn
(
g′′
g′
)2
(ξ − g)2
)
a 〈∇|∇g|2,∇g〉
(ξ − g)3
+
(
Ξ + ζn
(
g′′
g′
)2
(ξ − g)2 − 1
ζ
)
a|∇g|4
(ξ − g)4
= Ξ
(
a|D2g|2
(ξ − g)2 +
a 〈∇|∇g|2,∇g〉
(ξ − g)3 +
a|∇g|4
(ξ − g)4
)
+ ζn
(
g′′
g′
)2
a 〈∇|∇g|2,∇g〉
ξ − g +
(
ζn
(
g′′
g′
)2
(ξ − g)2 − 1
ζ
)
a|∇g|4
(ξ − g)4 .
(2.32)
Now we claim that
Ξ ≥ 0. (2.33)
Indeed, recalling (2.4), (2.26) and (2.31),
Ξ = 2g′ −
√
n |g′′| (ξ − g)
g′
= 2F ′(u)−
√
n |F ′′(u)| u (ξ −G(u))
F ′(u)
and therefore (2.33) is a consequence of (1.17).
We also remark that ∇|∇g|2 = 2D2g∇g, and consequently
0 ≤
( 〈∇|∇g|2,∇g〉
2(ξ − g)|∇g|2 +
|∇g|2
(ξ − g)2
)2
=
( 〈∇|∇g|2,∇g〉
2(ξ − g)|∇g|2
)2
+
〈∇|∇g|2,∇g〉
(ξ − g)3 +
|∇g|4
(ξ − g)4
=
(〈D2g∇g,∇g〉
(ξ − g)|∇g|2
)2
+
〈∇|∇g|2,∇g〉
(ξ − g)3 +
|∇g|4
(ξ − g)4
≤ |D
2g|2
(ξ − g)2 +
〈∇|∇g|2,∇g〉
(ξ − g)3 +
|∇g|4
(ξ − g)4 .
This information, (2.32) and (2.33) give that[
2g′ − ζn
(
g′′
g′
)2
(ξ − g)2
]
a|D2g|2
(ξ − g)2 +
2ag′ 〈∇|∇g|2,∇g〉
(ξ − g)3 +
(
2g′ − 1
ζ
)
a|∇g|4
(ξ − g)4
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≥ ζn
(
g′′
g′
)2
a 〈∇|∇g|2,∇g〉
ξ − g +
(
ζn
(
g′′
g′
)2
(ξ − g)2 − 1
ζ
)
a|∇g|4
(ξ − g)4 .
Now, we insert this inequality into (2.29), thus finding that
ag′∆w − wt ≥ ζn
(
g′′
g′
)2
a 〈∇|∇g|2,∇g〉
ξ − g +
(
2(ξ − g) + ζn
(
g′′
g′
)2
(ξ − g)2 − 1
ζ
)
a|∇g|4
(ξ − g)4
+ 2a
(
g′
ξ − g − 1
)
〈∇w,∇g〉 − 2µ1|∇g|
2
(ξ − g)2 −
2γ1 |∇g|
(ξ − g)2 −Υ3.
(2.34)
Moreover, it is convenient to exploit (2.16) once again and note that
〈∇|∇g|2,∇g〉
(ξ − g)2 +
2|∇g|4
(ξ − g)3 =
〈∇|∇g|2
(ξ − g)2 + 2
|∇g|2∇g
(ξ − g)3 ,∇g
〉
= 〈∇w,∇g〉
and consequently
ζn
(
g′′
g′
)2
a 〈∇|∇g|2,∇g〉
ξ − g +
(
2(ξ − g) + ζn
(
g′′
g′
)2
(ξ − g)2 − 1
ζ
)
a|∇g|4
(ξ − g)4
= ζna
(
g′′
g′
)2
(ξ − g)
(
〈∇w,∇g〉 − 2|∇g|
4
(ξ − g)3
)
+
(
2(ξ − g) + ζn
(
g′′
g′
)2
(ξ − g)2 − 1
ζ
)
a|∇g|4
(ξ − g)4
= ζna
(
g′′
g′
)2
(ξ − g) 〈∇w,∇g〉+
(
2(ξ − g)− ζn
(
g′′
g′
)2
(ξ − g)2 − 1
ζ
)
a|∇g|4
(ξ − g)4 .
We can thereby plug this information into (2.34) and deduce that
ag′∆w − wt ≥
(
2(ξ − g)− ζn
(
g′′
g′
)2
(ξ − g)2 − 1
ζ
)
a|∇g|4
(ξ − g)4
+ a
(
2g′
ξ − g − 2 + ζn
(
g′′
g′
)2
(ξ − g)
)
〈∇w,∇g〉
− 2µ1|∇g|
2
(ξ − g)2 −
2γ1 |∇g|
(ξ − g)2 −Υ3.
(2.35)
Now we remark that
2(ξ − g)− ζn
(
g′′
g′
)2
(ξ − g)2 − 1
ζ
= 2(ξ − g)
(
1−√n |g
′′|
g′
)
= 2(ξ − g)
(
1−√n |F
′′(u)| u
F ′(u)
)
≥ 2κ(ξ − g),
thanks to (1.12), (2.4), (2.7) and (2.26).
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For this reason, recalling the definition of w in (2.6), we obtain that(
2(ξ − g)− ζn
(
g′′
g′
)2
(ξ − g)2 − 1
ζ
)
a|∇g|4
(ξ − g)4 ≥
2κa|∇g|4
(ξ − g)3 = 2aκ(ξ − g)w
2.
Hence, by (2.35),
ag′∆w − wt ≥ 2aκ(ξ − g)w2 + a
(
2g′
ξ − g − 2 + ζn
(
g′′
g′
)2
(ξ − g)
)
〈∇w,∇g〉
− 2µ1|∇g|
2
(ξ − g)2 −
2γ1 |∇g|
(ξ − g)2 −Υ3.
(2.36)
We also note that
2g′
ξ − g − 2 + ζn
(
g′′
g′
)2
(ξ − g) = 2g
′
ξ − g − 2 +
√
n
|g′′|
g′
= 2λ,
thanks to (2.2) and (2.26).
Using this identity and (2.6) inside (2.36), we get that
ag′∆w − wt ≥ 2aκ(ξ − g)w2 + 2aλ 〈∇w,∇g〉 − 2µ1w − 2γ1 |∇g|
(ξ − g)2 −Υ3. (2.37)
Now we observe that, by (2.22), (2.23) and (2.30),
Υ3 =
2 〈∇g,Υ1〉
(ξ − g)2 +
2g′∆g 〈∇g,∇a+ ∂ua∇u〉
(ξ − g)2 +
2 〈∇g,∇a+ ∂ua∇u〉 |∇g|2
(ξ − g)2
=
2
(ξ − g)2
〈
∇g, g
′(v)
u
(
n∑
i=1
∂ωiH∇∂xiu+
n∑
i,j=1
∂ΩijH∇∂2xixju
)〉
+
2g′∆g 〈∇g,∇a+ ∂ua∇u〉
(ξ − g)2 +
2 〈∇g,∇a+ ∂ua∇u〉 |∇g|2
(ξ − g)2 .
(2.38)
From (2.8) and (2.12), we also note that
∆g = g′′|∇v|2 + g′∆v
and
∆v = div
(∇u
u
)
=
∆u
u
− |∇u|
2
u2
=
∆u
u
− |∇v|2.
These observations lead to
g′∆g + |∇g|2 = g′g′′|∇v|2 + (g′)2∆v + (g′)2|∇v|2
= g′g′′|∇v|2 + (g′)2
(
∆u
u
− |∇v|2
)
+ (g′)2|∇v|2
= F ′(u)
(
uF ′′(u)
|∇u|2
u2
+ F ′(u)
∆u
u
)
=
F ′(u)
(
div(F ′(u)∇u))
u
.
(2.39)
Nonlinear parabolic operators 20
As a result, after an interesting cancellation we conclude that
2g′∆g 〈∇g, ∂ua∇u〉
(ξ − g)2 +
2 〈∇g, ∂ua∇u〉 |∇g|2
(ξ − g)2
=
2F ′(u)
(
div(F ′(u)∇u))∂ua 〈∇g,∇u〉
u(ξ − g)2 =
2
(
div(F ′(u)∇u))∂ua 〈∇g,∇g〉
(ξ − g)2
= 2∂ua
(
div(F ′(u)∇u))w ≤ 2µ2w,
(2.40)
where the definition of µ2 given in (1.20) has been used in the inequality. Using again (2.39),
2g′∆g 〈∇g,∇a〉
(ξ − g)2 +
2 〈∇g,∇a〉 |∇g|2
(ξ − g)2
=
2F ′(u)
(
div(F ′(u)∇u)) 〈∇g,∇a〉
u(ξ − g)2 ≤
2γ2|∇g|
(ξ − g)2 ,
(2.41)
where we have used the definition of γ2 in (1.22).
From (2.38), (2.40) and (2.41), we see that
Υ3 ≤ 2
(ξ − g)2
〈
∇g, g
′(v)
u
(
n∑
i=1
∂ωiH∇∂xiu+
n∑
i,j=1
∂ΩijH∇∂2xixju
)〉
+ 2µ2w +
2γ2|∇g|
(ξ − g)2 .
(2.42)
Now, recalling the definition of γ3 in (1.23), we have that∣∣∣∣∣g′(v)u
(
n∑
i=1
∂ωiH∇∂xiu+
n∑
i,j=1
∂ΩijH∇∂2xixju
)∣∣∣∣∣
=
∣∣∣∣∣F ′(u)u
(
n∑
i=1
∂ωiH∇∂xiu+
n∑
i,j=1
∂ΩijH∇∂2xixju
)∣∣∣∣∣ ≤ γ3.
This and (2.42) yield that
Υ3 ≤ 2(γ2 + γ3)|∇g|
(ξ − g)2 + 2µ2w.
Combining this estimate and (2.37) we obtain the desired result in (2.9). 
3 Cut-off functions and localization procedures
In order to obtain the global bounds in Theorem 1.5, we distinguish four regimes, accord-
ing to the cut-off functions in (1.27). For this, we recall the following auxiliary cut-off
functions, both in the space and in the time variables, that have been introduced in
Lemmata 2.2 and 2.3 in [8]:
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Lemma 3.1. Let θ ∈ (0, 1), R > 0 and ρ ∈ (0, R). Then, there exists a decreasing
function ψ¯ ∈ C2(R, [0, 1]) such that
ψ¯(r) = 1 for all r ∈ [0, R− ρ], ψ¯(r) = 0 for all r ≥ R, (3.1)
and, for every r ≥ 0,
ρ|ψ¯′(r)|+ ρ2|ψ¯′′(r)| ≤ C(ψ¯(r))θ, (3.2)
for some C > 0, depending only on θ.
Lemma 3.2. Let t0 ∈ R and T > 0. Let θ ∈ (0, 1) and δ ∈ (0, T ). Then, there exists an
increasing function φ ∈ C2(R, [0, 1]) such that
φ(t) = 0 for all t ≤ t0 − T , and φ(t) = 1 for all t ≥ t0 − T + δ, (3.3)
and, for every t ∈ R,
δ|φ′(t)| ≤ C(φ(t)) 1+θ2 , (3.4)
for some C > 0, depending only on θ.
Now we obtain a general inequality for the auxiliary barrier w introduced in (2.6) in
dependence of a smooth and positive function ψ:
Lemma 3.3. Let ψ ∈ C∞(QR,T , (0,+∞)). Then, there exists C > 0, depending only
on a0 and κ, such that
ag′∆(wψ)− (wψ)t
2
− a
〈
∇(wψ), g
′∇ψ
ψ
+ λ∇g
〉
≥ a0κ(ξ − g)w
2ψ
4
− aλw 〈∇ψ,∇g〉 − Cµ
2ψ
(ξ − g) −
Cγ4/3 ψ
(ξ − g)5/3
− ag
′w|∇ψ|2
ψ
+
(ag′∆ψ − ψt)w
2
.
(3.5)
Proof. We have that
ag′∆(wψ)− (wψ)t
2
− ag
′〈∇(wψ),∇ψ〉
ψ
=
(ag′∆w − wt)ψ
2
+
(ag′∆ψ − ψt)w
2
− ag
′w |∇ψ|2
ψ
.
(3.6)
Hence, subtracting aλ〈∇(wψ),∇g〉 to both sides of (3.6),
ag′∆(wψ)− (wψ)t
2
− a
〈
∇(wψ), g
′∇ψ
ψ
+ λ∇g
〉
=
(ag′∆w − wt)ψ
2
+
(ag′∆ψ − ψt)w
2
− ag
′w |∇ψ|2
ψ
− aλ〈∇(wψ),∇g〉.
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As a result, it follows from Lemma 2.1 that
ag′∆(wψ)− (wψ)t
2
− a
〈
∇(wψ), g
′∇ψ
ψ
+ λ∇g
〉
≥ aκ(ξ − g)w2ψ + aλ 〈∇w,∇g〉ψ − µwψ − γ |∇g|ψ
(ξ − g)2
− aλ〈∇(wψ),∇g〉 − ag
′w |∇ψ|2
ψ
+
(ag′∆ψ − ψt)w
2
.
(3.7)
One can also notice that
〈∇w,∇g〉ψ − 〈∇(wψ),∇g〉 = −w 〈∇ψ,∇g〉,
which together with (1.10) and (3.7) implies that
ag′∆(wψ)− (wψ)t
2
− a
〈
∇(wψ), g
′∇ψ
ψ
+ λ∇g
〉
≥ a0κ(ξ − g)w2ψ − aλw 〈∇ψ,∇g〉 − µwψ − γ |∇g|ψ
(ξ − g)2
− ag
′w|∇ψ|2
ψ
+
(ag′∆ψ − ψt)w
2
.
(3.8)
In addition, from (2.6) and Young’s inequality with exponents 4 and 4/3,
γ |∇g|ψ
(ξ − g)2 =
γψ
√
w
ξ − g =
4
√
ξ − g √w 4
√
ψ
γψ
3
4
(ξ − g) 54
≤ a0κ(ξ − g)w
2ψ
2
+
Cγ4/3 ψ
(a0κ)1/3(ξ − g)5/3
≤ a0κ(ξ − g)w
2ψ
2
+
Cγ4/3 ψ
(ξ − g)5/3 ,
(3.9)
for some C > 0, possibly varying from line to line and possibly depending only on a0
and κ. Formulas (3.8) and (3.9) entail that
ag′∆(wψ)− (wψ)t
2
− a
〈
∇(wψ), g
′∇ψ
ψ
+ λ∇g
〉
≥ a0κ(ξ − g)w
2ψ
2
− aλw 〈∇ψ,∇g〉 − µwψ − Cγ
4/3 ψ
(ξ − g)5/3
− ag
′w|∇ψ|2
ψ
+
(ag′∆ψ − ψt)w
2
.
(3.10)
Besides, by the Cauchy-Schwarz inequality,
µwψ =
(√
ξ − g w
√
ψ
) ( µ√ψ√
ξ − g
)
≤ a0κ(ξ − g)w
2ψ
4
+
Cµ2ψ
a0κ(ξ − g)
≤ a0κ(ξ − g)w
2ψ
4
+
Cµ2ψ
(ξ − g) ,
(3.11)
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which combined with (3.10) gives the desired result in (3.5). 
Inequality (3.5) will play a pivotal a role in the following computations in order to
analyze four different regimes, as given by (1.27).
Lemma 3.4. In the setting of Theorem 1.5, if x ∈ B(x0, R− ρ) and t ∈ [t0 − T, t0],
w ≤
[
τ 2u + C
(
µ+ γ2/3 +
1
ρ2
+
1
ρ(R− ρ) +
√
k+
ρ
)]
, (3.12)
for some C > 0, depending only on n, η, a0, κ and Γ. Here, τu, µ and γ are the quantities
defined in (1.26), (1.21) and (1.24), respectively.
Proof. Let θ ∈ (0, 1), to be conveniently chosen in what follows. For every x ∈ B(x0, R),
we define
ψ(x) := ψ¯(d(x, x0)), (3.13)
where d(·, ·) represents the geodesic distance and ψ¯ is the function introduced in Lemma 3.1.
Recalling the assumption (1.9) on the Ricci curvature, we have that
∆d(x, x0) ≤ n− 1
d(x, x0)
+
√
(n− 1)k+.
As a result, in view of (3.2), we deduce that
|∇ψ(x)| = |ψ¯′(d(x, x0))∇d(x, x0)| ≤
C
(
ψ(x)
)θ
ρ
and −∆ψ(x) = −ψ¯′(d(x, x0))∆d(x, x0)− ψ¯′′(d(x, x0))|∇d(x, x0)|
≤ C
(
ψ(x)
)θ
ρ
(
n− 1
d(x, x0)
+
√
(n− 1)k+
)
+
C
(
ψ(x)
)θ
ρ2
,
(3.14)
with C > 0 depending only on θ.
We now define w˜ := wψ and, in the support of ψ, we exploit (3.5) and write that
ag′∆w˜ − w˜t
2
− a
〈
∇w˜, g
′∇ψ
ψ
+ λ∇g
〉
≥ a0κ(ξ − g)w
2ψ
4
− aλw 〈∇ψ,∇g〉 − Cµ
2ψ
(ξ − g) −
Cγ4/3 ψ
(ξ − g)5/3
− ag
′w|∇ψ|2
ψ
+
ag′w∆ψ
2
.
(3.15)
We take (x1, t1) in the closure of QR,T such that
sup
QR,T
w˜ = w˜(x1, t1). (3.16)
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Since w˜(x, t) = 0 if x ∈ ∂B(x0, R), necessarily x1 is an interior point of B(x0, R). Conse-
quently ∇w˜(x1, t1) = 0 and ∆w˜(x1, t1) ≤ 0. Hence, inserting this information into (3.15),
we obtain that
0 ≥ w˜t
2
+
a0κ(ξ − g)w2ψ
4
− aλw 〈∇ψ,∇g〉 − Cµ
2ψ
(ξ − g) −
Cγ4/3 ψ
(ξ − g)5/3
− ag
′w|∇ψ|2
ψ
+
ag′w∆ψ
2
∣∣∣∣∣
(x,t)=(x1,t1)
.
(3.17)
Exploiting (2.1), (2.4), (2.5) and (2.6), we also see that
|F ′(u(x, t))|2|∇u(x, t)|2
|u(x, t)|2(ξ −G(u(x, t)))2 =
|g′(v(x, t))|2|∇u(x, t)|2
|u(x, t)|2(ξ − g(v(x, t)))2
=
|g′(v(x, t))|2|∇v(x, t)|2
(ξ − g(v(x, t)))2 = w(x, t).
(3.18)
Now, to address the proof of (3.12), it is convenient to distinguish two cases, namely:
either t1 = t0 − T , (3.19)
or t1 ∈ (t0 − T, t0]. (3.20)
To start with, we suppose that (3.19) holds true. In this case, we use (1.26), (3.16)
and (3.18) to deduce that, for every (x, t) ∈ QR,T ,
w˜(x, t) ≤ w˜(x1, t0 − T )
≤ sup
x∈B(x0,R)
w˜(x, t0 − T )
≤ sup
x∈B(x0,R)
w(x, t0 − T )
= sup
x∈B(x0,R)
(
F ′(u)
)2|∇u|2
u2(ξ −G(u))2 (x, t0 − T )
≤ τ 2u .
In particular, for all (x, t) ∈ B(x0, R− ρ)× [t0 − T, t0],
w(x, t) = w˜(x, t) ≤ τ 2u ,
and this proves (3.12) in this case.
Hence, to complete the proof of (3.12), we now consider the case in which (3.20) is
satisfied. Then, w˜t(x1, t1) ≥ 0, and consequently (3.17) entails that
0 ≥ a0κ(ξ − g)w
2ψ
4
− aλw 〈∇ψ,∇g〉 − Cµ
2ψ
(ξ − g) −
Cγ4/3 ψ
(ξ − g)5/3
− ag
′w|∇ψ|2
ψ
+
ag′w∆ψ
2
∣∣∣∣∣
(x,t)=(x1,t1)
.
(3.21)
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It is also useful to observe that
√
n |g′′(r)|
g′(r)
=
√
n er |F ′′(er)|
F ′(er)
≤ 2F
′(er)
ξ −G(er) =
2g′(r)
ξ − g(r) ,
thanks to (2.4) and (1.17).
From this and the definition of λ in (2.2), we conclude that
|λ(r)| ≤ 2g
′(r)
ξ − g(r) + 1.
It is also useful to observe that, in light of (1.16), (2.1) and (2.4),
2g′(r)
ξ − g(r) =
2F ′(er)
ξ −G(er) ≤ 2Γ, (3.22)
and thus |λ(r)| ≤ 2Γ + 1.
As a consequence, recalling the definition of w in (2.6), and utilizing the Young’s
inequality with exponents 4/3 and 4, we see that, in the support of ψ,
a |λw 〈∇ψ,∇g〉| ≤ (2Γ + 1)a−10 w |∇ψ| |∇g|
= (2Γ + 1)a−10 w
3/2 |∇ψ| (ξ − g)
= (2Γ + 1)
(
a
3/4
0 [κ(ξ − g)]3/4w3/2 ψ3/4
3
)
3a
−7/4
0 (ξ − g)1/4 |∇ψ|
κ3/4ψ3/4
≤ 1
8
a0κ (ξ − g)w2ψ + C (ξ − g) |∇ψ|
4
ψ3
for some constant C > 0 depending only on a0, κ and Γ. From this and (3.14), we find
that
a |λw 〈∇ψ,∇g〉| ≤ 1
8
a0 (ξ − g)κw2ψ + C (ξ − g)ψ
4θ−3
ρ4
, (3.23)
up to renaming C > 0, possibly also in dependence of θ.
Also, by using again (2.4), (3.14), (3.22) and the Cauchy-Schwarz inequality, we can
write that
ag′w |∇ψ|2
ψ
≤ Ca
−1
0 g
′wψ2θ−1
ρ2
= a−10 g
′√ξ − g w √ψ Cψ2θ− 32√
ξ − g ρ2
≤ 1
16
a0(ξ − g)κw2ψ + C(g
′)2ψ4θ−3
a30(ξ − g)κρ4
≤ 1
16
a0(ξ − g)κw2ψ + C(ξ − g)ψ
4θ−3
ρ4
,
(3.24)
up to renaming C.
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Plugging this information and (3.23) into (3.21), we obtain that, at the point (x1, t1),
a0κ(ξ − g)w2ψ
16
≤ Cµ
2ψ
(ξ − g) +
Cγ4/3 ψ
(ξ − g)5/3 +
C(ξ − g)ψ4θ−3
ρ4
− ag
′w∆ψ
2
. (3.25)
Moreover, by (3.14), using the short notation d := d(x, x0), we see that
−∆ψ w
2
≤ Cw
2
[
ψθ
ρ
(
n− 1
d
+
√
(n− 1)k+
)
+
ψθ
ρ2
]
=
C
√
ξ − g w √ψ
2
[
ρ
(
n− 1
d
+
√
(n− 1)k+
)
+ 1
]
ψθ−
1
2√
ξ − g ρ2 .
Consequently, by the Cauchy-Schwarz inequality and (3.22),
−ag
′∆ψ w
2
≤ a0κ(ξ − g)w
2ψ
32
+ C
[
ρ
(
n− 1
d
+
√
(n− 1)k+
)
+ 1
]2
a−30 (g
′)2ψ2θ−1
(ξ − g)κρ4
≤ a0κ(ξ − g)w
2ψ
32
+ C
[
ρ
(
n− 1
d
+
√
(n− 1)k+
)
+ 1
]2
ψ2θ−1(ξ − g)
ρ4
,
(3.26)
up to renaming C.
We also remark that when x ∈ B(x0, R − ρ), we have that d = d(x, x0) ∈ [0, R − ρ),
and thus R−d
ρ
> 1, which gives that ψ(x) = ψ¯(d) = α
(
R−d
ρ
)
= 1. In particular,
∆ψ(x) = 0 for all x ∈ B(x0, R− ρ). (3.27)
Notice also that
−ag
′∆ψ w
2
≤ a0κ(ξ − g)w
2ψ
32
+ C
[
ρ
(
n− 1
R− ρ +
√
(n− 1)k+
)
+ 1
]2
ψ2θ−1(ξ − g)
ρ4
≤ a0κ(ξ − g)w
2ψ
32
+
Cψ2θ−1(ξ − g)
ρ2(R− ρ)2 +
Ck+ψ
2θ−1(ξ − g)
ρ2
+
Cψ2θ−1(ξ − g)
ρ4
,
(3.28)
up to renaming C. Indeed, the estimate in (3.28) is obvious in B(x0, R−ρ), since the right
hand side vanishes, thanks to (3.27), and it follows directly from (3.26) in the complement
of B(x0, R− ρ), where d ≥ R− ρ.
We can therefore insert (3.28) into (3.25) and find that, at the point (x1, t1),
a0κ(ξ − g)w2ψ
32
≤ Cµ
2ψ
(ξ − g) +
Cγ4/3 ψ
(ξ − g)5/3 +
Cψ4θ−3(ξ − g)
ρ4
+
Cψ2θ−1(ξ − g)
ρ2(R − ρ)2 +
Ck+ψ
2θ−1(ξ − g)
ρ2
+
Cψ2θ−1(ξ − g)
ρ4
.
In light of (3.16), we can rewrite the latter estimate as
sup
QR,T
w2ψ2 ≤ Cµ
2ψ2
(ξ − g)2 +
Cγ4/3 ψ2
(ξ − g)8/3 +
Cψ4θ−2
ρ4
+
Cψ2θ
ρ2(R− ρ)2 +
Ck+ψ
2θ
ρ2
+
Cψ2θ
ρ4
. (3.29)
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We recall that 0 ≤ ψ ≤ 1 and that ψ = 1 in B(x0, R− ρ). In this way, choosing θ := 1/2,
we deduce from (3.29) and (1.15) that
sup
B(x0,R−ρ)×(t0−T,t0]
w2 = sup
B(x0,R−ρ)×(t0−T,t0]
w2ψ2
≤ Cµ2 + Cγ4/3 + C
ρ4
+
C
ρ2(R− ρ)2 +
Ck+
ρ2
,
where C can now depend on η too. With this, the proof of (3.12) is complete. 
Lemma 3.5. In the setting of Theorem 1.5, if x ∈ B(x0, R) and t ∈ [t0 − T + δ, t0],
w(x, t) ≤
[
σ2u + C
(
µ+ γ2/3 +
1
δ
)]
, (3.30)
for some C > 0, depending only on η, a0 and κ. Here, σu, µ and γ are the quantities
defined in (1.26), (1.21) and (1.24), respectively.
Proof. We take φ as in Lemma 3.2 (say, with θ := 1/2), and we define w˜(x, t) :=
w(x, t)φ(t). Then, in light of (3.5),
ag′∆w˜ − w˜t
2
− a 〈∇w˜, λ∇g〉 ≥ a0κ(ξ − g)w
2φ
4
− Cµ
2φ
(ξ − g) −
Cγ4/3 φ
(ξ − g)5/3 −
φtw
2
. (3.31)
Suppose that the maximum of w˜ in the closure of QR,T is reached at (x1, t1). Since w˜ = 0
when t = t0 − T , we know that t1 ∈ (t0 − T, t0]. As a result,
w˜t(x1, t1) ≥ 0. (3.32)
We then distinguish two cases,
either x1 ∈ ∂B(x0, R), (3.33)
or x1 ∈ B(x0, R). (3.34)
If (3.33) holds true, then, in QR,T ,
w˜ ≤ w˜(x1, t1) ≤ sup
x∈∂B(x0,R)
t∈[t0−T,t0]
w˜(x, t) ≤ sup
x∈∂B(x0,R)
t∈[t0−T,t0]
w(x, t).
Consequently, recalling the definition of w in (2.6) and using (2.8) and (2.12), we have
that
w˜ ≤ sup
x∈∂B(x0,R)
t∈[t0−T+δ/2,t0]
(
F ′(u)
)2|∇u|2
u2(ξ −G(u))2 (x, t) = σ
2
u.
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As a result, since φ = 1 if t ≥ t0 − T + δ, thanks to (3.3), we obtain that, if x ∈ B(x0, R)
and t ∈ [t0 − T + δ, t0],
w(x, t) = w˜(x, t) ≤ σ2u,
which proves (3.30) in this case.
Hence, we can now suppose that (3.34) holds true. In this case, we have that ∆w˜(x1, t1) ≤
0 and ∇w˜(x1, t1) = 0. Therefore, in the light of (2.4), (3.5) and (3.32), at the point (x1, t1)
it holds that
0 ≥ a0κ(ξ − g)w
2φ
4
− Cµ
2φ
(ξ − g) −
Cγ4/3 φ
(ξ − g)5/3 −
φtw
2
. (3.35)
Moreover, from (3.4) and the Cauchy-Schwarz inequality,
φtw
2
≤ C φ
1+θ
2 w
2δ
=
(√
a0κ(ξ − g) w
√
φ
2
) (
Cφ
θ
2
δ
√
a0κ(ξ − g)
)
≤ a0κ(ξ − g)w
2φ
8
+
Cφθ
δ2a0κ(ξ − g) ≤
a0κ(ξ − g)w2φ
8
+
Cφθ
δ2(ξ − g) .
(3.36)
Plugging (3.36) into (3.35), we conclude that, at the point (x1, t1),
1
8
(ξ − g)a0κw2φ ≤ Cµ
2φ
(ξ − g) +
Cγ4/3 φ
(ξ − g)5/3 +
Cφθ
δ2(ξ − g) .
That is, at the point (x1, t1),
w2φ ≤ Cµ
2φ
(ξ − g)2 +
Cγ4/3 φ
(ξ − g)8/3 +
Cφθ
δ2(ξ − g)2 .
Now, since 0 ≤ φ ≤ 1 and φ = 1 for any t ≥ t0 − T + δ, this implies that
sup
B(x0,R)×[t0−T+δ,t0]
w2 = sup
B(x0,R)×[t0−T+δ,t0]
w2φ2 ≤ Cµ
2
(ξ − g)2+
C
δ2(ξ − g)2+
Cγ4/3
(ξ − g)8/3
∣∣∣∣∣
(x,t)=(x1,t1)
.
As a consequence, recalling also (1.15), we obtain (3.30), as desired. 
Lemma 3.6. In the setting of Theorem 1.5, if x ∈ B(x0, R) and t ∈ [t0 − T, t0],
w(x, t) ≤ [σ2u + τ 2u + C(µ+ γ2/3)], (3.37)
for some C > 0, depending only on η, a0 and κ. Here, τu and σu are the quantities defined
in (1.26), µ is defined in (1.21), and γ is defined in (1.24).
Proof. We suppose that the maximum of w in the closure of QR,T is reached at the
point (x1, t1). We distinguish three possibilities:
either x1 ∈ B(x0, R) and t1 ∈ (t0 − T, t0], (3.38)
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or x1 ∈ B(x0, R) and t1 = t0 − T, (3.39)
or x1 ∈ ∂B(x0, R) and t1 ∈ [t0 − T, t0]. (3.40)
Suppose first that (3.38) holds true. Then, we have that ∆w(x1, t1) ≤ 0, ∇w(x1, t1) = 0
and wt(x1, t1) ≥ 0. Therefore, in light of Lemma 2.1 and recalling also (2.4), we obtain
that, at the point (x1, t1),
0 ≥ aκ(ξ − g)w2 − µw − γ |∇g|
(ξ − g)2 ≥ a0κ(ξ − g)w
2 − µw − γ |∇g|
(ξ − g)2 . (3.41)
We insert (3.9) and (3.11) (used here with ψ := 1) into (3.41) to see that, at the
point (x1, t1),
a0κ(ξ − g)w2
4
≤ Cµ
2
(ξ − g) +
Cγ4/3
(ξ − g)5/3 .
Consequently, using the maximality of (x1, t1) and recalling that ξ − g ≥ η > 0,
sup
B(x0,R)×[t0−T,t0]
w2 ≤ Cµ
2
(ξ − g)2 +
Cγ4/3
(ξ − g)8/3
∣∣∣∣∣
(x,t)=(x1,t1)
≤ Cµ2 + Cγ4/3.
This proves (3.37) in this case. Thus, we can now assume that (3.39) is satisfied. Then,
recalling (2.6), (2.8) and (2.12), we see that, in QR,T ,
w ≤ w(x1, t0 − T ) =
(
F ′(u)
)2|∇v|2
ξ −G(u)2 (x1, t0 − T )
=
(
F ′(u)
)2|∇u|2
u2(ξ −G(u))2 (x1, t0 − T ) ≤ τ
2
u ,
which establishes (3.37) in this case.
We now suppose that (3.40) is satisfied. In such a case, we have that, in QR,T ,
w ≤ w(x1, t1) =
(
F ′(u)
)2|∇u|2
u2(ξ −G(u))2 (x1, t1) ≤ σ
2
u,
whence the proof of (3.37) is complete. 
Lemma 3.7. In the setting of Theorem 1.5, if x ∈ B(x0, R− ρ) and t ∈ [t0 − T + δ, t0],
w(x, t) ≤ C
(
µ+ γ2/3 +
1
ρ(R − ρ) +
√
k+
ρ
+
1
δ
+
1
ρ2
)
, (3.42)
for some C > 0, depending only on η, a0, κ and Γ. Here, µ and γ are the quantities
defined in (1.21) and (1.24), respectively.
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Proof. Let θ ∈ (0, 1) to be conveniently chosen in what follows. Let also ψ be as in (3.13)
and φ be as in Lemma 3.2. We define Φ(x, t) := ψ(x)φ(t) and w˜ := wΦ. Suppose that
the maximum of w˜ in QR,T is reached at some point (x1, t1). Since Φ vanishes along the
parabolic boundary, we know that x1 ∈ B(x0, R) and t1 ∈ (t0 − T, t0]. As a consequence,
∆w˜(x1, t1) ≤ 0, ∇w˜(x1, t1) = 0 and w˜t(x1, t1) ≥ 0.
Combining this information with (3.5), we obtain that, at the point (x1, t1),
0 ≥ a0κ(ξ − g)w
2Φ
4
− aλw 〈∇Φ,∇g〉 − Cµ
2Φ
(ξ − g) −
Cγ4/3 Φ
(ξ − g)5/3
− ag
′w|∇Φ|2
Φ
+
(ag′∆Φ− Φt)w
2
∣∣∣∣∣
(x,t)=(x1,t1)
.
(3.43)
From (3.23), (3.24) and (3.43), we deduce that
0 ≥ a0κ(ξ − g)w
2Φ
16
− Cµ
2Φ
(ξ − g) −
Cγ4/3Φ
(ξ − g)5/3 −
CΦ4θ−3(ξ − g)
ρ4
+
(ag′∆Φ− Φt)w
2
∣∣∣∣∣
(x,t)=(x1,t1)
.
(3.44)
Now, from (3.28),
−ag′w∆Φ
2
=
−ag′wφ∆ψ
2
≤ a0κ(ξ − g)w
2ψφ
32
+
Cψ2θ−1φ(ξ − g)
ρ2(R− ρ)2 +
Ck+ψ
2θ−1φ(ξ − g)
ρ2
+
Cψ2θ−1φ(ξ − g)
ρ4
,
(3.45)
and from (3.36),
wΦt
2
=
wψφt
2
≤ a0κ(ξ − g)w
2φ
64
+
Cφθψ
δ2(ξ − g) . (3.46)
From (3.44), (3.45) and (3.46) we obtain that, at the point (x1, t1),
a0κ(ξ − g)w2Φ
64
≤ Cµ
2Φ
(ξ − g) +
Cγ4/3 Φ
(ξ − g)5/3 +
CΦ4θ−3(ξ − g)
ρ4
+
Cψ2θ−1φ(ξ − g)
ρ2(R− ρ)2
+
Ck+ψ
2θ−1φ(ξ − g)
ρ2
+
Cψ2θ−1φ(ξ − g)
ρ4
+
Cφθψ
δ2(ξ − g) .
We see that 0 ≤ Φ ≤ 1, and that Φ = 1 for every x ∈ B(x0, R− ρ) and t ∈ [t0−T + δ, t0].
Thus, if x ∈ B(x0, R− ρ) and t ∈ [t0 − T + δ, t0], choosing θ := 3/4,
w2(x, t) = w2(x, t)Φ2(x, t) = w˜2(x, t) ≤ w˜2(x1, t1) = w2(x1, t1)Φ2(x1, t1)
≤ Cµ
2
(ξ − g)2 +
Cγ4/3
(ξ − g)8/3 +
C
ρ4
+
C
ρ2(R− ρ)2 +
Ck+
ρ2
+
C
δ2(ξ − g)2
∣∣∣∣∣
(x,t)=(x1,t1)
,
that, recalling (1.15), yields the desired estimate in (3.42). 
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4 Completion of the proof of Theorem 1.5
In this section, we provide the proof of Theorem 1.5. To this end, we use the notation
C˜ := µ+ γ2/3,
T˜ :=
1
δ
and S˜ :=
1
ρ2
+
1
ρ(R − ρ) +
√
k+
ρ
.
(4.1)
With this notation, gathering together the estimates in Lemmata 3.4, 3.5, 3.6 and 3.7, we
obtain the following statement.
Corollary 4.1. In the setting of Theorem 1.5, the function w can be estimated by
CC˜+
(
τ 2u + CS˜
)
in B(x0, R− ρ)× [t0 − T, t0],
CC˜+
(
σ2u + CT˜
)
in B(x0, R)× [t0 − T + δ, t0],
CC˜+
(
σ2u + τ
2
u
)
in B(x0, R)× [t0 − T, t0],
CC˜+ C
(
S˜+ T˜
)
in B(x0, R− ρ)× [t0 − T + δ, t0],
for some C > 0.
Hence, considering the more convenient term in any common domain, we deduce from
Corollary 4.1 that:
Corollary 4.2. In the setting of Theorem 1.5, at any point in QR,T , we have that
w ≤ CC˜+
[
min
{
σ2u + τ
2
u , σ
2
u + CT˜, τ
2
u + CS˜, C(T˜ + S˜)
}
χB(x0,R−ρ)×[t0−T+δ,t0]
+
(
σ2u +min
{
τ 2u , CT˜
})
χ(B(x0,R)\B(x0,R−ρ))×[t0−T+δ,t0]
+
(
τ 2u +min
{
σ2u, CS˜
})
χB(x0,R−ρ)×[t0−T,t0−T+δ]
+
(
σ2u + τ
2
u
)
χ(B(x0,R)\B(x0 ,R−ρ))×[t0−T,t0−T+δ]
]
,
(4.2)
for some C > 0.
Completion of the proof of Theorem 1.5. Recalling (3.18), we write that
w =
(F ′(u))2|∇u|2
u2(ξ −G(u))2 .
Nonlinear parabolic operators 32
This and (4.2) give that
(F ′(u))2|∇u|2
u2(ξ −G(u))2 ≤ CC˜+
[
min
{
σ2u + τ
2
u , σ
2
u + CT˜, τ
2
u + CS˜, C(T˜ + S˜)
}
χB(x0,R−ρ)×[t0−T+δ,t0]
+
(
σ2u +min
{
τ 2u , CT˜
})
χ(B(x0,R)\B(x0,R−ρ))×[t0−T+δ,t0]
+
(
τ 2u +min
{
σ2u, CS˜
})
χB(x0,R−ρ)×[t0−T,t0−T+δ]
+
(
σ2u + τ
2
u
)
χ(B(x0,R)\B(x0,R−ρ))×[t0−T,t0−T+δ]
]
.
Taking the square root and recalling (1.25), we obtain the desired result stated in Theo-
rem 1.5. 
5 Proof of Corollary 1.6
We now deduce a local estimate in QR/2,T/2 as a special case of the global one obtained
in Theorem 1.5.
Proof of Corollary 1.6. By taking δ := T/2 and ρ := R/2, we reduce the quantities T
and S in (1.25) to
T =
√
2
T
and S =
4
R
+
√
2 4
√
k+√
R
.
Consequently, we deduce from (1.28) that
ι ≤ C(T + S) ≤ C
(
1
R
+
1√
T
+
4
√
k+√
R
)
.
Furthermore, by (1.27), we know that B1 = B2 = B3 = 0 in QR/2,T/2 and therefore we
deduce from Theorem 1.5 that, for each (x, t) ∈ QR/2,T/2,
G′(u(x, t)) |∇u(x, t)| ≤
(
CC+ ιI(x, t)
)(
ξ −G(u(x, t))
)
≤ C
(
√
µ+ 3
√
γ +
1
R
+
1√
T
+
4
√
k+√
R
)(
ξ −G(u(x, t))
)
,
as desired. 
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A A direct proof showing that Corollary 1.6 implies
Corollary 1.4 (i.e., Corollary 9 in [20])
Goal of this appendix is to give a direct proof of Corollary 1.4 from the statement of
Corollary 1.6. To this end, in the setting given by the statement of Corollary 1.4, we
define F (s) := sp. Let also
T˜ :=Mp−1T and u˜(x, t) :=
u
(
x,M1−p(t− t0) + t0
)
M
.
We observe that if t ∈ [t0 − T˜ , t0] then M1−p(t − t0) + t0 ∈ [t0 − T, t0]. Consequently,
if (x, t) ∈ QR,T˜ ,
∂tu˜(x, t) =
∂tu
(
x,M1−p(t− t0) + t0
)
Mp
=
∆up
(
x,M1−p(t− t0) + t0
)
Mp
= ∆u˜p(x, t).
Also, 0 ≤ u˜ ≤ 1, hence we can exploit Theorem 1.3, with T replaced by T˜ , u replaced
by u˜ and M replaced by 1. Moreover, in (1.14) we pick any s0 ≥ 2
1
1−p and we have that
G(s) = p
∫ s
s0
hp−2 dh =
p
1− p
(
1
s1−p0
− 1
s1−p
)
.
Then, choosing η := p
2(1−p) and ξ := 0, we have that, for all s ∈ (0, 1],
ξ −G(s) = p
1− p
(
1
s1−p
− 1
s1−p0
)
(A.1)
and, as a byproduct,
ξ −G(s) ≥ p
1− p
(
1− 1
s1−p0
)
≥ p
2(1− p) = η. (A.2)
Furthermore, √
n |F ′′(s)| s
F ′(s)
=
√
n (1− p),
whence, setting κ :=
√
n
(
p− 1 + 1√
n
)
> 0,
1−
√
n |F ′′(s)| s
F ′(s)
= κ > 0. (A.3)
Moreover, for all s ∈ (0, 1],
2F ′(s)−
√
n|F ′′(s)|s
F ′(s)
(
ξ −G(s)) = 2psp−1 −√n (1− p) p
1− p
(
1
s1−p
− 1
s1−p0
)
Nonlinear parabolic operators 34
=
2p
s1−p
− p√n
(
1
s1−p
− 1
s1−p0
)
=
p(2−√n)
s1−p
+
p
√
n
s1−p0
≥ p(2−
√
4) +
p
√
n
s1−p0
≥ p
√
n
s1−p0
≥ 0
From this, (A.2) and (A.3), we see that the conditions in (1.12), (1.15) and (1.17) are
fulfilled.
We now check that (1.16) is also satisfied (and, from the technical point of view, this
step is the one that makes assumption (1.16) more convenient than (1.3)). To this end,
we remark that, in light of (A.1),
ξ −G(s) = p s
p−1
1− p −
p sp−10
1− p , (A.4)
and therefore, for every s ∈ (0, 1],
F ′(s)
ξ −G(s) =
(1− p) sp−1
sp−1 − sp−10
=
(1− p)
1− (s/s0)1−p ≤
(1− p)
1− (1/s0)1−p ≤ 2(1− p),
and this shows that condition (1.16) is fulfilled here with Γ := 2(1− p).
Therefore, we can utilize Theorem 1.5 and conclude that, if (x, t) ∈ QR/2,T˜ /2,
G′(u˜(x, t)) |∇u˜(x, t)|
ξ −G(u˜(x, t)) =
|∇G(u˜(x, t))|
ξ −G(u˜(x, t))
≤ C
(
1
R
+
1√
T˜
+
√
k
)
= C
(
1
R
+
M
1−p
2√
T
+
√
k
)
.
(A.5)
Thus, recalling (A.4), we find that
ξ −G(s) = sG
′(s)
1− p −
p sp−10
1− p ,
and then (A.5) gives that
(1− p) G
′(u˜(x, t)) |∇u˜(x, t)|
u˜(x, t)G′(u˜(x, t))− p sp−10
≤ C
(
1
R
+
M
1−p
2√
T
+
√
k
)
.
We can now send s0 → +∞ and (up to renaming constants) conclude that, for ev-
ery (x, t) ∈ QR/2,T˜ /2,
|∇u˜(x, t)|
u˜(x, t)
≤ C
(
1
R
+
M
1−p
2√
T
+
√
k
)
,
which, scaling back the time variable, leads to the desired result in (1.7).
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