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ABSTRACT
Despite its recent disruption to many engineering fields, incorporating machine learning into satellite operations is
difficult due to the associated performance restrictions with the relatively small amount of available data during a
satellite’s operating lifetime; a satellite needs to be operating for several months to years in order to grow a dataset
able to be used in machine learning. That is the reason behind its historically limited application to active satellite
operations, whereas a posteriori applications to past missions can be found in the literature. Recently however, the
eruption of mega-constellations of satellites, whose hardware, software, and orbit are almost identical, presents the
opportunity to utilize a much larger dataset, even if the lifespan of the individual satellite is limited. This is the case
of the PlanetScope constellation, which consists of hundreds of “Dove” satellites that are regularly replenished with
new launches. The large number of similar satellites, combined with an automated and thorough metric retrieval
system, enables the generation of large matrices of data that can be used as machine learning features, aggregated
daily from telemetry, ephemeris, software logs and configuration. On top of these features, detailed operator
knowledge of the system is included in the dataset, in the form of human-provided labels that are historically
recorded and used for training purposes. Through the use of this novel dataset, this paper presents an implementation
of machine learning to autonomously detect anomalies on active satellites. This early anomaly detection system is
currently used in operation to identify satellites that require further operator intervention, as well as to support the
diagnosis process.
INTRODUCTION
Satellites are complex, remotely-operated systems,
made up of many interconnected onboard components
that require continuous monitoring. Each subsystem
generates key information about the spacecraft’s health
and state, which is then assessed by operators to
determine if the spacecraft is performing as expected.
Satellite operators are responsible for maintaining the
health and safety of the fleet. Daily operations tasks
include making assessments based on data analysis,
triaging and resolving anomalies, as well as running
on-orbit experiments and testing software changes.
With the rise of mega-constellations, automation in
satellite operations has become a necessity1, as the
traditional scenario of many operators for one or few
satellites has inverted into many satellites for a single or
few operators. Since their first Dove launch in 2013,
Planet has successfully launched and operated over 400
satellites, with its largest-to-date Flock 3P launch on
February 15th, 2017 consisting of 88 satellites, and
most recent Flock 4S launch on January 24th, 2021 of
48 satellites. Operating the world’s largest Earth
Observation constellation at Planet has relied on
adapting and developing agile aerospace technologies
and techniques2, such that a small team of operators can
adequately maintain a fleet of hundreds of satellites. A
part of these tools is the use of Machine Learning (ML)
for early satellite anomaly
detection; a unique method that utilizes metrics from
aggregated satellite data with machine learning to
detect anomalous satellite behaviour on active satellites.
The remainder of this paper is organized as follows: a
literature review follows the introduction to showcase
the existing landscape of machine learning for
spacecraft operations and the Methodology section
details the data pipeline and preprocessing as well as
the operations use cases of satellite mode classification
and anomalous satellite clustering. The Results section
details the impact on day-to-day operations, followed
by the Discussion and Conclusion sections which will
detail the future landscape of Machine Learning for
Planet’s constellation operations.
RELATED WORK
To date, there has been little work published on the
topic of utilizing machine learning for spacecraft
operations. ML-based mechanisms in satellite network
operation have been investigated for uses in
interference detection, payload configuration, and
congestion prediction using real spacecraft data3, but
the ML-solutions were not applied to real-time
operations, and had a fairly large false positive rate of
19% in the interference detection use case. The Mars
Express (MEX) Flight Control Team released 3 years of
spacecraft telemetry to ML enthusiasts that predicted
the spacecraft’s power consumption over a full Martian
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year, which gave insight into mission lifetime and
resource utilization, but again was not used for active
operations of MEX, and was limited to only a single
subsystem4. There is currently a gap in the field of
Machine Learning for active spacecraft operations,
which the detailed work in this paper aims to fill.
Machine learning is a rapidly growing field, and
although the listed literature is not an exhaustive list of
the work that has been done, it is to the authors’ best
knowledge that there has been no published work
utilizing spacecraft metrics from a satellite constellation
as inputs into a machine learning model to be used for
the active operation of satellites within that
constellation.
METHODOLOGY
Data availability is a key requirement in order to
implement machine learning solutions. In this sense,
PlanetScope has an advantage over other constellations,
not only because of its large quantity of historical data
from its many satellites, but also because of the
accessibility of the dataset to Planet engineers. With
these data sources, it is possible to efficiently query
data from a satellite’s telemetry, ephemeris, logs and
configuration at any point in the past, for any of
Planet’s satellites.
Data Pipeline
Planet’s operations are supported by a sophisticated and
fully automated metric retrieval system, which
produces diagnostic data in the form of “records”,
aggregated in different formats. As an example, there is
an automated process that produces over 650 features of
aggregated information per each downlink of a Dove
satellite. There are around 1,500 of these downlinks per
day, over several years of operation, resulting in
significant available data for application to machine
learning..
On top of these rather “low level” metrics, there is a
particular kind of record, called the “satellite record”,
that is aggregated from many other records. As an
example, a “downlink” record would show the amount
of data downlinked in a contact, whereas this “satellite”
record would show the total amount of data downlinked
on a day. This meta-record produces a set of over 700
features aggregated per individual satellite and day.
These high level records reflect many types of
spacecraft anomalies, which is the reason why they
were chosen as the source of data for all the
applications presented in the following sections.
As an intermediate step, prior to the pre-processing of
the data preceding any of the ML applications
highlighted below, there is an automated process
responsible for stacking the records, removing any
duplications, and storing them in an accessible table.
These resulting databases are not only the input to the
ML algorithms, but also to many other Big Data
analyses regarding particular studies. Figure 1 shows
the complete data pipeline.
Preprocessing
The data from the “satellite record'' must be
pre-processed before use in any ML application. Both
the classification and clustering algorithms share the
same basic preprocessing sequence, as they draw upon
the same data.
Because the data has both string and numerical values,
and many of the algorithms depend on some measure of
Euclidean distance, string values are encoded to
numerical values. Values that were times (ex.
‘2019-04-30 02:34:19’) and values that were strings but
did not represent times (ex. ‘True’, ‘2p’) are encoded
differently to properly preserve distances in time; time
values are converted to seconds. Additionally, ‘NaN’
values are also handled differently. They are converted
to strings and then replaced by the feature mean. If all
values in the feature are ‘NaN’, the feature is removed.
After encoding, all features are scaled to fit a normal
distribution with mean 0 and standard deviation 1. This
allows each feature to be more easily compared across
satellites.
For the classification algorithm, the features in the
metrics used to train the algorithm are reduced through
feature selection. Using the preprocessed data, a
random forest classifier is trained. Using the feature
importances from the classifier, any feature with feature
importance below a certain threshold is removed. This
results in an improvement in prediction accuracy, as
well as reduction in computational time that facilitates
the use of more complex and accurate algorithms.
Because of the nonlinear nature of the data, as well as
the number of features, kernel Principal Component
Analysis (kPCA) is utilized to reduce the dimension of
the dataset and transform it into a more manageable
form for the clustering algorithm. After comparing the
metrics for data that was not processed with kPCA and
data that was processed with a cosine and polynomial
kernel respectively, we found that the ‘base’ data
performed worse than any set processed with kPCA.
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Figure 1: Data pipeline flowchart
Satellite Mode Classification
Dove satellites are labelled by the satellite operators
with what is referred to as a satellite’s “mode”. This
classification has no direct effect on the operations of
the spacecraft, other than quickly informing engineers
about the state of each satellite.
There are 5 possible modes, defined as follows:
● Production: satellites operating nominally.
● Debugging: satellites whose nominal operation
is compromised, currently attempted to be
recovered by the engineers.
● Experimental: Satellites not used for nominal
operations, but to conduct on-orbit
experiments.
● Commissioning: Satellites under post-launch
operations.
● Retired: Satellites no longer in operation.
The satellite mode at each point in its history is
recorded in metrics by the satellite records, therefore it
is included in the satellite database. At the same time,
the mode is related to the metrics tracked in the
database. For example, if a satellite is having downlink
issues, its data down of the day could be considerably
lower than normal, and it will likely be in debugging
mode.
Being human-provided, the mode label has an inherent
latency in the metrics; an operator must first manually
detect that a satellite has a problem, and after diagnosis
manually update the mode of the satellite. The opposite
case occurs when moving a satellite from debugging to
production mode; an operator recognizes that a
satellite’s state has changed based on it’s behaviour and
manually updates the satellite’s mode. This process
typically occurs daily as a part of the fleet-wide Dove
check-in process5. However, by applying a ML
classification algorithm to the “fresh” new metrics of
the day, it is possible to predict the mode of each
satellite beforehand, without the need of an operator.
This is the goal of the application presented here.
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In order to perform this prediction, a Multi-Layer
Perceptron (MLP) algorithm is trained with the
pre-processed satellite database, to match the metrics of
each satellite with its mode each day. Satellites in
experimental, commissioning or retired modes are not
included in this prediction, because those modes are
typically assigned after making an active decision, not
just based on the performance on a given day. The
model is first trained with only a sub-sample of the
database, leaving the rest for testing purposes. If the
testing performance is deemed good enough, the model
is re-trained using all the historical data, except for the
day in question. Then, the trained model is applied to
the latest day, for which the mode is yet unchanged. If
the mode predicted for a particular satellite deviates
from its current value, a notification is produced so that
an operator can investigate further.
This process is repeated daily, as soon as new metrics
become available, and before an operator has conducted
the daily check-in. The notification includes the type of
change that is suggested (either production to
debugging for new anomalies, or vice versa for
satellites recovered from anomalous states). Along with
this information, the notification includes a confidence
value produced by the algorithm, in order to prioritize
the investigations.
Anomalous Satellite Clustering
Often multiple satellites present the same or similar
anomalies. To provide operators with more information
about a ‘debugging’ satellite, a clustering algorithm is
utilized to detect any reflection of common past issues
within the metrics. Ideally, satellites with common
issues would be grouped together within the same
cluster, and each cluster would be distinct to a specific
anomaly type (e.g. imaging anomalies, downlink
anomalies, power anomalies). Then, these clusters, as
well as their corresponding centroids can be saved in
order to draw comparisons with new, “fresh” data on
newly faulty satellites.
A k-Means clustering algorithm is utilized on the
pre-processed satellite database. Only metrics from
satellites labeled with ‘debugging’ are chosen. Metrics
are also filtered by time; issues that occurred a long
time ago but do not often happen currently may
interfere with the data and introduce unnecessary bias.
Software updates, for example, can resolve old issues.
The data is therefore limited to six months up to the
current date. This time limitation is easily adjustable
according to the circumstances. The data is also
partitioned by satellite build type, since different builds
do not present the same issues and have differences in
hardware. To further minimize noise, features inherent
to the satellites are removed, since they are relatively
irrelevant because they are constant in time, not related
to anomaly detection and completely correlated with
the satellites, introducing unnecessary distance. For
example, satellite names are different for every satellite,
and the goal of the clustering algorithm is to compare
features that are similar across satellites.
The k-Means algorithm was chosen for its efficiency as
well as reliability. It depends on squared Euclidean
distances and is mathematically intuitive. Because
k-Means requires the user to specify the number of
clusters, a combination of testing and operator
knowledge was utilized to decide on a number of
expected clusters. Multiple k-Means algorithms were
run with different cluster numbers, and their metrics
were then compared, using the silhouette and the
Calinski Harabasz index6 to judge the definition and
density of each cluster.
Using data that was ‘compressed’ by kPCA, it was
found that the clustering algorithm produced clusters
that indeed corresponded to issues that affect downlink
and imaging respectively, as well as a general cluster
for attitude issues such as tumbling or poor pointing. It
must be noted however that the clusters did share
certain overlap, and they were not extremely distinct.
Information about each cluster was determined through
research into a sample of satellites from each cluster,
taking a random but representative subset when
necessary. The assigned cluster labels were used to train
a subsequent classifier; this classifier is then utilized to
assign cluster labels to new data on newly anomalous
satellites.
RESULTS
At Planet, a single satellite operator is responsible for
the daily check-in of the entire fleet, consisting of
hundreds of satellites. The implementation of machine
learning into satellite operations has been integral in the
support of anomaly detection and root cause analysis.
Specifically, the satellite mode classification tool has
been integrated into Planet’s internal messaging system,
such that daily reports of satellites that are identified to
be moved between modes for further debugging, or to
resume production, are communicated to the operations
team. The tool increases the visibility of actions an
operator needs to perform, which is critical to maintain
fleet productivity and assist with quick anomaly
detection and mitigation efforts.
The additional cluster assignment provides operators
with a more specific ‘clue’ to investigate with, and
allows the operator to easily recognize anomaly trends
among many satellites. More remarkably, we produced
a cluster that mostly contained satellites that were
mislabeled as ‘debugging’ and did not display any
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anomalies or impact to performance. This cluster is
therefore useful in compensating for the inaccuracies in
the satellite mode labelling.
Future work involves integrating the anomalous
satellite clustering tool into daily operations to
complement the existing satellite mode classifier. The
goal would be to have a notification system that alerts
operators of a proposed change of state for a satellite
(i.e., from production mode to debugging mode), and an
accompanied cluster for which the satellite belongs to,
providing more insight into the anomaly the satellite is
experiencing.
DISCUSSION
As it is shown by this work, the arrival of
mega-constellations of satellites with very similar buses
enables the possibility of incorporating Machine
Learning solutions to satellite operations. Nevertheless,
there are a number of issues that limit the reliability of
these solutions. In the case of the early anomaly
detection system that is presented here, even though the
implementation has accelerated the debugging process
and simplified the monitoring, it is not sufficiently
reliable to completely replace other monitoring
processes like daily check-in, which require a human in
the loop. The reasons are not only limitations in the
accuracy of the algorithms, but also in the database
itself. The process of generating the databases that feed
the algorithm are not free of errors. The labelling
(setting the mode of the satellites) has latency, since a
human operator has to identify the issue or the recovery
in question. On top of this, improvements or changes in
the bus or the software of the fleet can always lead to
new anomalies and signatures that will not be well
represented in the historical databases.
These limitations however do not limit the application
of machine learning solutions as support tools to
compliment operations, like in the use-cases
highlighted in this paper. In addition, fully automated
machine learning solutions can still be applied to less
critical processes in satellite operations, such as
calibration, long-term monitoring, or scheduling.
CONCLUSIONS
Machine Learning is a rapidly growing field, however
there currently has been limited published work
utilizing ML for active spacecraft operations. This
paper details the development and implementation of
Machine Learning to support the daily operation of
Planet’s Dove constellation, encompassing hundreds of
satellites. The authors have shown that ML can be used
not only to detect anomalies as soon as they appear, but
also to classify them in groups, assisting operators in
better identifying, triaging, and solving anomalous
satellite behaviour. These early-warning detection
techniques are better exploiting the existing large
volume of spacecraft metrics Planet’s Doves generate,
and support root-cause analysis that can prolong a
satellite’s mission lifetime.
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