In this paper, the gain-scheduled control problem is addressed by using probability-dependent Lyapunov functions for a class of discrete-time stochastic delayed systems with randomly occurring sector-nonlinearities. The sectornonlinearities are assumed to occur according to a time-varying Bernoulli distribution with measurable probability in real time. The multiplicative noises are given by means of a scalar Gaussian white noise sequence with known variances. The aim of the addressed gain-scheduled control problem is to design a controller with scheduled gains such that, for the admissible randomly occurring nonlinearities (RONs), time delays and external noise disturbances, the closed-loop system is exponentially mean-square stable. Note that the designed gain-scheduled controller is based on the measured time-varying probability and is therefore less conservative than the conventional controller with constant gains. It is shown that the time-varying controller gains can be derived in terms of the measurable probability by solving a convex optimization problem via the semi-definite programme method. A simulation example is exploited to illustrate the effectiveness of the proposed design procedures.
I. Introduction
Owing to pervasive existence of stochastic perturbations in reality, stochastic models have been successfully utilized to describe many practical systems such as mechanical systems, economic systems and biological systems, etc. Over the past few decades, the study of stabilization, control and filtering problems for stochastic systems have been paid much attention from many researchers and a large number of results have been reported in the literature, see e.g. [3, 6, 11, 25, 26] . On the other hand, time delay is usually one of the main sources of poor performance and instability. Therefore, it is not surprising that the stochastic control problem for time-delay systems have received considerable research interests, see [6, 11, 14, [25] [26] [27] [28] for some recent results.
As is well known, nonlinearity is often inevitable in many real-world control systems that poses essential challenges for system design. In the past years, the analysis and synthesis problems of nonlinear stochastic systems have constituted the main stream of research in the control community which have been attracting more and more research attention, see e.g. [26, 28] . Among others, the sector-nonlinearity (also called sectorlike nonlinearity) is known to be quite general that includes the widely used Lipschitz condition as a special case. So far, the control, filtering and model reduction problems for systems with sector-nonlinearities have been intensively studied, see e.g. [12, [16] [17] [18] 26] for some recent publications.
Stemming from the popularity of networked control systems where signals are transmitted through channels with limited bandwidth, the randomly occurring phenomenon in system models has started to gain some initial research attention and some important results have been appeared, see e.g. [10, 20, 23, 25, 26, 29] . Roughly speaking, the randomly occurring phenomenon refers to some system complexities (e.g. nonlinearities, uncertainties, information missing, sensor saturations, etc) that occur in a random way based on certain probabilistic law. When modeling the randomly occurring phenomenon especially in the sensor outputs, the Bernoulli distribution model has proven to be a flexible yet effective one that has been frequently employed, see [10, 23, 29] . On the other hand, a large class of nonlinearities results from exogenous disturbances caused by environmental circumstances and may appear intermittently in a random way due probably to random failures and repairs of the components, intermittently switching in the interconnections of subsystems, etc. Such nonlinear disturbances are called randomly occurring nonlinearities (RONs) that have recently introduced in [22, 24] . It should be pointed out that the RONs in [22, 24] have been assumed to satisfy a time-invariant Bernoulli distribution. Such an assumption, unfortunately, limits the application scope since RONs usually appears with time-varying probability. It is, therefore, one of the objectives of this paper to extend the RON model in [22, 24] to the time-varying one by pursuing the time-varying gain-scheduled controller design based on the time-varying probability.
On another research frontier, the design problems of gain-scheduled controllers and filters have recently become research focuses attracting persistent research attentions from both control theory and application viewpoints. For some representative literature we refer the readers to [1, 5, 6, 19] . In gain-scheduled controllers/filter design, the gains of controllers/filters are time-varying consisting of two parts, one of which is constant matrices that can be obtained by solving a set of linear matrix inequalities (LMIs) or Riccati inequalities, and the other part is the time-varying parameters that is measurable in real time. The controller/filter gains are scheduled along with the time-varying parameters and, therefore, have much less conservatism than the conventional ones with constant (fixed) gains only. The gain-scheduled control/filtering problems have been extensively investigated for both the continuous-time and discrete-time systems in the past decade, see e.g. [1, 7, 13, 19, 30] . On the other hand, in order to design more robust controllers/filters with less conservatism, the so-called parameter-dependent Lyapunov functions have recently been exploited to cope with uncertain time-varying systems, see e.g. [2, 7, 8, 15, 21] . Very recently, the parameter-dependent Lyapunov function approach has been applied in the gain-scheduling control/filtering problems so as to achieve better control/filter performance requirements and some results have been reported in the literature [2, 7, 21, 30] . However, up to now, these effective techniques have not been used to address the control problems for discrete-time stochastic systems with randomly occurring nonlinearities. It would be interesting to challenge the gain-scheduled control problem with RONs based on time-varying occurring probability, which constitutes the main focus of this paper.
In this paper, we will aim to consider the gain-scheduled state-feedback control problem for the discrete-time stochastic delayed systems with RONs. The main contributions of this paper can be summarized as follows: 1) a new state-feedback control problem is investigated by a gain-scheduling approach for a class of discrete-time stochastic delayed systems with RONs; 2) the nonlinearity disturbances are assumed to occur in a random way and a stochastic variable sequence satisfying time-varying Bernoulli distributions is introduced to describe the time-varying feature of the RONs; 3) the time-varying controller gains are affected by not only the constant parameters but also the time-varying probability; 4) an easily implementable algorithm is developed to design the controller with both constant and time-varying parameters. The desired controller is designed by employing the gain-scheduling method which leads to less conservatism than the traditional one with constant gains only. In the simultaneous presence of RONs, time delays and external noise disturbances, the closed-loop system is guaranteed to be exponentially mean-square stable. A simulation example is exploited to illustrate the effectiveness of the proposed design procedures.
The remainder of this paper is organized as follows. In Section II, the gain-scheduled control problem for a class of discrete-time stochastic delayed systems with randomly occurring sector-nonlinearities is formulated. The stability analysis and controller design issues are dealt with in Section III. An example is given in Section IV and the paper is concluded in Section V.
Notation. In this paper, R n , R n×m , Z + denote, respectively, the n-dimensional Euclidean space, the set of all n × m real matrices, the set of all positive integers. | · | refers to the Euclidean norm in R n . I denotes the identity matrix of compatible dimension. The notation X ≥ Y (respectively, X > Y ), where X and Y are symmetric matrices, means that X − Y is positive semi-definite (respectively, positive definite). For a matrix M , M T and M −1 represent its transpose and inverse, respectively. The shorthand diag{M 1 , M 2 , . . . , M n } denotes a block diagonal matrix with diagonal blocks being the matrices M 1 , M 2 , . . . , M n . In symmetric block matrices, the symbol * is used as an ellipsis for terms induced by symmetry. Matrices, if they are not explicitly stated, are assumed to have compatible dimensions.
II. Problem Formulation
Consider the following discrete-time stochastic delayed systems with RONs:
(1)
where x(k) ∈ R n is the state, ρ is the initial state of the system, d is a constant delay and
is an one-dimensional Gaussian white noise sequence satisfying E{ω(k)} = 0 and 
where F 1 and F 2 are constant real matrices of appropriate dimensions with
For technique convenience, the nonlinear function f (z(k)) is decomposed into a linear part and a nonlinear part as
and then it follows from (3) that
where
The sector nonlinearity is more general than the usual Lipschitz condition and has widely been employed to model some nonlinear phenomena in reality, for example, the saturation nonlinearities and nonlinear activation functions in neural networks and gene regulatory networks. In the past few years, the control, filtering and model reduction problems for the systems with sector nonlinearities have been intensively studied, see e.g., [12, [16] [17] [18] 26] .
In (1), ξ(k) is a random variable sequence to account for the RONs satisfying the following Bernoulli distribution
where p(k) is a time-varying positive scalar sequence that takes values on the interval [p 1 p 2 ] ⊆ [0 1] with p 1 and p 2 being the lower and upper bounds of p(k), respectively. In this paper, for simplicity, we assume that
The nonlinear disturbances may occur randomly due to some environment reasons and a Bernoulli distribution model has been introduced in [22, 24] to describe such randomly occurring phenomenon. However, the Bernoulli distribution employed in the literature has been assumed to be time-invariant. This is certainly conservative to deal with the time-varying systems with RONs according to time-varying probabilities. As such, we are going to utilize a random variable sequence in (6) that satisfies time-varying Bernoulli distributions in order to better describe the randomly intermittent nature of the concerned nonlinear disturbances.
In this paper, we are interested in designing the following gain-scheduled controller
where K(p) is the controller gain sequence to be designed that is of the following structure
where, for every time step k, p(k) is the time-varying parameter of the controller gain taking value in [p 1 , p 2 ], and K 0 , K u are the constant parameters of the controller gain to be designed. Remark 3: The controller gain given in (8) includes not only the constant parameters K 0 , K u but also the time-varying parameter p(k). Such controller will be scheduled with the time-varying parameter (the timevarying probability in this paper) which would certainly give rise to less conservatism than the conventional controller with constant gains only. Note that gain-scheduled control/filtering problems have recently stirred considerable research attention [1, 5, 7, 13, 19, 21] .
Remark 4: Because of the special structure of the controller gain in (8), the implementation of the gainscheduled controller deserves particular attention. In fact, the implementation consists of the following steps: 1) compute the constant gains K 0 and K u of the controller by using the main results to be developed in this paper; 2) estimate/measure the time-varying probability p(k) by statistical tests in practice; and 3) obtain the controller gain from (8) .
The closed-loop system of (1) with the state-feedback gain-scheduled controller (7) is given as follows:
In this paper, our purpose is to design a probability-dependent gain-scheduled controller of the form (7) for the system (1) by exploiting a probability-dependent Lyapunov function and LMI method such that, for all admissible time delays, RONS and exogenous stochastic noises, the closed-loop system (9) is exponentially mean-square stable.
III. Main Results
The following lemma will be used in the proofs of our main results in this paper. Lemma 1: (Schur Complement) [4] Given constant matrices Σ 1 , Σ 2 , Σ 3 where Σ 1 = Σ T 1 and 0
2 Σ 3 ≥ 0 if and only if
In the following theorem, a probability-dependent gain-scheduled control problem is dealt with for a class of discrete-time stochastic delayed systems (1) with RONs by exploiting Lyapunov theory and convex programming method. A sufficient condition is derived to guarantee the solvability of the desired gain-scheduled control problem and, in the mean time, the parameters of the gain-scheduled controller can be obtained by solving the convex optimization problem via the semi-definite programme method in terms of the measured time-varying probability.
Theorem 1: Consider the discrete-time stochastic delayed systems (9) . Assume that there exist positivedefinite matrices Q(p(k)) > 0 and Q d > 0, slack matrix S and matrices K 0 , K u such that the following LMIs hold:
In this case, the constant gains of the desired controller can be obtained as follows
and the closed-loops system (9) is then exponentially mean-square stable for all
and define the following probability-dependent Lyapunov function:
Then, noting E{ξ(k) − p(k)} = 0 and E{ω(k) = 0}, we have from (9) that
From (3)- (5) and (14), it can be seen that
with + 1) )
In the following, we are going to show that Ω < 0 can be concluded from (10) . To do this, we pre-and post-multiply the LMIs in (10) by diag{S −T , S −T , I, S −T , σ −2 S −T , ∆ −1 p (k)S −T } and its transpose, and we can obtain
Let us now show that, if (18) holds, then the LMIs
where Π k+1 = Q −1 (p(k + 1)), are true.
If (18) holds, we can know from −Q(p(k + 1)) + S −1 + S −T > 0 that S −1 is a nonsingular matrix. By performing the congruence transformation diag{I, I, I, S, S, S} to (18), we can have
with Γ k+1 = −S T Q(p(k + 1))S + S + S T . Then, (19) can be inferred from the inequality Q −1 (p(k + 1)) ≥ −S T Q(p(k + 1))S + S + S T . Furthermore, by Lemma 1, we can know from (19) that Ω < 0 and, subsequently,
where λ min (Ω) is the minimum eigenvalue of Ω. Finally, it can be confirmed from Lemma 1 of [23] that the closed-loop system (9) is exponentially mean-square stable. The proof of this theorem is now complete. Remark 5: In Theorem 1, in order to obtain desired controller gains by making use of the time-varying probability, probability-dependent Lyapunov functions have been exploited to reduce the conservatism of controller design. Note that, in the past few years, parameter-dependent Lyapunov functions have been often applied to uncertain systems and time-varying parameter systems [7, 8, 21] . Also, a slack variable S has been introduced In Theorem 1 to decouple the product terms between Lyapunov matrices and system matrices in order that we can easily deal with the resulting controller design problem. Such a technique has been extensively utilized to design controllers/filters [2, 5, 8, 9, 13, 30] .
Remark 6: In Theorem 1, the constant parameters of the controller gain K 0 and K u can be obtained by solving the LMIs in (10) and, therefore, the gain-scheduled controller gain can be derived by using the measured time-varying probability in real time. However, (10) are LMIs dependent on p(k) ∈ [p 1 p 2 ], so the number of LMIs in (10) is actually infinite. In this case, the desired controller cannot be obtained directly from Theorem 1 due to the infinite number of LMIs. To handle such a problem, in the next theorem, we attempt to convert the problem into a computationally accessible one by changing the description of p(k).
To deal with the computational issue, we will assign a specific form to p(k). Let us set Q(p(k)) = Q 0 +p(k)Q p and we can easily know that
Theorem 2: Consider the discrete-time nonlinear stochastic systems (1). If there exist positive-definite matrices Q 0 > 0, Q p > 0 and Q d > 0, matrices S, K 0 and K u such that the following LMIs hold:
and K 0 , K u have been defined in (12) , then there exists a controller in the form of (7) such that the closed loop system (9) is exponentially mean-square stable. Proof: First, letting
we have
with α i (k) ≥ 0 (i = 1, 2) and α 1 (k) + α 2 (k) = 1. Similarly, letting
it can be obtained that
By means of the transformations defined above, it can be easily derived that
On the other hand, it is easy to deduce from (22) that
From (24)- (27), it can be concluded that (10) is true. The proof is now complete. Remark 7: In Theorem 2, the infinite LMIs that are dependent on the time-varying probability in Theorem 1 have been changed to finite ones that are dependent on the upper and lower bound of p(k). By Theorem 2, we can easily obtain the constant parameters of controller by solving a set of LMIs via Matlab LMI toolbox.
In the following, we outline the design procedure given in Theorem 2 as a computationally appealing gainscheduled control algorithm.
Algorithm 1: Discrete-time gain-scheduled controller design algorithm.
Step 1: Given the initial values for the positive integer N , the initial state ρ, time delay d, p 1 and p 2 , the matrices A,
Step 2: Solve the linear matrix inequalities in (22) for i, j, l = 1, 2 to obtain the positive-definite matrices Q 0 , Q p , Q d , matrices S, K 0 , K u and then the constant parameters K 0 , K u by (12).
Step 3: From measured time-varying probability p(k) in real time and (8), derive gain-scheduled controller gain K(p) and then set k = k + 1.
Step 4: If k < N , then go to Step 3, otherwise go to Step 5.
Step 5: Stop.
IV. An Illustrative Example
In this section, the gain-scheduled controller is designed for the discrete-time stochastic delayed systems with randomly occurring nonlinearities.
The system parameters are given as follows: Then, the gain-scheduled controller gain K(p) and parameter-dependent Lyapunov matrix can be calculated at every time step k as in Table I . Fig. 1 gives the response curves of state x(k) of uncontrolled systems. Fig. 2 depicts the simulation results of state x(k) of the controlled systems. Fig. 3 shows the time-varying probability parameters p(k). The simulation results have illustrated our theoretical analysis. 
V. Conclusions
This paper has dealt with the probability-dependent gain-scheduled state feedback control problem for a class of discrete-time stochastic delayed systems with randomly occurring nonlinearities. We assume the nonlinear disturbances to be randomly occurring and the occurring way is modeled by a stochastic variable sequence satisfying time-varying Bernoulli distributions. By employing probability-dependent Lyapunov functions, we have designed a gain-scheduled controller with the gain including both constant parameters and time-varying parameters such that, for the admissible RONs, time delays and external noise disturbances, the closed-loop system is exponentially mean-square stable. The effectiveness of the proposed design procedure has been illustrated via a numerical example. Moreover, we can extend the main results in this paper to more complex and realistic systems such as systems with polytopic or norm-bounded uncertainties. On the other hand, we will also consider the corresponding filter design problem for stochastic systems with randomly occurring nonlinearities as well as the real-time applications in network-based communications and bioinformatics.
