Abstract-System Identification is used to build mathematical models of a dynamic system based on measured data. To design the best controllers for linear or nonlinear systems, mathematical modeling is the main challenge. To solve this challenge conventional and intelligent identification are recommended. System identification is divided into different algorithms. In this research, two important types algorithm are compared to identifying the highly nonlinear systems, namely: AutoRegressive with eXternal model input (ARX) and Auto Regressive moving Average with eXternal model input (Armax) Theory. These two methods are applied to the highly nonlinear industrial motor.
I. SYSTEM'S DATA COLLECTION
It is a well known fact that real physical systems (engineering systems) are very often uncertain or vague, which generally makes it difficult to accurately model a complex system or process by a mathematical model. Uncertainty means the exact output of a real physical system cannot be predicted by a mathematical model that describes the physical system under investigation, even if the input to the system is known. Uncertainty arises from two sources: unknown or unpredictable inputs (e.g., disturbance, noise) and unknown or unpredictable dynamics. Dynamic models are used for many purposes, to explain system behavior, for control design (i.e., model-based control) and for simulation. As a particular field of application, in motion control of robot manipulators, a dynamic model determines the control inputs needed to realize a reference motion and it also enables an analysis of how particular dynamic effects influence overall robot manipulator behavior. It is therefore important to model system dynamics. Since the model of a system dynamics can at best be an approximation of real physical systems, it will only capture some properties of real system.
Motors are very important instruments in any industries. The applications of motors are wide such as, pumping fluids, compressors and position movement. Servos motor and stepper motors are two important motors for position control. To detect the position servo motors are used. In this types of motors two parameters can control: angular position and velocity. In this type of motor, the output's position is controlled by potentiometer. This potentiometer is used to detect the required voltage and send to motor's output to select the desired position with the minimum error. Figure 1 shows the application of servo motors and feedback loop [1-5]. Figure 2 shows the behavior of input-output data modeling in step input. Figure 3 shows the pulse input-output behavior system modeling. Figure 4 shows the triangular input-output behavior system modeling.
Finally in Figure 6 , the input random number inputoutput behavior system is modeling. 
II. ARX SYSTEM'S IDENTIFICATION
The system modeling and identification is divided into two main groups:
1. Traditional system identification 2. Intelligent system identification.
The classical logical methods of modeling, reasoning, and computing are deterministic. A statement can be true or false and nothing in between, or a variable can be expressed in binary terms (0 or 1, yes or no). For example, in two-valued logic the propositions can take on only two truth values ''true" or "false." The traditional system identification (modeling) are divided into following categories [6] [7] [8] [9] [10] it also allows for values between 0 and 1. FL provides approximation capabilities (human way of approach) to capture uncertainties which cannot be described by precise mathematical models. The modeling aspect of FL has been employed by the control community either to model a controller itself (e.g., modeling the actions of a human operator that controls a machine), or a complex and uncertain phenomenon in the systems to be controlled (e.g., nonlinearities of robot manipulator dynamics) maybe precisely and rigorously. The intelligent modeling is divided into following methods [11] [12] [13] [14] [15] :
1. Fuzzy Modeling 2. Neural network modeling 3. Neuro fuzzy modeling 4. Genetic algorithm modeling
The general input-output form is:
Is defined by the five polynomials ( ) ( ) ( ) ( ) ( ) In this state A is:
The most used model structure is the simple linear difference equation:
which relates the current output y(t) to a finite number of past outputs y
(t-k)and inputs u(t-k).
The structure is thus entirely defined by the three integers na, nb, and nk. na is equal to the number of poles and nb-1 is the number of zeros, while nk is the pure time-delay (the dead-time) in the system. For a system under sampled-data control, typically nk is equal to 1 if there is no dead-time. For multi-input systems nb and nk are row vectors, where the i-th element gives the order/delay associated with the i-th input [14] [15] . To ARX modeling we have: To ARX modeling three factors are important: inputs, noise and output. Figure 7 shows the basic input-output configuration [12] [13] [14] [15] .
Assuming the signals are related by a linear system, the relationship can be written ( ) ( ) ( ) ( ) y t G q U t e t  (5) where q is the shift operator and G(q).U(t) is short for:
and
The parameters of the ARX model structure is:
The order in ARX modeling is:
Where na is output order in ARX, nb is input order in ARX and nc is delay order. The nn in ARX identification is [2 2 1].
Discrete-time IDPOLY model in ARX for step input is:
In this identification the, Loss function and The fitting between input/output is 100% as Figure 8 . Figure 9 shows the error between estimate identification system and real output. Discrete-time IDPOLY model ARX modeling for pulse input is:
Loss function 1.66081e-015 and FPE 1.70495e-015. The fitting between input/output is 100% based on Figure 10 . Figure 11 shows the error between estimate identification system and real output in pulse input.
Discrete-time IDPOLY model ARX modeling for ramp input is:
Loss function is 1.26637e-006 and FPE is 1.30003e-006.
The fitting between input/output is 99.11% based on Figure 12 . Discrete-time IDPOLY model ARX modeling for band limited white noise input is:
Loss function is 2.25909e-016 and FPE is 2.31913e-016.
The fitting between input/output is 100% based on Figure 14 . Figure 15 shows the error between estimate identification system and real output in band limited white noise input. Discrete-time IDPOLY model ARX modeling for input random numbers is:
Loss function is 5.65716e-016 and FPE is 5.80752e-016.
The fitting between input/output is 100% based on Figure 16 . Figure 17 shows the error between estimate identification system and real output in input random number test. The Discrete-time IDPOLY ARMAX model is: 
III. ARMAX SYSTEM'S IDENTIFICATION
The parameters of the ARMAX model structure is:
The order in ARMAX modeling is:
Where na is output order in ARMAX, nb is input order in ARMAX, nc is the noise order and nk is the delay order and the nn in ARMAX identification is [2 2 1 1].
The Discrete-time IDPOLY ARMAX model for step input is: 
Loss function and FPE
The fitting between input/output is 100% as Figure 18 . Figure 19 shows the error between estimate identification system and real output in ARMAX modeling.
Fig.19. Error test compare between ARMAX identification and output
Regarding to final predictive error (FPE) for ARX and ARMAX in step input, ARMAX modelling is better than ARX in this type of input.
The Discrete-time IDPOLY ARMAX model for pulse input is:
Loss function and FPE
The fitting between input/output is 100% for pulse input ARMAX modeling shows in Figure 20 . Figure 21 shows the error between estimate identification system and real output in ARMAX modeling in pulse modeling.
Fig.21. Error test compare between ARMAX identification and output in pulse input
Regarding to final predictive error (FPE) for ARX and ARMAX in pulse input, ARMAX modelling is better. The Discrete-time IDPOLY ARMAX model for ramp input is:
Loss function and FPE The fitting between input/output is 98.86% for ramp input ARMAX modeling shows in Figure 22 . Figure 23 shows the error between estimate identification system and real output in ARMAX modeling in ramp modeling.
Fig.23. Error test compare between ARMAX identification and output in ramp input
Regarding to final predictive error (FPE) for ARX and ARMAX in ramp input, ARMAX modelling is better. The Discrete-time IDPOLY ARMAX model for band limited white noise is:
Loss function and FPE
The fitting between input/output is 100% for band limited white noise input ARMAX modeling shows in Figure 24 . Figure 25 shows the error between estimate identification system and real output in ARMAX modeling in band limited white noise modeling. Regarding to final predictive error (FPE) for ARX and ARMAX in band limited white noise input, ARMAX modelling is better.
The Discrete-time IDPOLY ARMAX model input random number is:
Loss function and FPE . The fitting between input/output is 100% for random numbers input ARMAX modeling shows in Figure 26 . Figure 27 shows the error between estimate identification system and real output in ARMAX modeling in random numbers input modeling. Table 1 shows ARX and ARMAX parameter identification in five types of inputs. Regarding to this research, system identification for highly nonlinear dynamic system (electric motor) is introduced. According to this research two methodologies are used for parameters identification: ARX modeling and ARMAX modeling. For data collection and data analysis, we have five types input-output regarding to this dynamic system. In final predictive error point of view, ARMAX modeling has better performance in comparison to ARX modeling. This methodology is important to design high performance controller for this electric motor. to design and build of nonlinear control of industrial robot manipulator for experimental research and education and published 3 Papers in this field since 2010 to 2012, research assistant (9 researchers) to design and implement intelligent tuning the rate of fuel ratio in internal combustion engine for experimental research and education and published 1 Journal papers since 2011 to 2013-2015. Research assistant in project entitle: system modeling and identification Her current research interests are nonlinear control, artificial control system and applied to FPGA, system Identification and IC engine modeling and control.
Dr. Nasri Sulaiman advisor and supervisor of several high impact projects involving more than 150 researchers from countries around the world including Iran, Malaysia, Finland, Italy, Germany, South Korea, Australia, and the United States. Dr. Nasri Sulaiman has authored or coauthored more than 80 papers in academic journals, conference papers and book chapters. His papers have been cited at least 3000 times by independent and dependent researchers from around the world including Iran, Algeria, Pakistan, India, China, Malaysia, Egypt, Columbia, Canada, United Kingdom, Turkey, Taiwan, Japan, South Korea, Italy, France, Thailand, Brazil and more. Dr. Nasri Sulaiman has employed his remarkable expertise in these areas to make outstanding contributions as detailed below: 
