INTRODUCTION
If price does not ration, something else will. We also know that auto ownership and use respond to rising income and that congestion has become the default rationing mechanism on most of the world's roads and highways. Economists and others have pointed out that this is increasingly wasteful and have argued that time-of-day pricing should be implemented (see, for example, the recent collection of essays edited by Roth 2006) . Modern monitoring and collection technologies suggest that this can now be done at low cost -although that assertion is challenged in a recent examination of the Stockholm road pricing trial, by Prud'homme and Kopp (2006) .
Policy makers in the U.S., however, have for the most part been reluctant to go along, fearing the prospect (or the appearance) of regressive impacts -even though they are thereby foregoing a new and considerable revenue source. In Chapter X of this Recently, some writers have suggested that we are now near a tipping-point in the U.S., and that many more road pricing projects will soon be implemented (Poole and Orski 2006) . What do we know about the modern U.S. urban transportation context?
What does it suggest for further pricing projects in this country? This chapter is a survey of recently accumulated descriptive research findings and attempts to answer both questions.
There are two key results that emerge. First, in most major U.S. cities, trip origins and destinations of are dispersed. This makes London-or Singapore-style area-pricing
impractical. An HOV-lane-to-HOT-lane conversion plan may be more appropriate.
Second, the growth of non-work travel -many trips which are probably more responsive to dollar cost increases than commutes -at all times of the day makes the pricing alternative more attractive than had heretofore been thought. A look at the online TDM encyclopedia 2 which includes a summary of recently estimated transportation demand elasticities suggests that more specific knowledge in this area would be helpful. Our study of non-work travel also depicts the growth of chained tours that combine work trips with non-work trips. These are not likely to be done via transit or via carpools. This further strengthens the case for the HOT-lane approach.
DATA
Cities have been decentralizing for many years. In the U.S., the group of 75 largest cities gained population share until about 1940, but have been losing their proportionate importance ever since. The suburbanization of origins and destinations has been used to explain relatively benign commuting times in the U.S. -in spite of the absence of road pricing (Gordon, Kumar, and Richardson 1989; Crane and Chatman 2003) . In fact average travel speeds on U.S. roads had been increasing to 1995. Less benign travel speed and time trends since 1995 have been explained by the prosperity of the late 1990s
(more income, more cars, more errands by car, see below) coupled with a decline in road construction (Gordon, Lee, and Richardson 2004) .
Our analysis begins where these well known fact leaves off, by considering trends for the smallest spatial units for which data are available to us and by considering employment as well as population locations.
We relied on two data sets. One was the 2000 Census Transportation Planning
Package (CTPP) data, drawn from the decennial census journey-to-work survey. The CTPP is one of the few sources of employment data by place of work for small geographical units such as census tracts or traffic analysis zones (TAZs). It provides tabulations of households, persons and workers by place of residence, by place of work, and for journeys-to-work. These are all important information for grasping the extent of decentralization and dispersion of population and jobs in U.S. metropolitan areas.
We also worked with data from the 1990 and 1995 Nationwide Personal Transportation Surveys (NPTS) and the 2001 National Household Travel Survey (NHTS)
for the study of work and non-work travel patterns. In the eleven-year interval, U.S. However, U.S. metropolitan areas are much more decentralized and dispersed.
We were able to define and identify major employment centers and subcenters. In general, urban employment centers are defined as clusters of zones that have higher employment density than the surrounding areas. Two types of procedures have been popularly used in identifying density peaks, a minimum density procedure (Giuliano and Small 1991) and a nonparametric method (McMillen 2001) . In a previous study (Lee 2007) , we found that employment centers defined by the latter best reflect downtowns as we know them.
We identified CBDs and subcenters in 79 largest U.S. metropolitan areas using a modified version of McMillen's geographically weighted regression (GWR) procedure.
Whereas he identified TAZs that have higher actual density than the estimated GWR surface, we compared two estimated employment density surfaces -one with a small window size (10 neighboring census tracts) and the other with a large window size (100 census tracts) (for detailed descriptions of the procedure, see Lee 2007) . Among the 6 identified employment density peaks, we qualified only those with more than 10,000 jobs as employment centers. Table 1 shows CBD size and employment shares by location type in the largest U.S. metropolitan areas and average values in each metro size class. In every one of the major U.S. metro areas (those with population over 3-million), the largest share of employment was dispersed, outside of any identifiable center. Also in every one of the largest metro group, the CBD accounts for less than 10 percent of total metro employment. The Table also reveals similar tendencies for the smaller metros in our sample. Agglomeration opportunities come in many shapes and sizes but there are now many more Silicon Valleys than Manhattans. The dispersion tendency, of course, takes some congestion pressures away from centers but it also decreases the possible usefulness of the area pricing approach. These data are for drive-alone commuters only so that mode mix changes do not perturb the results. It shows that the shortest commutes are for workers with destinations at dispersed locations. CBD workers spend significantly more time in commuting than other metro commuters especially in largest metro areas. CBD workers' commute time is almost twice longer than metropolitan average in New York and they spend 40 to 53 percent extra commute time in Philadelphia, Chicago, and Boston, which have relatively large CBDs. These older CBDs can still offer enough agglomeration economies to fund the wages that offset the longer commutes. We were also able to describe changes in employment decentralization and dispersion over the last one or two decades. But, unfortunately, census tract level employment data conversion between census years was possible only for six metro areas. 
NON-WORK TRIPS
Much of the discussion of the "urban transportation problem" focuses on commuting, and commuting is thought to be a peak-hour problem. Both thoughts require some reexamination. In recent research, we found that most travel by Americans does not involve commuting. In fact, a large majority of peak period travel is not work-related.
In a recent paper, we investigated work and non-work travel patterns in terms of temporal variation (Lee, Gordon, et al. 2006) . All trips in 1990 and 2001 were grouped by ten distinct periods of the week according to their departure time (Table 3) . Non-work trips accounted for more than four-fifths of all trips in each year of the surveys, and were a sizeable majority in every one of the ten time-of-week periods including peak-hour periods (Table 4) (Hu and Young, 1999) . 2) Persons of age 0 to 4 are excluded from 2001 data because they were not surveyed in the 1990 survey. 3) Trips for which day of week or time of day are unknown are excluded. 4) The column of all trips does not equal to total person trips because it excludes trips for such purposes work-related, pleasure driving, and vacation. Source: Lee, Gordon et al. (2006) . The Monday-Thursday AM peaks included the largest number and share of work trips, but these work trips were never the majority trip type. And their shares even fell significantly between survey years. The Friday AM peak showed a larger and increasing proportion of non-work trips. The only period showing a large increase in the proportion of work trips was the Monday-Thursday night off-peak period.
We found a stark contrast among growth patterns for work and non-work trips in terms of their temporal distribution across weekly periods. Whereas work trips became more spread out, extending to off-peaks, non-work trips grew faster in the morning peak.
The spreading of work trips may be attributed to increasingly flexible work schedules while the growth in morning-peak non-work trips reflects the increased frequency of nonwork trip-chaining into commute tours (see below). Both tendencies, increasing flexibility in work schedules and the prevalence of non-work trips in peak hours, make peak-hour pricing more attractive.
Trips for family or personal business (including shopping and doctor visits)
accounted for the majority of non-work trips. Yet, there was also considerable growth in the school/church trips and the social/recreation trips categories. Non-work trip frequencies grew most in the Friday AM-peak period, perhaps the result of a trend towards early weekends.
This point is sharpened when we introduce a tour-level analysis which highlights the non-work trips that are parts of many commutes (Table 5 ). The tour analysis is the more interesting because it accounts for some of the growth in non-work travel. It makes sense that a growing labor force participation rate, especially among women causes more errands to be included in tours to and from work. Any stop of more than 30 minute duration becomes either origin or destination of a tour.
Thus, a tour denotes a single trip or chained trips bounded by two anchor destinations (of more than 30-minute dwell time). Unlike in previous research, the FHWA definition includes places other than home and workplace as anchor destinations that constitute either end of a tour. Thus, trip chain data sets for 1995 NPTS and 2001 NHTS classify all tours into nine tour types according to origin and destination place types: 1) home-tohome, 2) home-to-other, 3) home-to-work, 4) other-to-home, 5) other-to-other, 6) other-to-work, 7) work-to-home, 8) work-to-home, and 9) work-to-work. The home-to-work and work-to-home tours are apparently commute tours, whether direct or chained.
However, a commute tour in the general sense can be much more complex, possibly involving intervening stops of more than 30 minutes, such as a visit to a fitness center. To distinguish these kinds of commutes, we identified commutes with a stop of more than 30 minutes by connecting two pairs of continuing FHWA-defined tours in the categories home-to-other and other-to-work; and in the categories work-to-other and other-to-home. If, however, there are two or more intervening stops of more than 30 minutes en route to or from the workplace, we do not count the tour as a commute.
Our new definitions add to our point about the dominance of non-work travel because they emphasize the fact that not only are non-work trips the vast majority in each peak period but, once we re-define commute tours, we find that many of them (23 percent in the Monday-Thursday AM peak and 28 percent in the Monday-Thursday PM peak) also involve non-work trips. The proportion of chained commutes during both AM and PM peaks reflect a significantly increased trip-chaining tendency between survey years.
This increase of chained tours in the morning peak may be an important factor behind the increased road congestion found for the late 1990s (Gordon, Lee, and Richardson 2004) .
Trip-chaining is an individual level strategy to economize on travel times by combining multiple trips on various purposes into a tour and can be done most easily by car (Hensher and Reyes 2000; Lee, Gordon and others 2006) . Therefore, the increasing tendency toward trip-chaining further strengthens the case for the HOT-lane approach over other approaches for coping with road congestion. Source: Lee, Gordon et al. (2006) .
DISCUSSION
Unpriced access to busy roads and highways has long served as a textbook example of a market failure. Actually, as new technologies make toll collection and road monitoring costs cheaper, the widespread lack of road pricing can be seen as a policy failure.
The existence of growing networks of HOV lanes on the freeways of major U.S.
metro areas provides an interesting opportunity for policy makers to implement pricing without major disruption because most HOVs are presently underutilized. Where they exist, they occupy 25 percent of the road space (1 of four lanes) but can accommodate just seven percent of the vehicles (those estimated to carry two or more passengers). The availability of HOVs was supposed to increase carpooling but this has not happened.
California law was recently changed to allow hybrid vehicles onto the state's underutilized HOVs, no matter what the vehicle occupancy.
The HOT-lane proposal (to convert HOV lanes to HOT lanes) is summarized in a recent paper by Poole and Orski (2006, pp. 453-454) . Note that they describe it as a transit as well as a highway policy.
By changing the access requirement from vehicle occupancy to willingness to pay a market price (for cars) but allowing super highoccupancy vehicles (buses and vanpools) to use the lanes at no charge, we can accomplish three important goals: 1. Generate sufficient new revenue to building out today's fragmented HOV lanes into a seamless network; 2. Provide a congestion-free alternative for motorists on every congested freeway in the same metro area; and 3. Provide a congestion-free guideway for bus Rapid Transit service that can make this form of transit significantly more competitive with driving.
The authors show that converting HOV-2 lanes (those that allow two-person car pools) to HOT lanes would approximately double vehicle-per-hour and person-per-hour throughput (Table 6 ). They also estimate the costs of implementing their system in eight of the major metro areas of the U.S. The estimates range from $2.7 billion (Miami) to $10.8 billion (Los Angeles) but dedicated revenue bonds would cover two-thirds of these costs. In light of the high proportion of costs that can be met in this way, private capital and private management become plausible. This is an added attraction of the proposal.
Interestingly, there are two HOT lanes currently in operation in Southern California. They have each been in operation for over ten years and are described by Sullivan (2006) :
The two Southern California projects are applications of "value pricing," described in a U.S. DOT report to Congress as "a market-based approach to traffic management which involves charging higher prices for travel on roadways during periods of peak demand. Also known as congestion pricing or road pricing, value pricing is designed to make better use of existing highway capacity by encouraging some travelers to shift to alternative times, routes, or modes of transportation."…The Interstate 15 project uses dynamic value pricing where the toll can change in real time to adapt to unusual changes in demand. However, a schedule of typical daily tolls is also published. The State Route 91 project sticks to a published toll schedule, based on established patterns of daily demand.
These projects have enjoyed substantial public acceptance, in part because they have been marketed as a kinder and gentler form of congestion pricing, in which innovative pricing is used to create a new product -a congestion-free travel option in an otherwise congested commute corridor. Travelers are free to use or avoid the value priced facilities as they see fit, since the original congested travel options remain available. This approach stands in sharp contrast to mandatory pricing of all private vehicle trips at targeted locations and times, which some regard as ideal congestion pricing (pp.189-190) .
… The impact studies have shown that the value-priced toll facilities, where travelers can bypass congestion for a price, are associated with significant and systematic responses in travel behavior. This suggests that demand-dependent pricing can be a powerful tool for managing highway traffic and providing more choices to the traveling public in similar corridors elsewhere (p. 214).
The success of these facilities is not surprising because they exist and operate in the context described in our analysis of the U.S. data. Origins and destinations are dispersed and travel patterns are most amenable to the use of singly-operated motor vehicles. 
CONCLUSIONS
Our findings complement and elaborate the recommendations of Poole and Orski (2006) .
Converting HOV lanes to HOT lanes and redirecting current planning away from more HOV lane development (as well as from conventional transit planning) towards their suggested plan is the way to go in light of what we know of U.S. settlement and travel trends. Dispersed origins and destinations are unlikely to be well served by conventional transit or by carpooling. And the increasing tendency to combine work trips with nonwork trips reflects this and also favors the HOT-lanes policy.
