The devolatilization kinetics of a biomass charcoal was studied by thermogravimetry -mass spectrometry. The overall mass loss rate (DTG curve) and the mass spectrometric intensities of ions H2 + , CH3 + , C2H2 + , C2H3 + and C2H5 + were evaluated. The distributed activation energy model (DAEM) was employed, since it can mathematically represent the physical and chemical inhomogeneity of the charcoal.
Introduction
Biomass is a plentiful, renewable resource that can be converted to higher-value gaseous fuels (e.g. hydrogen), liquid fuels (e.g. ethanol), or solid fuels (e.g. charcoal). Recent improvements in the technology for charcoal production have increased its efficiency to such an extent that charcoal yields now approach or equal the theoretical limit. [1] [2] [3] Consequently, there is renewed interest in the use of charcoal as a fuel that can be easily stored and transported. High value carbon products (e.g. activated carbon, electrode carbon, etc.)
can also be produced from charcoal.
Most industrial processes that utilize charcoal involve a devolatilization step. For example, devolatilization occurs when charcoal is used as a metal reductant. Devolatilization is also an important aspect of charcoal combustion. During devolatilization, the physical and chemical properties of charcoal undergo extraordinary changes that are not well understood. For example, the electrical resistivity of charcoal decreases by six orders of magnitude when charcoal is heated (devolatilized) in an inert environment to 900 ºC. 4 This astronomical change in resistivity creates the opportunity for carbonized charcoal to serve as a fuel in a fuel cell. 5 In light of these facts, one would expect there to be a considerable literature on the chemistry of charcoal devolatilization. Unfortunately, this is not the case. For example, we are unaware of any studies of kinetics of charcoal devolatilization. In light of the underlying importance of charcoal devolatilization to a surprisingly broad range of industrial processes, we undertook this work to gain a deeper insight into the kinetics of charcoal devolatilization.
Devolatilization involves the formation and loss of gaseous species from the parent charcoal. Biomass charcoals are inhomogeneous materials; hence a given species may arise from physically or chemically different sites. In this work we shall deal with these problems. At present, the distributed activation energy model (DAEM) is the best way to represent mathematically the physical and chemical inhomogeneity of a substance. The history and development of this model is well treated in a recent review. 6 Anthony and Howard 7 described coal pyrolysis by assuming a Gaussian distribution of activation energies. Their approach became popular, leading to a substantial number of publications in the areas of coal and biomass pyrolysis, petroleum formation, and natural gas formation. 6 Solomon et al. used the DAEM to provide a striking description of the complexity of coal devolatilization. 8 They emphasized that sometimes more than one reaction produced the same species. Accordingly, they combined two or three parallel reactions, and described each of them by a DAEM. Nonisothermal experiments with constant heating rates of 3, 30 and 100°C/min were employed to determine the kinetic parameters. When there were multiple sources for a given species and the sources had overlapping peaks, the determination of parameters was not unique and some simplifying rules had to be assumed. Among others, the preexponential factor for a given species pool was assumed independent of the rank of the coals. Agarwal 9 and Heidenreich et al. 10 followed this approach in their description of the overlapping curves of CH4 evolved during coal pyrolysis. Agarwal et al. 11 also determined the DAEM kinetics of the evolution of several CxHy compounds during coal pyrolysis, assuming a common log A = 13.22. from the canister was divided into three equal sections (upper, middle, and lower). Each section was mixed (separately) and samples from the top and the bottom sections were analyzed (see Table 1 ). These samples were ground to <120µm in a centrifugal mill flushed with nitrogen continuously, and analyzed by thermogravimetry (TG), thermogravimetry -mass spectrometry (TG-MS) and infrared spectrometry (FTIR). 14 Although the bottom fraction contained fewer volatiles due to temperature inhomogeneities within the reactor, the top and bottom samples showed many similarities. 
TG-MS Apparatus.
A computerized atmospheric pressure thermobalance -mass spectrometer (TG -MS) system was built from a Perkin Elmer TGS -2 thermobalance and a Balzers QMG -511 mass spectrometer. [14] [15] Selected peak intensities were recorded as functions of time. The evolved gases were led from the TG furnace to the ion source through a heated capillary. The shape of a given mass spectrometric ion intensity as a function of time or temperature has been shown to be a true representation of the rate of mass loss due to the evolution of the parent gas species. 15 The mass spectrometric intensities of CH3 + , CxHy + and H2 + are given in arbitrary units, since there was no way to calibrate the apparatus for these signals (one cannot mimic the experimental conditions of a TG-MS experiment by introducing calibrating gases into the instruments.) The integrated intensities of the detected H2 + and CH3 + ions represent roughly 40-50 and 6% of the total ion intensity integral, respectively. The magnitudes of the integrated C2H2 + , C2H3 + and C2H5 + ion intensities are similar; each is roughly 0.5% of the integrated total intensity. The mass spectrometric intensity curves were shown in a previous work.
14 Experimental Conditions. 10, 20, and 40ºC/min heating rates were employed. Parts of the temperature programs included isothermal sections, as shown in Table 2 and Figure 1 . The ambient atmosphere was argon. The samples were evenly distributed on a sample pan of 6 mm diameter. The sample size varied between 3 and 4 mg, resulting in overall mass losses of around 1 mg. is assumed to be a linear combination of one or more -dxj(t)/dt functions. Denoting the simulated counterpart of a given experimental curve by Y calc (t) , and the coefficients of the linear combination by cj, we have:
Here M denotes the number of partial reactions contributing to the given measured quantities. If M=1, there is only one c, which is a proportionality factor between the reaction rate and the observed quantity. When M > 1 (i.e. when the observed curve is composed of overlapping partial curves) cj represents the contribution of the jth partial reaction to the measured quantity. Note that the area of a -dxj/dt curve is 1, as eqn. (1) shows.
Accordingly, the cj coefficients are equal to the areas of the partial peaks. There are separate sets of cj coefficients for the DTG curve and for each of the mass spectrometric intensities.
Since charcoals are inhomogeneous materials, a given species may arrive from physically or chemically different sites. Accordingly, we shall employ the distributed activation energy model. Let Xj(t,E) denote the solution of a first order kinetic equation at a given E value:
Here Aj is the preexponential factor and T(t) is the temperature of the reacting particle.
Xj(t,E) changes from
Xj(0,E) = 1 to Xj(,E) = 0. Parameters Aj and E determine the rate of this change. Let Dj(E) stand for a normalized distribution function. Then the xj(t) functions in equations (1) - (2) are defined as
Several distribution functions have been used in the literature of this type of models 6 ; we chose the Gaussian distribution function 7 with parameters E0,j and j:
The dxj/dt curves, appearing in formula (2) can be obtained from eqn. (4) as:
Numerical solution. The integration in equations (4) and (6) goes from E=0 to E= . The change of the lower limit of integration enables us to employ generally available mathematical techniques for the integration, without affecting the results, as outlined below:
From a mathematical point of view, a first order kinetic equation possesses a solution at negative E values, too. However, the reaction rate strongly increases as E decreases. As a result, reactions with E 0 or E<0 terminate much below room temperature at any usual value of A, resulting in Xj(t,E)=0 and dXj/dt = 0 in the domain of evaluation. Besides, D(E) << 1 at low values of E. Hence approximation (7) can safely be used for the evaluation of thermoanalytical curves.
Introducing a variable
we can write:
where Xj(t, j) is Xj(t,E) expressed as a function of j. The above integral can easily be evaluated by a Guass -Hemite quadrature formula [16] [17] :
where wi and ij are (respectively) the weight factors and the abscissas of the quadrature formula. These quantities can be determined by well known Fortran library functions. 17 In a similar way, we have:
Note that differential eqn. (3) does not have an analytical solution at a general T(t) heating program.
Accordingly, the Xj(t,ij) and dXj(t,ij) values were obtained by a high-precision numerical solution of eqn. (3) at each ij value arising in the calculations.
Recently, Donskoi and McElwain 13 suggested that the energy domain of the integration should be rescaled by a factor of 0.5 -0.3 to increase the efficiency of the Guass -Hemite quadrature formula. They presented a sophisticated statistical approach for an optimal rescaling. In the present work we employed a rescaling factor of ½ by introducing a variable j:
Substituting this variable into eqn. (9) and employing the Gauss -Hermite quadrature for the integration by j, we find:
Here Xj(t,j) is Xj(t,E) expressed as a function of  j, and wi and ij are the weight factors and abscissas of the Gauss-Hermite quadrature formula. Similarly,
The performance of the present computers allows the application of high N values. We employed N=80 in our calculations. The reliability of the procedure were estimated by comparing the results at N=50 and N=80. In our calculations the relative precision of the Gauss -Hermite quadrature at N=80 proved to be better then 10 -7 in this way. Here the following question arises: Why should one need such a high precision when the model itself is only approximate? The answer is: only a sufficiently good precision can ensure that all features of the calculated curves will reflect the properties of the model employed. Without the rescaling outlined above, we observed oscillations superposed on some of our simulated curves. It is known, however, that such oscillations appear when the numerical solution of the DAEM employs an insufficient precision.
13,18
Least squares curve fitting. Here Nexp is the number of experimental curves evaluated simultaneously and Nk is the number of points on the kth evaluated curve. (Nk varied between 100 and 1000 in the calculations.) hk denotes the height of kth evaluated curve:
The normalization by hk proved to be useful to evaluate simultaneously experiments having strongly differing magnitudes 19, 20 . As an example, we may consider that the heights of the DTG peaks in experiments 1 and 2 were 1.6×10 -4 and 6.5×10 -4 s -1 , respectively, due to the different heating rates employed. Without normalization by hk, experiment 2 would have a ca. 16 times higher representation in the least squares sum than experiment 1.
Our algorithm searched for those parameters that minimized the least squares sum. Contrary to previous investigators 7-12 , we did not fix the value of the pre-exponential factors. In this way, we had to determine a larger number of unknown parameters. This was accomplished by evaluating simultaneously experiments carried out at different kinds of temperature programs, as shown in Table 2 and Figure 1 .
For each experimental curve, the obtained fit was characterized the following quantity:
The temperature of the partial processes can be characterized by the temperature belonging to 50%
conversion at a standardized heating rate, which was selected to be 10°C/min in the present work. These quantities, denoted by T50%,j, are tabulated together with the kinetic parameters.
The experimental data were processed by FORTAN 90 and C++ programs developed by the authors.
More emphasis was placed on the reliability of the iterations than on the computational speed. The nonlinear least squares parameters were determined by a direct search method. 16 , which works reasonably on irregular surfaces, too. Since the sum of cj,norm is 1, these quantities characterize the ratios of the peak areas. We show here the procedure we employed in the case of M=2, where c1,norm = c1 / (c1+c2) and c2,norm = 1 -c1,norm
We varied c1,norm together with the kinetic parameters during the nonlinear least squares evaluation.
Whenever the non-linear optimization algorithm required the calculation of the least squares sum, a normalized function was formed from the simulated curves:
This Ynorm(t) function was scaled up to the magnitude of observations by a least squares formula to calculate Y calc (t) for equation (15) . The scale factor obtained in this way equals to Csum. (Cf. eqns. (2), (18) and (20) .) The multiplication of c1,norm and (1 -c1,norm) by Csum provided c1 and c2. Similar method was employed at higher M, too.
As described in the Experimental section, the mass spectrometric intensities of ions CH3 + , CxHy + and H2 + could not be calibrated. Accordingly, the corresponding cj coefficients do not have a direct physical meaning. Among these curves, the intensity of H2 + exhibited overlapping peaks. Though the absolute amounts of the hydrogen formed in the peaks could not be determined, the relative amounts, expressed by the cj,norm coefficients were determined as described above and listed in the corresponding tables.
Results and discussion
Only those mass spectrometric curves were evaluated that had an abundance well above the noise level and base-line uncertainties. We shall discuss first the simple, single peak curves. The evaluation of the curves composed of overlapping partial curves is left to the end of the treatment. Table 2 ).
This procedure resulted in similar kinetic parameters: E = 198 kJ/mol,  = 18.4 kJ/mol and log A = 10.3.
The differences between the parameter data set are not significant: a 4% change in E and the corresponding increase of log A is less than the usual uncertainties of non-isothermal kinetics with simple first order models. 21 Using these parameters we produced theoretical curves for all other experiments and obtained a reasonable fit as shown in Figure 2 . It is particularly interesting to observe that the parameters obtained from constant-heating rate measurements describe well the isothermal sections, too. H2 + . In this case we observed two partially overlapping peaks: a smaller one around 600°C and a larger one around 700-800°C. The smaller peak is more significant in the sample taken from the top fraction of the reactor, where the char, receiving less heat during preparation, has more volatiles. The smaller H2 + peak may be due to the aromatization of the biomass char, while the high temperature H2 is evolved from the formation of larger polyaromatic structures during carbonization. The H2 + intensities of the six experiments were simultaneously evaluated, as shown in Figure 3 . Keeping in mind that the top and bottom fraction samples had different compositions, we determined different cj,norm values for the top and for the bottom fractions, while the rest of the parameters were assumed to be identical. Table 4 shows the resulting parameters. The cj,norm values obtained for the top and the bottom fraction samples are listed in separate columns. Oxygenated compounds. We were unable to obtain a reliable kinetic description for the mass spectrometric intensities associated with the evolution of H2O, CO and CO2. Their MS intensity curves were distorted by the following complicating factors: (i) these compounds react to each other via reversible reactions on the surfaces of the sample, the equipment walls and the deposited impurities (tars); (ii) the tar, depositing in the various parts of the equipment during an experiment reacts with the oxygen traces in the system and contribute to the H2O, CO and CO2 evolution at higher temperatures.
Overall mass loss rate curves. The DTG curves are formed by the merging of numerous elementary processes. Many partial curves may overlap each other, hence the DTG curves of the present work were well approximated by assuming only four partial peaks, as shown in Figure 4 . The partial peaks, represented by thin lines of various line styles, can be best seen in the figures of the 10°C/min experiments, in panels (a) and (d). It is interesting to observe in panels (c), (e) and (f) that an isothermal section followed by a further heatup split the partial peaks. This may be due to the characteristics of the distributed activation energy model employed. The lower side of the activation energy distribution represents the more reactive part of the corresponding chemical structures, which decomposes in the isothermal sections, while the less reactive species survive until the subsequent heating-up. The first peak, between room temperature and ca. 250°C, has T50% = 177 °C, and corresponds to the loss of moisture during drying and the evaporation of organics trapped on the surface of the samples. The second peak, at T50% = 418°C, describes the decomposition of side groups with low thermal stability (carboxyl, carbonyl, and aliphatic hydrocarbon groups.) The third peak at T50% = 484°C represents the splitting-off of more resistant side groups and the formation of aromatic rings. At higher temperatures, the aromatic compounds merge into larger units, releasing the excess hydrogen and their oxygen heteroatoms in the form of H2O, CO, CO2 and H2. 14 These processes are described by the fourth peak of the model, at T50% = 691°C. The corresponding kinetic parameters are listed in Table 5 . The cj,norm values, characterizing the ratios of the peak areas, were obtained by a procedure similar to that of the previous section. We determined different sets of cj,norm values for the top and for the bottom fractions, while the kinetic parameters, Aj, E0,j, and j, were assumed to be identical. The cj factors were calculated from the cj,norm values, as described in section Calculations. In the case of mass loss rate curves, the cj factors give the amount of volatiles forming during a unit mass of sample in a given partial reaction. The top fraction charcoal releases a higher amount of volatiles, as it was discussed in our previous work. 14 The comparison of the bottom and top fraction cj values in Table 5 show that the increased volatilization arises from the 2 nd and 3 rd partial reactions. 2) The same DAEM equations with the same parameters described equally well the non-isothermal experiments and the experiments containing isothermal sections of a given sample.
3) The mass spectrometric ion intensities associated with the evolution of methane and aliphatic hydrocarbons were well described by the conventional single distributed activation energy reaction model.
The model proved to be capable of predicting the behavior of the samples under experimental conditions differing from the ones used for the determination of the kinetic parameters.
4) Hydrogen evolution was described by two, parallel, distributed activation energy reactions. The smaller H2 + peak may result from the aromatization of the biomass char, while the high temperature H2 is evolved during the formation of the larger polyaromatic structures during carbonization.
5) The description of the overall mass loss curve (DTG) required four, parallel, distributed activation energy reactions. The first peak, at T50% = 177°C, corresponded to the drying and the evaporation of the organics trapped on the surface of the samples. The second peak, at T50% = 418°C, described the decomposition of the side groups with low thermal stability (carboxyl, carbonyl, and aliphatic hydrocarbon groups.) The third peak, at T50% = 484°C, represented the splitting-off of the more resistant side groups and the formation of the aromatic rings. The last peak, at T50% = 691°C, described the decomposition of the heat resistant heteroaromatic structures and the formation of polyaromatic structures. The charcoal taken from the top fraction of the reactor released more volatiles in the second and third partial reactions. 
