














Abstract—This paper presents feature extraction methods
and machine learning to classify 3d shape data accurately.
Those features are represented in ”shape map” and ”depth
map”. The shape map is an image which contains shape
information on 3d object data, the depth map is also an
image that contains depth information to objects in the
map. The shape map is generated by measuring distances
between the centroid of the shape and the surface points
of the shape. To determine the points, the centroid radiates
line segments, and intersections of the lines and surface
are derived. The depth map is popular map data that
represent 3d objects, so various researches have already
used the depth map for classification, object recognition,
shape retrieval and so on. In this paper, the depth map is
generated by rendering from multi-viewpoints on 3d space,
and they are combined to a multi-channel image. These
maps are classified by Convolutional Neural Network(CNN),
which is a type of feed-forward artificial neural network for
images and videos, and learns color gradation in images by
category. Hence, it shows high performance in many tasks
on the field of image recognition. Additionally, this paper
provides ”3DCNN” as a classifier, which is expansion of
CNN. It can learn shape information on 3d shape data, and
classify those data precisely.
1. 序論














































































時，入力画像のチャネル c(= 0; :::; C 1)における画素
(i; j)(i = 0; :::; b(W   H)=sc; j = 0; :::; b(W   H)=sc)
の値を xijc，画素値 xijcに対応するm(= 0; :::;M   1)
番目のフィルタ中の画素 (p; q)(p = 0; :::; H   1; q =
0; :::; H   1)の値を hpqcmとすると，CNNの畳み込み
















とする．この時，サイズH 0 H 0の領域を入力画像中
のチャネル m の画素 (i0; j0)(i0 = 0; :::;W 0   H 0; j0 =
0; :::W 0 H 0)が中心になるように設けたとき，領域中


































形状マップのチャネル c の画素 (i; j) が持つ距離値
xcijは，以下のように求められる．先ず，xcijに対応す
るグリッド点へのベクトルを qcij とする．qcij と交わ
る形状データ上の三角面が n個あるとした時，その中
の k 番目の三角面を構成する頂点座標を vk1 ;vk2 ;vk3 と





2   vk1 ) + k(vk3   vk1 )
s:t: 0  k + k  1
(3)
また，交点 pkcijは qcijまでの線分上に存在するため，
pkcij = kqcij s:t: 0  k  1 (4)
と表せる．qcij ;vk1 ;vk2 ;vk3 2 R3であるから， (3), (4)よ










jvk1 + k(vk2   vk1 ) + k(vk3   vk1 )j
となる．なお，k; k; kはクラメールの公式を用いた




det( vk1 ;vk3   vk1 ; qcij)
det(vk2   vk1 ;vk3   vk1 ; qcij)
(5)
k =
det(vk2   vk1 ; vk1 ; qcij)
det(vk2   vk1 ;vk3   vk1 ; qcij)
(6)
k =
det(vk2   vk1 ;vk3   vk1 ; vk1 )



















































































sとし，入力データのボクセル (i; j; k)(i = 0; :::; b(W  
H)=sc; j = 0; :::; b(W H)=sc; k = 0; :::; b(W H)=sc)
のチャネル cの値を xijkc，ボクセル値 xijkc に対する
m 番目のフィルタ中の (p; q; r)(p = 0; :::; H   1; q =













用している．サイズW 0W 0W 0の入力ボクセル中に
サイズH 0H 0H 0の領域を設け，中心のボクセルを
(i0; j0; k0)(i0 = 0; :::;W 0  H 0; j0 = 0; :::;W 0  H 0; k0 =
0; :::;W 0   H 0) とした時，3DCNN における最大プー
リングは領域内のボクセル (p0q0r0)(p0 = 0; :::; H 0; q0 =















表 1. 形状マップ・深度マップ識別用 CNN の構成
隠れ層 バッチ ストライド 出力マップサイズ 活性化関数
conv1 11 11 1 128 128 48 ReLU
pool1 5 5 5 26 26 48 -
batch2[4] - - 26 26 48 -
conv3 3 3 1 26 26 128 ReLU
pool3 3 3 3 9 9 128 -
batch4 - - 9 9 128 -
conv5 3 3 1 9 9 192 ReLU
conv6 3 3 1 9 9 192 ReLU
conv7 3 3 1 9 9 128 ReLU
pool7 3 3 3 3 3 128 -
batch8 - - 3 3 128 -
fc9 - - 1 1 1024 ReLU
fc10 - - 1 1 512 ReLU




























図 6. 4.4 節のデータセットと形状マップ






















































図 9. 3DCNN による訓練データ・テストデータ誤識別率の推移
表 2. 各識別実験の最小テストデータ誤識別率
error
ShapeMap(cube) + CNN 33.50%
ShapeMap(icosahedron) + CNN 33.58%
ShapeMap(cylinder) + CNN 27.91%
ShapeMap(cylinder-axis) + CNN 30.33%
ShapeMap-closed(cube) + CNN 10.41%
ShapeMap-opened(cube) + CNN 19.0%
ShapeMap-1channel(cube) + CNN 46.44%
DepthMap(fv30) + CNN 24.50%
DepthMap(fv60) + CNN 23.91%
DepthMap(fv90) + CNN 24.83%
DepthMap(parallel) + CNN 21.75%
DepthMap-closed(parallel) + CNN 13.0%
DepthMap-opened(parallel) + CNN 7.66%
DepthMap-bin(parallel) + CNN 21.25%
DepthMap-1channel(parallel) + CNN 28.43%
3DCNN 32.25%
表 3. 3DCNN の構成
隠れ層 バッチ ストライド 出力マップサイズ 活性化関数
conv1 11 11 11 3 43 43 43 64 ReLU
pool1 6 6 6 6 8 8 8 64 -
batch2 - - 8 8 8 64 -
conv3 3 3 3 1 8 8 8 64 ReLU
pool3 3 3 3 3 3 3 3 64 -
batch4 - - 3 3 3 64 -
fc5 - - 1 1 1024 ReLU
fc6 - - 1 1 512 ReLU
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