Abstract Nature is phenomenal. The achievements in, for example, evolution are everywhere to be seen: complexity, resilience, inventive solutions and beauty. Evolvable Hardware (EH) is a field of evolutionary computation (EC) that focuses on the embodiment of evolution in a physical media. If EH could achieve even a small step in natural evolution's achievements, it would be a significant step for hardware designers. Before the field of EH began, EC had already shown artificial evolution to be a highly competitive problem solver. EH thus started off as a new and exciting field with much promise. It seemed only a matter of time before researchers would find ways to convert such techniques into hardware problem solvers and further refine the techniques to achieve systems that were competitive with or better than human designs. However, 15 years on-it appears that problems solved by EH are only of the size and complexity of that achievable in EC 15 years ago and seldom compete with traditional designs. A critical review of the field is presented. Whilst highlighting some of the successes, it also considers why the field is far from reaching these goals. The paper further redefines the field and speculates where the field should go in the next 10 years.
Introduction
Yao and Higuchi published a paper in 1999 entitled ''Promises and Challenges of Evolvable Hardware'' which reviewed the progress and possible future direction of what was then a new field of research, Evolvable Hardware [1] . A little more than 10 years on, this paper considers the progress of this research field, both in terms of the successes achieved to date and also the failure to fulfil the promises of the field highlighted in the 1999 paper. Through a critical review of the field, the authors' intention is to provide a realistic status of the field today and highlight the fact that the challenges remain, redefine the field (what should be considered as Evolvable Hardware) and propose a revised future path.
In the mid 1990s, researchers began applying Evolutionary Algorithms (EAs) to a computer chip that could dynamically alter the hardware functionality and physical connections of its circuits [2] [3] [4] [5] [6] [7] [8] [9] [10] . This combination of EAs with programmable electronics, e.g. Field Programmable Gate Arrays (FPGAs) & Field Programmable Analogue Arrays (FPAAs), spawned a new field of EC called Evolvable Hardware.
The EH field has since expanded beyond the use of EAs on simple electronic devices to encompass many different combinations of EAs and biologically inspired algorithms (BIAs) with various physical devices or simulations thereof. Further, the challenges inherent in EH have led researchers to explore new BIAs that may be more suitable as techniques for EH.
In this paper we will define the field of EH and split the field into the two related, but different sub-fields: Evolvable Hardware Design (EHD) and Adaptive Hardware (AH).
Evolvable Hardware, as the name suggests, should have a connection to embodiment in a real device. However, in a number of EH papers, results produced are interpreted as hardware components e.g. logic gates, illustrated as a circuit diagram and justified as a hardware implementation despite the lack of a realistic hardware simulator. In this paper such work is not considered as Evolvable Hardware. The lack of grounding in real hardware, either physical or through realistic simulators, defies their inclusion in the field of EH. In other cases, authors attempt to speed up their EC process by implementing part or all of the BIA in hardware. In other words, hardware accelerators and certainly not, as defined in this paper, Evolvable Hardware.
In this paper we define the field of Evolvable Hardware (EH) as the design or application of EAs and BIAs for the specific purpose of creating 1 physical devices and novel or optimised physical designs.
With this in mind, there are some successes in the field including analogue and digital electronics, antennas, MEMS chips, optical systems as well as quantum circuits. Section 3 presents an overview of some of these successes.
However, let's step back for a minute and consider what evolving hardware should consist of. Figure 1 illustrates an example of EH where an accurate model of the device physics is applied to produce the fitness function used to evaluate the efficacy of the circuits. So while the evolutionary loop is using no hardware, the simulation models used are very accurate with respect to the final physical system (in this case transistors with variable characteristics). Other forms of realistic hardware designs may include device simulators, as in [11] , or actual physical devices, as in [12] .
Such work can be classed under the subfield of Evolvable Hardware Design. The goal is novel or optimised non-adaptive hardware designs, either on physical hardware or as solutions generated from realistic simulators.
The sub-field of Adaptive Hardware can be defined as the application of BIAs to endow real hardware, or simulations thereof, with some adaptive characteristics. These adaptive characteristics enable changes within the EH design/device, as required, so as to enable them to continue operating correctly in a changing environment. Such environmental pressure may consist of changes in the operational requirements i.e. functionality change requirements, or maintenance of functionality e.g. robustness, in the presence of faults. Examples of such Adaptive Hardware include an FPAA that can change its function as operational requirements change or a circuit on an FPGA that can ''evolve'' to heal from radiation damage.
The remainder of the paper is structured as follows: Sect. 2 provides a definition of the field together with the inherent advantages one can expect from such a field. Some actual success stories are reviewed in a little more detail in Sect. 3. Section 4 considers many of the challenges that still face the community. Some newer approaches that are, or might be, applied to evolvable hardware are discussed in Sect. 5 . Section 6 provides some thoughts on the future of evolvable hardware and Sect. 7 concludes with a short summary. Fig. 1 An evolvable hardware cycle, for circuit design where high-fidelity simulation is used [13] Genet Program Evolvable Mach (2011) 12:183-215 185
2 Defining evolvable hardware
Evolvable hardware characteristics
In the literature, it is difficult to find a set of characteristics that the community has agreed upon for what characterises an EH system. Indeed most work does not address this issue at all. However, there are a number of fundamental characteristics that should be included in such a definition:
• The system will be evolved not designed (an obvious one, but worth pointing out) N.B.: The term ''evolved'' is used to encompass any BIA and does not assume that an EA is used • It is often not an optimal design, but will be fit for the purpose (typical of biological systems in general-due to the evolution process) • Typically evolved systems do show levels of fault tolerance not seen in designed systems (again typical of biological systems) • They may be designed to be adaptable to environment change. Such adaptivity is dependent upon when the evolutionary cycle stops. This is not necessarily true for all evolved systems, for example those that stop once the goal has been reached (again this is a characteristic of all biological systems) • They produce systems that are most often unverifiable formally; indeed in many
cases it is difficult to analyze the final system to see how it performs the task.
What is Evolvable Hardware?
From considering the characteristics involved in EH one can start to be more precise as to what is and is not EH. Evolvable hardware will include a form of evolutionary loop, a population (even very small ones), variation operators and selection mechanisms. These will vary from one implementation to another but will be present. In addition to this there are a number of other characteristics that are important to consider:
• The final product of the evolutionary process (the final phenotype) should be hardware, or at least have the potential to be implemented in hardware. An obvious example would be evaluating the evolving design on a given FPGA device and for the evolved design to be implemented on that FPGA. A less obvious example might be the evolution of part or all of a VLSI device where the fabrication of such a device may not be feasible at that point in time i.e. in terms of cost, but could later be fabricated • The evolutionary process may be applied to the investigation of some future technology medium (non electronics) • The evolution can be either intrinsic (''on-chip'') or extrinsic (''off-chip''-applying a realistic simulator) • The evolved design should solve or illustrate a viable approach to solving a ''useful'' problem-application/device. That is, not one that could be achieved by traditional means e.g. n-bit multipliers
• The final embodied implementation includes features that traditional designs could not produce e.g. inherent fault-tolerance
What is not Evolvable Hardware?
The following are not considered evolvable hardware in this paper:
• Simple optimisation processes (where ''simple'' refers to nothing more than when the optimization process itself is trivial) • Where there is never any intention or reason to ever embed the final solution into hardware (whatever the platform) • Where there are no benefits from evolving a solution • Where hardware is applied purely as an accelerator Taking a few examples from the literature and placing these into this context, we can summarise these in Table 1 .
Possible advantages of evolvable hardware
Evolvable Hardware is a method for circuit or device design (within some media) that uses inspiration from biology to create techniques that enable hardware designs The answer to almost all such questions is the human immune system. This is usually the case when one considers most natural systems. Possibly the only winner from the engineered side might be the question, ''Which is optimised most?''. However, this will depend on how you define optimised. While this is appealing, anyone that has used any type of evolutionary system knows that it is not quite that straightforward. Nature has a number of advantages over current engineered systems, not least of which are time (most biological systems have been around for quite a long time) and resources (most biological systems can produce new resources as they need them e.g. new cells). In addition, we need to be very careful as practitioners of bio-inspired techniques that we pay due regard to the actual biological systems and processes. All too often researchers read a little of the biology and charge in applying this to an engineering system without really understanding the biology or the consequences of the simplifications they make. On the other hand, we are not creating biological systems but rather artificial systems. An exact replication of a complex biological process may neither be needed nor appropriate for the hardware design in question. Improvements in BIAs for EH cannot be justified purely by their ''improvements in biological realism'', as may be seen in the literature. Such improvements should be reflected in improvements in the efficiency of the BIA or/and the hardware solutions achievable.
It is important to note that biological-like characteristics will be observed in an engineering system that is referred to as bio-inspired but that has in fact little or no real resemblance to the biology that ''inspired'' it. It is thus important to have a proper framework when using bio-inspired techniques. A framework for such systems was suggested in [14] and is illustrated in Fig. 2 . We are, however, not suggesting that every EH researcher needs to turn to biological experimentation. However, the biological inspiration and validation does need to come from real biological knowledge.
To summarise, use evolvable hardware where appropriate, associate evolution with something that has some real connection with the hardware and if using a Fig. 2 Conceptual framework [14] simulator, make sure the simulator is an accurate one for the technology of choice and ensure that your biological inspiration is not only biologically inspired but also beneficial to the evolved hardware.
Platforms for intrinsic Evolvable Hardware
Evolvable hardware has, on the whole, been driven by the hardware/technology available at a particular time, and usually this has been electronic hardware. While the paper is not going to go into great detail on the different hardware platforms, it is at least an important enough driver for the subject to mention a few of the main platforms/devices. These are presented under Analogue and Digital Devices.
Analogue devices

Field programmable analogue arrays (FPAA)
The Lattice Semiconductor ispPAC devices are typical of what is currently available from manufacturers that allow reconfiguration of ''standard'' analogue blocks (in this case based around OpAmps). The isp family of programmable devices provide three levels of programmability: the functionality of each cell; the performance characteristics for each cell and the interconnect at the device architectural level. Programming, erasing, and reprogramming are achieved quickly and easily through standard serial interfaces. The device is depicted in Fig. 3 . The basic active Fig. 4 ). The chip can receive 96 analogue/digital inputs and provide 64 analogue/digital outputs. Each cell is programmed through a 16-bit data bus/9-bit address bus control logic, which provides an addressing mechanism to download the bit-string of each cell. Each cell has a transistor array (reconfigurable circuitry shown in Fig. 4 
Digital devices
Field programmable gate arrays (FPGA)
The FPGA is a standard digital device and is organized as an array of logic blocks, as shown in Fig. 6 . Devices from both Xilinx and Altera have been applied to EH. Programming an FPGA requires programming three tasks: (1) the functions implemented in logic blocks, (2) the signal routing between logic blocks and (3) the characteristics of the input/output blocks i.e. a tri-state output or a latched input. All of these, and hence the complete functionality of the device (including 
The CellMatrix MOD 88
As with analogue devices, the other path to implement evolvable hardware is to design and build your own device, tuned to the needs of Evolvable Hardware. The Cell Matrix, illustrated in Fig. 7 , is a fine-grained reconfigurable device with an 8 9 8 array of cells, where larger arrays may be achieved by connecting multiple 8 9 8 arrays. Unlike most other reconfigurable devices, there is no built in configuration mechanism. Instead each cell is configured by its nearest neighbour, providing a mechanism for not only configuration but also self-reconfiguration and the potential for dynamic configuration. Further, the Cell matrix cannot be accidently damaged by incorrect configurations, as is the case for FPGAs if the standard design rules are not followed.
The POEtic device
The goal of the ''Reconfigurable POEtic Tissue'' (''POEtic'') [20] , completed under the aegis of the European Community, was the development of a flexible computational substrate inspired by the evolutionary, developmental and learning phases in biological systems. POEtic applications are designed around molecules, which are the smallest functional blocks (similar to FPGA CLBs). Groups of molecules are put together to form larger functional blocks called cells. Cells can range from basic logic gates to complete logic circuits, such as full-adders. Finally, a number of cells can be combined to make an organism, which is the fully functional application. Figure 8 shows a schematic view of the organic subsystem. The organic subsystem is constituted from a regular array of basic building blocks (molecules) that allow for the implementation of any logic function. This array constitutes the basic substrate of the system. On top of this molecular layer there is an additional layer that implements dynamic routing mechanisms between the cells that are constructed from combining the functionality of a number of molecules. Therefore, the physical structure of the organic subsystem can be considered as a two-layer organization (at least in the abstract), as depicted in Fig. 8 .
The RISA device
The structure of the RISA cell enables a number of different system configurations to be implemented. Each cell's FPGA fabric may be combined into a single area and used for traditional FPGA applications. Similarly, the separate microcontrollers can be used in combination for multi-processor array systems, such as systolic arrays [10] . However, the intended operation is to use the cell parts more locally, allowing the microcontroller to control its adjoining FPGA configuration. This cell structure is inspired by that of biological cells. As illustrated in Fig. 9 , the microcontroller 
Success stories
There have been some real successes within the community over the past 15 years. This section gives a short review of some of these.
Extrinsic analogue
Some of the earliest work on using evolutionary algorithms to produce electronic circuits was performed by Koza and his team [23] [24] [25] [26] [27] . The majority of this work focused on using Genetic Programming (GP) to evolve passive, and later active, electronic circuits for ''common'' functions such as filters and amplifiers. All of this work was extrinsic, that is performed in software with the results generally presented as the final fit individual. Much of the early work considered the design of passive filters with considerable success [25] . Figure 10 illustrates such results. The interesting aspect in this particular paper (that was carried on and developed in subsequent work) was the use of input variables (termed free variables) and conditional statements to allow circuit descriptions to be produced that were solutions to multiple instances of a generic problem, in this case filter design. In Fig. 10 this is illustrated by specifying, with such input variables, whether a lowpass or high-pass filter is the required final solution of the GP. A more sophisticated example of evolving electronic circuits is shown in Fig. 11 [28] . Here the requirement was to create a circuit that mimicked a commercial amplifier circuit (and even improve on it). There are a number of both subtle and Fig. 9 The RISA architecture comprising an array of RISA Cells [22] complex points that come out of this paper that are of interest and use to others trying to use evolvable hardware. The paper illustrates how the use of domain knowledge, both general and problem-specific, is important as the complexity of the problem increases. New techniques, or improvements in actual GP techniques were developed to solve this problem. Finally, and potentially most important, the use of multi-objective fitness measures are shown to be critical for the success of evolution.
In this case 16 objective measures were incorporated into the evolutionary process, including: gain, supply current, offset voltage, phase margin and bias current. When evolving for real systems in real environments the use of multiobjective fitness criteria is shown to be extremely important.
Koza and his group continue to evolve electronic circuits in an extrinsic manner and have many results where the evolutionary process has replicated results of human designs that have been patented in the past.
Intrinsic digital
One of the very first research teams to apply evolvable hardware in an intrinsic manner was Higuchi and his group in Japan [1, 2, [29] [30] [31] . This work included applying evolvable hardware (almost always intrinsically) to myoelectric hands, image compression, analogue IF filters, femto-second lasers, high-speed FPGA I/O and clock-timing adjustment. Here we will give a little more detail on the application of clock-timing adjustment as an illustration of the work conducted by Higuchi and his group.
As silicon technology passed the 90 nm process size new problems in the fabrication of VLSI devices started to appear. One of these is the fact that, due to process variations cause by the fabrication process, the clock signals that appear around the chip are not always synchronised with each other. This issue is often called clock skew and can be a major issue in large complex systems. This is a very difficult issue for chip designers since it is a post fabrication problem where there is a significant stochastic nature to the issues. One solution would of course be to slow the clocks down, but that is generally an unacceptable solution. Another possibility is to treat this as a post-fabrication problem, where actual differences in paths and actual speeds can be measured. Figure 12 illustrates the basic philosophy behind the idea of using evolution to solve this problem. Typically clock signals are transmitted around complex VLSI devices, in a hierarchical form, often known as clock-trees, as illustrated in the lefthand picture in Fig. 12 . At the block level (middle picture), sequential circuits should receive clock signals at the same time for the circuit to perform correctly. The idea behind this work was to introduce programmable delay circuits (right-hand picture) that were able to fine-tune the delay on all the critical path lengths that the clock propagated. The issue is, what delay should be programmed into each individual path on each individual VLSI device? Each device is likely to be different due to the fabrication process and we will not know what this is until after fabrication. However, the delay can be controlled (programmed) by a short bit pattern stored in a register, on-chip. This bit pattern can form part of a genome that is used within an evolutionary loop that is using a Genetic Algorithm (GA) to optimise the delay in each of the critical paths in the circuit. Figure 13 illustrates in more detail the actual circuit elements required, and the final chip design, to achieve the required functionality for this evolvable chip. The results suggest that not only can the clock skew be optimised, and consequently the frequency that the device can run at be increased (in the paper by 25%) but that also the supply voltage can be reduced while maintaining a functioning chip (in some cases by more than 50%). Fig. 11 Best run of an amplifier design [28] 4.3 Intrinsic analogue Section 3 has already given a brief outline of the work performed by the team at NASA JPL on the design and manufacture of a number of analogue programmable devices aimed at assisting with intrinsic analogue evolution, Field Programmable Transistor Arrays (FPTAs) [16] . Here, one of these devices is presented to illustrate, not only the evolution of useful circuits (in real environments), but that through the continued use of evolution throughout the lifetime of the system, fault tolerance is increased. In this case the functionality considered is that of a 4-bit digitalto-analogue converter (4-bit DAC). The basic evolvable block used in these Hardware experiments use the FPTA-2 chip, with the structure illustrated in Fig. 4 . The process started by evolving first a 2-bit DAC-a relatively simple circuit. Using this circuit as a building block, a 3-bit DAC was then evolved and again reusing this a 4-bit DAC was evolved. The total number of FPTA cells used was 20. Four cells map a previously evolved 3-bit DAC (evolved from a 2-bit DAC), four cells map a human designed Operational Amplifier (buffering and amplification) and 12 cells have their switches' states controlled by evolution. When the fault was to be injected into the operating circuit, the system opened all the switches of the 2 cells of the evolved circuit. Figure 14 top-left: The faulty cells are shown in black. In these cells all switches were opened (stuck-at-0 fault). The 3-bit DAC, cells '0', '1', '2' and '3' map the previously evolved 3-bit DAC, whose output is O3. The Operational Amplifier cell (Label 'A') was constrained to OpAmp functionality only. The evolved cell (in grey) switches' states were controlled by evolution. O4 is the final output of the 4-bit DAC. Figure 14 , plots: The top-right plot illustrates the initial evolved 4-bit DAC with inputs 1, 2 and 3 (4 is missing due to number of oscilloscope channels) and output O4 which can be seen to be functioning correctly. The bottom left plot in Fig. 14 shows the response of the 4-bit DAC when two cells are made faulty. Finally, the plot at the bottom-right of Fig. 14 illustrates the response of the DAC after further evolution (after fault injection) has taken place. This response was achieved after only 30 generations of evolution. Again the only cells involved in the evolutionary 
Extrinsic and intrinsic analogue
As a final example in this section, the domain of evolved antenna design [33] is presented. In the work presenter in [34] , a GA was used in conjunction with the Numerical Electromagnetic Code, Version 4 (NEC, standard code within this area) as the simulator to create and optimize wire antenna designs. These designs not only produced impressive characteristics, in many cases similar or better to those produced by traditional methods, but their structure was often very different from traditional designs (see Fig. 15 ). The 'crooked-wire' antennas consisted of a series of wires joined at various locations and with various lengths (both these parameters were determined by the GA). Such unusual shapes, unlikely to be designed using conventional design techniques, demonstrate excellent performance both in simulation and physical implementation [34] .
Apart from the difference in domain, an interesting feature of this application of EH is the relatively large number of constraints (requirements) that such systems impose on a design. Requirements of a typical antenna include [34] : Transmit frequency; receive frequency; antenna RF input; VSWR; antenna gain pattern; antenna input impedance, and grounding. From this list, which is not exhaustive, it can be seen that this is certainly a non-trivial problem requiring a complex objective function to achieve appropriate results.
Given the nature of the problem and the solution (wire antenna), a novel representation and construction method was chosen. The genetic representation was a small ''programming language'' with three instructions: place wire; place support 
and branch. The genotype specifies the design of one arm in a 3D-space. The genotype was a tree-structured program that builds a wire form. Commands to undertake this process were: Forward (length radius); rotate_x (angle); rotate_y (angle) and rotate_z (angle). Branching in genotype equates to branching in wire structure. The results were very successful (see Fig. 15 ) and the characteristics (electrical and mechanical) of the final antenna more than met the requirements list. The previous example was situated within the extrinsic world, that is, evolution ran within a simulation environment and only when a successful individual was found, was a physical entity built. The authors then went on to consider how you might do evolution intrinsically. The goal now was to explore the in situ optimisation of a reconfigurable antenna. One motivation behind this work, was to consider how a system might adapt to changes in spacecraft configuration and orientation as well as to cope with damage. A reconfigurable antenna system (see Fig. 16 ) was constructed. The software that controlled the reconfiguration, evolved relay configurations. In the initial stages of this work, the user subjectively ranked designs based on signal quality but the plan was to automate this process in future work. In the system shown in Fig. 16 -left, the system consisted of 30-relays that were used to create the antenna designs. It was shown that the system was able to optimise effectively for frequencies in the upper portion of the VHF broadcast TV band (177-213 MHz). A simple binary chromosome was selected, 1 s and 0 s, corresponded to closed and open switches respectively. The connections between the pads and the switches defined the chromosome mapping ( Fig. 16-right) . The antenna was able to automatically adapt to different barriers, orientations, frequencies, and loss of control and in a number of cases showed superior performance over conventional antennas.
Challenges
The previous section considered a range of successes for evolvable hardware. While these are not the only successes, they do represent a fair range of achievements: from analogue to digital electronics and from extrinsic to intrinsic evolution. However, these successes have been few relative to the efforts put into the field so far. So where, if anywhere, does evolvable hardware go from here? The rest of this paper gives some speculative suggestions to the answer to this question.
From birth to maturity
There are many fundamental challenges in the field but one major challenge, which is perhaps rarely mentioned, is the challenges of any field: the need to publish. In the early stages of a new field, there is much uncertainty but at the same time there are many ways to achieve simple exciting results, raising the field's prominence quickly. Although publishing is a challenge in a new area, there is also the excitement of a new venture. As the newness wears off, without realistic results matching the more traditional field, you need to rely on specialised workshops or conferences. Such specialised workshops and conferences do provide a very valuable venue for development of the field. Specialised researchers are able to recognise more subtle, but important, contributions and their value to the field. Unfortunately this can often lead to over acceptance of small advancements whilst the main goal is forgotten. That is, EH needs to one day compete with traditional electronic design techniques, either in general or for specific sub-areas of electronics or other mediums. As the field becomes more mature, special sessions/tracks become easier to establish. However, if the results are not there, such sessions begin to disappear and the numbers at conferences begin to wane.
Such a process is quite typical of a new field and EH is no exception. The main challenges have either not been solved or perhaps even addressed so as to enable the field to take the bigger steps forward.
Neural networks provide us with a sub-field of AI that almost died out in the late 1960s-in fact for a decade. Here it was the work of Minsky and Papert [35] that highlighted a major non-solvable challenge to the field. Although in the early 1970s, the work of Stephen Grossberg [36] showed that multi-layered networks could address the challenge and the work of Bryson and Ho [37] solved the challenge through the introduction of backpropogation, it wasn't until the mid 1980s, and the work of Rumelhart et al. [38] , before backpropogation gained acceptance and the field was revived. However, in the process a significant decline in interest and funding resulted from the publishing of the Minsky and Papert's 1969 book. A further relevant example is that of the field of AI itself. The field paid a high price due to the overhype in the mid 1980s to mid 1990s.
We do not consider that EH is dying out, but the field is in a critical stage. There is certainly no argument to suggest that the field cannot go forward. However, it is also not clear that there is a path forward which will allow the field to progress in the way that neural networks have progressed. Also, is the field suffering from overhype, similar to that of AI? Section 3 highlights a number of success stories. However, as already stated, this far from represents the vast research that has gone on in the field. In the early stages of a new field, results are simply that-results, enabling the field to take some small steps forward. In theory small steps should enable researchers to build on these results and take bigger and bigger steps. However, on the whole, this has not been the case with EH. Bigger steps have proven to be very hard to achieve and fewer researchers have been willing to push the boundaries and use the time to achieve such steps. The reality is that small steps give results and publications, bigger steps are much more uncertain and research is becoming more and more publishing driven.
In our view this focus on smaller steps has not only hampered progress in the field but also caused industry and traditional electronics to turn away from EH. In general, one can say that industry is fed up seeing results from ''toy problems''. They want results that will make a difference to them. Further, funding challenges in many countries mean that research fields have to rely more and more on industrial funding, providing more pressure to take the bigger steps towards EH becoming a viable alternative to traditional electronics so as to secure funding for further development of the field.
Scalability
One of the goals of the early pioneers of the field was to evolve complex circuits. That is, to push the complexity limits of traditional design and, as such, find ways to exploit the vast computational resources available on today's computation mediums. However, the scalability challenge for Evolvable Hardware continues to be out of reach.
Scalability is a challenge that many researchers acknowledge but it is also a term widely and wrongly used in the rush to be the one to have solved it. Evolving an (n ? 1)-bit adder instead of a previously evolved n-bit adder is not solving the scalability challenge, especially when one considers the fact that traditional electronics can already design such circuits. Scaling up structures alone, i.e. the number of gates, without a corresponding scaling of functionality, is also not solving the scalability challenge.
The scalability challenge for Evolvable Hardware may be defined as finding a refinement of bio-inspired techniques that may be applied in a way so as to achieve complex functions without a corresponding scaling up of resource requirements (number of physical components, design time and/or computational resources required).
Examples of one-off complex designs may be seen, such as Koza's analogue circuits [28] . However, here functionality has been scaled up at the expense of huge computational resources-clusters of computers (a brute force solution). Although such work provides a proof of concept that complex designs are possible, much refinement is needed to the techniques to provide a truly scalable technique for designs of such complexity.
So if incrementally increasing complexity i.e. from an n-bit adder to an (n ? 1)-bit adder, is not the way forward, how should we approach solving this challenge that has evaded EH researchers for 15 years?
The goal of much EH is to evolve digital and analogue designs (at least if we stick to electronic engineering applications). Little is known about the phenotypic search space of digital and analogue designs. Since any search algorithm provides implicit assumptions about the structures of the search space, our lack of knowledge of the phenotypic space suggests these assumptions and how they match the problem in hand i.e. electronic circuits, and whether the problem is effectively represented gives us little chance of efficiently solving the problem.
Evolvable Hardware has suffered from the lack of theoretical work on the evolutionary techniques applied to this particular problem so as to provide stronger guidelines as to how the field might approach the achievement of a scalable technique. Hartmann et al. [39] , studied the Kolmogorov complexity (complexity of a bit string) of evolved fault tolerant circuits through the application of Lempel-ziv complexity [40] to these circuits. The complexity analysis involved analysing the compressibility of strings (representing circuits), and comparison of such analysis to the complexity spectrum (simple to highly complex strings). The complexity of the circuits analysed was found to be in a significantly smaller region of complexities than that covered by the evolutionary search, indicating that it would be beneficial to bias the search towards such areas of the complexity search space.
It should be borne in mind that Kolmogorov complexity may or may not be the most suitable theoretical measure for the analysis of EH complexity and this is just one example of a possible approach. However, this work is presented to highlight how theoretical approaches to EH can help us to understand our application area and help us refine our techniques to such applications.
Measurements
Measurement refers to the metric used to evaluate the viability of a given solution for the problem in hand. In traditional electronics, for example, terms such as functional correctness (which may involve many sub-functions) as well as area and power costs are general metrics applied. Other metrics applied may relate to the issue being resolved e.g. reliability.
Although power issues are very important in traditional electronics, such metrics are only starting to appear in EH work [41] . However, the application of area metrics, especially gate counts is often applied, but may be questioned. There are two key issues here: The majority of EH solutions are intended for reconfigurable technology and this focus on evolving small circuits is in contrast to the relatively large resources available. Further, although area count may show the efficiency of EH compared to a traditional technique, for a given generalized solution, one can easily say that a good traditional designer can often match the evolved solution given such an optimisation task. It should, therefore, be borne in mind that the power of evolution as an optimization technique is when the search space is very large, when the number of parameters is large and when the objective landscape is non-uniform. Thus for such small evolved circuits, gate area-although possibly interesting, is not a metric which should be used to illustrate the viability of the solution.
A further challenge with metrics, highlighted in the above description, is the ability to compare solutions between traditional and evolved designs. A traditional designer needs to know whether a given evolved solution is comparable to the traditional designs in terms of the particular evaluation criteria the designer is interested in. A criticism of EH may certainly thus be directed to the use of ''number of generations'' as a metric which has no relevance to any performance metric in traditional design.
A common design feature addressed in EH and also part of the grand challenges described by the ITRS roadmap 2009 [42] is fault tolerance i.e. reliability. Traditionally the reliability metric measures the probability that a circuit is 100% functional and thus says nothing about how dis-functional the circuit is when it is not 100% functional. To apply such a metric as a fitness criteria to EH would not provide sufficiently fine grained circuit feedback so as to separate potential solutions and, therefore, limits evolution's search to a rougher search. More commonly in EH, reliability is expressed in terms of how correct a solution is, on average, across a spectrum of faults where the faults may be explicitly defined [43] or randomly generated [39] . Such a metric provides evolution with more information about practical solutions and thus supports evolution of solutions. However, as shown in [44] , since the traditional metric is designed with traditional design techniques in mind and the EH metric is designed with evolution in mind, the metrics favour the design technique for which the metric was designed. As such, a comparison is difficult. It is thus important to find metrics that cross the divide between traditional and evolved designs.
Realistic environments or models
One area of interest for EH is device production challenges. Defects arising during production lead to low yield i.e. fewer ''correct devices'' and thus more faulty devices-devices that pass the testing process but where undetected defects lead to faults during the device's lifetime. There are many ways that evolution may be applied in an attempt to correct or tolerate such defects. However, the challenge remains: a need for real defect data or realistic models. Fault models are difficult to define due to the strong dependence between the design itself and the actual production house due to the complex physical effects that lead to defects.
It should be noted, however, that this challenge is being faced by the traditional design community too. Closer collaboration with industry, illustrating the power of EH is needed so as to secure realistic data and thus provide the basis for further research interest in this area and more realistic results.
In addition, application areas may be found where EH can solve issues with limited data where traditional techniques struggle. In [45] a future pore network CA machine was discussed. The machine would apply an EA to the sparse and noisy data from rock samples, evolving a CA to produce specified flow dynamic responses.
Rather than relying on models, EH can be applied to the creation of robust designs where realistic faults may be applied to the actual hardware and evolution enabled to create robust designs. Zebulum et al. [46] addressed the issue of environmental models. Although such models have become more refined, design and environmental causes are significant sources of failure in today's electronics. The work addressed the space environment and focused on improvements in design and recovery from faults, without the need for detection, through the application of EH. In this case the underlying hardware was the FPTA, described in Sect. 3, and faults were injected through opening switches to simulate the stuck-at fault model.
A further example, may be seen in Thomson's work [12] on evolving robust designs in the presence of faulty FPGAs where the extreme conditions were physically imposed on the actual chips. The goal was to create robust designs that tolerate elements in the ''operational envelope''-variations in temperature, powersupply voltages, fabrication variances and load conditions; by exposing the circuits to elements of such an operational window during fitness evaluations. Similarly the work of [47] involved placing an FPGA and a Reconfigurable Analogue Array (RAA) chip in an extreme temperature chamber to investigate fault recovery in a realistic extreme temperature scenario.
Newer approaches
For the last 10 years a number of researchers have been addressing the scalability problem, focusing on finding ways to simplify the task for evolution in terms of finding more effective ways to explore the search space for more complex applications.
Divide and conquer
The first set of approaches build on the traditional notion of divide and conquer, providing evolution with simpler sub-problems to solve at a time i.e. reducing the search space for evolution. There are two driving forces back such approaches in terms of resource usage: (a) reduction in the number of evaluations needed to find a solution and (b) reduction of evaluation time to evaluate a single individual. The latter point has strong consequences for intrinsic evolvable hardware as the evaluation time to fully test a design grows exponentially with the number of inputs tested.
Various alternatives may be found in the literature including Function-level Evolution [30, 48] , Increased Complexity Evolution [49, 50] and Bidirectional Evolution [51] .
Function-level evolution [30, 48, 52] , does not require a specific division of the problem domain. Instead, the focus is on the selection of larger basic units i.e. adders or multipliers, enabling a scaling up of potential evolved solutions. A study of fitness landscapes by Vassilev and Miller [53] illustrated that using sub-circuits as building blocks, rather than simple gates, speed up of the evolutionary process can be achieved but at the cost of an increased number of gates. Further, the selection of appropriate components is domain specific and limiting evolution to larger components does limit the search space available to evolution.
In Increased Complexity Evolution (ICE) [49, 50] (also termed Divide and Conquer and Incremental Evolution), each basic unit may be a simple gate or higher-level functions. These blocks from the units for further evolution, incrementally increasing the complexity of the task at each evolutionary run i.e. the block evolved in one run can then be applied as a basic block in a consequent run. As such, it is a bottom-up approach to increasing complexity and can be said to build on the work of Gomex and Miikulainen [54] on incremental evolution and the biological fact that humans perform more and more difficult tasks on route to the adult state [55] . However, it is quite a challenge to find ways in which an EH design may be split into simple tasks that can be incrementally increased and thus also to find suitable fitness measures for each stage. A possible solution is to divide the application based on the number of outputs [56] . However, such a solution is only advantageous in the case of multiple outputs.
Bidirectional Evolution (BE) [51] is similar to increased complexity evolution except that incremental evolution is both applied to decompose the problem into the sub tasks and then incrementally make the tasks more challenging. That is, an automatic identification of sub-tasks is provided for through the application of output and Shannon decomposition.
In both ICE and BE, dividing the application by the number of outputs does not reduce the number of test vectors required to fully test the circuits since the number of inputs in unchanged. As such, although a reduction in the number of evaluations may be obtained, the challenge of fitness evaluation remains. Generalised Disjunction Decomposition [57, 58] is a method that can be applied to improve BE by decomposing the problem based on inputs rather than outputs.
Development and modularisation
A second set of approaches, are inspired by nature's way of handling complexity, i.e. that of artificial development. Here a genome similar to DNA, far from a blueprint of the organism to be developed, is rather a somewhat dynamic recipe for the organism that can be influenced by external factors in the growth and specialization of the cells of the organism. Evolution operates on the DNA-like circuit description of the genome and in the evaluation phase, each individual DNA is developed into a fully-grown phenotype (a circuit in electronics). The introduction of development to an EA provides a bias to modular iterative structures that already exist in real-world circuit designs whilst allowing evolution to search innovative areas of the search space [59] . Further, introducing development to an evolutionary process may be said to enhance exploration, rather than optimisation of solutions [60] .
Although the idea of artificial development already existed in the literature [61] [62] [63] [64] [65] [66] when the field of evolvable hardware picked up this attractive notion for improving scalability, algorithms for development were few and far between and far from thoroughly researched. A number of EH research groups are involved in developmental approaches to EH [20, 59, [67] [68] [69] [70] [71] [72] [73] , including theoretical and practical investigations into the feasibility of development as an EH technique [74] [75] [76] [77] . However, there is much research to be conducted before such a technique can be said to really be moving along the path towards an efficient technique for EH.
The concept of iterative structures need not just be obtained through developmental approaches but similar to Koza and Rice's Automatically Defined Programs (ADFs) [23] , EAs for EH may be designed in a way so as to protect partial solutions that may contribute to the final solution. In this way, instead of defining the functions, as in function-level evolution, such functions are generated by evolution and protected and encapsulated as a function for re-use. The importance of such reuse in EH was discussed in [70] . Embedded Cartesian Genetic Programming (ECGP) [78, 79] is an EA that may be applied to EH enabling modularization.
Fitness evaluation improvements
The third set of approaches address the evaluation of individuals, a key concern in intrinsic evaluation. From the earliest days of EH, filtering of signals has been shown to be a successful application area. Here, only a single fitness test is required for each individual where the frequency characteristics of the evolved system are compared to the test signals. However, in many applications involving multiple input circuits, the number of evaluations per individual is exponentially related to the number of inputs.
One approach to this issue is to focus on ways to reduce the number of test vectors required whilst being able to provide a reliable evaluation method that allows for prioritising of individuals. Such an approach is not new in that it is in approach commonly applied in neural networks and classification systems. That is the set of input vectors are divided into a set of training vectors and a set of test vectors. Creating EH through the application of Neural Networks may use a similar process, verifying the evolved circuits by applying the test vectors.
In [80] a random sample of input vector tests for digital truth tables was applied to assess the evolvability of functionality with such limited evaluations. Unfortunately the results showed that with the setup involved, little merit was found in such an approach and it was clear that the EA needed the complete truth table so as to provide sufficiently detailed information so as to evolve a 100% fit individual.
Instead of considering an incomplete search, another possibility is to identify applications that require a single evaluation similar to that of signal filtering. In [81] it was shown that if the circuit sought could be interpreted as a linear transformation i.e. that the basic elements were linear operators (add, shift, subtract, etc.), then only a single test vector was needed. The work investigated a multiple constant multiplier. Although not a complex application in its own right, it is a useful component in more complex circuits. Further investigation is needed to identify more complex applications for such a technique.
Newer materials
As discussed in Sect. 2, various digital and electronic platforms have provided the basis for EH research. Specialized devices have on the one hand provided devices more tuned to the needs of BIAs, whilst on the other hand provided an experimental platform and results with very limited access and applicability to the broader community, except in the case of Cell Matrix where both the device and supporting software were made available.
In general, non-specialized devices have provided a more common platform, enabling more exchange of knowledge between different research groups and different experiments. However, today's technology is far from suitable for BIAs. The early work of Thomson [82] already showed that evolution was capable of not only exploiting the underlying physics of FPGAs but further showed that evolution created a design solution for a task that the chip was not designed to handle-that of a tone discriminating circuit [83] . That is, evolution explored areas of the design space beyond that which the device was designed for. However, as may be seen from the success stories highlighted in Sect. 4, where all the experiments were based on non-standard devices, there are many challenges to be faced in achieving EH on standard components.
The seminal work of [82] did, however, provide a proof of concept that BIAs may be applied to search areas of the design space beyond that which today's electronic technology is designed to meet. Similarly, the work of Harding and Miller applied evolution to liquid crystal, exploiting the underlying physics [84] so as to achieve various functions (a tone discriminator [85] and a robot controller [86] ). Here, evolution was applied to an unconventional computation medium-treated as a black box, causing functionality to emerge from within the liquid crystal. That is, evolution exploited the structure and inherent dynamics of the liquid crystal so as to achieve functionality.
Under the realms of the MOBIUS project, Mahdavi and Bentley [87] investigated Smart materials for robotic hardware. Nitonal wires (alloy made up of nickel and titanium) were used as the muscle hardware of a robotic snake, applying an EA to evolve the activations for the wires controlling the snake-like movement. Further, inherent adaptation to failure was seen after one of the wires broke during experimentation. Nitonal is a shape memory alloy which has two forms at different temperatures such that changing from one temperature to the other causes a phase transformation and the alloys are super elastic and have shape memory. Such an adaptive solution (EA ? shape memory alloy) may be useful not only for snake-like robots but for devices in varying environments that may need to change their morphology accordingly.
A further medium suggested by Olteam [88] is switchable glass (smart windows), controlling the transmission of light through windows by the application of variable voltages. Included under such a classification is liquid crystal. Other possibilities include electrochromic devices and suspended particle devices-rods (particles) suspended in a fluid. The former relies on chemical reactions where the translucency (visibility) of the glass may be adjusted through the application of various voltages. The latter relies on field effects where the rods align to a given electric field and varying the voltage can control the amount of light transmitted.
The future
Although the newer approaches described in Sect. 6 are still facing many challenges, these illustrate that benefits can be gained by looking again at biology and even combining both traditional and biologically-inspired techniques. Nature does not have all the answers for us since we are in fact designing an artificial organism i.e. a hardware device/circuit.
In Sect. 4, the scalability challenge was discussed. It is important that researchers continue to reach out to both natural and artificial inspirations for solutions to our challenges. However, for real progress it is important that researchers address the fundamental issues with any new technique and keep the scalability issue in mind. A new technique may be interesting to work with but the real issues to be solved and how these should be approached so as to scale up the technique are critical for the future of the field.
Applications
Looking to potential applications has always been a fundamental issue for the EH community. One possible approach is to turn the attention away from complex applications to applications which may not necessarily be inherently complex but in some way provide challenges to more traditional techniques. There are many opportunities within design challenges that should be given further attention. Fault tolerance [89] , fault detection and repair [90] [91] [92] , although already a focus in EH provide many opportunities for further discoveries. Moving from faults to testinga significant challenge facing the electronic industry, provides many opportunities such as in test generation [93] and testing methodology benchmark circuits [94, 95] . Surprisingly, although a major focus within the electronic industry, power usage [96] is only recently gaining attention in the EH field. A further increasing challenge in industry is yield due to the challenge of production defects [78, 97] .
Within such design challenges, certain application areas provide further challenges. For example, in space, manned and unmanned vehicles will require to not only tolerate single faults-a traditional fault tolerance scenario; but also multiple faults [98] . Space provides hard application areas for any technique whether traditional or non-traditional, especially with respect to robustness and adaptivity requirements. Here the EH approach is not being applied to ''reinvent the wheel'' but rather applied in the search for novel or more optimal solutions where traditional techniques have either failed or are still challenged. Of course the inherent real-time constraints are inherently hard for such stochastic search algorithms.
One area that is still relatively untouched, but where EH has a real future is in adaptive systems. Such adaptivity may be seen in the light of failures i.e. adaption to faults or adaptive functionality. The goal being to adapt in real time to environmental changes requiring changes in functionality and/or stability of functionality. Two key application areas already under focus are both digital and analogue challenges in space applications-where access to reconfiguration is limited, and also in autonomous robots-reacting in real time to environmental influences. There are many challenges facing the field within true adaptive design i.e. evolving a new design and replacing the old design in real time.
Instead of focusing on the challenge of achieving adaption ''on-the-fly'', another option is to adapt to pre-defined solutions. A newer approach to adaptive solutions which may be said to capture some of the features of EH together with more traditional approaches to adaptive design is metamorphic solutions proposed by Greenwood and Tyrrell [99] . Such an approach borrows the key elements from evolvable design with the exception that many of the adaptive solutions are predesigned. Similar to more traditional adaptive design, real-time adaptivity is sought through the process of selection from a pool of pre-designed solutions. However, metamorphic systems extends the concept of pre-defined solutions by allowing for components implemented in various technologies.
Platforms
Evolvable Hardware has mainly focused on digital and analogue electronic platforms that may be far from the most suitable medium for BIAs. Other mediums are of course viable candidates for EH. Miller and Downing [100] proposed that the effectiveness of EAs can be enhanced when the underlying medium has a rich and complicated physics. Further, that such new technologies and even new ways to compute may be devised, possibly even at the molecular level, providing many advantages over conventional electronic technology.
It is important to note from the work of Harding and Miller [85, 86] that (a) a black box approach can achieve computation, (b) the choice of material was biased by the commercial availability of the material and that electrical contacts were present, (c) the liquid crystal in fact stopped working-possibly indicating limited reconfigurability and (d) it is still a black box-how it worked no one knows.
Such black box approaches will always be limited due to natural scepticism to the application of BIAs, exploiting materials of any kind, where verification of the functionality achieved is all but impossible. Conventional design starts with an abstract computation model or framework for the design and a technology created to meet the requirements of the model, enabling a simple transformation from design to implementation. On the other hand, an evolved design is focused on a different mapping: that is a mapping between inputs and outputs of the design itself and pays little attention to either the computation model or the technology in hand (except where some form of optimization of the design is required). Thus, the difficulty of identifying the computational model behind an evolved design is perhaps not so surprising. One approach to address such an understanding is to study the computational properties of the design through theoretical approaches as in [101] . A further approach suggested by Stepney is that evolutionary techniques may be applied, not only to achieving functionality from a black box but also as a technique to identify such computational characteristics of the underlying material [102] .
Looking to the ITRS Roadmap 2009 [42] we see that possible future materials for mainstream electronics include materials such as carbon-based nano-electronics, spin-based devices and ferromagnetic logic. Investigation of the suitability of such materials for the application of BIAs would be well worth investigation.
A further medium, not currently being investigated within the field of Evolvable Hardware, but highly relevant, is the within the field of synthetic biology where synthetic DNA is being generated to form logical functions. Further, libraries of such functions are under construction with the goal of creating biological circuits. BIAs may be able to play a key role in solving some of the challenges ahead. Rather than following the synthetic biology approach to achieving computation in a fashion similar to today's electronics, a different approach would be to apply BIAs directly to the DNA substrate to enable computation to emerge.
Other possible platforms include molecular computing, optical systems and mixed mechanical-electrical systems. However, to really succeed in many such areas we need collaborators: (a) to help identify the problems and (b) help in the subject specific issues (for example what wet-ware is and is not possible).
Summary
While evolvable hardware does have its place, we now know that, at least in terms of silicon design, it is much more limited than was previously suggested. However, we still have a research area that is full of possibilities and potential. Turning the lessons learnt and technological advances made into real progress is still a challenge.
One thing is for certain, if we want to keep the field of evolvable hardware progressing for another 15 years we need to take a fresh look at the way we think about evolvable hardware: about which applications we should be applying it to; about where it will actually be of real use; about where it might finally be accepted as a valid way of creating systems and about what medium it should be based in.
We wish us all luck in this, the second generation of evolvable hardware.
