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Chapter 1
Introduction
The development of IT in recent years led us to deal with large data set. But
in many fields such as data mining, marketing , etc, the size of the large data
set is extremely large and it is even impossible in certain situation to store them
in the central memory of a computer. For example, in market research we have
to collect and evaluate the data regarding consumers’ preferences for products and
services. The customers may be from different parts of the world , but these data is
extremely large and hard to deal with. This gives rise to the need of data reduction
techniques.
In this thesis, we consider a methodology based on the principle of ranked set
sampling. The ranked set sampling was proposed by Mcintyre (1952) as an efficient
sampling method for reducing computing cost and increasing its efficiency. It is
not originally devised for data reduction. However, there is a similarity between
efficient sampling and data reduction. A data reduction procedure can be deemed
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from two perceptions. It can be considered as throwing away a certain portion of
the data from the whole data set. It can be also considered as drawing a certain
portion of the data from the whole data set. It is the latter perspective that relates
efficient sampling and data reduction together. The use of ranked set sampling
as a data reduction tool is motivated by a procedure called remedian. In this
chapter, we give a brief discussion on the procedure of remedian. We then give a
brief literature review on the references. The chapter is ended by a summary and
outline of the thesis.
1.1 Motivation
The remedian procedure, which motivates the use of RSS as a data reduction tool,
is briefly discussed in this section. Contrary to the sample average which could
be calculated with an updating mechanism, the computation of a robust estimator
such as the sample median need at leastN storage spaces. But whenN is extremely
large, it is impossible to store the whole data in the central memory of a computer.
This is the main reasons why robust estimators are seldom used for large data
sets and thus are seldom included in most statistical packages. Remidian is a
procedure which obtain a robust estimator by computing the medians of groups of
k observations, and then the medians remedians of these medians in groups of size
k until only one single, remedian is obtained. If the original data size is N = km
where k and m are integers, the remedian procedure only needs m arrays of size
k. If the remedian procedure is only carried out l(l ≤ m) cycles, the procedure
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reduces the original data to a size km−l and kl+km−l storage places are needed for
the procedure.
The remedian procedure is indeed a ranked set sampling procedure. Each time,
k units are ranked and then the median of these k units is selected. As will be
seen later, this is a special case of unbalanced ranked-set sampling. The remedian
procedure tries to effectively retain the information on the population median while
reducing the size of the original data tremendously. If information on other features
of the population other than the median such as a quantile or several quantiles are
to be retained, similar procedures can be designed. This motivated the idea of
repeated ranked set sampling considered by Chen et al. (2004, chapter 7).
Chen et al. (2004, chapter 7) considered the repeated ranked set sampling as a
data reduction tool for the reduction of one-dimensional data. In this thesis, we will
consider the repeated ranked set sampling for the reduction of multi-dimensional
data.
1.2 A brief literature review on remedian and
repeated RSS
The remedian was first proposed by Rousseeuw and Bassett (1990). They estab-
lished the weak consistency of the remedian as an estimator of the population
median and derived its asymptotic distribution under the limiting process that k
is fixed and m → ∞. Chao and Lin (1993) gave the strong consistency under the
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same limiting process. Furthermore, they explored the asymptotic normality of the
remedian by considering a double-limiting process: letting m → ∞ with k fixed
and then letting k →∞. However, their analysis was not technically feasible. Chen
and Chen (2001) later derived the asymptotic properties of the remedian including
the strong consistency and asymptotic normality under the limiting process which
allows both m and k tend to infinity simultaneously.
The repeated ranked set sampling was recently proposed by Chen et al. (2004)
and considered as a data reduction tool. The following procedures are dealt with
by Chen et al. (2004): a) Optimal repeated RSS for a single quantile. b) Op-
timal repeated RSS for several quantiles and c) Repeated RSS for retaining the
information on the whole distribution.
1.3 A summary of the thesis and outline
In this thesis, we extend the univariate procedures of repeated RSS considered in
Chen et al. (2004) to multivariate procedures for data reduction. The remainder
of the thesis is organized as follows.
Chapter 2 reviews some results in RSS which are related to data reduction
procedures.
In chapter 3, the RSS as a data reduction tool is discussed. The issue of
information retaining ratio is addressed. The properties of the repeated ranked
set sampling procedure for univariate populations are reviewed. Finally, these
univariate procedures are extended to multivariate procedures and the properties
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of the multivariate procedures are investigated.
In chapter 4, simulation studies are carried out to demonstrate the properties
of the multivariate procedures and to investigate the information retaining ratio of
the procedures.
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Chapter 2
Preliminaries
In this chapter, we concisely introduce the RSS and its useful results. In section
2.1, the procedure of RSS and its major features are described. In section 2.2, we
select some important results of RSS on data reduction techniques. In section 2.3,
we present the motivations of using RSS as a data reduction tool.
2.1 Procedure of RSS and its major features
The ranked set sampling (RSS) is a sampling method that draw a set of sampling
units from an infinite population and then have the sampling units ranked by
cheaper means without actual measurement rather than measuring the variable of
interest a much costlier or time-consuming way. The primary form of RSS is as
follows. A simple random sample (SRS) of size k is drawn from the population
and the k sampling units are ranked with respect to the variable of interest by
judgement without actual measurement. The unit with rank 1 is quantified and
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the remaining units are discarded. Then, another SRS of size k is drawn and
ranked, the unit with rank 2 is quantified. This process is continued until a SRS of
size k is done as before and the unit with rank k is quantified. This whole process
is referred to as a cycle. The cycle repeats m times and yields a ranked set sample
of size N = mk. The RSS sample can be represented as
X[1]1, X[1]2, ..., X[1]m
X[2]1, X[2]2, ..., X[2]m
..., ..., ..., ...
X[k]1, X[k]2, ..., X[k]m
In the above procedure, the units with ranks r = 1, ..., k in the ranked sets are
quantified the same number of times. It is referred to as a balanced RSS. The
number of quantification needs not to be the same for all the ranks. In which case,
we have an unbalanced RSS. An unbalanced RSS can be described as follows. Let
N sets of size k units be drawn from the population and each of them be ranked by
a certain mechanism. Then, nr sets are randomly selected for r = 1, ..., k, and the




An unbalanced RSS is represented by
X[1]1, X[1]2, ..., X[1]n1 ;
X[2]1, X[2]2, ..., X[2]n2 ;
..., ..., ..., ...;
X[k]1, X[k]2, ..., X[k]nk .
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There are certain features of RSS worthy to remark. The principle of RSS is very
similar to the stratified sampling. The RSS could be considered as the stratified
units according to their ranks in a sample. But, unlike a stratified sampling, the
RSS post-stratifies sampling units after the units have been sampled, instead of
stratifying the population before sampling. Though there exist differences between
RSS and stratified sampling, their immediate effect is the same. In both cases,
the population is divided into several sets so that units in each set are as similar
as possible. Therefore, judging from the similarity between RSS and stratified
sampling, we can say that the RSS is less erratic than SRS (simple random sample).
The information content of RSS and SRS are also worth comparing. Suppose
SRS and RSS have same sample size n, the SRS only has information on n units.
However, due to the ranking procedure, not only the units in RSS contain their own
information, also they have the information on those units which are discarded in
RSS sampling procedure. So, it is obvious that RSS has more information content
than SRS.
2.1.1 Fundamental equality and its implication
In this section, we focus on the fundamental equality and its implication.
If the ranking is perfect, the measured values of the variable of interest are
order statistics. We have that g[r] = g(r), g(r) is the density function of the rth
order statistic of a SRS (simple random sample) of size k from distribution G.
Hence, we have
















But when the ranking is imperfect, the ranked statistic with rank r is no longer






where psr denotes the probability with which the sth order statistic is judged
as having rank r. If these error probabilities are the same within each cycle of a


























psr)G(s)(x) = G(x). (2.4)
From above equality, we conclude that this ranking mechanism is also consis-
tent.
The fundamental equality implies that a balanced RSS provides a representation
of the population. All features of the population can be estimated from the RSS
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sample. In other words, a RSS sample retains information on all the features of
the population.
2.1.2 A brief history note of RSS
The RSS was first applied by McIntyre (1952) in his study about estimation of
mean pasture yields. After that, RSS applications had been applied in agriculture,
e.g., Halls and Dell (1966), Cobby (1985). The first theoretical result about RSS
was introduced by Takahasi and Wakimoto (1968). They proved that if the ranking
is perfect, the mean of the RSS set is an unbiased estimator of the population mean
and the variance of the RSS mean is always smaller than the variance of the SRS
mean of the same size. Dell and Clutter (1972) and David and Levine (1972) latter
presented the theoretical treatments for imperfect ranking. Stokes (1976,1977)
considered the use of concomitant variables in RSS, and the population variance
and the estimation of correlation coefficient of a bivariate normal population based
on an RSS. Then the Chen (2003) considered RSS as a data reduction tool to
estimate quantiles.
2.2 Selected results of RSS
2.2.1 Estimation of quantiles using balanced RSS
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where n = mk. For 0 < p < 1, the pth balanced ranked-set sample quantile is
x̂n(p) = inf{x : ĜRSS(x) ≥ p}.
,
and the pth quantile of G is defined by x(p). Then, we introduce some theorems
about x̂n(p) and x(p).
Theorem 2.1. Suppose the ranking mechanism in RSS is consistent. Then,
with probability 1,






for all sufficiently large n.
Theorem 2.2. Suppose the ranking mechanism in RSS is consistent and that
the density function g is continuous at x(p) and positive in a neighborhood of x(p).
Then,

























This theorem is called asymptotic normality of the ranked set sample quantile.
The above results can be found in Chen (2000).
2.2.2 Estimation of quantiles using unbalanced RSS













where qnr = nr/n,qn = (qn1, qn2, ..., qnk)






For 0 < p < 1, the pth unbalanced ranked-set sample quantile is
xqn(p) = inf{x : Ĝqn(x) ≥ p}.
G and g are the distribution function and density function of the population.
G(r) and g(r) are the distribution function and density function of order statistic
X(r). x(p) is the p-th quantile of G. Suppose that, n → ∞, qnr → qr, r = 1, ..., k.
So, the function Ĝqn(x) =
k∑
r=1




xq(p) is the p-th quantile of Gq and gq is the density function of Gq.
Based on the definition given, we can postulate the following important theo-
rem:
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Theorem 2.1. (i) With probability 1, xqn(p) converges to xq(p).
(ii) Suppose that qnr = qr + O(n
−1). if gq is continuous at xq(p) and positive
in a neighborhood of xq(p), then



















This theorem is called the asymptotic properties of the unbalanced ranked-set
sample quantiles.




(r − 1)!(k − r)!G
r−1(x)[1−G(x)]k−rg(x).
and
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G(r)(x) = B(r, k − r + 1, G(x)).
where B(r, s, t) is the distribution function of the Beta distribution with shape





qrB(r, k − r + 1, t).
So, we have Gq(x) = sq(G(x)). Then put the x(p) into the equation, then we
have Gq(x(p)) = sq(G(x(p))) = sq(p). Finally, we have xq(sq(p)) = x(p), this
means the p-th quantile of G is the sq(p)-th quantile of Gq. So, we can swap
the problem of estimating the pth quantile of G for the problem of estimating the
sq(p)th quantile of Gq. The estimation of x(p), x̂n(p) = xqn(sq(p)).
Then from the above theorem2.1, we can conclude that
√








qrB(r, k − r + 1, p)[1−B(r, k − r + 1, p)], (2.8)
and





(r − 1)!(k − r)!p
r−1(1− p)k−r]2. (2.9)
So, the estimate x̂n(p) of x(p) is asymptotically normally distributed, and,
through (i) of Theorem 2.1, it is also strongly consistent.
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The above results can be found in Chen (2000).
2.2.3 Optimal design for estimation of quantiles and rela-
tive efficiency
The theorem in the above section gives the asymptotic variance of the estimate
which is W (q, p)/g2(ξp). where
W (q, p) =
∑k
r=1 qrB(r, k − r + 1, p)[1−B(r, k − r + 1, p)]∑k
r=1 qrb(r, k − r + 1, p)2
. (2.10)
from the equation, we could see that if p is fixed, then W (q, p) is a function
of q. Naturally, if we want to minimize the asymptotic variance of the estimate,
we only need to minimize W (q, p) and determine the allocation q. This process is
called Optimal Design. The optimal procedure is as follows
1). MinimizeW (q, p) with respect to q and derive the minimizer q∗ = (q∗1, ..., q
∗
k).
The allocation is determined as nr = [nq
∗
r ], r = 1, ..., k.
2). Determine the sq∗(p), sq∗(p) = Gq∗(ξp) = Σq
∗
rB(r, k − r + 1, p).
Finally, we find in the simulation of optimal design[Chen, Bai and Sinha(2004)],
except for p = 0.5, the optimal allocation vectors q have only one non-zero element.
When p = 0.5, the allocations are equal on the medians of the sets.
From the above content, we generally consider ARE (asymptotic relative ef-
ficiency) of the optimal RSS designs with respect to the SRS designs. The SRS
pth quantile x(p)’s estimator is the pth sample quantile ξ̂p whose variance is p(1−
p)/[nf 2(x(p))]. The ARE of the optimal RSS design with respect to the SRS design
CHAPTER 2. PRELIMINARIES 16












where cr(p) = B(r, k − r + 1, p) and dr(p) = b(r, k − r + 1, p).
We also give the ARE of the optimal RSS designs with the ARE of the balanced







2.3 The relationship between RSS and data re-
duction
RSS is a sampling method that draw units with more useful information from the
population. A data reduction procedure can be deemed from two perceptions. It
can be achieved by throwing away a certain portion of the data from the whole
data set, or selectively drawing a certain portion of the data from the whole data
set. It is the latter perception that relates RSS and data reduction together. In
a different perception of RSS, the drawn units from population are considered as
the retained data while the other units in the population are considered as the
discarded data. Hence, RSS is considered as a data reduction method in general.
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Chapter 3
RSS for data reduction
In this chapter, we will discuss techniques of data reduction using the notion of
RSS. In section 3.1, we introduce what data reduction is. In section 3.2, we give
concise descriptions for remedian and repeated RSS, then the connection between
them. In section 3.3, the definition of information retaining ratio on remedian,
quantiles and repeated RSS procedures is given. In section 3.4, the properties of
repeated RSS for univariate value are introduced. In section 3.5, we extend the
repeated RSS from univariate value to bivariate value and describe the repeated
two-layer RSS, we then introduce some better repeated two-layer RSS - iterated
two-layer RSS and modified two-layer RSS. Finally, the properties of repeated RSS
for univariate value will be extended to that of repeated two-layer RSS.
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3.1 Principle of data reduction
The availability of vast amount of information often lead to information overload
in many fields, such as industries and market research, which has also hinder the
effective usage of information. This motivates the needs for data reduction tech-
niques to assist human personnel during information processing. Data reduction
techniques can effectively reduce the memory usage of a database server, while
preventing the lost of useful information in the mean time. On the other hand,
data reduction techniques also render faster processing possible as the loads of a
processor increase linearly with data size.
In the procedure of data reduction, we should discard data with low information
and retain only the highly informative data. Also, the greater amount of data
being reduced, the lesser information is retained in the remained data. Therefore,
we should find a suitable trade-off between the number of discarded data and the
remaining information being retained.
3.2 From remedian to repeated RSS
In chapter 1, the use of Remedian procedure as a data reduction procedure and
its motivation for use as data reduction tool are presented. We will describe this
procedure and introduce the connection between Remedian and RSS.
Suppose the original data size is n = ak, where a and k are integers. The
remedian with base a is as follow. In the first stage, the ak units of this set is divided
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into ak−1 sets with each set of size a. Then the median of each set is computed,
yielding ak−1 estimates. In the second stage, these ak−1 medians are divided into
ak−2 sets with each set of size a. Then the median of each set is computed, yielding
ak−2 estimates. This procedure is repeated until a single estimate remains at the
last stage. From the above procedure, it has been shown that remedian only needs
k arrays of size a. It means that the original storage space is reduced from order
O(ak) to O(ak). The figure 3.1 shows the remedian procedure with base 13 and
exponent 3. First, we put 13 observations into the top array. The median of these
13 observations is computed and stored in the first blank of middle array. The top
array is filled with the 13 new observations again. The median of these observation
will be put into the second blank of middle array. We repeat this procedure until
the middle array is populated and its median is stored in the first blank of the last
array. The middle array is re-filled to store the observations from top array. Only
when the last array is full, its median will become the final estimate.
Note that the remedian at each stage could be considered as an unbalanced
RSS procedure. The set of ith stage medians is considered an unbalanced ranked
set sample of size ak−i from the (i − 1)th stage medians. Each median is taken
with the middle rank from the corresponding subsets. From the above chapter’s
optimal design, we find that the remedian at each stage is actually the optimal
RSS design for the median. So, this description of the remedian make us extend it
to the repeated ranked-set procedure.
Now we describe the repeated ranked set procedure for a single quantile. Let








Figure 3.1: Mechanism of the Remedian With Base 13 and Exponent 3
.




qrB(r, k − r + 1, p) where B(r, s, t) is the cumulative distribution function
of the beta distribution with parameter r and s, qi, i = 1, ..., k are the allocation
proportions for an unbalanced RSS with the set size k. In section 2.2.4, we know
that the sth sample quantile of the unbalanced RSS sample provides a consistent
estimate for the pth quantile of the population. Section 2.2.5 has provided a method
to minimize the asymptotic variance of estimate through choosing the allocation
proportions qi, i = 1, ..., k. We also have the simulation results for a single quantile,
thus there is only one allocation proportion remain to obtain the optimal design.
So, the r∗(p) is denoted the optimal rank of the order statistic for the estimation
of the pth quantile.
Basing on the above definition, we further define ξ(p) as the pth quantile and
denote the original large data set asD(0). Let r1 = r
∗(p) and p1 = B(r1, k−r1+1, p).
In the first stage, the units in D(0) are divided into sets of size k. In each set, all
k units are ranked according to their values and r1th statistic is retained. All
r1th order statistics in each set form a new set D
(1). Then the second stage, let
r2 = r
∗(p1) and p2 = B(r2, k − r2 + 1, p1). The units in D(1) are also divided
in sets of size k. In each set, all k units are ranked according to their value and
the r2th statistic is retained. All r2th order statistics in each set form a new
set D(2). We repeat this procedure until the mth stage. In fact, this procedure
can be terminated at any stages which depends any stage which depends on the
storage space. Assuming that we stop at mth stage, the pmth quantile of the mth
stage data D(m) is considered as the summary measure on the pth quantile of the
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original data set. Let G(m) denotes the distribution of the data in the jth stage
data D(m). Note that G(m) is the distribution of the rmth order statistic of a size
k random sample from the distribution G(m−1). Let ξm(pm) be the pmth quantile
of the distribution G(m). From the results in section 2.2.3, we can conclude that
ξ(p) = ξ1(p1) = ξ2(p2) = ... = ξm(pm) = ... . So, the quantile obtained in the last
stage data of the repeated ranked set procedure is a consistent estimate of ξ(p).
In the above paragraph, we have used repeated ranked-set procedure to estimate
a quantile. The extension of this procedure to multiple quantiles are reported next.
q[i], i = 1, 2, ..., is a sequence of allocation vectors and for any i = 1, 2, ...,,
q[i] = (q
[i]
1 , ..., q
[i]
k )
T with q[i]r ≥ 0,
k∑
r=1
q[i]r = 1. Let G
[0] be the distribution function
of original population and j probabilities p
[0]








(r) is the distribution function of rth order
statistic of a sample of size k from G[0]. It follows that p
[1]






q[1]r B(r, k − r + 1, p[0]i ). From the last section, we have proven that the
p
[1]
i th quantile of G
[1] is the p
[0]
i th quantile of G
[0], i = 1, ..., j. Basing on the G[1]
and p
[1]















q[2]r B(r, k − r + 1, p[1]i ). From the last section, we know that
the p
[2]
i th quantile of G
[2] is the p
[1]
i th quantile of G
[1], i = 1, ..., j. We repeat this
procedure until the mth stage. If we produce a sample from G[m], the p
[m]
i th sample
quantile of this sample has the information about the p
[0]
i th quantile of G
[0]. From
the section 2.2, we can conclude that the p
[m]
i th sample quantile is a consistent
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estimate of the p
[m]
i th quantile of G
[m] and hence of the p
[0]
i th quantile of G
[0].
Now, we describe the Repeated ranked-set procedure for multiple quantiles.
Suppose we concern j quantiles ξ(pi), i = 1, ..., j. It means all j quantiles are
considered equally important. So, each allocation proportion is 1/j. Let r
[1]
i =







i , k − r[1]i + 1, pi). At first stage,
the observations in the original data set D(0) are linearly accessed in sets of size
k. The observations in each set are ranked according to their values. Then the
ranked r
[1]
i is chosen with probability 1/j, and observation of the chosen rank is
retained and others are discarded. All retained observations form new data set are
denoted as D(1). Note that The data in the data set D





















i , k − r[2]i + 1, p[1]i ). Then we do the same procedure as
the first stage and produce new data set D(2). Note that the data in the data set








(x). We repeat this process









(x) and the p
[m]
i th quantile of this sample is taken as
the summary statistic for ξ(pi), i = 1, ..., j.
The repeated ranked set procedures described in the previous paragraphs are
designed for some specific features of the original data. Now we introduce a bal-
anced repeated ranked set procedure for general purposes. We randomly select
kr+1 sample units from the population, where r is integer. We divide these units
into kr−1 sets with each set of size k2. In each set, we do the RSS procedure for
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these k2 units and remain k units. For the remaining kr units, we divide them
into kr−2 sets with each set of size k2. In each set, we repeat the RSS procedure
for k2 units. Then we get the remaining kr−1 units. We repeat above procedure




2 , ..., Y
(r)
m . The
set {Y (r)1 , Y (r)2 , ..., Y (r)m } is called rth stage ranked set sample. The above process is
called balanced repeated ranked set procedure.
3.3 Information retaining ratio
We want to know which one is better, when comparing two data reduction methods.
Hence, a criterion is needed for this judgment. Information retaining ratio (IRR)
is such a good criterion. IRR is the ratio of the amount of information on original
population and that of the remained data set. Through IRR, we can know which
procedure could retain more information by the data reduction procedure.
In statistics, we often need to estimate some parameters of the distribution on
large data set. When repeated RSS is used to reduce these sample size, we would
like to know how much information was retained in the remained data set. In
statistics, the Fisher information number is often used to represent the amount of
information in data set and its definition is introduced next.
For a sample of size N from a P (θ) distribution, the MLE (maximum likelihood
estimator) of a parameter θ is denoted by θ̂. It is well known that the variance of
the MLE of θ converges to the inverse of the Fisher information. Therefore we can
use the inverse of the variance as a measure of the information content. Hence the
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Where θ is the estimate of θ based on original data, while θ̂RSS is the estimate
of θ based on the reduced data.
3.4 Properties of balanced repeated RSS
In this section, we briefly introduce the properties of balanced rank set sampling
which was studied by Al-Saleh and Al-Omari (2002).
Now the variables X
[j]
(r)ir = 1, ..., k, i = 1, 2, ... mean the order statistics obtained
at the j-th stage. Al-Saleh and Al-Omari [2] derived the following properties:







(r)(x) = G(x) (3.1)
where G(x) is the distribution of the original data.





0, x < ξ(r−1)/k;
kG(x)− (r − 1), ξ(r−1)/k ≤ x < ξr/k;
1, x ≥ ξr/k.
(3.2)
where x(p) denotes the p-th quantile of G, for r = 1, ..., k.
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The property (i) shows that the distribution of the original data can be recon-
structed from the reduced data. In the next section, we extend this univariate
property to bivariate.
The property (ii) shows that the procedure stratifies the original data so that
an equal number of observations are retained from the portions of the original
distribution with equal probability mass. Note that this property is also valid for
multivariate data. In chapter 4, we further explain the properties of bivariate case.
3.5 Repeated multi-layer ranked set methodol-
ogy
Several authors have considered estimating multiple characteristics using RSS.
Patil, Sinha and Taillie (1994) explored two different methods for dealing with
multiple characteristics. The first method is through the ranking of units with
respect to one pre-chosen characteristic. So, the efficiency of this method in es-
timating the mean of the other characteristics depend on the relative correlation
with the actually ranked characteristic. The second method allowed the ranking
of units to depend on several or all characteristics. Norris, Patil and Sinha (1995)
compared the methods of McIntyre (1952) and Takahasi (1970) for multiple char-
acteristics. They used the methods on a real dataset consisting of height, diameter,
breast height and age of 399 tree.
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3.5.1 Two-layer RSS
Original Two-layer RSS
In this section, we introduce the original two-layer RSS. This procedure is simple
and has less computational dimensions. The original data N (0) is the set of the




i ). First, for
a given set size k, we draw k4 units from the population and divide them into k2
sets with each set size of k2. Note that each set is a square matrix with k rows and
k columns. For the first set, the units in each row are ranked according to their
first variable X [1].
X[1]1 X[2]1 · · · X[k]1
X[1]2 X[2]2 · · · X[k]2
· · · · · · · · · · · ·
X[1]k X[2]k · · · X[k]k
(3.3)
Then, the units in the first column are ranked according to their second variable
X [2].
X[1][1], X[1][2], ..., X[1][k] (3.4)
Finally we draw the unit with X [2]-rank 1 and discard other k2 − 1 units.
We do this procedure for the second set, then we draw the unit with X [2]-rank
2 from k units. Therefore, we repeat the procedure until the kth set. For the kth
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set, the unit with X [2]-rank k are selected. However, for the (k + 1)th set, the
units in the second column are ranked according to X [2]. Then we draw the rank
1 unit according to X [2]. For the (k + 2)th set, the rank 2 unit is drawn from the
k units according to X [2]. we repeat this procedure until 2kth set. We process this
procedure until the kth column and remain k2 units. This completes one cycle of
the procedure.
X[1][1]1 X[2][1]1 · · · X[k][1]1
X[1][2]1 X[2][2]1 · · · X[k][2]1
· · · · · · · · · · · ·
X[1][k]1 X[2][k]1 · · · X[k][k]1
(3.5)
To illustrate the above procedure, we give a example with data set size 9
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One cycle of two− layer RSS
Group (X,Y ) (X,Y ) (X,Y ) Steps Chosen pair
1 (4.50, 4.30) (5.40, 4.20) (5.00, 4.91) (4.50, 4.30) (4.50, 4.30)
(2.40, 4.80) (5.20, 4.85) (5.18, 6.09) (2.40, 4.80)
(6.65, 5.46) (4.26, 4.98) (4.78, 5.59) (4.26, 4.98)
2 (4.34, 6.75) (5.29, 6.23) (5.11, 4.09) (4.34, 6.75) (3.38, 4.82)
(3.38, 4.82) (7.20, 3.85) (5.13, 7.33) (3.38, 4.82)
(5.40, 6.80) (5.22, 4.75) (4.98, 3.76) (4.98, 3.76)
3 (5.55, 4.08) (3.77, 3.21) (6.15, 6.05) (3.77, 3.21) (4.00, 4.71)
(4.00, 4.71) (5.20, 4.85) (5.18, 3.09) (4.00, 4.71)
(4.40, 3.34) (3.67, 3.97) (4.78, 8.18) (3.67, 3.97)
4 (8.27, 5.55) (1.78, 4.08) (5.23, 6.03) (5.23, 6.03) (5.43, 4.65)
(5.43, 4.65) (6.26, 6.21) (5.19, 4.05) (5.43, 4.65)
(4.28, 4.76) (5.23, 5.00) (7.18, 6.35) (5.23, 5.00)
5 (8.36, 3.80) (5.93, 4.87) (5.38, 6.66) (5.93, 4.87) (5.34, 5.87)
(5.34, 5.87) (8.24, 9.45) (2.45, 7.77) (5.34, 5.87)
(7.40, 9.43) (7.23, 2.34) (9.17, 2.09) (7.40, 9.43)
6 (4.44, 2.07) (5.20, 4.78) (5.18, 3.29) (5.18, 3.29) (5.12, 6.09)
(4.23, 4.80) (4.45, 3.23) (7.71, 6.67) (4.45, 3.23)
(2.99, 4.16) (5.20, 4.89) (5.12, 6.09) (5.12, 6.09)
7 (4.88, 4.82) (5.30, 4.86) (6.17, 3.49) (6.17, 3.49) (5.55, 2.92)
(1.43, 5.40) (1.45, 8.74) (5.22, 3.03) (5.22, 3.03)
(4.40, 4.76) (5.55, 2.92) (2.44, 1.73) (5.55, 2.92)
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Group (X,Y ) (X,Y ) (X,Y ) Steps Chosen pair
8 (9.34, 4.11) (2.20, 4.65) (5.11, 7.09) (9.34, 4.11) (9.34, 4.11)
(3.68, 1.84) (5.60, 3.81) (5.10, 6.00) (5.60, 3.81)
(1.10, 3.55) (5.21, 4.83) (5.18, 1.09) (5.21, 4.83)
9 (4.40, 4.99) (3.54, 1.05) (8.44, 6.49) (8.44, 6.49) (9.20, 9.19)
(2.55, 7.60) (5.75, 4.85) (9.99, 9.05) (9.99, 9.05)
(6.46, 3.85) (9.20, 9.19) (5.18, 6.38) (9.20, 9.19)
Iterated Two-layer RSS
The original 2-layer RSS provide a good RSS sampling method for bivariate vari-
ables. It is very simple and easily comprehendible, but it does not yield unique
orders of the k2 randomly selected units. The orders depend on the partition of
the k2 units into k groups. In order to get unique orders in sampling procedure,
we introduce a new two-layer RSS method - iterated two-layer RSS.
The procedure of the iterated two-layer RSS is similar to the original method
which requires alternation in its sampling procedure. The set of size k2 is a square
matrix with k rows and k columns. For this matrix, the bivariate units in each row
are ranked according to their first variable-X(1). Then the units in each column
are ranked according to their second variable - X(2). For this new ranked matrix,
we again rank each row and column of matrix according to their first and second
variables . We then repeat the above procedure for matrix until the position of all
units in matrix are fixed. From this ”fixed-position” matrix, we could draw unique
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unit from matrix according to the rank s and r that is needed, s, r = 1, ..., k. We
illustrate this procedure in following example.
Let the original set be
(4.50, 2.34) (3.98, 3.46) (1.06, 6.72) (5.03, 4.23)
(3.78, 9.03) (5.35, 5.20) (8.88, 3.65) (6.36, 3.89)
(7.77, 9.80) (6.89, 2.35) (4.78, 5.30) (1.12, 7.51)
(1.29, 1.98) (8.71, 5.33) (2.22, 4.97) (9.56, 6.87)

.
In the first stage, we rank the units in each row according to their first variable.
First stage; First step
(1.06, 6.72) (3.98, 3.46) (4.50, 2.34) (5.03, 4.23)
(3.78, 9.03) (5.35, 5.20) (6.36, 3.89) (8.88, 3.65)
(1.12, 7.51) (4.78, 5.30) (6.89, 2.35) (7.77, 9.80)
(1.29, 1.98) (2.22, 4.97) (8.71, 5.33) (9.56, 6.87)

.
Then, we rank the units in each column according to their second variable.
First stage; Second step
(1.29, 1.98) (3.98, 3.46) (4.50, 2.34) (8.88, 3.65)
(1.06, 6.72) (2.22, 4.97) (6.89, 2.35) (5.03, 4.23)
(1.12, 7.51) (5.35, 5.20) (6.36, 3.89) (9.56, 6.87)
(3.78, 9.03) (4.78, 5.30) (8.71, 5.33) (7.77, 9.80)

.
In the second stage, we rank the units in each row according to their first
variable again.
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Second stage; First step
(1.29, 1.98) (3.98, 3.46) (4.50, 2.34) (8.88, 3.65)
(1.06, 6.72) (2.22, 4.97) (5.03, 4.23) (6.89, 2.35)
(1.12, 7.51) (5.35, 5.20) (6.36, 3.89) (9.56, 6.87)
(3.78, 9.03) (4.78, 5.30) (7.77, 9.80) (8.71, 5.33)

.
Then we rank the units in each column according to their second variable again.
Second stage; Second step
(1.29, 1.98) (3.98, 3.46) (4.50, 2.34) (6.89, 2.35)
(1.06, 6.72) (2.22, 4.97) (6.36, 3.89) (8.88, 3.65)
(1.12, 7.51) (5.35, 5.20) (5.03, 4.23) (8.71, 5.33)
(3.78, 9.03) (4.78, 5.30) (7.77, 9.80) (9.56, 6.87)

.
In the third stage, we rank the units in each row according to their first variable
at last time.
Third stage; First step
(1.29, 1.98) (3.98, 3.46) (4.50, 2.34) (6.89, 2.35)
(1.06, 6.72) (2.22, 4.97) (6.36, 3.89) (8.88, 3.65)
(1.12, 7.51) (5.03, 4.23) (5.35, 5.20) (8.71, 5.33)
(3.78, 9.03) (4.78, 5.30) (7.77, 9.80) (9.56, 6.87)

.
Then we rank the units in each column according to their second variable at
last time.
Third stage; Second step
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
(1.29, 1.98) (3.98, 3.46) (4.50, 2.34) (6.89, 2.35)
(1.06, 6.72) (5.03, 4.23) (6.36, 3.89) (8.88, 3.65)
(1.12, 7.51) (2.22, 4.97) (5.35, 5.20) (8.71, 5.33)
(3.78, 9.03) (4.78, 5.30) (7.77, 9.80) (9.56, 6.87)

.
The last matrix is the ”fixed-position” matrix. This is the whole procedure of
iterated two-layer RSS.
Dictionary Order Two-layer RSS
Through the iterated two-layer RSS, we can yield unique orders of k2 for randomly
selected units. But from the above example, we find that the computational time
in iterated two-layer RSS procedure are large. So, it is necessary to reduce the
amount of computation.
Now we modify the iterated Two-layer RSS procedure. First, we rank k × k
units according to their first variable.
X[1][ ], X[2][ ], ..., X[k][ ], X[k+1][ ], ..., ..., X[k2−k][ ], X[k2−k+1][ ], ..., X[k2][ ]
Then we draw the smallest k units according to their first variable from this
k × k units. Then we rank them according to their second variable.
X[ ][1], X[ ][2], ..., X[ ][k]
Then, we store these k units into the first column of a k × k matrix according
to their ranks of the second variable. For the remaining k× (k− 1) units, we draw
the smallest k units again and rank them according to their second variable, before
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they are assigned in the second column according to their second variable’s ranks.
We repeat this procedure for the remaining units until the last k units are stored
into the kth column of the matrix according to their ranks of second variable.
X[1][1]1, X[2][1]2, ..., X[k][1]k
X[1][2]1, X[2][2]2, ..., X[k][2]k
..., ..., ..., ...
X[1][k]1, X[2][k]2, ..., X[k][k]k
We give a example to illustrate this procedure.
Let the original set be
(4.50, 2.34) (3.98, 3.46) (1.06, 6.72) (5.03, 4.23)
(3.78, 9.03) (5.35, 5.20) (8.88, 3.65) (6.36, 3.89)
(7.77, 9.80) (6.89, 2.35) (4.78, 5.30) (1.12, 7.51)
(1.29, 1.98) (8.71, 5.33) (2.22, 4.97) (9.56, 6.87)

.
All units in the matrix are ranked according to their first variable.
First step
(1.06, 6.72) (3.78, 9.03) (5.03, 4.23) (7.77, 9.80)
(1.12, 7.51) (3.98, 3.46) (5.35, 5.20) (8.71, 5.33)
(1.29, 1.98) (4.50, 2.34) (6.36, 3.89) (8.88, 3.65)
(2.22, 4.97) (4.78, 5.30) (6.89, 2.35) (9.56, 6.87)

.
Then the units in each column are ranked according to their second variable.
CHAPTER 3. RSS for data reduction 35
Second step
(1.29, 1.98) (4.50, 2.34) (6.89, 2.35) (8.88, 3.65)
(2.22, 4.97) (3.98, 3.46) (6.36, 3.89) (8.71, 5.33)
(1.06, 6.72) (4.78, 5.30) (5.03, 4.23) (9.56, 6.87)
(1.12, 7.51) (3.78, 9.03) (5.35, 5.20) (7.77, 9.80)

.
The dictionary order two-layer RSS can also yield unique orders. But we only
need one stage to get this matrix. The amount of computation is reduced largely.
Hence, the modified two-layer RSS is the best in three two-layer RSS methods.
Repeated two-layer RSS
In this section, through the dictionary order procedure, we develop a repeated
two-layer RSS suitable for general purposes. Let us denote the original data set as
N (0) = {Xi : i = 1, ..., n} where Xi = (X [1]i , X [2]i ) and n is the size of the data set.
In the first stage, the units in N (0) are linearly accessed in sets of size k2. For the
first set, the unit with rank [1][1] is retained and the others are discarded. For the
second set, the unit with rank [1][2] is retained and the others are discarded, and so
on. For the kth set, the unit with rank [1][k] is retained. For the k+1th set, the unit
with rank [2][1] is retained, and so on. For the 2k+1th set, the unit with rank [3][1]
is retained. The whole process continues until the unit with the largest rank [k][k]
is retained. Then, the whole cycle of this process is repeated. The retained data
is then used to form set N (1). In the second stage, we repeat the above procedures
for N (1) and get new retained data set N (2). The procedure can be let to continue
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this way or stopped at any stage according by the users. The procedure of two-
layer RSS and repeated two-layer RSS described above can be extended to general
l-layer RSS straightforwardly by only increasing the complexity of notation.
The properties of repeated multi-layer RSS
Now, we describe several properties of the proposed repeated RSS. Assuming X
(j)
[r][s]
is the bivariate data with X1-rank r and X2-rank s which is obtained in the jth
stage of the repeated two-layer RSS. LetG
(j)
[r][s](x1, x2) denote its corresponding joint




















[r][s] (x1, x2) = G(x1, x2), (3.6)
where j = 1, 2, ..., and G(x1, x2) is the joint distribution function of the original
population. This property has been proven in (Chen 2003). It is very clear that
this property is the extension of the property (3.5) from univariate variable to
bivariate variable. This result ensures that the overall structure of the original
data is retained by the reduced data.
ii)Partition property:
The property (3.2) implies that suppose the population is infinite, we do the
balanced repeated ranked set procedure for this population until the j-th stage,
when we assume the j → ∞ for X [j]r r = 1, ...k, we will find X [∞]r should be in
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the interval [ξ(r−1)/k, ξr/k] for r = 1, 2, ..., k, where ξr/k is the (r/k)-th quantile of
original distribution function G.
Similar to above property, we extend the property (3.2) from univariate vari-
ables to bivariate variables. For repeated two-layer RSS method, assuming the
original population is infinite and stage j → ∞. We will find that the units of
rank- X∞[s][r]i should be in the field [ξ(s−1)/k, ξs/k] and [ξ(r−1)/k, ξr/k] s, r = 1, ..., k.
Note that ξs/k is the (s/k)-th quantile of marginal distribution function Gx and
ξr/k is the (r/k)-th quantile of marginal distribution function Gy.
The explanation of the two-layer property has not been proven theoretically,
but been concluded through hypothesis of the combination of the simulation plot
and the observed properties (3.6). In next chapter, we present the results of the
simulation.
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Chapter 4
Simulation studies
In this chapter, we will use simulation results to give numerical evidence of par-
tition property. Then, the IRR for repeated multi-layer methodology will also be
investigated.
4.1 Numerical evidence of partition property
The partition property is explained through simulation in this section. The method-
ology of simulation is through the use of four large bivariate normal distribution
data sets with similar size and different correlation. We use the dictionary order
two-layer RSS procedure with sample size 2× 2 to reduce the sample size. We do
3 stages for these population, and plot the remaining observations. The plots are
expressed in Figure (4.1). Through the same procedure for different population
and different sample size, we can get the similar plots in Figure (4.2).





















































Figure 4.1: Partition property of repeated Two-layer ranked set procedure illus-
trated by set size 2 and different correlations between the two variables. Correla-
tions are, clockwise, 1, 0.8, 0.5 and 0.2.
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The distribution of all data set is bivariate normal with 0 mean and correlations
of 1, 0.8, 0.5, 0.3 respectively. It is clear that all the points in each graphs in Figure
4.1 are divided into four groups and points in Figure 4.2 are divided into nine
groups. So, suppose the original population is infinite and the times of stage
j → ∞, we can conclude that the remaining points at ”∞”th stage should be in
several finite fields. It means that the variable X∞[s][r]i should be in a finite field for
i = 1, 2, ... .
4.2 Estimation of means using repeated two-layer
ranked set sampling
In statistics, we often use observations to estimate the population mean. When
the size of data set, k, increase, the estimated value are closer to the real mean.
But when the set size of observations is extremely large, repeated dictionary order
two-layer ranked set sampling is used to reduce sample size. Then, we use the



































































Figure 4.2: Partition property of repeated Two-layer ranked set procedure illus-
trated by set size 3 and different correlations between the two variables. Correla-
tions are, clockwise, 1, 0.8, 0.5 and 0.2.
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As the data is bivariate, the mean square error(MSE) of both original sample
mean S and RSS sample mean S1 are in matrix form. So, the IRR (ratio of S
to S1) is also a k × k matrix. We have methods to establish a value of IRR. The
method is to get the trace of the matrix. It is called ”T-method”.
In data reduction procedure, we consider a problem: for the same population,
we use MRSS with different sample size and different repeated stages to get the
same number of remaining data. For example, the original population have 390625
data. If MRSS is used with sample size 5×5, two MRSS stages have to be performed
and the remaining 625 data is used to estimate population mean. But if we change
the sample size of 5 × 5 to 25 × 25, we only need a single stage to get the same
number of remaining data. In order to measure the performance of these methods,
IRR is used for comparison purposes. The IRR of ”T method” are as follow.
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Table1: The information retaining ratio of mean with selected ρ and k.












From the above table, estimated IRR value using sample size 16×16 are bigger
than the IRR value using sample size 4× 4. The result of comparison remain the
same for sample size 5× 5 and 25× 25.
The comparison of differing sample sizes and correlations shows that for the
same data set, the estimator of mean contain more useful information using a
larger sample size and require less procedure stages. So, if we want to use repeated
multi-layer ranked set sampling (MRSS) to sample size and get estimator of mean,
we should increase the sample size and reduce the stages. Meanwhile, due to the
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limit of the computer memory, the sample size has to be controlled as well. Thus
a trade off between sample size and stages has to be adjusted by the users.
4.3 Estimation of quantiles using repeated multi-
layer ranked set sampling
In statistics, the marginal quantiles of distribution for multivariate variables need
to be estimated as well. In Ranked Set Sampling (Chen, 2003) the ranked-set








I{X[r]i ≤ x}. (4.2)
and the p-th sample quantile is defined as
x̂n(p) = inf{x : F̂RSS(x) ≥ p}. (4.3)
This mean that for n ranked data, the p-th(0 ≤ p ≤ 1) ranked-set sample
quantile is the [pn]-th data. For simulation purpose, the method mentioned in the
last section is used to reduce large sample size, before the above definition is used
to estimate the quantiles of remaining data. Finally, through the IRR of sample
quantiles, these estimator are evaluated.
Table: The information retaining ratio for quantile with selected ρ and k with
p = 0.1.
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sample size k 5× 5 25× 25 5× 5 25× 25
correlation ρ first variable first variable second variable second variable
0.2 0.00498360 0.01466080 0.00312327 0.004382148
0.5 0.00488752 0.01332901 0.00401482 0.005236094
0.8 0.00611796 0.01453787 0.00740693 0.007658414
1.0 0.01188226 0.02102218 0.01196348 0.021553835
Table: The information retaining ratio for quantile with selected ρ and k with
p = 0.2.
sample size k 5× 5 25× 25 5× 5 25× 25
correlation ρ first variable first variable second variable second variable
0.2 0.01448479 0.02311788 0.00483239 0.00594749
0.5 0.01559304 0.02397489 0.00523072 0.00648371
0.8 0.01553565 0.02483532 0.00838892 0.00942507
1.0 0.02020640 0.02532605 0.02017650 0.02602951
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Table: The information retaining ratio for quantile with selected ρ and k with
p = 0.3.
sample size k 5× 5 25× 25 5× 5 25× 25
correlation ρ first variable first variable second variable second variable
0.2 0.01850511 0.02738296 0.00543527 0.00669185
0.5 0.01880850 0.02778485 0.00721893 0.00745414
0.8 0.01882977 0.02776023 0.00952989 0.01054088
1.0 0.02536904 0.03244507 0.02544542 0.03244507
Table: The information retaining ratio for quantile with selected ρ and k with
p = 0.4.
sample size k 5× 5 25× 25 5× 5 25× 25
correlation ρ first variable first variable second variable second variable
0.2 0.02304515 0.02988689 0.00651463 0.00711024
0.5 0.02284911 0.02925682 0.00739432 0.00797259
0.8 0.02305778 0.03097247 0.00905328 0.01174558
1.0 0.03175185 0.0313448 0.03175185 0.03334786
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Table: The information retaining ratio for quantile with selected ρ and k with
p = 0.5.
sample size k 5× 5 25× 25 5× 5 25× 25
correlation ρ first variable first variable second variable second variable
0.2 0.02285645 0.03054962 0.00694148 0.00723579
0.5 0.02351530 0.03056547 0.00817343 0.00840414
0.8 0.02543467 0.03168383 0.00990753 0.01060888
1.0 0.02986744 0.03375195 0.02920172 0.03492753
From the above tables, it has been found that for the same ρ, with increasing p,
only a sight increase in IRR is observed. When p is more close to the 0.5, the speed
of the IRR is increasing quicker and IRR achieve its maximum at the p = 0.5.
At sample size k = 5 × 5 and k = 25 × 25, except ρ = 1.0 the IRR of the
first variable of observations is always smaller than that of second variable of ob-
servations. When ρ = 1, the IRR of both variables of observation are almost equal
regardless of sample size k. Therefore, the following conclusions are made with
increasing sample size k , the speed of the first variable of the observations are in-
creasing much quicker than the second variable of the observations except at ρ = 1.
It has also been observed that at ρ = 1, the information retained in first variable
is always equal to the second variable. It is also obvious that the estimator of
quantiles contains more useful information using larger sample size and performing
less procedure stages. This result is similar to that of mean in the last section.
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x1<-rnorm(177147,0,1) x2<-rnorm(177147,0,1) newarray <-
array(c(x1,x2), dim = c(19683,9,2))
fish<-array(rep(0,19683),dim=c(1,19683,2)) r<-newarray
#STAGE1 for(n in 0:2186){
for(m in 0:2){ for(l in 1:3){
newarray<-array(c(r[l+3*m+9*n,,1],r[l+3*m+9*n,,2]),dim=c(3,3,2))
k<-3 newarray1<-newarray for(i in 1:k) {
a<-order(newarray[i,,1])
newarray[i,,]<-newarray[i,a,]











for(j in 1:k) { b<-order(newarray[,j,2])
newarray[,j,]<-newarray[b,j,] } newarray2<-newarray }
all(newarray1==newarray2)




for(m in 0:2){ for(l in 1:3){
newarray<-array(c(r[l+3*m+9*n,,1],r[l+3*m+9*n,,2]),dim=c(3,3,2))
k<-3 newarray1<-newarray for(i in 1:k) {
a<-order(newarray[i,,1])
newarray[i,,]<-newarray[i,a,]










for(j in 1:k) { b<-order(newarray[,j,2])
newarray[,j,]<-newarray[b,j,] } newarray2<-newarray }
all(newarray1==newarray2)
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for(m in 0:2){ for(l in 1:3){
newarray<-array(c(r[l+3*m+9*n,,1],r[l+3*m+9*n,,2]),dim=c(3,3,2))
k<-3 newarray1<-newarray for(i in 1:k) {
a<-order(newarray[i,,1])
newarray[i,,]<-newarray[i,a,]










for(j in 1:k) { b<-order(newarray[,j,2])
newarray[,j,]<-newarray[b,j,] } newarray2<-newarray }
all(newarray1==newarray2) r newarray1 newarray2







k<-3 newarray1<-newarray for(i in 1:k) {
a<-order(newarray[i,,1])
newarray[i,,]<-newarray[i,a,]










for(j in 1:k) { b<-order(newarray[,j,2])
newarray[,j,]<-newarray[b,j,] } newarray2<-newarray
}














> for(h in 1:5000){





fish3<-array(rep(0,8192),dim=c(1,8192,2)) + r<-newarray + + +
#original data + c<-0 + for(q in 1:512){ + for(g in 1:256){ + +
c<-c+r[q,g,] + } + + } + + mu<-c/131072
+ fish1<-(mu)%*%t(mu)
+ z1<-z1+fish1 + + #RSS1 data + for(n in 0:1){ + + for(m in 0:15){
+ for(l in 1:16){ + + w<-order(r[l+16*m+256*n,,1]) +
r[l+16*m+256*n,,] <-r[l+16*m+256*n,w,] + +
newarray2<-array(c(r[l+16*m+256*n,,1],r[l+16*m+256*n,,2]),dim=c(16,16,2))
+ + x<-order(newarray2[,m+1,2]) +
newarray2[,m+1,]<-newarray2[x,m+1,] + + + +
fish[,l+16*m+256*n,]<-newarray2[l,m+1,] + } + } + } + + + y<-0 +
for(p in 1:512){ + y<-y+fish[,p,] + + } + + + mu1<-y/512
+ fish2<-(mu1)%*%t(mu1)
+ z2<-z2+fish2 + + + #RSS2 data + #STAGE1 + for(n in 0:511){ + +
for(m in 0:3){ + for(l in 1:4){ + + w1<-order(r1[l+4*m+16*n,,1]) +
r1[l+4*m+16*n,,] <-r1[l+4*m+16*n,w1,] + +
newarray3<-array(c(r1[l+4*m+16*n,,1],r1[l+4*m+16*n,,2]),dim=c(4,4,2))
+ + x1<-order(newarray3[,m+1,2]) +
newarray3[,m+1,]<-newarray3[x1,m+1,] + + + +
fish3[,l+4*m+16*n,]<-newarray3[l,m+1,] + } + } + } + + #STAGE 2 +
fish4<-array(rep(0,512),dim=c(1,512,2)) +
r1<-array(c(fish3[,,1],fish3[,,2]),dim=c(512,16,2)) + + for(n in




+ + x1<-order(newarray3[,m+1,2]) +
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newarray3[,m+1,]<-newarray3[x1,m+1,] + + +
fish4[,l+4*m+16*n,]<-newarray3[l,m+1,] + } + } + } + + y1<-0 +
for(p in 1:512){ + y1<-y1+fish4[,p,] + + } + + mu2<-y1/512
+ fish5<-(mu2)%*%t(mu2)
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