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Abstract
In this work, we consider the propagation of elastic waves outside a (compact) obstacle with
smooth boundary. Existence, uniqueness results for the solution are established in a simple way. We
study the meromorphic continuation to the whole complex plane of the solution. A proof alternative
of the existence of resonant frequencies is given.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
The existence of resonant frequencies (or poles) of the analytic continuation of the so-
called S-matrix (which connects the asymptotic behaviours of the incident and scattered
waves), associated with symmetric hyperbolic systems of first order in exterior domains,
coercive boundary condition and enjoy the unique continuation property is a basic result
in the pioneering work of Lax and Phillips (the time-dependent scattering theory); these
complex numbers present resonant properties for the wave motion in exterior domains.
Important results on the subject may be found in the Chapter VI of their 1967 book [16]
and the survey articles (see, Theorem 5.6 in [17] and Theorems 5.5 and 5.6 of [18]). In this
context, the resonant frequencies we are dealing with in the present work are nothing but
these quantities: the characterization we present is however different.
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recently gained considerable attention of different authors (see, e.g., [5,19,22,25]). The
decay of local energy of the solution is explained by the existence of this complex
frequencies. They are relevant, for example, in the so-called inverse problem (see, for
instance, [1,15,22,23] and the references therein). Its location in the complex plane should
give some information about, for example, the fashion and size of the obstacle. On the other
hand, for the direct scattering problem associated to a system of elastic wave equations
there is a rich mathematical literature devoted to similar problems (see, [2,4,7,11,23]) for
recent results, also see the references cited in [4,12,13].
In this context, our goal in this paper is to develop a rather simple proof of the existence
of resonant frequencies associated with a phenomenon described by a system of elastic
waves with prescribed stress-traction operator on the boundary ∂Ω of an arbitrary C1
domain Ω = R3/D, where D is an open bounded region in R3. The linearized systems
equations of time-dependent problem are following:

vt t − b2∆v−
(
a2 − b2)∇x(∇x · v)= eiσ t h, on Ω ×R,
Tnv = 0, on ∂Ω ×R,
v(x,0)= f0(x), vt (x,0)= f1(x), x ∈Ω,
(1)
where v(x, t)= (v1(x, t), v2(x, t), v3(x, t)) is the displacement at the time t and location
x ∈R3 scattered by D, vt t (x, t)= (v1t t (x, t), v2t t (x, t), v3t t (x, t)), ∇x is the gradient, ∇x · v
is the divergence of v, ∆v = (∆v1, ∆v2, ∆v3), where ∆ is the usual Laplacian operator.
Also, the parameters satisfy b2 = λ, a2 = λ+2µ, a2 > 43b2, where µ and λ are the Lamé’s
coefficients of the Elasticity Theory, f= (f0, f1) is the initial value for this Cauchy problem,
h = (h1, h2, h3) is a given function, σ ∈ C and Tn is the stress-traction vector calculated
on surface element with n outward normal to ∂Ω :
Tnv = 2b2 ∂v
∂n
+ (a2 − 2b2)(∇x · v)n+ b2 n× (∇x × v).
The time-harmonic problem associated to (1) is the following

b2∆v(x)+ (a2 − b2)∇x(∇x · v(x))+ σ 2v(x)= h(x), x ∈Ω,
Tnv(x)= 0, x ∈ ∂Ω
and the Kupradze–Sommerfeld radiation conditions, see [14]:
(KupL)
{
vL(x)= o(1), as |x|→∞,
∂
∂|x|v
L(x)− iσLvL(x)= o
( 1
|x|
)
, as |x|→∞
and
(KupT )
{
vT (x)= o(1), as |x|→∞,
∂
∂|x|v
T (x)− iσT vT (x)= o
( 1
|x|
)
, as |x|→∞
(2)
uniformly for all directions xˆ = (1/|x|)x , where v = vL + vT it is a sum of an irrotational
(lamellar) vector vT and a solenoidal vector vL. Here, σL ∈ C is the longitudinal (dila-
tional) wave number, σL = σ/b and transverse (shear) wave number σT = σ/a ∈C. For a
general review on the system of elastic wave equations, we mention [9,10,14].
Our approach follows the main ideas of [24, pp. 35–36] and [6,7]. Our analysis is
based an a stationary approach of resonant frequencies, i.e., the poles of the analytic
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of both flexibility and simplicity. Indeed, as we note in [7], our method can be apply to
situations which are not relevant to time-dependent theory of Lax and Phillips [16], for
example, the impedance problem with absorbing boundary conditions [15], acoustic and
elastic resonators [3,11], crack plane problems [1], screen and transmission problems [28]
and the sea-keeping problem [29]. In this last problem the theory of Lax and Phillips is
not suitable, since they to construct the scattering matrix (especially the representation
of wave operator as a multiplication operator) using specific properties such as the finite
speed of wave propagation. Let us mention that we are not concerned in this paper with this
problem. Hence we only describe the technique in the case of a system of elastic waves;
the application of method to this problem will be accounted for in a forthcoming paper.
To state our main result, let us introduce some notations which will be used throughout
the work: Let Ω = R3\D the exterior of D with boundary ∂Ω ∈ C2. For any positive
integer p and 1 s ∞ we consider the Sobolev space Wp,s(Ω) of (classes of) functions
in Ls(Ω) which together with their derivatives up to order p belong to Ls(Ω). The
norm of Wp,s(Ω) will denoted by ‖ · ‖p,s ; in the case s = 2 we write Hp(Ω) instead
of Wp,2(Ω). If E is a vector space then we denoted [E]3 =⊕3i=1 E and the norm of a
vector v which belong to [E]3 will be denoted by ‖ · ‖[E]3 . C∞0 (R3) denotes the space
of all C∞ functions defined on R3 with compact support. If R > 0 then B(R) is the ball
centered at zero and radius R. Also, we denoted by ∂B(R) = {x ∈ R3: |x| = R} and by
[L2R(R3)]3 = {v ∈ [L2(R3)]3: v = 0, if |x| R}. For any two vectors A and B of R3 we
denote by A ·B the inner product between A and B. If h :R3 →R3, h = (h1, h2, h3) then
we denoted by supp h =⋂3i=1 supphi the support of h,
∫
R3
hdx =
( ∫
R3
h1 dx,
∫
R3
h2 dx,
∫
R3
h3 dx
)
.
If hi :R3 → R, i = 1,2,3, has partial derivatives and x = 0 then ∂hi/∂|x| denotes the
radial derivative of hi , that is x/|x|. ∇xhi and
∂h
∂|x| =
(
∂h1
∂|x| ,
∂h2
∂|x| ,
∂h3
∂|x|
)
,
with x = (x1, x2, x3) ∈R3. Also, let us denote by ∇x × h the curl of h, that is
∇x × h =
(
∂h3
∂x2
− ∂h
2
∂x3
,
∂h1
∂x3
− ∂h
3
∂x1
,
∂h2
∂x1
− ∂h
1
∂x2
)
.
Let us describe briefly all the sections of this work. In Section 2, we present the
formulation of the main result. Section 3 contains the proof of the main theorem. Finally,
in the Section 4 we present the meromorphic extension of the solution for every σ ∈ C
with (σ ) 0.
With the notations above we stablish our main theorem.
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In this section we shall establish the existence and uniqueness of solution to system of
elastic waves

b2∆v(x)+ (a2 − b2)∇x(∇x · v(x))+ σ 2 v(x)= h(x), x ∈Ω,
Tnv(x)= 0, x ∈ ∂Ω,
and radiation conditions (KupL)–(KupT ).
(3)
This will be done based on [6,7,24].
Remark. The second condition in (3) is defined in the usual way as distributions Tnv ∈
[H−1/2(∂Ω)]3 via the first Betti–Green’s formula, see [8].
Our starting point is the following lemma whose proof appears in [7,14].
Lemma 1. Let σ ∈C with (σ ) > 0 and take v ∈ [H 2(R3)]3 a solution of the system
b2∆v(x)+ (a2 − b2)∇x(∇x · v(x))+ σ 2 v(x)= 0, x ∈R3 (4)
satisfying the Kupradze–Sommerfeld’s radiation conditions (KupL) and (KupT ) for a2 >
4
3b
2 > 0. Then we have∫
|x|=R
v¯ ·Tnv ds = 0,
as R→∞.
Lemma 2. Let σ ∈C with (σ ) > 0. Then, for any g ∈ [L2R(R3)]3, the system
b2∆v(x)+ (a2 − b2)∇x(∇x · v(x))+ σ 2 v(x)= g(x), x ∈R3 (5)
admits a solution v ∈ [H 2(R3)]3 and v =A(σ )g, where
A(σ ) :
[
L2R
(
R
3)]3 → [H 2(R3)]3
is a linear continuous operator. In particular, if v1 and v2 solves (5) and satisfies the
Kupradze–Sommerfeld’s radiation conditions (KupL) and (KupT ), then v1(x)= v2(x) for
any x ∈R3. See [7] for the proof.
Let f ∈ [L2(Ω)]3 and take f0 given by
f0(x)=
{
ψ(x) f(x), if x ∈Ω,
0, if x ∈ D, (6)
where ψ is the function
ψ(x)=
{1, if x ∈ΩR,
0, if x /∈ΩR, (7)
and ΩR = {x ∈Ω : |x|<R}.
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
b2∆w(x)+ (a2 − b2)∇x(∇x · w(x))= 0, x ∈ΩR,
Tn w(x)= g(x), x ∈ ∂Ω,
w(x)= 0, x ∈ ∂B(R)
has a (unique) solution on [H 2(ΩR)]3. See [7] for the proof.
Next we summarize the well known result given, for example, in [21].
Lemma 4. Let w ∈ [H 2(B(R))]3 be a solution of the system
b2∆w(x)+ (a2 − b2)∇x(∇x ·w(x))= 0, x ∈ B(R)
and
w(x)= 0, x ∈ ∂B(R).
Then w(x)= 0, for every x ∈B(R). See [7] or [21] for the proof.
At this point, we derive from the above lemmas the proof the main theorem.
Theorem 5. Let σ ∈C with (σ ) > 0. Then, for any h ∈ [L2(Ω)]3 with supp h ⊂ΩR the
system of elastic waves

b2∆v(x)+ (a2 − b2)∇x(∇x · v(x))+ σ 2 v(x)= h(x), x ∈Ω,
Tnv(x)= 0, x ∈ ∂Ω,
and radiation conditions (KupL)–(KupT )
(8)
has a unique solution v ∈ [H 2(Ω)]3. Furthermore, v can be extended in a meromorphic
way to σ ∈ C with (σ )  0 except, for some countable number of poles (resonant
frequencies) in Ξ = {σ ∈C: (σ ) 0}.
3. Proof of Theorem 5
The proof of Theorem 5 is divided into two parts.
Proof. Uniqueness. Let v be the difference of two solutions v1 and v2 of (8), then v
satisfies (8) with h = 0. Now, let R > 0 be such that ∂B(R) is contained in Ω and denoted
by ΩR = {x ∈Ω : |x|R}, the Betti–Green’s formula (see for instance [8] or [14]) yields∫
ΩR
v¯ · ∆˜v dx +
∫
ΩR
e(v¯,v) dx =
∫
∂ΩR
v¯ · Tnv ds,
where
e(v¯,v)= 3a
2 − 4b2
3
|∇x · v|2 + b
2
2
∑∣∣∣∣∂vp∂xq +
∂vq
∂xp
∣∣∣∣
2
+ b
2
3
3∑ ∣∣∣∣∂vp∂xp −
∂vq
∂xq
∣∣∣∣
2p =q p,q=1
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∆˜v = b2∆v+ (a2 − b2)∇x(∇x · v).
Recall that ∆˜v = −σ 2 v, on ΩR ⊂ Ω and ∂ ΩR = ∂B(R) ∪ ∂Ω . A direct calculation
shows that
−σ 2
∫
ΩR
‖v‖2 dx +
∫
ΩR
e(v¯,v) dx =
∫
∂B(R)
v¯ · Tnv ds −
∫
∂Ω
v¯ ·Tnv ds. (9)
Now, using (9) together with Lemma 1, the homogeneous boundary condition and passing
to the limit as R→∞ we get∫
Ω
e(v¯,v) dx = σ 2
∫
Ω
‖v‖2 dx, (10)
so ∫
Ω
e(v¯,v) dx = [((σ )2 −(σ )2)+ 2i(σ )(σ )]∫
Ω
‖v‖2 dx.
From (10) we have that
0 = 2(σ )(σ )
∫
Ω
‖v‖2 dx (11)
and ∫
Ω
e(v¯,v) dx = [(σ )2 −(σ )2]∫
Ω
‖v‖2 dx. (12)
Thus, we have two possibilities:
(a) If (σ )= 0, from (12) we get∫
Ω
e(v¯,v) dx =−(σ )2
∫
Ω
‖v‖2 dx.
With the formula above, (σ ) > 0 and∫
Ω
e(v¯,v) dx  0,
it is easy to see that v = 0 on Ω . Similarly:
(b) If (σ ) = 0, taking into account the fact that (σ ) > 0, from (11) we obtain∫
Ω
‖v‖2 dx = 0.
Hence, v = 0 on Ω . Therefore, (a) and (b) implies v1 = v2. And the uniqueness is
proved for all σ ∈C with (σ ) > 0. ✷
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assume that ∂Ω ∈ C2 for the use of the Betti–Green’s formula. Let R > 0 and R0 > 0
be such that B(R0) ⊂ D, ∂Ω ⊂ B(R). We start with an arbitrary function ζ ∈ C∞0 (R3)
satisfying
(ζ1) suppζ ⊂ B(R)/B(R0),
(ζ2) ζ = 1, in a neighborhood of ∂Ω, and
(ζ3) ζ = 0, on ∂B(R).
In order to analyze our existence problem we introduce here following function
v(x)= v0(x)+ ζ(x) u˜(x), x ∈R3, (13)
where u˜ is the Calderón’s extension to R3 of a (see, for instance, [20, Theorem 5.3.1])
solution w ∈ [H 2(ΩR)]3 of the system (see Lemma 3)
(w1) b2∆w(x)+ (a2 − b2)∇x(∇x ·w(x))= 0, x ∈ΩR,
(w2) Tn w(x)= g(x), x ∈ ∂Ω
and
(w3) w(x)= 0, x ∈ ∂B(R).
Here, g = −Tnv0 ∈ [H−1/2(∂Ω)]3 and v0 satisfies (see Lemma 2) the differential
equations
b2∆v0(x)+
(
a2 − b2)∇x(∇x · v0(x))+ σ 2 v0(x)= f0(x), x ∈R3
and the Kupradze–Sommerfeld’s radiation conditions (KupL) and (KupT ). From (13) and
(w2) we obtain
Tnv(x)= 0, x ∈ ∂Ω.
Furthermore, it is easy to see from (ζ1) and (13) that v(x) = v0(x), for every x ∈
R3/B(R). Now, the function v0 satisfies the Kupradze–Sommerfeld’s radiation conditions
(KupL) and (KupT ). In view of this, the function v has this property. Thus, for any
h ∈ [L2(Ω)]3 with supp h ⊂ΩR and σ ∈C with (σ ) > 0 the function
v(x)= v0(x)+ ζ(x) u˜(x), x ∈R3,
will be a solution of the system (8) if and only if, for any x ∈Ω , we obtain
h(x)= b2∆v(x)+ (a2 − b2)∇x(∇x · v(x))+ σ 2 v(x)
= f0(x)+ b2∆
(
ζ(x)u˜(x)
)+ (a2 − b2)∇x(∇x · u˜(x)ζ(x))
+ σ 2ζ(x)u˜(x). (14)
It is simple to see from (ζ1), (ζ3) and (7) that (14) is valid on the domain ΩR = {x ∈
Ω : |x|R}, since supp h⊂ΩR . Thus,
v(x)= v0(x)+ ζ(x) u˜(x), x ∈R3,
well be a solution of the system (8) if and only if, for any x ∈ΩR , we have
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+ σ 2ζ(x)w(x). (15)
Applying to ∇x ·w the operator ∇x on ΩR we find
∇x ×
(∇x × w(x))=−∆w(x)+∇x(∇x ·w(x)).
Now, w solves
b2∆w(x)+ (a2 − b2)∇x(∇x ·w(x))= 0, x ∈ΩR.
Therefore, the ansatz (15) takes the form
h = f+Gζ (σ )w, (16)
where Gζ (σ ) is a continuous linear operator
Gζ (σ ) :
[
H 2(ΩR)
]3 → [H 1(ΩR)]3 (17)
given by the formula
Gζ (σ )w=
(
a2 + b2)[(∇xζ · ∇)w]+ [b2∆ζ + σ 2ζ ]w
+ (a2 − b2)[(w · ∇x)∇xζ +∇xζ × (∇x ×w)+∇xζ(∇x ·w)]. (18)
On the other hand, the solution operatorP(σ) associated with the system (w1)–(w3) above,
that is, P(σ)g = w, where g =−Tnv0 ∈ [H−1/2(∂Ω)]3, is well defined, of course, P(σ)
is a continuous linear operator
P(σ) :
[
H−1/2(∂Ω)
]3 → [H 2(ΩR)]3. (19)
By a similar argument, the trace
Λn :
[
H 2(ΩR)
]3 → [H−1/2(∂Ω)]3, (20)
where Λnv0 = g, is a continuous linear operator. Thus, with this operators and taking into
account the fact that v0 = v0|ΩR on ΩR (16) can be written in the form
h = f−Gζ (σ )P (σ)ΛnFR(σ)A˜(σ )f, (21)
where FR(σ)v0 = v0|ΩR ,
FR(σ) :
[
H 2
(
R
3)]3 → [H 2(ΩR)]3 (22)
is a restriction, continuous linear operator. Also,
A˜(σ ) :
[
L2(ΩR)
]3 → [H 2(R3)]3, (23)
is a continuous linear operator given by the composition
A˜(σ )r=A(σ )Mψr,
where A(σ) it is the solution operator of the system
b2∆v0(x)+
(
a2 − b2)∇x(∇x · v0(x))+ σ 2 v0(x)= f0(x), x ∈R3,
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(Mψr)(x)=
{
r(x), if x ∈ΩR,
0, if x /∈ΩR.
Now, note that
‖Mψr‖2[L2(R3)]3 = ‖ψr‖2[L2(R3)]3 =
∫
R3
|ψ|2‖r‖2 dx =
∫
ΩR
‖r‖2 dx <∞.
Therefore, Mψ is a continuous linear operator
Mψ :
[
L2(ΩR)
]3 → [L2R(R3)]3,
since, Mψr = 0, if |x| R. Thus, Mψr ∈ [L2R(R3)]3, for any r ∈ [L2(ΩR)]3. Let Bζ (σ)
be the operator defined by
Bζ (σ)f=−Gζ (σ )P (σ)ΛnFR(σ)A˜(σ )f. (24)
Thus, (21) can be written as
h = f+Bζ (σ)f. (25)
From these considerations we see that the theorem will be proved if:
(I) The set of operators {Bζ (σ)}, σ ∈ C with (σ ) > 0 given in (24) is a family of
compact operators of [L2(ΩR)]3 onto itself.
(II) The homogeneous equation f+Bζ (σ)f= 0, has only the trivial solution.
Proof. (I): Let g = −Tn v0 ∈ [H−1/2(∂Ω)]3. We denote by Sv0 ⊂ [H 2(ΩR)]3 the space
of solutions of the system

b2∆w(x)+ (a2 − b2)∇x(∇x ·w(x))= 0, x ∈ΩR,
Tn w(x)= g(x), x ∈ ∂Ω,
w(x)= 0, x ∈ ∂B(R).
Now, note that
Gζ (σ ) :Sv0 ⊂
[
H 2(ΩR)
]3 → [H 1(ΩR)]3,
P (σ ) :
[
H−1/2(∂Ω)
]3 → Sv0 ⊂ [H 2(ΩR)]3,
Λn :
[
H 2(ΩR)
]3 → [H−1/2(∂Ω)]3,
FR(σ) :
[
H 2
(
R
3)]3 → [H 2(ΩR)]3
and
A˜(σ ) :
[
L2(ΩR)
]3 → [H 2(R3)]3
are continuous applications. Therefore, the item (I) is a simple consequence of (24) and of
the compactness of i : [H 1(ΩR)]3 →[L2(ΩR)]3. ✷
We are now ready to prove (II).
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f+Bζ (σ)f= 0. (26)
Then, (25) yields to h = 0. Therefore, the function v is solution of homogeneous system

b2∆v(x)+ (a2 − b2)∇x(∇x · v(x))+ σ 2 v(x)= 0, x ∈Ω,
Tn v(x)= 0, x ∈ ∂Ω
and radiation conditions (KupL)–(KupT ).
This implies that v= 0 on Ω (see uniqueness above). Hence, in particular we obtain
−ζ u˜= v0 on Ω. (27)
Now, from (27) we can conclude that
v0 = 0 on ΩR =
{
x ∈R3: |x|>R},
since supp ζ ⊂ B(R)/B(R0). Moreover, ζ = 0 on ∂B(R) implies v0 = 0 on ∂B(R). We
now introduce on B(R) the following function
ϑ(x)= χ(x)v0(x)+
(
1− χ(x)) u˜(x), (28)
where
χ(x)=
{
1, if x ∈ D,
0, if x ∈ΩR ∪ ∂B(R).
We note that ϑ ∈ [H 2(B(R))]3. Furthermore, ϑ(x) = v0(x), for any x ∈ D. Now, in a
neighborhood of D we have f0(x)= 0, since ψ(x)= 0 when x /∈ΩR . This yields
b2∆ϑ(x)+ (a2 − b2)∇x(∇x · ϑ(x))=−σ 2 v0(x), if x ∈ D.
Also, ϑ(x)= u˜(x)=w(x) on ΩR . Therefore,
b2∆ϑ + (a2 − b2)∇x(∇x · ϑ)= 0 on ΩR.
Note also that ϑ = 0 on ∂B(R), because v0 = u˜ = 0 on ∂B(R). Now, using the Betti–
Green’s formula on B(R), we obtain∫
B(R)
ϑ¯ · ∆˜ϑ dx +
∫
B(R)
e(ϑ¯,ϑ) dx =−
∫
∂B(R)
ϑ¯ ·Tnϑ ds = 0,
i.e., ∫
B(R)
e(ϑ¯,ϑ) dx = σ 2
∫
D
‖v0‖2 dx. (29)
Thus, ∫
e(ϑ¯,ϑ) dx = [(σ )2 −(σ )2] ∫ ‖v0‖2 dx (30)B(R) D
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0 = 2(σ )(σ )
∫
D
‖v0‖2 dx. (31)
If (σ ) = 0, of (31) and (σ ) > 0 it is easy to see that v0 = 0 on D, since∫
B(R) e(ϑ¯,ϑ) dx  0. Now, If (σ )= 0, the formula (30) together with (σ ) > 0, implies
v0 = 0 on D. Therefore, for any σ ∈ C with (σ ) > 0, the function ϑ ∈ [H 2(B(R))]3 in
the ansatz (28) solves the system{
b2∆ϑ(x)+ (a2 − b2)∇x(∇x · ϑ(x))= 0, x ∈ B(R),
ϑ(x)= 0, x ∈ ∂B(R).
Now, thanks to Lemma 4, we obtain ϑ(x)= 0, for any x ∈B(R), i.e., u˜ = 0 on ΩR . From
this together with
−ζ(x) u˜(x)= v0(x), x ∈ΩR ⊂Ω,
we get
0 = b2∆v0(x)+
(
a2 − b2)∇x(∇x · v0(x))+ σ 2 v0(x)= f(x), x ∈ΩR.
Now, from the Fredholm theory, the equation
f+Bζ (σ)f= h
is uniquely solvable and the proof is finished. ✷
4. Meromorphic extension
In the previous sections the existence and uniqueness of solution for the system

b2∆v(x)+ (a2 − b2)∇x(∇x · v(x))+ σ 2 v(x)= h(x), x ∈Ω,
Tnv(x)= 0, x ∈ ∂Ω
and radiation conditions (KupL)–(KupT ),
(32)
with σ ∈ C such that (σ ) > 0 is proved. Now, the goal of this section is to present the
extension of the solution for all σ ∈ C such that (σ )  0 except, for some countable
number of complex singularities, called “resonant frequencies.” Our approach follows the
main ideas of the previous sections and the subjet initiated in [6,7], but it is related to
some other important results (see, [1,2,4,23]). The basic tools for the proof is the Steinberg
theorem [27] about families of compact operators depending on a complex parameter (see,
also [26]). With the same notations of Sections 2 and 3, we stablish the following
Lemma 6. Let σ ∈ C with (σ ) > 0. Fix ζ ∈ C∞0 (R3), with properties (ζ1)–(ζ3) (see
Section 3). Then for any h ∈ [L2(Ω)]3 such that supp h ⊂ΩR the function
v(x)= v0(x)+ ζ(x) u˜(x), x ∈R3,
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h = f+Bζ (σ)f. (33)
Here, Bζ (σ) is given by
Bζ (σ)f=−Gζ (σ )P (σ)ΛnFR(σ)A˜(σ )f, (34)
where the operators Gζ (σ ), P(σ), Λn, FR(σ), A˜(σ ) are given in (18), (19), (20), (22) and
(23), respectively.
Proof. The proof is implicit in Theorem 5. ✷
Lemma 7. The set operators {Bζ (σ)}, σ ∈ C with (σ ) > 0 given in (34) is an analytic
family of compact operators of [L2(ΩR)]3 onto itself.
Proof. Since the solution v0 from system
b2∆v0(x)+
(
a2 − b2)∇x(∇x · v0(x))+ σ 2 v0(x)= f(x), x ∈ΩR,
depend analytically of σ ∈C with (σ ) > 0, the operators Gζ (σ ), P(σ), Λn, FR(σ), A˜(σ )
given in (18), (19), (20), (22) and (23) have this property. From this and (34), the operators
{Bζ (σ)} depend analytically of σ ∈C. The compactness follow from (I) above. ✷
Theorem 8. The inverse operators [I+Bζ (σ)]−1 have an analytic extension from (σ ) > 0
to all the complex plane except for a countable set of poles, called resonant frequencies.
Furthermore, σ is a resonant frequency of the operator [I + Bζ (σ)]−1 if and only if the
system (32) with h= 0 has nonzero solutions.
Proof. From Lemma 7 we have that the set {Bζ (σ)} with σ ∈C and (σ ) > 0 is a analytic
family of compact operators of [L2(ΩR)]3 onto itself. By the Steinberg theorem [27], either
(a) the operators [I+ Bζ (σ)]−1 are never invertible for σ ∈C, or (b) there is σ0 ∈C such
that the operator [I + Bζ (σ0)]−1 is invertible. From Theorem 5 we have the existence
and uniqueness of the solution for the system (32) for all σ ∈ C with (σ ) > 0, by the
equivalence established in Lemma 6 we are in the (b) case. In this case, Steinberg theorem
also states that [I + Bζ (σ)]−1 is defined analytically on C except for a countable set of
poles. Now, Lemma 6 yields to the equivalence statement. ✷
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