Real-Time Optimization (RTO) via modifier adaptation is a class of methods for which measurements are used to iteratively adapt the model via input-affine additive terms. The modifier terms correspond to the deviations between the measured and predicted constraints on the one hand, and the measured and predicted cost and constraint gradients on the other. If the iterative scheme converges, these modifier terms guarantee that the converged point satisfies the KKT conditions for the plant. Furthermore, if upon convergence the plant model predicts the correct curvature of the cost function, convergence to a (local) plant optimum is guaranteed.
Introduction
The two main decisions that affect process performance are the design of the production facility and the choice of the operating conditions. Computing the set of operating conditions that both meet the operating constraints and optimize performance is the main goal of process optimization.
Long considered an academic exercise applicable only to lab-scale setups, process optimization has now become a sound and economically viable technology 1, 2 .
Schematically, process optimization consists of three steps: (1) modeling, where a plant model is built from, for example, first principles, (2) problem formulation, where the cost and constraint functions are defined, and (3) solution, where an appropriate numerical method is used to compute the optimal inputs. Note that these inputs, which are optimal for the model at hand, will lead to plant optimality only if the model is a perfect representation of the plant. This is typically not the case in the presence of uncertainty in the form of parametric uncertainty, process disturbances or structural plant-model mismatch. Hence, and since optimizing a system implies the satisfaction of both feasibility and sensitivity conditions, the application of these inputs to the plant will generally lead to the violation of some plant constraints and/or sub-optimal performance.
To face these issues, the field of Real-Time Optimization (RTO) has emerged in the last 20 years. The general idea of RTO techniques has been to use plant measurements to somehow improve the model-based 'optimal" inputs. The inability of the classical model-based optimization techniques to determine the plant optimum can be seen as the inability of the model to predict the necessary conditions of optimality (NCO) of the plant. Hence, RTO techniques are designed to either directly or indirectly correct this prediction. Plant measurements can be used at any of the three main steps of the optimization procedure, and the RTO techniques are classified accordingly as described next 3 :
1. The deviation between the predicted and measured outputs can be used to refine the model parameters. This approach is referred to as the'two-step approach" of repeated parameter estimation and performance optimization. It has become an industrial standard 4 , although it is widely accepted that the two-step approach can only work well if the structure of the model is adequate 5, 6 and reliable parameter identification can be achieved with the input changes provided by the optimization scheme. Also, note that two optimization tasks are performed at each iteration, and it has been argued that the two optimization objectives do not necessarily work hand in hand 7 .
2. There are still a significant number of difficulties that limit the wide application of RTO in industry 8, 9 . The main limitation is without any doubt the inability of the RTO schemes to find the plant optimum in the presence of structural plant-model mismatch 5, 10 . This can be overcome in principle if measurements are used to modify the NCO of the optimization problem so as to make them match those of the plant. With the "integrated system optimization and parameter estimation (ISOPE) method" 11, 12 , a gradient modification term is added to the cost function of the optimization problem. Also, the modifier-adaptation approach 10, 13 proposes to perform this correction via the addition of modifier terms to both the cost and constraint functions. It was shown in 10 that this enforces convergence to a KKT point of the plant, that is, a point satisfying the Karush-Kuhn-Tucker necessary conditions of optimality. In addition, if model-adequacy conditions are satisfied 5 , necessary conditions for convergence can be established 10 and the converged inputs represent a local extremum for the plant. These adequacy conditions correspond to the ability of the plant model to predict the correct curvature of the cost function in the vicinity of the converged point, and are indeed a small subset of the corresponding adequacy conditions for the standard two-step approach. However, since the adequacy conditions are defined at the unknown plant optimum, they cannot be checked a priori. Another difficulty raised in 8 addresses the numerical re-optimization, for which, in most cases, deterministic methods such as sequential quadratic programming are typically used, while it is widely known (though less reported in the lit-erature) that these numerical algorithms can fail to converge 14 , which is unacceptable for industrial applications 15 . Finally, note that the modifier-adaptation scheme relies on a single optimization per iteration, since the modifiers are calculated as the (filtered) differences between the plant and model KKT elements, that is, not through optimization.
3. Alternatively, it is also possible to use plant measurements to directly adjust the inputs optimally. In this case, the plant model and the optimization are only used off-line to compute the nominal optimal solution that is used to design the optimizing control scheme. The inputs are adjusted on-line using control laws that enforce the NCO, that is, without on-line numerical optimization. These so-called self-optimizing approaches [16] [17] [18] are also referred to as "implicit schemes", as the optimization problem is recast as a control problem, while the schemes that involve repeating the optimization on-line fall in the category of "explicit schemes".
To ease the issues of model adequacy and numerical re-optimization, this paper proposes to use convex approximations of the cost and constraints rather than the plant model itself, even when the model at hand is nonconvex. This is possible in the context of modifier adaptation since the (possibly inaccurate) cost and constraint functions are corrected using plant measurements.
This correction being input-affine, the convexity property is preserved. Since modifier adaptation is able to deal with structurally incorrect models, replacing the plant model by another model is clearly not a critical issue. This paper shows that this modification implicitly enforces the adequacy conditions at the unknown plant optimum and thus eases convergence to a KKT point of the plant.
In addition, since the modified optimization problem is now formulated as a convex program, it is possible to use convex solvers that are very efficient for large-scale systems. This paper is organized as follows. Section II describes real-time optimization via modifier adaptation. Section III proposes to use convex approximations and discusses the resulting benefits. Section IV illustrates the proposed approach via two simulated examples, while Section V concludes the paper.
Real-Time Optimization via Modifier Adaptation

Formulation of the Optimization Problem
Process optimization aims at improving the performance of a given plant. In addition to the optimization of a cost function, it is generally necessary to meet certain plant constraints. All this can be formulated mathematically as a nonlinear program (NLP):
where u is the n u -dimensional vector of inputs, G p is the n G -dimensional vector of plant constraints and φ p (u) is the scalar cost function. Here, the subscript (·) p indicates a quantity related to the plant.
Note that this formulation encompasses different plant optimization problems:
1. Static optimization problems, 2. Steady-state optimization problems, for which the cost and constraints functions are defined at the steady state of some dynamical process, 3 . Dynamic optimization problems that are reformulated as general NLPs, e.g. by parameterization of both the input and state profiles and reformulation of the path constraints as point-wise constraints 19 , 4. Run-to-run dynamic optimization of batch processes, where the input profiles are parametrized and the cost and constraints are defined at final time. In this case, since the input parameters are typically chosen before the run starts and the cost and constraints are evaluated at final time, the dynamics get lumped into a static map as shown in 17 , similarly to what happens with the direct sequential methods 20 .
In practice, the functions φ p and G p are not known, and a plant model is used instead, thereby leading to the following model-based NLP:
where φ and G represent the models of the cost and constraint functions. These models require the identification of model parameters, here represented by the n θ -dimensional vector θ . We will assume in this paper that φ and G are differentiable.
If the model matches the plant perfectly, solving Problem 2 is sufficient to obtain a solution to Problem 1. Unfortunately, this is rarely the case since the model parameters θ and the structure of the models φ and G are likely to be incorrect, which in turn implies that the model-based optimal inputs u * will not correspond to u * p , the solution to Problem 1. Real-time optimization is a family of methods for which plant measurements are used to update u * in order to determine u * p .
Necessary Conditions of Optimality
Modifier adaptation proposes to use plant measurements to iteratively modify the cost and constraint functions in Problem 2. We will make the classical assumption in nonlinear programming that constraint qualification (such as linear independence of the constraints around the optimal solution) holds, which ensures that the KKT conditions are indeed first-order necessary conditions of optimality 21 . Since Problems 1 and 2 differ, their NCO will also differ. For Problem 1, these NCO are:
while, for Problem 2, the NCO read:
where the superscript ( * ) denotes optimality, ν and ν p are the n G -dimensional vectors of Lagrange multipliers associated with the constraints of the model-based NLP and the plant NLP, respectively. 
Modifier-Adaptation Scheme
The main idea behind modifier adaptation is to use plant measurements and iteratively modify the model-based Problem 2 in such a way that, upon convergence, the NCO of the modified optimization problem match those of the plant. This is made possible by using modifiers that, at each iteration, correspond to the differences between the predicted and measured values of the constraints and the predicted and measured cost and constraint gradients. These modifiers are used to both shift the modeled constraints and adjust the slope of the modeled cost and constraint functions by the addition of input-affine corrections, according to the intuitive observation that first-order corrections are required to achieve matched first-order optimality conditions.
At the k th iteration, the optimal inputs computed using the modified model are applied to the plant, and the resulting values of the plant constraints and of the cost and constraint gradients are compared to the model predictions. Then, the following optimization problem is solved to determine the next u * k+1 :
with ε
where the scalar ε φ k and the n G -dimensional vector ε G k are the zeroth-order modifiers, and the n udimensional row vector λ φ k and the n G × n u matrix λ G k represent the first-order modifiers. The main advantage of the modifier-adaptation scheme described by Eqns (5)- (10) lies in its ability to converge to a KKT point of the plant 10 . Eqns (6) and (8) show that, upon convergence at u * ∞ , one has:
Hence, the zeroth-order modifier terms ε G k allow enforcing the feasibility conditions G p (u * ∞ ) ≤ 0 upon convergence. Note that the correction term ε φ k simply shifts the cost function up or down, without changing the location of its minimum, and thus is generally discarded.
Similarly, upon differentiating Eqns (5) and (6) with respect to u and using Eqns (9) and (10), one obtains upon convergence:
Hence, the first-order correction terms in the cost and constraint functions (with slopes λ φ k and λ G k ) modify the model gradients to make them match the corresponding plant gradients.
Remarks: Several remarks are in order:
1. The zeroth-and first-order corrections lead to matched Lagrange multipliers upon convergence, thus ensuring the correct set of active constraints. Hence, modifier adaptation forces the NCO of the model-based optimization Problem 2 to match those of the plant optimization Problem 1.
2. In the absence of constraint qualification, modifier adaptation still forces the KKT conditions of the model-based optimization Problem 2 to match those of the plant optimization Problem 1, which, however, are no longer NCO.
of the cost and constraints functions, it is straightforward to show that the modifier terms correspond to the parameters of a first-order Taylor series expansion of φ err (u) and G err (u)
And similarly:
This indicates that modifier adaptation can also be seen as a method that uses measurements to update the plant model, similarly to what is performed in the two-step approach. However, the model update is performed here in the form of input-affine corrections and not as parametric adjustments. Note that these corrections are performed directly at the NCO level (via the cost and constraint functions), that is, with the optimization objective in mind along the line of "modeling for optimization" 7,22 .
Modifier adaptation requires the gradients of the plant cost ∇φ
to be known. The estimation of plant gradients, or more generally speaking of an unknown function, is a difficult ill-posed inverse problem 23 . Several techniques for obtaining gradient estimates are available in the literature, which mainly differ on whether or not a plant model is used. A brief overview of these techniques is given in the next subsection.
5. The modifiers in Eqns (7)- (10) are computed as the differences between measured and predicted KKT elements. Exponential filtering of the modifiers is often implemented in order to enforce convergence in the presence of uncertainty 10 . Introducing the notation,
the filtered modifiers are computed as:
with the gain matrix Γ.
Gradient Estimation
Finite differences is probably the most straightforward approach for estimating the gradients of the plant cost ∇φ p (u * k ) and constraints ∇G p (u * k ) on the basis of discrete measurements, that is, the plant is presented with slightly different inputs and the gradients are computed as differences.
This is however unlikely to be an adequate approach with a large number of inputs. Furthermore, for steady-state optimization problems, the performances of such schemes are worsen by the fact that, for each perturbation of the inputs, one has to wait for steady state before the subsequent RTO iteration can be performed. In addition, the presence of measurement noise is detrimental to the quality of the gradient estimates since finite differences typically amplifies the effect of noise. To overcome these limitations, a novel regularization-based technique has recently been proposed to estimate the gradients of a unknown function and, at the same time, obtain bounds on the estimates 24 .
When a plant model is available, model-based techniques can also be used, keeping in mind that the use of an inaccurate model leads to inaccurate gradient estimates. For instance, it is possible to use transient measurements to identify dynamic models whose static gains correspond to the gradients at steady state 25 . Again, the performance of such an approach will generally decrease when the number of inputs and plant constraints increases. Alternatively, gradient estimates can be obtained by using (i) a variational analysis of the modeled cost and constraint functions to obtain the gradients in terms of the inputs and outputs, and (ii) plant measurements to compute the gradient values at the current iteration 26 . This approach can lead to perfect gradient estimates provided the model uncertainty is of parametric nature and the identity of the uncertain parameters is known. mality 28 , which are indeed a framework that can guide any RTO scheme to converge to the plant optimum. These conditions can be met even when the gradient estimates are inaccurate 29 , provided they can be bounded, which is possible with the method described in 24 .
Model Adequacy
For convergence to a (local) minimum, an additional condition has to be satisfied. This so-called model-adequacy condition requires to define the reduced Hessian for Problem 2.
Definition 1 (Reduced Hessian)
Consider the model-based optimization Problem 2. Let us assume that, at the optimum (u * , ν * ), n a inequality constraints of G are active. Denoting by G a and ν * ,a the active constraints and the corresponding Lagrange multipliers, the null space of the Jacobian of the active constraints is defined from the relation:
where the columns of the n u × (n u − n a ) matrix Z represent a set of basis vectors for the null space of the active constraints. The (n u − n a )-dimensional reduced gradient and the
reduced Hessian of the cost function are given by 30 :
where
is the restricted Lagrangian function associated with Problem 2.
We can now state the model-adequacy condition for the modifier-adaptation scheme.
Definition 2 (Model adequacy)
Let u * p be a local optimum for the plant (that is, a solution to Problem 1) and a regular point for the constraints G p (that is, a point at which the constraint qualification "linear independence" holds),
with the associated optimal values of the Lagrange multipliers ν * p . If ∇ 2 r φ u * p , θ > 0, then the plant model is said to be adequate for use with the modifier-adaptation scheme (5)- (10) .
If the model is adequate and the modifier-adaptation scheme (5)- (10) converges, then convergence will be to the local minimum u * p as described by Criterion 2 in 10 . The main advantage of the modifier-adaptation scheme lies in the fact that the model-adequacy condition is much less restrictive than that for the two-step approach 10 . Yet, the model-adequacy condition cannot be verified a priori without knowledge of u * p and the set of active constraints (for determining the reduced Hessian). We will show later how the use of convex models can overcome this limitation.
Modifier Adaptation using Convex Model Approximations Basic Idea
The previous section has shown the capability of modifier adaptation to detect a (local) plant minimum despite the absence of an accurate model. This is done via measurement-based correction terms that help the inaccurate model predict correctly the plant NCO. Since the only requirement for the model to be adequate is that the reduced Hessian be positive definite, this section proposes to take advantage of this relative freedom by choosing the convex model approximations φ c (u) and G c (u). The errors resulting from these approximations will be incorporated in the linear terms φ err (u) or G err (u) and treated as modeling errors.
Adequate Model for Modifier Adaptation
The advantage of using convex cost and constraint functions are stated in the following theorem and the associated corollary.
Theorem 1
Consider the plant optimization Problem 1 with the optimal inputs and Lagrange multipliers u * p and ν * p . Let the the cost and the constraints be modeled by the strictly convex functions φ c and G c .
Then, the following properties hold:
1. The modified optimization problem (21)- (26) is a convex program for all k.
The model-adequacy condition of Definition 2 is verified.
Proof: The proof of the first property is straightforward. As the modification of the cost and constraint functions is affine in the inputs, φ m and G m share the same second-order derivatives as φ c and G c and thus are convex functions for all k.
We now prove the second property. Since u * p is the (unknown) solution to Problem 1, the (also unknown) corresponding Lagrange multipliers ν * p are non-negative. Also, since the constraints G c are strictly convex functions, the (unknown) active constraints G a c are also strictly convex. As the linear combination of strictly convex functions preserve strict convexity when the coefficients are non-negative, the restricted Lagrangian function
is a strictly convex function. The fact that ∇ 2 r φ u * p , θ is positive definite can be inferred from the positive definiteness of the Hessian of L c . Indeed, for ∇ 2 r φ u * p , θ to be positive definite,
x T ∇ 2 r φ u * p , θ x has to be positive for all non-zero (n u − n a )-dimensional vectors x. Hence, with
It follows from the positive definiteness of ∇ 2 L c that z T ∇ 2 L c z > 0 for all n u -dimensional non-zero vectors z. This also holds for any nonzero vector z of the form z = Z x. Hence, the fact that the Hessian matrix of L is positive definite enforces the model-adequacy condition (20) .
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Remarks
1. The main message of this theorem is that, by using strictly convex cost and constraint models in modifier adaptation, model adequacy is guaranteed without requiring prior knowledge of the plant optimum, which is important for implementation.
2. Furthermore, by using convex cost and constraint models, one generates a sequence of convex programs that are known to be faster and potentially easier to solve than general NLPs.
3. If convex models are adequate for minimization problems as the curvature around the optimal solution will always be predicted correctly, a concave approximation of the cost will have to be used for maximization problems.
4. Model adequacy is inherited from the strict convexity of the cost and constraint functions.
Note, however, that strict convexity is not needed for all functions, as stated in the following corollary.
Corollary 1
Consider the plant optimization Problem 1 with the optimal inputs and Lagrange multipliers u * p and ν * p and the modifier-adaptation scheme (5) 
From the definition of weakly and strongly active constraints, it follows that the Lagrangian (and its curvature) is only affected by φ and by the strictly active constraints G s,a c , which allows reducing Eq. 27 to:
Since all functions are convex, the terms on the right-hand side can be bounded as follows:
If either φ or one of the constraints G s,a c is a strictly convex function, then either Eq. (29) or (30) will be a strict inequality. The sum of Eqns (29) and (30) will also be a strict inequality, and combining it with Eq. (27) gives:
which shows that L c is a strictly convex function. 17, 31 . Hence, it is obvious that this particular constraint will be strongly active, as any batch with a conversion higher than the minimal requirement (and thus an inactive constraint on conversion) will last longer and thus be suboptimal. Also the corresponding optimal Lagrange multiplier (which can be interpreted as the sensitivity of the cost functionhere the batch time -to a change in the constraint on conversion) will be non-zero, as asking for lower conversion will lead to shorter batches (and vice-versa).
2. Hence, apart from very specific cases, it is probably easier to enforce Condition (i) by building a strictly convex approximation of the cost function. Then, the main message of Corollary 1 is that a strictly convex cost function, combined with convex constraints, will repre-sent an adequate model for modifier adaptation. In particular, a strictly convex cost function, combined with linear approximations of the constraints, will be adequate. This is particularly interesting for cases where a model constraint exhibits a concave shape, for which a linear approximation will be preferred.
Advantages of Convex Models
The use of (strictly) convex cost and constraint functions has several advantages:
• The model-adequacy condition will always be satisfied.
• The sequence of general NLPs is replaced by a sequence of convex programs, as the use of modifier terms preserves the strict convexity of the restricted Lagrangian.
• The use of convex approximations does not preclude the intrinsic ability of the modifieradaptation scheme to reach, upon converge, a KKT point of the plant 8 .
• Fast convex solvers can be used. Although more iterations might be required since the convex approximations typically decrease the accuracy of the model predictions, these iterations can be performed much faster.
• The success rate of modern convex solvers is much higher than that of SQP solvers and can virtually reach 100%, 32 which is a very nice feature for industrial RTO applications 8 .
Illustrative Examples
This section illustrates via two examples the benefits of using adequate models in the form of convex approximations of inadequate models. Since the goal of this paper is not to discuss gradient estimation methods, we will assume the availability of perfect gradient estimates.
Numerical Example
A simple unconstrained optimization problem is chosen to illustrate the effect of model inadequacy on the convergence of the modifier-adaptation scheme. More specifically, this example will show that enforcing the cost function to be strictly convex is sufficient to meet the adequacy condition and guarantee the convergence of the modifier-adaptation scheme to a KKT point of the plant despite the use of a simplified inaccurate model.
The plant optimization problem with the scalar input u reads:
with p 4 = 0.0172, p 3 = 0.0082, p 2 = −0.2927, p 1 = −0.3699 and p 0 = 2.3856 being the unknown plant parameters.
Modifier adaptation with inadequate model
Let us assume that a linearized model of the plant is available around the operating point u 0 , that is, φ (u) = φ p (u 0 ) + ∇φ p (u 0 ) (u − u 0 ). As the input box constraints are assumed to be known with certainty and since shifting the predicted value of the cost function up or down does not change the location of the optimal input, the modifiers ε φ k , ε G k and λ G k are not needed, and the modifieradaptation scheme of Eqns (5)- (10) reduces to: 
Modifier adaptation with adequate model
Next, we modify φ (u) slightly to make it strictly convex, and thus adequate, by augmenting it with αu 2 as suggested in 12 . If α > 0, φ c (u) = φ (u) + αu 2 is a strictly convex function everywhere in [−5 5] , that is, also at the unknown plant optimum u * p .
Simulation results
We consider the three different initialization points u a 0 = −0.61, u b 0 = 4.5 and u c 0 = −4.5. The parameter α is set to 0.5 and modifier adaptation is implemented without input filtering. Figures   1, 2 and 3 depict the evolution of the input and the cost function for both the inadequate and the convexified models for the three initialization points, respectively.
Remarks: Some remarks are in order:
• In all three cases, convergence cannot be achieved with the inadequate model as the input jumps from one bound to the other.
• The use of an adequate model makes convergence to a local minimum possible. As modifier adaptation is by nature a local method, the converged KKT point will depend on the domain of attraction associated with the initialization point. For instance, with Case c, convergence to a local minimum is observed, while for Cases a and b, the global optimum can be reached.
• The convergence rate for Case a is low as it is penalized by the fact that the initial input is chosen very close to a local maximum, that is, with an initial plant gradient close to zero.
Nevertheless, the algorithm is able to leave the region of the local maximum and converge to the global solution. 
Steady-State Optimization of a Continuous Stirred-Tank Reactor
The second example is intended to show that the use of convex approximations does not necessarily slow down convergence and does not preclude the ability of modifier adaptation to detect the correct set of active constraints. For this purpose, we consider the continuous stirred-tank reactor described in 27, 33 .
In this isothermal continuous stirred-tank reactor, the reactions A + B → C, 2B → D take place. lead to the following steady-state model:
where c X denotes the steady-state concentration of species X , V is the reactor volume, u A and u B are the feed rates of A and B, Q is the total heat generated, ∆H 
Optimization problem
The optimization problem is formulated mathematically as follows:
s.t. model equations (37)-(41)
Note that this problem differs from the optimization problems in 27, 33 as constraints on the max- The numerical values of the weighting parameter and the bounds are given in Table 2 .
Since Theorem 1 and the associated corollary propose to use convex approximations in the case of minimization problems, the optimization problem of Eqns (42)- (46) is reformulated in terms of a minimization problem by noticing that the problem of maximizing J is formally equivalent to that of minimizing φ = −J. We will therefore construct a strictly convex approximation of φ . by Eqns (42)-(46). The optimal solutions for the plant (which is supposed to be unknown and thus will not be used thereafter) and the model are given in Table 3 . It is seen that, not only does the parametric uncertainty lead to a different optimum, but also to a different set of active constraints, as G 1 is active and G 2 inactive in the plant optimal solution, whereas the model predicts the opposite.
Convex approximations
Several techniques are available in the literature to construct convex approximations 34, 35 . Most methods construct local convex approximations with high local accuracy, the idea being to iteratively update these approximate models. This is for example the main philosophy behind SQP Plant optimal solution u * additional constraints that Q φ be symmetric and the eigenvalues of Q φ be greater than some userspecified strictly positive values, here chosen both equal to 0.08. From a conceptual viewpoint, the choice of these eigenvalues is not important since strictly positive values guarantee the positive definiteness of Q φ . In practice, however, these values will affect the quality of the approximation of φ and, in turn, the convergence rate. Hence, these values should be chosen with care, which is indeed possible as φ c is not designed to fit the plant cost function φ p (which is unknown and thus would require experiments), but rather the modeled cost φ . The results of the aforementioned constrained least-squares regression are given in Table 4 . 
Simulation results
The two modifier-adaptation schemes, on the one hand the basic scheme (5)-(10) with the plant model (37)-(41), on the other hand the scheme using convex approximations consisting of Eqns 
Conclusions
This article has proposed to use strictly convex model approximations in the context of real-time optimization via modifier adaptation. These approximations were shown to enforce model ad- performance of modifier-adaptation schemes, (ii) the development of efficient gradient estimation techniques, (iii) the impact of gradient inaccuracies on optimal performance, and (iv) ways of guaranteeing feasibility. Note also that these investigations can be performed in the general RTO context since all the mentioned issues refer to plant properties and not to model properties. A first step in this direction has been reported recently 28, 29 . Filter gain matrix n G + (n G + 1)n u × n G + (n G + 1)n u
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