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We present an extensive numerical study of ground-state properties of confined repulsively in-
teracting fermions on one-dimensional optical lattices. Detailed predictions for the atom-density
profiles are obtained from parallel Kohn-Sham density-functional calculations and quantum Monte
Carlo simulations. The density-functional calculations employ a Bethe-Ansatz-based local-density
approximation for the correlation energy, which accounts for Luttinger-liquid and Mott-insulator
physics. Semi-analytical and fully numerical formulations of this approximation are compared with
each other and with a cruder Thomas-Fermi-like local-density approximation for the total energy.
Precise quantum Monte Carlo simulations are used to assess the reliability of the various local-
density approximations, and in conjunction with these allow to obtain a detailed microscopic pic-
ture of the consequences of the interplay between particle-particle interactions and confinement in
one-dimensional systems of strongly correlated fermions.
PACS numbers: 03.75.Ss, 71.15.Mb, 03.75.Lm, 71.10.Pm
I. INTRODUCTION
Strongly correlated one-dimensional (1D) quantum liq-
uids and gases are nowadays available in a large number
of different laboratory systems ranging from single-wall
carbon nanotubes1 to semiconductor nanowires2, con-
ducting molecules3, and trapped atomic gases4,5,6,7. Chi-
ral Luttinger liquids at fractional quantum Hall edges8
also provide a beautiful example of 1D conducting quan-
tum liquids and have been the subject of intense experi-
mental9 and theoretical efforts10.
There are two fundamental key features that are com-
mon to all these 1D systems. (i) Independently of statis-
tics, their effective low-energy description is based on a
harmonic theory of long-wavelength fluctuations11 due to
the interplay between topology and interactions. (ii) In
the most interesting and exciting experimental situations
the translational invariance of the liquid can be broken
due to the presence of inhomogeneous external fields of
different types, such as magnetic traps in the case of ul-
tracold atomic gases12 or Hall bar constrictions in the
case of fractional quantum Hall edges9. These strong
perturbations induce the appearance of new length scales
causing novel physical behaviors relative to the corre-
sponding unperturbed, translationally invariant model
system.
A powerful theoretical tool to study the inter-
play between interactions and inhomogeneous external
fields of arbitrary shape is density-functional theory
(DFT)13,14,15,16, which is based on the Hohenberg-Kohn
theorem17 and on the Kohn-Sham mapping to an aux-
iliary noninteracting system18. Many-body effects en-
ter DFT via the exchange-correlation (xc) functional,
which is often treated by the local-density approxima-
tion (LDA)13,14,15,16,17,18. The essence of LDA is to lo-
cally approximate the xc energy of the inhomogeneous
system under study with that of an interacting homoge-
neous reference fluid, whose correlations are transferred
by the LDA to the inhomogeneous system. For exam-
ple, for inhomogeneous 2D and 3D electronic systems the
underlying reference fluid is normally the homogeneous
electron liquid (EL)16,19, whose xc energy is known to a
high degree of numerical precision thanks to the quan-
tum Monte Carlo (QMC) technique20. However, these
ELs are believed to be normal Fermi liquids16,19 over a
very broad range of densities, whereas their 1D analogue
is described by the Luttinger-liquid model21. Thus inho-
mogeneous 1D fermionic systems appear as an interesting
example in which it is appropriate to change the refer-
ence system to one that possesses ground-state Luttinger-
liquid rather than Fermi-liquid-type correlations22,23,24.
Several other examples have been discussed in the lit-
2erature in which either the LDA reference system is not
an EL or the auxiliary system of the Kohn-Sham map-
ping is not an assembly of noninteracting particles. Kohn
and co-workers have introduced the concept of the “edge
electron gas”25 to study electronic edge regions where
the single-particle wavefunctions evolve from oscillatory
to evanescent. In the presence of broken gauge symme-
try, such as in the superconducting state, an appropriate
reference system is the EL in the presence of an external
pairing field inducing superconducting correlations26,27.
A related approach has also been proposed for Bose-
Einstein-condensed systems28. Similar in spirit to the
above mentioned work on DFT for the Hubbard model,
is DFT for the Heisenberg model, in which the reference
system is a lattice of spins on equivalent sites29. Finally,
we mention spectral-DFT30, in which the Kohn-Sham
noninteracting system is replaced by a suitably chosen
interacting system not handled via the usual LDA. Such
departures from the standard EL paradigm substantially
expand the range of usefulness of DFT in condensed-
matter physics, but also demand the construction and
investigation of new classes of functionals. The present
work is concerned with the testing of LDA-type density
functionals for strongly correlated 1D ultracold Fermi
gases confined inside an optical lattice.
From the experimental point of view such systems,
which are highly tunable and ideally clean, are attracting
a great deal of interdisciplinary interest because they al-
low to realize strongly interacting many-body systems
through the manipulation of relevant degrees of free-
dom other than the bare atom-atom interaction, such
as the well depth of the optical lattice that allows to
tune the relative strength of hopping to on-site repul-
sion/attraction31. In particular the study of these sys-
tems may help us understand a number of phenomena
that have been predicted in solid-state and condensed-
matter physics. Several effects, known in these subfields
of physics for decades, have already been observed and
quantitatively analyzed in ultracold atomic gases trapped
in optical lattices. Two beautiful examples are the Bloch
oscillations under an applied force in a 1D optical lat-
tice32 and the superfluid-to-Mott insulator transition of
a Bose-Einstein condensate in a 3D optical lattice33,34.
Typical 1D quantum phenomena have also been observed
in both Bose and Fermi gases. For instance, in the
work of Paredes et al.5 and of Kinoshita et al.6 a 87Rb
gas has been used to realize experimentally a Tonks-
Girardeau system35. The more recent preparation of two-
component 40K Fermi gases in a quasi-1D geometry7 pro-
vides a unique possibility to experimentally study phe-
nomena that were predicted a long time ago for electrons
in a 1D solid-state environment, such as spin-charge sep-
aration in Luttinger liquids16,21 and charge-density waves
in Luther-Emery liquids36.
In this work we focus our attention on a particular
1D lattice system of ultracold atoms: a two-component
Fermi gas with repulsive intercomponent interactions in
the presence of static external potentials that break the
lattice translational invariance. Theoretical studies of
this model have been carried out both by numerical tech-
niques37,38,39 and by LDA-based calculations40,41,42 that
will be discussed in detail later in this work. Building
upon the earlier ideas described in Refs. 22,23, we here
employ a lattice DFT scheme in which the xc potential is
determined exactly at the LDA level through the Bethe-
Ansatz solution of the homogeneous 1D Hubbard model.
The results are tested against accurate QMC simulation
data over a broad range of values for the Hubbard on-
site interaction, the number of atoms and lattice sites,
and different types of external potential.
The contents of the paper are briefly described as fol-
lows. In Sect. II we introduce the lattice Hamiltonian
that we use to describe the system of physical interest.
For the benefit of readers who are not familiar with the
Bethe-Ansatz and the Luttinger liquid, we also briefly
summarize the properties of the model and its solution in
the absence of external potentials. In Sect. III we present
the self-consistent lattice DFT scheme that we use to deal
with the inhomogeneous system under confinement and
explain in detail the Bethe-Ansatz LDA that we employ
for the xc potential. In Sect. IV we report and discuss our
main theoretical results in comparison with QMC simu-
lation data. Finally, in Sect. V we summarize our main
conclusions. An Appendix contains the formal derivation
of the lattice Kohn-Sham equations.
II. THE FERMIONIC HUBBARD MODEL
We consider a two-component interacting Fermi gas
with Nf particles which are constrained to move under
confinement inside a 1D lattice with unit lattice constant
and Ns lattice points labeled by the discrete coordinate
zi = i, i ∈ [1, Ns]. This system is described by the follow-
ing single-band Hubbard Hamiltonian33,43,
Hˆ = −
∑
i,j
∑
σ
ti,j
[
cˆ†σ(zi)cˆσ(zj) + H.c.
]
+ U
∑
i
nˆ↑(zi)nˆ↓(zi) +
∑
i
Vext(zi)nˆ(zi) = Tˆ + Hˆint + Hˆext , (1)
where ti,j = t > 0 if i and j are nearest-neighbor sites and
zero otherwise, and σ =↑, ↓ represents a pseudospin-1/2
degree of freedom (hyperfine-state label). The field op-
3erator cˆ†σ(zi) (cˆσ(zi)) creates (destroys) a fermion with
pseudospin σ at position zi, nˆσ(zi) = cˆ
†
σ(zi)cˆσ(zi) is
the pseudospin-resolved site occupation operator nor-
malized to the number of particles with pseudospin σ,
Nσ = 〈
∑
i nˆσ(zi)〉, and nˆ(zi) =
∑
σ nˆσ(zi) is the total
site occupation operator with 〈
∑
i nˆ(zi)〉 = Nf . Finally
Vext(zi) is an external static potential associated with the
confinement. The Hubbard Hamiltonian without con-
finement has, of course, been widely used in studies of
strongly correlated electrons, where the site index refers
to ion positions. It also applies to an electron liquid in a
quantum wire under the effect of a spatially modulated
electric potential44, where the site index refers to min-
ima of the superlattice structure. Parabolic confinement
is easily achieved in nanowire quantum dots45, and most
of the results reported below also apply to that case.
The physical processes associated with each term in
Eq. (1) are clear. Tˆ describes kinetic processes of
atom hopping with site-to-site tunneling amplitude t.
Hˆint is the interspecies on-site Hubbard interaction with
strength U . The intraspecies scattering can be assumed
to be negligible because atoms with the same pseudospin
are kept apart by the Pauli principle and can thus be
taken, to a very good approximation, as noninteracting
in an ultracold gaseous state. Hˆext gives the coupling
of the atoms to a static external potential. In this work
we will restrict our attention to repulsive interactions,
i.e. U > 0, in symmetric systems with equal numbers of
atoms of each pseudospin species (N↑ = N↓ = Nf/2). At-
tractive interactions have been discussed in Ref. 41 and
asymmetric Fermi gases in Ref. 46.
In the absence of a longitudinal external field (Vext =
0), Hˆ reduces to the Hamiltonian of a 1D homogeneous
Hubbard model (HHM) that has been solved exactly
more than 30 years ago by Lieb and Wu47. At zero
temperature and for N↑ = N↓ the properties of the
1D HHM in the thermodynamic limit (Nf , Ns → ∞)
are determined by two parameters only, the filling fac-
tor n = Nf/Ns and the dimensionless coupling constant
u = U/t.
According to Lieb and Wu47, the ground state (GS)
of the repulsive 1D HHM in the thermodynamic limit is
described by two continuous distribution functions ρ(x)
and σ(y) which satisfy the Bethe-Ansatz (BA) coupled
integral equations,
ρ(x) =
1
2π
+
cosx
π
∫ +∞
−∞
u/4
(u/4)2 + (y − sinx)2
σ(y)dy (2)
and
σ(y) =
1
π
∫ +Q
−Q
u/4
(u/4)2 + (y − sinx)2
ρ(x)dx −
1
π
∫ +∞
−∞
u/2
(u/2)2 + (y − y′)2
σ(y′)dy′ . (3)
The parameterQ is determined by the normalization con-
dition
∫ +Q
−Q ρ(x)dx = n, while σ(y) is normalized accord-
ing to
∫ +∞
−∞
σ(y)dy = n/2. The GS energy of the system
(per site) is given by
εGS(n ≤ 1, u) = −2t
∫ +Q
−Q
ρ(x) cos x dx . (4)
For repulsive interactions the 1D HHM describes a Lut-
tinger liquid48 if n 6= 1 or 2. At half-filling, i.e. n = 1, the
GS is a Mott insulator for every u 6= 0, while for n = 2
it is a band insulator. The two metallic GS branches for
n < 1 and n > 1 are connected by particle-hole symme-
try, εGS(n > 1, u) = (n− 1)U + εGS(2 − n, u). Note that
the presence of a Mott-insulating GS at half-filling is sig-
nalled by a cusp in the GS energy at n = 1, induced by
the linear term in this relation (see Fig. 1). Correspond-
ingly the charge excitation spectrum possesses a gap.
The GS energy is analytically known for u = 0
(noninteracting fermions) as εGS(n ≤ 1, u = 0) =
−4t sin (nπ/2)/π, for u = +∞ as εGS(n ≤ 1, u→ +∞) =
−2t sin (nπ)/π, and for every positive value of u at half-
filling47 as
εGS(n = 1, u) = −4t
∫ +∞
0
J0(x)J1(x)
x[1 + exp (xu/2)]
dx . (5)
In Fig. 1 we show εGS as a function of n for various values
of u. The inset in Fig. 1 shows the cusp at n = 1.
In the next Section we show how the GS properties
of the inhomogeneous system described by Eq. (1) can
be calculated very accurately in a DFT scheme based on
Eqs. (2)-(5).
III. LATTICE DENSITY-FUNCTIONAL
THEORY
A powerful tool to calculate the GS properties of a
Hamiltonian such as given in Eq. (1) is a lattice version
of DFT, the so-called site-occupation functional theory
(SOFT). This was introduced in pioneering papers by
Gunnarsson and Scho¨nhammer22 to study the band-gap
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FIG. 1: Ground-state energy of the repulsive 1D homoge-
neous Hubbard model (in units of hopping parameter t) as a
function of the filling factor n for various values of the cou-
pling parameter u. The cusp at n = 1 signals the Mott-
insulating phase. The inset shows an enlargement of the re-
gion 0.95 ≤ n ≤ 1.05.
problem in the context of ab initio theories of fundamen-
tal energy gaps in semiconductors and insulators16. We
summarize the key theoretical aspects of SOFT in the
Appendix A, in order for the present paper to be self-
contained.
Within SOFT the exact GS site occupation nGS(zi) =
〈GS|nˆ(zi)|GS〉 can be obtained by solving self-
consistently the lattice Kohn-Sham (KS) equations
∑
j
[−ti,j + vKS[nGS](zi)δij ]ϕα(zj) = εαϕα(zi) (6)
with vKS[nGS](zi) = UnGS(zi)/2 + vxc(zi) + Vext(zi), to-
gether with the closure
nGS(zi) =
∑
α,occ.
Γα |ϕα(zi)|
2
. (7)
Here the sum runs over the occupied orbitals and the
degeneracy factors Γα satisfy the sum rule
∑
α Γα = Nf .
The first term in the effective Kohn-Sham potential vKS is
the Hartree mean-field contribution, while vxc[nGS](zi) =
δExc[n]/δn(zi)|GS is the xc potential defined by the deriva-
tive of the xc energy Exc[n] evaluated at the GS site oc-
cupation [see Eq. (A9)]. Notice that exchange interac-
tions between parallel-pseudospin atoms have been effec-
tively eliminated in the Hubbard model (1) by restrict-
ing the model to one orbital per site. Hence parallel-
pseudospin interactions are not treated dynamically in
solving the Hamiltonian, but are accounted for implic-
itly via a restriction of the Hilbert space. To stress
the analogy of the present work with ab initio applica-
tions of standard DFT, we nevertheless continue to call
Exc[n] and vxc[nGS] the exchange-correlation energy and
the exchange-correlation potential, but it is understood
that the exchange contribution to these quantities is ex-
actly zero. The total GS energy of the system is given
by
EGS[nGS] =
∑
α
Γαεα −
∑
i
vxc(zi)nGS(zi)
−
∑
i
Un2
GS
(zi)/4 + Exc[nGS] . (8)
Equations (6)-(8) provide a formally exact scheme to
calculate nGS(zi) and EGS, but Exc needs to be approxi-
mated. The LDA has been shown to provide an excellent
account of the GS properties of a large variety of inhomo-
geneous systems13,14,15,16,17,18. In this work we employ
the following BA-based LDA (BALDA) functional
vBALDAxc [nGS](zi) = v
hom
xc (n, u)
∣∣
n→nGS(zi)
, (9)
where, in analogy with ab initio DFT, the xc potential
vhomxc (n, u) of the 1D HHM is defined by
vhomxc (n, u) =
∂
∂n
[
εGS(n, u)− εGS(n, 0)−
U
4
n2
]
. (10)
Thus, within the LDA scheme proposed in Eqs. (9)
and (10), the only necessary input is the xc potential
of the 1D HHM, which is known from its BA solution.
A. The exchange-correlation potential of the 1D
HHM
In what follows we propose two alternative ways to
calculate the xc potential of the HHM.
1. BALDA/LSOC
A semi-analytical scheme, in which the calculation of
vhomxc (n, u) is carried out with an accurate parametriza-
tion formula for εGS(n, u), has been proposed by Lima
et al. (LSOC)23. This is very similar in spirit to what
is done in the EL-based LDA calculations on 3D and
2D electronic systems49, where the only input is the xc
energy of the EL for which accurate parametrizations
are available. Results for nGS(zi) that are obtained with
vhomxc (n, u) determined according to this semi-analytical
route will be labeled by the acronym BALDA/LSOC.
2. BALDA/FN
A very appealing feature of Eqs. (9) and (10) from the
formal DFT viewpoint, is that one can go a step further
than the usual parametrized LDA and establish a fully
numerical improvement over the BALDA/LSOC scheme.
This procedure does not rely on any approximation for
vhomxc (n, u) and can easily be set up by observing that
vhomxc (n, u) satisfies the exact BA equation
vhomxc (n < 1, u) = −4t
∫ +Q
0
[∂nρ(x)] cos x dx
− 4tρ(Q)(∂nQ) cosQ+ δvKH (11)
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FIG. 2: The exchange-correlation potential of the repulsive
1D homogeneous Hubbard model (in units of t) as a function
of n for various values of u. The inset shows the discontinuity
∆xc(u) (in units of t) as a function of u.
and the symmetry vhomxc (n > 1, u) = −v
hom
xc (2− n, u). In
Eq. (11) we have δvKH = 2t cos (nπ/2) − Un/2. Equa-
tion (11) must be supplemented by a set of exact BA
equations for ∂nρ, ∂nσ, and ∂nQ, which can be derived
from Eqs. (2)-(3) upon differentiating with respect to n50.
Illustrative numerical results for vhomxc (n, u) are reported
in Fig. 2. Results for nGS(zi) that are obtained with
vhomxc (n, u) determined according to this fully numerical
route will be labeled by the acronym BALDA/FN.
A second appealing feature of the local scheme in
Eqs. (9) and (10) is that the Mott cusp in εGS(n, u) is
responsible for an intrinsic discontinuity ∆xc(u) in v
hom
xc
at n = 1,
∆xc(u) = lim
n→1+
vhomxc (n, u)− lim
n→1−
vhomxc (n, u)
= U − 2 lim
n→1−
∂nεGS(n < 1, u) (12)
(see the inset in Fig. 2). As a consequence and contrary to
the EL-based LDA, the xc potential in Eq. (9) possesses
a discontinuity in its derivative16,51,52.
Correlation-induced discontinuities, here related to
Mott-transition physics, also appear in the xc potential
of a 2D EL in the fractional quantum Hall regime, where
correlation-induced gaps at fractional filling factors are
associated with the formation of an incompressible liquid
(see e.g. Fig. 10.28 in Ref.16). These physical discontinu-
ities make it difficult to obtain converging self-consistent
solutions of the KS equations whenever the local density
reaches a value associated with a gap in the homoge-
neous reference fluid53. In our case this happens only
when nGS(zi) → 1 at some position zi. In the context
of DFT calculations of the edge structure of fractional
quantum Hall liquids, Ferconi et al.53 have handled this
convergence problem by going to a very small finite tem-
perature. This allows fractional occupation of the single-
particle KS levels.
3. TLDA
A conceptually simpler route to solve such convergence
problems, which we have examined in this work, is to re-
sort to an LDA also for the noninteracting kinetic energy
functional Ts[n] (see the Appendix A). This is similar to
the Thomas-Fermi (TF) approximation, which involves
an LDA for Ts[n] but ignores the exchange and correla-
tion energy. This in itself is not a fully reliable approach
for the present work, which is directed at strongly cor-
related regimes. However, we would like to exploit one
favorable aspect of the TF approach, i.e. the replacement
of self-consistent solutions by a direct minimization of to-
tal energy functionals. To achieve this we combine a TF-
like LDA for Ts[n] with an LDA for Exc[n]. This amounts
to approximating all nontrivial terms in the total energy
functional by the LDA, and for this reason we refer to this
approach as the total-energy LDA (TLDA)42. At vari-
ance from Ref. 42, where TLDA was used in conjunction
with the LSOC parametrization of the xc energy, we here
employ its fully numerical counterpart40, in which all re-
sults pertaining to the homogeneous reference system are
obtained from the Lieb-Wu equations. Both formulations
of TLDA circumvent a self-consistent solution of the KS
equations, at the expense of a less accurate account of
the kinetic energy. The TLDA approximation consists in
writing
ETLDA
GS
[nGS] =
∑
i
εGS(n, u)|n→nGS(zi)
+
∑
i
Vext(zi)nGS(zi) . (13)
Within this approximation the variational equation (A2)
can be written as
∂nεGS(n, 0)|n→nGS(zi) + vKS[nGS](zi) = constant , (14)
where the constant is fixed by normalization. Results for
nGS(zi) that are obtained by this route will be labeled by
the acronym TLDA.
IV. NUMERICAL RESULTS
We now turn to illustrate our main numerical results
for the density profile of paramagnetic Fermi gases, which
are summarized in Figs. 3-11. In this work we focus on
external potentials of the general form38
Vext(zi) =
∑
ℓ≥1
Vℓ (zi −Ns/2)
ℓ , (15)
where ℓ is an integer and Vℓ a constant.
We have solved numerically the self-consistent scheme
represented by Eqs. (6)-(9) by using both the
BALDA/LSOC parametrization23 and the BALDA/FN
procedure. Results obtained through the TLDA in
6TABLE I: Ground-state energy (in units of t) of a repulsive
Fermi gas with Nf = 30 atoms, trapped in a harmonic poten-
tial of strength V2/t = 6×10
−3 and in a lattice with Ns = 100
sites.
u BALDA/LSOC BALDA/FN QMC
+2 −17.16 −16.68 −16.68± 0.07
+4 −11.33 −10.84 −10.74± 0.08
+6 −8.00 −7.52 −7.64± 0.08
+8 −5.95 −5.50 −5.62± 0.11
Eqs. (13) and (14) have also been examined. In par-
allel, QMC simulations have been performed using a
zero-temperature projector approach54,55 adapted from
the QMC determinantal algorithm of Scalapino et al.56.
Within this approach a projector operator exp(−θHˆ) is
applied to a trial wave function, which we choose to be
the exact ground state for u = 0 (we have adopted a
projector parameter θ with values up to 45/t for the ac-
curate comparisons that we present in this work). We
have used a discrete Hubbard-Stratonovich transforma-
tion57 in decoupling the fermionic degrees of freedom in
the interaction term of Hˆ. A detailed description of our
QMC approach can be found in Refs. 58,59,60.
In Fig. 3 we show the GS site occupation for a Fermi
gas with Nf = 30 atoms trapped in a purely harmonic
potential (i.e. Vℓ 6=2 = 0) of strength V2/t = 6×10
−3 and
in an optical lattice with Ns = 100 sites. The interac-
tion parameter is increased from u = +2 to u = +8.
The agreement between the BALDA/FN scheme and
the QMC results is clearly excellent for all values of u.
The BALDA/LSOC scheme gives similar results and im-
proves with increasing coupling (u & 6), but overall the
BALDA/FN results are closer to the QMC data. In the
rest of the paper we will thus focus on the BALDA/FN
scheme.
Computationally, BALDA/FN is slightly more expen-
sive than BALDA/LSOC. Both typically take a few sec-
onds on a small PC to generate a single density profile
like one of those reported in Fig. 3. QMC runs may take
about 30 hours for a single density profile, but unlike
LDA also provide access to correlation functions and to
the momentum distribution. In particular, the calcula-
tion of the GS energy, which is straightforward within
the BALDA-DFT scheme, requires a careful extrapola-
tion procedure within QMC, which is explained in detail
in Appendix B and illustrated in Fig. 4. The extrapo-
lated QMC GS energies corresponding to the GS density
profiles shown in Fig. 3 have been reported in Table I
with their estimated statistical error, together with the
BALDA/FN and BALDA/LSOC results.
In Fig. 5 we compare TLDA results with BALDA/FN
and QMC results for the same system parameters as in
Fig. 3, for the cases u = +2 and u = +8. TLDA is
slightly less accurate than BALDA/FN, especially at rel-
atively small values of the interaction parameter where
hopping kinetic processes, which are treated at a simple
LDA level in the TLDA, are still important. For the same
reason, the regions close to the edge of the trap are those
where the TLDA is less accurate.
In Fig. 6 we show the local inverse compressibility,
κ−1(zi) =
∂2εGS(n, u)
∂n2
∣∣∣∣
n→nGS(zi)
, (16)
corresponding to the system parameters as in Fig. 3. This
quantity is clearly much more sensitive to the variations
of the interaction parameter u than the GS site occupa-
tion.
In Fig. 7 we test the performance of the BALDA/FN
scheme upon variations of the strength of the harmonic
potential V2/t (top panel) and of the particle number
Nf (bottom panel). Again, the agreement between the
BALDA/FN scheme and the QMC results is excellent for
all the values that we have checked.
We show next some results for the GS density profiles
of Fermi gases trapped in anharmonic potentials. Fig. 8
illustrates two possible situations. In the top panel we
show an asymmetric external potential which contains
a main harmonic component with strength V2/t = 1.6×
10−2, a cubic component with strength V3/t = 1.6×10
−4
breaking inversion symmetry, and a quartic component
with strength V4/t = 1.92× 10
−5 ensuring existence of a
ground state. The presence of cubic and quartic compo-
nents represents small deviations from a purely harmonic
trapping potential that may occur in a real trap in the
laboratory. In the bottom panel of Fig. 8 we show a
double-well potential similar to the one that is used to
model tunneling-coupled lateral semiconductor quantum
dots: this potential contains a harmonic component with
strength V2/t = −4×10
−3 and a quartic component with
strength V4/t = 3× 10
−6.
In the top panel of Fig. 9 we show the BALDA/FN pre-
dictions and the QMC results for the GS site occupation
of a Fermi gas with Nf = 14 atoms and u = +8, trapped
in the asymmetric potential depicted in the top panel of
Fig. 8. In the same figure TLDA results are also shown.
The performance of the TLDA scheme at weaker inter-
actions deteriorates with decreasing particle number. In
the bottom panel of Fig. 9 we show the GS site occupa-
tion for a Fermi gas with u = +2 trapped in the double-
well potential depicted in the bottom panel of Fig. 8. In
Fig. 10 we show the extension of Fig. 9 to the case of at-
tractive interactions, which can be handled by means of
the technique described in Ref. 41. The site occupation
combines features found in Refs. 41,62 for attractive in-
teractions in a single parabolic well, i.e. atomic-density
waves induced by Luther-Emery spin pairing, with fea-
tures shown in the bottom panel of Fig. 9 for a double
well and repulsive interactions. Repulsive interactions
are seen to lead to a higher density at the center of the
double-well potential, suggesting enhanced tunneling be-
tween the wells.
In all these cases the BALDA/FN scheme has been
found to be extremely accurate, as judged by compar-
ison to QMC. However, all data shown in Figs. 3-10
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FIG. 3: Site occupation nGS(zi) as a function of site position zi for a repulsive Fermi gas with Nf = 30 atoms, trapped in a
harmonic potential of strength V2/t = 6× 10
−3 and in a lattice with Ns = 100 sites. The interaction parameter is varied from
u = +2 in the top left panel to u = +8 in the bottom right panel. BALDA/LSOC and BALDA/FN results are compared with
the QMC data.
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FIG. 4: QMC ground-state energy (in units of t) as a function
of (t∆τ )2, ∆τ being the Trotter decomposition paramater, for
the same system parameters as in Fig. 3 (see Appendix B).
The QMC error bar at each point is smaller than the size of
the symbol. The thin solid lines are a linear fit to the QMC
data, which extrapolates to the limit ∆τ → 0. The filled
circles at ∆τ = 0 indicate the BALDA/FN results.
correspond to “purely metallic” phases of the interact-
ing Fermi gas, i.e. phases in which nGS(zi) < 1 every-
where inside the trap. From earlier work37,38,40 we know
that in the trap there can be metallic phases that coex-
ist with Mott-insulating and/or band-insulating regions,
i.e. phases in which nGS(zi) is locally locked to 1 or 2.
What happens with the BALDA/FN scheme if the sys-
tem parameters are such that nGS(zi) becomes unity or
very close to unity at some point in space? As we have
mentioned in Sect. III, it is difficult in this case to obtain
converged self-consistent solutions of the KS equations
due to the discontinuity at n = 1 in the xc potential of
the 1D HHM. It is still possible to obtain a converged
self-consistent solution in a very reasonable number of
iterations if the discontinuity is relatively small. An ex-
ample is given in the top left panel of Fig. 11, where we
show the GS site occupation for a Fermi gas withNf = 70
atoms in an optical lattice with Ns = 100 sites, subject to
a purely harmonic potential of strength V2/t = 2.5×10
−3.
For u = +2 the size of the xc discontinuity is so small that
we are able to achieve an accurate self-consistent solution
of the BALDA/FN equation. Upon further increasing u
in the same system while keeping unchanged all other
control parameters, it becomes progressively difficult to
obtain converged self-consistent solutions of the KS equa-
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FIG. 5: Site occupation nGS(zi) as a function of zi for a re-
pulsive Fermi gas with Nf = 30 atoms trapped in a harmonic
potential of strength V2/t = 6 × 10
−3 and in a lattice with
Ns = 100 sites. The interaction parameter is u = +2 in
the top panel and u = +8 in the bottom panel. TLDA and
BALDA/FN results are compared with QMC data.
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FIG. 6: BALDA/FN results for the local inverse compressibil-
ity [piκ(zi)]
−1 (in units of t) as a function of zi for the same
system parameters as in Fig. 3.
tions in a reasonable number of iterations. The easiest
way to sidestep this problem is to resort to the TLDA
scheme, Eqs. (13) and (14), which is able to capture the
main physical features of the above mentioned coexis-
tence of compressible and incompressible regions42,53.
In Fig. 11 we compare TLDA results with QMC re-
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FIG. 7: Top panel: Site occupation nGS(zi) as a function of
zi for a repulsive Fermi gas with Nf = 30 atoms, trapped in a
harmonic potential with strength V2/t = 2 × 10
−3, 4 × 10−3,
and 6×10−3 (from bottom to top) and in a lattice with Ns =
100 sites. Bottom panel: Site occupation nGS(zi) as a function
of zi for a repulsive Fermi gas with Nf = 10, 20, and 30 atoms
(from bottom to top), trapped in a harmonic potential of
strength V2/t = 6×10
−3 and in a lattice with Ns = 100 sites.
In both panels results of the BALDA/FN scheme at u = +6
are compared with QMC data.
sults in the metal-insulator phase-separated regime. At
u = +2 BALDA shows first indications of a locally in-
compressible region (a plateau in the density profile at
n = 1), whereas QMC data still predict the system
to be fully metallic (compressible). At larger u, the
plateau also develops in the QMC calculations, but, as
explained in Sec. III A 2 BALDA now ceases to converge.
TLDA calculations, on the other hand, are still possible.
For fully developed phase separation (cases of u = +6
and u = +8 in Fig. 11) TLDA and QMC agree very
well. At u = +3, the plateau at n = 1 is more pro-
nounced in TLDA than in QMC, where the density pro-
file just begins to flatten. In this particular case we
have also performed a TLDA calculation using the an-
alytical approach of Ref. 42. Corresponding data are
labelled by TLDA/LSOC in Fig. 11. For low densities
(at the edges of the trap) fully numerical TLDA data
agree better with QMC, but in the center of the trap
and at the plateaus TLDA/LSOC and QMC data agree
better. For the GS energy at this particular value of u,
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FIG. 8: Top panel: an example of asymmetric trapping
potential (in units of t) as a function of zi for the case
V2/t = 1.6×10
−2, V3/t = 1.6×10
−4, and V4/t = 1.92×10
−5 .
Bottom panel: a double-well potential with V2/t = −4×10
−3
and V4/t = 3× 10
−6.
TLDA gives ETLDA
GS
= 16.57t while TLDA/LSOC gives
ETLDA/LSOCGS = 15.95t. These numbers have to be com-
pared with the QMC value EQMC
GS
= (16.64± 0.09)t.
Using the TF-like TLDA equation (14) a simple expla-
nation for the formation of incompressible regions inside
the trap in coexistence with metallic regions can be given.
When the local density reaches unity, i.e. the value asso-
ciated with the xc Mott gap, the left-hand side of Eq. (14)
takes up the discontinuity ∆xc(u). This implies that the
density resists crossing unity and develops instead an in-
compressible region where the constant value nGS(zi) = 1
is maintained up to a width W such that the difference
in the classical potential UnGS(zi)/2 + Vext(zi), evalu-
ated at the end points of the incompressible region, ex-
actly compensates for ∆xc(u). This criterion allows one
to find a priori those regions of the trap where the local
Mott-insulating incompressible phases are energetically
favorable over metallic phases42.
V. CONCLUSIONS
In this work we have shown how a detailed picture of
ground-state properties of strongly interacting 1D ultra-
cold Fermi gases emerges through a novel DFT scheme
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FIG. 9: Top panel: Site occupation nGS(zi) as a function
of zi for a repulsive Fermi gas with Nf = 14 atoms and
u = +8, trapped in the potential of the top panel of Fig. 8
and in a lattice with Ns = 50 sites. Results of the TLDA and
BALDA/FN schemes are compared with QMC data. Bottom
panel: Site occupation nGS(zi) as a function of zi for a repul-
sive Fermi gas with Nf = 20, 40, and 60 atoms and u = +2,
trapped in the potential of the bottom panel of Fig. 8 and
in a lattice with Ns = 100 sites. Results of the BALDA/FN
scheme only are presented.
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FIG. 10: Site occupation nGS(zi) as a function of zi for an
attractive Fermi gas with Nf = 20, 40, and 60 atoms and
u = −1, trapped in the potential of the bottom panel of
Fig. 8 and in a lattice with Ns = 100 sites. Results of the
BALDA/FN scheme only are presented.
10
0
0.2
0.4
0.6
0.8
1
1.2
1.4
0 20 40 60 80 100
n
G
S
(z
i)
zi
u = +2
TLDA
BALDA/FN
QMC
0
0.2
0.4
0.6
0.8
1
1.2
0 20 40 60 80 100
n
G
S
(z
i)
zi
u = +3
TLDA
TLDA/LSOC
QMC
0
0.2
0.4
0.6
0.8
1
1.2
0 20 40 60 80 100
n
G
S
(z
i)
zi
u = +6
TLDA
QMC
0
0.2
0.4
0.6
0.8
1
1.2
0 20 40 60 80 100
n
G
S
(z
i)
zi
u = +8
TLDA
QMC
FIG. 11: Site occupation nGS(zi) as a function of zi for a system of Nf = 70 fermions with u = +2,+4,+6, and +8 in a lattice
with Ns = 100 sites, confined by a harmonic potential of strength V2/t = 2.5 × 10
−3. BALDA/FN and TLDA results are
compared with QMC data.
using as reference fluid a many-body interacting 1D
model which is exactly solvable, the 1D homogeneous
Hubbard model. Needless to say, this basic idea is ap-
plicable to all inhomogeneous 1D systems for which a
properly chosen, underlying homogeneous reference liq-
uid can be described by an exactly solvable model, only
the ground-state energy of the liquid being the key in-
put22,23,24,29,46,62.
Our main conclusions are summarized as follows:
(i) Bethe-Ansatz-based density-functional calculations
agree quantitatively with independent quantum Monte
Carlo data. Typical differences between BALDA/FN
and QMC results for the density profiles in the metallic
regime are around 1%. In the worst case encountered in
all the calculations performed in this work the difference
amounts to 7%. These errors are not easily reduced, but
are sufficiently small to allow a detailed microscopic de-
scription of the energetics and the atom-density profiles
of confined fermions, at a computational cost reduced by
orders-of-magnitude compared to QMC. Large systems
of thousands of sites and complex systems, e.g. with
reduced spatial symmetries, are easily handled by the
BALDA-DFT scheme.
(ii) A fully numerical formulation of the BALDA re-
quires solution of the Lieb-Wu integral equations instead
of a parametrization of the energy of the reference fluid.
The added numerical effort is compensated by a rela-
tively small gain in accuracy, as judged by comparison of
BALDA/LSOC and BALDA/FN density profiles to the
QMC profiles.
(iii) A total-energy LDA can be set up in the same way
and provides useful numerical results in situations where
Kohn-Sham calculations using BALDA for the correla-
tion energy fail to converge. These situations arise in the
presence of a local Mott metal-insulator transition, lead-
ing to phase separation characterized by flat (incompress-
ible) and metallic (compressible) regions in the density
profiles.
(iv) Overall, all four density-functional schemes
(Kohn-Sham BALDA/FN and BALDA/LSOC where
they converge, TLDA, and TLDA/LSOC) reveal the
same physics also seen in the QMC data. DFT schemes,
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however, tend to predict phase separation (plateau for-
mation) at slightly lower values of the interaction U .
(v) Density profiles corresponding to different interac-
tion strengths, filling factors in the metallic regime, and
curvatures of the confining potential are quite similar.
The local compressibility, on the other hand, depends
sensitively on the details of the system, and can be used
to discriminate between different choices of system pa-
rameters (see Fig. 6).
(vi) Different external potentials, such as asymmet-
ric trappings and double-well structures, are easily han-
dled by the same techniques. Specifically for the double
well, a signature of tunneling between the two wells is a
tilted density profile, which shows that atoms can tun-
nel from one well to the other even for very low filling
factors. For attractive interactions, additionally density
waves form separately in each well41,62, until the den-
sity becomes so high that oscillations arising from both
wells start to merge and a joint pattern develops. This
type of double-well structure has, to our knowledge, not
yet been produced optically in 1D ultracold atom sys-
tems, but is readily created in higher-dimensional traps
and semiconductor heterostructures, to which many of
our conclusions also apply.
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APPENDIX A: SOME DETAILS OF SOFT
The aim of this Appendix is to present a summary of
the two key results of SOFT22: (i) the Hohenberg-Kohn
theorem and (ii) the Kohn-Sham mapping to an auxiliary
noninteracting system.
The basic variable of SOFT is the site-occupation
n(zi) = 〈Ψ|nˆ(zi)|Ψ〉, where |Ψ〉 is a generic many-body
state. As in standard DFT, the central result of SOFT is
the Hohenberg-Kohn (HK) theorem, which can be sum-
marized in three key statements: (a) the GS expecta-
tion value of any observable Oˆ is a unique functional
O = 〈GS|Oˆ|GS〉 = O[nGS] of the GS site-occupation
nGS(zi); (b) the GS site-occupation minimizes the total-
energy functional E [n]; and (c) E [n] can be written as
E [n] = FHK[n] +
∑
i
Vext(zi)n(zi) , (A1)
where FHK[n] = 〈Ψ|Tˆ + Hˆint|Ψ〉 is a universal functional
of the site occupation, in the sense that it does not de-
pend on the external potential.
Part (b) of the HK theorem suggests that if the ex-
act analytical expression of FHK[n] was known, the GS
energy and the GS site occupation could be found by
solving the Euler-Lagrange equation
δFHK[n]
δn(zi)
+ Vext(zi) = constant , (A2)
the constant having the meaning of a Lagrange multiplier
to enforce particle-number conservation.
The Kohn-Sham mapping, again in analogy with stan-
dard DFT, provides an essential simplification. One con-
siders a noninteracting auxiliary system described by the
Hamiltonian
Hˆs = −
∑
i,j
∑
σ
ti,j
[
cˆ†σ(zi)cˆσ(zj) + H.c.
]
+
∑
i
vKS(zi)nˆ(zi) . (A3)
The central assertion used in establishing the mapping
is that for any interacting system there exists a local
single-particle potential vKS(zi) such that the exact GS
site occupation nGS(zi) of the interacting system equals
the GS site occupation of the auxiliary problem nGS(zi) =
n
(s)
GS (zi) (noninteracting v-representability). According to
part (c) of the HK theorem there then exists a unique en-
ergy functional Es[n] = Ts[n]+
∑
i vKS(zi)n(zi), for which
the variational equation δEs[n] = 0 yields the exact GS
site occupation n
(s)
GS (zi) corresponding to Hˆs. Ts[n] de-
notes the universal kinetic energy functional of noninter-
acting pseudospin-1/2 fermions.
Suppose that the ground state of Hˆs is nondegenerate.
The GS site occupation n
(s)
GS (zi) (and thus, by assump-
tion, nGS(zi)) possesses a unique representation
nGS(zi) =
∑
α,occ.
|ϕα(zi)|
2 (A4)
in terms of the lowest Nf single-particle orbitals obtained
from the KS-Schro¨dinger equation
∑
j
[−ti,j + vKS(zi)δij ]ϕα(zj) = εαϕα(zi) . (A5)
Once the existence of a potential vKS(zi) generating
nGS(zi) via Eqs. (A4) and (A5) is assumed, uniqueness
of vKS(zi) follows from the HK theorem. Thus the single-
particle orbitals ϕα(zi) = ϕα[nGS](zi) are unique func-
tionals of nGS(zi), and the noninteracting kinetic energy
Ts[nGS] = −
∑
i,j
∑
α
ti,j [ϕ
⋆
α(zi)ϕα(zj) + c.c.] (A6)
is a unique functional of nGS(zi) as well.
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It is convenient at this point to write the total energy
functional EGS[nGS] in Eq. (A1) by adding and subtract-
ing Ts[nGS] and a Hartree term EH = U
∑
i n
2
GS
(zi)/4, i.e.
EGS[nGS] = Ts[nGS] + EH[nGS] + Exc[nGS]
+
∑
i
Vext(zi)nGS(zi) , (A7)
where the exchange-correlation functional is formally de-
fined as Exc[nGS] ≡ FHK[nGS] − Ts[nGS] − EH[nGS]. The
HK variational principle ensures that E [n] is stationary
for small variations δn(zi) around nGS(zi):
E [nGS + δn]− EGS[nGS] = δTs +
∑
i
δn(zi)
[
Vext(zi) +
U
2
nGS(zi) + vxc[nGS](zi)
]
= 0 , (A8)
where vxc[nGS](zi) denotes the exchange-correlation po-
tential,
vxc[nGS](zi) =
δExc[n]
δn(zi)
∣∣∣∣
nGS(zi)
. (A9)
Using δTs = −
∑
i vKS(zi)δn(zi), we find that the Kohn-
Sham potential is given by
vKS(zi) = vH[nGS](zi) + vxc[nGS](zi) + Vext(zi) , (A10)
where vH[nGS](zi) = UnGS(zi)/2.
APPENDIX B: QUANTUM MONTE CARLO
CALCULATION OF THE GROUND-STATE
ENERGY
Within our zero-temperature QMC approach, we use
the Trotter decomposition61 in applying the projector op-
erator to a trial wave function |ΨT〉,
exp(−θ Hˆ) |ΨT〉 =
[
exp(−∆τ Hˆ)
]θ/∆τ
|ΨT〉 . (B1)
For small values of ∆τ one can then split the exponential
of a sum of noncommuting operators as61
exp(−∆τ Hˆ) = exp(−∆τ Tˆ ) exp(−∆τ Hˆint)
× exp(−∆τ Hˆext) +O((∆τ)
2) . (B2)
This is essential for the implementation of the determi-
nantal QMC algorithm56,58,59,60.
The error introduced by the Trotter decomposition in
the calculation of the ground-state energy can be shown
to be of order (∆τ)260. Hence, for our comparison of the
QMC energies with the ones of the BALDA/FN scheme
we have made an extrapolation ∆τ → 0. In Fig. 4
we show the QMC ground-state energy as a function of
(∆τ)2 and the linear fit EQMC
GS
(∆τ) = EQMC
GS
+A(∆τ)2 from
which we get the QMC energies presented in Table I.
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