The Application of the Filtered Backprojection Algorithm to Solar
  Rotational Tomography by Cho, Kyuhyoun et al.
Draft version May 14, 2020
Typeset using LATEX twocolumn style in AASTeX62
The Application of the Filtered Backprojection Algorithm to Solar Rotational Tomography
Kyuhyoun Cho,1 Jongchul Chae,1 Ryun-Young Kwon,2 Su-Chan Bong,2 and Kyung-Suk Cho2
1Astronomy Program, Department of Physics and Astronomy, Seoul National University, Seoul 151-747, Republic of Korea
2Korea Astronomy and Space Science Institute, Daejeon 34055, Republic of Korea
ABSTRACT
Solar rotational tomography (SRT) is an important method to reconstruct the physical parameters of
the three-dimensional solar corona. Here we propose an approach to apply the filtered backprojection
(FBP) algorithm to the SRT. The FBP algorithm is generally not suitable for SRT due to the several
issues with solar extreme ultraviolet (EUV) observations, in particular a problem caused by missing
data because of the unobserved back side of corona hidden behind the Sun. We developed a method to
generate a modified sinogram which resolves the blocking problem. The modified sinogram is generated
by combining the EUV data at two opposite sites observed by the Atmospheric Imaging Assembly
(AIA) onboard the Solar Dynamics Observatory (SDO). We generated the modified sinogram for
about one month in 2019 February and reconstructed the three-dimensional corona under the static
state assumption. In order to obtain the physical parameters of the corona, we employed a DEM
inversion method. We tested the performance of the FBP algorithm with the modified sinogram by
comparing the reconstructed data with the observed EUV image, electron density models, previous
studies of electron temperature, and an observed coronagraph image. The results illustrate that the
FBP algorithm reasonably reconstructs the bright regions and the coronal holes, and can reproduce
their physical parameters. The main advantage of the FBP algorithm is that it is easy to understand
and computationally efficient. Thus, it enables us to easily probe the inhomogeneous coronal electron
density and temperature distribution of the solar corona.
Keywords: Sun: corona — methods: data analysis — techniques: miscellaneous
1. INTRODUCTION
Tomography is a technique to infer the three-
dimensional (3D) structure of an optically thin object
by observing at various projection angles. Tomography
can be categorized as either the filtered backprojection
(FBP) algorithm or the iterative reconstruction (Hsieh
2015). Each has pros and cons. The FBP algorithm is
mainly used for radiology and has the advantage of easy
and computational efficiency because it is based on an
analytic solution; however, it requires a large number of
observations at different projection angles. In contrast,
iterative reconstruction can generate high quality data
using only a few observations within known constraints.
But it is computationally demanding for matrix calcu-
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lations, at least 10 to 100 times more than that of the
FBP algorithm (Wang et al. 2016).
Solar rotational tomography (SRT) is the tomogra-
phy of the solar corona making use of the solar rotation.
The solar corona is optically thin and it can be observed
at many different angles from a position as the Sun ro-
tates. There are, however, several practical issues in the
application of tomography to the solar corona directly
(Frazin 2000). One of the most critical issues is the
problem caused by missing data due to large parts of
the corona being hidden. A coronagraph blocks out all
the light behind the occulter around the disk of the Sun.
Even in the case of solar extreme ultraviolet (EUV) ob-
servations, the light from the backside is blocked by the
Sun itself.
Because of this issue, the iterative reconstruction is
the most common approach. Even with a limited num-
ber of observational data, the iterative reconstruction
has the advantage of finding the solution consistent with
constraints or other a priori information, such as the in-
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formation about the blocked area, by forward modeling.
A number of relevant previous studies such as algebraic
recontruction technique are reviewed by Frazin (2000).
During the last two decades, the SRT using regu-
larization methods was developed (See Frazin (2000),
Aschwanden (2011), and references therein). It seeks
the solution of the ill-posed problem by repeating the
inversion for the best regularization parameters. One
example is the robust, regularized, positive estimation
method developed to determine the 3D electron den-
sity distribution from Large Angle and Spectrometric
Coronagraph (LASCO) C2 data (Frazin, & Janzen 2002;
Frazin et al. 2007), Solar Terrestrial Relations Observa-
tory (STEREO) COR1 (Butala et al. 2010; Kramar et
al. 2009), and Extreme UltraViolet Imager (EUVI) data
(Kramar et al. 2014). Several studies were conducted to
estimate both electron density and temperature from the
STEREO/EUVI data by combining the forward model-
ing techniques and differential emission measure (DEM)
inversion (Frazin et al. 2009; Va´squez et al. 2009, 2011).
Recently, a new method of determining coronal electron
density using spherical harmonics and mass flux conser-
vation for a spherically expanding corona was proposed
(Morgan 2015, 2019).
Nevertheless, the FBP algorithm is still attractive be-
cause it offers greater efficiency. It can provide a synop-
tic view for the solar corona if the aforementioned issue
is solved. There have been a few attempts to utilize
the FBP algorithm in highly restricted cases so far. For
example, polar plumes were studied using the FBP al-
gorithm (de Patoul et al. 2013). It was possible because
the polar plumes are located on the polar regions that
are not affected by blocking. Morgan et al. (2009) ex-
ploited the FBP algorithm to reconstruct coronal struc-
tures from LASCO/C2 data. The main idea is that the
coronal structures may be assumed to be radial beyond
3 R. Assuming that the radial structures extend to the
center of the Sun, the FBP algorithm is applicable.
In this paper, we present a new approach to recon-
struct the 3D structure of the solar corona using the
FBP algorithm in the EUV regime. We developed a
method to generate a modified sinogram. The modi-
fied sinogram allows us to reconstruct the solar corona
from the solar EUV observations with the unobservable
backside being properly taken into account. By combin-
ing the modified sinogram using data taken by the At-
mospheric Imaging Assembly (AIA; Lemen et al. 2012)
onboard the Solar Dynamics Observatory (SDO), and
the assumption of the static state corona, we propose
to resolve the blocking backside issue of the SRT. We
test the performance of our results by comparing it with
Figure 1. An illustration of the SRT. The 3D view of the so-
lar corona and projected 2D SDO/AIA image are presented.
Plane 1 (red) and Plane 2 (blue) represent latitudinal planes
over the polar region and intersecting with the Sun, respec-
tively. The white hatched area in Plane 2 indicates the block-
ing area by the Sun.
observations, models, and previous studies. Finally, we
will discuss its limitations and applications.
2. METHOD
The reconstruction of a 3D volume can be understood
as a series of two-dimensional (2D) reconstructions. In
the case of the SRT, we obtain the 3D information of
the solar corona by ignoring the inclination angle of the
observer and by stacking the reconstructions of each lat-
itudinal plane, which is perpendicular to the solar rota-
tion axis (Figure 1). Thus, the problem changes into
how to successfully reconstruct the 2D distribution of
the physical quantities from observations.
2.1. Conventional FBP Algorithm
We briefly review the formulation of the two-
dimesional FBP algorithm here. The details are de-
scribed in the work of Hsieh (2015). The FBP algo-
rithm is based on the Fourier slice theorem that one
projection of the object can fill a line in the 2D Fourier
domain. One can obtain a sinogram p(x′, θ), which is a
parallel projection at angle θ of a 2D object f(x, y)
p(x′, θ) =
∫ ∞
−∞
f(x, y)dy′ (1)
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where (x, y) and (x′, y′) are the coordinates in the object
and observer frames, respectively, and θ is the angle
between the two coordinates. The relation between two
coordinate systems can be expressed as:
x′=x cos θ + y sin θ (2)
y′=−x sin θ + y cos θ. (3)
In the observational data, where solar north is the image
vertical, the variable x′ corresponds to the index of the
row array in the CCD as illustrated in Figure 1, and θ
varies with observing time. Thus, a sinogram consists
of a bundle of the fixed row array data with different
observing times. The sinogram may have the values of
either intensity or emission measure (EM).
If the Fourier transform of the sinogram p(x′, θ) over
the variable x′ is denoted by P (ω, θ), we acquire the
following relation
P (ω, θ) =
∫ ∞
−∞
p(x′, θ)e−i2piωx
′
dx′ (4)
=
∫ ∞
−∞
∫ ∞
−∞
f(x, y)e−i2piω(x cos θ+y sin θ)dx′dy′(5)
=F (ω cos θ, ω sin θ) (6)
which states that P (ω, θ) are the values of F (kx, ky), the
2D Fourier transform of f(x, y), on the straight line de-
fined by kx = ω cos θ and ky = ω sin θ. If the 2D Fourier
domain can be filled with projections at many different
angles, we can reconstruct f(x, y) by the inverse Fourier
transform in the polar coordinate
f(x, y) =
∫ 2pi
0
∫ ∞
0
P (ω, θ)ωei2piω(x cos θ+y sin θ)dωdθ.
(7)
The observed data from two opposing viewpoints have
identical but inverted information
p(x′, θ + pi) = p(−x′, θ). (8)
Thus data taken over half a rotation are sufficient for
reconstruction
f(x, y) =
∫ pi
0
∫ ∞
−∞
P (ω, θ) |ω| ei2piω(x cos θ+y sin θ)dωdθ.
(9)
To make a better reconstruction, we need to fill the
2D Fourier domain with dense observations. This is the
reason why the FBP algorithm requires lots of observa-
tional data at different angles. According to the Nyquist
sampling theory, it is known that the required minimal
number of observations nθ for the FBP algorithm is
nθ ≥ pi
2
nR. (10)
where nR is the reconstructed data size. For the SRT,
considering the equatorial rotation period of 25 days,
the required time cadence ∆t is
∆t ≤ 2.3× 104/nR min. (11)
For example, if the size of the reconstructed data is 128
pixels, the minimal time cadence is about 180 minutes.
But the shorter time cadence ensures better quality be-
cause the interpolation is used to fill the 2D Fourier
domain.
We examined the performance of the FBP algorithm
using the Shepp-Logan phantom (Shepp & Logan 1974)
with a size of 256 × 256 pixels as a test image. The area
in the Shepp-Logan phantom is divided by 10 ellipses
and has levels ranging from 0 to 2, especially from 1 to
1.04 near the center. We made one-dimensional pseudo
observation data which are the integration of the original
image at different angles with every 0.5 degrees. The
sinogram is produced by collecting these pseudo data.
Then we apply the sinogram to the FBP algorithm for
generating the reconstructed image.
Figure 2a indicates the reconstructed result of the
FBP algorithm using a test image. The difference im-
age between the original and the reconstructed image
shows that most pixels are close to zero value except at
rapidly changing boundaries. The histogram of the dif-
ference image shows that most of the pixels have values
near zero with a standard deviation of 0.065. This shows
that the FBP algorithm successfully reconstructed the
original image.
2.2. SRT with Modified Sinogram
Solar EUV observations are different from the typical
condition for the FBP algorithm. As explained in the
section 1, the FBP algorithm is valid for an optically
thin object. This condition well matches with the solar
EUV observations over the polar region, where there is
no missing data due to blockage by the Sun. It is well il-
lustrated by plane 1 in Figure 1. But the situation differs
in the non-polar region. When reconstructing a latitudi-
nal plane including the Sun shown as plane 2 in Figure
1, the solar EUV observations are unavoidably affected
by the Sun itself as an occulter. The detailed situation
is illustrated in Figure 2b. Basically, we cannot obtain
the information about the solar interior. Additionally,
the backside (area 4) is screened by the Sun itself. In
this state, the formulation of the sinogram from the solar
EUV observations p(x′, θ, z) is changed
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Figure 2. (a) Histogram of the difference image using the FBP algorithm with an optically thin object. The difference image
is found by subtracting the reconstructed image from the original image. (b) An illustration of a latitudinal plane for the solar
EUV observation which is similar to plane 2 in Figure 1. The direction of an observer is shown as the black arrow. (1) to (4)
represent classified areas by observability. (4) shown as red hatched area indicates the backside of the solar corona, which is
the same with the hatched area on plane 2 in Figure 1. The red crosshatched area near the image center indicates the solar
interior. Two coordinate systems are presented below the image. (c) Histogram of the difference image using the FBP algorithm
with the sinogram made by solar EUV observations. (d) Histogram of the difference image using the FBP algorithm with the
modified sinogram. The bin size of the histograms is 0.01. The original, reconstructed, and difference images are included in
each histogram plot. The corresponding standard deviation σ is shown.
p(x′, θ, z) =
∫ seff
−∞
f(x, y, z)dy′ (12)
seff =
−
√
R2 − z2 − x′2, z < R and |x′| <
√
R2 − z2
∞, otherwise
(13)
where R is the solar radius and the z-axis is parallel to
the solar rotation axis. The interval of the integration
represented by seff is quite different from that of the
optically thin case.
It is impossible to obtain information about the solar
interior at any angle, therefore it is regarded as a cav-
ity. In contrast, area 4 cannot be treated as a cavity.
It contributes to the other line of sight integrations at
different observation angles.
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Figure 2c represents the result of the FBP algorithm
using the sinogram from the Sheep-Logan test data with
an induced cavity and missing backside data, similar to
solar EUV observations. The sinogram p(x′, θ) is made
by the line of sight integration without the solar interior
region and the backside at different angles as formu-
lated in Equation 12. Compared with the result of the
optically thin case, the FBP algorithm fails to precisely
reconstruct the solar EUV observation; The difference
image clearly shows systematic artifacts. Obviously, the
histogram of the difference image also has a large de-
viation from the zero value. The standard deviation is
more than 4 times larger than that of the complete case.
Information from the missing backside region can be
obtained by the observation at the opposite site. By
combining data from the two opposing sides we are able
to generate a complete sinogram p(x′, θ, z) for the SRT
p(x′, θ, z) (14)
=

p(x′, θ, z) + p(−x′, θ + pi, z),
z < R and |x′| <
√
R2 − z2
p(x′, θ, z), otherwise
Each term in the first case of Equation 14 indicates
regions 2 and 4, respectively, and the second case in-
dicates both areas 1 and 3 in Figure 2b. It enables us
to generate the whole sinogram applicable to the FBP
algorithm. We refer to this as the modified sinogram.
Now we use the modified sinogram p(x′, θ, z) defined by
Equation 14, and execute the identical process presented
in Equation 4 and 9 for every latitudinal planes.
The result of the FBP algorithm with the modified
sinogram is presented in Figure 2d. The difference image
and its histogram demonstrate that the reconstruction
is adequately performed. The difference image indicates
that the reconstructed image is strikingly similar to the
original image. The standard deviation of the differ-
ence image histogram is 0.070, which is comparable to
the result of the FBP algorithm with the optically thin
object.
2.3. Validation of Parallel Beam Assumption
We assumed the parallel beam projection for the SRT.
In reality, however, ray paths are not parallel to each
other because the Sun is much larger than a detector
size. Thus it must be fan-beam projection. Figure 3a
and 3c illustrate each projection. Reconstruction of 3D
volume under the fan-beam projection is different from
the parallel case (Kak and Slaney 2001). Moreover,
we cannot generate a complete modified sinogram under
the fan-beam projection because the area behind the
Sun cannot be supplemented by observed data at the
opposite side. So we have to assume the parallel beam
projection for SRT.
We tested the error caused by the parallel beam as-
sumption. We made a 3D test cube using human head
data built-in IDL (see Figure 3a and 3c). Its size is 1283,
which corresponds to 32 × 32 binning SDO/AIA data,
and each voxel has a value between 0 and 255. The solar
interior represented as black spheres was set up at the
center of the test cube with a radius of 51 pixels. We
generated pseudo observation data in both parallel and
fan-beam projection. The observing rays cannot pass
through the interior. We generated modified sinogram
using Equation 14 under the parallel beam assumption
for both, and we reconstructed 3D cubes. Then we an-
alyzed the difference cubes similar to Figure 2.
Our result clearly shows that the parallel beam as-
sumption is valid for the SRT (Figure 3b and 3d). The
standard deviation of the difference cube made by the
parallel beam projection is 4.7. In a similar way, the
standard deviation made by fan-beam projection is 5.0,
which does not differ much from the above value. It
implies that the distance of the Earth from the Sun is
far enough to assume the parallel beam projection; in
fact, the fan-beam deviates less than one voxel from the
parallel beam in our test cube.
2.4. Axial Tilt Effect
Another important assumption is that the rotational
axis is perpendicular to the ecliptic plane. As a matter
of fact, the axial tilt angle of the Sun varies between
±7 degrees. It has a maximum and minimum value in
September and February and is close to zero in June
and December. The obtained modified sinogram devi-
ates from real values as the tilt angle increases, so the
error increases. We measured the error caused by the
axial tilt angle. The pseudo observation data were gen-
erated considering the fan-beam projection when the tilt
angle is 0◦, 2◦, 4◦, and 7◦ (See Figure 4a). Then we an-
alyzed the standard deviation of the difference cube as
in Section 2.3.
Figure 4b shows the results of analyses. The standard
deviation increases with the axial tilt angle. The max-
imum standard deviation occurred when the axial tilt
angle is 7◦, and is about three times that of the zero
tilt angle case. Therefore, data observed near June or
December with almost zero tilt angle guarantees better
reconstruction quality. However, we confirm that the
major source of the error is not the axial tilt effect, but
the temporal evolution of the solar coronal structures.
We will discuss that in Section 5.
3. DATA AND ANALYSIS
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Figure 3. (a) An illustration of the parallel beam projection. The black sphere and head-shaped gray volume indicate the solar
interior and a coronal structure. The sky blue lines represent ray paths of the parallel beam projection. The ray cannot pass
through the black sphere. (b) Histogram of the difference cube using FBP algorithm with a modified sinogram in the parallel
beam projection. The difference cube is found by subtracting the each reconstructed voxel value from the original voxel value.
(c) An illustration of the fan-beam projection. The orange lines represent ray paths of the fan-beam projection. Note that
fan-beam angles are exaggerated about 100 times. Others are the same as (a). (d) Histogram of the difference cube using FBP
algorithm with a modified sinogram in the fan-beam projection.
SDO/AIA data is used for the reconstruction of the
coronal structures. We supposed that the solar corona
is in a static state during one solar rotation. We took a
period without sunspots, 2019 February 15 ± 17 days to
minimize the error from the temporal evolution of the
solar corona. The data taken through six EUV channels
(94 A˚, 131 A˚, 171 A˚, 193 A˚, 211 A˚, 335 A˚) were collected
every 30 minutes. After manually removing inappropri-
ate data taken during eclipses or spacecraft maneuvers,
we executed aia prep.pro on 1637 observations × 6
channel data to obtain the AIA level 1.5 data that was
aligned and normalized by their exposure time. The
4k×4k data were rebinned to 128×128 pixels to reduce
the computing time. The result is six 3D datacubes of
intensity values in units of DN/s, Iw(x
′, t, z), where t is
the observing time and w is AIA EUV channel.
We tested the FBP algorithm in three ways. These
are illustrated in Figure 5, and each result constitutes
a subsection of Section 4. First, we used the synthetic
193 A˚ intensity images. We made the modified sinogram
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Figure 4. (a) An illustration of the solar axial tilt. The arrows and planes indicate rotation axes and equatorial planes,
respectively. Others are the same as Figure 3a. (b) Histogram of the difference cube using FBP algorithm with modified
sinograms. Each color represents different tilt angle γ from 0◦ to 7◦ in both panels.
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AIA 171 Å
AIA 193 Å
AIA 211 Å
AIA 335 Å
for 2019 Feb.
Synthetic
AIA 193 Å image
3D distribution of 
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Figure 5. A flowchart for the test of the FBP algorithm using SDO/AIA data.
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from I193(x
′, t, z). We assumed the tilt angle of the SDO
orbit from the ecliptic plane to be negligible. The differ-
ential rotation (Snodgrass, & Ulrich 1990) was consid-
ered for each latitudinal plane with a reference time of
2019 February 15. Thus the observing time t was con-
verted to the observing angle θ, and the reference time
was set to zero observing angle. The FBP algorithm re-
constructed the 3D distribution of 193 A˚ intensity. The
source code of the FBP algorithm was written in IDL.
It took less than 2 minutes to reconstruct each cube on
a 2.93 GHz Intel Xeon CPU. By using Equation 12, we
obtained the synthetic 193 A˚ images at different angles.
These images were compared to the observed SDO/AIA
193 A˚ images that have been used as the input for the
reconstruction.
Second, we determined the distribution of total elec-
tron density ne and that of electron temperature Te in
the solar corona. To obtain the physical quantities, we
exploited the method for DEM inversions developed by
Cheung et al. (2015) to the AIA level 1.5 data. We
used the default setting σ = [0, 0.1, 0.2, 0.6] as the Gaus-
sian basis function matrix, and set 10 temperature bins
from log T = 5.5 to log T = 6.5 with a bin size of
∆ log T = 0.1 because high noise in the DEM map oc-
curs at temperature higher than log T = 6.5. The out-
put of the DEM inversion is the set of EMj(x
′, t, z) in
the j-th bin of the log T .
The same FBP algorithm process was applied to
EMj(x
′, t, z). According to Equation 12 and the defi-
nition of EM
EMj(x
′, θ, z) =
∫ seff
−∞
n2e,j(x, y, z)dy
′, (15)
each voxel has information about n2e,j , which corre-
sponds to the emissivity in the given temperature bin.
Some voxels may have negative values of n2e,j because of
mathematical error in the reconstruction and because of
the lack of positivity constraint (Frazin et al. 2009). The
negative values are unphysical, so they were replaced
with zero for further analysis. The total electron den-
sity and the electron temperature for each voxel were
calculated using the formulae:
ne(x, y, z) =
√∑
j
n2e,j(x, y, z) (16)
Te(x, y, z) =
1
n2e
∑
j
n2e,j(x, y, z)Tj . (17)
Note that Te represents the temperature weighted by the
square of electron density and is undefined at the zero-
density voxels. Similarly, a mean electron temperature
of a defined region of interest 〈Te〉 was calculated by
〈Te〉 =
∑
j(
∫
V
n2e,jdV
′)Tj∑
j
∫
V
n2e,jdV
′ , (18)
where V is the volume of the region of interest. The
calculated physical parameters were compared with the
previously reported models of electron density and elec-
tron temperature.
Third, we made a synthetic coronagraph image. From
the total electron density distribution we calculated ra-
dially polarized intensity Ir, and tangentially polarized
intensity It using the Thomson scattering calculation
(Cho et al. 2016) near the 7500 A˚, and generated the
polarized brightness (pB) image
pB = It − Ir. (19)
We compared the synthetic coronagraph pB image with
an observed pB image taken by the K-Corongraph
(K-Cor) of the COronal Solar Magnetism Observatory
(COSMO)1 at the reference time.
4. RESULTS AND PERFORMANCE TESTS
4.1. Synthetic 193 A˚ Image
We found that the reconstructed 193 A˚ image is very
similar to the observed image (Figure 6a, 6b). A few
bright areas (e.g. region A and B) and coronal holes
located in the north and south pole were successfully
reconstructed in the same regions as in the observed im-
age, even though their shapes slightly differ from those
in the observed image. We found that long-lasting ob-
jects were successfully reconstructed, whereas most of
the small short-lived bright points could not be prop-
erly reconstructed.
The difference in intensity between the two images is
noticeable in the three regions marked by A, B, and C
(Figure 6c). Region A and B correspond to bright re-
gions in the observed image, and region C, to another
bright region located off the limb (see the associated an-
imation). They have elongated features mostly along
the longitudinal direction. They are artifacts resulting
from the temporal evolution of the coronal loops. Note
that the successful performance of the FBP algorithm
requires no temporal variation of features during the ob-
servation. The north and south coronal holes were fairly
well reconstructed because they stayed stable for more
than half the solar rotation period.
The histogram of intensity difference indicates that
most of the difference values are around zero with a
1 https://www2.hao.ucar.edu/mlso/instruments/mlso-kcor-
coronagraph
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(c) Intensity Difference Image
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(d) Intensity Difference Histogram
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Figure 6. (a) SDO/AIA 193 A˚ image at 2019 Feb 15 00:00:05 UT. (b) Synthetic 193 A˚ image using the FBP algorithm. (c)
Difference image between the observed image and the synthetic image. Region A, B, and C circled in (a)-(c) represent areas
showing the discrepancy between two images. (d) Histogram of the difference image. The bin size of the histogram is 1. The
corresponding standard deviation is specified together. The animation shows the comparison between observed images (left)
and synthetic images (right) in the different angle views. D and E in (a) indicate regions of interest for detailed analysis in
Figure 9.
standard deviation of 37.9 (Figure 6d). This histogram
is different from the one in Figure 2d in that it con-
sists of two components: the narrow component that is
commonly seen in both the histograms and the broad
component that is seen only in this histogram. This
broad component corresponds to the artifacts as men-
tioned above.
The animation associated with Figure 6 displays the
series of synthetic 193 A˚ images seen at different an-
gles and the corresponding observed SDO/AIA 193 A˚
images. The latter half of the animation displays the
x-axis rotation view, so we can look over the polar re-
gion of the solar corona. The animation indicates that
the two sets of images are quite similar to each other,
especially in the morphology of regions A, B, C and
both coronal holes. It is interesting that the FBP algo-
rithm partly reflects the time evolution of the coronal
structures in the reconstruction. For example, region
B did not appear until 2019 February 12 in the obser-
vation images, and the corresponding synthetic images
closely mimic the feature of region B. It implies that
the FBP algorithm reflected the time evolution of the
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corona in the 3D structure. The reconstructed data car-
ried some information on the temporal evolution because
the reconstruction was done based on the static corona
assumption, which results in a similar effect of time av-
erage.
4.2. 3D distribution of ne & Te
Figure 7 shows square of electron density distributions
at different heights and in different temperature ranges.
From this results, Equation 16, and 17, we can obtain
3D electron density and temperature distributions (Fig-
ure 8). Figure 8c shows the map of the calculated elec-
tron density at each height. The associated animation
gives the information about the 3D electron density dis-
tribution. As expected, we found that the regions of
lower altitude and lower latitude have higher density in
both the maps and the animation. The bright regions in
SDO/AIA images (Figure 8a, 8b) well match the highest
density region marked by A, B, and C.
Figure 8d shows the map of electron temperature at
each height. The temperature map is similar to the elec-
tron density map in that the higher altitude region gen-
erally has a lower temperature. At a height of 1.05 R,
the regions A, B, and C have log Te of up to about 6.4,
which is much higher than their vicinities. These are
in agreement with the earlier findings (Landi, & Feld-
man 2008). The height variation of temperature in each
region, on the other hand, is not clear in these maps.
In order to perform more detailed analyses, we chose
two specific regions (Figure 9a). Region D represents a
quiet Sun region, and region E represents a coronal hole
located in the south pole. Each of these regions has a
volume of a truncated cone shape with an opening angle
of 10 degrees. The positions of the central axis are (0◦,
-20◦) and (0◦, -90◦), respectively, in heliographic coordi-
nates. In both of the regions, electron density decreases
monotonically with height (Figure 9b). The mean elec-
tron density profile of region D is comparable to the
Cram model (Cram 1976) agreeing with van de Hulst
(1950) minimum equator model. The electron density
profile in region E, which is 5 × 107 cm−3 lower than
that of region D, is close to half of the Guhathakurta
model (Guhathakurta et al. 1999) for a polar coronal
hole. The levels of n2e,j distribution in Figure 9c and 9d
also imply the difference of the electron density.
We found that the mean electron temperature in re-
gion D varies little with height, with a value of log 〈Te〉
= 6.17 (Figure 9c). The distribution of n2e,j similarly in-
dicates that most of the electrons have temperatures be-
tween log T = 6.1 and 6.4. Similarly, the mean electron
temperature in region E also does not show tempera-
ture variation with height (Figure 9d). The mean value
is log 〈Te〉 = 6.06, which is about 3.4×105 K lower than
region D. n2e,j of region E is widely distributed with cen-
ter of log T = 6.0. Both results are compatible with the
previous studies for the electron temperature of quiet
Sun and coronal hole (Table 1).
4.3. Synthetic Coronagraph pB Image
The synthetic coronal pB image is overall similar to
the real coronagraph pB image (Figure 10a, 10b). The
brightness variation as a function of position angle at
different heights is shown in Figure 10c. In both the
images, the brightness diminishes with height. It is also
evident that the brightness in both images becomes low
in the polar regions (0◦ and 180◦) and high in the equa-
torial regions (90◦ and 270◦). In the polar and higher
regions, the reconstructed data are in good agreement
with the real data, but, in the equatorial regions or at
lower regions, the reconstructed data deviate from the
real data. We suspect two possibilities for that reason.
First, the error may arise from both AIA and K-Cor cal-
ibration processes (e.g. Morgan 2015). Second, at the
very lower height, especially in the equatorial region,
the EUV emission may be optically thick (Frazin et al.
2009), which is against our assumption for the SRT.
Note that this result is calculated using the FBP al-
gorithm with the EUV observation data, not the coro-
nagraph observation data. As Thomson scattering has
scattering angle dependence and an occulter in corona-
graph hides both frontside and backside simultaneously
(areas 2 and 4 in Figure 2b), the coronagraph observa-
tion data is not suitable to use in the FBP algorithm.
5. CONCLUSION AND DISCUSSION
We have presented how the FBP algorithm can be
applied to SRT. We tested the FBP algorithm with a
modified sinogram using a test image, and applied it to
SDO/AIA data. The FBP algorithm restores the rel-
atively long-lived bright regions and the coronal holes
seen in the real observations. The obtained physical
quantities are compatible with the values of the accepted
models and the previous observational studies. The syn-
thetic coronagraph image well matches the observed K-
Cor image. We emphasize that with the modified sino-
gram, the FBP algorithm can be conveniently used for
the coronal studies. This simple algorithm has a sig-
nificant advantage of efficient computation. The FBP
algorithm with a modified sinogram allows us to readily
probe into the solar corona.
We assumed the parallel beam projection and the zero
axial tilt angle. The error caused by parallel beam as-
sumption increase merely 6% (Figure 3). Thus we con-
clude that the parallel beam assumption is acceptable.
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Figure 7. Square of electron number density maps at different heights within the given temperature range. Each panel indicates
different temperature from log Te = 5.6 to 6.4 at an interval of ∆log Te = 0.2. Each row in the panels represents the height of
1.05, 1.10, 1.15 R, respectively. Zero longitude indicates the Sun’s central meridian at the reference time.
In the case of the zero axial tilt angle assumption, on
the other hand, the standard deviation of the difference
volume increase about 3 times as tilt angle increase (Fig-
ure 4b). To ascertain the effect of the tilt angle on the
SRT, we made another 193 A˚ synthetic image through
the same process as Section 4.1. New data was observed
in 2019 June when the tilt angle is close to zero. The
result shows that standard deviation of the difference
image is 30.7, which is a smaller but not much different
value from the result of 2019 February data with about
-7 degree tilt angle (See Figure 6d). This result demon-
strates that the major source of the error is not the tilt
angle but the temporal evolution of the solar corona.
Therefore, we conclude that even though data observed
in June or December guarantees better reconstruction
quality, the difference in error would not be significant.
The major limitation of the FBP algorithm is that it
does not take into account the temporal evolution of the
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Figure 8. (a) SDO/AIA 193 A˚ Carrington map. (b) SDO/AIA 171 A˚ Carrington Map. Zero longitude indicates 2019. 2.
15 00:00:05 UT. (c) Electron number density maps at different heights. The regions marked by A, B, and C indicate identical
areas with Figure 6a. (d) Electron temperature maps at different heights. The blank regions indicate the undefined temperature
region. Each raw represents the height of 1.05, 1.10, 1.15 R, respectively. Zero longitude indicates the Sun’s central meridian
at the reference time. The animation shows cross sections of the reconstructed coronal electron density cube as the distance
from the solar center changes.
coronal structures. Since coronal structures change, the
reconstructed data come to contain temporally averaged
information and the resulting error. Thus, the error
becomes large in the areas showing violent changes.
The temporal evolution of coronal structures affects
the obtained physical quantities. We have addressed
the problem due to the negative values of n2e,j in Section
3. They may arise in principle from the incomplete re-
construction of the 2D Fourier domain, and we suppose
that the temporal evolution of the solar corona is prac-
tically responsible for that error. Other SRT methods
using the iterative reconstruction were similarly affected
by that problem (Frazin, & Janzen 2002; Frazin et al.
2007, 2009), and handled it by constraining positive so-
lution (Frazin 2000). In our case, we cannot impose such
positivity constraints, and hence we simply avoid it by
replacing the negative n2e,j voxels with zero value.
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Figure 9. (a) 3D view of the environment for the reconstructed cube. The solar surface is covered with the SDO/AIA 193 A˚
Carrington map. Two gray truncated cones indicated by D and E are areas representing the quiet Sun region and the coronal
hole, respectively. (b) Electron density profiles with height. Dashed lines with different colors represent various coronal density
models. Black and gray solid lines indicate spatially averaged electron density profiles in regions D and E, respectively. (c)
Electron temperature profiles with the height of quiet Sun regions. (d) Electron temperature profile with the height of coronal
holes. Symbols with different colors present reported electron temperature profiles. The black solid line in both plots represents
the mean electron temperature of each region. Gray maps in the background show the distribution of spatially averaged n2e,j as
a function of height and log Te. Note that different scale of n
2
e,j distribution between (c) and (d).
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Table 1. Previous studies for coronal electron temperature measurements
Name Instrument Method
Wheatland et al. (1997)a Yohkoh/SXT Intensity ratio of Al 1265A˚ to Al/Mg/Mn filter
David et al. (1998) SOHO/CDS & SUMER Line ratio of O VI 1032A˚ to 173A˚
Warren (1999)b SOHO/TRACE Intensity ratio of 171A˚ to 195A˚ image
Reginald et al. (2009)c ISCORE Intensity ratio of 3850A˚ to 4100A˚ filter
Fisher & Guhathakurta (1995)
Spartan WL coronagraph
& Mk-III K-coronameter
Radial electron density gradientd
Ko et al. (1997) Ulysses/SWICS Various ionic ratios
David et al. (1998) SOHO/CDS & SUMER Line ratio of O VI 1032A˚ to 173A˚
Wilhelm (2006)e SOHO/SUMER Line ratio of Mg IX 706A˚ to 750A˚
Landi (2008) SOHO/SUMER EM loci technique using various UV lines
Reginald et al. (2009)c ISCORE Intensity ratio of 3850A˚ to 4100A˚ filter
aTwo different quiet regions
bUsed two different ionization balance calculation
cTotal eclipse observation
dScale height temperature
eFor plume(triangle) and lane(circle)
Note—The upper and lower part indicate the quiet Sun and coronal hole studies, respectively.
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(a) K-Cor pB Image
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(b) Synthetic Coronal pB Image
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(c) Brightness Profiles
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Figure 10. (a) Observed pB image from K-Cor observation. (b) Synthetic coronal pB image. The position angles are marked
on both images. (c) Brightness profile as a function of the position angle. Solid lines and dashed lines indicate data from the
synthetic image and the observed image, respectively. Each color represents a distance from the solar disk center as indicated
in (a) and (b).
Consequently, limited objects in the solar corona can
be investigated by using the FBP algorithm because of
its static state assumption. Structures that are stable
for more than two weeks, such as coronal holes, quiet
Sun regions, and filaments, are reasonable subjects to
study using the FBP algorithm. On the other hand,
it is not possible to reconstruct transient events that
change over timescales less than two weeks. If we can
observe the solar corona at different angles using multi-
spacecraft simultaneously, the problem related to the
temporal evolution of the solar corona can be addressed
(Davila 1994).
Further work is required to make better use of the
DEM inversion method. The inferred physical quanti-
ties heavily rely on the DEM inversion method. They
will vary with the choice of range for temperature, bin
size of temperature, and Gaussian basis function of the
inversion parameter (Su et al. 2018), or even different
inversion methods (Morgan 2019). However, our FBP
algorithm is totally independent of the specific DEM
inversion method, and may be combined with any ap-
propriate method. In principle, a better DEM inversion
method will produce a better estimate of physical quan-
tities with the help of our FBP algorithm.
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