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Abstract
Building on our earlier work on toric residues and reduction, we give a proof of the mixed toric residue conjecture
of Batyrev and Materov. We simplify and streamline our technique of tropical degenerations, which allows one
to interpolate between two localization principles: one appearing in the intersection theory of toric quotients and
the other in the calculus of toric residues. This quickly leads to the proof of the conjecture, which gives a closed
formula for the summation of a generating series whose coefﬁcients represent a certain naive count of the numbers
of rational curves on toric complete intersection Calabi–Yau manifolds.
 2005 Elsevier Ltd. All rights reserved.
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0. Introduction
This paper is a follow-up to our paper [16], where we prove a conjecture of Batyrev and Materov,
the Toric Residue Mirror Conjecture (TRMC). Here we extend our results, and show that they imply a
generalization of this conjecture, the Mixed Toric Residue Mirror Conjecture (MTRMC), which is also
due to Batyrev and Materov [3].
Roughly, these conjectures state that the generating function of certain intersection numbers of a
sequence of toric varieties converges to a rational function, which can be obtained as a ﬁnite residue
sum on a single toric variety. We ﬁrst recall the TRMC in some detail. We start with an integral convex
polytope B in a d-dimensional real vector space t endowed with a lattice of full rank tZ; we assume
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that the polytope contains the origin in its interior. Let the sequence B = [1, 2, . . . , n] be the set of
vertices of this polytope, ordered in an arbitrary fashion. One can associate a d-dimensional polarized
toric variety (V B, LB) to this data in the standard fashion [16].
There is another way to obtain toric varieties from this data, which generalizes the mirror duality of
polytopes introduced by Batyrev [1]. Consider the sequence A= [1, 2, . . . , n], which is the Gale dual
ofB (cf. Section 1.3 for the construction). This is a sequence of integral vectors in the dual a∗ of a certain
r=n−d-dimensional vector space a, which is also endowed with a lattice of full rank: aZ; in this setup the
sequence A spans a strictly convex cone Cone(A). The simplicial cones generated by A divide Cone(A)
into open chambers. Each chamber corresponds to a d-dimensional orbifold toric variety VA(c) (cf. [8]).
An integral element  ∈ a∗ speciﬁes an orbi-line-bundle L over this variety; denote the ﬁrst Chern class
of L by () ∈ H 2(VA(c),Q). For the purposes of this introduction we assume that this correspondence
induces the linear isomorphisms
a∗H 2(VA(c),R) and aH2(VA(c),R).
Now pick a chamber c which contains the vector  =∑ni=1i in its closure:  ∈ c¯. To each element
 ∈ aZ, one can associate a moduli space MP, the so-called Morrison–Plesser space (cf. [12]), which is
a compactiﬁcation of the space of those maps from the projective line to the variety VA(c) under which
the image of the fundamental class is :
{m : P1 → VA(c);m∗([P1]) = }.
The varieties MP are toric, and such that, again, to each integral element  ∈ a∗ one can associate a line
bundle L on MP; again we denote the corresponding Chern class in H 2(MP) by (). The space MP
is deﬁned to be empty, unless 〈, 〉0 for every  ∈ c. The set of vectors satisfying this condition forms
a cone in a, which we denote by c¯⊥; this cone is called the polar cone of c.
The construction also provides a Poincare dual class
K ∈ H 2(dim MP−d)(MP,Q)
to the subspace of MP of those maps which land in a generic zero-sectionY of the line bundle L. When
VA(c) is smooth, then Y is a Calabi–Yau manifold.
To probe the class K, we ﬁx a homogeneous polynomial P(x1, . . . , xn) of degree d in n variables,
and consider the intersection numbers∫
MP
P((1), . . . , (n))K,
which are to be interpreted as analogs of numbers of rational curves in Y subject to certain conditions
speciﬁed by the polynomial P.
Now let z1, . . . , zn ∈ C∗, and form the Laurent series
∑
∈aZ
∫
MP
P((1), . . . , (n))K
n∏
i=1
z
〈i ,〉
i . (0.1)
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The statement of the conjecture is that this series converges in a certain domain of (C∗)n depending
on the chamber c, and the limit is a rational function of the parameters z1, . . . , zn, which is given by a
toric residue on the polarized toric variety (V B, LB). This limiting function does not depend on which
chamber c with  ∈ c¯ we picked.
Toric residues for polarized toric varieties were introduced by Cox [7]. Under appropriate conditions,
a polarized toric variety (V , L) of dimension d, and a generic (d + 1)-tuple of homogeneous functions
f(z) = (f0, f1, . . . , fd) in H 0(L, V ) deﬁnes a residue functional on the homogeneous ring
Q −→ TorResf(z)Q.
This functional vanishes on the ideal generated by f(z), and depends rationally on f(z) and Q. In our case,
by deﬁnition, the space of sections H 0(LB, V B) of the polarizing line bundle LB is spanned by {e;  ∈
B∩ tZ}, where e is a character of the torus t∗/t∗Z. In particular, the section f0 =1−
∑n
i=1ziei and the d
sections {∑ni=1〈a, i〉ziei ; a ∈ a}, where a is an integral unimodular basis of t∗, generate an appropriate
ideal if the parameters z1, . . . , zn are sufﬁciently generic. For Q we take the element P(z1e1, . . . , znen)
of degree d of the homogeneous ring. Then the TRMC may be more precisely formulated as follows:
the rational function of the parameters zi obtained as the toric residue TorResf(z)P (z1e1, . . . , znen)
may be expanded in a domain of (C∗)n depending on the chamber c, and the resulting Laurent series is
given by (0.1).
In [16] we gave a proof of this conjecture. The central result to which we reduce the proof of TRMC
is a statement about the topology of toric varieties: Let U(A) be the complement of the complexiﬁed
hyperplane arrangement in a⊗RC induced by the sequenceA. Note that the map  : a∗ → H 2(VA(c),R),
deﬁned above, may be extended multiplicatively to a map from the space of polynomials on a to the
even cohomology ring of VA(c). We show that a certain compact real algebraic cycle Z() ⊂ U(A) of
dimension r, depending on a parameter  ∈ c, computes the intersection ring of the toric variety VA(c) in
the following sense. For a polynomial Q of degree d on a, we have∫
VA(c)
(Q) =
∫
Z()
Q dvol∏n
i=1i
,
where dvol is the complexiﬁcation of the volume form on a induced by aZ. The cycle Z() is given by
the following real algebraic equations:
Z() =
{
u ∈ U(A);
n∏
i=1
|i(u)|〈i ,〉 = e〈,〉 for all  ∈ aZ
}
.
The proof of this result given in [16] uses a degeneration technique related to the so-called tropical
geometry [17,13]. We will demonstrate the argument in a simple example (cf. Example 1).
TheMixedTRMC is a similar naive rational curve counting formula for higher codimensional complete
intersections in toric varieties. Here we start with a partition {D1, . . . , Dl} of the index set {1, . . . , n}
of the sequence A, which satisﬁes the following condition: there exists a chamber c of A such that
the vectors s = ∑i∈Dsi , s = 1, . . . , l are in the closure of c. Again, a common smooth generic
intersection of zero-sections of the line bundles Ls , s = 1, . . . , l, is a Calabi–Yau submanifold
in VA(c).
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Batyrev and Materov [3] formulate their conjecture, the MTRMC, for so-called nef-partitions; this
notion is a reformulation of the condition we described above.
The structure of the conjectured formula in the mixed case is similar to that of the TRMC. We form a
series of the form of (0.1) with a suitably adjusted class K (see (2.15) and (3.5)). Again we need to show
that this series converges to a rational function which may be expressed as a toric residue. In this case,
the toric residue corresponds the so-called Cayley polytope instead of the polytope B (cf. [3]). This is
a polytope of dimension greater than d; it is constructed from B and the data of a “nef”-partition.
The deﬁnitions of the series involved in the Batyrev–Materov conjectures are given by expansions of
rational functions, and are relatively simple. It is unclear how to extend our approach to the computation of
the Givental J-series [9]. The conjectures of Batyrev–Materov do, however, provide another contribution
to the mirror symmetry phenomena.
In this paper, we present a proof of this conjecture. We show, that the MTRMC can again be reduced to
our integration formula for toric varieties. Besides this reduction, the paper contains several improvements
over [16]. These include
• a more invariant deﬁnition of the relevant maps in our construction, which does not rely on the choice
of a special Z-basis of aZ (cf. (2.3))
• a more natural and less restrictive condition of regularity on the element , which guarantees our
statements on Z(); we call this condition ﬂag-regularity (cf. Deﬁnitions 2.3, 2.7)
• a more general and simpler Laurent expansion formula which is valid for any chosen basis of aZ (cf.
Proposition 2.8).
Now we review the contents of the paper. In Section 1 we recall the deﬁnition of the toric residue and
describe a localized formula for it. We apply the idea from [16], which allows us to write the localized
formula as a sum of the values of a rational function on a over the ﬁnite set of solutions of a system
of binomial equations. Each of the equations has the form
∏n
i=1
	i
i = t , where 	i ∈ Z for i = 1, . . . , n,
and t is a complex parameter. In Section 2 we review the main results of [16] with the improvements
described above. Finally, in Section 3, we turn to the proof of the MTRMC of Batyrev and Materov. We
start by translating the Cayley construction into the Gale dual language of the sequence A. This means
the following: we add one dimension to the space a. We denote the extra coordinate on a by t. Next we
replace A with the new collection formed by the vectors [i , 0], i = 1, . . . , n together with l new vectors
[−k, t], k = 1, . . . , l. Applying our results from the previous section to this augmented sequence, we
quickly arrive at the proof of the conjecture.
We end the paper with an appendix, where we justify our use of the local formula, Proposition 1.2,
for the toric residue in the mixed case. Here this is rather important, since our toric residue is taken in
the Cayley toric variety corresponding to the Cayley polytope, but the deformation parameters vary in a
smaller-dimensional space. As a result, we cannot claim to be taking generic values of the parameters.
This makes checking the conditions of the Propositions more difﬁcult. It is necessary to justify why on
the particular subset the assumptions hold. In fact, we compute the exact domain of the parameter space
where the conditions hold.
We would like to note that, just as our previous result in [16], we do not need reﬂexivity. Our formula
holds in much greater generality.
We were informed that a few months earlier Kalle Karu [11] has given a proof of this conjecture using
different methods.
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1. Local formula for the toric residue
1.1. Notation and data
LetV be a ﬁnite-dimensional real vector space of dimension d+1 and denote byVC its complexiﬁcation.
Assume that V is endowed with an integral structure, i.e. with a lattice VZ of full rank. Then denote by
TC(V ) the complexiﬁed torus VC/VZ, and by V ∗Z the set of linear forms on V which assume integral
values on VZ. Thus
V ∗Z = {a ∈ V ∗; 〈a, 
〉 ∈ Z for all 
 ∈ VZ}.
For each vector 
 ∈ VZ, denote by e
 the function e2i
 on V ∗C , which may also be considered as a function
on TC(V ∗).
Further, ﬁx a primitive element g ∈ V ∗Z and a sequence M = [
1, 
2, . . . , 
n] of vectors of the lattice
VZ, which generate VZ over Z, and satisfy 〈g, 
i〉=1, i =1, . . . , n. ThusM is a sequence of vectors in an
afﬁne subspace of V of codimension 1. Let C = C(M) ⊂ V be the acute d + 1-dimensional polyhedral
cone generated byM: C =∑ni=1R+
i . The convex hull (M) of the elements ofM is a convex polytope
of dimension d, which serves as the base of the cone C. The faces of the polyhedral cone C are polyhedral
sub-cones of C which have dimensions running from 0 to d + 1. Thus, under our convention, the cone C
itself is a face.
Introduce the algebra S(C) with basis given by the functions e
, 
 ∈ VZ ∩ C. This algebra is graded:
S(C) =
∞⊕
k=1
Sk(C) with Sk(C) =
⊕
Ce
, 
 ∈ VZ ∩ C, 〈g, 
〉 = k.
This algebra has a natural ideal I (C)=⊕∞k=1I k(C), the so-called dualizing ideal, which is generated by
the elements e
 with 
 in the interior of the cone C.
The ﬁnitely generated algebra S(C) deﬁnes an afﬁne variety Aff(C)=Spec(S(C)) of dimension d+1.
A point in Aff(C) is a character x of S(C), i.e. a ring homomorphism x : S(C) → C; we will write e
(x)
instead of x(e
) and we will use the notation xi for e
i (x), i = 1, . . . , n. The variety Aff(C) is a closed
cone, and it contains TC(V ∗) as a Zariski open subset. Indeed, there is a one-to-one correspondence
between points of TC(V ∗) and characters x of S(C) such that xi = 0 for all i = 1, 2, . . . , n.
The graded algebra S(C) deﬁnes a projective toric variety Tvarg(C) of complex dimension d, together
with an ample line bundle L → Tvarg(C). Every element f ∈ Sk(C) deﬁnes a section of the line
bundle Lk; we will denote this section by the same symbol f. Each such section deﬁnes an hypersurface
in Tvarg(C) via its set of zeros. Denote by H the subspace of V orthogonal to our grading vector g, with
latticeHZ=H ∩VZ. ThenH ∗ is identiﬁed with V ∗/Rg and the complexiﬁed torus TC(H ∗)=TC(V ∗)/C∗
is naturally embedded in Tvarg(C) as a Zariski open subset.
We choose a primitive element  ∈ VZ in the interior of C, and denote by l its degree: l = 〈g, 〉.
Denote by t the quotient V/R endowed with the lattice which is the image of VZ in this quotient. Then
t∗ is naturally embedded in V ∗ as the subspace orthogonal to . We also have t∗Z = V ∗Z ∩ t∗.
Introduce the auxiliary vector space g =⊕ni=1Ri endowed with the lattice gZ =⊕ni=1Zi . Let
 : g → t= V/R be the surjective map which sends i to the image of 
i modulo R. We introduce the
notation i for these image vectors (
i); thus we have a sequence of vectors
B= [1, . . . , n] ⊂ t.
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The elements of this sequence generate tZ over Z. Note that the natural inclusion t∗ ↪→ V ∗ induces the
inclusion TC(t∗) ↪→ TC(V ∗). We make the obvious observation that
if w ∈ t∗, then 〈i , w〉 = 〈
i , w〉 and ei (w) = e
i (w), i = 1, . . . , n. (1.1)
Denote by a the kernel of the map , endowed as usual by the integral structure inherited from g; then
we have the sequence
0 → a → g → t → 0, (1.2)
which is exact over Z.
Considering the map g → V , which, similarly to , associates 
i to i , and denoting its kernel by W,
we can arrange our real vector spaces in the following diagram:
(1.3)
Each of the vector spaces is endowed with an integral structure and the exact sequences which appear on
the diagram are exact over Z as well. The vector sequences we have introduced so far are 
i ∈ V, i ∈
t, i ∈ g, i = 1, . . . , n.
Note that if  =∑ni=1ri
i , we can write
a= W ⊕ R
n∑
i=1
rii .
Lemma 1.1. Consider the mapH → twhich is obtained by composing two arrows on the diagram (1.3).
This map induces covering maps
TC(H) → TC(t) and TC(t∗) → TC(H ∗)
of order l.
Proof. This follows from the dual fact that the image of the vector  under the linear functional g
is l. 
1.2. The toric residue
Let z = (z1, z2, . . . , zn) be a generic vector in Cn, and introduce the element
fz =
n∑
i=1
zie
i ∈ S1(C).
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Considered as a section of the polarizing line bundle L over Tvarg(C), it deﬁnes a hypersurface {fz=0} ⊂
Tvarg(C) varying with z. For each a ∈ V ∗, we consider the derivative
fz,a =
n∑
i=1
zi〈a, 
i〉e
i
of the function fz in the direction of the vector a ∈ V ∗. Again the functions fz,a are elements of S1(C).
Observe that fz,g = fz.
Next, we choose a Z-basis [a1, . . . , ad ] of t∗Z; these induce d + 1 sectionsfz,0, fz,1, . . . , fz,d of L:
fz,0 = fz and fz,j = fz,aj , j = 1, . . . , d.
Now consider the following conditions:
{x ∈ Tvarg(C); fz,j (x) = 0, j = 0, . . . , d} = ∅; (1.4)
{x ∈ Tvarg(C); fz,j (x) = 0, j = 1, . . . , d}\TC(H ∗) = ∅. (1.5)
The ﬁrst says the hyper-surfaces {fz,j = 0}, j = 0, 1, . . . , d, are in generic position, and the second that
the last d intersect inside the complexiﬁed torus of Tvarg(C). Note that the ﬁrst condition does not depend
on our basis, while the second depends only on the choice of the vector . Indeed, we could write the two
conditions as
{x ∈ Tvarg(C); fz,a(x) = 0 for a ∈ V ∗} = ∅;
{x ∈ Tvarg(C); fz,a(x) = 0 for 〈a, 〉 = 0}\TC(H ∗) = ∅.
Denote byI(z) the S(C)-ideal generated by f(z)={fz,j , j = 0, . . . , d}. According to [5], if condition
(1.4) is fulﬁlled, then the codimension ofI(z)∩I d+1(C) in I d+1(C) is exactly 1, and there is a canonical
functional deﬁned by Cox [7]:
TorResf(z) : I d+1(C) −→ C
called the toric residue, which vanishes on I(z) ∩ I d+1(C).
Now, following [3, Proposition 2.6], we describe a local formula for this toric residue. For z ∈ (C∗)n
introduce the set
Crit(t∗, z) = {x ∈ TC(H ∗); fz,j (x) = 0, j = 1, . . . , d}.
Note that if (1.5) holds, then this set coincides with
{x ∈ Tvarg(C); fz,j (x) = 0, j = 1, . . . , d}
and that if (1.4) holds then Crit(t∗, z) is ﬁnite. We will need a variant of Crit(t∗, z):
C˜rit(t∗, z) = {w ∈ TC(t∗); fz,j (w) = 0, j = 1, . . . , d},
which is the inverse image of Crit(t∗, z) ⊂ TC(H ∗) in the covering group TC(t∗). According to Lemma
1.1, this set is an l-fold covering of Crit(t∗, z).
Now consider the second derivatives of the function fz:
fz,jk =
n∑
i=1
zi〈ak, 
i〉〈aj , 
i〉e
i , j, k = 1, . . . , d (1.6)
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and let
Hessz,t∗ = det(fz,jk)j,k1 (1.7)
be the determinant of the matrix formed by these second derivatives. Then Hessz,t∗ is an element of
Sd(C), which depends on t∗ and z only, and the product fz Hessz,t∗ is an element of Sd+1(C).
Consider the following non-degeneracy condition:
Hessz,t∗(x) = 0 for each x ∈ Crit(t∗, z). (1.8)
Now we can formulate the localization theorem for toric residue:
Proposition 1.2. Let Q ∈ I d+1(C), and assume that t∗ and z ∈ Cn are such that conditions (1.4),
(1.5) and (1.8) hold. Then Q/(fz Hessz,t∗) is a meromorphic function on Tvarg(C), whose poles avoid
Crit(t∗, z), and we have
TorResf(z)Q = l
∑
w∈C˜rit(t∗,z)
Q(w)
fz(w)Hessz,t∗(w)
. (1.9)
This statement is almost identical to [3, Proposition2.6], and its proof quickly follows, for example, from
[6, Theorem 3.2]. The factor l appears for the following reason: on the one hand, the basis [g, a1, . . . , ad ]
is not a Z-basis of V ∗Z , but a basis which spans a parallelepiped with volume l in V ∗Z ; this changes the
Hessian by a factor of (l)2. On the other hand, we replaced the set Crit(t∗, z) by its l-fold cover in the
formula, and this gives us a factor of l−1 .
In Propositions A.5 and A.6 of the appendix, we will describe a set Z of elements z ∈ Cn such that
conditions (1.4), (1.5) and (1.8) hold for z ∈ Z.
1.3. Gale duality
Now we turn to the description of the set Crit(t∗, z), which is a key point of our work. The situation is
similar to that in our article [16].
Consider the exact sequence (1.2). Denote by i ∈ a∗ the restriction of the coordinate function i on
g to a. Let A be the sequence
A := [1, 2, . . . , n].
Then the sequence A is deﬁned to be Gale dual of the sequence B.
Observe that the convex hull of the vectors in B contains the origin in its interior, and as a result,
the vectors of the Gale dual sequence A lie in an open half-space of a∗. We called such a sequence A
projective in [16].
An element u of a is written u =∑ni=1i(u)i and for every u ∈ a, we have
n∑
i=1
i(u)
i ∈ R.
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The sequence A deﬁnes a hyperplane arrangement in aC and we denote by U(A) the complement of
this hyperplane arrangement:
U(A) = {u ∈ aC; (u) = 0 for all  ∈ A}.
For  ∈ aZ, we introduce the rational functions
p(u) =
n∏
i=1
i(u)
〈i ,〉 and z =
n∏
i=1
z
〈i ,〉
i . (1.10)
on aC and (C∗)n, respectively.
Now, similarly to [16], we parameterize the set C˜rit(t∗, z) ⊂ TC(t∗) by a ﬁnite subset O(z,A) in aC.
Deﬁnition 1.1. For z ∈ (C∗)n deﬁne the set
O(z,A) := {u ∈ U(A);p(u) = z for all  ∈ aZ}.
Lemma 1.3. If u ∈ O(z,A), then there exists a unique element w ∈ C˜rit(t∗, z) such that
ziei (w) = i(u) for i = 1, . . . , n. (1.11)
This correspondence between O(z,A) to C˜rit(t∗, z) is bijective.
Proof. If w is in C˜rit(t∗, z), then fz,a(w) = 0 for all a ∈ t∗. Explicitly,
n∑
i=1
zi〈a, i〉ei (w) = 0 for all a ∈ t∗.
Thus
n∑
i=1
ziei (w)i = 0.
By deﬁnition of Gale duality, this condition means that there exists u ∈ aC such that ziei (w)= i(u).
We thus have associated to w ∈ C˜rit(t∗, z) an element u ∈ a. If none of the coordinates zi of z vanishes,
then i(u) = 0 for i = 1, . . . , n, and, consequently, u ∈ U(A).
Now consider the point u associated to w this way, and let  =∑ni=1nii be an element in aZ, i.e.∑n
i=1ni
i ∈ R. Then
n∏
i=1
i(u)
ni =
n∏
i=1
z
ni
i e
∑n
i=1nii (w) = z,
since w ∈ TC(t∗). Thus we obtain that the equation p(u) = z holds for all  ∈ aZ, i.e. u ∈ O(z,A).
Conversely, if u ∈ O(z,A), then, as shown in [16, Lemma 4.3], we can ﬁnd w ∈ TC(t∗) such that
ziei (w) = i(u); this element w is in C˜rit(t∗, z). 
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Now we turn to (1.9); our next step is to express the values fz(w) and Hessz,t∗(w) for w ∈ C˜rit(t∗, z)
as values of certain functions on aC evaluated at the corresponding point u. Introduce the polynomial G
on aC:
G(u) =
∑
	
volB(	)2
∏
j /∈	
j (u), (1.12)
where 	 runs over the subsets of cardinality d of the set {1, 2, . . . , n}. In this equation the volume volB(	)
is the volume of the parallelepiped
∑
j∈	[0, 1]j in t. In particular, in the sum in (1.12) only those subsets
	will contribute for which the vectors {j , j ∈ 	} are linearly independent. Incidentally, these are exactly
the subsets for which the vectors {j , j /∈ 	} are linearly independent (cf. [16, Proposition 1.2]).
We will denote by w(u) the point of C˜rit(t∗, z) associated to a point u ∈ O(z,A), i.e. when w and u
are related by (1.11).
Lemma 1.4. If w = w(u), then
fz(w(u)) =
n∑
i=1
i(u),
Hessz,t∗(w(u)) = G(u).
Proof. The ﬁrst formula follows immediately from the deﬁnition of fz =∑ni=1zie
i and Eq. (1.11). The
second formula is proved in [16, Proposition 4.5]. 
We introduce the notation A =∑ni=1i ∈ a∗.
Proposition 1.5. Let P be a homogeneous polynomial of degree d − l + 1 in n variables;
then eP(z1e
1, . . . , zne
n) is an element of I d+1(C). If  ∈ V ∗Z and z ∈ Cn satisfy conditions (1.4),(1.5) and (1.8), then
TorResf(z) eP(z1e
1, . . . , zne
n) = l
∑
u∈O(z,A)
P (1(u), . . . , n(u))
A(u)G(u)
. (1.13)
Proof. Using Proposition 1.2 and (1.1), we may write
TorResf(z) eP(z1e
1, . . . , zne
n) = l
∑
w∈C˜rit(t∗,z)
e(w)P (z1e1(w), . . . , znen(w))
fz(w)Hessz,t∗(w)
.
Note that the character e is identically 1 on TC(t∗), thus Lemma 1.4 implies the proposition. 
2. Summary of our earlier results
2.1. Flags and iterated residues
Our goal in this section is to develop a Laurent-type expansion for the functions of the complex variable
z = (z1, . . . , zn), which appear on the right-hand side of (1.13). These are essentially results of [16], but
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the exposition is improved here. In particular, we present an invariant formalism, which avoids the choice
of a special (c-positive) basis of aZ. We also introduce a more precise notion of regularity of our target
vector .
We maintain some of the notation of the previous section. Thus we have an exact sequence
0 −→ a −→ g −→ t −→ 0
of real vector spaces of dimensions r, n and d; thus n− d = r . The space g has a ﬁxed basis (1, . . . ,n),
and we have three lattices
gZ =
n⊕
i=1
Zi , tZ = (gZ), aZ = ker(|gZ).
This construction gives rise to the Gale dual sequences of vectors
A= [1, . . . , n] ⊂ a∗Z, B= [1, . . . , n] ⊂ tZ.
Denote byCA[a] the graded linear space of rational functions on aC whose denominators are products of
powers of elements ofA. The functions in CA[a] are regular on U(A), the complement of the hyperplane
arrangement induced by A. Recall that for each  ∈ aZ, we deﬁned a rational function p ∈ CA[a] in
(1.10) of homogeneous degree 〈A, 〉, where A =∑ni=1i .
We ﬁx an orientation of a, and choose an oriented Z-basis  = [1, . . . , r ] of aZ. We denote by dvol
the holomorphic r-form d1 ∧ d2 ∧ · · · ∧ dr on aC, where [1, . . . , r ] ⊂ a∗ is the basis dual to . This
form depends only on the orientation and the integral structure of a, and not on the choice of the basis .
Introduce the notation pj = pj and qj = zj , and deﬁne the maps
p = (p1, p2, . . . , pr) : U(A) → (C∗)r (2.1)
and
q = (q1, q2, . . . , qr) : (C∗)n → (C∗)r .
The map p plays a central role in our investigations. We will need a formula [16, Proposition 4.5] for
the Jacobian of this map:
Lemma 2.1. We have the equality of meromorphic r forms on U(A):
dp1
p1
∧ dp2
p2
∧ · · · ∧ dpr
pr
= G(u) dvol∏n
i=1i(u)
, (2.2)
where the function G(u) is deﬁned in (1.12).
There is, in fact, a more invariant way to describe the map p. Let p : U(A) → TC(a∗) be the
equidimensional map given by the formula
p(u) = 1
2
√−1
n∑
i=1
log(i(u))i .
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The map formally depends on the branch of the logarithm one chooses, however, this choice is immaterial
in the quotient TC(a∗) = a∗C/a∗Z.
Similarly let q : (C∗)n → TC(a∗) be the map given by the formula
q(z) = 1
2
√−1
n∑
i=1
log(zi)i .
If  ∈ aZ, then e(p(u)) = p(u) and e(q(z)) = z. Thus the set O(z,A) (see Deﬁnition 1.1) may be
given as the set of solutions of the equation on U(A):
O(z,A) = {u ∈ U(A);p(u) = q(z)};
one can also write O(z,A) = p−1(q(z)).
Using the Z-basis  = [1, . . . , r ] of aZ, we identify TC(a∗) with (C∗)r via the map (e1, . . . , er ).
After this identiﬁcation, the map p is the map p and q is the map q. We collected the maps we will use
in the following diagram:
(2.3)
•  The map from U(A) to (C∗)n is given by u → (1(u), . . . , n(u)); it is the restriction of the map 
in (1.2);
• Im′ is the map w → −Re(2√−1w) from a∗C/a∗Z to a∗;•  : (z1, . . . , zn) → −∑ni=1 log |zi |i ;• (u) = ((u)) = Im′(p(u)) = −∑ni=1 log(|i(u)|)i(u).
The following statement is straightforward:
Lemma 2.2. The maps  and Im′ are proper.
To formulate our expansion formula, we need some preparations. We introduce the following notions
from [16]. LetFL(A) be the ﬁnite set of ﬂags
F = [F0 = {0} ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fr−1 ⊂ Fr = a∗], where dim Fj = j ,
such that the ﬁnite sequenceA∩Fj spans Fj for each j = 1, . . . , r . For each F ∈ FL(A), we choose an
ordered basis (F1 , F2 , . . . , Fr ) of a∗, which is unimodular with respect to the volume form dvol on a, and
which is such that Fj =⊕jk=1RFk . If F is ﬁxed, then we will use the simpliﬁed notation uj = 〈Fj , u〉,
j = 1, . . . , r . We call the functionals uj , j = 1, . . . , r , coordinates adapted to F.
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Now let F ∈ FL(A), and let N be a positive real number. Deﬁne the open subset U(F,N) of aC by
U(F,N) = {u ∈ aC; 0<N |uj |< |uj+1|, j = 1, 2, . . . , r − 1}.
We make the following simple observations:
Lemma 2.3. (1) If N is sufﬁciently large, then the sets {U(F,N);F ∈ FL(A)} are disjoint, moreover,
for each F ∈ FL(A), U(F,N) ⊂ U(A), and the linear form A=∑ni=1i does not vanish on U(F,N).
(2) The set U(F,N) is invariant under the scaling u → etu.
(3) If N2 >N1, then U(F,N2) ⊂ U(F,N1).
(4) For N sufﬁciently large, U(F,N) is isomorphic to the product of C∗ with r − 1 small punctured
disks. Choose a sequence of real numbers  : 0< 1>2> · · ·>r , where > means N< . Then the
embedded torus
TF () = {u ∈ aC; |uj | = j , j = 1, . . . , r} ⊂ U(F,N) (2.4)
oriented by the form d arg u1 ∧ · · · ∧ d arg ur , represents a generator of Hr(U(F,N),Z).
Deﬁnition 2.1. Let F ∈ FL(A), and choose N large enough in order to have U(F,N) ⊂ U(A). We
denote by h(F ) the homology class in Hr(U(A),Z) of the oriented compact torus TF ().
If  is a holomorphic r-form on U(F,N), then it is closed. Thus we can write
∫
h(F )
 for the integral∫
TF ()
, since it only depends on the homology class h(F ) of the cycle TF ().
If=(u) dvol, where  ∈ CA[a], then 1
(2
√−1)r
∫
h(F )
(u) dvol coincides with the iterated residue of
with the respect to F [14]. This is deﬁned as follows: write  as a rational function F of the coordinates
uj and deﬁne the iterated residue as
Res
F
() = Res
ur=0
dur Res
ur−1=0
· · · Res
u1=0
du1 F (u1, u2, . . . , ur), (2.5)
where each residue is taken assuming that the variables with higher indices have a ﬁxed, non-zero value.
Let F ∈ FL(A) be a ﬂag. Introduce the vectors
Fj =
∑
{i; i = 1, . . . , n, i ∈ Fj }, j = 1, . . . , r .
Note that Fr is independent of F and equals A =
∑n
i=1i .
Deﬁnition 2.2. • We say that a ﬂag F ∈ FL(A) is proper if the vectors Fj , j = 1, . . . , r , are linearly
independent.
• Assuming F is proper, deﬁne the sign 	(F ) = ±1 depending on whether the sequence [F1 , . . . , Fr ]
is positively oriented or not.
• For a ﬂag F ∈ FL(A), introduce the non-acute cone s(F,A) generated by the non-negative linear
combinations of the elements {Fj , j = 1, . . . , r − 1} and the line RA:
s(F,A) =
r−1∑
j=1
R0Fj + RA.
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• For  ∈ a∗ denote byFL(A, ) the set of ﬂags F ∈ FL(A) such that  ∈ s(F,A).
Remark 2.1. Note that for any t ∈ R, we haveFL(A, ) =FL(A,  + tA).
In [16], we introduced the notion of -regularity for a vector  ∈ a∗. In the present paper we replace it
with a less restrictive notion of being removed from the boundary inside the cones s(F,A),F ∈ FL(A, ).
Deﬁnition 2.3. We deﬁne a vector  ∈ a∗ to be FL(A)-regular if for any ﬂag F ∈ FL(A, ) the ﬁrst
r − 1 coefﬁcients, m1, . . . , mr−1, in any linear expression
 = m1F1 + · · · + mr−1Fr−1 + mrFr
do not vanish. Given a positive number , we will call FL(A)-regular if in any such linear expression
we have min1j  r−1mj > . We denote by a∗[] the subset ofFL(A)-regular elements of a∗.
Remark 2.2. (1) Note that in the deﬁnition, F ∈ FL(A, ) implies that mj 0, j = 1, . . . , r
(2) It is easy to see that if  is aFL(A)-regular element of a∗, then every ﬂag F ∈ FL(A, ) is proper.
(3) If  is aFL(A)-regular, then for any t ∈ R, the element  + tA is alsoFL(A)-regular.
(4) The set a∗[] is a disjoint union of open cones in a∗. It occupies “most” of the vector space a∗, in the
sense that the intersection of its complement with a generic afﬁne line L ⊂ a∗ is bounded.
Consider the maps on the diagram (2.3). For  ∈ a∗, deﬁne the set
Z() =
{
u ∈ U(A);
n∑
i=1
log |i(u)|i = −
}
. (2.6)
Observe that
Z() = −1() = (Im′ ◦ p)−1() = ( ◦ )−1().
Choosing an oriented Z-basis = [1, . . . , r ] of aZ, we can present the set Z() as the set of common
solutions of the r analytic equations on U(A):
Z() = {|pj (u)| = e−〈,j 〉; j = 1, . . . , r};
thus Z() is the inverse image of the product of r circles under the map p : U(A) → TC(a∗) = (C∗)r .
In particular, Z() is a real analytic subvariety of U(A). The form d argp1 ∧ ... ∧ d argpr deﬁnes an
orientation of Z(); this orientation depends only on the orientation of a and not on the particular basis
oriented  we picked.
Example 1. Consider the case d = r = 2, n = 4, a = R2, aZ = Z2, with coordinates x, y. Let A =
(y, x + y, y, x). Then = 2x + 3y, and  is in the interior of the chamber {mx + ny; 0<m<n}, which
corresponds to the Hirzebruch surface, the blow-up of P2 at one point. Pick the vector = (log )(x+2y)
in this chamber, where  is a small positive constant. Then the equations deﬁning Z() read as
|x(x + y)| = , |y2(x + y)| = 2. (2.7)
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With these preparations, we are ready to formulate the main results of [16]. They were proved assuming
the notion of -regularity for a vector  ∈ a∗ in the strong sense of Deﬁnition 2.2 of [16]. It is easy to
see, however, that the results, as well as the proofs of [16] remain true under the weaker assumption of
FL(A)-regularity.
Deﬁnition 2.4. We say that a continuous map p˜ : U → V is proper to an open subset V ′ ⊂ V if for
every compact K ⊂ V ′ the inverse image p˜−1(K) is compact.
Theorem 2.4. (1) For any sufﬁciently large N > 0 and any proper ﬂag F ∈ FL(A), the holomorphic
map p, restricted to U(F,N) is non-singular [16, Section 5.3].
(2) For  sufﬁciently large, the map : U(A) → a∗ is proper to the set a∗[] ofFL(A)-regular vectors
in a∗.
(3) Given N > 0, there is > 0 such that if  ∈ a∗[] then
Z() ⊂
⋃
F∈FL(A,)
U(F,N). (2.8)
It will be convenient to make the following:
Deﬁnition 2.5. Fix N sufﬁciently large to satisfy the conditions of Lemma 2.3(1) and Theorem 2.4(1),
and let  be such that it satisfy the conditions of Theorem 2.4(2) and also statement (3) of the same
theorem with respect to N. Then we will call the pair of positive constants (N, ) sufﬁcient.
Let us point out some corollaries of the theorem.
Corollary 2.5. (1) The map p is proper to the set Im′−1(a∗[]). Similarly, the map p is proper to the set
of vectors of the form
{(q1, . . . , qr); |qj | = e−〈,j 〉, j = 1, . . . , r for some  ∈ a∗[]}.
(2) For sufﬁcient (, N) and any z ∈ (C∗)n such that (z) ∈ a∗[], the set O(z,A) is ﬁnite, and has thefollowing decomposition into a disjoint union:
O(z,A) =
⋃
{O(z,A) ∩ U(F,N);F ∈ FL(A,(z))}.
(3) For sufﬁcient (N, ) and any  ∈ a∗[], the cycle Z() is smooth and compact in U(A).
The ﬁrst statement follows from Lemma 2.2 and Theorem 2.4. To prove the second statement, recall
that
• O(z,A) = p−1(q(z)),
• for  ∈ a∗[] every ﬂag inFL(A, ) is proper, and
• Im′−1(a∗[]) = q(−1(a∗[])).
Thus, we representedO(z,A) as the inverse image of a point under a proper non-singular equidimensional
map. This implies that O(z,A) is ﬁnite. The second part of statement (2) follows from Theorem 2.4(3).
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Finally, Statement (3) of Corollary 2.5 follows from a similar argument, sinceZ() is the inverse image
of a smooth torus under p.
Remark 2.3. We would like to emphasize that, in general, the map p is not proper on the whole of U(A),
and this is why the homology class of the cycle Z() may vary with .
Once we know that the cycle Z() is compact and smooth in U(A), it is natural to try to compute
its homology class in Hr(U(A),Z). The method of this computation relies on a degeneration technique,
which is known as tropical geometry [17,13]. Let us explain this on our Example 1. We consider (2.7),
let the parameter  be sufﬁciently small, and introduce the tropical ansatz
|x| = a, |y| = b, |x + y| = c.
Then Eq. (2.7) imply the equalities
a + c = 1,
2b + c = 2. (2.9)
These, naturally, do not determine a, b and c, but we observe that for small enough , if |x+y| is very small
compared to |x|, then |x| and |y| should be rather close. These gives us the following three possibilities:
(1) c >a, b, which implies a ∼ b,
(2) b>a, c, which implies a ∼ c,
(3) a > c, b, which implies c ∼ b.
Here by >, we mean signiﬁcantly greater, and by ∼ we mean very close. Now we can go back to our
system (2.9), and solve them under the three possible conditions a = b, a = c, or b = c, and obtain the
three solutions
(1, 1, 0), (1/2, 3/4, 1/2), (1/3, 2/3, 2/3).
However, only the second of these equations satisﬁes the corresponding inequalities. Thus we, informally,
conclude, that for  = x + 2y the cycle Z() consists of a torus which is very close to the torus {|y| =
3/4, |x| = 1/2} ⊂ C2. Integration over such a torus is equivalent to a single iterated residue:
JKc()(f ) = Res
x
Res
y
f dx dy.
The result in the general case is the following:
Theorem 2.6. For a sufﬁcient pair (N, ) and  ∈ a∗[], the homology class [Z() ∩ U(F,N)] ∈
Hr(U(A),Z) is equal to 	(F )h(F ), (cf. Deﬁnitions 2.2 and 2.1). Hence, using Theorem 2.4(3), we can
conclude that
[Z()] =
∑
F∈FL(A,)
	(F )h(F ) ∈ Hr(U(A),Z). (2.10)
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Recall that Lemma 1.3 establishes a bijection w → u between C˜rit(z) and O(z,A), and that under
this bijection the value of the function fz Hessz,t∗ at w coincides with the value of the function AG at u
(Lemma 1.4). The function A(u)G(u) does not vanish on U(F,N) provided N is sufﬁciently large and
F is a proper ﬂag. The fact that A does not vanish on U(F,N) for large N is easy and stated in Lemma
2.3. The fact that G(u) does not vanish on U(F,N) provided N is sufﬁciently large and F is proper is the
content of Proposition 5.9 [16]. Thus we obtain the following.
Corollary 2.7. Let z ∈ (C∗)n such that (z) is FL(A)-regular. Then C˜rit(z) is ﬁnite and the function
fz Hessz,t∗ does not vanish at any of the points of C˜rit(z) ⊂ Tvarg(C).
Proposition 2.8. Let (, N) be a sufﬁcient pair of constants, and let z = (z1, z2, . . . , zn) ∈ (C∗)n be
such that (z) is FL(A)-regular. Then for anyF ∈ FL(A,(z)) and any holomorphic function  on
U(F,N), we have∑
u∈O(z,A)∩U(F,N)
(u) = 	(F )
(2
√−1)r
∑
∈aZ
∫
h(F )

p
dp1
p1
∧ · · · ∧ dpr
pr
z (2.11)
and the sum is absolutely convergent on the domain −1(a∗[]).
Proof. We need two facts from complex function theory. First, recall the Laurent expansion of a func-
tion of one complex variable. Let  be an holomorphic function on an annulus 1 < |z|< 2. Then, for
1 < , |q|< 2, we have
(q) = 1
2
√−1
∑
n∈Z
∫
|y|=
(y)
yn
dy
y
qn (2.12)
and the series is uniformly and absolutely convergent on any compact subset of 1 < |q|< 2. A similar
statement holds for functions of r complex variables, which are deﬁned on a product on annuli.
The other fact is contained in the following:
Lemma 2.9. Let p˜ : U → V be a proper holomorphic map between open subsets of a complex vector
space, and let  : U → C be a holomorphic function. Then the push-forward function p˜∗ given by
p˜∗(v) =
∑
p(u)=v
(u)
is holomorphic on V.
The proof will be omitted (cf. [10, Chapter 5]). We will, in fact, apply this to our map p in a domain
where it is proper and non-singular; in this case the statement is trivial.
Now we are ready to prove the proposition. Let  ∈ a∗, and orient the torus
T̂ () = {q ∈ (C∗)r; |qj | = e−〈,j 〉, j = 1, . . . , r} ⊂ (C∗)r
in the standard fashion. According to Corollary 2.5(1), if  ∈ a∗[], then the map p = (p1, . . . , pr), even
when restricted to U(F,N), is proper to a neighborhood of T̂ ().
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Now set  = (z), and consider the function  given in the proposition. From the discussion above,
we can conclude that the function p∗ is holomorphic in a neighborhood of the torus T̂ (), and thus we
can write down the standard Laurent expansion for it:∑
n∈Zr
1
(2
√−1)r
∫
T̂ ()
p∗
y
n1
1 · · · ynrr
dy1
y1
dy2
y2
· · · dyr
yr
q
n1
1 . . . q
nr
r .
Now we pull back this equality by the map p, restricted to U(F,N). For the left-hand side we have
p∗(q(z)) =
∑
(u), u ∈ O(z,A) ∩ U(F,N).
To compute the pull-back of the right-hand side, observe that p−1 (T̂ ()) = Z(), thus using Theorem
2.10 we can conclude that this pull-back equals∑
n∈Zr
	(F )
(2
√−1)r
∫
h(F )

p
n1
1 · · ·pnrr
dp1
p1
dp2
p2
· · · dpr
pr
q
n1
1 . . . q
nr
r .
Thus we recovered the two sides of (2.11), and this completes the proof of the proposition. 
Combining Proposition 2.8 with Lemma 2.1, Corollary 2.5 and Theorem 2.6, we obtain:
Corollary 2.10. Assume that (, N) is a sufﬁcient pair of constants. Let z ∈ (C∗)n be such that (z) is
FL(A)-regular. If K is a holomorphic function deﬁned on
⋃
F∈FL(A,(z))U(F,N), then we have∑
u∈O(z,A)
K(u)
G(u)
= 1
(2
√−1)r
∑
F∈FL(A,)
	(F )
∑
∈aZ
∫
h(F )
K dvol
p
∏n
i=1i
z,
where G is deﬁned in (1.12). The series is absolutely convergent on −1(a∗[]).
2.2. Jeffrey–Kirwan residue and iterated residues
Consider our exact sequence
0 → a → g → t → 0 (2.13)
and the dual sequence
0 → t∗ → g∗ → a∗ → 0 (2.14)
which is also exact.
The sequence B is the image under  of the canonical basis {i}ni=1 of g, while the sequence A
is the image under  of the dual canonical basis {i}ni=1 of g∗. In the toric mirror residue conjecture of
Batyrev–Materov [2], two toric varietiesmake their appearance. The ﬁrst one is the toric variety associated
to the polytopeB ⊂ t obtained as the convex hull ofB. The other one VA(c) is determined by a chamber
c of the cone generated by A containing A in their closure.
Recall the deﬁnition of a chamber. Consider the cone Cone(A) ⊂ a∗ generated by the elements of
A. The subset Conesing(A) is the set of elements in Cone(A) which can be written as a positive linear
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combination of m elements ofA, with m<r . Chambers are the open polyhedral cones in a∗ which are the
connected components of Cone(A)\Conesing(A). An element  in Cone(A)\Conesing(A) will be called
A-regular; it belongs then to a unique chamber c.
Now we recall the relation between Minkowski sums of polytopes and chambers.
Deﬁnition 2.6. Let  ∈ a∗ and deﬁne the partition polytope
 = −1() ∩
n∑
i=1
R0i ,
which lies in an afﬁne subspace of g∗ parallel to t∗.
The following proposition is well-known; see [15, Lemma 3.4] for a proof.
Proposition 2.11. Let k , k = 1, . . . , l be elements in a∗. Let  =∑lk=1k . Then the partition polytope
 is the Minkowski sum of the partition polytopes k if and only the elements k are in the closure of
the same chamber c.
A chamber c determines a complete regular simplicial fan in t; the 1-dimensional faces of these fans
are among the rays R+i , i ∈ B. A cone
∑
i∈	R+i ⊂ t belongs to the fan determined by c if and only
if the cone
∑
k /∈	R+k contains the chamber c. Denote the toric variety associated to this fan by VA(c). It
is an orbifold and it can also be realized by a quotient construction (cf. [16, Section 1.2]). In particular,
each polynomial function P on a leads to a cohomology class (P ) on VA(c) via the Chern–Weil map.
Now we recall a formula from [16] for the intersection numbers on VA(c) for any chamber c. At the
end of this section, the special chambers containing A in their closure will appear.
Associated to each chamber c, there is a linear form  → JKc() on CA[a] called the Jeffrey–Kirwan
residue. This linear form vanishes on homogeneous elements of CA[a] unless its homogeneous degree is
equal to −r . We refer to [4] for the deﬁnition. Here we only recall an important observation to be used
later:
Let c¯⊥ ⊂ a be the polar cone of the chamber c:
c¯⊥ = { ∈ a; 〈, 〉0 for all  ∈ c}.
Lemma 2.12 (Szenes and Vergne [16, Proposition 3.1]). Let  ∈ aZ such that  does not belong to c¯⊥,
and let P be a polynomial on a. Then
JKc
(
P
p
∏n
i=1i
)
= 0
As explained in [16], an algebraic formula for integrating a cohomology class over VA(c) can be given
in terms of the Jeffrey–Kirwan residue. For a polynomial P on a:∫
VA(c)
(P ) = JKc
(
P∏n
i=1i
)
. (2.15)
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We recall now our construction of a concrete, compact, real-analytic cycle in U(A), such that the linear
form JKc() is simply obtained by integration of (u) dvol on this cycle.
Deﬁnition 2.7. For a ﬂag F ∈ FL(A), introduce the acute cone s+(F,A) generated by the non-negative
linear combinations of the elements {Fj , j = 1, . . . , r}
s+(F,A) =
r∑
j=1
R0Fj .
For  ∈ a∗ denote byFL+(A, ) those ﬂags inFL(A) for which  ∈ s+(F,A).
We say that  ∈ a∗ is FL(A)+-regular if  is not on the boundary of any of the cones s+(F,A),
F ∈ FL+(A, ). This means that for any ﬂag F ∈ FL+(A, ), all the coefﬁcients, m1,m2, . . . , mr , in
any linear expression
 = m1F1 + m2F2 + · · · + mr−1Fr−1 + mrFr
are non-zero.
We will write  ∈ FL(A)+ if mj > , j = 1, . . . , r , in this expression.
If  is aFL(A)+-regular element, then any ﬂag F inFL+(A, ) is proper, and the cone s+(F,A) is
a closed simplicial cone.
Lemma 2.13. (1) AnyFL(A)+-regular element  is A-regular.
(2) If  is A-regular andFL(A)-regular, then  is alsoFL(A)+-regular.
(3) If  isFL(A)-regular, then for sufﬁciently large s > 0, the element + sA is aFL(A)+-regular
element, moreoverFL(A, ) =FL+(A, sA + ).
Remark 2.4. Note that an element  which is FL(A)-regular is not usually A-regular. For example if
a∗ has basis e1, e2 and if A := [e1, e2] the singular element  = e1 isFL(A)-regular.
Proof. First of all, let us prove by induction on the dimension of a∗ that for any  in Cone(A) there exists
a proper ﬂag F such that  ∈ s+(F,A). Indeed, the point A = r is in the interior of Cone(A). Thus
there exists a face  of Cone(A) such that  belongs to the convex hull of A and of Cone(A ∩ ). Let
t0 such that ′ = − tA belongs to the cone Cone(A∩). If F ′ is a proper ﬂag for the system A∩
such that ′ ∈ s+(F ′,A ∩ ), then [F ′, a∗] is a proper ﬂag and  ∈ s+(F,A).
We now prove the ﬁrst statement. If  isA-singular, then there is a hyperplane Fr−1 spanned by vectors
of A such that  ∈ Cone(A ∩ Fr−1). We choose a ﬂag F ′ relative to the system A ∩ Fr−1 such that
 ∈ s+(F ′,A ∩ Fr−1). Then F = [F ′, a∗] belongs toFL(A),  is in s+(F,A), but the r -coefﬁcient of
 on A vanishes. This is in contradiction with the assumption that  isFL(A)+-regular.
To prove the second statement, observe that if  isFL(A)-regular but notFL(A)+-regular, then  is
in a cone spanned by the vectors Fj , j = 1, . . . , r − 1, for some ﬂag F. Clearly, these vectors are in the
cone spanned by A ∩ Fr−1. This implies that  is A-singular.
The third item is clear. 
The following theorem is proved in [16] under a stronger assumption of regularity. However the same
proof shows the following.
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Theorem 2.14 (Szenes and Vergne [16, Theorem 2.6]). Let c be any chamber of the projective sequence
A, and let  be a vector in c which isFL(A)+-regular. Then for every  ∈ CA[a]
JKc() =
∑
F∈FL+(A,)
	(F )Res
F
. (2.16)
Consider now aFL(A)-regular vector  in a∗. It follows from Lemma 2.13 that for sufﬁciently large
real s, the element sA +  is A-regular. We can thus associate to every FL(A)-regular element  a
chamber c(A, ) as the unique chamber containing sA +  for sufﬁciently large s. Clearly, when A is
not in Conesing(A), then the chamber c(A, ) is the chamber which contains A. In general the chamber
c(A, ) is a chamber containing A in its closure.
Lemma 2.13 and Theorem 2.14 have the following corollary:
Corollary 2.15. Let  ∈ CA[a] and let  beFL(A)-regular. Then
JKc(A,)() =
∑
F∈FL(A,)
	(F )Res
F
().
The following key statement easily follows from Lemma 2.13, and the discussion afterwards.
Proposition 2.16 (Szenes and Vergne [16, Proposition 6.1]). Let c be a chamber such that A is in the
closure of c, and let  ∈ c be aFL(A)-regular element. ThenFL(A, ) =FL+(A, ).
This allows us to formulate our central result in a concise fashion as follows:
Corollary 2.17. Let A= [1, . . . , n] be a projective sequence in a∗, and c be a chamber of A such that
A =∑ni=1i ∈ c¯. Then for any polynomial Q on a we have∫
VA(c)
(Q) =
∫
Z()
Q dvol∏n
i=1i
,
where VA(c) is the orbifold toric variety associated to A and c, (Q) is the class in H ∗(VA(c),R)
corresponding to Q under the Chern–Weil map,  is aFL(A)-regular vector in c and the cycle Z() is
deﬁned in (2.6).
3. The mixed mirror residue conjecture
We start with our usual data:
0 → a → g → t → 0
an exact sequence of real vector spaces of dimensions r, n, d, respectively; each vector space is endowed
with an integral structure, and the sequence is exact over the integers. The vector space g is endowed with
a basis {i , 1in}, so that
g=
n⊕
i=1
Ri , gZ =
n⊕
i=1
Zi .
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Let B= [1, 2, . . . , n] be the sequence of vectors in tZ which are images of the basis vectors under
: 
i
= (i). We assume that 0 is in the interior of the convex hull B of the elements of B, and that B
generates tZ over Z. We denote by A = [1, 2, . . . , n] the Gale dual sequence in a∗, i.e. the sequence
obtained as the restrictions to a of the coordinate functions i ∈ g∗ (1in). Then A generates a∗. We
introduce the notation  for the vector A =∑ni=1i .
Following [3], consider a decomposition of the set {1, 2, . . . , n} into l disjoint sets:
{1, 2, . . . , n} =
l⋃
k=1
Dk (3.1)
and deﬁne k =∑i∈Dki . Note that  =∑lk=1k .
Given this data, we construct an example of the setup described at the beginning of the paper.
We set V = t⊕ Rl ; let [1, . . . , l] be the canonical basis of Rl , so that
V = t⊕
l⊕
k=1
Rk .
Then V is a d + 1 = d + l-dimensional vector space endowed with a lattice.
We choose the grading vector g ∈ V ∗ to be the linear functional which vanishes on t and takes the value
1 on the vectors k , k=1, . . . , l. The setM is constructed as follows: for each i ∈ B, let 
i =i +k ∈ V ,
where k is the integer satisfying i ∈ Dk , and set

i = i−n, i = n + 1, . . . , n + l.
Thus our sequenceM= [
1, . . . , 
n] contains n= n+ l elements, and further deﬁnes an exact sequence
0 → W → g⊕ Rl → t⊕ Rl → 0,
where the map from g⊕Rl to t⊕Rl sends i with in to 
i = i + k and k to k . Comparing this with
the diagram (1.3), we see that we have g= g⊕ Rl , and W = a.
We can identify the space W ⊂ g⊕ Rl with a via the map u → u−∑lk=1〈k, u〉k . Indeed, the image
of the element u =∑ni=1i(u)i ∈ g⊕ Rl in t⊕ Rl is∑ni=1i(u)(i + k) =∑lk=1〈k, u〉k .
We observe that the cone of C =C(M) deﬁned in Section 1.1 is exactly the construction of the Cayley
cone given in [3, Section 3]. Denote by k the convex hull of {0} and the elements i with i ∈ Dk . Then
the base of the cone C = C(M) is the convex hull of the union
1 × {1} ∪ · · · ∪ l × {l} ⊂ g
and our cone C(M) is the cone C(1,2, . . . ,r ) in [3, Deﬁnition 3.1].
Implementing the construction in Section 1.1 further, we see that in our present setup there is a natural
candidate for the vector  ∈ V :
 =
l∑
k=1
k . (3.2)
This vector indeed lies in the interior of the cone C generated byM; it has degree l.
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Now we deﬁne the vector space t= V/R, which is of dimension d = d + l − 1, and we consider the
map  : g → t, which sends i to 
i modulo . The images of the basis vectors will again be denoted by
’s, thus we have
B= [i = (
i), i = 1, . . . , n].
Note that ()= 0 and that the space a, the kernel of , may be canonically identiﬁed with a⊕R. This
decomposition holds over the integers as well.
Now denote by t the linear functional on a which is zero on a and satisﬁes 〈t, 〉 = 1. Then we have a
canonical decomposition a∗ = a∗ ⊕ Rt . Again, we compute the Gale duals, and we obtain
Lemma 3.1. The Gale dual sequence A of the sequence B is
i , i = 1, . . . , n; i = t − i−n, i = n + 1, . . . , n.
Thus
A= [1, 2, . . . , n, t − 1, t − 2, . . . , t − l].
Note that since
∑l
k=1k =
∑n
i=1i , we have A = lt .
Consider the partition polytope  ⊂ g∗ and the point b =∑ni=1i ∈ . Deﬁne the polytope  as
 − b. An easy computation shows that the dual polytope of  is the convex hull of the set B. Consider
the partition polytopes k , and deﬁne k = k − bk ⊂ t∗, where bk =
∑
i∈Dk
i ∈ k .
The following proposition follows directly from Proposition 2.11.
Proposition 3.2. The polytope  is the Minkowski sum of the polytopes k if and only if the elements k
are in the closure of the same chamber c ⊂ a∗.
Deﬁnition 3.1. Let c be a chamber of the Cone(A). We will say that the projective sequence A is c-
partitioned into l parts if the chamber c contains in its closure all the elements k =∑i∈Dki , k=1, . . . , l.
Note that in this case the chamber c also contains in its closure the element  = A =∑lk=1k .
Consider (cf. [3, Deﬁnition 4.2]) the dual family 1, . . . ,l of the family of polytopes k deﬁned by
the equations
k = {y ∈ t; 〈x, y〉ks, x ∈ s, s = 1, . . . , l}.
Proposition 3.3 (Batyrev and Materov [3, Deﬁnition 4.2]). Assume A is c-partitioned into l parts. Then
the polytope k is the convex hull of the origin {0} and the vectors i with i ∈ Dk .
Proof. First we verify that the points 
i
with i ∈ Dk are in k . Let c ∈ s ⊂ t∗. Then c may be written
as
∑n
i=1cii −
∑
i∈Dk
i
, with ci0. Since i =(i), the value of c on i is 〈c,i〉; this, in turn, equals
ci − 1 if i ∈ Dk , and ci if i /∈Dk . Thus i with i ∈ Dk satisﬁes the inequalities deﬁning k .
Conversely, let y ∈ k , with y = 0, and choose a cone of the fan in t determined by c, which contains
y. This means that there is a d-element subset 	 ⊂ {1, . . . , n} such that y =∑i∈	tii with ti0, and
c ⊂∑i /∈	R+i . Since we have a c-partition, this implies that we can write s =∑j /∈	xjs j , with xjs 0;
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this means that the point s =
∑
j /∈	x
j
s 
j −∑i∈Dsi is in s for 1s l. By the deﬁnition of k , we
have 〈s, y〉0 for s = k. Since 〈s, y〉0 =
∑
i∈Ds∩	ta , it follows that 	 is contained in Dk . We also
have 〈k, y〉 − 1, hence −
∑
i∈	ti − 1, thus y =
∑
a∈	tii + (1 −
∑
i∈	ti)0 is in the convex hull of
the elements {i , i ∈ Dk} and 0. 
The following proposition will be crucial in the proof of the mixed toric residue mirror conjecture.
Proposition 3.4. Assume A is c-partitioned into l parts, i.e. k ∈ c¯, k = 1, . . . , l. Let  ∈ c ⊂ a∗ and
 ∈ a∗ be such that  −  = bt for some b ∈ R. Then the map F → (F , a∗) from FL(A) to FL(A)
induces a bijection betweenFL(A, ) andFL(A, ).
Proof. The injectivity of the correspondence F → (F , a∗)is obvious, thus we only need to show
surjectivity. Let
F = [F0 = {0} ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fr−1 ⊂ Fr ⊂ Fr+1 = a∗ ⊕ Rt] ∈ FL(A, ).
By deﬁnition of FL(A, ), we can write  =∑r+1j=1cjFj with cj 0 for jr . Using the description
of A in Lemma 3.1 and projecting this equality onto a∗ along Rt we obtain
 +
r∑
j=1
cj
∑
{k;t−k∈Fj }
k =
r∑
j=1
cj
∑
{i;i∈Fj }
i . (3.3)
Now assume that Fr = a∗. Then the elements i on the right-hand side do not span a∗, and, therefore, the
right-hand side lies in Conesing(A). On the other hand, according to our assumptions on the ks and ,
the left-hand side of (3.3) is in c. This is a contradiction, since a vector is in Conesing(A) exactly when it
is not in a chamber. Thus, we have shown that any ﬂag F ∈ FL(A, ) is of the form F = (F , a∗), where
F is an element ofFL(A, ). 
Corollary 3.5. With the assumptions and notations of the proposition, the vector  ∈ c ⊂ a∗ is
FL(A)+-regular (FL(A)+ -regular) if and only if the vector  + bt ∈ a∗ is FL(A)-regular
(FL(A)-regular).
Now let z = (z1, z2, . . . , zn) be a vector in Cn, and introduce the vector z˜ = (z1, z2, . . . , zn, 1,
1, . . . , 1) ∈ Cn.
Then, as in Section 1.2, we consider
fz˜ =
l∑
k=1
ek +
n∑
i=1
zie
i ∈ S1(C).
This function may be written as
fz˜ =
l∑
k=1
ek
⎛⎝1 + ∑
i∈Dk
zie
i
⎞⎠
.
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Note that after the substitution zi = −ai , our function fz˜ is the Cayley polynomial F associated to the
functions fk and the sets Ak = {i; i ∈ Dk} in [2, Section 4].
As in Section 1.2, set fz˜,0 =fz˜ and consider the sequence {fz˜,1, . . . , fz˜,d} of derivatives of the function
fz˜, with respect to a basis {a1, a2, . . . , ad} of t∗. Comparing this setup to Section 1.2 on toric residue,
we see that the function fz˜ is the function associated to the sequence M and the non-generic parameter
z˜. However, we have the following lemma.
Lemma 3.6. For generic z ∈ Cn, the sequence M, the vector  given in (3.2) and the parameter z˜
satisfy conditions (1.4) and (1.5). This means that the sections {fz˜,0, fz˜,1, . . . , fz˜,d} have no common
zeroes in Tvarg(C). Furthermore, the common zeroes of the sections {fz˜,1, . . . , fz˜,d} are in the torus
TC(H ∗) ⊂ Tvarg(C).
Proof. This is a consequence of the results of the appendix. Indeed consider the subset  ⊂ {1, 2, . . . , n}
consisting of n + 1, . . . , n = n + l. Then (C∗)n may be identiﬁed with the set Z of Deﬁnition A.2 by
associating to the vector z= (z1, . . . , zn) the vector z˜= (z1, . . . , zn, 1, . . . , 1). The corresponding 
i with
i ∈  are the set of l vectors k , k = 1, . . . , l. These are linearly independent by deﬁnition, and thus the
statement of the lemma follows from Propositions A.5 and A.6 of the appendix. 
Thus, for generic z in Cn the conditions (1.4) and (1.5) are satisﬁed and the toric residue with respect
to f(z˜) is well deﬁned. Moreover, the conditions of Proposition 1.5 are also satisﬁed.
Now we are ready to formulate our main result: a generalization of the mixed mirror residue conjecture
of Batyrev and Materov. Fix a polynomial P of degree d in n variables. Then
eP(z1e
1, . . . , zne
n) (3.4)
is an element of I d+1(C). The toric residue of this element with respect to the sequence f(z˜) is well-
deﬁned; it is a rational function of z. The conjecture expresses this toric residue as a sum of intersection
numbers on a sequence of Morrison–Plesser moduli spaces.
Assume that we have a c-partition of A, i.e. that all the elements k ∈ a∗, k = 1, . . . , l belong to the
closure of the same chamber c of the projective sequence A. Consider the polar cone c¯⊥
c¯⊥ = { ∈ a; 〈, 〉0 for all  ∈ c}.
If  ∈ c¯⊥, then the numbers 〈k, 〉 are non-negative integers. In particular,
P(1, . . . , n)
∏l
k=1
〈k,〉
k∏n
i=1
〈i ,〉+1
i
is an element of degree −r of CA[a], and we can take its Jeffrey–Kirwan residue with respect to the
chamber c.
Theorem 3.7. Let c be a chamber of the projective sequence A, and assume that A is c-partitioned into
l parts. Let C = C(M) be the corresponding Cayley cone and let fz˜ =
∑l
k=1ek (1 +
∑n
i=1ziei ) be
the Cayley polynomial associated to the partition. Denote by f(z˜) the associated sequence of partial
derivatives of ftz.
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Choose a vector z ∈ Cn such that (z)=A(z) is aFL(A)-regular element of c for some sufﬁciently
large . Let P be a polynomial of degree d in n variables. Then the series
∑
∈c¯⊥
JKc
(
P(1, . . . , n)
∏l
k=1
〈k,〉
k∏n
i=1
〈i ,〉+1
i
)
z (3.5)
converges absolutely, and sums to the toric residue
TorResf(z˜) eP(z1e
1, . . . , zne
n). (3.6)
Remark 3.1. • In [3], Batyrev and Materov requires that all polytopes k have integral vertices. We do
not require this hypothesis.
• If the polynomial P is supposed to be multi-homogeneous of degree dk with respect to the variables
xi with i ∈ Dk with∑lk=1dk = d , then
P(z1e
1, . . . , zne
n) = ed11 · · · edkkP (z1e1, . . . , znen)
and ed11 · · · edkkP (z1e1, . . . , znen) is an element of Sd(C). In the situation considered in [3], the
Cayley cone C is a reﬂexive Gorenstein cone and I d+l(C) is isomorphic to Sd(C) by multiplication
by e.
• As shown in [16] the number I (P, ) of [3] is equal to
JKc
(
P(1, . . . , n)
∏l
k=1
〈k,〉
k∏n
i=1
〈i ,〉+1
i
)
.
Proof. We showed in Lemma 3.6 that the conditions of the Proposition 1.5 hold in the case of the toric
residue (3.6). As a result we can apply the formula (1.13).
As explained in Section 1.3, we can parameterize the set C˜rit(z) by elements
(u, t) ∈ O(z,A) ⊂ aC ⊕ C.
Note that the character e is equal to 1 on O(z,A), thus for (u, t) ∈ O(z,A), we have ∏lk=1
(t − k(u)) = 1.
Recall that (A) = lt . Then the toric residue (3.6) may be written as
l
∑
(u,t)∈O(z,A)
P (1(u), . . . , n(u))
ltG(u, t)
,
where G(u, t) is given by (1.12).
Recall that we associated the vector z˜ = (z1, . . . , zn, 1, . . . , 1) ∈ Cn to z ∈ Cn. Then A(z˜) =
(A(z), 0) ∈ a∗ = a∗ ⊕ Ct . Recall from Corollary 3.5 that the vector A(z˜) ∈ a∗ is FL(A)-regular
if and only if A(z) ∈ a∗ is FL+(A)- -regular. We choose  large enough in order that Theorem 2.10
holds for A.
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Then using Lemma 3.1 and Theorem 2.10 we can conclude that the toric residue (3.6) is equal to∑
F∈FL(A,)
	(F )
∑
∈aZ
Res
F
(
K(u, t)
p(u, t)
1∏n
i=1i(u)
∏l
k=1(t − k(u))
)
z˜
with
K(u, t) = P(1(u), . . . , n(u))
t
.
We write  ∈ aZ as  =  + m with  ∈ aZ and m ∈ Z. Then we have
p(u, t) = p(u)
l∏
k=1
(t − k(u))m−〈k,〉,
while (z˜) is simply z. To simplify our notation, we introduce
PA(u) = P(1(u), . . . , n(u)).
This is a polynomial on aC of degree d, but it can be considered as a polynomial on aC as well.
Thus, after some simpliﬁcations, changing m tom−1 and using the absolute convergence of the series,
we obtain that the toric residue (3.6) is equal to∑
∈aZ,m∈Z
∑
F∈FL(A,)
	(F )Res
F
(
PA(u)
tp(u)
∏l
k=1(t − k(u))m−〈k,〉
1∏n
i=1i(u)
)
z.
According to Proposition 3.4, for  ∈ c and = + bt , for any b ∈ R, in particular for b = 0, we have
FL(A, ) = {(F , a∗);F ∈ FL(A, )}. (3.7)
Let us take = +m ∈ aZ, ﬁx F ∈ FL(A, ), and denote by a(F,) the corresponding term in the
above sum, omitting the sign 	(F ). Thus
a(F,) = Res
F
(
PA(u)
tp(u)
∏l
k=1(t − k(u))m−〈k,〉
1∏n
i=1i(u)
)
.
Then translating the relation (3.7) into the language of iterated residues, we obtain
a(F,) = Res
t=0
dt
t
Res
F
(
l∏
k=1
(t − k(u))〈k,〉−m PA(u)
p(u)
∏n
i=1i(u)
)
. (3.8)
Lemma 3.8. Let  =  + m ∈ aZ. Then a(F,) = 0 unless m = 0.
Proof. The proof will follow from degree considerations. Since t = 0 is the last residue, in order to
compute (3.8), we need to write
l∏
k=1
(t − k(u))〈k,〉−m = t−lm+〈,〉
l∏
k=1
(
1 − k(u)
t
)〈k,〉−m
(3.9)
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and expand (1− k(u)/t)〈k,〉−m in a power series involving positive powers of (k(u)/t). We will track
degt , the t-degree, and degA, the degree of the rational function on a. Clearly, after the expansion of the
expression in parentheses in (3.8) we will need to retain the terms with
degt = 0 and degA = −r . (3.10)
Now note that degA PA=d , degA p=〈, 〉, and the difference of degrees degt −degA of the expression
(3.9) is equal to 〈, 〉 − lm. Hence we can conclude that the difference of degrees
[degt − degA]
(
l∏
k=1
(t − k(u))〈k,〉−m PA(u)
p(u)
∏n
i=1i(u)
)
of the expression in (3.8) is equal to r − lm. Comparing this to (3.10) we see that the only possibility is
m = 0. 
Now we are ready to ﬁnish the proof of Theorem 3.7. Taking into account Lemma 3.8, and switching
back the order of summation, we have
TorResf(z˜) eP(z1e
1, . . . , zne
n)
=
∑
∈aZ
∑
F∈FL(A,)
	(F )Res
t=0
dt
t
Res
F
(
l∏
k=1
(t − k(u))〈k,〉 PA(u)
p(u)
∏n
i=1i(u)
)
z.
We observe that since  is in chamber c containing = (A) in its closure, according to Proposition 2.16
and Theorem 2.14, we can replace the sum of iterated residues by a Jeffrey–Kirwan residue, and we arrive
at the expression
∑
∈aZ
Res
t=0
dt
t
JKc
(
l∏
k=1
(t − k(u))〈k,〉 PA(u)
p(u)
∏n
i=1i(u)
)
z
for the toric residue.
Next, using Lemma 2.12, we can restrict the summation on the right-hand side to the integral vectors
 in c¯⊥. Now we use our assumption that the vectors k are in c¯, which implies that 〈k, 〉0 for every
 ∈ c¯⊥ and k = 1, . . . , l. This means that all the exponents in the product
l∏
k=1
(t − k(u))〈k,〉
are non-negative, which immediately implies that only the term
l∏
k=1
k(u)
〈k,〉
,
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can contribute to the residue with respect to t . Thus we are left with the equality
TorResf(z˜) eP(z1e
1, . . . , zne
n) =
∑
∈aZ∩c¯⊥
JKc
(
l∏
k=1
k(u)
〈k,〉 PA(u)
p(u)
∏n
i=1i(u)
)
z.
This completes the proof. 
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Appendix A
We start again with the setting of Section 1. Let z = (z1, z2, . . . , zn) be a vector in Cn, and consider
the element
fz =
n∑
i=1
zie
i ∈ S1(C).
For each a ∈ V ∗, we consider the derivative
fz,a =
n∑
i=1
zi〈a, 
i〉e
i
of the function fz in the direction of the vector a ∈ V ∗.
Choose a basis [a0, a1, . . . , ad ] ofV ∗, where a0=g, the grading vector. Our goal is to describe a suitable
set Z of values of the vector parameter z for which the sectionsfz,j = fz,aj do satisfy the conditions (1.4)
and (1.5). The ﬁrst condition is
{x ∈ Tvarg(C); fz,aj (x) = 0, j = 0, . . . , d} = ∅ (A.1)
when z ∈ Z. Note that this condition does not depend of the choice of the basis [g, a1, . . . , ad ]. In this
appendix, we recall an argument we learned from Alicia Dickenstein to determine such a suitable set Z
of values of the vector parameter z.
Recall the notations of Section 1.3. Let g= Rn. We denote by i the canonical basis of Rn so that
g=
n⊕
i=1
Ri .
We introduce the corresponding lattice
gZ =
n⊕
i=1
Zi .
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The dual basis i ∈ g∗ is the set of coordinates on g. Consider the surjection g → V sending i to 
i .
Our grading vector g ∈ V ∗ takes value 1 on each 
i ; let W ⊂ g be the kernel of this map. We then obtain
an exact sequence
0 → W → g → V → 0.
We denote by WZ the intersection of the lattice gZ with W . We denote by 	i the restriction to W of the
coordinate i . An element w ∈ W is written in the basis i as w =∑ni=1	i(w)i . By deﬁnition, for all
w ∈ W and a ∈ V ∗, we have the relation
n∑
i=1
	i(w)
i(a) = 0. (A.2)
Note that if m=∑ni=1mii ∈ W we have∑ni=1mi =0, as follows from the relation∑ni=1mi
i(g)=0.
We start our analysis of the common set of zeroes of the functions fz,aj .
Let x ∈ Spec(S(C)) be an element of the afﬁne variety Aff(C). Recall the notation xi for x(e
i ).
Lemma A.1. If x ∈ Aff(C) is a common zero of the functions fz,aj , j = 0, . . . , d, we have the relation
n∑
i=1
zixii ∈ WC.
Proof. Considering the value of x on fz,aj ∈ S1(C), we obtain the set of equations
∑n
i=1zi〈aj , 
i〉xi =0
where aj runs through a basis of V ∗. Thus
∑n
i=1zixi
i = 0, which exactly says that
∑n
i=1zixii belongs
to WC. 
Now we analyze conditions on the vector parameter z which guarantee that the equation
∑n
i=1zixii ∈
WC together with the fact that x belongs to Aff(C) implies that x = 0. We need to recall the equations of
Aff(C).
For every elementm=∑ni=1mii ∈ WZ, we have∑ni=1mi
i =0, which, in turn, implies the following
relation in S(C):∏
{i;mi>0}
(e
i )
mi =
∏
{i;mi<0}
(e
i )
−mi
. (A.3)
This gives us the set of binomial homogeneous equations on x ∈ Aff(C):∏
{i;mi>0}
x
mi
i =
∏
{i;mi<0}
x
−mi
i . (A.4)
We identify gC with Cn with the help of the basis i . For every m=
∑n
i=1mii ∈ gZ, we introduce the
rational functionpm(z)=∏ni=1zmii on gC, which is a Laurent monomial of homogeneous degree∑ni=1mi .
It is well deﬁned on (C∗)n. Note that the rational functions pm(z) have the multiplicative property
pm1pm2 = pm1+m2
for m1,m2 ∈ gZ.
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Eq. (A.4) shows that if x ∈ Aff(C) is such that xi is non-zero for all i, then for all m ∈ WZ, the number
pm(x1, x2, . . . , xn)=∏ni=1xmii is equal to 1. Our strategy is to show that there exists a non-empty ﬁnite set
S inWZ and constants cm = 0 such that the relation∑m∈Scmpm=0 holds identically onWC. Ifwe evaluate∑
m∈Scmpm on the element
∑n
i=1zixii of WC, we obtain the relation
∑
m∈Scmpm(z1, z2, . . . , zn)= 0.
In particular, if our vector z ∈ Cn is chosen outside the hypersurface ∑m∈Scmpm = 0, the equation∑n
i=1zixii ∈ WC cannot hold. We will need to reﬁne this argument to obtain also a contradiction, when
some of the xi vanishes.
For x ∈ Aff(C), let us analyze the set I (x) ⊂ {1, 2, . . . , n} of elements i with xi = 0.
Lemma A.2. Let x ∈ Aff(C). If x = 0, then there exists a face  of the cone C such that xi = 0 if and
only if 
i ∈ .
Proof. If x = 0, the set I := I (x) is not empty. Consider the cone C(I) generated by the elements
{
i; i ∈ I }. Let us prove that this cone is a face of the polyhedral coneC. Consider aminimal face among
the faces containing C(I). Then C(I) contains an interior point 
 of . We can write N
 =∑i∈I ni
i
with N a positive integer and ni0. The relation eN
 = ∏i∈I eni
i insures that x(e
) = 0. But, as

 is an interior point of , there is also a relation L
 = ∑k,
k∈nk
k , where L and nk are strictly
positive integers. The relation x(e
)L =∏k,
k∈x(e
k )nk implies that xk = 0 for all k such that 
k ∈ .
Thus C(I) = . 
Let  be a face of the cone C. Let I () be the subset of {1, 2, . . . , n} such that 
i ∈ . Let g =⊕
i∈I ()Ri and W = W ∩ g.
Assume W is not equal to {0}. This means that there exists a non-trivial relation between the elements

i ofM belonging to the face . For each i ∈ I (), we still denote by 	i the restriction to W ⊂ W ⊂ g
of the coordinate i and we denote by U := {u ∈ W,C,∏i∈I ()	i(u) = 0}. For m =∑i∈I ()mii
in g,Z, the restriction of the function pm(z) =
∏
i∈I ()z
mi
i to W,C is well deﬁned on the open set U
of W,C.
Lemma A.3. Let  be a face of C. If W = {0}, then there exists a non-empty ﬁnite set S ⊂ W,Z and
constants cm ∈ C∗ such that the relation∑m∈Scmpm = 0 holds identically on U.
Proof. Let us consider a basis {w1, w2, . . . , wr} of W,Z ⊂ gZ. Here r is the dimension of W. We
denote simply by pj the rational function pwj on Cn. Each of the function pj is homogeneous of degree
0. The rational map p = (p1, p2, . . . , pr) deﬁnes by restriction a map from U to (C∗)r which is
homogeneous of degree 0. Thus its image is of dimension strictly less than r. This implies that there
is a non-zero polynomial Q such that Q(p1(u), . . . , pr(u)) is identically 0 on U. Using the relation
pwpw′ = pw+w′ , for w,w′ ∈ WZ, the relation Q(p1(u), . . . , pr(u)) is equivalent to a relation of the
form given in the lemma. 
Deﬁnition A.1. For each face  of the cone C satisfying W = {0}, we choose a non-empty ﬁnite set
S ⊂ W,Z and non-zero constants cm,m ∈ S, such that the rational function R =∑m∈Scmpm is
identically equal to 0 on U. We deﬁne
R =
∏
R,
where the product runs over the faces  of C with W = {0}.
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Deﬁnition A.2. Let  be a subset of {1, 2, . . . , n}. Denote by
Z := {z = (z1, z2, . . . , zn) ∈ (C∗)n; zi = 1, i ∈ }.
LemmaA.4. Let  be a subset of {1, 2, . . . , n} such that the set {
i , i ∈ } is a set of linearly independent
vectors of V. Then the function R does not vanish identically on Z.
Proof. The function R is of the form
∑
m∈WZkmpm, where km is non-zero for a ﬁnite non-empty set of
m ∈ WZ. Let
Y = {y = (y1, y2, . . . , yn) ∈ Cn; yi = 0, i ∈ }.
Denote by ey the element (ey1, . . . , eyn) of Z. For m ∈ WZ, the function pm is written as the
exponential function
pm(e
y) = e
∑n
k /∈yk	k(m)
.
By Gale duality, if the vectors 
i for i ∈  are linearly independent, then the linear forms 	k for
k /∈  spanW ∗. For m1 = m2 ∈ WZ, the two linear functions y →∑k /∈yk	k(m1) and∑k∈/∈yk	k(m2)
are not identically equal onY. Otherwise, wewould obtain
∑
k /∈yk	k(m1−m2)=0.This impliesm1=m2
as
∑
k /∈yk	k ranges through W ∗, when y ranges through Y. Thus the relation
∑
m∈WZkmpm(e
y) = 0
between different exponentials cannot hold identically on Y. 
In particular, the set of z ∈ Z where R(z) = 0 is an open dense set of Z. As R is the product of the
functions R over the faces  such that W = {0}, it follows that the condition R(z) = 0 implies that
R(z) = 0 for any face  of C such that W = {0}.
Finally, we obtain a condition which ensures that the sections{fz,aj , j =0, . . . , d} do not have common
zeroes on Tvarg(C).
Proposition A.5. Let  be a subset of {1, 2, . . . , n} such that the set {
i , i ∈ } is a set of linearly
independent vectors. Then for z varying in the open dense set Z of Z, where R(z) = 0, the d +1 sections
fz,aj , j = 0, . . . , d do not have a common zero in Tvarg(C).
Proof. Consider a common zero x of the functions fz,aj on Aff(C). We need to prove that xi = 0 for all
i ∈ {1, 2, . . . , n}. If not, there is a face of C, with xi = 0 if and only 
i ∈ . The relation
∑n
i=1zixi
i=0
implies that W = {0} for this face . The element∑ni=1zixii is in U.
Consider the rational function R = ∑m∈Scmpm with S ⊂ W,Z. For m ∈ W,Z, the value
pm(x1, x2, . . . , xn) is well deﬁned and equal to 1. Thus the value of the function R =∑m∈Scmpm
on the element
∑n
i=1zixii of U is simply equal to R(z) =
∑
m∈SF cmpm(z) = 0 by our assumption
on z. This contradicts the fact that R vanishes identically on U. 
Thus, when z is generic in Z, the d + 1 sectionsfz,aj , j = 0, . . . , d satisfy the condition (A.1) which
ensures the existence of the toric residue.
Recall that we have chosen a vector  ∈ VZ in the interior of the cone C and that t∗ ⊂ V ∗ is the
orthogonal of . The space t∗ is a rational subspace of dimension d of V ∗.
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PropositionA.6. Let [a1, a2, . . . , ad ] be a basis of t∗. Let  be a subset of {1, 2, . . . , n} such that the set
{
i , i ∈ } is a set of linearly independent vectors. Then for z varying in the open dense subset Z of Z,
where R(z) = 0, the common zeros x of the sections fz,aj for j = 1, . . . , d lie in the torus TC(H ∗).
Proof. As before, let x ∈ Aff(C)\{0}. If x is a zero of the functions fz,a for all a ∈ t∗, we want to prove
that xi = 0 for all i.
From the equations fz,a(x) = 0 we obtain that
n∑
i=1
zi〈a, 
i〉xi = 0
for all a ∈ V ∗ orthogonal to . Thus there exists t ∈ C such that
n∑
i=1
zixi
i = t.
If t = 0, then the point x is a zero of all sectionsfz,a for all a ∈ V ∗ and the condition R(z) = 0 implies
x = 0. So we may assume t = 0, and  belongs to the space generated by the 
i with xi = 0. In particular
there is a relation N =∑i,xi =0ni
i with N > 0 and ni ∈ Z. This implies that x(e) = 0.
We have seen that there exists a face  of C such that xi = 0 if an only 
i ∈ . As  is an interior point
of C, this face is necessarily the cone C itself. This concludes the proof of the proposition. 
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