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Ortogonalidade e Análise de Variância
Neste trabalho, o autor começa por apresentar alguns teoremas 
sôbre Ortogonalidade, nos quais crê poder ser fundado um método de 
demonstração rigorosa da Análise de Variância do Prof. Fisher.
O método foi usado com sucesso para vários tipos de Análise de 
Variância. Como exemplo, foi aqui escolhido o tipo denominado «blo­
cos casualizados» (randomized blocks).
Alguns dos têrmos e símbolos usados neste artigo não são os habi­
tuais. Convida-se o leitor a formar uma opinião independente àcêrca 
da sua utilidade.
Determinados aspectos dêste estudo é possível que sejam novos. 
Muitos déles são decerto já conhecidos. Não foi feita nenhuma tenta­
tiva para distinguir estes daqueles.
1. Uma definição. Se tiver a distribuição de /} para n graus 
de liberdade, o que indicaremos escrevendo
é fácil demonstrar que s2 é uma avaliação de bem centrada e com 
verosimilidade máxima (unbiassed and maximum likelihood estimate). *
* Trabalho apresentado à i.a Secção — Ciências Matemáticas — do Congresso 
Luso-Espanhol para o Progresso das Ciências — Pôrto, 1942. Uma versão inglêsa 
com o titulo Orthogonality and Analysis of Variance, foi publicada na revista 
Portugalia’ Mathematica, Vol. 3 (1942), Fase. 4, pág. 234-252.
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Diremos, por definição, que s2 é uma avaliação de ?2 baseada em 
n graus de liberdade e escreveremos simbolicamente
ORTOGON ALIDADE
2. Sistemas Ortogonais. Sejam xj (j = 1,2, ..., th), m variáveis 
casuais independentes e consideremos as novas variáveis y{ e y2 defini­
das pelas formas lineares
yx = 2 ad xj,
j
y., - 2 (ijj Xj .
j
Se os coeficientes destas formas satisfizerem às relações
2atjakj = 'jik (t} k.— 1,2).,
j
diremos que y{ e y, são ortogonais entre si na base (.r, , x2, , xm).
Suponhamos agora que temos h variáveis yv , y2 ,... ,yu definidas 
pelas formas lineares
y‘i = 2 aijXj (/ = 1,2,...,//)
j
e que quaisquer duas destas variáveis, y,■ e yr (i, r = 1,2,..., h \i =j= r) 
são ortogonais entre si na base (*>). Diremos, por definição, que 
Vj, y2 ,...,jv/í constituem um sistema ortogonal na base (.vL, x-, ,..., x,„), 
o que representaremos simbolicamente escrevendo
(iuA’ - *y*L
, X-> , ... , X,„)
ou simplesmente
(y<) /< = l,2,...,/i\
{xj) \j= 1, '
Como é evidente, para // = 2, a noção de sistema ortogonal con- 
funde-se com a de ortogonalidade de duas variáveis. Por isso, pas- *
* Delta de Kronecker.
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saremos a dizer indiferentemente que yl e y, são ortogonais entre si na 
base (Xj ) ou que o sistema (j-, , y, ) é ortogonal na mesma base.
Sendo yL e y2 ortogonais, tem-se
— a,j arj = o,>
e, se (.>'11yz > ••• >yti) for um sistema ortogonal, esta relação verificar- 
se-á quaisquer que sejam i, r = 1,2,..., h e reciprocamente. Pode­
mos então dizer que a condição caracteristica para que seja
(y. ..y? , - .JV/,)
(.vt , X, ,..., x„,)
é
- a,j arj ='Jir (i, r = 1,2 ,...,//),
propriedade que podia ter sido tomada para definição de sistema orto­
gonal.
Suponhamos que se tem
y« = 2 a,j xj (< = 1,2,..., r)
j ' ’
*/ = la'jXj (t = r+ 1 ,r + 2,...,s)
e que (y,-, zt ) é um sistema ortogonal na base ( xj ). Então é fácil 
demonstrar o seguinte
Teorema da Decomposição. Se v -, então 4-^4- * - 2> ?- .
( Xi ) ( Xj ) ( Xj )
De facto, as relações
1) - Oijakj = ò,k (t, k = 1,2,..., r)
e
2) - a,j auj = ôv* (/, rt; = r -f- 1 , r -f- 2,..., s)
j
estão incluídas na relação mais gerai
3) ■— einja,j — uv (w, v — 1,2, ... ,5) .
./
A recíproca desta proposição não é verdadeira, pois que 3) não é 
conseqtlência necessária de 1) e 2). Pode, contudo, enunciar-se o
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Teorema da ComfosiçAo. Se (Ui , Vj ) ,■•( Uj , wk) e (v, , vvk ) Jo- 
rem sistemas ortogonais numa dada base, o mesmo acontecerá a (U; 
v , wk).
Pelo teorema anterior, verifica-se que ( u, ), ( vj ) e ( wk) são sis­
temas ortogonais, isto é: que dois uu quaisquer são ortogonais entre si, 
dois quaisquer vv são ortogonais entre si e dois ivw quaisquer são entre 
si ortogonais.
Mas, por hipótese, para todos os valores de i, j e k, u,- e vj são 
ortogonais entre si, o mesmo se podendo dizer de u, e it»* e de Vj e wt.
Portanto, (w, , vj , wt) 6 um sistema ortogonal, visto que dois quais­
quer dos seus elementos são ortogonais entre si.
3. Mudança de Base. Temos até agora considerado sistemas orto­
gonais numa dada base, sempre a mesma. Vamos, no que segue, estu­
dar alguns casos em que a base do sistema ortogonal originário é, por 
sua vez, um sistema ortogonal numa outra base.
l.° Teorema. Sc ( yt, y2 ,, yh) for um sistema ortogonal na 
base (zt , z2, , zn) e, por sua vez, (zL, z2 ,... , z„) um sistema ortogo­
nal na base (xlf x,,..., xm), então ( v, , y, ,..., yh) será um sistema 
ortogonal na base (xx, x, ,..., xm).
Simbolicamente, escreveremos
4) [yi»-»-?*)x (jki
( 3Í , Zl , ... , ) ( -rl , X> , • • , Xm) ( Xx X,n)
Suponhamos que se tem
5) Vi = 2aitZt com lauajt =
i t
e
6) Zi — 2 b/i; Xk com 2 btk b$k — its •
k k
O teorema ficará demonstrado desde que se prove ser também
Vi = — Cik Xk com 2 c,k Cjk = r),j . 
x- /•
Ora, por substituição de 6) em 5), vem
'' Vi = - a» 2 b,u Xk = 2 [2 ait b,k) Xk = 2 c,k Xk 
t k k t x-
»
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sendo , * ' • ..
7) • Cik = 2 (ta ha. = 2a,rbrk .
E tem-se
“ ^f/.' Ç/7' 2 — tf ,y bik —< fljr brk —— *- tf;/ tf;> 2 /*//■ :—' tf 1/ tf/r 3ir - 2 tf ,y tf ,7 — í..•.
* /• / r /r /• tr t<
Antes de abordar o 2.0 Teorema, vamos demonstrar a proposição 
seguinte:
Lema. Se
yi = 2aú j = 1, 2,..., m)
i
e
y, = 2a?j Xj
................. j
forem ortogonais entre si na base (x,, x, ,...., xm) e se for
au = ai2~ ••• = aim = a 1
ter-se-d
Ía2i = 0 .
i
Demonstração. Sendo Vi e y, ortogonais, tem-se
^ «1/ aij — 0 ,
y
donde





porque, como a satisfaz também a
írt! = wa!= 1 ,
y
não pode ser nulo.
2.° Teorema da Mudança de Base. Suponhamos que a variável 0 
é definida pela forma linear com todos os coeficientes iguais a a
z = 2 auj — aluj
.1
(j— 1 » 2, ... , r)
20 Anais do Instituto Superior de Agronomia
Sejam y, p variáveis definidas pelas formas
8) y* = -aijUj (/ = 1,2,...,/»)
e tais que o sistema (z,y, }y, ,...,yr ) ê ortogonal na base (t<y ). Então, 
resulta do Lema
9) 2af> = 0
j
Por outro lado, suponhamos que se pode pôr também
e que, sendo
10)
2=1 bVk = Òl Vi 
i i
y't = - ha. vt
(k= 1,2,..., 5)
(/ — 1,2,...,^),
o sistema (zty\ ,... }y'q) 6 ortogonal na base {vk). Tem-se, como 
anteriormente,
11) lb,i = 0. 
/•
Suponhamos ainda que os sistemas (//,ur) e {vv , v2,... ,vs) 
são ambos ortogonais na base (.vt, x, ,..., x,„) e que as formas lineares
(;/ — 1,2,..., m)
12) Uj = 1 Aj„x„
n
e
13) vt = 1 x„
tt
teem coeficientes que gozam das seguintes propriedades:
1) A jn tem o valor A ou o valor 0;
2) Bx„ » » » B » » » 0;
3) para cada j, k há um e só um valor de n para o qual A,„ e B*„ 
não são simultaneamente nulos.
Nestas condições, vamos demonstrar que (z, , y2,..., yP, y', ,
v', ,..., y'9 ) é um sistema ortogonal na base (x1 , x, ,..., x,„).
Das propriedades dos coeficientes Ae B/.„, conclue-se que na 
soma
- Ay„ B/„
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tôdas as parcelas são nulas à excepção duma, para a qual A,„ toma o 
valor A ao mesmo tempo que B/„ toma o valor de B. Daqui se deduz 
ser
14) - AjH B/.„ = AB.
n
Sendo (z, yt, y2,..., yp ) ortogonal na base ( Uj ) e (tij ) ortogonal 
na base („r„), tem-se, pelo l.° Teorema, que (z, yx, y2 ,..., yp ) é orto­
gonal na base (x„). Os coeficientes
15) Cin = — Qij Ayw ,
j
das formas
16) yi ==- —■ Cm xn,
u
gozam portanto da propriedade
17) — Cin Cxii = Oíz 1 i i st = 1,2,..., p).
II
De maneira análoga se vê que o sistema (z, y\ , y'z ,..., y,q) é or­
togonal na base (.r„), estando então os coeficientes
18) d,,, = — ba- B/„
k
das formas
19) y', = ldt„xu
n
ligados pelas relações
20) d,„ dfr, = ò/3 (/, rp = 1,2,..., q).
n
Como os sistemas ( 0, yi ) e ( z }y't ) são ambos ortogonais na base 
(.v„), para demonstrar que o sistema (z,y,- ,y't) é também ortogonal 
na mesma base, basta para provar que o mesmo acontece a (y,■ ,y't) 
(Teorema da Composição).
Ora, tanto y,- , como // , pertencem a sistemas ortogonais na base 
(.r„); logo, as somas dos quadrados dos coeficientes das respectivas 
formas lineares (16 e 19) são iguais à unidade. Para mostrar que 
(jV« ,/,) é um sistema ortogonal, basta então provar que, para qual­
quer i, t, a soma dos produtos dos coeficientes correspondentes de 
e y', é nula, isto é: que se tem
- Cin dt„ — 0 .
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Mas, de 15) e 18) resulta
f t t . ; : ....
— C/n d/n   — — Cttj Aju — l)/k -- — Cl/j — b/k —- A/„ B/.„
II II j k j k n
e, por 14), 9) e 11),
- C/„ d/„ = - a,j 1 b/t AB = AB - a,j 1 b/k = 0 .
« j 1' j *
O teorema está portanto demonstrado.
4. Sistemas Ortogonais Completos. Vamos ver que
Teorema. Dado um sistema (yO (i = 1,2 ,..., h) ortogonal na base 
(Xj) (j = 1,2,..., m), h> m , é sempre possível encontrar m — h e não 
mais variáveis yh + i, yh+2» ••• > Ym tais que o sistema (yO formado pela 
reunião de yt, y, ,..., yh com Yh-M , , ym é também ortogonal na mesma
base.
Façamos k = h -|- 1, // -f- 2,... e suponhamos conhecidas as variá­
veis jva+1 , •••,jy/r —,• Então, para que yk constitua com elas Um sis­
tema ortogonal, deve ser ortogonal a cada uma separadamente. Os
.21)
«* 1 ) aki t. • , a km devem portanto satisfazer às r
«11 «*i + «12 Uk-> + • • + «i»' a km = 0
«21 a ki + «22 «/•» + • . + a2„t a km = 0
ak- íii «*i + ak--i.2 ah + • • + ak-i,m a km = 0
< + < + • • + aln = 1.
Trata-se dum sistema de k equações a m incógnitas ,...,«/•»»). 
Em virtude das relações de ortogonalidade existentes entre os coefi­
cientes de yL ,y2 ,..., jy*_i, estas equações são necessariamente distintas 
e pode verificar-se facilmente que o sistema é indeterminado, determi­
nado ou impossível conforme h < m , k = m ou k > m .
Vê-se então que se podem dar a k os valores h -f- 1, h -j- 2,..., rn 
e não mais. O teorema está demonstrado.
A um sistema ortogonal numa dada base que contém tantos ele­
mentos quantos os da base chamaremos completo. À operação que 
consiste em achar as variáveis que, juntamente com as dadas, formam 
um sistema ortogonal completo, daremos o nome de completar o sis­
tema.
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Propriedade. Num sistema ortogonal completo,




y,- = 2 at-j xj
tem-se
ou seja
2 yj = 2 (2 an xj )2 = 2 2 a.j xj 2 aik xk
• • J • j k
= —. Xj X/i 2 a,j a,h = 2 Xj x/, Ojh ,
jk i jk
V 2 _ V 2 
-J*------- XJ
(^=1,2,..., m)
5. Sistemas Ortogonais Gaussianos. A-pesar-de termos dito, no 
comêço da Secção 2, que as variáveis consideradas eram casuais e as 
da base estocàsticamente independentes, atè agora não tivemos neces­
sidade de atender a estes factos.
Na verdade, temos vindo estabelecendo propriedades puramente 
formais independentes da natureza das variáveis.
Chegou agora o momento de efectuar a ligação com a Teoria Es­
tatística.
Tf.orema de Fisher.** Suponhamos que as variáveis casuais x/ 
(j= 1,2,..., w), além de serem independentes, estão normalmente 
distribuídas com variâncias iguais. Seja 72 a variância comum e 
E ( Xj ) = (Xj . Podemos escrever simbolicamente
22)
í D (xy ) «(N , uj , *2)
\j=j=k-+ Xj I xk
Consideremos as novas variáveis
yt = — ciij Xj
(/,/’ = 1,2 ,... ,wi).
(/=1,2,..., ;;/).
:i Num determinante ou matriz ortogonal, existem entre as colunas as mes­
mas relações que entre as linhas.
É uma generalização do teorema enunciado pelo Prof. Fisheí em 1925 /1;.
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Vamos demonstrar que a condição caractcristica para que se tenha
é que (yi) seja um sistema ortogonal completo na base (x,).
Como os Xj estão normalmente distribuídos, resulta da propriedade 
reprodutiva da distribuição de Gauss que os y,■ estão também normal­
mente distribuídos.




— atj a/j — òit.
j
As 23) são equivalentes a
C {yi ,yt) = 72.;i;
Ora, tem-se
j k jkJ




— a/j atj — Ou ,
/
como se queria provar.
Demonstremos agora a suficiência, isto é que
2 a/j atj = òu 
/
implica
f i =f= t — y/ I y t
l VOv) = *2.
* C (yi , yt ) indica a covariância de yi comj»/ .
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Para tal, notemos que o conhecimento dum conjunto particular de 
valores (xi, xt, ..., xm) determina completamente, pelas 22), o conjunto 
correspondente (jvi ,jV2, ym) e reciprocamente. O mesmo é dizer que 
se tem
dp (yi yi ... ym) = dp (x\. x* ... xm),
isto é: que as probabilidades respectivas são iguais.
Ora, é
dp (.vi Xi ... xm) = e 2,2 ~rX) '' * dx{ dxi... dxm
e
/i = E {yi) =
da qual resulta
2 (^/ — V-'t )2 = 2 [1 au {xj — fij )J2
= •“ ■" V) ) ^ {%k \*-k )
/ / k
= 2(xj — (X/) (X/l — Hk) Zavcilk
fk i
= 2{xt — Uj ) {Xk—[xk ) Ò/k 
ik
= i{x) — [Xi y.
Além disso, temos
dyi dyt... dym =_ àjyi, yç,... ,ym)
à(Xi , X2,... ,xm)
àyt
dx i dxi... dx„
dxi dxi ... dxn
oxj ;
| aij | dxi dx2 ... dxm .
Como |«//| é um determinante ortogonal, só pode ser igual a -f- 1 
ou — 1. É então
dy\ dyt ...dym = + dxi dx2...
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Visto que a probabilidade é uma quantidade positiva, só o sinal -f- 
interessa. Por consequência, podemos escrever
que mostra, como se pretendia, serem o&yy independentes e V (y,) = n2.
A um sistema nas condições do Teorema de Fisher chamaremos 
ortogonal gaussiano. Quando for 72 = 1, diremos que êle tem variân­
cia unitária. Quando se tiver
pelo que diremos que o sistema é de esperança matemática nula.
6. Identidade Fundamental. — Consideremos um conjunto de N = pq 
números (indivíduos). Realizemos duas classificações esgotantes dêstes 
números. Na primeira classificação, repartamos os N indivíduos por 
p agrupamentos mutuamente exclusivos de q indivíduos cada. Na se­
gunda, formemos q agrupamentos, também mútuamente exclusivos, de 
p indivíduos cada. Suponhamos ainda que efectuamos estas classi­
ficações de modo a satisfazer — o que é possível, como adiante se 
verá — à
Condição de Ortogonalidade — Em cada agrupamento duma classi­
ficação figura um e só um dos indivíduos de cada agrupamento da 
outra.
Ordenemos arbitrariamente os agrupamentos de cada classificação 
e os indivíduos dentro de cada agrupamento. Chamemos X,y ao indi­
víduo que figura simultâneamente no agrupamento i (í = 1,2, 
da primeira classificação e no j {j = 1,2,..., q) da segunda. Seja X 
a média dos N indivíduos, X,-. a média do agrupamento i da i.a classi­
ficação e X./ a do agrupamento j da 2.a
P-i = P2 p,„ = o
será
p't = = ... = p',» = 0
ANÁLISE DE VARIANCIA: BLOCOS CASUALIZADOS
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Podemos resumir estas convenções no quadro seguinte que, ao 
ao mesmo tempo, serve para mostrar como a condição de ortogonali­
dade pode sempre ser satisfeita. Nêle, a repartição por linhas corres­
ponde à primeira classificação e a por colunas à segunda.
XM X{2 . • Xi/ .. • X1? X|.
Xn x52. . Xy .. .X2, X*.
X,t X*. .. X„. • • X;7 X,
x„ x/2. -X#/. • X„ X,.
X.! X.2 . .. X, . ■X., X
Por definição, temos
24) x = 7hx" = ¥S(X)'
25) X' = yfx"-





N X = pqX=IX = plX = 
ii /
donde
28) S (X —X) = 0.
De 25), resulta
qXt. = 2 X/y;
somando em ordem a i, vem
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donde
29) 2 (X/. — X) = 0 .
Anàlogamente, se tira de 26)
30) 2 (X./ -X) = 0 .
j
Consideremos agora a identidade
X//-X = (X/.-X)+(X7-X) + (X/y-X, -X.y +X).
Elevando ao quadrado ambos os membros, vem
31) (X// - X)2 = (XL- Xj* 4-JX./ - X)2 + (X/y - X, - X.y + X)2 +
+ 2 (X/. — X) (X./ — X) +
+ 2 (X, - X) (X/y - X,. - X.y + X) +
+ 2 (X.y— X) (X/y — X/. — X.y+ X).
Ora, tem-se, por 30),
2 (X/. - X) (X.y— X) = 2 (X/. — X) 2 (X.y — X) = 0 , 
u _ _
2 (X. —X) (X,y—X/.— Xy-t- X) = 2 (X/y— X/.— Xy + X) 2 (Xy - X) = 0
V •' 1
e, por 29),
2 (X, -X) (X/y—X/. - Xy + X) = 2 (Xy -X, - Xy + X) 2 (X, - X) = 0.
V j *
Somando ambos os membros de 31) em relação a ij, resulta então 
a identidade fundamental
32) S (X - X)2 = S (X/. - X)* + S (X.y- X)2 + S (X - X, - X.,+ X)2.
7. Primeiro Teorema Fundamental. — Na hipótese dos N = pq indiví­
duos constituírem uma amostra casual extraída duma popidação normal,
——S(X —X)2, ——S(Xi.-X)2, 
N — 1 p-1
1
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são avaliações da variância dessa população baseadas, respectivamente, 
em N — 1, p — 1 , q — 1 e (p — l)(q — 1) graus de liberdade. Além 
disto, as três últimas avaliações são independentes.
De harmonia com esta hipótese, suponhamos ser
D (X//) = (N, u., 72);
'j





Adoptando para as médias dos x,j convenções análogas às efectua- 
das para as dos Xí;, podemos escrever (29)
donde
ou seja
v— L.s xi 
p .
\ pq x = 2-j=(\q x,- ) 
i \ p
35) z = Vpq x = ~(Vq Xl.) + ~ (\ q xt.) -j- ... -f -L Wq xp.) .
yp \q \p
Se completarmos o sistema que tem esta por primeira variável, 




De forma semelhante, se tira de 30)
37) ^ =* l pqx = (Vp x.{) + — (Vp x.t) + ... + ~ {Vq x.o ) ,
Vq V q \q
donde se pode derivar o sistema ortogonal completo
(g.yt.y», ••• ,y9-o38)
(y p x.j)
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Por outro lado, as equações 25) e 26) podem escrever-se
39)
\íqx i. = -Í=*u4 4= *12 4 — 4 -L Xiq-f- 0.V21 +0.V22+...+ 0 Xiq 4 
Vq \q Vq
4—4 0 Xpi 0 Xpi 4—4 0 xpq
V q X2. = 0 Xii 4 0 *12 4 — + 0 Xiq + -7= *21 4 -i= *22 4= *2? 4V q \ q Vq
4—4 Oxpi -j- 0 xpt 4—4 0 Xpq
V q Xp. = 0 xu 4 0 xu -f ... -j- 0 xiq 4 0 xn 4 0 *22 4-... 4 0 x*q 4
40)
Vp *-l = -J= Xii 4 o Xii 4 • • • 4 0 *17 4 -J=r Xii -f- 0 *22 —f- -.• —|— 0 Xiq 4
yp . yp
+ ... + —/=■ xp\. 4 0 Xpi + ... 4* 0 Xpq
yp
VP X.2 = 0 Xu + --*12 4 ... + 0 Xiq -f 0 *21 + — *22 + ... 4 0 Xiq 4
v p v p
4... 4- oxpi4.7= xpt4...40*,*
yp
V p x.q = 0 *114 0 xu 4 • • • H----- *1 ? "F 0 *21 4 ® *22 4... 4 “= *2? 4
yp yp
4... 4 0 Xpi 4 0 Xpi+... + -^=Xpq ,








Atendendo a 35), 37), 39), 40), fàcilmente se verifica que os siste­
mas 36), 38), 41) e 42) estão nas condições do 2.° Teorema da Mudança 
de Base. De forma que é
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' <*//>
Façamos s = «i,yi = *2,...,yP-i = «P, y'i = ,..., y'q-\ = <*P+q-\
e completemos o sistema 43). Obteremos
44) í*2 (1=1,2........N),
(*//)
sistema ortogonal completo que, por 34), é gaussiano de variância uni­
tária e esperança matemática nula.
45) D (^ + ... +«?) = (X2,
45) D (4+1+••• +4+7-1 ) = (x2> 9 — D»
47) D (4+7 +... +4r) = \/f, (p — 1) {q — l)j.
Aplicada a 36), 38) e 44), a propriedade dos sistemas ortogonais 
completos atrás demonstrada fornece
4 -1- 4 + ••• + 4= <7 (*i. + •% *>.)=S(*f.),
4 +* °Ã-i + 4+7-1 =P (*.i + *a+....+ #*) = SÍ.ry) ,
4+ 4+—+ 4+4+1+---+ 4+7-1 + 4+»+•••-+- a^=s(«a).
Atendendo a que é
n -2 _24 = zl=pqx = S (a; ) , 
resulta destas igualdades e de 28), 29) e 30)
48; 4+—+4=S(*/.) — S(*)=s(*/. — x )
= S (*/. —xf -J- 2x 22 (X/. — x)
y *
= S (*/. — a:)2 ,
49) 4+1 + • • • ~f 4+y-i = s (*j ~ *Y2 »
50) 4+-. + 4 + 4+i ~b • • •+ 4+?-i + 4+7 + • • • + 4 = S (a; — a;)2.
Das últimas, se tira, por 32),
51) 4+7 +• • •+ 4v — S (x — a:)2 — S (a-/. — x)2 — S (X j — xf
= S (* — xí. — x.j -f xf.
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Os valores 48), 49) e 50) substituídos, respectivamente, em 45), 
45) e 47), dão
D [S (*/. — xf) = — 1),
D fS {x.j — xf\ = {■/;, q — 1),
D [S {x — .r,-. — x.j + xf] = l/2 ,(p — l) (q — 1)],
sendo estas somas independentes pelo Teorema de Fisher.
Atendendo a 33), tem-se então por definição
— S (X, - X* S (X, - X)* = ( ^ ) ,
--  1 /> --- 1 \p --- 1/ .P
<7 — 1
S(xj-x? = - J— S(X,-X)»-( **■ ), 
a—1 \q — 1/
------ *-------- s {x-xi-xj Jr xf=------- -------- S (X-X,-Xy-X)2=
tA-D(í-l) (>-i) (?-l)
= ((^ —1) (? — !))’ 
e estas somas são independentes.
Finalmente, a propriedade aditiva da distribuição de/2» por 32). 
fornece
D [S (x-xY-\ = [/2tp-\+q-\+(p-l)(q-l)\ 






avaliação que evidentemente depende das restantes.
Corolário — Na hipótese do teorema 
—1— S (Xi. — X)2
p —1
—1— S (X.j — X)2
q —1
são avaliações independentes de rP baseadas, respectivamente, em p — 1 
fq — 1] e p (q — 1) [q (p — 1)J graus de liberdade.
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8. Segundo Teorema Fundamental. — Na hipótese de que os p [q]
agrupamentos da 1" [2.a] classificação constituem amostras casuais ex­
traídas doutras tantas populações normais independentes de variâncias 
iguais e esperanças matemáticas ^ [p.j] diferentes, tem-se
ES (X — X)2 = (N — 1) o-2 -f- S( p— p)?,





(p —D (q —i)
sendo estas duas avaliações independentes. 
Sendo, por hipótese,
D (X,/) = (N, ixí , í2) ,
as variáveis
52) • hj = X/y - ^
teem .as distribuições
D (£//) == (N, 0, <72)






56) --------- --------— Sg —l— + ff2 );
(p-\)(q-l) \(p-l)(q-l)J'
e as três últimas avaliações são independentes.
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De 52), tira-se 
donde
Portanto, será
X,y = Itj + Vi »
x=I+P-,
X,y — x = (íij — l) -f (Ui — p) ,
da qual se tira
(X,y— X)» = & + (?.— ^ + 2^, — ri Oo—í)
e
E (X - X)2 = E (' -1)2 4- (uí -1)2.
Então, tem-se (53)
ES (X - X)2 = ES (' - í)‘2 + s (fiL, — ã)2 
= (N — 1) 5-2 + S (/*,- — ã)2 .
De modo semelhante; se obtem
X,-X = (^-I) + (P-/-P-),
E (X, — X)2 = E (I, - iy2 + ((/,— p-)2 
S E (X,-. - X)2 = S E - f)2 + S fo, - í)2
e (54)
ES (X,-.-X)2 = {p-\)cr2-f S(tt,- u)2.
Além disto, é
X./ X = l.y 1
e
X,y - X, - X.y + X = ',y -1/. - !y - ; ;
logo, será, atendendo a 55) e 56),
——r S (Xy — X)2 = ( 7\ )
a—i ' q — i
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e
ip— i) (q — i)
1 S (X — X,-. — Xj 4- X)2 = (V(/ —1)(<7—1)
sendo estas avaliações independentes.
9. Terceiro Teorema Fundamental. — Na hipótese de cada um dos N 
indivíduos ter sido tirado ao acaso de cada uma de N populações nor­
mais independentes de variância iguais e de esperanças matemáticas defi­
nidas por
P>j — a + b; + Cj,
tem-se
ES (X - X)2 = (N — l) o-2 s (f*-f*)2 , 
E s (X,. - X)2 = (p - 1) *2 + S (p, -p)2 , 
ES (X.j - X)2 = (q - 1) *2 + S (ÍM - tf ,
mas
1
(P — I) (q — 1) S(X — Xj. —X.j
i + X)2=( 72 \
'■ (p i) (q — i)
Sendo
^ ) = (N , p»y, 72) ,
as variáveis
57) Ijj = X* - u,j
teem as distribuições
D(W) = ( N,0,72)
e estão, por consequência, nas condições do l.° Teorema. São váli­
das, portanto, as expressões 53), 54), 55) e 56).
Visto ser, por hipótese,
58) jj-ij = a -\- b,- -f- Cj ,
tem-se
y = a b + c 
y-i.— a + bi -}- c 
y.j—a + b +cj •
59)
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Ora, 57) fornece
Xy = Cij + p,y .
Portanto, é
X,y — X = \ij + p,y — l — p = (lij — ';) + ((*// ~ p) ,
da qual se tira
ES (X — X)2 = ES(S— Ê)2 + S (p -p)2
e (53)
ES (X — X)2 = (N -1) + S p( - p)2 .
Anàlogaraente, se vê ser
ES (X, - X)2 =(P- 1)0* + S (p, - p)2
ES (Xy - X)2 = {q- 1) <72 + S (py - p)2 . 
Consideremos agora (X — X,-. — X y + X). É
X-X,-Xy+X = (E-I/.-fy + I) + (P - p». — py + p) .
Mas, pelas 58) e 59), tem-se
pij — pí. — y-y -f p = + # + & + °j
— a — bi — c
— a — Cj — £
+ « + b + c
= 0.
Logo, temos, por 56),
10. Método. — Suponhamos que os N indivíduos foram obtidos de 
forma tal que só as hipóteses do l.°, 2.° e 3.° Teoremas Fundamentais 
são admissíveis a priori.
O Método de Análise de Variância consiste em
1) pôr à prova o hipótese do l.° Teorema comparando as avalia­
ções independentes de t2 citadas no Corolário por meio da prova de z 
ou da de F;
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2) se esta hipótese for anulada, pôr à prova as do 2° Teorema 
por meio da comparação das avaliações independentes de a2;
3) se as últimas hipóteses forem também anuladas, aceitar a do 
3.° Teorema.
Habitualmente, só uma das hipóteses do 2.° Teorema e a do 3.° 
são de considerar; então, o método simplifica-se muito.
Subsistindo a hipótese do l.° Teorema, a melhor avaliação de u 
é X, e a de ;2 é S (X — X)2/(N — 1).
Sendo a primeira |segunda] hipótese do 2.° Teorema a conservada, 
a melhor avaliação de o2 calculável a partir dos dados é S (X — X,-.)2/ 
ÍP {q — 1) |S (X — X.j)2jq (P — 1)] e as dos p,[p/] são os X,. [X.,]. A prova 
de Student permite-nos saber quais as médias que devem ser conside­
radas signifi cante mente diferentes.
Restando a hipótese do 3.° Teorema Fundamental, a melhor ava­
liação de a2 é
—----- 1--------- S (X - Xí. - X.-+ X)2 ,
(p-
as dos p,-. são os X,. e as dos p.y os X.;-. A prova de t permite ver, como 
anteriormente, quais são as avaliações das esperanças matemáticas 
significantemente diferentes.
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