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In this paper we investigate regularity of solutions to a free boundary problem modeling
tumor growth in ﬂuid-like tissues. The model equations include a quasi-stationary diffusion
equation for the nutrient concentration, and a Stokes equation with a source representing
the proliferation density of the tumor cells, subject to a boundary condition with stress
tensor effected by surface tension. This problem is a fully nonlinear problem involving
nonlocal terms. Based on the employment of the functional analytic method and the theory
of maximal regularity, we prove that the free boundary of this problem is real analytic in
temporal and spatial variables for initial data of less regularity.
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1. Introduction
Mathematical models and analysis of solid tumor growth, which consider the tumor tissue as a density of proliferating
cells, have been developed and studied in many literatures, cf. [1,4–9,11,20,23–25] and the references cited therein. Most
of the models assume that the tumor tissue has the structure of a porous medium for which Darcy’s law applies (see, e.g.
[5–9,23,24]). However, there exist tumors for which the tissue is more naturally modeled as a ﬂuid. For example, in early
stages of breast cancer the tumor is conﬁned to the duct of a mammary gland, which consists of epithelial cells, a meshwork
of proteins and extracellular ﬂuid. In modeling, this leads to the employment of the Stokes equation rather than the Darcy’s
law to model the tumor growth [15–19].
The purpose of this paper is to study regularity of solutions to such tumor growth models by Stokes equation:
σ = f (σ ) in Ω(t), t > 0, (1.1)
∇ · v= g(σ ) in Ω(t), t > 0, (1.2)
−νv+ ∇p − ν
3
∇(∇ · v) = 0 in Ω(t), t > 0, (1.3)
σ = σ¯ on Γ (t), t > 0, (1.4)
T(v, p)nˆ = −γ κ nˆ on Γ (t), t > 0, (1.5)
V nˆ = v · nˆ on Γ (t), t > 0, (1.6)
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Ω(t)
vdx = 0, t > 0, (1.7)
∫
Ω(t)
v× xdx = 0, t > 0. (1.8)
Here σ = σ(t, x), v = v(t, x) = (v1(t, x), v2(t, x), v3(t, x)) and p = p(t, x) are unknown functions deﬁned on the time–space
manifold
⋃
t0({t} × Ω(t)), where Ω(t) is an a priori unknown time-dependent domain in R3 whose boundary, which we
denote by Γ (t), is moving and has to be determined together with σ , v and p. In this model,  represents the Laplacian in
the x-variable, nˆ, κ and V nˆ denote the outward unit normal ﬁeld, the mean curvature and the normal velocity, respectively,
of the free boundary Γ (t), and ν , σ¯ and γ are positive constants. The sign of κ is ﬁxed on by the convention that κ  0 at
points where Γ (t) is convex with respect to Ω(t). T(v, p) denotes the stress tensor, i.e.,
T(v, p) = ν[∇ ⊗ v+ (∇ ⊗ v)T ]−(p + 2ν
3
∇ · v
)
I,
where I represents the unit tensor. Later on we shall assume without loss of generality that the viscosity coeﬃcient ν = 1,
since the general case can be easily reduced into this special case by rescaling (cf. [21]). f and g are general real analytic
functions deﬁned on [0,+∞) with f monotone increasing. It should be mentioned that since our interest lies in the
analyticity of solutions in time and space variables, the assumptions on f and g are formulated in the analytic class. Typical
examples of f and g are linear functions like
f (σ ) = λ1σ , g(σ ) = λ2(σ − σˆ ),
where λ1, λ2 and σˆ are positive constants, or of logistic type (cf. [5,19,25]). This problem is imposed with the initial
condition
Γ (0) = Γ0, (1.9)
where Γ0 is a given smooth closed hypersurface in R3 and encloses a bounded domain Ω0 such that Ω(0) = Ω0.
This model, which considers only proliferating tumor cells, is a simpliﬁed version of the tumor growth model proposed
by Franks et al. to mimic the early stages of the growth of ductal carcinoma in the breast [15–18] and concisely reformulated
by Friedman [19]. In this model, Ω(t) stands for the domain occupied by the tumor at time t with the free boundary Γ (t),
Ω0 denotes the domain initially occupied by the tumor so that Γ0 = ∂Ω0 represents the initial shape of the tumor. σ repre-
sents the nutrient concentration and satisﬁes the quasi-stationary diffusion equation (1.1) with f (σ ) denoting the nutrient
consumption rate, subject to the boundary condition (1.4) meaning that the tumor receives constant nutrient supply from
the tumor surface. v represents the velocity of the ﬂuid, g(σ ) stands for the tumor cell proliferation rate, and Eq. (1.2)
follows from the law of conservation of mass. Note that the tumor tissue is treated as a ﬂuid rather than a porous medium,
so that the Stokes equation replaces Darcy’s law to model the tumor growth and leads to Eq. (1.3), where p denotes the
pressure inside the tumor. The tumor is assumed to be held together by the forces of cell-to-cell adhesion with constant
intensity γ , so that Eq. (1.5) is employed. Eq. (1.6) reﬂects the kinematic condition on the boundary Γ (t). Finally, since
the system of Eqs. (1.2), (1.3) and (1.5) has six-dimensional kernel V0 consisting of rigid motions v0 = a+ b× x, the scalar
constrains (1.7) and (1.8) are added to this model (cf. [22]). For more details about this model we refer the readers to the
literatures [15–22].
The problem (1.1)–(1.9), which is usually called the quasi-stationary model, has been well studied in the past a few years.
More precisely, in [19] Friedman established local well-posedness of this model and obtained a unique radial stationary so-
lution for the special case f (σ ) = λ1σ and g(σ ) = λ2(σ − σˆ ). Shortly after in [22] Friedman and Hu proved that this model,
also for the special case f (σ ) = λ1σ and g(σ ) = λ2(σ − σˆ ), has a series of non-radial stationary solutions bifurcating from
this radial stationary solution. Later on in [29] Wu and Cui proved that for a class of monotone increasing smooth functions
f and g , the unique radial stationary solution of this model is asymptotically stable under non-radial perturbations, pro-
vided the surface tension coeﬃcient γ is larger than a threshold value γ∗ > 0, while for 0 < γ < γ∗ this radial stationary
solution is unstable.
If the quasi-stationary diffusion equation (1.1) is replaced by its non-stationary version
c∂tσ − σ = − f (σ ),
where the positive constant c > 0 denotes the ratio between the nutrient diffusion time and the tumor-cell doubling time
and is very small, then the resulting problem is called the evolutionary model of (1.1)–(1.9). In [21] Friedman and Hu proved
that the radial stationary solution of the evolutionary model for the special case f (σ ) = λ1σ and g(σ ) = λ2(σ − σˆ )
is linearly asymptotically stable for small (λ2/γ ), i.e., there exists a threshold value (λ2/γ )∗ such that if we denote
by (σs,vs, ps,Γs) this stationary solution, then in the case (λ2/γ ) < (λ2/γ )∗ the trivial solution of the linearization at
(σs,vs, ps,Γs) of the original problem is asymptotically stable, and in the case (λ2/γ ) > (λ2/γ )∗ the radial stationary solu-
tion is unstable. More recently, in [30] Wu and Cui improved this linearly asymptotically stable result to be asymptotically
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c > 0.
In addition to well-posedness and stability analysis, smoothness and regularity of solutions is also an important branch of
the qualitative theory for differential equations. Concerning free boundary problems, considerable efforts have been devoted
to this topic, like the investigations in the model of ﬂuid in porous medium [14], the Stefan problem [13,28] and some
tumor growth models [11,19,24,31]. We particularly mention the work [11] which found that solutions of a multicellular
spheroid model are C∞-smooth, Ref. [19] for showing the smoothness of the free boundary and its ﬁrst t-derivative for
a more general version of (1.1)–(1.9), and the literature [31] which proved the analyticity of a multi-layer tumor model
deﬁned on a special strip-like domain. In this paper our interest is to investigate the regularity of solutions of (1.1)–(1.9)
modeled by Stokes equation and deﬁned on a general domain. We shall show that the free boundary of the problem
(1.1)–(1.9) is real analytic in time and space variables, even if the given initial data admit less regularity. This result is far
from trivial, by the fact that the problem (1.1)–(1.9) is a fully nonlinear problem involving nonlocal terms and does not allow
for a comparison principle. Our approach is based on the employment of the functional analytic method and the theory of
continuous maximal regularity [2,10,26], and some techniques developed in [3,12].
To give a precise statement of our main result, we ﬁrst introduce some notations. Given m ∈ N, α ∈ (0,1) and a bounded
domain Ω in Rn , we denote by hm+α(Ω¯) the so-called little Hölder space on Ω of index m + α, i.e., the closure of C∞(Ω¯)
in the usual Hölder space Cm+α(Ω¯). It follows from [2] that u ∈ hm+α(Ω¯) if and only if u ∈ Cm+α(Ω¯) and there holds
lim
τ→0+ sup0<|x1−x2|τ
|∂βu(x1) − ∂βu(x2)|
|x1 − x2|α = 0, β ∈ N
n, |β| =m.
One advantage of working with little Hölder spaces is that continuous injection and density hold between two spaces of
different index. Hereafter we shall ﬁx α ∈ (0,1). We use the notation Cω to denote real analytic dependence. Assume that
Γ0 is a compact hypersurface in R3 of class h3+α . Let Γ∗ be a compact embedded analytic hypersurface in R3 near Γ0,
such that Γ0 is an h3+α-perturbation of Γ∗ in the following sense: There exists an h3+α-function ρ0 deﬁned on Γ∗ , with
a suﬃciently small C1-norm, such that Γ0 is the image of the mapping x → x + ρ0(x)n(x), x ∈ Γ∗ , where n denotes the
outward unit normal ﬁeld on Γ∗ . Let Ω0 and Ω∗ be the bounded domain enclosed by Γ0 and Γ∗ , respectively. Ω∗ will be
used as the reference domain. In this paper, we identify a function u : [0, T ] → C(Γ∗) with the corresponding function on
Γ∗ × [0, T ] deﬁned by u(t, x) = u(t)(x) for t ∈ [0, T ] and x ∈ Γ∗ . Similarly we identify a function v : [0, T ] → C(Ω¯∗) with the
corresponding function on Ω¯∗ × [0, T ] deﬁned by v(t, x) = v(t)(x) for t ∈ [0, T ] and x ∈ Ω¯∗ . By a solution (strict solution, in
the sense of Lunardi [26]) of the problem (1.1)–(1.9) we mean a quartet (σ ,v, p,Γ ) in the following sense:
(i) There exist T > 0 and ρ ∈ C([0, T ),h3+α(Γ∗)) ∩ C1([0, T ),h2+α(Γ∗)) such that the boundary Γ (t) of the domain Ω(t)
is the image of the mapping x → x+ ρ(t, x)n(x), x ∈ Γ∗ for each t ∈ [0, T ).
(ii) There exists Θ ∈ C([0, T ],h3+α(Ω∗,R3)) ∩ C1([0, T ),h2+α(Ω∗,R3)) such that Θ(t, ·) ∈ Diff3+α(Ω∗,Ω(t)) for each
t ∈ [0, T ), and by writing σ˜ (t, x) := σ(t,Θ(t, x)), v˜(t, x) := v(t,Θ(t, x)) and p˜(t, x) := p(t,Θ(t, x)), there holds
(σ˜ (t, ·), v˜(t, ·), p˜(t, ·)) ∈ h3+α(Ω¯∗) × (h2+α(Ω¯∗))3 × h1+α(Ω¯∗) for each t ∈ [0, T ).
(iii) (σ ,v, p,Γ ) satisﬁes (1.1)–(1.9) pointwise.
Then our main result is formulated below:
Theorem 1.1. Let Γ0 be a compact hypersurface in R3 of class h3+α . Then the problem (1.1)–(1.9) has a unique solution (σ ,v, p,Γ )
on some existence interval [0, t+) with t+ > 0,
the time–space manifold
⋃
t∈(0,t+)
({t} × Γ (t)) is real analytic,
and (
σ(t, ·),v(t, ·), p(t, ·)) ∈ Cω(Ω¯(t))× (Cω(Ω¯(t)))3 × Cω(Ω¯(t)) for each t ∈ (0, t+).
Remark 1.2. Recall that in [19] which considered a more general version of (1.1)–(1.9) containing three populations of tumor
cells (proliferating cells, quiescent cells and necrotic cells), the free boundary Γ (t) and its ﬁrst t-derivative were proved to
be smooth functions in spatial variables. While for the problem (1.1)–(1.9), our result shows that the free boundary Γ (t) is
even real analyticity in temporal and spatial variables.
Remark 1.3. It should be mentioned that the current analysis covers and generalizes the analysis given in [31], which proved
the analyticity of the free boundary for a multi-layer tumor model deﬁned on a special strip-like domain where the free
boundary can be represented as the graph of a function. In fact, [31] obtained this target by ﬁrst reducing the original
system into an evolution equation, with which the evolution operator is invariant with respect to translations, and then
using the strategy of translation-parameter trick developed by [14]. While for the problem (1.1)–(1.9), the free boundary,
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equation does not admit the property of translation invariance, so that some other tools should be resorted to deal with
this topic. We overcome this obstacle by introducing a parameter-dependent transformation referred to [12].
Remark 1.4. We also point out that the approach for the analyticity analysis employed in this paper does not work for the
evolutionary model. In fact, as we shall see in the forthcoming sections, we obtain our result by converting the original
system into an equation which contains only one unknown function describing the free boundary, and the reduced problem
is a scalar fully nonlinear pseudo-differential equation deﬁned on a compact manifold without boundary. Then the theory of
continuous maximal regularity can be employed to get the result. While for the evolutionary model, the reduced problem
contains two evolutionary equations, one of which is deﬁned on a domain with boundary conditions involved, where the
theory of continuous maximal regularity is not applicable. This causes that the analyticity analysis for the evolutionary
model is more challenging and we shall investigate it in a forthcoming paper.
The remainder of this paper is organized as follows. In the next section, we give local well-posedness of the problem
(1.1)–(1.9) after establishing the continuous maximal regularity for the linearized problem. Section 3 aims at introducing a
parameter-dependent mapping and investigating its regularity. In the last section, we show the analytic dependence of the
free boundary in temporal and spatial variables and give the proof of Theorem 1.1.
2. Local well-posedness
In this section, we give local well-posedness of the problem (1.1)–(1.9) by establishing continuous maximal regularity for
the linearized problem.
Let Γ∗ be the compact embedded analytic hypersurface in R3 near Γ0 introduced before. Recall that Ω∗ is the bounded
reference domain enclosed by Γ∗ . Let b0 > 0 and introduce a mapping
χ(x, r) : Γ∗ × (−b0,b0) → R3, (x, r) → x+ rn(x).
Denote its image by R := im(χ) ⊂ R3. Observe that Γ∗ is of class Cω , so that[
x → n(x)] ∈ Cω(Γ∗,R3),
and
χ ∈ Diffω(Γ∗ × (−b0,b0),R)
provided b0 > 0 is small enough. We write χ−1 = (K ,d), where
(K ,d) ∈ Cω(R,Γ∗ × (−b0,b0))
for small b0 > 0, by the analyticity of the inversion [h → h−1]. It should be observed that given x ∈ R, K (x) is the nearest
point on Γ∗ to x, and d(x) is the signed distance from x to Γ∗ . Moreover, from the above deﬁnitions one can see that
K (x) + d(x)n(K (x))= x for x ∈ R.
Let a0 ∈ (0,b0) and set
U := {ρ ∈ h2+α(Γ∗); ‖ρ‖C1(Γ∗) < a0}.
For each ρ ∈ U deﬁne a mapping
θρ : Γ∗ → R3, x → x+ ρ(x)n(x),
where as before n denotes the outward unit normal ﬁeld on Γ∗ . Deﬁne an embedded hypersurface Γρ in R3 by
Γρ := im(θρ) =
{
θρ(x); x ∈ Γ∗
}
.
It is not diﬃcult to see that θρ is near the identity and θρ ∈ Diff2+α(Γ∗,Γρ), provided a0 > 0 is small enough which we
assume to be satisﬁed later on. Moreover, one can verify that
[ρ → θρ ] ∈ Cω
(
hm+α(Γ∗) ∩ U,
(
hm+α(Γ∗)
)3)
, m ∈ N (2.1)
for suﬃciently small a0 > 0. Denote by Ωρ the bounded domain enclosed by Γρ . Let E ∈ L(hm+α(Γ∗),hm+α(Ω¯∗)) denote
the right inverse of the trace operator tr(u) = u|Γ∗ which can be deﬁned as follows: Given ϕ ∈ hm+α(Γ∗), deﬁne E(ϕ) := u,
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u = 0 in Ω∗, u = ϕ on Γ∗.
It is obvious that tr(E(ϕ)) = ϕ for ϕ ∈ hm+α(Γ∗). Given ρ ∈ U , deﬁne
Θρ : Ω∗ → Ωρ,
Θρ := IdΩ∗ +E(θρ − IdΓ∗).
It can be veriﬁed that Θρ is near the identity and Θρ ∈ Diff2+α(Ω∗,Ωρ) for suﬃciently small a0. Furthermore, it follows
from (2.1) that
[ρ → Θρ ] ∈ Cω
(
hm+α(Γ∗) ∩ U,
(
hm+α(Ω¯∗)
)3)
, m ∈ N, (2.2)
provided a0 > 0 is small enough. Obvious we have Θρ |Γ∗ = θρ .
The corresponding pull-back and push-forward operators induced by Θρ are denoted by Θ∗ρ and Θ
ρ∗ , respectively, i.e.,
Θ∗ρu := u ◦ Θρ for u ∈ C(Ω¯ρ), Θρ∗ v := v ◦ Θ−1ρ for v ∈ C(Ω¯∗).
Given ρ ∈ U , we deﬁne the following transformed operators:
A(ρ)u := Θ∗ρ
(
Θ
ρ∗ u
)
, B(ρ)u := Θ∗ρ
(∇(Θρ∗ u)),
B(ρ) · v := Θ∗ρ
(∇ · (Θρ∗ v)), B(ρ) ⊗ v := Θ∗ρ(∇ ⊗ (Θρ∗ v))
for scalar functions u ∈ C2(Ω¯∗) and vector functions v = (v1, v2, v3) ∈ (C1(Ω¯∗))3. It should be observed that A(ρ) is
the Laplace–Beltrami operator on Ω∗ with respect to the metric induced by Θρ , and B(ρ) is the derivative operator.
Given ρ ∈ U , let aij(ρ) := [DΘρ ]i j , i, j = 1,2,3. Set Hρ := det[aij(ρ)] and let [aij(ρ)] be the inverse of [aij(ρ)]. Then
A(ρ), B(ρ), B(ρ) · and B(ρ)⊗ can be rewritten as below:
A(ρ)u =
3∑
i, j,k=1
aij(ρ)∂ j
(
aik(ρ)∂ku
)
,
B(ρ)u =
(
3∑
j=1
a1 j(ρ)∂ ju,
3∑
j=1
a2 j(ρ)∂ ju,
3∑
j=1
a3 j(ρ)∂ ju
)
,
B(ρ) · v=
3∑
i, j=1
aij(ρ)∂ j vi, B(ρ) ⊗ v=
3∑
i, j,k=1
aik(ρ)∂kv j. (2.3)
It follows from (2.1) and (2.2) that[
ρ → aij(ρ)
] ∈ Cω(hm+α(Γ∗) ∩ U,hm−1+α(Ω¯∗)), i, j = 1,2,3,
[ρ → Hρ ] ∈ Cω
(
hm+α(Γ∗) ∩ U,hm−1+α(Ω¯∗)
)
(2.4)
for m ∈ N, m 1 and suﬃciently small a0 > 0. Combining this with (2.3) and the fact that the composition of analytic maps
is also analytic, we get[
ρ → A(ρ)] ∈ Cω(hm+α(Γ∗) ∩ U,L(hm+α(Ω¯∗),hm−2+α(Ω¯∗))),[
ρ → B(ρ)] ∈ Cω(hm+α(Γ∗) ∩ U,L(hm+α(Ω¯∗), (hm−1+α(Ω¯∗))3)),[
ρ → B(ρ) ·] ∈ Cω(hm+α(Γ∗) ∩ U,L((hm+α(Ω¯∗))3,hm−1+α(Ω¯∗))),[
ρ → B(ρ)⊗] ∈ Cω(hm+α(Γ∗) ∩ U,L((hm+α(Ω¯∗))3, (hm−1+α(Ω¯∗))3×3)) (2.5)
for m ∈ N, m 2 and suﬃciently small a0 > 0, where we use L(Z1, Z0) to denote the Banach space of all linear continuous
mappings from the Banach space Z1 to the Banach space Z0. We introduce the transformed outward normal n˜(ρ) and the
transformed mean curvature κ˜(ρ) by
n˜(ρ) := θ∗ρ nˆ, κ˜(ρ) := θ∗ρκ,
where nˆ and κ are the outward unit normal ﬁeld and the mean curvature of the hypersurface Γρ , respectively. An elemen-
tary calculation shows that
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∑3
i, j=1 aij(ρ)x jei
|∑3i, j=1 aij(ρ)x jei|
and
κ˜(ρ) = 1
2
3∑
i, j=1
aij(ρ)∂ jn˜i(ρ),
where e1 = (1,0,0), e2 = (0,1,0), e3 = (0,0,1). It follows from these formulas and (2.4) that[
ρ → n˜(ρ)] ∈ Cω(hm+α(Γ∗) ∩ U, (hm−1+α(Γ∗))3),[
ρ → κ˜(ρ)] ∈ Cω(hm+α(Γ∗) ∩ U,hm−2+α(Γ∗)) (2.6)
for m ∈ N, m 2 and small a0 > 0. We also introduce the substitution operators F ,G : hm+α(Ω¯∗) → hm+α(Ω¯∗), respectively,
by
F (u) := f ◦ u, G(u) := g ◦ u for u ∈ hm+α(Ω¯∗).
Then we can transform the free boundary problem (1.1)–(1.9) to a new system deﬁned on the ﬁxed domain Ω∗ . For this,
we introduce an open set
O := h3+α(Γ∗) ∩ U .
Let T > 0 be a given number and consider a function ρ ∈ C([0, T ],O) ∩ C1([0, T ],h2+α(Γ∗)). We set
Γ (t) := Γρ(t), Ω(t) := Ωρ(t) for t ∈ [0, T ].
It is convenient to describe Γ (t) as the zero-level set of a suitable time-dependent function. To do this, given ρ ∈
C([0, T ],O) ∩ C1([0, T ],h2+α(Γ∗)), we deﬁne
φρ : [0, T ] × R → R, (t, x) → d(x) − ρ
(
t, K (x)
)
,
where d and K are introduced in the beginning of this section. Then Γ (t) = φρ(t, ·)−1(0). It follows that the outward unit
normal ﬁeld nˆ(t, x) and the normal velocity V nˆ(t, x) of Γ (t) at the point y = χ(x,ρ(t, x)) can be represented as
nˆ(t, x) = ∇φρ(t, y)|∇φρ(t, y)|
∣∣∣∣
y=χ(x,ρ(t,x))
and V nˆ(t, x) =
∂tρ(t, x)
|∇φρ(t, y)|y=χ(x,ρ(t,x))
, x ∈ Γ∗, t ∈ [0, T ], (2.7)
respectively. By setting
q1(x) := (0, x3,−x2), q2(x) := (−x3,0, x1), q3(x) := (x2,−x1,0) for x = (x1, x2, x3)
(cf. [19]), we see that v× x = (v · q1,v · q2,v · q3). Using these notations and denoting
σ˜ := Θ∗ρσ , v˜ := Θ∗ρv, p˜ := Θ∗ρ p,
q˜i := Θ∗ρqi, i = 1,2,3,
T˜ρ(v˜, p˜) :=
[ B(ρ) ⊗ v˜+ ( B(ρ) ⊗ v˜)T ]− [p˜ + 2
3
B(ρ) · v˜
]
I,
we convert the free boundary problem (1.1)–(1.9) into the following equivalent problem for the unknown (σ˜ , v˜, p˜,ρ):
A(ρ)σ˜ = F (σ˜ ) in Ω∗, t > 0, (2.8)
B(ρ) · v˜= G(σ˜ ) in Ω∗, t > 0, (2.9)
−A(ρ)v˜+ B(ρ)p˜ − 1
3
B(ρ)( B(ρ) · v˜)= 0 in Ω∗, t > 0, (2.10)
σ˜ = σ¯ on Γ∗, t > 0, (2.11)
T˜ρ(v˜, p˜)n˜(ρ) = −γ κ˜(ρ)n˜(ρ) on Γ∗, t > 0, (2.12)
∂tρ(t, x) = v˜(t, x) ·
[∇φρ(t, y)|y=χ(x,ρ(t,x))] on Γ∗, t > 0, (2.13)∫
v˜(x)Hρ(x)dx = 0, t > 0, (2.14)Ω∗
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v˜(x) · q˜i(x)Hρ(x)dx = 0, i = 1,2,3, t > 0, (2.15)
ρ(0) = ρ0. (2.16)
Here Eq. (2.13) follows from the kinematic condition (1.6) and (2.7), and ρ0 is the function introduced before to deﬁne the
initial data Γ0.
Summarizing we get the following result:
Lemma 2.1. Assume that (σ˜ , v˜, p˜,ρ) is a solution of the problem (2.8)–(2.16). By setting
σ := Θρ∗ σ˜ , v := Θρ∗ v˜, p := Θρ∗ p˜, Γ (t) := Γρ(t) = im(θρ(t)), t ∈ [0, T ],
we have that (σ ,v, p,Γ ) is a solution of the problem (1.1)–(1.9). Conversely, if (σ ,v, p,Γ ) is a solution of (1.1)–(1.9) and Γ has the
above form, by letting
σ˜ := Θ∗ρσ , v˜ := Θ∗ρv, p˜ := Θ∗ρ p,
then (σ˜ , v˜, p˜,ρ) forms a solution of (2.8)–(2.16).
In the following, we shall fuse the system of Eqs. (2.8)–(2.16) into a single equation for the unknown ρ only. This can be
realized by ﬁrst solving the system of Eqs. (2.8)–(2.12), (2.14) and (2.15) to get the solution (σ˜ , v˜, p˜) as a function of ρ , and
then substituting v˜ into Eq. (2.13). More precisely, let ρ ∈ O be given and ﬁrstly consider the boundary value problem{A(ρ)σ˜ = F (σ˜ ) in Ω∗,
σ˜ = σ¯ on Γ∗.
(2.17)
By the theory of elliptic partial differential equations and the perturbation theory for operators, we know that (2.17) has a
unique solution σ˜ ∈ h3+α(Ω¯∗) depending on ρ , which we denote by σ˜ := σ˜ (ρ). To prove the analytic dependence of this
solution on ρ , we deﬁne
G : O × h3+α(Ω¯∗) → h1+α(Ω¯∗) × h3+α(Γ∗), (ρ, σ˜ ) →
(A(ρ)σ˜ − F (σ˜ ),Υ0σ˜ − σ¯ ),
where Υ0 represents the trace operator on Γ∗ . Then (2.17) can be rewritten as G(ρ, σ˜ ) = 0, i.e. G(ρ, σ˜ (ρ)) = 0 for all
ρ ∈ O. It follows from (2.5) that
G ∈ Cω(O × h3+α(Ω¯∗),h1+α(Ω¯∗) × h3+α(Γ∗)). (2.18)
Let ∂2G(ρ, σ˜ )w denote the Fréchet derivative of G with respect to w at (ρ, σ˜ ). A simple computation shows that
∂2G(ρ, σ˜ )w =
(A(ρ)w − f ′(σ˜ )w,Υ0w) for w ∈ h3+α(Ω¯∗).
Since f ′ > 0, the theory of elliptic partial differential equations guarantees the existence of a unique solution w ∈ h3+α(Ω¯∗)
to the problem{A(ρ)w − f ′(σ˜ )w = h1 in Ω∗,
w = h2 on Γ∗,
with given (h1,h2) ∈ h1+α(Ω¯∗) × h3+α(Γ∗).
This means that
∂2G(ρ, σ˜ ) ∈ Lis
(
h3+α(Ω¯∗),h1+α(Ω¯∗) × h3+α(Γ∗)
)
,
where Lis(Z1, Z0) represents the set of all bounded isomorphisms from the Banach space Z1 into the Banach space Z0.
Combining this with the implicit function theorem and (2.18) we get[
ρ → σ˜ (ρ)] ∈ Cω(O,h3+α(Ω¯∗)). (2.19)
Next, we consider the following boundary value problem for (v˜, p˜):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
B(ρ) · v˜ = G(σ˜ (ρ)) in Ω∗, t > 0,
−A(ρ)v˜+ B(ρ)p˜ − 1
3
B(ρ)( B(ρ) · v˜)= 0 in Ω∗, t > 0,
T˜ρ(v˜, p˜)n˜(ρ) = −γ κ˜(ρ)n˜(ρ) on Γ∗, t > 0,∫
Ω∗
v˜(x)Hρ(x)dx = 0, t > 0,
∫
v˜(x) · q˜ j(x)Hρ(x)dx = 0, i = 1,2,3, t > 0,
(2.20)Ω∗
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Y1 :=
(
h2+α(Ω¯∗)
)3 × h1+α(Ω¯∗) ×R6,
Y0 := h1+α(Ω¯∗) ×
(
hα(Ω¯∗)
)3 × (h1+α(Γ∗))3 ×R3 ×R3,
and the operator L(ρ) : Y1 → Y0 by
L(ρ)(v˜, p˜, ζ ) :=
⎛
⎜⎜⎜⎜⎝
B(ρ) · v
−A(ρ)v˜+ B(ρ)p˜ + lρ(ζ )
T˜ρ(v˜, p˜)n˜(ρ)∫
Ω∗ v˜(x)Hρ(x)dx∫
Ω∗ v˜(x) · q˜ j(x)Hρ(x)dx
⎞
⎟⎟⎟⎟⎠
T
for (v˜, p˜, ζ ) ∈ Y1,
where the linear operator lρ : R6 → (hα(Ω¯∗))3 is deﬁned by
lρ(ζ ) := c+ d1q˜1 + d2q˜2 + d3q˜3 for ζ = (c,d1,d2,d3) ∈ R3 ×R×R×R.
It should be observed that the spaces Y1, Y0 and the operators L(ρ), lρ are deﬁned in such a way in order to ensure the
bijectivity of L(ρ). Then the problem (2.20) can be rewritten in the following equivalent form:
L(ρ)(v˜, p˜, ζ ) =
(
G
(
σ˜ (ρ)
)
,
1
3
B(ρ)G(σ˜ (ρ)),−γ κ˜(ρ)n˜(ρ),0,0) ∈ Y0, (2.21)
where in the last relation we used (2.5), (2.6) and (2.19). From the proof of Theorem 2.1 in [19] we know that L(0) ∈
Lis(Y1, Y0). Since the set Lis(Y1, Y0) is open in L(Y1, Y0), we get that
L(ρ) ∈ Lis(Y1, Y0), ρ ∈ O (2.22)
for suﬃciently small a0 > 0. Thus we use Lemma 2.3 and (48) in [29] to get a unique solution of (2.21):
(v˜, p˜,0) ≡ (v˜(ρ), p˜(ρ),0)= L(ρ)−1(G(σ˜ (ρ)), 1
3
B(ρ)G(σ˜ (ρ)),−γ κ˜(ρ)n˜(ρ),0,0) ∈ Y1. (2.23)
On the other hand, it follows from (2.4)–(2.6), (2.19) and (2.22) that[
ρ → L(ρ)] ∈ Cω(O,Lis(Y1, Y0)),[
ρ →
(
G
(
σ˜ (ρ)
)
,
1
3
B(ρ)G(σ˜ (ρ)),−γ κ˜(ρ)n˜(ρ),0,0)] ∈ Cω(O, Y0) (2.24)
for small a0 > 0. Combining (2.23), (2.24) and the fact that the inversion [h → h−1] is analytic we get[
ρ → (v˜(ρ), p˜(ρ))] ∈ Cω(O, (h2+α(Ω¯∗))3 × h1+α(Ω¯∗)). (2.25)
To give a precise description for this solution, we denote by I1, I2 and I3 the natural embedding operators from h1+α(Ω¯∗),
(hα(Ω¯∗))3 and (h1+α(Γ∗))3 into Y0, respectively, and by J the projection operator from Y1 onto (h2+α(Ω¯∗))3. By deﬁning
the operators
P(ρ) := J ◦ L(ρ)−1 ◦ I1, Q(ρ) := J ◦ L(ρ)−1 ◦ I2, R(ρ) := J ◦ L(ρ)−1 ◦ I3,
we see from Lemma 2.4 in [29] that the solution component v˜ = v˜(ρ) can be represented as
v˜= v˜(ρ) = P(ρ)G(σ˜ (ρ))+ 1
3
Q(ρ) B(ρ)G(σ˜ (ρ))− γR(ρ)(κ˜(ρ)n˜(ρ)), (2.26)
where by (2.24)[
ρ → P(ρ)] ∈ Cω(O,L(h1+α(Ω¯∗), (h2+α(Ω¯∗))3)),[
ρ → Q(ρ)] ∈ Cω(O,L((hα(Ω¯∗))3, (h2+α(Ω¯∗))3)),[
ρ → R(ρ)] ∈ Cω(O,L((h1+α(Γ∗))3, (h2+α(Ω¯∗))3)). (2.27)
Finally, substituting the expression (2.26) into Eq. (2.13) and setting
Φ(ρ) := −Υ0
[
P(ρ)G(σ˜ (ρ))+ 1Q(ρ) B(ρ)G(σ˜ (ρ))− γR(ρ)(κ˜(ρ)n˜(ρ))] · [∇φρ(t, y)|y=χ(x,ρ(t,x))] (2.28)3
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initial value problem for a differential equation in the Banach space h2+α(Γ∗):
dρ
dt
+ Φ(ρ) = 0, ρ(0) = ρ0. (2.29)
Moreover, it follows from (2.4)–(2.6), (2.19), (2.25), (2.27), (2.28) and the fact that the composition of analytic maps is also
analytic that
[
ρ → Φ(ρ)] ∈ Cω(O,h2+α(Γ∗)). (2.30)
Summarizing the above reductions we have:
Lemma 2.2. If (σ˜ , v˜, p˜,ρ) is a solution of the problem (2.8)–(2.16), then ρ is a solution of the problem (2.29). Conversely, letting ρ be
a solution of (2.29) and setting
σ˜ := σ˜ (ρ), (v˜, p˜,0) := L(ρ)−1
(
G
(
σ˜ (ρ)
)
,
1
3
B(ρ)G(σ˜ (ρ)),−γ κ˜(ρ)n˜(ρ),0,0),
we have that (σ˜ , v˜, p˜,ρ) forms a solution of (2.8)–(2.16).
In the following, we shall give local well-posedness of the fully nonlinear evolution equation (2.29). This will be achieved
by establishing the continuous maximal regularity for the linearized problem in the sense of Da Prato and Grisvard [10]. For
this, given T > 0, we set
I := [0, T ], X1 := h3+α(Γ∗),
X0(I) := C
([0, T ],h2+α(Γ∗)),
X1(I) := C
([0, T ],h3+α(Γ∗))∩ C1([0, T ],h2+α(Γ∗)).
Write Υ for the (temporal) trace operator in X1(I), i.e.
Υ : X1(I) → X1, u → u(0).
Let ∂Φ(ρ) denote the Fréchet derivative of Φ at ρ . We have the following result:
Lemma 2.3. Let ρ ∈ O be given. Then (X1(I),X0(I)) is a pair of maximal regularity for ∂Φ(ρ), that is,(
d
dt
+ ∂Φ(ρ),Υ
)
∈ Lis
(
X1(I),X0(I) × X1
)
, ρ ∈ O.
Proof. Let Z1 and Z0 be two Banach spaces such that Z1 is continuously injected and dense in Z0. Denote by H(Z1, Z0)
the subset of all A ∈ L(Z1, Z0) such that −A, considered as an unbounded operator on Z0, generates a strongly continuous
analytic semigroup on Z0. Given ρ ∈ O, it follows from Corollary 1 in Section 2 of [29] that
∂Φ(ρ) ∈ H(h3+α(Γ∗),h2+α(Γ∗)).
Combining this with the fact that little Hölder spaces are stable under continuous interpolation method (·,·)0θ,∞ , θ ∈ (0,1)
(cf. [2,3,10,26]), we get the desired assertion. 
Then local well-posedness of (2.29) follows readily as a consequence of the above maximal regularity result (cf. Theo-
rem 2.7 in [3] and Theorem 8.4.1 in [26]):
Theorem 2.4. Given ρ0 ∈ O, there exist t+ := t+(ρ0) > 0 and a unique maximal solution
ρ := ρ(·,ρ0) ∈ C
([
0, t+
)
,O)∩ C1([0, t+),h2+α(Γ∗))
of the problem (2.29). The map (t,ρ0) → ρ(t,ρ0) deﬁnes a local smooth semiﬂow on O.
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In this section we introduce a parameter-dependent mapping, which is important to our analysis in the next sec-
tion.
Recall that Γ∗ is a compact embedded analytic hypersurface in R3. We denote by Vω(Γ∗) the vector space of all real
analytic vector ﬁelds on Γ∗ . For each point x ∈ Γ∗ , let TxΓ∗ stand for the tangent space of Γ∗ at the point x. Recall the
following result due to Escher and Prokert [12], which plays an important role in our analysis:
Lemma 3.1. (See [12].) There exist an integer N ∈ N and a mapping
Σ ∈ Cω(RN ×R× Γ∗,Γ∗) (3.1)
satisfying the following properties:
Σ(μ, t, ·) ∈ Diffω(Γ∗) for (μ, t) ∈ RN ×R,{
Vμ(x) := ∂
∂t
Σ(μ, t, x)
∣∣∣∣
t=0
; μ ∈ RN
}
= TxΓ∗ for x ∈ Γ∗,[
μ → Vμ(·)
] ∈ Hom(RN ,Vω(Γ∗)). (3.2)
In the following, we convert the problem (2.29) into a parameter-dependent problem by employing the mapping Σ
introduced above. For this, given (μ, t) ∈ RN ×R, we denote by Σ(μ, t, ·)∗ and Σ(μ, t, ·)∗ the corresponding pull-back and
push-forward operators induced by the mapping Σ(μ, t, ·), i.e.,
Σ(μ, t, ·)∗u := u ◦ Σ(μ, t, ·), Σ(μ, t, ·)∗v := v ◦ Σ−1(μ, t, ·) for u, v ∈ C(Γ∗).
Recall that given (μ, x) ∈ RN × Γ∗ , Σ(μ, ·, x) is the unique global solution to the initial value problem
z′(t) = Vμ(z), z(0) = x, (3.3)
cf. the proof of Lemma 3.1 in [12]. Moreover, we have
Σ(μ, t, ·) = Σ(tμ,1, ·) for (μ, t) ∈ RN ×R. (3.4)
In fact, if t = 0 then this relation is trivial since Σ(0, t, ·) = IdΓ∗ (cf. (3.2)). If t = 0, ﬁx (μ, t, x) ∈ RN ×R× Γ∗ and set
z(s) := Σ
(
tμ,
s
t
, x
)
for s ∈ R.
It follows from (3.2) and (3.3) that z(0) = Σ(tμ,0, x) = x and
z′(s) = 1
t
∂2Σ
(
tμ,
s
t
, x
)
= 1
t
Vtμ
(
z(s)
)= Vμ(z(s)).
This means that z(s) solves the problem (3.3). On the other hand, we know that Σ(μ, s, x) is a solution of (3.3), so that
there holds
Σ(μ, s, x) = Σ
(
tμ,
s
t
, x
)
, s ∈ R.
Seek s = t in this formula we get (3.4). Given (μ, t) ∈ RN ×R, we deﬁne
Gμ(t) : h2+i+α(Γ∗) → h2+i+α(Γ∗), i = 0,1,
Gμ(t)u := Σ(μ, t, ·)∗u for u ∈ h2+i+α(Γ∗).
We shall show that [t → Gμ(t)] is a strongly continuous group on h2+i+α(Γ∗), i = 0,1. Then the inﬁnitesimal generator of
{Gμ(t); t ∈ R} on h2+α(Γ∗) will be denoted by Dμ . It follows from [27] that Dμ is a closed operator on h2+α(Γ∗). Thus its
domain dom(Dμ), endowed with the graph norm of Dμ , is a well-deﬁned Banach space. For Banach spaces Z1, Z2 and Z0,
let L2(Z1 × Z2, Z0) denote the Banach space of all bilinear continuous mappings from Z1 × Z2 to Z0. We have the following
results:
Lemma 3.2. Let Gμ(t) and Dμ be deﬁned as above. Then
(i) Given μ ∈ RN , [t → Gμ(t)] is a strongly continuous group on h2+i+α(Γ∗), i = 0,1.
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(iii) [(μ,u) → Dμu] ∈ L2(RN × h3+α(Γ∗),h2+α(Γ∗)).
Proof. (i) The group properties of Gμ(t) follow readily from the fact that Σ(μ, ·,·) is a ﬂow on Γ∗ . Next we show that Gμ(t)
is strongly continuous on h2+i+α(Γ∗), i = 0,1. This can be easily veriﬁed if we observe the density of C∞(Γ∗) in h2+i+α(Γ∗)
and the inequality∥∥Gμ(t)v − Gμ(0)v∥∥h2+i+α(Γ∗) = ∥∥Σ(μ, t, ·)∗v − Σ(μ,0, ·)∗v∥∥h2+i+α(Γ∗)
= ∥∥v ◦ Σ(μ, t, ·) − v ◦ Σ(μ,0, ·)∥∥h2+i+α(Γ∗)
 C‖Dv‖h2+i+α(Γ∗) · |t|
for v ∈ C∞(Γ∗), t ∈ R and i = 0,1.
(ii) Recall that the domain dom(Dμ) of the operator Dμ , as an unbounded operator on h2+α(Γ∗), is deﬁned by the
formula
dom(Dμ) :=
{
u ∈ h2+α(Γ∗): lim
t→0+
Gμ(t)u − u
t
exists
}
,
cf. [27]. An elementary computation shows that
d
dt
u
(
Σ(μ, t, x)
)∣∣∣∣
t=0
= Txu ∂
∂t
Σ(μ, t, x)
∣∣∣∣
t=0
= TxuVμ(x) for x ∈ Γ∗, u ∈ h3+α(Γ∗),
where Txu denotes the derivative of u in the tangent space TxΓ∗ . If u ∈ h3+α(Γ∗) then the above inequality indicates∥∥∥∥Gμ(t)u − ut
∥∥∥∥
h2+α(Γ∗)
=
∥∥∥∥u ◦ Σ(μ, t, ·) − u ◦ Σ(μ,0, ·)t
∥∥∥∥
h2+α(Γ∗)
 C‖Du‖h2+α(Γ∗),
so that ‖TxuVμ(x)‖h2+α(Γ∗)  C‖Du‖h2+α(Γ∗) . It follows that
Dμu(x) = TxuVμ(x) for x ∈ Γ∗, u ∈ h3+α(Γ∗), (3.5)
and
h3+α(Γ∗) ↪→ dom(Dμ) ↪→ h2+α(Γ∗). (3.6)
(iii) From the inclusion (3.6) we know that
[w → Dμw] ∈ L
(
h3+α(Γ∗),h2+α(Γ∗)
)
for any μ ∈ RN .
Combining this with (3.2) and (3.5) we get (iii). This completes the proof. 
Let ρ0 ∈ O be given and let ρ = ρ(·,ρ0) be the unique maximal solution to the problem (2.29), guaranteed by Theo-
rem 2.4. Recall that ρ ∈ C([0, t+),O)∩C1([0, t+),h2+α(Γ∗)) and the map (t,ρ0) → ρ(t,ρ0) deﬁnes a local smooth semiﬂow
on O. Thus by subdividing the interval [0, t+) we may assume without loss of generality that t+  1. Hereafter we shall
consider the solution on the interval I := [0, T ] with ﬁxed T ∈ (0, t+). Denote by BRN (0, r0) the ball of radius r0 centered
at the origin of RN , where r0 > 0 is small enough and is assumed to be satisﬁed later on. Since dist(ρ[0, T ], ∂O) > 0, we
know that there exist an open neighborhood O˜ ⊂ O of ρ[0, T ] and r0 > 0 such that
Gμ(t)O˜ ⊂ O, Gμ(t)
(
ρ[0, T ])⊂ O˜ for all μ ∈ BRN (0, r0), t ∈ I.
We set
O(I) := C([0, T ], O˜)∩ C1([0, T ],h2+α(Γ∗)).
It follows from the compactness of I and the fact that O˜ is open in h3+α(Γ∗) that O(I) is an open subset of X1(I). Choose
ε0 > 0 suﬃciently small such that λt ∈ [0, t+) for t ∈ I and λ ∈ (1− ε0,1+ ε0). Given (λ,μ) ∈ (1− ε0,1+ ε0) × BRN (0, r0),
deﬁne
ρλ,μ(t) := Gμ(t)ρ(λt) = Σ(μ, t, ·)∗ρ(λt) = ρ
(
λt,Σ(μ, t, ·)), t ∈ I. (3.7)
It is not diﬃcult to prove that ρλ,μ ∈ O(I). A direct computation shows that
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dt
(
ρλ,μ(t)
)= DμGμ(t)ρ(λt) + λGμ(t)dρ
dt
(λt)
= Dμρλ,μ(t) − λGμ(t)Φ
(
ρ(λt)
)
= Dμρλ,μ(t) − λGμ(t)Φ
(
Σ(μ, t, ·)∗Σ(μ, t, ·)∗ρ(λt)
)
= Dμρλ,μ(t) − λΣ(μ, t, ·)∗Φ
(
Σ(μ, t, ·)∗ρλ,μ(t)
)
,
where we have used (2.29), (3.7) and the fact that Gμ(t) and Dμ commute on h3+α(Γ∗). Setting
Ψ (μ, v)(t) := Σ(μ, t, ·)∗Φ(Σ(μ, t, ·)∗v(t)), (3.8)
we see that ρλ,μ(t) satisﬁes the following problem:
d
dt
h − Dμh + λΨ (μ,h) = 0, h(0) = ρ0. (3.9)
In the following, we shall investigate the regularity of the mapping Ψ introduced in (3.8). For this, given (μ, ξ) ∈
BRN (0, r0) × U and t = 1, we denote
ρ := Σ(μ,1, ·)∗ξ = ξ ◦ Σ−1(μ,1, ·). (3.10)
Obviously there holds ρ ∈ U . It follows from the proof of Lemma 3.1 in [12] that V0 = 0 for μ = 0 and Σ(μ, ·, x) is the
unique global solution of (3.3). Thus we have
Σ(0,1, ·) = IdΓ∗ , ρ(·) ≡ ξ(·) for μ = 0. (3.11)
Given (μ, ξ) ∈ BRN (0, r0) × U , denote by θμ,ξ the composition of the two mappings Σ(μ,1, ·) : Γ∗ → Γ∗ and θρ : Γ∗ → Γρ ,
that is,
θμ,ξ : Γ∗ → Γρ,
θμ,ξ := θρ(·) ◦ Σ(μ,1, ·) = Σ(μ,1, ·) + ξ(·)
(
n ◦ Σ(μ,1, ·)), (3.12)
where as before n represents the outward unit normal ﬁeld on Γ∗ , θρ is deﬁned in the beginning of Section 2 and we have
used the relation (3.10). Observing that Γ∗ is of class Cω and Σ ∈ Cω(RN ×R× Γ∗,Γ∗) (cf. (3.1)), we can prove[
μ → n ◦ Σ(μ,1, ·)] ∈ Cω(BRN (0, r0), (hm+α(Γ∗))3), m ∈ N
for small r0 > 0. Thus we have θμ,ξ ∈ Diff2+α(Γ∗,Γρ) and[
(μ, ξ) → θμ,ξ
] ∈ Cω(BRN (0, r0) × (hm+α(Γ∗) ∩ U), (hm+α(Γ∗))3), m ∈ N (3.13)
for small r0 > 0 and a0 > 0. Given (μ, ξ) ∈ BRN (0, r0) × U , we deﬁne
Θμ,ξ : Ω∗ → Ωρ,
Θμ,ξ := IdΩ∗ +E(θμ,ξ − IdΓ∗).
One can verify that Θμ,ξ is near the identity and Θμ,ξ ∈ Diff2+α(Ω∗,Ωρ) for small r0 > 0 and a0 > 0. From (3.13) and the
property of E we know that[
(μ, ξ) → Θμ,ξ
] ∈ Cω(BRN (0, r0) × (hm+α(Γ∗) ∩ U), (hm+α(Ω¯∗))3), m ∈ N (3.14)
for small r0 > 0 and a0 > 0. It is obvious that Θμ,ξ |Γ∗ = θμ,ξ . The corresponding pull-back and push-forward operators
induced by Θμ,ξ are respectively denoted by Θ∗μ,ξ and Θ
μ,ξ∗ , i.e.,
Θ∗μ,ξu := u ◦ Θμ,ξ for u ∈ C(Ω¯ρ), Θμ,ξ∗ v := v ◦ Θ−1μ,ξ for v ∈ C(Ω¯∗).
Like in Section 2, we shall convert the original problem (1.1)–(1.9) into a new system by using the transformation Θ∗μ,ξ .
For this purpose, given (μ, ξ) ∈ BRN (0, r0) × U , we introduce the transformed operators
Aμ(ξ)u := Θ∗μ,ξ
(
Θ
μ,ξ∗ u
)
, Bμ(ξ)u := Θ∗μ,ξ
(∇(Θμ,ξ∗ u)),
Bμ(ξ) · v := Θ∗μ,ξ
(∇ · (Θμ,ξ∗ v)), Bμ(ξ) ⊗ v := Θ∗μ,ξ (∇ ⊗ (Θμ,ξ∗ v)),
and the transformed outward normal and mean curvature
n˜μ(ξ) := θ∗μ,ξ nˆ, κ˜μ(ξ) := θ∗μ,ξ κ.
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by Θμ,ξ . Denote Hμ,ξ := det[aij(μ, ξ)] and let [aij(μ, ξ)] represent the inverse of [aij(μ, ξ)]. From (3.13) and (3.14) we
know that[
(μ, ξ) → aij(μ, ξ)
] ∈ Cω(BRN (0, r0) × (hm+α(Γ∗) ∩ U),hm−1+α(Ω¯∗)),[
(μ, ξ) → Hμ,ξ
] ∈ Cω(BRN (0, r0) × (hm+α(Γ∗) ∩ U),hm−1+α(Ω¯∗)) (3.15)
for small r0 > 0 and a0 > 0. Then the operators Aμ(ξ), Bμ(ξ), Bμ(ξ) · and Bμ(ξ)⊗ can be rewritten like in (2.3) with aij(ρ)
replaced by aij(μ, ξ), and certainly have the following properties[
(μ, ξ) → Aμ(ξ)
] ∈ Cω(BRN (0, r0) × (hm+α(Γ∗) ∩ U),L(hm+α(Ω¯∗),hm−2+α(Ω¯∗))),[
(μ, ξ) → Bμ(ξ)
] ∈ Cω(BRN (0, r0) × (hm+α(Γ∗) ∩ U),L(hm+α(Ω¯∗), (hm−1+α(Ω¯∗))3)),[
(μ, ξ) → Bμ(ξ) ·
] ∈ Cω(BRN (0, r0) × (hm+α(Γ∗) ∩ U),L((hm+α(Ω¯∗))3,hm−1+α(Ω¯∗))),[
(μ, ξ) → Bμ(ξ)⊗
] ∈ Cω(BRN (0, r0) × (hm+α(Γ∗) ∩ U),L((hm+α(Ω¯∗))3, (hm−1+α(Ω¯∗))3×3)) (3.16)
for m ∈ N, m 2 and small r0 > 0 and a0 > 0. Like the proof of (2.6) we can show that[
(μ, ξ) → n˜μ(ξ)
] ∈ Cω(BRN (0, r0) × (hm+α(Γ∗) ∩ U),hm−1+α(Γ∗)),[
(μ, ξ) → κ˜μ(ξ)
] ∈ Cω(BRN (0, r0) × (hm+α(Γ∗) ∩ U),hm−2+α(Γ∗)) (3.17)
for m ∈ N, m 2 and suﬃciently small r0 > 0 and a0 > 0. By setting
σ˜μ := Θ∗μ,ξσ , v˜μ := Θ∗μ,ξv, p˜μ := Θ∗μ,ξ p,
we can see that the original problem (1.1)–(1.9) is transformed to the following equivalent problem for the unknown
(σ˜μ, v˜μ, p˜μ, ξ):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Aμ(ξ)σ˜μ = F (σ˜μ) in Ω∗, t > 0,
Bμ(ξ) · v˜μ = G(σ˜μ) in Ω∗, t > 0,
−Aμ(ξ)v˜μ + Bμ(ξ)p˜μ − 1
3
Bμ(ξ)
( Bμ(ξ) · v˜μ)= 0 in Ω∗, t > 0,
σ˜μ = σ¯ on Γ∗, t > 0,
T˜μ,ξ (v˜μ, p˜μ)n˜μ(ξ) = −γ κ˜μ(ξ)n˜μ(ξ) on Γ∗, t > 0,
∂tξ(t, x) = v˜μ(x) ·
[∇φμ,ξ (y)|y=χ(Σ(μ,1,x),ξ(t,x))] on Γ∗, t > 0,∫
Ω∗
v˜μ(x)Hμ,ξ (x)dx = 0, t > 0,
∫
Ω∗
v˜μ(x) · q˜μi (x)Hμ,ξ (x)dx = 0, i = 1,2,3, t > 0,
ξ(0) = ξ0 for t = 0.
(3.18)
Here ξ0 = ρ0 by the fact that Σ(μ,0, ·) = IdΓ∗ (cf. (3.11)), and
T˜μ,ξ (v˜μ, p˜μ) :=
[ Bμ(ξ) ⊗ v˜μ + ( Bμ(ξ) ⊗ v˜μ)T ]−
[
p˜μ + 2
3
Bμ(ξ) · v˜μ
]
I,
φμ,ξ : [0, T ] × R → R, (t, x) → d(x) − ξ
(
t,Σ−1
(
μ,1, K (x)
))
,
q˜μi := Θ∗μ,ξqi, i = 1,2,3,
where d, K and qi , i = 1,2,3, are deﬁned in Section 2.
By following the same steps as in Section 2, we can fuse (3.18) into a single equation for the unknown ξ . More precisely,
given (μ, ξ) ∈ BRN (0, r0) × O, we ﬁrst solve the elliptic boundary value problem for σ˜μ to get a solution σ˜μ := σ˜μ(ξ), then
substitute it into the problem for (v˜μ, p˜μ) and solve to get a solution component
v˜μ ≡ v˜μ(ξ) := Pμ(ξ)G
(
σ˜μ(ξ)
)+ 1
3
Qμ(ξ) Bμ(ξ)G
(
σ˜μ(ξ)
)− γRμ(ξ)(κ˜μ(ξ)n˜μ(ξ)),
where the operators Pμ(ξ),Qμ(ξ) and Rμ(ξ) are deﬁned like in Section 2 with ρ replaced by (μ, ξ) and satisfy
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(μ, ξ) → Pμ(ξ)
] ∈ Cω(BRN (0, r0) × O,L(h1+α(Ω¯∗), (h2+α(Ω¯∗))3)),[
(μ, ξ) → Qμ(ρ)
] ∈ Cω(BRN (0, r0) × O,L((hα(Ω¯∗))3, (h2+α(Ω¯∗))3)),[
(μ, ξ) → Rμ(ρ)
] ∈ Cω(BRN (0, r0) × O,L((h1+α(Γ∗))3, (h2+α(Ω¯∗))3)) (3.19)
for small r0 > 0 and a0 > 0. Finally substituting the component v˜μ = v˜μ(ξ) into the evolution equation for ξ in (3.18) we
get the following equation merely for the unknown ξ :
dξ
dt
+ Φμ(ξ) = 0, ξ(0) = ξ0, (3.20)
where the mapping Φμ(ξ) is deﬁned by
Φμ(ξ) := −Υ0
[
Pμ(ξ)G
(
σ˜μ(ξ)
)+ 1
3
Qμ(ξ) Bμ(ξ)G
(
σ˜μ(ξ)
)− γRμ(ξ)(κ˜μ(ξ)n˜μ(ξ))
]
· [∇φμ,ξ (y)|y=χ(Σ(μ,1,x),ξ(t,x))] (3.21)
and satisﬁes[
(μ, ξ) → Φμ(ξ)
] ∈ Cω(BRN (0, r0) × O,h2+α(Γ∗)). (3.22)
Comparing the above steps carefully with those in Section 2 and using (3.10) and (3.12), we can obtain the following
conclusion:
Lemma 3.3. Let Φ and Φμ be respectively deﬁned by (2.28) and (3.21). Then
Φμ(ξ) = Σ(μ,1, ·)∗Φ
(
Σ(μ,1, ·)∗ξ
)
for (μ, ξ) ∈ BRN (0, r0) × O. (3.23)
Lemma 3.4. Let Ψ (μ, v) be the mapping deﬁned in (3.8). Then
Ψ ∈ Cω(BRN (0, r0) ×O(I),X0(I)).
Proof. We get from (3.4), (3.8) and (3.23) that
Ψ (μ, v)(t) = Σ(μ, t, ·)∗Φ(Σ(μ, t, ·)∗v(t))= Σ(tμ,1, ·)∗Φ(Σ(tμ,1, ·)∗v(t))= Φtμ(v(t)) (3.24)
for (μ, t, v) ∈ BRN (0, r0)× I×O(I). Observing (3.22) and the fact that I is compact, by employing the perturbation argument
like in the proof of Lemma 3.5 in [12] we show that[
(μ, v) → Φtμ
(
v(t)
)] ∈ Cω(BRN (0, r) ×O(I),X0(I)).
Combining this with (3.24) we complete the proof of the desired assertion. 
4. Analyticity
In this section we prove the analyticity of solutions to (1.1)–(1.9) and give the proof of Theorem 1.1. This relies on
the continuous maximal regularity established in Section 2 and the parameter-dependent transformation introduced in
Section 3.
Let ρ0 ∈ O˜ be given and let ρ = ρ(·,ρ0) ∈ C([0, t+), O˜) ∩ C1([0, t+),h2+α(Γ∗)) be the unique maximal solution of the
problem (2.29). Recall that I = [0, T ] for T ∈ (0, t+), and O(I) = C([0, T ], O˜) ∩ C1([0, T ],h2+α(Γ∗)). We have the following
result:
Theorem 4.1. Let ρλ,μ(t) be deﬁned by (3.7). Then there exists an open neighborhood Λε := (1 − ε,1 + ε) × (−ε, ε)N of (1,0) in
R
N+1 such that[
(λ,μ) → ρλ,μ
] ∈ Cω(Λε,O(I)). (4.1)
Proof. Recall that ρλ,μ is the solution of (3.9). We deﬁne
F
(
(λ,μ),h
) := ( d h − Dμh + λΨ (μ,h),h(0) − ρ0
)
.dt
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(μ,w) → Dμw
] ∈ L2(BRN (0, r0) ×X1(I),X0(I)). (4.2)
Combining this with Lemma 3.4 we get
F ∈ Cω(R× BRN (0, r0) ×O(I),X0(I) × X1). (4.3)
Let ∂2F((1,0),ρ)h denote the Fréchet derivative of F with respect to h at ((1,0),ρ). Given h ∈ X1(I), we conclude from
(3.3), (3.8), (3.11), (3.23), (3.24) and (4.2) that
∂2F
(
(1,0),ρ
)
h = d
dε
F
(
(1,0),ρ + εh)∣∣∣∣
ε=0
=
(
d
dt
h + ∂Φ(ρ)h,h(0)
)
, ρ ∈ O(I). (4.4)
Combining Lemma 2.3 with Remark III 3.4.2(c) in [2] we get that, given (ψ,ϕ) ∈ X0(I) × X1, there is a unique solution
u ∈ X1(I) to the inhomogeneous evolution equation
d
dt
u + ∂Φ(ρ(t))u = ψ(t), u(0) = ϕ,
which means that ( ddt + ∂Φ(ρ),Υ ) is surjective. This combining with the open mapping theorem implies
∂2F
(
(1,0),ρ
)= ( d
dt
+ ∂Φ(ρ(t)),Υ) ∈ Lis(X1(I),X0(I) × X1), ρ ∈ O(I). (4.5)
Since F((λ,μ),h) = (0,0) holds if and only if h is a solution of (3.9), the implicit function theorem on Banach spaces
and (4.3)–(4.5) yield that there is a neighborhood Λε := (1 − ε,1 + ε) × (−ε, ε)N ⊂ (1 − ε0,1 + ε0) × BRN (0, r0) of (1,0)
such that (4.1) holds true. This completes the proof. 
We are now prepared to give the proof of Theorem 1.1.
Proof of Theorem 1.1. Local well-posedness of the problem (1.1)–(1.9) follows from Theorem 2.4 and the equivalences of the
problem (1.1)–(1.9), the problem (2.8)–(2.16) and the problem (2.29). In the following we focus on the proof the analyticity
of this solution.
Let Λε be the neighborhood of (1,0) in RN+1, guaranteed by Theorem 4.1. Pick a point (t0, x0) ∈ (0, t+) × Γ∗ . Let
T ∈ (0, t+) be given with T > t0, and write I = [0, T ] as before. It follows from Lemma 3.1 that there exist unit vectors
μ1,μ2,μ3 ∈ RN such that (Vμ1 , Vμ2 , Vμ3 ) forms a basis of Tx0Γ∗ . Given a vector a = (a1,a2,a3) ∈ R3, we set
a¯ := (a1,a2,a3,0, . . . ,0) ∈ RN , μ¯ :=
3∑
k=1
akμk ∈ RN .
Let δ ∈ (0, ε) and deﬁne an open neighborhood
Uδ := (1− δ,1+ δ) × (−δ, δ)3 × {0} ⊂ RN+1.
We introduce a mapping
Π : Uδ →
(
0, t+
)× Γ∗, (λ, a¯) → (λt0,Σ(μ¯, t0, x0)).
From Lemma 3.1 and (3.3) we know that
Π ∈ Cω(Uδ, (0, t+)× Γ∗) (4.6)
and
T(1,0)Π(τ , c¯) = t0
(
τ ,
3∑
k=1
ckVμk
)
∈ R× Tx0Γ∗
for all τ ∈ R and c¯ := (c1, c2, c3,0, . . . ,0) ∈ RN . This means that T(1,0)Π is bijective. Thus we conclude from (4.6) and the
inverse function theorem that for suﬃciently small δ > 0,
Π is an analytic parametrization of an open neighborhood
O (t0,x0) of (t0, x0) in (0, t
+) × Γ∗. (4.7)
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ρ(λ, a¯) ◦ Π = ρ(λt0,Σ(μ¯, t0, x0))= ρλ,μ¯(t0)(x0), (λ, a¯) ∈ Uδ. (4.8)
On the other hand, it follows from the obvious inclusion O(I) ⊂ C(I,C(Γ∗)) that the evaluation mapping
O(I) → R, w → w(t0)(x0)
is well deﬁned and analytic, which combined with Theorem 4.1 yields[
(λ, a¯) → ρλ,μ¯(t0)(x0)
] ∈ Cω(Uδ,R). (4.9)
We conclude from (4.6)–(4.9) that
ρ ∈ Cω(O (t0,x0),R).
Since (t0, x0) can be chosen anywhere in (0, t+) × Γ∗ , this implies
ρ ∈ Cω((0, t+)× Γ∗), (4.10)
that is,
the time–space manifold
⋃
t∈(0,t+)
({t} × Γ (t)) is real analytic.
Then we show that(
σ(t, ·),v(t, ·), p(t, ·)) ∈ Cω(Ω¯(t))× (Cω(Ω¯(t)))3 × Cω(Ω¯(t)) for each t ∈ (0, t+). (4.11)
This can be easily veriﬁed with the help of (4.10). For this, given ρ ∈ Cω((0, t+)×Γ∗), we ﬁrst consider the boundary value
problem (2.17). It follows from Section 2 that the problem (2.17) has a unique solution σ˜ := σ˜ (ρ) satisfying[
ρ → σ˜ (ρ)] ∈ Cω(O˜,h3+α(Ω¯∗))
(cf. (2.19)), which combined with (4.10) and the inclusion h3+α(Ω¯∗) ⊂ C(Ω¯∗) yields
σ˜ (t, ·) ∈ Cω(Ω¯∗), t ∈
(
0, t+
)
. (4.12)
Next we consider the problem (2.20) for the unknown (v˜, p˜) with σ˜ (t, ·) satisfying (4.12). From Section 2 we know that
(2.20) has a unique solution (v˜, p˜) satisfying[
ρ → (v˜(ρ), p˜(ρ))] ∈ Cω(O˜, (h2+α(Ω¯∗))3 × h1+α(Ω¯∗)),
cf. (2.25). Similarly as above we combine this with (4.10) to get(
v˜(t, ·), p˜(t, ·)) ∈ (Cω(Ω¯∗))3 × Cω(Ω¯∗), t ∈ (0, t+). (4.13)
Since σ(t, ·) = Θρ∗ σ˜ (t, ·), v(t, ·) = Θρ∗ v˜(t, ·) and p(t, ·) = Θρ∗ p˜(t, ·), we conclude from (2.2), (4.10), (4.12) and (4.13) that
(4.11) holds true. This completes the proof of Theorem 1.1. 
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