We present an improved version of an infeasible interior-point method for linear optimization published in 2006. In the earlier version each iteration consisted of one so-called feasibility step and a few-at most three-centering steps. In this paper each iteration consists of only a feasibility step, whereas the iteration bound improves the earlier bound by a factor 2 √ 2. The improvements are due to a new lemma that gives a much tighter upper bound for the proximity after the feasibility step.
Introduction.
It is now well-understood that the success of interior-point methods (IPMs) is due to the fact that the iterates move through the interior of the feasible region while staying away from the boundary. In the analysis of feasible IPMs this is achieved by staying close to the central path of the problem, which is a smooth curve in the interior of the feasible region that serves as a guide to the set of optimal optimal solutions. A feasible IPM can be started only if a strictly feasible point is known. Usually such a starting point is not at hand. In that case a so-called infeasible IPM (IIPM) should be used.
There exists a wide variety of IIPMs. See, e.g., [1, 3, 5, 6, 7, 8, 9, 12, 14] . Many of these methods start with a strictly feasible solution of an artificially constructed problem, and they generate iterates each of which is strictly feasible for that or another artificial problem. Eventually the artificial problem converges to the problem that has to be solved and the iterates converge to an optimal solution of that problem.
So in IIPMs each of the iterates is strictly feasible for some (intermediate) artificial problem and, moreover, depending on the method stay "close" or "not so close" to the central path of that problem, where closeness is measured by some merit function. The methods with the best theoretical performance belong to the first category: their iterates closely follow some homotopy path. The method in this paper also falls within this category. It is a simplified and improved version of the method in [10] , where we presented the first full-Newton step O(n) IIPM for linear optimization (LO). For a more detailed discussion of IIPMs and a motivation for using full-Newton step methods we refer to [7] and [10] , respectively.
The basis for this paper is Lemma A.1 in Appendix A. It enables us to get a much tighter bound for the proximity measure after a full Newton step than in [10] . In the terminology of [10] it means that after a feasibility step the new iterates are sufficiently centered. As a consequence each (main) iteration in the new algorithm needs only one feasibility step, whereas the previous algorithm needed three additional centering steps in each (main) iteration. Besides this the use of Lemma A.1 also leads to a simpler analysis.
As usual, we consider the LO problem in the standard form
Here A ∈ R m×n , b, y ∈ R m , and c, x, s ∈ R n . Without loss of generality we assume that rank(A) = m. As in [10] , and in all other papers on IIPMs, it is assumed that there exists an optimal solution (x * , y * , s * ) such that (x * ; s * ) ∞ ≤ ζ. In our algorithm the initial iterates will be (x 0 , y 0 , s 0 ) = ζ(e, 0, e). Note that since x * and s * are nonnegative and have inner product zero, (x * ; s * ) ∞ ≤ ζ holds if and only if
The outline of the paper is as follows. In section 2 we briefly recall some material from [10] that we need in this paper and also present the new algorithm. Section 3 contains the analysis of the new algorithm. In section 3.1 we deviate from [10] by giving a much tighter upper bound for the proximity measure after a step. This result depends on Lemma A.1 in the appendix and expresses this bound in terms of a quantity ω(v). One should note that the definition of ω(v) in this paper slightly differs from ω(v) in [10] . Sections 3.2, 3.3, and 3.4 serve to derive an upper bound for ω(v). In these sections there is some overlap with the corresponding sections in [10] , but since we changed the definition of ω(v) we included these sections, also to make the paper self-contained. In section 3.5 we fix values for the parameters θ and τ in the algorithm. Here τ is a uniform upper bound for the values of the proximity measure δ(x, s; μ) occurring during the course of the algorithm, and θ determines the progress to feasibility and optimality of the iterates. As a result we obtain that the algorithm is well defined for the chosen values of θ and τ , provided that n ≥ 2. Finally, section 4 contains some concluding remarks.
Infeasible full-Newton step IPM.
In the case of an infeasible method we call the triple (x, y, s) an ε-solution of (P) and (D) if the 2-norms of the residual vectors b − Ax and c − A T y − s do not exceed ε, and also x T s ≤ ε. In this section we present an infeasible-start algorithm that generates an ε-solution of (P) and (D), if it exists, or establishes that no such solution exists.
The perturbed problems.
We start with choosing arbitrarily x 0 > 0 and y 0 , s 0 > 0 such that x 0 s 0 = μ 0 e for some (positive) number μ 0 . For any ν with 0 < ν ≤ 1 we consider the perturbed problem (P ν ), defined by
and its dual problem (D ν ), which is given by The same pair of perturbed problems has been studied in [7] . In that paper the authors show that many IIPMs are realizations of their prototype IIPM, in which the intermediate artificial problems have the form of the perturbed problems (P ν ) and (D ν ). They demonstrate this explicitly for the IIPMs in, e.g., [4, 9, 13] The method discussed in this paper is different in the sense that we do not need line searches, because the step size is always 1. Since the search direction is the usual Newton step, as in [7] , we call our method a full-Newton step method.
Note that if ν = 1, then x = x 0 yields a strictly feasible solution of (P ν ) and (y, s) = (y 0 , s 0 ) a strictly feasible solution of (D ν ). We conclude that if ν = 1, then (P ν ) and (D ν ) are strictly feasible, i.e., they satisfy the interior point condition (IPC).
Without proof we recall a result that follows from a slightly more general result in [7, section 3] . In what follows we assume that (P) and (D) are feasible. It may be worth noting that if x 0 and (y 0 , s 0 ) are feasible, then (P ν ) ≡ (P) and (D ν ) ≡ (D) for each ν ∈ (0, 1].
2.2.
The central path of the perturbed problems. Let (P) and (D) be feasible and 0 < ν ≤ 1. Then Lemma 2.1 implies that the problems (P ν ) and (D ν ) satisfy the IPC, and hence their central paths exist. This means that the system
has a unique solution for every μ > 0. This solution consists of the μ-centers of the perturbed problems (P ν ) and (D ν ). In what follows the parameters μ and ν always satisfy the relation μ = ν μ 0 .
An iteration of our algorithm.
We just established that if ν = 1 and μ = μ 0 , then x = x 0 is the μ-center of the perturbed problem (P ν ) and (y, s) = (y 0 , s 0 ) the μ-center of (D ν ). As stated before the initial iterates are given by (x 0 , y 0 , s 0 ) = ζ(e, 0, e), where ζ satisfies (1.1) for some optimal solutions (x * , y * , s * ) of (P) and (D).
If the triple (x, y, s) is feasible for the problem pair (P ν ) and (D ν ), and μ = νζ 2 , then we measure proximity to the μ-center of this perturbed problem pair by the quantity
As an immediate consequence we have the following simple result.
In what follows we assume that at the start of each iteration, just before the μ-update, δ(x, s; μ) is smaller than or equal to a (small) threshold value τ > 0. So this is certainly true at the start of the first iteration.
Now we briefly describe one (main) iteration of our algorithm. Suppose that for some μ ∈ (0, μ 0 ] we have x, y, and s satisfying the feasibility conditions (2.1) and (2.2) for ν = μ/μ 0 and such that δ(x, s; μ) ≤ τ . We reduce μ to μ + = (1 − θ)μ, with Downloaded 04/24/15 to 131.180.131.242. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php θ ∈ (0, 1), and find new iterates x + , y + , and s + that satisfy (2.1) and (2.2), with μ replaced by μ + and ν by ν + = μ + /μ 0 , and such that δ(x + , s + ; μ + ) ≤ τ . Note that ν + = (1 − θ)ν. So the relation μ = νμ 0 = νζ 2 is maintained in every iteration.
We proceed by describing the search direction in the algorithm. It is the same as the so-called feasibility direction in [10] , namely, the (unique) solution of the following system:
where r 0 b and r 0 c denote the initial values of the primal and dual residuals:
After a full-Newton step the iterates are denoted as
As we showed in [10] , these iterates satisfy the affine equations in (2.1) and (2.2) with ν = ν + . The hard part in the analysis is to guarantee that x + and s + are positive and satisfy δ(x + , s + ; μ + ) ≤ τ .
The algorithm.
A formal description of the new algorithm is given in Figure 1 .
Recall from [10] that after each iteration the residual vectors are reduced by a factor 1 − θ. The algorithm stops if the norms of the residuals and the duality gap are less than the accuracy parameter ε.
Primal-Dual Infeasible IPM

Input:
Accuracy parameter ε > 0; barrier update parameter θ, 0 < θ < 1. begin
x := ζe; y := 0; s := ζe; μ = nζ 2 ; ν = 1; Downloaded 04/24/15 to 131.180.131.242. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3. Analysis of the algorithm. Let x, y, and s denote the iterates at the start of an iteration, and assume δ(x, s; μ) ≤ τ .
Upper bound for δ(v + ).
As we established in section 2.3, the Newton step generates new iterates (x + , y + , s + ) that satisfy the feasibility conditions for (P ν + ) and (D ν + ), except possibly the nonnegativity constraints. A crucial element in the analysis is to show that after the Newton step δ(x + , s + ; μ + ) ≤ τ . We define the scaled search directions d x and d s as follows: In what follows we use the notation ω(v) := 1 2 ( d x 2 + d s 2 ) and we assume that ω(v) < 1. One has 
In what follows we denote δ(x + , s + ; μ + ) and briefly by δ(v + ). We also use the function ξ defined by
Proof. After dividing both sides in
As a consequence we have
Because of Lemma A.1 this implies that
proving the lemma.
In order to obtain an upper bound for ω(v) we need to consider the vectors d x and d s in more detail. This is the subject of the next section. Downloaded 04/24/15 to 131.180.131.242. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Upper bound for ω(v).
One may easily check that the system (2.5)-(2.7), which defines the search directions Δx, Δy, and Δs, can be expressed in terms of the scaled search directions d x and d s as follows: 
Proof. To simplify the notation in this proof we denote r = v −1 − v and δ = 1 2 r (= δ(v)). Since L + L ⊥ = R n , there exist q 1 , r 1 ∈ L and q 2 , r 2 ∈ L ⊥ such that q = q 1 + q 2 and r = r 1 + r 2 . Since d x − q ∈ L implies d x − q 2 ∈ L we have d x − q 2 = 1 for some 1 ∈ L. Similarly, d s − q 1 = 2 for some 2 ∈ L ⊥ . Adding these two relations gives 1 + 2 = d x + d s − (q 1 + q 2 ) = r − q, which implies 1 = r 1 − q 1 and 2 = r 2 − q 2 . Substitution gives
Since the spaces L and L ⊥ are orthogonal we conclude from this that
Due to the triangle inequality we have q − r ≤ q + r = q + 2δ, and hence the lemma follows.
Upper bound for q .
In this section we derive an upper bound for q . Before doing this we recall that our initial iterates (x 0 , y 0 , s 0 ) are chosen in the usual way. So, we assume that ζ > 0 is such that x * + s * ∞ ≤ ζ for some optimal solutions x * of (P) and (y * , s * ) of (D), and we start the algorithm with (3.7)
x 0 = s 0 = ζe, y 0 = 0, μ 0 = ζ 2 .
In the proof of the lemma below we use the following easy consequences of these assumptions: 
Since q satisfies (3.3) (with d x = q) and
On the other hand, using that q satisfies (3.4) (with d s = q) one proves in a similar way that that q − θν
Using (3.8) and the definition of D, we obtain
One has
Substituting this into (3.9), also using μ = μ 0 ν = νζ 2 , we obtain the inequality in the lemma.
In the next section we derive an upper bound for x 1 + s 1 . 
Upper bound for
where x ≥ 0 and s ≥ 0. Replacing b by Ax * and c by A T y * + s * we get
Using again that the row space of a matrix and its null space are orthogonal, we obtain 
Since x * T s * = 0 and x * + s * ≤ ζe, we may write
Since a T s ≥ νζe T x and b T x ≥ νζe T s, we also have
Hence, also using
Since μ = νζ 2 this simplifies to
One easily checks that if δ = δ(v) is given, then v is maximal if v ≥ e and all elements of v are equal to δ/ √ n
By Lemma 2.2 one has min(v) ≥ −δ + √ 1 + δ 2 . Substitution of these two bounds into (3.10) yields
Values for θ and τ .
Our aim is to find a positive number τ such that if δ(v) ≤ τ holds, then δ(v + ) ≤ τ . By Lemma 3.3 we have 4δ(v + ) 2 ≤ (n − 1)ξ(0) + max (ξ(ω), ξ(−ω)) , provided that ω := ω(v) < 1. According to Lemma 3.4 we have 2ω ≤ q 2 + ( q + 2δ(v)) 2 , where q is bounded from above as in (3.11) . Hence, it suffices if τ is such that the three inequalities
imply the inequalities ω < 1 and In the rest of this section we show that this implication holds if θ and τ are taken as follows:
One easily verifies that the right-hand-side expression in (3.14) is monotonically increasing with respect to δ. Hence, using (3.12) and (3.14) we obtain
Note that the last expression decreases when n increases. Therefore the same holds for the function h(n, τ ) defined by
which is an upper bound for ω, by (3.13) . In order to proceed it is convenient to introduce the function
We claim that χ(t) is increasing for t ≥ 0. This follows from the fact that ξ(t) is convex (because ξ (t) = 2(1−θ) (1+t) 3 > 0). But then ξ(−t) is also convex. As a consequence χ(t) is convex. Since χ(t) is also symmetric with respect to the origin it follows that χ(t) is increasing for t ≥ 0, proving the claim.
Hence, 0 ≤ ω ≤ h(n, τ ) implies χ(ω) ≤ χ(h(n, τ )). Therefore, (3.15) will certainly hold if (3.18) 1 2 (n − 1)ξ(0) + χ(h(n, τ )) ≤ τ.
One has (n − 1)ξ(0) = (n − 1)
, which makes clear that (n − 1)ξ(0) is decreasing in n. We already established that h(n, τ ) is decreasing in n, while χ(t) is increasing in t. This implies that χ(h(n, τ )) also decreases if n increases. We conclude that if (3.18) is satisfied for n = 2, then it is certainly satisfied for all larger values of n. Hence it suffices if τ satisfies
These are inequalities in τ alone. For τ = 1 5 one has h(2, τ) = 0.347587 < 1. Defining
we may conclude that inequality (3.19 ) will hold if the inequalities g + (τ ) ≤ τ and g − (τ ) ≤ τ are valid. It turns out that g + ( 1 5 ) = 0.180162 and g − ( 1 5 ) = 0.174747. Hence we may state the following result without further proof.
Lemma 3.6. If θ and τ are given by (3.16) , then δ(v) ≤ τ implies δ(v + ) ≤ τ .
Complexity analysis.
We have found that if n ≥ 2 and at the start of an iteration the iterates satisfy δ(x, s; μ) ≤ τ , and τ and θ are as defined in (3.16 ), then after the Newton step the new iterates satisfy δ(x + , s + ; μ + ) ≤ τ . This makes the algorithm well defined.
In each iteration the norms of the residual vectors are reduced by the factor 1 − θ and the same holds for the barrier parameter μ (whose initial value equals nζ 2 ). It is now well known (see, e.g., [10] ) that then the total number of main iterations is bounded above by
Since θ = 1/(8n), this yields the following result. It is worth noting that this result improves the iteration bound in [10, Theorem 4.8] with a factor 2 √ 2. 1 We refer to [10] for a discussion on how to choose the number ζ in the algorithm and on how infeasibility and/or unboundedness of the problems (P) and (D) can be established with the algorithm presented in this paper.
Concluding remarks.
The method presented in this paper is simpler than the method in [10] . The earlier method used in each main iteration a so-called feasibility step and three centering steps, whereas the new algorithm does not need the centering steps. The analysis is also simpler and the iteration bound is improved by a factor 2 √ 2. This improvement has been achieved by a much tighter estimate of the proximity measure δ(x + , s + ; μ + ) after a feasibiliy step; the tighter estimate is due to a new lemma, Lemma A.1 in the appendix, which might also be useful in the analysis of other methods that are based on the proximity measure used in this paper. Finally it might be emphasized that the iteration bound in this paper is a worst-case bound, as is usual for theoretical iteration bounds for IPMs (including IIPMs). When solving a particular problem, usually much smaller iteration numbers can be realized by taking θ larger than the value that is theoretically justified. Appendix A. Fundamental inequality. In this appendix we prove the following lemma, where the function ξ is as defined in (3.2) .
Proof. To start with, let us maximize f (a, b) subject to the condition that a 2 + b 2 = 2r 2 with r ∈ (0, 1). So we consider the problem
simplify the notation we neglect for the moment the indices i for which a i = 0 by taking a = (α, β), and b = (α, −β), with α and β nonnegative, whereas a 2 + b 2 = 2(α 2 + β 2 ) = 2r 2 . Hence r = α 2 + β 2 . As a consequence we may write α = r cos(ϕ), β = r sin(ϕ) for some ϕ ∈ 0, π 2 .
We then have f (a, b) = g(ϕ), where g(ϕ) = ξ(r 2 cos 2 ϕ) + ξ(−r 2 sin 2 ϕ). Using ξ
We see that g (ϕ) = 0 at the boundary values for ϕ (i.e., ϕ = 0 and ϕ = π/2), because of the factor sin(2ϕ). So g(ϕ) has stationary points at ϕ = 0 and ϕ = π/2 and may be also at a point where the expression between brackets vanishes. The value at ϕ = 0 of the bracketed expression is
which is certainly negative. The bracketed expression is strictly increasing between the boundary values of ϕ, because its derivative with respect to ϕ is given by
which is positive. It follows that g(ϕ) has at most one stationary point in the interval (0, π 2 ). In order to proceed we compute the second derivative g (ϕ). This is given by Hence we have
We see that g (0) < 0. Since g (0) = 0, it follows that g(ϕ) is decreasing for small positive values of ϕ. If there is no stationary point in the interval (0, π 2 ), then g(ϕ) is decreasing on the whole interval (0, π 2 ), which implies that g(0) is the global maximum value. On the other hand, if there is a stationary point in the interval (0, π 2 ), then since there is at most one such point, the only candidates for the maximizing values of ϕ are the boundary points ϕ = 0 and ϕ = π 2 . Then we have either β = 0 or α = 0. We conclude that if (a, b) maximizes f (a, b), then a i is positive for at most one index i, and a i b i = ±r 2 . Also taking into account the indices for which a i = 0, we conclude that the global maximum value of g(ϕ) is equal to one of the following Downloaded 04/24/15 to 131.180.131.242. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php two values: ξ(r 2 ) + (n − 1)ξ(0) or ξ(−r 2 ) + (n − 1)ξ(0). This proves the lemma if a 2 + b 2 = 2r 2 .
Finally we have to deal with the case where a 2 + b 2 = 2 2 ≤ 2r 2 . In that case the above proof implies f (a, b) ≤ (n − 1)ξ(0) + max ξ( 2 ), ξ(− 2 ) = (n − 1)ξ(0) + χ(ξ( 2 )),
where χ(t) is the function defined in (3.17). As we showed there, χ(t) is increasing for t ≥ 0. Hence the statement in the lemma follows.
