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Our senses are limited in the amount of information they can represent and may overcome this bottleneck 
by encoding a summary or “gist” of the information rather than the specific details of the stimulus. This 
“ensemble coding” or summary statistical perception has been widely documented for the visual system, 
and has recently been found to also hold for sound perception. For example, when a sequence of tones is 
played, observers are poor at remembering the specific tones while good at recognizing the average tone, 
even when that average was not present in the set. We examined the nature of this ensemble coding for 
musical tones, in order to explore how ensemble perception operates across different sound sources 
(different instruments) and whether it depends on the musical experience of the listeners. Participants 
were undergraduate students with or without formal musical training. They were presented with a series 
of four notes (spanning 349.23-554.37 Hz) in random order (600 msec per note separated by 200 msec). 
The notes came from recordings of a piano or flute, and on different trials were all from the same 
instrument or from both instruments (one playing solely one instrument and the second alternating 
between the two). A test note from either instrument was presented 500 msec after the sequence, and the 
listener reported whether it was part of the sequence. Test notes included the four targets plus five 
intervening notes at half-step intervals. In preliminary studies, untrained observers confused both the 
notes and the instruments, consistent with encoding the overall gist of the set. Musicians instead correctly 
identified the actual notes yet made confusions across the instruments, suggesting that pitch was encoded 
independently of timbre. These results have implications for understanding how ensemble averaging 
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We use our senses of sight, hearing, smell, taste, and touch to perceive and interact with 
the world around us. However, at each moment the world presents us with an overwhelming 
amount of information. The quantity of data, purely from the sensory systems, is far too much 
for any sense to encode or perceive; therefore, fundamental questions have been raised about 
how sensory mechanisms deal with understanding the surrounding world. For example, the 
processes of attention allow us to select certain information while ignoring others. But even in 
the absence of attention there are profound limits, or bottlenecks, to how much a sense can 
encode and subsequently recall (Alvarez & Oliva, 2008). This bottleneck has led researchers to 
explore whether the senses might summarize properties of the world; therefore, the limitation 
allows the visual system to only represent the “gist” of a scene rather than every detail. 
The summarizing processes of the sensory systems, specifically in auditory modality, are 
the focus of this thesis. This ensemble coding, or summary statistical perception, is thought to 
lead to holistic representations of a scene from its individualized parts (Whitney, Haberman, & 
Sweeny, 2014). For example, the visual system may represent a forest rather than the specifics of 
the individual trees or leaves. Furthermore, this visual processing has also been exhibited in how 
we perceive textures, such as elaborate patterns detailed in a rug, without coding the distinct 
elements that make up that texture, like each individual thread in the weaves throughout the rug. 
Summary statistical perception has been found in vision when participants are presented with 
simple stimuli, such as the averaging of motion, orientation, position, and size (Whitney, 
Haberman, & Sweeny, 2014). For example, we can readily perceive the average wind direction 
from a field of randomly moving snowflakes, or the average size of pebbles on a beach. More 
recently, summary statistics has also been shown to occur for high-level stimuli, such as the 
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average of a set of faces or the average mood of a crowd (Whitney, Haberman, & Sweeny, 
2014).  
 Thus far, the concept of ensemble perception has been studied extensively in the domain 
of vision, raising questions for how ensemble perception operates in other sensory systems 
(Alvarez & Oliva, 2008, 2009; Ariely, 2001, 2008; de Fockert & Marchant, 2008; Haberman & 
Whitney, 2007, 2009; Koenderink, van Doorn, & Pont, 2004; Myczek & Simons, 2008; Simons 
& Myczek, 2008). Despite the extensive research in summary statistics, how or what the brain 
may be specifically encoding or processing still remains unknown. The visual sense could be 
explicitly calculating the average value of a set, like the mean color of a set of hues, or could 
instead be estimating the relative amounts of different properties (e.g., is there a mixed color of 
red and green present or more red than green in the set of hues) (Webster, Kay, & Webster 
2014). Furthermore, the auditory modality could be working parallel to the visual system by 
calculating the average frequency of a tone or by isolating and encoding separate sounds. 
However, the possibility of averaging sounds across different dimensions still remains unclear, 
for example, between different sound frequencies (timbre) and within different dimensions, like 
musical instrumentations. This study proposes to explore these questions by measuring the 
properties of ensemble coding in the auditory modality through music perception. In order to test 
for ensemble representations with complex tones, a perceptual analysis is used to better 
understand how individuals combine or summarize information across versus between different 
instruments, and to test whether these effects depend on the expertise of the individual. In this 
study, participants were presented with tones from either one or two instruments, and then the 
participants were tested to see if the auditory system would show evidence for summary percepts 
of the tones and how these percepts blend or segregate information from the two sound sources. 
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If participants are able to distinguish the average frequency from tones of a sequence within and 
across one or two instruments, then this evidence supports summary statistics occurring within 
the auditory system across dimensions. Alternatively, if participants are solely able to distinguish 
the average frequency within the same instrument and not two different ones, then evidence 
supports the notion that ensemble perception occurs amongst stimulus distributions from the 
same dimension.  
Literature Review 
Countless amounts of data flood the senses as people interact with their surrounding 
world and environments. With so much input being presented at once, the mass amount of 
information creates an enormous burden on the limited resources and energy of the brain. 
Moreover, in order for the brain to interpret this data, many higher order processes are required 
to represent the information in the most efficient and compact forms.  For example, in the visual 
modality, visual information is first encoded on the retina of the eye and then relayed to the 
occipital lobe through the retino-geniculo-striate pathway, but preserving every detail is far too 
much to encode (Haberman & Whitney, 2007).  
The overflow of data can lead to bottlenecking or processing limitations, such as 
attentional limits (Whitney & Levi, 2011; Simons & Levin, 1997). Attention is a process where 
the brain focuses or selects one input to perceive amongst competing inputs. Therefore, visual 
processing limitations can be shown by the fact that perception is much poorer for stimuli that 
the visual system is not attending to, and that the processes of attention are also additionally 
limited (Raymond, Shapiro, & Arnell, 1992). Attentional limits, such as change blindness or 
inattentional blindness, occur when attention is focused solely at a certain point of interest, so 
people ultimately fail to notice many changes in their surrounding scene (Simons & Chabris, 
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1999; Mack & Rock, 1998). However, even with attention playing a major role on sensory 
encoding, there are severe restrictions to how much information the visual system can encode. 
Other mechanism, which will be discussed, have been identified that help cope with this 
problem. 
Background of Summary Statistics in the Visual Modality 
Through every stage of visual processing, irrelevant information is filtered out while 
simultaneously other mechanisms create a summary, or gist, of information that is necessary and 
sufficient to understanding a scene in the environment. This mechanism or phenomenon, called 
“summary statistics” or “ensemble/summary statistical perception”, has been studied extensively 
within the past two decades though primarily in the visual modality (Whitney, Haberman, & 
Sweeny, 2014). Summary statistical perception is a way for the visual field to instantaneously 
(within milliseconds) form an “approximation” of the world without representing every detail 
(Alvarez & Oliva, 2008). Daniel Ariely first investigated this phenomenon by looking at sets of 
circles (2001). He asked what kind of information about the circles can be encoded or recognized 
from a brief glance. Participants were poor at determining whether a specific size was shown but 
were surprisingly good at perceiving and remembering the average size, even though that 
specific average size was not shown as one of the circles in the display of the experiment.   
The exploration of summary statistical perception has led to investigations on an array of 
visual attributes, including low-level stimuli such as sizes, orientation, position, and motion, as 
well as high-level stimuli such as facial expressions and biological motion (e.g. how a crowd of 
people is moving).  Haberman and Whitney (2007; 2009) were able to show that the visual 
system is just as precise at perceiving the mean distributions of happy and angry emotions in a 
set of faces as the system is at judging the average of very simple stimulus sets. Participants 
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could accurately judge the average expressions even when up to 20 faces were presented 
(Haberman, Harp, & Whitney, 2009). For biological motion, Sweeny, Haroz, and Whitney 
(2012) showed similar, striking results: observers were more accurate at knowing the general 
direction of the crowd than the direction of any individual person. 
Summary Statistics in the Auditory Modality 
As this phenomenon continues to be investigated, the research about summary statistics 
has also been expanded to the modalities of the auditory system. Similar to the visual sense, the 
overload of data presented to the auditory modality is predicted to be filtered for only necessary 
and pertinent information (McDermott, Schemitsch, & Simoncelli, 2013). With this being said, 
an underlying, unconscious mechanism is apparently discriminating the different types of sounds 
available in a scene.  
In their experiment, McDermott et al. (2013) were able to demonstrate that as participants 
listened to real-world sound textures for longer durations of time, their temporal-resolution, or 
attention to detail, declined when exposed to the longer-duration textures compared to the 
shorter-duration textures. The real-world sound textures were synthetically produced to sounds 
similar to rain, fire, insects, drum beats, and a crowd of voices to mimic what participants could 
hear on a daily basis. Moreover, the striking results of this experiment showed that participants 
were readily able to discriminate between distinctly, different textures or sounds over a longer 
duration, but not when the participants were asked to discriminate between the same textures, or 
exemplar, over the same amount of time. Not only were the researchers able to exhibit this 
response, but these results stayed consistent with the results of their other experiments with the 
decline of performance from the real-world sound textures against the single sources of sound; in 
other words, the single sources of sounds were more sparse in information compared to dense 
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(e.g. a single voice compared to a crowd of voices). These findings imply that when people are 
presented with longer durations of sound, the brain and auditory system utilize summary 
statistics to instantaneously notice and discriminate between two different sounds.  
Not only do McDermott et al. (2013) imply that summary statistics occur during auditory 
processing due to their findings, but also the experimenters suggest two modes of how the brain 
represents auditory stimuli: one where temporal resolution and detail are apparent in retention, 
but has memory limitations, and another where the details are not retained since the information 
is continuously converted into summary statistics through the unconsciousness. The memory 
limitations stem from the experimenters’ obligatory encoding hypothesis of incoming sound. The 
hypothesis supports why performance declined in the longer-duration textures even though these 
sounds are statistically more variable due to their length compared to the shorter-duration 
textures. McDermott et al. (2013) explain considering that the longer-duration textures are more 
statistically variable from being more dense, the listener's memory automatically overwrites 
previous attentively learned details, therefore suggesting a certain memory capacity.  
The conclusion that the longer-durations of the same sounds progressively become harder 
to discriminate seems counterintuitive, seeing as there is more information presented and 
available to retain and distinguish. However, as McDermott et al. (2013) show, this type of 
representation is not the case. As more information is being presented to the brain, even more is 
being taken away in order to compact only the necessary information into representations or 
percepts. There are several benefits to representing auditory stimuli as summary statistics: the 
percepts are not taxing on the memory or energy of the brain, and only relevant information 
necessary for the environment is readily available.  
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In their review, Nelken & Cheveigné (2013) explore a few perceptual invariances that 
could be responsible in making summary statistics possible. Ohm's law (2015) contributes to the 
functionality of the peripheral auditory system by decreasing and balancing the vibrations and 
propagations from sounds in the environment. The law states that when the only difference in 
sounds are the relative phases of the sinusoidal components, then the sounds will encompass the 
same characteristics and therefore be more difficult to distinguish (Nelken & Cheveigné, 2013). 
Another perceptual invariance is the level of difficulty to distinguish speech sounds from the 
same phonemic category (e.g. /e/) compared to sounds that fall between phonemic categories 
(e.g. /e/ and /o/). Acoustically, speech sounds from the same phonemic categories are very 
discriminable, but are perceptually alike. Therefore, when listeners are presented with similar 
speech sounds, the acoustic differences are lost when the representations reach a perceptually 
phonological level of processing (e.g. the semantics between "day" and "bay") (Nahum, Nelken, 
& Ahissar, 2008).  
McDermott et al. (2013) brush on the idea in their discussion about making the phonemes 
sequential and therefore meaningful, like the sequence of sounds that make up a word. They also 
argue that when dealing with single sound sources that are not time dependent (e.g. different 
speakers or music genres), summary statistics could occur since the temporal details are apparent 
and given meaning. Another study sought to look at the sequential order and therefore encoding 
of musical notes. The authors of this study investigated whether ensemble percepts can occur 
across a sequence of six, logarithmically spaced tone frequencies and ensured that each note is 
not encoded individually into auditory working memory when presented (Piazza, Sweeny, 
Wessel, Silver, & Whitney, 2013; Crowder 1993). Their results propose the first empirical 
evidence to show how ensemble perception is an important component of auditory processing.  
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In order to further research auditory summary statistics, the study at hand will utilize 
different musical instrumentation to parallel the different speakers or voices used by McDermott 
et al. (2013). The word timbre is used to define a sum of harmonics that embodies a certain 
object or identity, or in other words different musical instruments (e.g. a piano versus a flute) 
(Giordano & McAdams, 2010). Timbre is a multidimensional attribute that allows listeners to 
distinguish between sound sources having the same pitch, loudness, and duration (ANSI, 1973). 
To further the study conducted by Piazza et al. (2013), our current study explores the 
multidimensional quality of timbre to compare whether ensemble perception can occur over 
different dimensions. Similar to vision, what is not known is how the auditory system encodes or 
perceives the average of a stimulus set, or to what extent. This lack of knowledge is an issue 
especially when the set includes not only variations in simple dimensions that have an intuitive 
average (e.g. various sizes of a circle), but also in more complex dimensions where the different 
items might appear qualitatively different and thus an average is not obvious (e.g. the size 
between a circle and square). Similarly, is the brain truly taking the average of the expressions on 
the set of faces, or of real-world sounds? Ensemble coding might work in a more indirect way by 
coding the separate numbers of different objects, like how many faces are happy versus angry, 
and then representing only this object's specific information (i.e. the overall mood rather than 
perceiving that a neutral expression was actually present).  
In the present study, I explore whether expertise plays a role in the utilization of summary 
statistics in the domain of music by comparing ensemble perception within or between different 
musical instruments. Participants will be presented with sounds of two different musical 
instruments, such as notes from a piano or flute. How the brain encodes the average of the notes 
could occur in three ways: (i) the average of each individual instrument could be separately 
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encoded, (ii) the combined average of both instruments could be encoded, or (iii) the 
instruments’ notes could remain separate but still affect each other. For example, the notes 
played by the piano might affect the average perceived frequency for the flute, even if the 
participant does not perceive the average “instrument” of a piano combined with a flute.   
Another question which remains largely unexplored in ensemble perception is the 
influence of the observer’s experience or expertise. Musicians are frequently exposed to different 
musical instruments and thus more familiar with instruments than non-musicians. One study 
already showed how musical experience has an effect on cognitive abilities (Strait, Kraus, 
Parbery-Clark, & Ashley, 2010). Therefore, it is possible that musicians may be able to 
effectively perceive the ensemble of musical notes or average them in different ways. 
Contrastingly, one study (Chubb, Dickson, Dean, Fagan, Mann, Wright, Guan, Silva, Gregersen, 
& Kowalsky, 2013) shows expertise in music may not play a domineering role in discriminating 
the frequency versus the tones. 
Methodology 
Participant Recruitment 
 Twenty-eight participants were recruited for this study at the University of Nevada, Reno. 
The participants were undergraduate students with or without formal musical training. 
Participants were recruited for musicians and non-musicians through the UNR-SONA systems, 
the undergraduate Music Theory, Music History classes, and Honors Program. For their 
participation and time involved in the study, the students were offered either a payment of $20 or 
extra credit in psychology course work. Participants were provided a written, informed consent 




Determining Musical Expertise 
 In order to categorize the two groups of musicians and non-musicians, a questionnaire 
(see appendix) was created for this study to segregate the two. Participants self-reported on the 
questionnaire their age, gender, and whether they considered themselves musicians. If a 
participant did consider herself or himself a musician, then a following set of questions ensued. 
These include: (i) Have you had any formal musical training or instruction? (ii) Are you a self-
taught musician? (iii) How many years have you practiced? (iv) What age did you begin formal 
training? (v) What is your primary instrument? (vi) Do you play more than one instrument, and 
(vii) do you have perfect pitch? These questions were devised to determine whether or not the 
musician was at the level expected for musicians to perform above chance (50-70%) on the tasks 
outlined below. The demographics between musicians and non-musicians from the self-report 
questionnaire are illustrated in Table 1. Table 2 shows the different instrument distributions that 
each musician reported being able to play. 
 
Table 1. Demographic Information between Musicians and Non-musicians. Demographic 
distributions of musicians and non-musicians from the self-report questionnaire.  
Demographic Data Musician Non-musician 
Male 7 6 
Female 8 7 
Age 19.9 ± 1.8* 20.5 ± 2.2* 
Formal Training 15  
Self-Taught 4  
Years of Practice 9.9 ± 4.7*  
Age began Practicing 10.6 ± 5.3*  




Table 2. Distribution of Instruments played by Musicians. Participants determined as 
musicians were asked to self-report the instruments at which they are proficient at playing. First, 
the musicians were asked what their primary, or preferred instrument to play is, and whether they 
played any additional (secondary) instruments. Data represents reports from 15 musicians. 
Instrument Primary Instrument Secondary Instrument 
Piano 5 4 
Voice 4 2 
Guitar 3 4 
Viola 1 1 
Drums 0 1 
Saxophone 0 1 
Bass 0 1 
Flute 0 1 
 
Stimuli 
The stimuli that were used in this study were excerpts of instrument recordings. The 
recordings were produced by the University of Iowa Electronic Music Studio and were used with 
permission (Fritts, 2011). Each stimulus was cut to 600 milliseconds (ms) using the Audacity 
program (2015) from either a flute or a piano recording of individual pure tones and notes. The 
standard tuning note, when properly tuned, for the equal tempered scale across all instruments is 
A4 at a frequency of at 440 Hz (Suits, 2015). A4 become the average in the scale of nine tones. 
The scale ranged four half steps above and four half steps below the average note. The exact 







Table 3. Exact Frequencies Flute and Piano Test Tones. Measured frequencies of each of the 
test tones as well as the test tone and its correlated musical note name. The measurement of the 
frequency was taken in hertz and at the initial moment the 600 ms tone begun in the Audacity 
program (2015). The program confirmed that the extant frequencies correlated with the correct 
musical notes. The average note is outlined in red. 
       Frequency of Recording (Hz) 
Test Tone Musical Note Flute Piano 
1 F4 358  359  
2 Gb4 375  371  
3 G4 389  388  
4 Ab4 419  412  
5 A4 452  442  
6 Bb4 471  471  
7 B4 497  493  
8 C5 538  532  
9 Db5 558  555 
    
 
Procedures 
After a participant entered the lab, each individual was given the written, informed 
consent as well as the questionnaire to complete. Next, each participant was instructed to sit at 
the computer with the MatLAB code (2013a) devised to run the experiment (Figure 1). The 
participant was prompted to read instructions presented on the screen of the computer. These 
instructions stated: 
“Hello! You will be presented with a sequence of tones with a test tone following the 
sequence. Your task is to decide whether this test tone was or was not in the sequence of 
tones. Press ‘Y’ for yes, and ‘N’ for no. Thank you for participating in this study! Please 
press the space-bar to continue.” 
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The participant then ran through the hour long experimental paradigm. The entire paradigm 
consisted of a preliminary practice block followed by seven blocks of the experiment with two 
control trails per block. The practice block consisted of 18 trials consisting of Task 1 (outlined 
below). Each individual block consisted of 34 trials of Task 1 and 68 trials of Task 2 (also 
outlined below), and the tasks were selected at random by the MatLAB code. Therefore, every 
participant responded for 102 trials per block, and a total of 714 trials among the two tasks. 
Participants were required to partake in two, hour long sessions of the experiment on separate 
days and consequently participating in 1,428 trials. 
 
Figure 1. Picture of Experimental Setup. For the experimental paradigm, the participant was 
instructed to sit at the computer with the MatLAB code designed to run the experiment. Picture 
was used with permission of the student and illustrates how the participant was presented with 





 The participant was presented with a randomized sequence of four pure tones originating 
from one musical instrument, either a flute or a piano. The sequence of notes were always 2, 4, 6, 
and 8 as exemplified in Figure 2 in a random order. After the sequence of the four pure tones, the 
participant was presented with one more additional test tone. The participant was asked to 
respond ‘yes’ or ‘no’ to whether or not the additional tone was present in the previous sequence. 
The test tone was always randomized and included either one of the original tones from the 
sequence (2, 4, 6, or 8) or an intermediate tone (1, 3, 5, 7, 9), such as the average (5). Each 
stimulus was separated by 200 milliseconds (ms). The last stimulus presented before each test 
tone was separated by 500 ms. The sequence and test tone presented to the participants for this 
task were always from the same, respective instrument. Throughout the experiment, this task was 
selected to run 34 trials per block at random intermittently with Task 2. 
 
Figure 2. Individual Trial presented to each Participant. Outline of a trial from Task 1 or 
Task 2. The sequence of notes 2, 4, 6, and 8 was always presented to each participant in a 






 The participant was presented with a randomized sequence of four pure tones alternating 
between the two different instruments, flute and piano. The sequence was randomized to be from 
notes 2, 4, 6, and 8 as exemplified in Figure 2. One instrument consistently played notes 2 and 6, 
and the other instrument always played notes 4 and 8. After the sequence of the four pure tones, 
the participant was presented with one more additional test tone. This test tone was randomized 
to be presented from either the flute or the piano. The participant’s task was to respond ‘yes’ or 
‘no’ whether or not the additional tone was present in the previous sequence. The test tone was 
always selected at random and included either one of the original tones from the sequence (2, 4, 
6, or 8) or an intermediate tone (1, 3, 5, 7, 9), such as the average (5). Each stimulus was 
separated by 200 ms, and the last stimulus presented before each test tone was separated by 500 
ms. When the MatLAB code selected a sequence from task 2 to present to a participant, the 
sequence and test tone repeated with randomization. The difference in the two sequences being 
presented in this way was the timbre, or instrumentation of the test tone. For example, if the first 
sequence played a test tone originating from the piano, then the second sequence played a test 
tone originating from the flute, or vice versa. Throughout the experiment, this task was selected 
to run 34 trials per block at random with Task 1. However, with the repeat with the sequence and 
alternate test tone, an additional 34 trials was implemented for each block.  
Results 
Results for Task 1 
In task 1, the participant was asked to identify whether a test tone was in a sequence of 
tones, with every tone produced by the same instrument. Means were compared and calculated 
from all trials of each participant from either the musician or the non-musician groups. These are 
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shown averaged across test tones in Figure 2 and for each separate tone in Figure 3. Note that 
perfect performance would be reflected by bars at 100% (Figure 3) or alternate bars at 1 (for 
tones present) and 0 (for tones absent) for Figure 4.  
 
Figure 3. Task 1 Mean Percent Correct for non-musicians and musicians in their recognition 




Figure 4. Percentage of ‘Yes’ responses across Task 1. Bars plot the percent of times each test 
stimulus was reported as present in the sequence, for the flute or piano. Error bars represent +/- 
standard error of the mean. 
 
Inspection of these plots suggests several points. First, all participants performed above chance 
(>50%) but made some mistakes. This performance is important for showing that the task was 
not too easy or too hard for performance to asymptote. Second, musicians were overall more 
proficient at the task, both in detecting when the test tone was part of the set, and conversely 
when the tone was not. Finally, the data do not point to obvious effects of the specific test note. 
That is, the errors appear similar whether the notes were near the mean (5) or at the extremes of 
the set, thus suggesting that observers were not showing strong errors related to ensemble coding 
(which predicts that the mean should have been misperceived more often than the extremes). 
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The pattern of responses in Figure 3 was assessed statistically with a mixed model two-
way ANOVA with two factors: level of expertise (musician vs. non-musician) and instrument 
type (flute vs. piano). All assumptions for this model were met (normality, compound symmetry, 
and sphericity). A main effect of expertise was observed (F(1, 26) = 20.43, p < 0.001, η2 = 0.44), 
confirming that musicians were more likely to correctly identify the test tone against the 
sequence of tones than non-musicians. Furthermore, a post-hoc test using Bonferroni correction 
showed musicians being significantly better at recognizing the correct tones from the sequence 
(p < 0.001). A main effect of the instrument was also exhibited (F(1, 26) = 5.525, p = 0.027, η2 = 
0.175), and the interaction between group and instrument was significant (F(1, 26) = 4.37, p = 
0.046, η2 = 0.144). Specifically, non-musicians were more likely to identify the correct note 
when the piano was presented than the flute, while no difference was shown in performance 
between the two instruments for musicians.  
As observed in Figure 4, musicians were more likely to confuse the average tone than 
non-musicians especially when the piano tones were played. Therefore to asses this confusion, 
two mixed model 2-way ANOVAs were conducted separately to see if there was a difference in 
the performance for piano and flute sounds. In the first model conducted for flute sounds, there 
were two conditions: one within subject factor, test sound (test tones: 1 vs. 3 vs. 5 vs. 7 vs. 9), 
and one between subject factor, expertise (musicians vs. non musicians). There was a main effect 
of expertise (F(1, 23) = 14.588, p = 0.001, η2 = 0.388). However, there was no main effect for 
the flute test tones (F(1, 23) = 0.89, p = 0.473, η2 = 0.037), nor the interaction between expertise 
and the flute test tones (F(1, 23) = 0.959, p = 0.434, η2 = 0.040). The next model was conducted 
for piano sounds with two conditions again: one within subject factor, test sound (test tones: 1 vs. 
3 vs. 5 vs. 7 vs. 9), and one between subject factor, expertise (musicians vs. non musicians). A 
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main effect of expertise was exhibited (F(1, 25) = 6.292, p = 0.019, η2 = 0.201); however, there 
was no main effect for the piano test tones (F(4, 100) = 1.967, p = 0.105, η2 = 0.073), nor the 
interaction between expertise and the piano test tones (F(4, 100) = 0.821, p = 0.514, η2 = 0.032). 
 
Results for Task 2 
 
In task 2, the participant was asked to identify whether a test tone was present in a 
sequence of tones with every tone alternating between a flute and a piano sound. Means were 
calculated and compared from all trials of each participant for both levels of expertise, and again 
are based on 15 musicians and 13 non-musicians. The responses from the participants are shown 
aggregated across conditions for each of the actual note/instrument combinations in Figure 5 and 
6. The figures represent the proportion of responses when the participant believed the test tone 






Figure 5. Distribution of ‘Yes’ Responses in Task 2. Proportion of “stimulus present” 
responses when the tone sequence was composed of intermixed notes from both instruments. 
This graph represents when flute test tones 4 and 8 and piano test tones 2 and 6 were played 




Figure 6. Distribution of ‘Yes’ Responses in Task 2. Proportion of “stimulus present” 
responses when the tone sequence was composed of intermixed notes from both instruments. 
This graph represents when flute test tones 2 and 6 and piano test tones 4 and 8 were played 
inside of the stimulus sequence. Error bars represent +/- standard error of the mean. 
 
The conditions in task 2 were used to assess whether observers could recognize both the 
note and the instrument that played it, or whether they might make confusions across instruments 
and notes (e.g. misperceiving test tone 4 played by the flute when tone 4 was instead presented 
within the sequence from the piano). Such confusions are in fact strongly suggested by the plots 
for the musicians. For example in figure 6, although the fourth note in the sequence was 
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presented by the piano timbre, the same note was misperceived as the test tone by the musician 
as part of the sequence on 60% of the trials when the test tone was presented from the flute. In 
contrast, the non-musicians continued to show similar errors to their performance in task 1. Thus, 
the significance of these results demonstrate that musicians were better at being able to tell 
which note was present, yet surprisingly less able to tell which instrument had played the note.  
Discussion 
This experiment aimed to demonstrate ensemble coding occurring within the auditory 
modality and whether expertise played a role in this mechanism. Although a positive trend for 
ensemble coding may be hinted at by the misperceptions of the average notes in tasks 1 and 2, 
the results did not reveal a clear tendency for subjects to perceive the summary statistics of the 
sequences. There are a number of reasons why we may have failed to find this effect, when 
ensemble coding in the auditory modality has already been demonstrated in previous studies 
(Piazza et al., 2013; McDermott et al., 2013). First, only 4 test tones were used for the sequence, 
and these tones may have provided too small a sample to require averaging. An argument against 
this idea is that subjects did in fact make significant errors and thus were not perfect at 
representing and recognizing the individual tones. Second, the spacing between the presented 
notes was a whole step, and this spacing may have been too large to promote averaging. Finally, 
the tones were part of a scale and thus there may have been harmonic cues that allowed 
observers to detect that the intermediate test tones were not part of the set. In any case, the results 
suggest that observers in this task were good at detecting whether individual notes were present 
or absent, and thus the observers were not clearly fooled by a representation on the average. 
However, while we did not observe ensemble coding, the results did reveal large and 
surprising differences between trained musicians and untrained observers. Musicians were 
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substantially better at discriminating whether a note was present or absent. Yet they were also 
surprisingly worse at judging which instrument had played that note. Therefore, musicians 
seemed to be utilizing a strategy that resulted in independent encoding of the pitch and timbre, 
giving rise to auditory equivalents of “illusory conjunctions,” where observers correctly report 
the features present such as color and shape, but misreport which shapes had the specific colors 
(Treisman & Schmidt, 1982). 
There are again a number of reasons why this trend in performance for musicians might 
occur. For one, many studies suggest how expertise in music could give rise to the ability to 
readily discriminate different musical components, such as pitch and timbre (Kraus, Skoe, 
Parbery-Clark, & Ashley, 2009; Dees, Russo, Wong, Kraus, & Skoe, 2007; Musacchia, Sams, 
Skoe, & Kraus, 2007; Strait, Kraus, Skoe, & Ashley, 2009; Lee, Skoe, Kraus, & Ashley, 2009). 
Furthermore, musicians have also exhibited higher performance levels in a range of tasks 
involving mathematics (Schmithorst & Holland, 2004) and language (Magne, Schon, & Besson, 
2006). Therefore as hypothesized by Musacchia et al. (2007), musicians may have specialized 
coding for both sights and sounds comparatively to non-musicians due to enhanced activity in 
multisensory brain areas (Hodges, Hairston, & Burdette, 2005). Additionally for musicians, 
interactions between pitch, timbre, and timing work interdependently with each other to shape 
auditory processing, and these interactions appear to be integrated into the same sensory 
processing stream (Kraus et al., 2009; Dees et al., 2007; Musacchia et al., 2007; Krishnan, Xu, 
Gandour, & Cariani, 2005; Xu, Krishnan, & Gandour, 2006; Strait et al., 2009; Song, Skoe, 
Wong, & Kraus, 2008; Lee et al., 2009).  
McDermott et al. (2013) suggests that ensemble coding could be beneficially used to 
highlight mechanisms in auditory processing utilized to discriminate aspects of musical genre 
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and style. Paralleling this idea, the current results suggest that in trained musicians, pitch and 
timbre could be encoded as two, independent components. However, multiple criteria such as 
adaptation and memory thresholds could be influencing why musicians are able to separately 
encode the pitches from the timbres. Returning to the domain of vision as outlined in the 
introduction, adaptation to stimuli has been shown to aid in discriminating and detecting new, 
subsequent stimuli (McDermott, Malkoc, Mulligan, & Webster, 2010). One real world 
application of this strategy is how doctors are able to identify differences in tissue matter in 
radiological imaging (Kompaniez-Dunigan, Abbey, Boone, & Webster, 2014). Doctors have 
adapted their visual system to quickly search and identify dense tissues against fatty tissues to 
recognize malignant and benign tumors. Musicians seem to be paralleling this process in the 
auditory modality to search and extrapolate familiar pitches from one instrument and 
subsequently apply the pitch to a new timbre stimulus. However, further research is needed to 
determine the independent variables that could be playing a role in this identified strategy.  
Conclusions from this study suggest one of two mechanisms and representations coming 
into play: (i) representations from auditory processing could be explicitly retained and applied to 
determine the correct frequency or (ii) the auditory system may be actively searching for the 
familiar frequency being presented from the unfamiliar timbre. One way to refine and determine 
one of these mechanisms is to present participants with a sequence originating from one 
instrument with the test tone originating from the other instrument. If the same trend is exhibited 
in musicians where the average note is more likely to be confused, then a higher order processing 
may be playing a role. Furthermore, our current study varied notes in a continuum but the 
instruments as only two discrete levels. An intriguing question is whether observers might 
confuse intermediate timbres in the way they confused intermediate tones. That is, would 
25 
 
musicians or non-musicians be as likely to misperceive the timbre midway between a piano and 
flute as they were between two notes from each instrument? Studies of this kind would help 
further reveal how sounds are encoded and represented in untrained and expert listeners.  
Another interesting study to follow after this experiment is to see how musicians and 
non-musicians perceive harmonic sequences that are missing the fundamental frequency, f0. The 
fundamental frequency is based on a logarithmic scale that oscillates the harmonic frequencies 
from low to high to allow for the different, yet same scales and notes in music (ANSI, 1994). For 
example, A3 and A4 are both based on the fundamental frequency and are the same pitch, yet an 
octave apart. Therefore, if an experimental paradigm is set up to include a harmonic, non-
randomized scale with one note missing, then musicians and non-musicians alike would be able 
to identify the missing note because of the harmonic and auditory cues from the missing 
fundamental frequency. Ultimately, further research is needed to solve the underlying 















Please answer the following questions to the best of your ability.  
 
1) What is your age?: 
2) What is your gender? 
Male   Female 
3) Do you consider yourself a musician? 
Yes   No 
If yes, please answer the following questions. If no, you are finished with the survey. Thank you. 
4) Have you had any formal musical training or instruction? 
Yes   No 
5) Are you a self-taught musician? 
Yes   No 
a. If yes to either of the above questions, for how many years have you practiced?: 
b. At what age did you begin your formal training?: 
c. What is your primary instrument?: 
d. Do you play more than one instrument, if so what? 
e. Do you have perfect pitch? 
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