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We study existence, multiplicity, and the behavior with respect to λ, of positive solutions of the
problem
(Pλ)
{−pu = λh(x,u) in Ω,
u = 0 on ∂Ω,
where p > 1, pu = div(|∇u|p−2∇u) is the p-Laplacian, λ > 0 is a real parameter, Ω is a bounded
domain of RN with smooth boundary ∂Ω , and where h is a nonnegative nonlinearity with a positive
zero which may vary in the x variable. We denote this zero by a(x). We will assume that h grows as
up−1 near 0 and has a p-superlinear growth at inﬁnity.
Problems with superlinear nonlinearities at inﬁnity which have different behaviors at the origin
have been extensively studied. For the Laplacian, see for example [1–3]. For the p-Laplacian, see for
example [4,5]. In most of these works, the nonlinearity is strictly positive; however, the characteristics
of the problem are quite different when the nonlinearity has a positive zero. In the nice work [6], this
type of problems is considered for the Laplacian operator and a nonlinearity h that is independent
of x, satisfying h(0) 0, h(β) = 0, and which is positive and superlinear for t > β > 0. Using topolog-
ical degree arguments and under additional technical conditions which ensure a priori bounds, it is
shown that there exist two positive solutions of Problem (Pλ). It is further shown that one solution
lies strictly below β , while the other has a maximum greater than β . This type of problems was also
studied in [7], where again the existence of two positive solutions of Problem (Pλ) was shown. One
solution was obtained as a minimal positive solution, while the other was obtained as the limit of
a gradient ﬂow whose starting point is properly chosen. This strategy allows showing that certain
technical hypotheses given in [6] can be weakened; moreover, a better insight on the behavior with
respect to λ of the minimal solution of [6] can be obtained.
In this paper, we study a more general problem. More precisely, we consider Problem (Pλ), where
the operator is the p-Laplacian and the nonlinearity depends on x. A simple model is given by
h(x,u) = up−1|a(x) − u|r , where r + p < NpN−p = p∗ and a is a suitable positive function.
Concerning the existence results, we mainly use variational techniques to show the existence of at
least one positive solution for every λ > 0, and at least two positive solutions for λ greater than the
ﬁrst eigenvalue of a certain nonlinear weighted eigenvalue problem for the p-Laplacian. Due to the
dependence on x and since we are not requiring the convexity of the domain, these results improve,
in a certain sense, those of [6,7] even when p = 2. We observe that in order to obtain the second so-
lution, we have to show that the ﬁrst one is strictly smaller than a(x). For this, additional hypotheses
will be assumed on the functions involved in Problem (Pλ) (see Section 3). Moreover, it is possible to
show that, at some point, the second solution is greater than a.
In order to study the asymptotic behavior of the solutions when λ → ∞, we need to obtain both
a priori estimates and a new Liouville-type theorem involving nonlinearities with zeros (see Theo-
rem 1.8). We also need to extend at the p-Laplacian a result due to Redheffer (see [8, Theorem 1]).
The results obtained allow us to show that the solutions uλ of Problem (Pλ) satisfy
lim
λ→∞uλ(x) = a(x), for every x ∈ Ω.
1.1. Statement of the results
We will assume the following four hypotheses on the nonlinearity h.
(H1) The function h : Ω × [0,+∞) → [0,+∞) is continuous and h(x,0) = 0.
(H2) There exist a weakly p-superharmonic function a ∈ W 1,p(Ω) ∩ C(Ω) (that is, −pa  0 in the
weak sense) and positive constants a0, A0 such that
L. Iturriaga et al. / J. Differential Equations 248 (2010) 309–327 311{
h(x, t) = 0 if t = a(x),
h(x, t) > 0 if t = a(x), t > 0
and
a0  a(x) A0 in Ω.
(H3) There exist a function b ∈ L∞(Ω) and positive constants b0, B0 such that
lim
u→0+
h(x,u)
up−1
= b(x) uniformly in x ∈ Ω
and
b0  b(x) B0.
(M1) There exists a continuous nondecreasing function f0 : R→ R such that f0(0) = 0 and the map
s 	→ h(x, s) + f0(s) is nondecreasing for all x ∈ Ω .
Remark 1.1.
(a) The hypothesis −pa 0 in (H2), which we need to imply that a is a supersolution, looks to be
quite natural in our setting, in view of the fact that for λ large the solutions, which necessarily
satisfy −pu  0, approximate the function a (see Theorem 1.7). In the case of logistic type
problems (see Section 6), this hypothesis is not required, since the existence of a supersolution
is guaranteed by the fact that the nonlinearity is negative after the zero, and then the solutions
need not satisfy −pu  0.
(b) The condition (M1) is classical when one wants to use sub and supersolution techniques.
Consider the nonlinear eigenvalue problem
(Eb)
{−pu = λb(x)|u|p−2u in Ω,
u = 0 on ∂Ω.
We denote the ﬁrst eigenvalue of Problem (Eb) by λ1,b , and denote the associated eigenfunction
by φ1,b . It is known that under hypothesis (H3), we have φ1,b > 0 with strictly negative (outward)
normal derivative at the boundary. Moreover, λ1,b > 0 and we have the characterization∫
Ω
|∇u|p  λ1,b
∫
Ω
b(x)|u|p for any u ∈ W 1,p0 (Ω), (1.1)
where the equality holds if and only if u is a multiple of φ1,b (see for example [9,10]).
We are now in the position to state our ﬁrst result, which deals with large values of λ.
Theorem 1.1. Under hypotheses (H1)–(H3) and (M1), there exists a positive solution u(x) of Problem (Pλ)
which satisﬁes u(x) a(x), for every λ > λ1,b.
For small values of λ, we need the following hypothesis on the behavior of h at inﬁnity.
312 L. Iturriaga et al. / J. Differential Equations 248 (2010) 309–327(H4) There exist ρ > 0 and σ ∈ (p − 1, p∗ − 1), where p∗ denotes the critical Sobolev’s exponent,
given by p∗ = NpN−p if N > p, and we may set p∗ = ∞ if N  p, such that
lim
u→+∞
h(x,u)
uσ
= ρ uniformly in x ∈ Ω.
Our second existence result is the following.
Theorem 1.2. Under hypotheses (H1)–(H4), there exists a positive solution u(x) of Problem (Pλ), for every
λ ∈ (0, λ1,b).
Moreover, if also the following hypothesis holds,
(H5) h(x, t) < b(x)t p−1 , for any x ∈ Ω and t ∈ (0,a(x)),
then, for some x0 ∈ Ω , we have u(x0) > a(x0).
Finally, we may also ﬁnd a solution for λ = λ1,b .
Theorem 1.3. Under hypotheses (H1)–(H5), there exists a positive solution u(x) of Problem (Pλ) for λ = λ1,b.
The proof of the existence of a second positive solution seems somewhat more complicated, but
in the following four cases we are able to obtain the result.
(a) In the semilinear case p = 2.
(b) When a(x) ≡ a, with a a positive constant, and there exists a constant C > 0 such that h(x, t)
C |a − t|p−1 for t  a.
(c) When −pa ∈ L∞(Ω) and there exists ε > 0 such that −pa(x) > ε a.e. x ∈ Ω .
(d) When a ∈ C1 and ∇a = 0 in Ω .
Moreover, we will need several comparison results in order to be able to show that the ﬁrst solu-
tion is strictly below the function a(x). For this, we need a monotonicity hypothesis stronger than
hypothesis (M1), namely
(M2) there exists a constant k > 0 such that, for all x ∈ Ω the map s 	→ h(x, s) + ksp−1 is increasing.
Our multiplicity result is the following.
Theorem 1.4. Under hypotheses (H1)–(H4) and (M2), if at least one of the conditions (a)–(d) holds, then
there exist at least two positive solutions u1  u2 of Problem (Pλ) for λ > λ1,b, where u1 < a.
Moreover, if also the following hypothesis holds
(H6)
1
p th(x, t) −
∫ t
0 h(x, s)ds is strictly decreasing for t ∈ (0,a(x)),
then u2 satisﬁes u2(x0) > a(x0) at some point x0 ∈ Ω .
Remark 1.2.
(i) The conditions (a)–(d) above will be used to prove that the solution obtained in Theorem 1.1 is
strictly below the supersolution a(x), since this will be fundamental to be able to obtain a second
solution.
In fact, it is known (see Section 6) that, at least in regions where a is constant, one may have
a so-called “ﬂat core”, that is an open set where, for λ large, the solution coincides with a. This
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zero. In particular, the second condition in the case (b) is complementary to the hypothesis which
guarantees the existence of ﬂat core solutions. We remark that in case (a) the corresponding
assumption is not assumed explicitly but it is in fact a consequence of hypothesis (M2). Also,
conditions (c) and (d) clearly avoid the existence of ﬂat horizontal regions for the function a.
(ii) We observe that all of the above results can be obtained under less restrictive hypotheses than
(H4): we could have assumed only that the nonlinearity is p-superlinear at +∞, subcritical, and
satisﬁes some additional hypotheses which ensure the required compactness condition, such as
the classical Ambrosetti–Rabinowitz condition (see Lemma 2.1). However, the asymptotic power
behavior will be required for the next results.
(iii) Hypothesis (H6) is required to prove that the second solution in Theorem 1.4 cannot stay below
a(x). In fact, this hypothesis is closely related to the hypothesis h(x,u)/up−1 strictly decreas-
ing, which guarantees uniqueness of the solution below a(x) in [11]. However, hypothesis (H6)
implies our result in a nice and direct way.
(iv) Theorem 1.4 is closely related to some results in [12,13], where a positive solution of the moun-
tain pass type beyond an upper solution was obtained for p-Laplacian equations via a ﬂow
argument.
Finally, we state our results about the asymptotic behavior of uλ .
Theorem 1.5. Under hypotheses (H1) and (H3), if {uλ} is a family of positive solutions of Problem (Pλ), then
‖uλ‖∞ → ∞ when λ → 0.
Theorem 1.6. Under hypotheses (H1)–(H3) and (H5), if {uλ} is a family of positive solutions of Problem (Pλ)
satisfying uλ  a, then uλ → 0 in C1(Ω) when λ → λ+1,b.
Theorem 1.7. Under hypotheses (H1)–(H3), and the following:
(H∗4) hypothesis (H4) holds with σ ∈ (p − 1, p∗ − 1), where p∗ denotes the Serrin’s exponent given by p∗ =
(N−1)p
N−p if N > p, and again we may set p∗ = ∞ if N  p,
(H7) there exists γ > 0 such that h(x, t) γ |t − a(x)|σ for t  a(x),
if {uλ} is a family of positive solutions of Problem (Pλ), and if there exists an ε > 0 such that εφ1,b  uλ for
every uλ in the family, then uλ → a pointwise in Ω when λ → +∞.
Remark 1.3. The above result of pointwise convergence is obtained through a blow-up technique (this
is the reason why we need (H∗4) instead of (H4)) centered at an arbitrary point in Ω , and using a
Liouville-type theorem in RN . A stronger result could be obtained if we centered the blow-up at the
maximum point of the solution, however, in this case the limiting problem could be in a half-space
instead of RN , and Liouville-type theorems in this case are not available for the kind of nonlinearity
that we are considering, unless N = 1: in this last case we could prove that the possible limits of
‖uλ‖∞ are contained in the interval [a0, A0], and in fact ‖uλ‖∞ → a when a is a constant.
An important tool used in the proof of the preceding results is the following Liouville-type theorem
for a nonnegative function with zeros, which we believe could be interesting by itself.
Theorem 1.8. Let f : [0,∞) → [0,∞) be a continuous function satisfying the following four assumptions:
( f1) There exists an a > 0 such that {
f (t) = 0 if t = 0 or t = a,
f (t) > 0 if t = a, t > 0.
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( f3) There exists a constant b > 0 such that limt→0+ f (t)tp−1 = b.
( f4) There exists a constant Λ > 0 such that 0 f (t)Λ(tσ + 1), for t  0.
Then any C1 weak solution of the problem{−pw = f (w) in RN ,
w  0,
(1.2)
is either the constant function w ≡ 0, or else w ≡ a.
The proof of this theorem relies on Proposition 5.1, which extends a result from [8].
The paper is organized as follows: Section 2 is devoted to proving our existence results (The-
orems 1.1, 1.2 and 1.3). In Section 3, we show the existence of a second solution (Theorem 1.4).
Section 4 is devoted to establishing the a priori estimates. In Section 5, we prove Theorem 1.8 and
Proposition 5.1. In Section 6, we study the asymptotic behavior of the solutions (Theorems 1.5, 1.6
and 1.7). We ﬁnish with Appendix A which contains some of the most important known results used
in the paper.
2. Proofs of the existence results
Since we are looking for positive solutions, we deﬁne the auxiliary function
h˜ :R→ [0,∞):
{
h˜(x, s) = h(x,0) = 0 for s 0,
h˜(x, s) = h(x, s) for s > 0,
that is, h˜(x, s) = h(x, s+) where s+ = max{0, s}.
The solutions of Problem (Pλ) with the new function h˜ are then nonnegative solutions of the
original Problem (Pλ). Moreover, since h(x, s) 0, any nonnegative solution is, in fact, strictly positive,
by the strong maximum principle in Lemma A.1. Moreover, observe that, by hypotheses (H1) and
(H4), all weak solutions of Problem (Pλ) are of class C1,α for some α ∈ (0,1), and the same holds for
the eigenfunction φ1,b .
In the course of the following proofs, C will denote a generic positive constant which may vary
from line to line. We start with the proof of our ﬁrst existence result.
Proof of Theorem 1.1. By hypotheses (H1) and (M1), we may use the method of sub and supersolu-
tions (see [14]).
Since a(x) is positive, weakly p-superharmonic and h(x,a(x)) = 0 (this is hypothesis (H2)), we
have that a(x) is always a supersolution of Problem (Pλ). In fact, it is a strict supersolution, since the
condition a(x)  a0 > 0 implies that it cannot satisfy the boundary condition. We recall that a strict
subsolution (resp. strict supersolution) is a subsolution (resp. supersolution) which is not a solution.
Let λ > λ1,b . By hypothesis (H3), given a δ ∈ (0,1), there exists suﬃciently small t0 = t0(δ) such
that
(1− δ)b(x)t p−1 < h(x, t), for t ∈ (0, t0]. (2.3)
Thus, if δ is chosen such that λ1,b < (1− δ)λ, then
λ1,bb(x)t
p−1 < λh(x, t), for t ∈ (0, t0], (2.4)
and if ε > 0 is such that ε‖φ1,b‖∞ < t0, then
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in the weak sense, that is, εφ1,b is a (strict) subsolution for Problem (Pλ). Finally, ε can always be
chosen such that ε‖φ1,b‖∞  a0  a(x). Thus the method of sub and supersolutions implies that there
exists a solution u satisfying 0< εφ1,b  u  a. 
Remark 2.1. Observe that the choice of δ (and then also the values of t0 and ε) in the preceding
proof depends on λ. However, once chosen δ for a certain value of λ, the same choice works for any
larger value of λ. Consequently, given λ˜ > λ1,b , it is possible to ﬁnd a unique function εφ1,b which is
a subsolution for any λ > λ˜.
The next existence theorems will be proven by variational techniques. In the case of Theorem 1.2,
we prove that the C1 functional associated to Problem (Pλ), namely
Jλ : W 1,p0 (Ω) →R : u 	→ Jλ(u) =
1
p
∫
Ω
|∇u|p − λ
∫
Ω
H˜(x,u) (2.6)
where H˜(x, t) = ∫ t0 h˜(x, s)ds, satisﬁes the hypotheses of the mountain pass theorem. We ﬁrst show
the following lemma and then we sketch the proof of the theorem.
Lemma 2.1. Under hypotheses (H1) and (H4), the functional (2.6) satisﬁes the (PS) condition for any λ > 0.
Proof. The proof is quite standard. In fact, using hypothesis (H4) and the continuity of h˜, for θ ∈
(p, σ + 1) and some s0 > 0, we have
θ H˜(x, s) − sh˜(x, s)
(
θ
σ + 1 − 1
)
sσ+1  0, for s > s0. (2.7)
The (PS) condition now follows from inequality (2.7) and the fact that hypothesis (H4) also implies
a subcritical growth. 
Outline of the proof of Theorem 1.2. The proof of existence is again rather standard. We will apply
the mountain pass theorem. Observe that, as a consequence of the superlinearity given in hypothesis
(H4), limt→+∞ Jλ(tu) = −∞, for any nontrivial u  0.
Combining hypotheses (H3), (H4) and the continuity of h˜, for any δ > 0, we have
h˜(x,u) (1+ δ)b(x)|u+|p−1 + C |u+|σ
where the constant C depends on δ. Given λ < λ1,b , let δ be such that λ(1 + δ) < λ1,b: according to
inequality (1.1) and the continuous inclusion W 1,p0 (Ω) ⊆ Lσ+1(Ω), we have
Jλ(u) = 1
p
∫
Ω
|∇u|p − λ
∫
Ω
H˜(x,u)
 1
p
∫
Ω
|∇u|p − λ
p
(1+ δ)
∫
Ω
b(x)|u+|p − λ C
σ + 1
∫
Ω
|u+|σ+1

(
1− λ(1+ δ)
λ1,b
)
1
p
‖u‖p − λ C
σ + 1‖u‖
σ+1
where ‖·‖ denotes the W 1,p0 norm.
316 L. Iturriaga et al. / J. Differential Equations 248 (2010) 309–327Since p < σ + 1 and the coeﬃcient between parentheses of the last inequality is positive, we
conclude that the functional Jλ is strictly positive on suitably small spheres in the W
1,p
0 norm. In
other words, the origin is a strict local minimum for Jλ . Applying the mountain pass theorem to Jλ ,
we obtain a positive solution u.
Finally, suppose that λ λ1,b and 0 < u(x) a(x) for all x ∈ Ω . Then, by hypothesis (H5), we have∫
Ω
|∇u|p = λ
∫
Ω
h(x,u)u < λ
∫
Ω
b(x)|u|p  λ
λ1,b
∫
Ω
|∇u|p 
∫
Ω
|∇u|p,
which is impossible. Therefore, there exists a point x0 ∈ Ω such that u(x0) > a(x0). 
Finally, the solution for λ = λ1,b will be obtained as the limit of the mountain pass solutions of
Theorem 1.2.
Proof of Theorem 1.3. Let {un} be a sequence of solutions of Problem (Pλn ) as in Theorem 1.2, where
λn → λ−1,b . We claim that { Jλn (un)} is a bounded sequence. In fact, we may suppose λn  λ0 > 0, from
which we obtain (since the un are mountain pass solutions)
0 Jλn(un) sup
t0
Jλn (tφ1,b) sup
t0
Jλ0(tφ1,b) C,
as asserted. Therefore, | Jλn (un)| C and J ′λn (un) = 0.
Since {λn} is bounded, proceeding as in the proof of the (PS) condition, one concludes that {un} is
bounded in W 1,p0 (Ω). From [15] and [16] it follows that {un} is also bounded in C1,α(Ω), for some
α ∈ (0,1). Then, up to a subsequence, un → u in the C1 norm in Ω . Thus u is a nonnegative solution
of Problem (Pλ1,b ). Finally, according to Theorem 1.2, we have ‖un‖∞  a0 by hypothesis (H5), so that‖u‖∞  a0 also holds. Hence u is a nontrivial solution. 
3. The second solution
In this section, for λ > λ1,b , we show the existence of a second solution. By using variational
techniques, we ﬁrst show that the solution of Theorem 1.1 is a minimum of a suitable functional, and
then we use this fact in order to obtain a second solution from the ﬁrst one. A key point for obtaining
the second solution is to prove that the ﬁrst one lies strictly below a(x). This situation occurs in each
of the cases (a) through (d) of Section 1.1, each of which is considered in the next four lemmas.
Lemma 3.1. Assume that the hypotheses of Theorem 1.1 and hypothesis (M2) hold. In the case (a), let u be a
solution of Problem (Pλ) satisfying 0 < u  a. Then u < a.
Proof. Hypotheses (M2) and (H2) imply that
h˜(x, t) k
(
a(x) − t), for t  a(x). (3.8)
Consider v = a − u. Then −v = −a + u u, so that v satisﬁes
−v + λkv −λh˜(x,a(x) − v)+ λkv, v  0 in Ω.
Since (3.8) implies λh˜(x,a − v) λkv , we conclude that the preceding inequality becomes
−v + λkv −λkv + λkv = 0.
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v ≡ 0 is not possible by the boundary condition v = a(x) a0 on ∂Ω . Therefore, u < a(x). 
Lemma 3.2. Assume that the hypotheses of Theorem 1.1 hold. In the case (b), let u be a solution of Problem (Pλ)
satisfying 0 < u  a. Then u < a.
Proof. Consider v = a − u. Then, for any k ∈R, we have that v satisﬁes the problem
−p v + λkvp−1 = −λh˜(x,a − v) + λkvp−1, v  0 in Ω.
Since we are assuming λh˜(x,a − v) λCvp−1, we have
−p v + λkvp−1 −λC vp−1 + λkvp−1  0
provided that k is chosen suﬃciently large. By the strong maximum principle of Lemma A.1, proceed-
ing just as in the preceding lemma, we have v > 0 in Ω . Therefore, u < a. 
Lemma 3.3. Assume that the hypotheses of Theorem 1.1 and hypothesis (M2) hold. In the case (c), let u be a
solution of Problem (Pλ) satisfying 0< u  a. Then u < a.
Proof. Let λ > λ be such that Ap−10 k(λ − λ) < ε < −pa, and let ua be a solution of the problem{−pua + λkup−1a = λkap−1 in Ω,
ua = 0 on ∂Ω,
where k is as in hypothesis (M2). Then compare the relationships⎧⎪⎨⎪⎩
−pu + λkup−1 = λh˜(x,u) + λkup−1,
−pua + λkup−1a = λkap−1,
−pa + λkap−1 > ε + λkap−1  λkap−1.
(3.9)
Since ua  a on ∂Ω , we conclude that ua  a in Ω by part (a) of Lemma A.2. Now since
λh˜(x,u) + λkup−1 < λh˜(x,u) + λkup−1  λh˜(x,a) + λkap−1 = λkap−1,
we conclude that u < ua in Ω by part (b) of Lemma A.2. Therefore, u < a in Ω . 
Lemma 3.4. Assume that the hypotheses of Theorem 1.1 hold. In the case (d), let u be a solution of Problem (Pλ)
satisfying 0 < u  a. Then u < a.
Proof. Observe that if hypotheses (M2) and (H3) hold, then h(x,u) + ku is an increasing function in
[0, A0] for a suitable k. Compare the relationships{
−pu + λku = λh˜(x,u) + λku,
−pa + λka λka.
(3.10)
Observe that we are under the conditions of Lemma A.3 because λh˜(x,u) + λku  λka and u  a.
Suppose that there were an x0 ∈ Ω such that u(x0) = a(x0). Then according to Lemma A.3 (where
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in Ω . 
We are now in the position to show the existence of a second solution of Problem (Pλ).
Proof of Theorem 1.4. The proof is variational and follows the lines of [17]. We will write u  v if
u < v in Ω and ∂u
∂n >
∂v
∂n on ∂Ω , where n is the outward normal.
Let λ > λ1,b . As in the proof of Theorem 1.1, there exists an ελ > 0 such that ελφ1,b < a, which are
a subsolution and a supersolution respectively. Applying [17, Proposition 3.1], we obtain a solution u1
which minimizes Jλ in X = {u ∈ W 1,p0 (Ω): ελφ1,b  u  a}. We claim that
ελφ1,b  u1 < a. (3.11)
Indeed, the second inequality is a consequence of Lemmas 3.1–3.4. For the ﬁrst, observe that (here k
comes from (M2)){
−pu + λkup−1 = λh˜(x,u) + λkup−1,
−p(ελφ1,b) + λk(ελφ1,b)p−1 = λ1,bb(x)(ελφ1,b)p−1 + λk(ελφ1,b)p−1.
(3.12)
Since u  ελφ1,b , we conclude that λh˜(x,u) + λkup−1  λh˜(x, ελφ1,b) + λk(ελφ1,b)p−1 by hypothesis
(M2). Inequality (2.5) then implies that a strict inequality between the (continuous) right-hand sides
of (3.12) holds.
Hence, by part (b) of Lemma A.2, ελφ1,b  u1, as asserted.
Now it follows from (3.11) that X contains a C10 (Ω) neighborhood of u1. Consequently, u1 is a
local minimizer of Jλ in the C10 (Ω) topology. Applying the results of [18] (see also [19]), we see that
u1 is also a local minimizer of Jλ in W
1,p
0 (Ω).
We will construct a second solution of Problem (Pλ) in the form u1 + w , where w is a nontrivial
solution of the problem {
−p(u1 + w) = λh˜(x,u1 + w+) in Ω,
w = 0 on ∂Ω.
(3.13)
Observe that if w ∈ W 1,p0 (Ω) solves Problem (3.13), then w  0. In fact, it follows from (H4) and
regularity theory that w ∈ L∞(Ω). According to hypothesis (M2), we have
−pu1 + kup−11 = λh˜(x,u1) + kup−11
 λh˜(x,u1 + w+) + k(u1 + w+)p−1
= −p(u1 + w) + k(u1 + w+)p−1.
Now since (k(u1 + w+)p−1 − kup−11 )w− ≡ 0, we have∫
Ω
[|∇u1|p−2∇u1 − ∣∣∇(u1 + w)∣∣p−2∇(u1 + w)]∇w−  0.
Recall that, for a,b ∈ RN , one has (|a|p−2a − |b|p−2b) · (a − b)  0 (the equality holds if and only if
a = b). Splitting the preceding integral into an integral on {w > 0} and an integral on {w  0}, we
see that w− ≡ 0, that is w  0. It follows that if w were a nontrivial solution of Problem (3.13), then
u2 = u1 + w would be a second positive solution of Problem (Pλ) satisfying u2  u1.
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we have the energy functional
Kλ(w) = 1
p
∫
Ω
∣∣∇(u1 + w)∣∣p − λ∫
Ω
H(x,w) (3.14)
where H(x,w) = H˜(x,u1 + w+) − H˜(x,u1) − h˜(x,u1)w− . We will apply the mountain pass theorem
to obtain a nontrivial critical point of Kλ .
First, we have that hypothesis (H4) implies both the inequality (2.7) and the subcritical growth. It
then follows that the functional Kλ satisﬁes the (PS) condition (see Lemma 2.1).
Then we show that 0 is a local minimizer of Kλ in W
1,p
0 (Ω). In fact, since u1 is a local minimizer
of Jλ in W
1,p
0 (Ω), for ‖w+‖ suﬃciently small, we have
Kλ(w) = 1
p
∫
Ω
∣∣∇(u1 + w)∣∣p − 1
p
∫
Ω
∣∣∇(u1 + w+)∣∣p + Jλ(u1 + w+)
+ λ
∫
Ω
H˜(x,u1) + λ
∫
Ω
h˜(x,u1)w
−
 1
p
∫
Ω
∣∣∇(u1 + w)∣∣p − 1
p
∫
Ω
∣∣∇(u1 + w+)∣∣p + 1
p
∫
Ω
|∇u1|p + λ
∫
Ω
h˜(x,u1)w
−. (3.15)
Recall that when p  2, for some positive constant c(p) and all ξ1, ξ2 ∈RN , one has
|ξ2|p − |ξ1|p  p|ξ1|p−2〈ξ1, ξ2 − ξ1〉 + c(p)|ξ2 − ξ1|p/
(
2p − 1) (3.16)
and that when p < 2, a similar relationship holds, where the last term of (3.16) is replaced by
c(p)|ξ1 − ξ2|p/(|ξ2| + |ξ1|)2−p (see [20,21]).
When p  2, using (3.16), it follows from (3.15) and the fact that u1 solves Problem (Pλ) that
Kλ(w)
∫
Ω
∣∣∇(u1 + w+)∣∣p−2∇(u1 + w+)∇(−w−) + λ∫
Ω
h˜(x,u1)w
−
+ 1
p
∫
Ω
|∇u1|p + c(p)
∫
Ω
|∇w−|p/p(2p − 1)
= 1
p
∫
Ω
|∇u1|p + c(p)
∫
Ω
|∇w−|p/p(2p − 1) 1
p
∫
Ω
|∇u1|p = Kλ(0)
that is, 0 is a local minimizer of Kλ . Similarly, Kλ(w) Kλ(0) when p < 2.
To complete the proof, either Kλ admits another local minimizer near 0 (in which case we are
done), or else (using [22, Theorem 5.10]) for any r > 0 suﬃciently small, we have
Kλ(0) < inf
{
Kλ(w): w ∈ W 1,p0 (Ω) and ‖w‖ = r
}
. (3.17)
In the latter case, since it follows again from the superlinearity condition given in hypothesis (H4)
that Kλ(tϕ) → −∞ as t → +∞ for some ϕ ∈ W 1,p0 (Ω), according to the mountain pass theorem,
there exists a nontrivial critical point w of Kλ .
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tion u of Problem (Pλ) satisﬁes
Jλ(u) = λ
∫
Ω
[
1
p
uh˜(x,u) − H˜(x,u)
]
.
Suppose by contradiction that u2  a. Then by Lemmas 3.1–3.4, u2 < a. Since u1 is a minimum of
Jλ in X , we have Jλ(u1)  Jλ(u2). Now since u1  u2 but distinct, hypothesis (H6) implies that
Jλ(u1) > Jλ(u2), which is impossible. This completes the proof of Theorem 1.4. 
4. A priori estimates for the solutions of Problem (Pλ)
The proof of Theorem 1.7 requires a priori estimates for the possible solutions of Problem (Pλ).
Such estimates are obtained in the following lemmas; observe that from now on we will assume
hypothesis (H∗4) instead of (H4).
Lemma 4.1. Suppose assumptions (H1), (H3), and (H∗4) hold.
(1) Given λ˜ > 0, there exists a constant D λ˜ such that if u ∈ C1(Ω) is a positive solution of Problem (Pλ) with
λ > λ˜, then
‖u‖∞  D λ˜.
(2) If λ is bounded, then the estimate extends to the C1,α(Ω) norm, for some α ∈ (0,1).
Proof. Suppose by contradiction that there were a sequence {(un, λn)}n∈N , where un is a C1 positive
solution of Problem (Pλn ), such that Sn = maxΩ un = un(xn) −→n→∞∞, with {xn} ⊂ Ω a sequence of
points where the maximum is attained. Let δn = dist(xn, ∂Ω), and deﬁne wn(y) = S−1n un(An y + xn),
where An > 0 will be chosen later. Thus wn satisﬁes
−pwn(y) = λn A
p
n
S p−1n
h˜
(
An y + xn, Snwn(y)
)
in B
(
0, δn A
−1
n
)
with wn(0) = maxwn = 1. By hypothesis (H∗4) and the continuity of h˜, we have
2ρsσ + C  h˜(x, s) ρ
2
sσ − C
for s > 0 and a suitable constant C . Straightforward calculations yield
λnΥ
(
An, Sn,wn(y)
)
−pwn(y) λnΥ
(
An, Sn,wn(y)
)
(4.18)
where
Υ (An, Sn,wn) = A
p
n
S p−1−σn
2ρwσn + C
Apn
S p−1n
,
Υ (An, Sn,wn) = A
p
n
p−1−σ
ρ
2
wσn − C
Apn
p−1 ·Sn Sn
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ρ
2 A
p
n = Sp−1−σn . Since Sn → ∞ and λn > λ˜, we conclude An → 0
and λn
Apn
Sp−1n
→ 0. Therefore, for n large, inequality (4.18) becomes |pwn(y)|  4wσn + 1  C . This
estimate allows us to use the regularity theorems for the p-Laplacian operator given in [23]. Indeed,
if Ωn is the rescaled domain, then (up to a subsequence) either δn/An → +∞ (in which case Ωn tends
to RN ) or else δn/An → const (in which case Ωn tends to a half-space). Now, ﬁx an open subset Ω˜
such that Ω˜ ⊆ Ωn for n suﬃciently large. Then, since wn is also uniformly bounded in L∞ , using [23,
Theorem 1], we obtain that for any compact set Ω ′ ⊆ Ω˜ , there exist constants α ∈ (0,1) and C > 0
such that ‖wn‖C1,α(Ω ′)  C . Using a diagonal procedure we see that, up to a subsequence, wn → w
in the C1 norm on compact sets, where w is a C1 function deﬁned either in RN or in a half-space.
Finally, taking the limit in inequality (4.18), we have that w satisﬁes, in the weak sense, the relations⎧⎨⎩
4wσ −pw  wσ ,
w > 0,
w(0) = maxw = 1;
(4.19)
this contradicts the Liouville-type theorems in Lemma A.4 (in the case of RN ) and Lemma A.5 (in the
case of the half-space); we thus obtain assertion (1).
Assertion (2) is now a consequence of the regularity theorems of [16]. 
5. A Liouville-type theorem
In this section we prove the Liouville-type Theorem 1.8, by combining a Harnack-type inequality
with Proposition 5.1 below.
Liouville-type theorems in RN or in a half-space are very important in order to study the geometry
of solutions or to obtain a priori estimates for certain problems, via a procedure where a limit problem
is obtained for which no solution exists.
For the equation −pu = f (u), several known results about the nonexistence of positive noncon-
stant solutions are available in the case where f is strictly positive in (0,∞) (see for example [24]
for RN and [25] for a half-space: for a survey of this type of results, see also [26]), and for the case
of logistic nonlinearities, that is, such that f (0) = f (a) = 0, f (u) > 0 in (0,a), and f (u) < 0 in (a,∞)
(see [27,28]). However, these results are of no use if f  0 but it has zeros at positive values, as is
the case for the limit problem that will arise in the proof of Theorem 1.7.
In order to obtain our results for nonlinearities with zeros, we ﬁrst extend a result about the
Laplacian due to [8] to the p-Laplacian case.
Proposition 5.1. Let w be a C1 weak solution of the equation
−pw = f (w) in RN ,
where f is a continuous nonnegative function. Then either infRN w = −∞, or infRN w is a zero of f .
Proof. The ﬁrst part of the proof follows the same lines as those of [8, Theorem 1]. Let U (r) =
inf|x|=r w(x). Suppose by contradiction that infRN w = M ∈R with f (M) > 0. Let M0(r) = inf|x|r w(x).
Then we must have that M0 → M+ . By the continuity of f , for a suitably large r0 and some α > 0,
one has f (w) α > 0 provided M  w  M0(r0).
We claim that U (r) is strictly decreasing for r > r0. Indeed, if not, there must be r1 and r2 satis-
fying r0 < r1 < r2 such that U (r1) U (r2), that is, w must have a minimum in {x: |x| < r2}. Since in
this case w must satisfy {−pw  0 in Br2 ,
w  U (r ) on ∂B ,2 r2
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tradicts U (r1)  U (r2); however, by the deﬁnition of M0, one has that if w ≡ U (r2) in Br2 then
M0(r0) = M0(r2) = U (r2), and as a consequence −pw  α > 0 in Br2 , which is impossible for a
constant function: this proves the claim that U (r) is strictly decreasing for r > r0.
Now let
v(x) =
(
p − 1
p
)
N
1
1−p |x| pp−1 ,
that is, a radial solution of {−p v = −1 in RN ,
v  0, v(0) = 0.
Consider W = w + δv , with δ > 0. Since lim|x|→∞ v(x) = +∞, then W has a global minimum. Since
U (r) is strictly decreasing, we may choose δ suﬃciently small so that this minimum lies at some
point x0, with |x0| > r0 and w(x0) < M0(r0). Hence, f (w(x0))  α > 0. Choose δp−1 < α/2. Up to
a constant, we may assume that W (x0) = 0. Further, ∇w + δ∇v = 0 in x0. We claim that in fact
∇w(x0) = ∇v(x0) = 0. Indeed, if not, both gradients are other than 0, and we proceed as in [29,
p. 853] to obtain a suitable neighborhood B of x0 where |∇w| > 0, |∇v| > 0, ∇w · ∇v < 0, and
w + δv satisﬁes
T (w + δv) = f (w) − δp−1  α/2
where T is a uniformly elliptic linear operator of the form Tu = −div[A(x)∇u] whose coeﬃcient
matrix A(x) depends on both ∇w and ∇v (compare [30]): the uniform ellipticity depends on the as-
sumption that both gradients are not the null vector at x0. Since W |∂B  0, we conclude W |B > 0, by
the strong maximum principle applied to the operator T in B . But this is impossible, since W (x0) = 0.
Thus ∇w(x0) = ∇v(x0) = 0, as asserted. However, neither this is possible since ∇v = 0 only at the
origin. This completes the proof. 
We give now the proof of our Liouville-type theorem.
Proof of Theorem 1.8. We have two cases:
Case N  p. Since w is p-superharmonic, we conclude that w is constant by part (a) of Lemma A.4.
The conclusion now follows.
Case N > p. We will use Proposition 5.1 and a Harnack-type estimate from [26]. First observe that
if w  a then the change of variable v = w − a turns Problem (1.2) into the problem{−p v = f (v + a) in RN ,
v  0.
(5.20)
According to hypothesis ( f2), we have f (v + a)  γ vσ . It then follows from part (b) of Lemma A.4
that v ≡ 0, or in other words w ≡ a. Then we may assume that infRN w < a, and so Proposition 5.1
implies that infRN w = 0.
Now observe that there exists δ > 0 such that, for u  0, we have
δuσ − up−1  f (u)Λ(uσ + 1). (5.21)
Actually, for u < a, we have f (u)+up−1  up−1, and for u  a, it follows from ( f2) that f (u)+up−1 
γ (u − a)σ + ap−1. Then the ﬁrst inequality of (5.21) holds if δ is chosen suﬃciently small, while
the last inequality is hypothesis ( f4). Since inequality (5.21) holds for w , the Harnack-type result
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c(R) infBR w , for any ball BR of radius R .
According to hypothesis ( f3), we may take ε ∈ (0,a) such that f (t)/(t p−1) > b/2, for t ∈ (0, ε).
Let R > 0 be such that the ﬁrst eigenvalue of the p-Laplacian in BR satisﬁes λ1(BR) < b/4· Since
infRN w = 0, it is possible to ﬁnd a point xR such that BR(xR) (the ball centered at xR ) satisﬁes
infBR (xR ) <
ε
c(R) . Then, by the preceding Harnack inequality, w < ε < a in BR(xR).
Let now Φ1 be the ﬁrst eigenfunction of the p-Laplacian in BR , and suppose infBR w > 0. Then
Φ
p
1
wp−1 is in W
1,p(BR). According to Picone’s Identity, we have
∫
BR
∇
(
Φ
p
1
wp−1
)
|∇w|p−2∇w 
∫
BR
|∇Φ1|p = λ1(BR)
∫
BR
Φ
p
1
(see Lemma A.6 of Section A.3). On the other hand,
∫
BR
∇
(
Φ
p
1
wp−1
)
|∇w|p−2∇w =
∫
BR
f (w)
Φ
p
1
wp−1

∫
BR
b
2
Φ
p
1
which is impossible because λ1(BR) < b/4. Thus w ≡ 0. The result now follows. 
6. Asymptotic behavior of the solutions
In this section, we study the asymptotic behavior of the solutions with respect to the parameter λ,
proving Theorems 1.5–1.7.
For what concerns asymptotic behavior when λ → ∞, it is useful to observe that the presence of
the zero in the nonlinearity implies that our problem shares some properties also with the so-called
“logistic problems”, that is, where the nonlinearity is positive up to a certain value and then negative.
In fact, any solution of our problem which stays below the zero is also a solution of a corresponding
logistic problem obtained by modifying the nonlinearity above the zero.
For logistic problems, it is common to study the asymptotic behavior of the solutions when
λ → ∞, since it turns out that they tend to approximate the function a(x) where the nonlinearity
is zero. These results of convergence to a(x) then apply only to our solution from Theorem 1.1, since
it is proved to be bounded by a(x) so that it does not depend on the behavior of h above a. However,
in Theorem 1.7 we provide a much more general result, showing that, when λ tends to ∞, all the
obtained solutions tend to the function a, at least pointwise in Ω .
Remark 6.1. An important phenomenon largely studied in logistic problems is the occurrence of “ﬂat
cores” and “coincidence sets”, that is, open sets where, for λ large, the solution coincides with a(x)
(see for example [28,31,32] and the references therein). This phenomenon is connected with both the
shape of a and the behavior of the nonlinearity near the zero. In particular, in [32], it is proved that
with the p-Laplacian operator, a ﬂat core may occur in the regions where a(x) is constant, while,
in [31], a coincidence set is encountered where a is harmonic, but only for the Laplacian. In both
cases, the nonlinearity has to reach the zero with order less than p − 1. As observed in Remark 1.2,
for our multiplicity result we had to put ourselves in the situation where such phenomena could not
arise, in order to have a ﬁrst solution strictly below the function a(x).
Next, we give the proofs of the theorems about the asymptotic behavior of the solutions.
Proof of Theorem 1.5. (λ → 0). Suppose by contradiction that there exists C > 0 such that uλ  C ,
and let D be such that h(x,u)/up−1  Db0 for 0 < u  C . If λD < λ1,b , then
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Ω
|∇uλ|p = λ
∫
Ω
h(x,uλ)uλ  λDb0
∫
Ω
upλ < λ1,b
∫
Ω
b(x)upλ,
which contradicts inequality (1.1). 
Proof of Theorem 1.6. (λ → λ1,b). Consider a sequence {(un, λn)}n∈N with un a C1 solution of (Pλn ),
un  a and λn → λ+1,b . Since ‖uλn‖∞ is bounded by A0, we proceed as in the proof of Lemma 4.1 to
conclude that, up to a subsequence, uλn → u in the C1 norm in Ω and so u is a nonnegative solution
of Problem (Pλ1,b ), satisfying u  a.
However, if u ≡ 0, by hypothesis (H5) and (1.1), we obtain∫
Ω
|∇u|p = λ1,b
∫
Ω
h(x,u)u < λ1,b
∫
Ω
b(x)up 
∫
Ω
|∇u|p,
which is a contradiction. 
Proof of Theorem 1.7. (λ → ∞). Consider a sequence {(un, λn)}n∈N with un a C1 solution of (Pλn ),
εφ1,b  un , and λn → +∞. By item (1) of Lemma 4.1 we have that ‖un‖∞  C .
Fix a point x0 ∈ Ω and let δ0 = dist(x0, ∂Ω). Proceeding similarly as in the proof of Lemma 4.1,
deﬁne this time wn(y) = un(An y + x0), so that it satisﬁes
−pwn(y) = λn Apnh
(
An y + x0,wn(y)
)
in B
(
0, δ0A
−1
n
)
and wn(0) = un(x0).
Choose An → 0 in such a way that λn Apn = 1, and, as in the proof of Lemma 4.1, obtain (since wn
is bounded in L∞ by the a priori bound) also a uniform bound in the C1,α norm in compact sets, for
some α ∈ (0,1); then, up to a subsequence, wn → w in the C1 norm in compact sets, where now w
is a C1 function deﬁned in RN , since δ0/An → ∞.
Thus, since h is continuous, w is a weak solution of the problem{−pw = h(x0,w) in RN ,
w  0.
(6.22)
According to hypotheses (H1)–(H4) and (H7), h(x0, ·) satisﬁes the hypotheses of the Liouville-type
Theorem 1.8, then we conclude that either w ≡ 0 or w ≡ a(x0).
However, w cannot be identically zero by the estimate εφ1,b  un . We conclude that (up to a sub-
sequence) un(x0) = wn(0) → a(x0). Since the same holds for any subsequence, we deduce that in fact
un(x0) → a(x0). As x0 ∈ Ω is arbitrary, this implies that un → a pointwise in Ω when λ → +∞. 
Remark 6.2. Observe that the solutions obtained in Theorem 1.4 satisfy the estimate ελφ1,b  uλ
where, as observed in Remark 2.1, the value of ελ may be chosen independent of λ if this is above and
bounded away from λ1,b; then Theorem 1.4 actually provides solutions satisfying the requirements in
Theorem 1.7.
Remark 6.3. Observe that this pointwise convergence is a weaker result with respect to [32], where
the convergence was proven to be uniform in compact subsets of Ω , however in that case the non-
linearity was negative after the zero, so his result applies only to our solutions when they do not
exceed a(x).
Remark 6.4. In the particular case a(x) ≡ 1, Theorem 1.7 implies that if uλ  1, then ‖uλ‖∞ → 1,
but it is not suﬃcient to assert that ‖uλ‖∞ → 1 in the general case, since the convergence is only
pointwise.
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Appendix A
This appendix includes the most important well-known results that were used in the previous
sections.
A.1. Maximum principle theorems
Regarding maximum principle for the p-Laplacian operator, a large literature exists; in fact, we
had to employ several different results, which we report below.
Lemma A.1. (See Theorem 1.1 of [33].) Suppose u ∈ C1(Ω) satisﬁes, in the weak sense,
−pu + f (u) 0, u  0 in Ω,
where Ω is an open connected set in RN and f is continuous. Suppose also that, for some μ > 0, either
f (s) ≡ 0 for s ∈ [0,μ) or f (s) > 0 for s ∈ (0,μ) and ∫ μ0 [F (s)]−1/p ds = +∞.
Then u(x0) = 0 for some x0 ∈ Ω implies u ≡ 0 in Ω .
In particular, f (s) = sq satisﬁes the hypotheses for q p − 1.
Lemma A.2. (See Theorems 2.4 and 2.6 of [29].) For λ  0 and f , g ∈ L∞(Ω), let u, v be solutions of the
equations
{
−pu + λ|u|p−2u = f in Ω,
−p v + λ|v|p−2v = g in Ω,
where Ω is a bounded smooth domain. Then:
(a) (From [34].) If f  g in Ω and u  v in ∂Ω , then u  v in Ω .
(b) (From [29].) If f ≺ g, u = v = 0 on ∂Ω and v  0, then u  v.
Here u  v means that u < v in Ω and ∂u
∂n >
∂v
∂n on ∂Ω , while f ≺ g means that for any compact subset
ω ⊂ Ω , there exists ε > 0 such that f + ε < g a.e. in ω. In particular, if f , g are continuous and f < g in Ω ,
then f ≺ g.
Lemma A.3. (See Theorem 1.4 of [35].) Let u, v ∈ C1(Ω) satisfy, in the weak sense,
−pu + Λu −p v + Λv, u  v in Ω,
where Ω is an open connected set in RN , and Λ ∈R.
Let Z = {x ∈ Ω: ∇u = ∇v = 0}; if x0 ∈ Ω \ Z and u(x0) = v(x0), then u ≡ v in the whole connected
component of Ω \ Z containing x0 . If p = 2 the conclusion holds also with Z = ∅.
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Lemma A.4.
(a) (Theorem II of [26]) If u ∈ C1(RN ) satisﬁes, in the weak sense,
−pu  0, u  0 in RN
and if N  p, then u is constant.
(b) (Theorem 2.1 of [24]) If u ∈ C1(RN ) satisﬁes, in the weak sense,
−pu  uq−1, u  0 in RN
and if N > p, q ∈ (1, p∗), then u ≡ 0.
Lemma A.5. (See Theorem 3.1 of [25].) Let RN+ denote the (open) half-space in RN and C > 0; if u ∈ C1(RN+)
satisﬁes, in the weak sense,
Cuq−1 −pu  uq−1 and u  0 in RN+
and if q ∈ (p, p∗), then u ≡ 0.
A.3. Picone’s identity
We report here the following estimate, which is a consequence of Picone’s type estimates (see
[36,37]) and was used in the course of the proofs in this work.
Lemma A.6. Let u, v ∈ W 1,ploc (Ω) ∩ C(Ω) be such that u  0, v > 0, and uv ∈ W 1,ploc (Ω). Then∫
Ω
∇
(
up
vp−1
)
|∇v|p−2∇v
=
∫
Ω
p
(
u
v
)p−1
∇u|∇v|p−2∇v − (p − 1)
(
u
v
)p
|∇v|p 
∫
Ω
|∇u|p . (A.1)
Moreover, equality holds if and only if u = cv in Ω for some constant c > 0.
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