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a b s t r a c t
A subset S ⊆ V (G) is independent if no two vertices of S are adjacent in G. In this paper we
study the number of independent sets in graphs with two elementary cycles. In particular
we determine the smallest number and the largest number of these sets among n-vertex
graphswith two elementary cycles. The extremal values of the number of independent sets
are described using Fibonacci numbers and Lucas numbers.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In general we use the standard terminology and notation of graph theory, see [1]. We denote by G a simple undirected
graph of order n = |V (G)|. For a vertex x ∈ V (G) let degG(x) denote its degree. A leaf is a vertex of degree one. By a path from
a vertex x1 to a vertex xn, n ≥ 2, wemean a sequence of vertices x1, . . . , xn and edges xixi+1 ∈ E(G), for i = 1, . . . , n−1 and
for simplicity we denote it by x1 . . . xn. A cycle is a path with x1 = xn. A cycle is elementary if all its vertices are different. The
length of a cycle is its number of edges (or vertices); the cycle of length k is called a k-cycle. The distance dG(x, y) between two
vertices x and y in G is the length of the shortest x . . . y path. The diameter of a connected graph G is the maximum distance
between two vertices of G. By Pn, n ≥ 2, and Cn, n ≥ 3 we mean graphs with the vertex set V (Pn) = V (Cn) = {x1, . . . , xn}
and the edge set E(Pn) = {xixi+1; i = 1, . . . , n − 1} and E(Cn) = E(Pn) ∪ {x1xn}, respectively. Moreover, P1 is a graph that
only consists one vertex. Let X ⊂ V (G) ∪ E(G). The notation G \ X means the graph obtained from G by deleting the set X
and all edges incident with vertices in X . If xy ∈ E(G), then we say that x is a neighbour of y. The set of all neighbours of x is
called the open neighbourhood of x and is denoted by N(x). The set N(x) ∪ {x} we call the closed neighbourhood of x and we
write N[x]. Let H be an arbitrary graph. For a graph G with |V (G)| ≥ 3, H-addition (or adH ) stands for a local augmentation
which is the operation G −→ adH(x,y)(G) of adding to the vertex x ∈ V (G) a graph H so that a vertex x is identified with a
fixed vertex y ∈ V (H). Given integers n and kwith 3 ≤ k ≤ n. Let Ln,k be a graph of order n, such that Ln,k = adPn−k+1(x,y)(Ck),
where y ∈ V (Pn−k+1) is a leaf and x ∈ V (Ck). Let d ≥ 2 and let Pn,d denote the graph of order n, n ≥ d + 1, such that
Pn,d = adK1,n−d(x,y)(Pd), where x ∈ V (Pd) is a leaf and y is the center of K1,n−d. A subset S ⊆ V (G) is independent if no two
of its vertices are adjacent. Moreover, the subset containing only one vertex and the empty set also are independent. The
number of all independent sets in G is denoted by NI(G). For a graph G on V (G) = ∅ we put NI(G) = 1. Note that for a
spanning proper subgraph G′ of Gwe have NI(G) < NI(G′).
Let x be an arbitrary vertex of V (G). By NIx(G) (respectively, NI−x(G)) we denote the number of independent sets S, such
that x ∈ S (respectively, x 6∈ S). Clearly NI(G) = NIx(G)+ NI−x(G).
The parameter NI(G) first appears in the mathematical literature in a paper of Prodinger and Tichy [8] in 1982 and this
paper gave an impetus to the counting of independent sets in graphs. They called this parameter the Fibonacci number of a
graph in view of the following facts:
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Fact 1.1. NI(Pn) = Fn+1, where Fn is the n-th Fibonacci number defined by F0 = F1 = 1 and Fn = Fn−1 + Fn−2, for n ≥ 2.
Fact 1.2. NI(Cn) = Ln, where Ln is the n-th Lucas number defined by L0 = 2, L1 = 1, and Ln = Ln−1 + Ln−2, for n ≥ 2.
The number Ln, for n ≥ 2, has also another recurrence form Ln = Fn + Fn−2.
Independently, Merrifield and Simmons introduced the number of independent sets (which they called σ -index) to the
chemical literature in 1989, see [5]. The number NI(G) of a graph G is called the Merrifield–Simmons index in mathematical
chemistry and there is already a substantial amount of literature on chemical applications as well as an graph-theoretical
properties of this index, see for example [2,9]. Now there have been many papers studying the Merrifield–Simmons index
and counting independent sets, see for example [3,4,6,7,10–12].
When dealing with a graph parameter for which the value is NP-complete to determine it is often useful to find bounds
for its value. For some special graphs it has been proved:
Fact 1.3 ([3]). Let F be a forest on n vertices. Then Fn+1 ≤ NI(F) ≤ 2n.
Moreover, NI(F) = Fn+1 if and only if F ' Pn and NI(F) = 2n if and only if F ' Kn.
Fact 1.4 ([7]). If T is a tree of order n and diam(G) ≥ d, then NI(T ) ≤ Fd−1 + 2n−dFd. Equality occurs if and only if T ' Pn,d.
In this paperwe determine the smallest number and the largest number of independent sets among all n-vertex graphswith
two elementary cycles and we characterize extremal graphs. Note that if graph G has exactly two elementary cycles, then
these cycles are edge-disjoint. Then G has n vertices and n+ 1 edges.
2. A lower bound for the number NI(G)
To obtain the main result of this section firstly we give a result for the number of independent sets in a graph having
exactly one cycle.
A graph G is unicyclic if it is connected and contains exactly one cycle. In [7] it has been proved:
Theorem 2.1 ([7]). If G is unicyclic graph of order n, n ≥ 3, then NI(G) ≥ Ln with the equality if and only if G ' Cn or G ' Ln,3.
Theorem 2.2. Let G be an arbitrary graph of order n, n ≥ 3 with one cycle. Then NI(G) ≥ Ln.
Proof. If G is connected then G is unicyclic and by Theorem 2.1 we have NI(G) ≥ Ln. If G is a disconnected graph with
one cycle, then G can be transformed to a unicyclic graph by adding edges. This process clearly decreases the number of
independent sets, so the Theorem immediately follows from Theorem 2.1. 
Now we study the number of independent sets in graphs having two disjoint cycles. Given integers n ≥ 6, k ≥ 3, l ≥ 3
and k + l ≤ n, let Rn,k,l denote a graph of order n such that Rn,k,l = adCl(x,y)(Ln−l+1,k), where x ∈ V (Ln−l+1,k) is the unique
leaf and y ∈ V (Cl). For n ≥ 5 and k ≥ 3 by Cn,k we denote the graph of order n such that Cn,k = adCk(x,y)(Cn−k+1), where
x ∈ V (Cn−k+1) and y ∈ V (Ck).
We need the following lemmas:
Lemma 2.3. Let k ≥ 3 be integer. Then
(i) NI(Rn,3,3) = 5Fn−3, n ≥ 6,
(ii) NI(Rn,k,3) = [Fn−k−3 + Fn−k−1]Fk−2 + [Fn−k−2 + Fn−k]Fk, n ≥ k+ 3,
(iii) NI(Rn,k,n−k) = Fn−kFk−2 + [Fn−k−2 + Fn−k]Fk, n ≥ k+ 3,
(iv) NI(Cn,k) = Fn−k−1Fk−2 + Fn−k+1Fk, n ≥ k+ 2.
Proof. Let x be a vertex of degree at least 3 belonging to the k-cycle, k ≥ 3.
(i) If n = 6, then the equality is obvious. Let n ≥ 7. Then
NI(Rn,3,3) = NIx(Rn,3,3)+ NI−x(Rn,3,3) = NI(Ln−4,3)+ 3NI(Ln−3,3)
= Ln−4 + 3Ln−3 = 5Fn−3.
(ii) If n ≥ k+ 4, then
NI(Rn,k,3) = NI(Ln−k−1,3)NI(Pk−3)+ NI(Ln−k,3)NI(Pk−1)
= [Fn−k−3 + Fn−k−1]Fk−2 + [Fn−k−2 + Fn−k]Fk.
If n = k+ 3, then
NI(Rn,k,3) = 3NI(Pk−3)+ 4NI(Pk−1) = 3Fk−2 + 4Fk
= [Fn−k−3 + Fn−k−1]Fk−2 + [Fn−k−2 + Fn−k]Fk.
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(iii) If n ≥ k+ 3, then
NI(Rn,k,n−k) = NI(Pn−k−1)NI(Pk−3)+ NI(Cn−k)NI(Pk−1)
= Fn−kFk−2 + [Fn−k−2 + Fn−k]Fk.
(iv) If n ≥ k+ 2, then
NI(Cn,k) = NI(Pn−k−2)NI(Pk−3)+ NI(Pn−k)NI(Pk−1)
= Fn−k−1Fk−2 + Fn−k+1Fk. 
Using not too complicated calculations we obtain the following inequalities.
Corollary 2.4. Let k ≥ 3 and n ≥ k + 3 be integers. Then NI(Rn,k,3) ≤ NI(Rn,k,n−k) < NI(Cn,k). Moreover, NI(Rn,k,3) =
NI(Rn,k,n−k) if and only if n = k+ 3.
Lemma 2.5. Let n ≥ 6, k ≥ 3, l ≥ 3 be integers and k+ l ≤ n. Then NI(Rn,k,l) ≥ NI(Rn,3,3) = 5Fn−3 with equality if and only if
k = l = 3.
Proof. Let x ∈ V (Rn,k,l) be a vertex of degree 3 that belongs to the k-cycle of Rn,k,l. We distinguish two cases:
1. n ≥ k+ l+ 1
ThenNI(Rn,k,l) = NI(Ln−k−1,l)·NI(Pk−3)+NI(Ln−k,l)·NI(Pk−1). For given n, k from Theorem2.1we obtain that the number
NI(Ln−k−1,l) is minimal if and only if l = 3 or l = n − k − 1 and the number NI(Ln−k,l) is minimal if and only if l = 3 or
l = n − k. Consequently, NI(Rn,k,l) is minimal for l = 3 i.e. for Rn,k,l ' Rn,k,3. Since Rn,k,3 ' Rn,3,k reasoning as above for
given n we obtain that NI(Rn,3,k) is minimal for k = 3. Whence applying Lemma 2.3(i) we obtain that NI(Rn,k,l) ≥ 5Fn−3 in
this case.
2. n = k+ l
If k = l = 3, then NI(Rn,k,l) = NI(Rn,3,3) = 5Fn−3 by Lemma 2.3(i).
Assume that k > 3 or l > 3. Without lose of generality let l > 3. Then n ≥ k + 4 and applying Corollary 2.4 and case 1
we have NI(Rn,k,l) = NI(Rn,k,n−k) > NI(Rn,k,3) ≥ NI(Rn,3,3) = 5Fn−3. Thus, the Lemma is proved. 
Theorem 2.6. Let G be an arbitrary graph of order n, n ≥ 6 with exactly two disjoint cycles. Then NI(G) ≥ 5Fn−3 with equality
for G ' Rn,3,3.
Proof. If G ' Rn,k,l, then using Lemma 2.5 we have NI(Rn,k,l) ≥ NI(Rn,3,3) = 5Fn−3.
Let G 6' Rn,k,l. Then n ≥ 7. We use induction on n. For n = 7 the result is easy to observe. Let n ≥ 8.
Assume that for an arbitrary graph H of ordermwith exactly two disjoint cycles NI(H) ≥ 5Fm−3, where 6 ≤ m < n.
Since G 6' Rn,k,l hence there is a vertex x ∈ V (Rn,k,l) such that degG(x) = 1. Evidently NI(G) = NI−x(G)+ NIx(G). Let S be
an arbitrary independent set of the graph G. Suppose that x 6∈ S. Then S = S∗, where S∗ is an arbitrary independent set of
the graph G\ {x}which is a graph of order n−1 with exactly two disjoint cycles. By the induction hypothesis we obtain that
NI−x(G) ≥ 5Fn−4. Let now x ∈ S. Then S = S ′ ∪ {x}, where S ′ is an arbitrary independent set of the graph G \ N[x]. Clearly
|N[x]| = 2, so G \ N[x] is a graph of order n− 2 and it contains at least one cycle.
If G \ N[x] contains two cycles, then by the induction hypothesis NIx(G) ≥ 5Fn−5 and NI(G) ≥ 5Fn−4 + 5Fn−5 = 5Fn−3.
If G \ N[x] has exactly one cycle then by Theorem 2.2 we obtain that NIx(G) ≥ Ln−2, so NI(G) ≥ 5Fn−4 + Ln−2 =
5Fn−4 + Fn−2 + Fn−4 = 6Fn−4 + Fn−2 ≥ 5Fn−3.
Consequently, from the above cases we have that for n ≥ 6, NI(G) ≥ 5Fn−3. Moreover, by Lemma 2.5 we obtain that the
equality occurs for G ' Rn,3,3.
Thus, the Theorem is proved. 
Lemma 2.7. Let n ≥ 5, 3 ≤ k ≤ n− 2 be integers. Then NI(Cn,k) ≥ NI(Cn,3) = Fn−4 + 3Fn−2 ≥ 5Fn−3. Moreover,
(i) NI(Cn,k) = NI(Cn,3) if and only if k = 3 or k = n− 2 and
(ii) NI(Cn,3) = 5Fn−3 if and only if n = 5.
Proof. Since for k ≥ 3, NI(Cn,k) = Fn−k−1Fk−2 + Fn−k+1Fk, so NI(Cn,3) = Fn−4 + 3Fn−2 ≥ 5Fn−3 with equality if and only if
n = 5.
The first inequality is easily to see for n = 5, 6. Suppose that n ≥ 7. By the definition of Cn,k we can assume that k ≤ n2 .
Using the known identity Fn = Ft−1Fn−t+1 + Ft−2Fn−t , 2 ≤ t ≤ n, we obtain that
NI(Cn,k)− NI(Cn,3) = Fn−k−1Fk−2 + Fn−k+1Fk − Fn−4 − 3Fn−2
= Fn−k−1Fk−2 + Fn−k+1Fk−2 + Fn−k+1Fk−1 − Fk−1Fn−k−3
−Fk−2Fn−k−4 − 3Fk−1Fn−k−1 − 3Fk−2Fn−k−2
= (Fn−k−1 + Fn−k+1 − Fn−k−4 − 3Fn−k−2)Fk−2 + (Fn−k+1 − Fn−k−3 − 3Fn−k−1)Fk−1
= (2Fn−k−3 + Fn−k−1 − Fn−k−4)Fk−2 + (Fn−k−4 − Fn−k−1)Fk−1
= 2Fn−k−3Fk−2 + (Fn−k−4 − Fn−k−1)Fk−3
= 2Fn−k−3Fk−2 − 2Fn−k−3Fk−3
= 2Fn−k−3(Fk−2 − Fk−3) ≥ 0.
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Additionally the equality holds if and only if Fk−2 = Fk−3, this means if and only if k = 3. Hence NI(Cn,k) = NI(Cn,3) if
and only if k = 3 or by symmetry k = n− 2, which completes the proof. 
Theorem 2.8. Let G be an arbitrary graph of order n, n ≥ 5, with exactly two elementary cycles. If these cycles have only one
vertex in common, then NI(G) ≥ 3Fn−2 + Fn−4 with the equality for G ' Cn,3.
Proof. If G ' Cn,k then using Lemma 2.7 we have NI(Cn,k) ≥ NI(Cn,3) = 3Fn−2 + Fn−4. Let G 6' Cn,k. Then n ≥ 6. We use
induction on n. For n = 6 the result is easy to observe. Let n ≥ 7.
Assume that for an arbitrary graph H of orderm, where 5 ≤ m < n, with two elementary cycles having only one vertex
in common NI(H) ≥ 3Fm−2 + Fm−4.
Since G 6' Cn,k hence by our assumptions there is x ∈ V (G) such that degG(x) = 1. Then NI(G) = NI−x(G)+ NIx(G). Let S
be an arbitrary independent set of the graph G. Assume that x 6∈ S. Then S = S∗, where S∗ is an arbitrary independent set of
the graph G \ {x} which is the graph of order n − 1 with two elementary cycles having only one vertex in common. Hence
by the induction hypothesis NI−x(G) ≥ 3Fn−3+ Fn−5. Let now x ∈ S. Then S = S ′ ∪ {x}, where S ′ is an arbitrary independent
set of the graph G \ N[x]. Clearly |N[x]| = 2.
If G \ N[x] contains two elementary cycles then by the induction hypothesis NIx(G) ≥ 3Fn−4 + Fn−6 and consequently
NI(G) ≥ 3Fn−3 + Fn−5 + 3Fn−4 + Fn−6 = 3Fn−2 + Fn−4.
If G \ N[x] does not contain any cycle then by assumption about Gwe have that G \ N[x] is a forest on n− 2 vertices. The
Fact 1.3 implies that NIx(G) ≥ Fn−1, which gives NI(G) ≥ 3Fn−3 + Fn−5 + Fn−1 > 3Fn−2 + Fn−4.
If G \ N[x] has exactly one cycle then Theorem 2.2 gives that NIx(G) ≥ Ln−2, hence NI(G) ≥ 3Fn−3 + Fn−5 + Ln−2 >
3Fn−2 + Fn−4.
Finally from the above cases we obtain that for n ≥ 5, NI(G) ≥ 3Fn−2 + Fn−4.
Thus, the Theorem is proved. 
From Theorems 2.6 and 2.8 it follows:
Corollary 2.9. Let G be an arbitrary graph of order n, n ≥ 5, with exactly two elementary cycles. Then NI(G) ≥ 5Fn−3 with the
equality for C5,3 and G ' Rn,3,3, for n ≥ 6.
3. An upper bound for the number NI(G)
Let Hn,3,3, n ≥ 5 denote a simple graph of order n obtained from the star K1,n−1 by adding two edges such that the
resulting graph has two edge-disjoint 3-cycles.
Theorem 3.1. Let G be an arbitrary connected graph of order n, n ≥ 5with two cycles. Then NI(G) ≤ 1+ 9 · 2n−5 with equality
only for G ' Hn,3,3.
Proof. The statement is easily verified for n = 5, 6. Assume that n ≥ 7 and distinguish three cases:
1. G ' Hn,3,3.
Let x be the vertex of maximum degree in Hn,3,3. Then NI(Hn,3,3) = NIx(Hn,3,3)+ NI−x(Hn,3,3) = 1+ 9 · 2n−5.
2. G ' R, where R is obtained from Hp,3,3, 6 ≤ p < n by attaching at least one leaf to at least one leaf in Hp,3,3.
Let y ∈ V (Hp,3,3) be a leaf and let {y1, . . . , yk}, k ≥ 1 be the set of leaves in R attached to the vertex y. We construct the
graph R∗ such that V (R∗) = V (R) and E(R∗) = (E(R) \ {yy1, . . . , yyk}) ∪ {xy1, . . . , xyk}.
Claim. NI(R∗) > NI(R)
Let Rx be the component of the graph R \ e, where e = xy, containing the vertex x. Then
NI(R) = NIx(R)+ NI−x(R) = NIx(Rx) · 2k + NI−x(Rx)(1+ 2k) and
NI(R∗) = NIx(R∗)+ NI−x(R∗) = NIx(Rx)+ NI−x(Rx) · 2k+1. Hence
NI(R∗)−NI(R) = NIx(Rx)+NI−x(Rx) ·2k+1−NIx(Rx) ·2k−NI−x(Rx)(1+2k) = (2k−1)[NI−x(Rx)−NIx(Rx)] > 0, because
NI−x(Rx) > NIx(Rx), which finishes the proof of this claim.
Repeating the above procedure suitably many times we obtain the graph Hn,3,3 and by the claim, NI(Hn,3,3) > NI(R).
3. G 6' Hn,3,3 and G 6' R.
In this case the graph G has a spanning tree T , such that diam(T ) ≥ 5. Whence using Fact 1.4 we have NI(G) < NI(T ) ≤
5+ 8 · 2n−5 ≤ 9 · 2n−5 + 1.
Thus, the Theorem is proved. 
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