The hard deadline model is very popular in real-time research, but is representative or applicable to a small number of systems. Many applications, including control systems, are capable of tolerating occasional deadline misses, but are seriously compromised by a repeating pattern of late terminations. The weakly hard real-time model tries to capture these requirements by analyzing the conditions that guarantee that a maximum number of deadlines can be possibly missed in any set of consecutive activations. We provide a new weakly hard schedulability analysis method that applies to constrained-deadline periodic real-time systems scheduled with fixed priority and without knowledge of the task activation offsets. The analysis is based on a Mixed Integer Linear Programming (MILP) problem formulation; it is very general and can be adapted to include the consideration of resource sharing and activation jitter. A set of experiments conducted on an automotive engine control application and randomly generated tasksets show the applicability and accuracy of the proposed technique.
INTRODUCTION
The notion of a real-time task abstracts the execution of a program (e.g., a thread) triggered repeatedly by a (periodic) clock or a generic event, with a set of applied temporal constraints. Given a model of execution for a set of tasks and a scheduler, hard real-time schedulability analysis verifies if a system, that is, all of its tasks, can be safely guaranteed to complete at every activation before a deadline. The hard schedulability problem has been thoroughly investigated in the last decades and solved for many cases of interest.
• We propose the first weakly hard schedulability analysis for offset-free periodic real-time tasks. The analysis method includes the consideration of resource sharing and activation jitter.
• To solve the possible issues with the large number of integer variables counting the number of task interferences (as used, for example, in [7, 19, 32] ), we relaxed these variables to real values, but we added binary variables expressing the possibility of job interferences for reducing or possibly eliminating the introduced pessimism.
• Surprisingly, there is no existing work that can cope with the weakly hard analysis of general (offset-free) periodic tasks, and this prevents a fair comparison between our solution and other relevant works. Thus, we evaluate our analysis method through extensive experiments to show its efficiency (expected runtime) and precision. In the special case in which m = 1, the analysis is always accurate as long as it validates the m-K property. With respect to accuracy, despite the relaxation to real valued job interference counters, the MILP analysis can still return exact results for a very high percentage of the tests.
Paper Organization: Section 2 introduces background results and possible applications that are related with the scheduling in overload conditions, the weakly hard real-time model and its analysis techniques. Next, we formally define the system model and the weakly hard analysis problem in Section 3. Section 4 contains the description of our proposed solution to the problem, which consists of a Mixed Integer Linear Programming (MILP) formulation. As a demonstration of the generality of the solution model, it is then extended in Section 5 to systems having mutual exclusive shared resources, and to tasks with jitter. The evaluation of the proposed technique is conducted in Section 6, and at last, Section 7 contains the conclusions and addresses future issues.
STATE OF THE ART
Since the seminal work of Liu and Layland [23] , an overwhelming effort in real-time scheduling research has been dedicated to the question on whether there can be a possible deadline miss according to the hard real-time model. It is hard to completely identify the reasons for this disproportionate interest in hard analysis techniques. It is probably because of the simplicity of the model, its easier understandability and analyzability, the seemingly natural fit to safety-critical systems and, quite possibly, some incorrect judgement on the part of some researchers that believe most real-world systems are of hard-type. The success of hard schedulability analysis also benefits from the existence of the critical instant, an activation scenario where all tasks are simultaneously activated, that leads to the worst-case response time for every task in the system. As a result, in a hard real-time system it is sufficient to investigate the particular task activation pattern that originates from the critical instant. More details on classic hard real-time schedulability analysis can be found in textbooks and surveys like [12] and [28] . A simplistic version of the periodic task model assumes that the activation time of the first instance, or initial offset, of a task is known. For a system of periodic tasks with explicit initial offsets, Leung and Whitehead [22] proved that, starting from any job activation, it is necessary and sufficient to simulate the worst-case execution of the tasks in a bounded time interval to check if there is any deadline miss in the system, as the schedule of periodic tasks will repeat itself. However, as explained in [5] , the result of this test is very sensitive to task parameters, including the initial offset.
While it is true that some safety-critical systems are vulnerable to a single violation of the temporal constraints, there are many more that can tolerate timing violations. In these cases, the hard schedulability analysis is too strict. The weakly hard real-time schedulability analysis targets the problem of bounding the maximum number of deadline misses over a number of task activations. A dynamic priority assignment of priority for streams with m-K requirements is proposed by Hamdaoui et al. [24] to reduce the probability of m-K violations in time-sensitive applications. Weakly hard real-time schedulability analysis can be traced back to the work of Bernat et al. [6] on the m-K model, in which no more than m deadline misses shall occur for any K consecutive activations of a task. The analysis in [6] and in other works assumes that there is an explicit initial state of the system, in which the initial offset of each task in the system is known. By restricting the analysis to a periodic activation pattern, the weakly hard analysis can be conducted by checking task activations and interleavings within a large enough time span from the system initialization, so as to verify the m-K assumption. Periodic tasksets are quite common in real applications, but the requirement of knowing all activation offsets may be too strict and undermine the robustness of the analysis: given a periodic task system with explicit initial offsets that passes the (weakly) hard test, a slightly change of the initial offset of some task may result in an unexpected time failure. The analysis is also very sensitive to a drift of the task periods.
Recent developments in the study of overloaded systems allow to relax the requirement of knowing the initial system state. The approach consists in the worst-case analysis [25] of a system model represented as the superposition of a typical behavior (e.g., of periodic task activations) that is assumed feasible, and a sporadic overload (i.e., a rare event). Under such an assumption, [18] and [33] proposed methods for weakly hard analysis that is composed by two phases: 1) the system is verified to be schedulable under the typical scenario (by the classical hard analysis), and 2) when the system is overloaded, it can be guaranteed that out of K successive activations of a task, at most m of them will miss the deadline. The sporadic behavior can be abstracted by observing and analyzing the system at runtime, and is characterized as a rare event. A similar approach is considered in [20] , where real-time calculus is used to analyze the worst-case busy period (in duration and lateness) that results from a temporary overload because of an error in the timing assumptions on the task worst-case execution times. Both methods require the definition of a task model that may be artificial, since it requires the identification and separation of possible causes of overload. Finally, at least in principle, probabilistic analysis of deadline misses, such as the analysis in [14] could be used to compute the probability of missing m deadlines over K instances, but the model in [14] also assumes known activation offsets and is likely to be computationally extremely expensive when applied to the m-K analysis.
The analysis of overload conditions is also closely related to the co-design of control and CPUtime scheduling [4] . The influence of response times on the performance of control tasks has been studied in several works such as [34] and [35] . [3] proposed an integrated approach for controller synthesis, selecting task parameters that meet the expected control performance and guarantee the stability. [2] extended the idea in [3] from uniprocessors to distributed cyber physical systems, and in [17] FlexRay is considered as the communication medium. The m-K model has also been investigated in the co-design of controls (with respect to their performance) and scheduling [16, 26] , and is used in [10, 11, 30, 31] to define the maximum number of samples (jobs) that can be dropped over any number of consecutive samples (density of dropped samples), to guarantee a minimum level of quality to the controls. However, [11] and [10] do not provide methods for the schedulability analysis of a system and the density of dropped samples needs to be enforced by the operating system or smart sensors.
THE SYSTEM MODEL
A periodic real-time task is characterized by a tuple 
} is the minimum time that it takes to complete the execution of the task.
In the periodic activation pattern a k+1 − a k = T i for any two successive jobs of a task. As we do not require a specific initial offset for a task, the first job activation time a i,1 of τ i is unknown. A job (and the corresponding task) is said to be active if it has been activated but has not completed its execution. The periodic taskset T = {τ 1 , . . . , τ n } executes upon a uniprocessor platform. Each task in T is assigned a unique and static priority, and tasks are scheduled by a fixed priority preemptive scheduler. Tasks are ordered in T from higher to lower priority. That is, τ j has a higher priority than τ i , if j < i. If a task does not always finish before its deadline, it can have multiple active jobs at the same time. In such cases, these jobs are served in FIFO order.
A level-i busy period is defined as a time interval during which the processor is always occupied by the execution of tasks with priority higher than or equal to τ i . For example, in Figure 1 , [s 0 , f 2 [ and [a 3 , f 3 [ are level-3 busy periods. Because the focus of this paper is not computing the task WCRT, but analyzing all possible windows with missed deadlines, the definition of busy period extends the maximal level-i busy period as defined in [21] .
The execution of any job of τ i can only be affected by the workload of interfering tasks (including τ i itself) within the same level-i busy period. According to [21] , the WCRT R i of a task τ i is found within the longest level-i busy period, which starts at the critical instant (i.e., when all tasks are activated at the same time). In case a task always completes before its next activation, the task schedulability can be easily checked by computing the response time of the first task instance inside it.
However, this condition does not hold for weakly hard real-time systems when deadlines can be missed and multiple instances can be active at the same time. In this case, the WCRT of a task τ i does not necessarily happen for the first job in a level-i busy period. However, the BCRT is still occurring for the last job in a level-i busy period. Algorithms to compute the BCRT can be found in [9, 27] . In this work, we trivially assume that the BCRT of a task does not exceed its period: r i ≤ T i . Otherwise, the task simply misses all its deadlines. Also, we assume that the BCRT r i and the WCRT R i of each task are computed in advance using established techniques such as in [9, 21, 27] . Once computed, these values can be used as parameters in the MILP formulation.
We assume the system utilization U = 1≤i ≤n U i is lower than 1, meaning that each job is guaranteed to complete its requested execution at some point in time, whether it misses its deadline or not. In addition, we use the result in [5] that shows that fixed priority scheduling analysis is sustainable, that is, if a job is not schedulable, then it will not become schedulable by increasing its execution time. From the analysis point of view, we simply assume that a task requests its WCET every time it is activated.
The Weakly Hard Model
This subsection formalizes the problem of weakly hard schedulability analysis. The analysis applies to an arbitrary task τ i ∈ T , also defined as target task. An arbitrary sequence of K successive activations of τ i is considered, with the objective of checking whether there are more than m deadline misses for τ i in this sequence.
For simplicity, the jobs of τ i in the activation sequence are denoted by J 1 , . . . , J k , . . . , J K (without the task index). Given a job J k , its activation time and finish time are defined as a k and f k , respectively. The time interval [a k , a k+1 [ is called the kth job window of τ i , and the problem window for the analysis is [s 0 , f K [, where s 0 (also considered as the time reference s 0 = 0) is the earliest time instant such that the processor is fully occupied by the execution of higher priority tasks from s 0 to a 1 .
As an example, consider a system of 3 tasks:
) and (C 3 = 2, D 3 = 6,T 3 = 6), with K = 3 and τ 3 is the target task. Figure 1 shows a scenario where 2 (J 1 and J 3 ) out of 3 jobs in the problem window [s 0 , f 3 [ miss the deadline. In this case, s 0 = 0 and a 1 = 0.5. If the problem window starts at the critical instant, that is, when all tasks are synchronously activated in s 0 , only J 1 misses its deadline.
THE SOLUTION MODEL
In this section we introduce the Mixed Integer Linear Programming (MILP) formulation for the weakly hard analysis of a set of offset-free periodic tasks under fixed priority scheduling. Two observations allow to reduce the problem space by considering only the problem windows that maximize the number of deadline misses for τ i .
(O1) The worst-case number of deadline misses occurs for problem windows such that the last job of τ i before the beginning of the problem window (indicated as J 0 ) is schedulable.
If J 0 is not schedulable, any problem window of K instances starting with J 0 has at least as many misses as the window starting with the first job J 1 . The two windows have all the jobs from J 1 to J K −1 in common, but J 0 misses its deadline, therefore, in the best case the two windows have the same number of misses if also J K is a deadline miss. In Figure 1 , consider the problem window with J 2 , J 3 and the following instance (not shown) J 4 . Depending on the schedulability of J 4 , there will be 1 or 2 deadline misses in this window. However, since J 1 is non-schedulable, there are 2 deadline misses for the problem window including J 1 , J 2 and J 3 .
(O2) The worst-case number of deadline misses occurs for problem windows such that the first job is non-schedulable.
Consider a window of K instances that starts with a set of schedulable jobs of arbitrary length J 1 , . . . J n (with n < K; if n = K the proof is trivial) and the window that starts with J n+1 ; the latter has at least as many deadlines misses as the window starting with J 1 (the proof is similar to the previous case).
Variables and Basic Constraints
In this subsection, we introduce the (real and Boolean) variables defined in our MILP model, together with some basic constraints on them. Real valued variables are labeled by R and Boolean variables by B. M is a big enough constant value used to encode conditional constraints (a standard technique known as big-M). A brief summary of all the optimization variables is in Table 1 .
Busy periods. Each job of τ i inside the problem window can be interfered by pending executions of higher priority tasks that are requested before its activation but have not completed. The real valued L k (as in Figure 2 ) indicates the portion of the level-i busy period for job J k that extends to the earliest such activation, when f k−1 ≤ a k . That is, if J k−1 finishes execution not later than a k (i.e., J k−1 does not interfere with the execution of J k ), a k − L k is the earliest time instant such that, from a k − L k to a k , the processor is fully occupied by higher priority tasks.
The start time s 0 = 0 of our problem window is a 1 − L 1 , and the arrival time a k of the kth job of Segment of busy execution of higher priority tasks in front of (before) a job window, when
Activation time of the 1st job of each higher priority task τ i with respect to the start time s 0 of the analysis.
ι k Processor idle time inside the job window. Figure 1 , L 1 = 0.5 and L 3 = 0. Because J 1 interferes with the execution of J 2 , L 2 is not relevant to our analysis.
Throughout our analysis, we only use the value of
Offsets. The offset of a higher priority task within the problem window refers to its first job activation time with respect to the start time s 0 . The first job activation that happens no earlier than s 0 for each higher priority task τ j is denoted by α j ∈ R
Assume that the first job J j,1 of τ j in the window arrives at time s 0 + T j − r j + ϵ with ϵ > 0. This implies that the previous job J j,0 is activated at time s 0 − r j + ϵ. Because any job of τ j needs at least r j time to finish, J j,0 will be still active at time instant s 0 , which contradicts the hypothesis that s 0 is the earliest time instant such that from s 0 to a 1 the processor is fully occupied by higher priority tasks. Hence, the upper bound for α j is T j − r j .
Finish times.
Because jobs from the same task are executed sequentially, for any two consecutive jobs of τ i , this precedence constraint is encoded as
Level-i idle time inside a job window. The level-i processor idle time refers to the time when the processor is not occupied for execution by τ i or any other higher priority task (in a given time interval). Given an arbitrary job window [a k , a k+1 [ of J k , we define ι k ∈ R as the amount of processor idle time inside this kth job window
Schedulability of each job of τ i . For each job J k of τ i inside the problem window, a Boolean variable b k ∈ B indicates whether the job misses its deadline:
• b k = 0 if J k finishes its execution no later than its deadline;
The value of b k is defined by the comparison between the finish time f k of J k and its absolute deadline
, which is encoded by the following linear constraint.
Being M a very large value, the conditional constraint in (4) forces b k = 0 if the job J k meets its deadline (i.e., f k ≤ a k + D i ) and b k = 1 otherwise. As in observation O2 at the beginning of Section 4, we require that J 1 misses its deadline, that is, b 1 = 1 (schedulable tasks can be ruled out by simply performing a traditional hard schedulability test in advance).
The total number of deadline misses of τ i inside the problem window is denoted by k b k .
Interference from the previous jobs of the same task. A job J k of τ i interferes with the execution of the next job J k+1 in case f k > a k+1 . The Boolean variable β k encodes this condition.
• β k = 0 if J k finishes its execution within its own job window;
Similarly as in (4), the constraint β k = 0 ⇔ f k ≤ a k+1 over β k , f k and a k+1 can be formulated as
If there is idle processor time inside the job window [a k , a k+1 [ of J k , then J k must terminate within its window and does not interfere with J k+1 (i.e., β k = 1 ⇒ ι k = 0).
Number of interfering jobs from higher priority tasks. When modeling a schedulability problem in MILP, the major complexity comes from computing the interference from higher priority tasks. A [7, 19, 32] ) is to count the number of jobs from each higher priority task that interfere with execution of the task under analysis. Different from previous works, we explore the relaxation of this integer count to a real value. Table 2 summarizes the variables defined for counting the higher priority interferences for the example system in Figure 1 Given a job J k of τ i and a higher priority task τ j , I f j,k is the number of jobs of τ j within the time
is an integer number. However, we relax the definition of I f j,k allowing it to be a real value and we linearize the constraint on I f j,k as (by the definition in [21] )
Moreover, we define IL j,k ∈ R as the number of jobs of τ j (∀j < i) within the time interval
In this case, If J k is not interfered by its predecessor J k−1 , then the number of jobs from τ j that interfere with the execution of J k is I f j,k − IL j,k . We remind that we only use the value of L k , and thus the interval
In case k = 1, by the definition of the starting time instant s 0 = 0, it must be ∀j < i : IL j,1 = 0. For simplicity, when β k−1 = 1, we force IL j,k = I f j,k−1 :
Refining the interferences from higher priority tasks. Both I f j,k and IL j,k are real variables. This is efficient but inaccurate. To restore a correct formulation, we define two classes of Boolean variables to constrain the values of I f j,k and IL j,k .
Given a job J k of τ i and a higher priority task τ j , an array of Boolean variables Γ f j,k [p] ∈ B counts the number of jobs of τ j inside the time interval below (p indexes these jobs).
•
A rough bound for the size of Γ f j,k [·] (the number of instances of τ j in the interval) is
Γ f j,k [p] = 1 indicates that the pth job activation of τ j in the specified time interval can interfere with the execution of J k (the pth job is activated before J k completes, otherwise, Γ f j,k [p] = 0). The total number of activations of jobs of τ j , interfering with the execution of J k in the specified time interval is
As shown in Table 2 , for the example in Figure 1 , when j = 1 and k = 3 it is L 3 = 0 and Δ 1,3 = 3 jobs from τ 1 within the time interval [a 3 − L 3 , f 3 [. As β 1 = 1, from f 1 to f 2 , Δ 1,2 = 1.
In case J k−1 does not delay the execution of J k , it is IL j,k + Δ j,k = I f j,k . In the other case (i.e., when
If a higher priority job J j,p does not interfere with job J k of the target task, this implies that J k completes before J j,p , then no later job J j,p (p > p) can interfere with J k . This results in the precedence constraint between elements inside the array Γ f j,k .
Similarly, given a job J k and a higher priority task τ j , we define an array of Boolean variables ΓL j,k [·] to count the number of jobs of τ j inside the time interval
can also be bounded, e.g., by
and the total number can be computed as
Λ j,k counts the number of jobs from a higher priority task τ j that are guaranteed not to interfere with J k−1 or J k since they are activated after J k−1 finishes and are not in the same busy period with J k . For instance, during the interval [f 2 , a 3 − L 3 [ in Figure 1 , no higher priority jobs are activated:
In case
is not relevant to our analysis and we force Λ j,k = 0, using the big-M formulation.
The constraint between variables in ΓL j,k [·] resulting from the execution in FIFO order of the jobs from the same task can be encoded as
Constraints on the Idle Time and Workload
In this subsection, we present constraints that bound the processor idle times and the time spent executing by the tasks (i.e., workload) inside the problem window and its sub parts (e.g., one or multiple job windows). For short, we first define several terms:
As an example, in Figure 1 , ρ 1 = 7.5, λ 1 = 8 and λ 2 = 3.
Minimum level-i idle time.
To analyze the target task τ i under fixed priority scheduling, it is sufficient to consider the taskset composed by τ i and its higher priority tasks:
Given an arbitrary time interval of length X , we use minIdle(T i , X ) to denote the minimum amount of (level-i) processor idle time that is available within it (left unused by the tasks in T i ).
Then, for any number x of consecutive job windows inside the problem window (of length x · T i ), the total amount of idle time is lower bounded by minIdle(
To compute minIdle(T i , X ), we define a virtual task τ * = (−, X , X ) that has relative deadline and period equal to the interval length X and lowest priority. minIdle(T i , X ) is estimated as the maximum execution time C of τ * that still guarantees its schedulability: if C is not the minimum level-i idle time, then there should exist a combination of job activations for tasks in T i that leads to a deadline miss for τ * (easily demonstrated by contradiction; slack stealing algorithms [13] provide methods to estimate the processor idle time).
Idle time inside a job window. Consider the job window
[, as exemplified by the 2nd job window in Figure 1 . The total amount of higher priority workload in [f k , a k+1 − L k+1 [ can be represented as
As a result, the idle time in the kth job window is
This equivalence only applies when β k = 0 and can be encoded in a MILP formulation with the following constraint (trivially true for β k = 1). 
To apply the constraint only to the case β k−1 = 0, the formulation is
and f k is a busy period with length λ k . The total amount of workload from higher priority tasks
Thus, the length λ k of busy period [f k−1 , f k [ can be represented as Φ k + C i and the MILP constraint becomes
Formulation of f k by accumulating the idle time and workload. If we consider each job J k , from s 0 = 0 to its finish time f k , the time interval [0, f k [ consists of multiple busy periods and processor idle times, which can be summed up as in
Refining the arrival time of a higher priority job before the beginning or the end of a busy period. At the beginning or the end of a level-i busy period, a higher priority task must have completed any previously requested execution time. As a result, it must be
The latest activation time of a higher priority job (from τ j ) before the beginning of a busy period starting in a k − L k is α j + (IL j,k − 1) · T j . This job must complete before the start of the busy period in a k − L k after at least r j time units. The term −M · β k−1 is used in the constraint (C7) because L k is only relevant when β k−1 = 0.
Likewise, at the end of a busy period
Length of a busy period. We use BP to denote the length of longest level-i busy period, and
is the number of jobs of τ i within that busy period. As long as there is a busy period that spans N i jobs of τ i , the total task execution within it cannot exceed BP. Therefore, ∀1 ≤ x ≤ K − N i + 1 :
For arbitrarily N i successive jobs inide an arbitrary problem window, we do not know if they are inside the same busy period, however, β k = 1 is a sufficient condition for two jobs J k and J k+1 to be in the same busy period (the same for β x = 1) and this explains the big-M terms in (C9). For the scenario in Figure 1 where BP = 11 and N 3 = 2, there is a busy period [s 0 , f 2 [ that spans two jobs J 1 and J 2 :
Weakly Hard Schedulability Analysis
Given an arbitrary sequence of K successive jobs of τ i inside the problem window, the weakly hard property specifies that the maximum number of deadline misses (among these K jobs) should be bounded by m (< K). The total number of deadline misses can be computed as
The number of deadline misses of τ i within the problem window is bounded by m, if the addition of the constraint
makes the formulation non feasible. Another option is to use the formulation of the number of deadline misses in (C10) as an optimization (maximization) function, and check what is the maximum number of misses for a given number of activations, or even the other way around, to find what is the minimum value of K given a number of deadline misses.
EXTENSIONS OF THE SOLUTION MODEL
The weakly-hard analysis framework proposed in Section 4 can be easily adapted to a more general task model, in particular, to shared resources and tasks with jitter.
Shared Resources
In this part, we show an extension to the case of resource sharing using the Immediate Priority Ceiling Protocol (PCP) [29] as used in the OSEK and AUTOSAR operating system standards.
A set of shared resources R 1 , . . . , R G are accessed by tasks in mutual exclusive mode. For any task τ i and for any resource R д , S i,д = {cs i,д,1 , cs i, j,2 , . . . } is a finite multiset (a set that allows multiple instances of its elements) of worst case execution times for the critical sections executed by τ i on R д .
The priority ceiling pc (R д ) := min{i : S i,д ∅} of R д is defined as the highest priority of any task that accesses it. Every time a task accesses R д , its priority is boosted to the priority ceiling of R д . In this way, any job of τ i can be blocked at most once by one lower priority job executing a critical section on a resource with priority ceiling pc (R д ) ≤ i. This guarantees a predictable worstcase blocking time.
For simplicity, in the following, we will assume the Rate Monotonic (RM) system such that τ i has a higher priority than τ j if T i < T j and for any τ i ,
An arbitrary sequence of x consecutive job activations of τ i , can be (directly or indirectly) blocked by at most x critical section executions on resources with ceiling higher than or equal to the priority of the job.
Hence, for any x consecutive job windows of τ i , the maximum blocking time is defined as the sum of the x largest elements in the multiset S x i : B To apply these blocking times to the MILP model in Section 4, we follow the common approach that adds blocking time to execution time when considering the possible interference.
For any 1 ≤ k ≤ K, the real variable c i,k indicates the execution time which includes the blocking time that the kth job of τ i , within the problem window, can suffer.
For any number of consecutive job windows, we can bound the sum of all these execution variables:
To extend the original problem formulation to the case of resource sharing, all instances of C i in constraints (C3)∼(C6) should be replaced by the corresponding variable c i,k Also the definition of the minimum processor idle time needs to be modified and the constraint (C1) is then updated as follows
Jitter
The jitter [9] of a periodic task represents the maximum possible delay of task actual activation times with respect to the ideal periodic activations. Given a periodic task τ l = (C l , D l ,T l ), we denote its jitter as
Because of jitter, the distance between activation times of two jobs J k and J k+1 of the target task τ i inside the problem window is not a fixed value T i , but can be any value within the range
The jitter of a higher priority task τ j also affects its interference upon the task under analysis. For example, the number of jobs of τ j that arrive before the finish time of the kth job of τ i within the problem window becomes:
. This is encoded by the constraint below, as a replacement of (6) .
, and the big-M constraint in (7) is updated to
To take into account jitter, several equations in the MILP formulation also need to be updated (the jitter mostly result in a modifier applied to periods). Summarizing, Equations (1), (2), (3), (4), (9) , (11) , (C1) (C7), (C8) are replaced with the following 
EXPERIMENTS
In the section, we apply the proposed weakly hard schedulability analysis to an automotive engine control application and a set of randomly generated system configurations. All experiments are conducted on a machine with 8 GB memory and 8 cores: Intel(R) Xeon(R) CPU X3460 @ 2.80GHz, using CPLEX 12.6.3 as the MILP solver. The MILP formulation is encoded in C++ using the CPLEX library and is available for download 1 .
The Fuel Injection Case Study
At first, we apply the MILP weakly hard schedulability analysis with the shared resource extension (Section 5), to the fuel injection application described in [8] .
According to the AUTOSAR standard, an automotive application is composed by a set of functions called runnables, which are executed by tasks scheduled by fixed priority. The runnable-totask mapping and the task scheduling are defined at the system integration phase.
For the fuel injection application in [8] , a heuristic strategy is applied to allocate approximately 1000 runnables to tasks with 280 critical sections. The resulting taskset has 15 tasks with priorities assigned according to the Rate Monotonic rule (all times in microseconds)
Due to the blocking from τ 15 , τ 14 is not (hard real-time) schedulable. To verify the weakly hard property, we tested a series of m-K parameters: {(1, 5), (2, 5), (2, 10), (3, 10) , (3, 15) , (4, 15)}. According to our weakly hard schedulability analysis, it is guaranteed that there will be at most m = 2 (resp. 3 and 4) deadline misses out of any K = 5 (resp. 10 and 15) consecutive jobs of τ 14 .
Regarding the runtime cost, except for the case m = 3 and K = 15, all tests complete within 2 minutes. It takes the CPLEX solver almost 30 minutes to make a decision when m = 3 and K = 15.
Runtime Performance
In this subsection, we apply the weakly hard real-time analysis in Section 4 to a set of randomly generated tasksets for an empirical evaluation of the runtime performance, with a large variety of configurations: n ∈ {10 ∼ 15, 20, 30, 50}, U ∈ {0.8, 0.85, 0.9, 0.95}, m ∈ {1, 2, 3} and K ∈ {5, 10 ∼ 15, 20}. Each configuration in the experiment is specified by a tuple (n, U , m, K ), where n is the taskset size, U is the taskset utilization, and m-K is the weakly hard property to be checked.
Overall, 6253 task systems are tested. For each taskset with a pair n and U : 1) the utilization U i of tasks is generated using the Randfixedsum algorithm in [15] ; 2) the task period T i is uniformly sampled in the range [10, 1000] ; each task has an implicit deadline, i.e., D i = T i ; 3) and each task WCET is computed as Tasks are assigned priorities according to the Rate Monotonic rule. If the lowest priority task τ n in the taskset is schedulable, the taskset is abandoned; otherwise, we proceed with the weakly hard real-time analysis on τ n . This configuration is designed to stress the weakly hard analysis, since even if the lowest priority task τ n is schedulable there may exist other non-schedulable tasks with a smaller number of interfering higher priority tasks for the m-K analysis.
In the analysis of each taskset we defined a runtime limit of 1800 seconds: if the analysis takes more than 1800 seconds without terminating, we stop and report a failure of the m-K analysis.
Deadline misses in a row. The m-K model discussed so far concerns the upper bound on the number of deadline misses (m) out of any K consecutive task activations. Another popular pattern for weakly hard schedulability analysis is to check if there are more than m deadline misses in a row, which is equivalent to analyze the m-K model with K = m + 1.
In the following, we evaluate the number of cases in which there are K = 2 and K = 3 consecutive deadline misses, when U = 0.95 and n ∈ {10, 20, 30, 50}. Results are shown in Table 4 and for every test case, the MILP solver returns its decision in less than a minute. Consecutive deadline misses seldom happen even when the total utilization is as high as 0.95. Another observation is that the fraction of cases with consecutive deadline misses is not sensitive with respect to the number of tasks in the set.
Varying the taskset size. Table 5 and Figure 3 show the experiment results with a variable taskset size, when U = 0.85. The weakly hard analysis confirms that a large portion of these nonschedulable tasks will never miss more than 1 deadline out of any 5 its consecutive activations. For example, when the taskset size is 20 or 30, the percentage of 1-5 feasible sets is around 50%. When m is increased to 2, more than 90% of the tested tasksets satisfy the specified m-K property in all cases.
On the other side, when the taskset size is very large (n = 50), for m = 1 a significant amount of tests exceed the runtime limit of 1800 seconds, which implies that a longer runtime is needed for such cases. Figure 3 depicts the time spent on the weakly hard analysis of each taskset: Yes labels that the corresponding m-K property is verified (No in the other case). The majority of analyses return the decision within 10 minutes.
Varying the problem window size. Table 6 contains the experiment results when varying the problem window size K, with n = 10 and U = 0.85. The problem window size K is a dominant factor with respect to the complexity of the analysis. Still, the results are promising and for more than one third of the tasksets, the number of deadline misses is bounded by at most m = 2.
Varying taskset utilization. Table 7 shows the percentage of tasksets that satisfy the m-K property with variable taskset utilization levels and a fixed taskset size n = 10.
Even when the taskset utilization is very high (U = 0.90), more than 30% of the non-schedulable tasks will not miss more than m = 2 deadlines within any sequence of K = 10 successive task activations. If we further increase m to 3, the tasksets satisfying the weakly hard property become half of the generated sets.
CONCLUSIONS
In this work, we propose a weakly hard schedulability analysis technique for fixed priority preemptive scheduling of a set of periodic tasks. Our approach applies to offset-free systems and is more general than previous works. The analysis is formulated as an MILP encoding, and its performance (regarding both the analysis precision and runtime efficiency) have been confirmed by extensive experiments.
A possible extension of the approach proposed in this paper could target multiprocessor systems with partitioned scheduling and shared resources as applicable to several automotive applications [1, 32] .
