Software development techniques-Combining testing and metrics by Chung, Chi-ming
IEEE Region 10 Conference on Computer and Communication Systems, September 1990, Hong Kong 
Software Development Techniques -- Combining Test ing and Metr ics 
Chi-Ming Chung 
Tamkang Univers i ty  
Tamshui, Taiwan, R.O.C. 
Abstract  
Software me t r i cs  and t e s t i n g  methodologies are 
widely  app l i ed  i n  eva lua t i ng  and assur ing software 
q u a l i t y .  However, t he  ex i s ted  me t r i cs  and t e s t i n g  
methodologies are developed independently. Since 
most t e s t i n g  s t r a t e g i e s  and me t r i cs  at e der ived 
from s i m i l a r  program fac to rs ,  such as con t ro l  f low 
o r  ddta f l ow  fac to rs ,  software degeiopinent method- 
o log ies  can be aeveloped by consioer ing botr l  t e s t -  
i n g  and me t r i cs  f a c t o r s  t o  be be u t i l i z e d  i n  
t e s t i n g  and measurement o f  software t o  form a ribre 
e f f e c t i v e  software deveiopment t o o l .  Tn is  w i l l  
s i g n i f i c a n t l y  reduce the costs  $ n  cons t ruc t i ng  
automated t o o l s  f o r  t e s t i n g  and me t r i cs  by removing 
the  redundant work t o  cor is t ruct  both. Path Com- 
p l e x i t y  Techniques (PCT) are proposea f o i  gu id ing 
t e s t i n g  and measuring sJf tware complex i ty .  Two t e s t  
c r i t e r a  : i n t r a  l e v e l  f i r s t  and i n t e r  l e v e l  f i r s L  
are presented. The ided o f  t he  most complicated 
pa th  i s  a l so  i l l u s t r a t e d .  
1. I n t r o d u c t i o n  
The improvement o f  software development tech- 
niques has received great  a t t e n t i o n  due t o  the 
s i g n i f i c a n t  increas ing software demand. One o f  the 
primary goals  o f  these techniques :s t o  improve 
software software q u a l i t y  and r e l i a b i l i t y .  TWO 
important approaches t o  assure the  r e l i a b i l i t y  and 
software q u a l i t y  are considered. One i s  through 
software t e s t i n g  t o  minimize e r r o r s ,  and the  other  
i s  u t i l i z i n g  sof tware me t r i cs  t o  monitor- the s o f t -  
ware development process. 
S t a t i c  t e s t i n g  and dynamic t e s t i n g  are two 
major approaches i n  software t e s t i n g .  Dynamic 
t e s t i n g  i s  d i v i d e d  i n t o  func t i ona l  t e s t i n g  and 
s t r u c t u r a l  t e s t i n g .  Funct ional  t e s t i n g ,  a l so  c a l l e d  
b lack box t e s t i n g ,  t e s t s  are const ructed based upon 
t h e  program’s func t i ona l  p roper t i es ,  i gno r ing  i t s  
i n t e r n a l  s t r u c t u r e .  S t r u c t u r a l  t e s t i n g ,  a l so  
c a l l e d  wh i te  box t e s t i n g ,  t h e  i n t e r n a l  con t ro l  
s t r u c t u r e  o r  data dependencies are used t o  develop 
t e s t i n g  methodologies t o  conduct t e s t i n g .  McCabe’s 
s t ruc tu red  t e s t i n g  [ 1 I and Woodward’s t e s t  effec- 
t iveness h ie ra rchy  [ 2 1  are examples o f  t he  con t ro l  
s t r u c t u r e  t e s t i n g ,  and Ntafos’s requi red k- tup les 
c r i t e r i a  [31 and Rapps’s t e s t i n g  c r i t e r i a  ( a l l -  
defs, al l-p-uses, a l l -uses,  e t c . )  [ 7 ] ,  are examples 
of t h e  data dependencies t e s t i n g .  
Software me t r i cs  i s  genera l l y  c l a s s f i e d  i n t o  
s i z e  metr ics ,  c o n t r o l  f l o w  met r i cs ,  and data f l ow  
met r i cs  181. L ines of code and Hals tead’s  sof tware 
science 141 a re  examples o f  s i z e  me t r i cs .  McCabe’s 
cyc lomat ic  complex i ty  151 and Conte’s average 
nes t i ng  l e v e l  161 a re  examples o f  c o n t r o l  f l ow  
metr ics .  Dunsmore’s l i v e  va r iab les  and Chung’s l i v e  
d e f i n i t i o n s  [81[91 are examples of data f l ow  met- 
r i c s .  The u t i l i z a t i o n  o f  software me t r i cs  and 
t e s t i n g  methodologies t o  c o n t r o l  sof tware q u a l i t y  
i s  i n  F igure 1. 
Figure 1. 
I t  i s  we l l  known t h a t  t o  determine whether a 
t e s t  data set  w i l l  exerc ise a i l  poss ib le  paths i n  a 
program or  no t  i s ,  i n  general,  computat ional ly  
undecidable. Because o f  t h e  d i f f i c u l t y  t o  automati- 
c a i l y  exerc ise a l l  poss ib le  paths, Path ComDlexitv 
Techniaues(PCT) are proposed. PCT combines the  idea 
o f  me t r i cs  and t e s t i n g  methodologies t h a t  can be 
app l i ed  i n  t e s t i n g  t o  guide t e s t  paths se lec t i on  as 
we l l  as sof tware complex i ty  measurement. Th is  
s i g n i f i c a n t l y  reduce t h e  costs  f o r  developing CASE 
(Computer Aided Software Engineering) t o o l s ,  s ince 
the  development o f  CASE t o o l s  i s  very expensive. 
I n  the next  Section, software me t r i cs  and 
t e s t i n g  methodologies a re  i l l u s t r a t e d .  Sect ion 3 
in t roduces the  idea o f  Dath comolex i ty  which i s  the 
bas is  o f  Path complex i ty  techniques. I n  Sect ion 4, 
Path comDlexitv techniaues and two t e s t  c r i t e r i a  
are expressed, and a lgor i thms f o r  f i n d i n g  the 
comolicated oath are  proposed. A t  l a s t ,  t h e  conclu- 
s ion  o f  t h i s  research i s  i n  Sect ion 5. 
2. Tes t i ng  and M e t r i c s  
Softeware me t r i cs  and t e s t i n g  methodologies 
are expressed i n  t h i s  Section. Since most o f  these 
techniques are der ived from s i m i l a r  program fac- 
t o r s ,  such as c o n t r o l  f l o w  and data f l o w  fac to rs ,  
techniques de r i ved  from d i f f e r e n t  program f a c t o r s  
are se lected and introduced. 
2 . 1  J e s t i m  lfethodoloqies 
2.1.1 Control Flow Or iented Tes t i ng  
A. McCabe’s S t ruc tu red  Test ing 
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McCabe [ l ]  proposed a s t ruc tu red  t e s t i n g  
methodology based on the  con t ro l  f l ow  graph and the  
idea o f  cyc lomat ic  complexity [ 5 ] .  To accomplish a 
s t ruc tu red  t e s t i n g  o f  a program P, t he  f o l l o w i n g  
c r i t e r i a  need t o  be met. 
1. Every branch o f  each dec i s ion  i n  P must be 
exerc ised a t  l e a s t  once. 
2. The l e a s t  number o f  d i s t i n c t  paths need: be 
exerc ised i s  v. Where the value o f  v i s  t he  
cyclomatic compelxity o f  P. 
The f i r s t  r u l e  imp l i es  t h a t  every reachable 
statement i n  the  program w i l l  be exerc ised a t  l e a s t  
once, and the  second r u l e  t e l l s  t he  minimum number 
o f  paths t o  be tested.  Two drawbacks a r i s e  i n  
s t ruc tu red  tes t i ng ;  One i s  t h a t  t he re  i s  no j b s t i -  
f i c a t i o n  why v paths need t o  be tested,  t he  other  
i s  t h a t  t he  number o f  paths can be tes ted  are 
h igher  than v i n  most cases. 
B. Test Effect iveness Hierarchy 
The t e s t  e f fec t i veness  h ierarchy proposed by 
Woodward [ 2 ]  i s  an ex ten t i on  o f  general r i ierdrchy 
based on the  no ta t i on  o f  o f  L inear  Code Seauence 
&$ Jump (LCSAJ). A LCSAJ cons is t s  o f  a l i s t  o f  
statements which can be executed sequen t ia l l y  and 
i s  terminated a t  a jump (e.g. goto, i f  then e l se ,  
wh i l e  and so on). For example, i n  progrdm :, t t iere 
are fou r  LCSAJ’s as shown i n  F igure 2 .  
Proclram 1 
1 .  I = 0 
2 .  READ *,J 
3. DO 20 K = 1 , ~  
4. I = I T J  
5. CONTINUE 
6. M = I * J  
7. STOP 
8. END 
LCSAJ’S o f  Proclram 1 
1. 1-2-3-4-5-6-7-8. 
2. 1-2-3-4-5. 
3. 3-4-5. 
4. 3-4-5-6-7. 
F igure 2. 
This  h ierarchy i s  def ined i n  terms o f  Test 
Ef fect iveness Ra t io  (TER). TER(1) and TER(2) are 
the  same as CO and C1 i n  M i l l e r ’ s  h ierarchy [14] .  
TER(1) requi res every statement i n  a program t o  be 
exerc ised a t  l e a s t  once; TER(2) requi res every 
branches i n  a program t o  be exerc ised a t  l e a s t  
once. Note t h a t  both o f  them are independent o f  
LCSAJ . 
T E R ( ~ )  = number o f  LCSAJ’s exercised a t  l e a s t  nce 
t o t a l  number o f  LCSAJ’s 
( number of d i s t i n c t  subpaths of length 
nLCSAJ’s exerc ised a t  l e a s t  once p l u s  
the  number of d i s t i n c t  complete paths o f  
l eng th  l e s s  than o r  equal t o  n 
LCSAJ’s exer c i sed  a t  l e a s t  once ) 
( t o t a l  number o f  d i s t i n c t  subpaths o f  
lengthn LCSAJ’s p l u s  the  t o t a l  number o f  
d i s t i nc tcomp le te  paths o f  l eng th  l ess  than 
o r  equal t o  n LCSAJ’s ) 
TER(”+2)=----------------------------------------- 
/ 
TER(3) i s  t he  f i r s t  l e v e l  o f  LC A j ’ s  h je ra rchy  
based on the idea o f  LCSAJ. pdg ram 1, four 
LCSAJ’s need t o  be tes ted  t o  t a i n  f u l l  coverage 
o f  TER(3). TER(4) i s  based on t h e  subpath with no 
more than two contiguous LCSAJ’s. For example, 
1-2-3-4-5-3-4-5 and 3-4-5-3-4-5-6-7 are two sub- 
paths con ta in ing  two contiguous LCSAJ’s i n  program 
1. S i m i l a r l y ,  TER(nt2) i s  based on t h e  subpath with 
no more than n contiguous LCSAJ’s. 
2.1.2 Data Flow Or iented Tes t i ng  
I t i s  we l l  recognized t h a t  data dependency i s  
an important factor- o f  t e s t i n g  complexity, i t  can 
be used t o  prov ide program tes t i ng .  Several t e s t i n g  
methodologies based on t he  data dependency o f  a 
prdyr-am have been proposed and discussed 
r31i161L171. 
2.2 Software Me t r i cs  
2.2.1 Size Me t r i cs  
i a l s t e a d  proposed a fam i l y  o f  ioet r ics  
i a - l l eo  software science [ t id ls tead 771.  I n  software 
sciei ice, d prograni is t r ea ted  as a group o f  to-. 
Kens. TGhens dre d i v ided  i r , t o  two classes, one i s  
oper aiidb, t he  othet i s  operators .  Operands repre- 
sei t aata s ~ J i  ds d a t  i a b l e  or ddlue; o therwise i s  
apetdrors ,  ~ U C I I  as t,-,x, ‘ , .  Ha ls tead’s  me t r l cs  
a t e  Daseci on the ;omits ~i operators  ana operandS. 
The b a a i i   cuti its d i e  r i l ,  nL ,  h1, and N i .  n l  (n2) 
a t e  the number L f  uniqde operators  (operands) i n  a 
ptsyram. N ‘ I ( ~ )  dre the  t o t a l  number o f  operators  
,peraridsf $ t i  d p-ogram. 
A fami:y o f  me t r i cs  are der ived from t h e  bas ic  
counts: vocabulary, s i ze ,  length,  volume, and 
e f  fbt-t , 
2.2.2 Contro l  f l o w  m e t r i c s  
Contro l  f l ow  complex i ty  me t r i cs  are der ived 
from t h e  c o n t r o l  s t r u c t u r a l  o f  a program. A number 
o f  emp i r i ca l  r e s u l t s  i n d i c a t e  t h a t  c o n t r o l  f l ow  
complexity has r e l a t e d  t o  t h e  complexity o f  a 
program [ I 1  [?01 [?I I .  
A. McCabe’s Cyclomatic Complexity 
McCabe’s cyc lomat ic  complex i ty  [ l ]  i s  a w e l l  
known met r i c .  It has been widely  accepted and 
app l i ed  i n  measuring sof tware complex i ty  as w e l l  as 
i n  conducting t e s t i n g  [McCabe 821. The cyc lomat ic  
complex i ty  can be de r i ved  from c o n t r o l  f l o w  graph 
PG, which i s  de f i ned  as: 
v (G)  I: e - n t 2 
where e i s  t h e  number o f  edges and n i s  t he  number 
o f  nodes i n  G. The cyc lomat ic  complex i ty  can be 
a l s o  der ived from t h e  number o f  dec is ions i n  a 
program. 
B. Average Nest ing Level 
I n  s t ruc tu red  languages, t h e  c o n t r o l  f l o w  
could be h i g h l y  nested. For instance, nested loops 
o r  nested if st ruc tu res .  I n t u t i v e l y ,  t h e  h igher  
nested l e v e l  w i l l  y i e l d  h ighe r  complexity. The 
average nested l e v e l  measure i s  t o  ass ign more 
weights i n  h ighe r  nested l e v e l .  That i s ,  a state- 
ment no t  i n  a nested s t r u c t u r e  has weight 1; a 
statement wi th one ou te r  nested s t r u c t u r e  has 
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weight 2 .  I n  general a statement w i t h  n outer  
nested s t r u c t u r e s  has weight n t l .  The average 
nested l e v e l  is t o  sum up the weights i n  each 
statement and then d i v ided  by t o t a l  number o f  
statements 161. 
2.2.3 Data f l o w  based met r i cs  
Data flow based met r i cs  are concerneo a b x t  
t he  i n t e r  and i n t r a  rrodule’s dLita iepdndencj  
complexity. Numerous s tud ies  show t h a t  the data 
dependency of a progran; has a s i q n i f i c a n t  e f f e c t  011 
t he  programer’s t r a c i n g ,  oebugg i r ,~ ,  and unaerstana- 
i ng  c a p a b i l i t y  [IS;[::]. 
A .  Dunsmore’s L i ve  i i a r l ab les  Me t r i cs  
Dunsmore proposed average riuiiiDer c;f 1 : i . s  
v a r i a b l e s [ l 6 ]  per statement based upo!! the fo7low- 
i ng  l i v e  va r iab le  d e f i n i t i o n s  : A va r iab le  : s  : i v e  
from i t s  f i r s t  t o  i t s  l a s t  refer-ence w i t r i n  a 
procedure. Experimeptal r e s u l t s  i i t d i ca te  t : , A t  
Dunsmore’s me t r i c  has good c c r r e l a t i o n  w i t t -  s o f t -  
ware c o m p i e x i t y [ l 8 j .  
6. Chung’s L i ve  D e f i n i t i o n s  2nd L i ve  (ariaoles 
Cnung proposed a fam i l y  o f  dynamic data f iow 
met r i cs  based on t h e  idea o f  1ii.e d e f i n i r i o n s  And 
l i v e  va r iab les  [8 : [1? ] [12 ] .  A d e f i n i t i o n  i s  oc- 
cured i n  a statement dhere a value is ass:gned. 
The d e f i n i t i o n  o f  a va r iab le  x i s  sa id  t o  reach a t  
t he  top  (bottom) o f  a b lock (node) i i f f  the:-e 
e x i s t s  a defin:t :on c l e a r  path w i t h  respect t o  A 
from the  d e f i n i t i o n  t o  t h e  top  (bottom) of !. A 
d e f i n i t i o n  c l e a r  path w i t h  respect t o  x ; s  a patt i  
w i t h  no r e d e f i n i t i o n  o f  x. A d e f i f i i t i o r i  o f  x, i s  
l i v e  a t  t h e  t o p  of b l x k  inode) 1 ,  i f  the  3 e f i n i -  
t i o n  can reach i and the re  i s  a r e f e r e x e  o f  the 
d e f i n i t i o n  af terwards.  A variab!e x i s  sa id  t o  
l i v e  a t  t h e  top  (bottom) o f  b lock (node) 1, i f  
the re  e x i s t s  a t  l e a s t  one l i v e  d e f i n i t i o n  o f  A .  The 
number o f  l i v e  va r iab les  o r  l i v e  d e f i t i i t i o i i s  i n  a 
b lock o r  program are used i r  measuring the  complex- 
i t y  of t h a t  b lock o r  program. 
3. Path Comolexity 
I n  s t r u c t u r a l  testing, the  number o f  paths 111 
a program could be exerc ised might be i n f i n i t e .  
Since i t  i s  imprac t i ca l  t o  exerc ise a l l  paths i n  a 
program, techniques t o  guide t h e  s e l e c t i o n  o f  
t e s t i n g  paths become important. comDlexity i s  
u t i l i z e d  t o  e s t a b l i s h  a t e s t i n g  order  f o r  path 
se lec t i on .  The idea i s  a path w i t h  h igher  path 
complex i ty  i s  more e r r o r  prone. That i s ,  by t e s t i n g  
h ighe r  path complex i ty  path f i r s t ,  we might  be able 
t o  de tec t  program e r r o r s  e a r l i e r .  I n  a d d i t i o n ,  
based on the  tes ted  paths and the  tes ted  r e s u l t s ,  a 
program t e s t e r  i s  i n  a b e t t e r  s i t u a t i o n  o f  choosing 
the  next  t e s t i n g  path than t h a t  based on the  f i r s t  
t e s t i n g  path be ing se lected randomly. Furthermore, 
t he  complex i ty  o f  t he  most complicated pa th  i s  a 
good met r i c  i n  measuring the  complex i ty  o f  t he  
program which con ta in  the  path. According t o  
McCabe’s experimental r e s u l t s ,  programs wi th h igher  
complexity have h igher  e r r o r  ra tes  [11[51. The 
d e f i n i t i o n  of Path comolex i tv  and the  most comoli- - cated oath i s  described below. 
A program graph (con t ro l  f l ow  graph) i s  de- 
r i v e d  from a program; it i s  def ined as a d i rec ted  
graph PG (N,E,s,t), where N i s  a s e t  o f  nodes 
reachable from t h e  s t a r t  node, E i s  a s e t  o f  d i -  
rected edges represent ing t h e  c o n t r o l  f lows,  s N 
i s  t h e  s t a r t  node and t N i s  t h e  te rm ina l  node 
w i t h  no edge going ou t .  The statements w i t h i n  a 
node must be executed from the f i r s t  statement and 
e x i t  form the  l a s t  statement o f  t he  node. A corn- - & i s  a path which has s t a r t  node as i t s  
f i r s t  node and e x i t  node as i t s  l a s t  node. Path 
complex i ty  i s  defined as the  sum o f  the & E 
u l e x i t y  o f  each node o f  a path. Since cam- 
p l e x i t y  i s  t o  measure the  complexity o f  a node, the 
techniques o f  software me t r i cs  are app l i ed  i n  
measuring comolexitv. Several poss ib le  choices 
of node complexity measurements are l i s t e d  below. 
ICom(i) represents the  compleixty o f  node 1 ,  and 
ACom(1J i s  t h e  maximum accmulated complexity form 
the node i t v  the e x i t  node. 
A .  Size based m e t r i c s  
1 .  LOC . ICom(ij = the  number- o f  i i i i s s  o f  
code i n  node i. 
2 .  iolume. ICom(i) = the VGlUme i n  node 1 .  
3 .  E f f o r t .  iGom(7) = the e f f o r t  measure o f  
node 1 .  
a .  Contro l  f l o k  based met r i cs  
1 .  Edges. ICom(i) = t he  number o f  in-out eages. 
&. Decision. ICom(i) = 1 i f  i is a dec i s i c i ,  
node 1, otnerwies ICom(i) = 0. 
3 .  Nested :evel: ICom(i) = t n e  nestec l e v e l  o f  
noae 1 .  
i. Data f l ow  based n ie t i i cs  
1. Reaching d e f i n i t i o n :  
ICom(i) = the number of reaching d e f i n i L i c n  
a t  t he  t o p  o f  node 1 
2 .  L ive  var iab les:  
ICom(i) = t he  number o f  l i v e  va r iab les  a t  t ne  
top  o f  node ? .  
3 .  L ive  d e f i n i t i o n s :  
ICom(i) = t h e  number of l i v e  d e f i n i t l o n s  a t  
t he  top  o f  node 1. 
Since the  number o f  paths i n  a program with 
loops i s  i n f i n i t e ,  t he  paths i n  a program can be 
c l a s s i f i e d  i n t o  d i f f e r e n t  groups: loop(O), 
l o o p ( l ) ,  . . . loop in ) ,  where O..n i s  t he  number of 
dup l i ca ted  back-edges [Chung 8 9 ~ 1 .  A & COmDl1-  
cated Dath w i t h  respect t o  loop(n)  is def ined as a 
comolete & wnich has h iges t  Dath comolex i ty  i n  
the groups o f  l oop in ) .  
4. Methodoloqies 
The idea o f  path complexity can be appl ied i n  
t h e  ar,ea of me t r i cs  and t e s t i n g .  I n  me t r i cs  app l i -  
ca t i on ,  s i m i l a r  t o  Dunsmore’s average l i v e  var ia-  
b les  and Chung’s average l i v e  d e f i n i t i o n s  [181[131, 
t he  averaqe Dath c o m l e x i t y  measure i s  proposed. 
Averge path comple ix ty  w i t h i n  one l e v e l  i s  t o  sum 
up a l l  path complex i ty  i n  each path and then d i v i d -  
ed by the  number of paths w i t h i n  t h i s  l e v e l .  Also, 
The most comolicated could be another candi- 
date metr ics .  
I n  t e s t i n g  appl icaton,  s ince the  t o t a l  number 
o f  paths can be tes ted  i n  a program i s  computation- 
a l  undecidable, most t e s t i n g  methodologies base 
upon bas ic  t e s t i n g  u n i t s  f o r  cons t ruc t i ng  t e s t i n g  
methods. Some o f  these bas ics are: a statement, a 
branch, o r  a LCSAJ. The bas ic  u n i t  f o r  t he  proposed 
method i s  a Dath. 
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There might be enormous number G f  paths i n  a 
program graph w i t h  loops. The paths can then be 
c l a s s f i e d  i n t o  loop(O), l o o p ( l ) ,  . . .  loop(n). I t  i s  
obv ious ly  t h a t  the h igher  value o f  n, t he  more 
complicated method i s  needed t o  determine path 
complexity o f  t h e  paths i n  it. Also, when n i s  
f i xed ,  the t o t a l  number o f  paths i s  f i xed .  Based on 
t h i s ,  a PCT h ierarchy i s  estab l ished.  \(hen apply- 
i ng  PCT, PCT(0) means consider ing on ly  looo- f ree 
paths, and PCT(1) means consider ing up t o  looe-once 
paths, and PCT(n) consider ing up t o  loop n t imes 
paths. A PCT t e s t i n g  h ierarchy i s  proposed as 
below: 
PCT(0) : every loop- f ree path needs t o  be exer- 
c ised a t  l eas t  once. 
PCT(1) : every loop-once path weds  t s  De 
exerc ised a t  l e a s t  once. 
PCT(n) : every loop-n-times path needs t o  be 
exerc ised a t  l e a s t  once. 
Two t e s t i n g  c r i t e r i a  f o r  conducting PCT t e s t -  
i ng  are: i n t r a  l e v e l  f i r s t  c r i t e r i o n  and - 
~- l e v e l  f i r s t  c r i t e r i o n .  These tnro c r i t e r i a  are 
assuniing t h a t  t he  paths need t o  be exerc ised are i r i  
groups 1ocp:O) t o  1oiip:n). 
1. Jn t ra  l e v e l  f i r s t  c r i t e r i o n  
Paths i n  l o o p ( i )  are e x e r i i s e d  according t o  
t he  descending path complexity order ,  and paths i n  
l o o p ( i t 1 )  cannot be exerc ised u n t i l  a l l  paths i r  
l o o p ( i )  are tested.  
2. I n t e r  l e v e l  f i r s t  c r i t e r i o n  
Paths i n  l o o p ( i )  are exerc ised according t o  
descending path complexity order ,  and f o r  a l i  
groups from loop(0) t o  loop(n)  each t ime  exerc ise 
one path. 
Jn t ra  l eve l  f i r s t  a lqo r i t hm 
Do i : =  0 t o  n 
begin 
repeat 
i n  l o o p ( i )  
se lec t  t he  path P w i t h  h ighest  path complexity; 
conduct t e s t ;  
remove P from l o o p ( i ) ;  
u n t i l  l o o p ( i )  i s  empty; 
end; 
I n t e r  l e v e l  f i r s t  a lqo r i t hm 
Repeat 
do i := 0 t o  n 
begin 
i n  l o o p ( i )  
s e l e c t  t he  path P w i t h  h ighest  pa th  complexity; 
conduct t e s t ;  
remove P from loop( i ) ; 
end ; 
u n t i l  loop(O)..loop(n) i s  empty; 
Th is  t e s t i n g  h ie ra rchy  prov ides users a good 
framework f o r  s e l e c t i n g  proper t e s t i n g  correctness 
l e v e l .  Th i s  research presented two a lgor i thms f o r  
d e r i v i n g  PCT from the  f i r s t  two leve ls :  PCT(0) and 
PCT(1). They are based on looo- f ree and looD-once 
paths, respec t i ve l y .  A looo- f ree & i s  a path 
w i t h  no dup l i ca ted  node. A looo-once Q&I i s  a path 
w i t h  no dup l i ca ted  back-edge. A lgor i thms f o r  
searching the  most complicated loop- f ree path and 
loop-once pa th  are presented i n  the  next  two sec- 
t i o n s  respec t i ve l y .  
4 .1  Looo-free &E 
The ioea o f  f i n d i n g  the  most complicated loop- 
f r e e  path is t o  measure t h e  maximum accumulated 
complexity (ACom) form each node t o  t h e  e x i t  node 
by depth f i r s t  v i s i t i n g .  The pa th  with t h e  maximum 
path complex i ty  i s  t he  most complicated loop- f ree 
path. 
The a lgo r i t hm f o r  f i n d i n g  t h e  most complicated 
loop- f ree path i s  described as fo l lows:  
1. V i s i t  d nooe x i n  depth f i r s t  order .  
‘2. I f  x ooes no t  have any son (immediate 
successof ) ,  then x i s  t h e  e x i t  node. 
3. Otherwise, s e l e c t  one o f  t h e  sons o f  x,say y. 
a) I f  y has been v i s i t e d  before and i t s  ACom i s  
not  obtained, then a loop i s  encountered. 
Go back t o  s tep 3 
back. 
b)  I f  y has been v i s i t e d  be fo re  and i t s  ACom i s  
obtai l ied, then a cross-edge i s  encountered. 
GO bdck t o  s tep 3 t o  f i n d  and t rave rse  an 
a n v i s i t e d  son. 
C )  I f  d l 1  sons of x have been checked, s e l e c t  a 
sol1 which has the  greatest  ACom, say t h e  
node s. Set t he  ACom o f  x as the  sum of t h e  
ACom o f  s and the  i n t e r n a l  complex i ty  O f  S. 
Mark the branch from x t o  s as IN-PATH 
i n d i c a t i n g  t h a t  s i s  i n  t h e  most complicated 
patn. I f  a l l  sons o f  
ACom value, then x 
i t s  ACom cannot be assigned. 
t o  t rave rse  t h e  next  
x do no t  have t h e i r  
must be i n  a loop and 
A f t e r  t r a v e r s i n g  x ,  according t o  t h e  depth 
f i r s t  t rabe ts ing ,  we need t o  go back t o  a 
fa the i  of Y and check a s i b l i n g  o f  x .  I f  x 1S 
the en t r y  node, then t h e  process o f  s e t t i n g  
ACom i s  complete. The most complicate pa th  1s 
the  pdth composed o f  nodes connected by IN-PATH 
bran-hes. The complex i ty  o f  t h e  path i s  t he  
ACom o f  x. 
4 . 2  Looo-once &E 
The a lgo r i t hm f o r  f i n d i n g  t h e  most complicated 
loop-once path i s  const ructed based upon t h e  loop- 
f r e e  a lgor i thm.  The process o f  s e t t i n g  the  ACom o f  
each node i n  t h e  depth f i r s t  v i s i t i n g  order  is 
s t i l l  appl ied.  The on ly  d i f f e r e n c e  i s  i n  t h e  a c t i o n  
taken when a loop i s  found. I n  t h e  loop- f ree algo- 
r i thm,  the  ACom value o f  t he  nodes i n  a loop i s  
unassigned. I n  loop-once a lgor i thm,  t h e  method 
c a l l e d  a d u o l i c a t i o n  i s  used t o  enforce t h a t  
each back-edge encountered i s  t rave rsed  o n l y  once. 
The d u o l i c a t i o n  method is i l l u s t r a t e d  as 
fo l l ows .  Recal l  t h a t  i n  t h e  loop- f ree a lgor i thm’s 
s tep 3 )  p a r t  a), a c y c l e  i s  encountered. 
1) I d e n t i f y  a l l  nodes i n  t h e  cyc le ,  c a l l e d  C 
2 )  Create a s e t  o f  new nodes, c a l l e d  C’. 
cycle. 
I f  a l l  nodes i n  C do no t  have a bypass-edge, 
then f o r  each node x i n  C c rea te  a new node x ’  
f o r  G ’ .  
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I f  some nodes i n  C have bypass-edgesm then on ly  
c rea te  new nodes corresponding t o  the  nodes 
between the  f i r s t  node o f  C and the  f i r s t  node 
wi th bypass-edge. A new node i s  created 
associated w i t h  the  node reached by the bypass- 
edge. 
3) Create a bypass-edge from the f i r s t  node o f  C 
4) Create branches connecting a l l  con junc t i ve  
5) Move a l l  nonessential out-branches (branches 
t o  t h e  second node o f  C '  ( t o  bypass the  cyc le  
j u s t  met). 
nodes i n  C ' .  
no t  cons t ruc t i ng  the  most complicated path)  
o f  nodes i n  C t o  t h e i r  associated nodes i n  C ' .  
Move a l l  in-branches t o  nodes i n  C t o  t h e i r  
associated nodes i n  C ' .  
I f  the re  i s  a nonessential bra:lch contiect'ng 
nodes i n  C ,  say ( x , y j ,  then remove the branch 
and c rea te  a new branch coinnecting the i r  
associated nodes i n  C ' .  
E )  Traverse tqe  f i r s t  node i n  C ' .  
With the  a p p l i c a t i o n  o f  t i le  cyc le  d b p l i i a t i o n  
method, a program grapii k i l l  De transformea dur ing 
the process of s e t t i r i g  the accumulated col l iplenity 
(ACom). After t he  ACom of tne en t r y  noae i s  ob- 
ta ined,  the most conpl icatea loop-once patn i s  
found. 
More d e t a i i  a lgo r i t hm f o r  oetermin ing the most 
complicated ioop-once paths and examples f o r  these 
two a lgor i thms can be found i n  [131. 
5. Conclusion 
Path complex i ty  techniques and two t e s t  c i i t e -  
r i a  a re  proposed. Also, t he  idea o f  t he  most com- 
p l i c a t e d  path i s  introduced. Some a lgor i thms asso- 
c i a t e d  w i t h  t h e  most complicated path are present- 
ed. Path complex i ty  techniques can be app l i ed  i n  
two areas: t e s t i n g  and me t r i cs .  Th i s  could lead t o  
reduce software development cost  and improve 
t e s t i n g  e f fenc i cy  and software q u a l i t y .  Fur ther-  
more, the proposed a lgor i thms could be implemented 
t o  become an use fu l  t o o l  i n  software environment. 
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