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ABSTRACT 
 
 An improved two equation turbulence model has been developed in this dissertation to 
better predict the complex film cooling flow field that is formed from the interaction of a 
coolant jet and a crossflow over a modeled turbine blade surface. Film cooling of turbine 
blades is commonly employed to effectively protect turbine blades from thermal failure and 
thereby to allow higher inlet temperatures in order to increase the efficiency of gas turbine 
engines. Film cooling involves the injection of rows of coolant jets from slots on the surface 
of a turbine blade which is then bent over by the crossflow gases to form a protective coolant 
film on the blade surface. The highly complex flow field arising from the impact of the 
coolant jet on the crossflow is the focus of the numerical investigation undertaken in this 
study.  
A systematic, step by step approach has been adopted in this work to analyze the flow 
physics of the film cooling problem and to get an accurate representation of the flow field 
through numerical simulations that employ Reynolds Averaged Navier Stokes (RANS) 
turbulence models. Towards this end, numerical predictions have been obtained for the flow 
problem at hand by employing available models in order to assess the present modeling 
capabilities. A wide range of turbulence models have been used and their deficiencies have 
been underscored in order to isolate avenues of model development. The exhaustive 
numerical investigation with existing models has then been followed by the development of 
an improved two equation model. The newly developed model has been validated for a wide 
range of flow problems and has thereafter been applied to the film cooling flow configuration 
under investigation in this study. Improvements in predictions obtained by the newly 
developed model have been highlighted and avenues of future work have been identified. 
 1 
CHAPTER 1. INTRODUCTION 
1.1 Problem Description 
The problem under investigation in this work relates to increasing the efficiency of gas 
turbine engines by means of cooling the aerofoil blades in the turbine section of the engine so 
that higher inlet temperatures may be allowed. Increasing the temperature of inlet gases is a 
thermodynamic requirement for increasing the power output and thermal efficiency of gas 
turbine engines. Higher inlet temperatures subject the aerofoil blades to increased risk of 
thermal failure and therefore require effective strategies for cooling turbine blades.  
Film cooling is commonly employed in order to provide effective blade protection and 
is accomplished by injecting coolant jets into the crossflow of hot gases from slots or film 
cooling holes on the blade surface. The injected coolant is bent over by the crossflow and 
forms a cold film over the blade surface thus protecting it from the extremely hot crossflow 
gases. Clearly, effective film cooling of turbine blades is of critical importance to the turbine 
industry and a thorough and methodical investigation of this problem is required so that 
efficient film cooling strategies may be suggested.  
A logical first step in this direction would therefore be to study the flow field created 
by the interaction of the injected coolant jet and the hot crossflow. To simplify issues further 
one would tend to study this interaction over a flat surface instead of a curved aerofoil surface 
so that complexities arising from the curvature of the blade surface may be avoided. This is 
likely to facilitate the development of analytical tools for representing the simplified film 
cooling flow interaction. These tools can then be adapted to incorporate the effect of the 
actual blade geometry leading to the analytical representation of the actual problem. The 
simplified version of the turbine blade cooling problem involves the injection of a coolant 
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film into a crossflow over a flat plate. This flow configuration is referred to in published 
literature as the 'Jet In Crossflow' problem. This generic problem will be the focus of the 
investigation in this work with the aim of developing numerical modeling tools that can then 
be applied to analyzing an actual turbine blade cooling configuration in the future. It is 
important at this juncture, however, to comprehend the challenges posed by the geometry of 
the turbine blade so that one has a complete overview of the problem at hand. 
1.1.1 Film Cooling of Turbine Blades: The Application Challenge 
Film cooling on a turbine blade surface is a complex problem that involves the 
injection of a row of coolant jets into the hot crossflow gases. A typical film cooled turbine 
blade is shown in Fig. 1. The degree of complexity of the flow interaction varies greatly 
depending on the location of the jet injection hole along the blade surface. Film cooled blades 
have leading edge film cooling holes called shower-head, pressure side and suction side holes. 
Shower-head cooling has several film hole rows near the stagnation point on the blade leading 
edge. In this region of the turbine blade, the coolant jet is injected almost vertically onto the 
blade surface. Pressure and suction surface cooling is achieved by single or multiple rows of 
injection holes at several locations. At these surfaces, the coolant jet is injected in an inclined 
fashion. The pressure surface is a concave surface and the suction surface is a convex surface. 
The effect of local pressure gradients can alter the film cooling effectiveness of the coolant jet 
as compared to a flat surface posing an additional challenge for numerical simulation as 
compared to film cooling over a flat surface. 
The effect of surface curvature has been documented by several researchers that give 
insight into the complexity of the problem from a simulation point of view. Ito et al. (1978) 
injected coolant on the pressure (concave) and suction (convex) surfaces of a turbine blade to 
determine the effect of surface curvature on film cooling effectiveness. 
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Figure 1: Schematic of turbine blade film cooling 
 The film cooling trends on either surface were found to be very different from each 
other. It was observed that the effectiveness was very low for the concave surfaces as 
compared to the convex surfaces. This was attributed to the static pressure forces acting on 
the jets that moved the jets away from the surface. Schwarz and Goldstein (1989) presented 
the behaviour of film cooling jets on the concave surfaces. They provided the strength of 
curvature comparisons and documented the effect of film cooling effectiveness for varying jet 
to crossflow momentum flux ratios. It was observed that at low blowing ratios, convex 
surfaces produce higher cooling effectiveness than both flat and concave surfaces. The highest 
effectiveness of film cooling was found to decrease at higher momentum flux ratios and then 
gradually increase with further increase in flux ratio. The effect of concave surface was found 
to be totally different and it was observed that increasing the momentum flux ratio increases 
the cooling effectiveness. This was attributed to the fact that along the concave surface, with 
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increasing momentum flux ratios, the jet lift-off and reattachment takes place closer to the 
injection region due to the concave nature of the surface.  
The above mentioned studies clearly indicate that the film cooling behavior is 
different along the different surfaces of the turbine blade. From a numerical simulation point 
of view, it is therefore required that the solution method used should be able to incorporate the 
effect of curvature in order to reproduce the differences in cooling effectiveness observed 
along the concave and convex surfaces of the turbine blade. Several other factors like the 
oncoming mainstream turbulence characteristics, film hole geometry, mass flow through the 
holes and orientation of the holes relative to the crossflow also effect the film cooling 
effectiveness. The complexities involved in the turbine blade film cooling problem are many, 
but at the core of the flow physics lies the jet in crossflow interaction which will be discussed 
next. 
1.1.2 Jet In Crossflow: The Generic Problem 
The interaction of the coolant jet with the crossflow produces a highly complex, three-
dimensional flow field in the vicinity of the jet injection. Figure 2 shows a schematic of the 
flow field. The flow is characterized by both large scale coherent structures and small scale 
turbulence, and the mixing process is controlled by the dynamics of these structures. The 
coherent structures of primary importance have been identified in the published literature to 
be jet shear-layer vortices which dominate the initial portion of the jet, the horseshoe vortices 
which wrap around the base of the jet, the counter rotating vortex pair (CRVP) which results  
from the impulse of the jet on the crossflow and the wake-vortices formed in the wake of the 
jet. Accurate prediction of such structures are necessary to correctly predict the jet penetration 
and reattachment length that are important for heat transfer calculations and the optimization 
of film cooling effectiveness. 
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Figure 2: Schematic of Jet in Crossflow 
The jet in a crossflow problem has been a subject of experimental and numerical 
investigation for the last sixty years, beginning in the 1930‟s with systematic studies of 
chimney plumes (Sutton, 1932; Bosanquet and Pearson, 1936) and smoke stacks. The early 
research efforts from 1932 to 1975 were predominantly experimental in nature with 
theoretical work being few and far in between (Abramovich, 1963; Platten and Keffler, 1968; 
Stoy and Ben-Haim, 1973). The earliest theoretical efforts involved empirical models which 
were the easiest means of predicting turbulent jets in a crossflow. These models were 
correlations for predicting the trajectory of jets discharged into the cross flow and were 
derived from experimental data (Ivanov, 1953; Shandorov, 1957). Apart from the jet 
trajectory, empirical correlations were also proposed for important parameters like 
entrainment velocity (Keffer and Baines, 1963), temperature distribution downstream of the 
jet injection region (Holdeman and Walker, 1977), velocity distribution and spreading rate in 
the far field of the jet (Rajaratnam and Gangadharaiah, 1981). The accuracy of these models 
was related to the closeness of the particular problem of interest to the database used for 
deriving these correlations. However, the low cost and ease of use made them invaluable for 
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first-order estimates and later as qualitative checks of results produced by more elaborate 
methods. 
The first elaborate calculation procedures applied to predict the behavior of jets in 
cross flow were integral models in which integral equations were derived either by 
considering a balance of forces acting over an elementary control volume of the jet or by 
integrating in two spatial dimensions, the three-dimensional partial-differential equations 
governing the turbulent jet flow. In each case, the resulting equations were a set of ordinary 
differential equations, which were solved analytically or numerically. Many physical 
phenomena such as pressure drag, entrainment of cross-stream fluid, and spreading rates were 
simulated by way of empirical relations. Analytical solutions were obtained by making some 
simplifying assumptions which could not always be justified on physical grounds. 
Abramovich (1963) developed such a model for predicting the trajectory of a jet in a cross 
flow by assuming that the momentum of the jet in the direction normal to the cross flow was 
preserved and that the pressure difference across the jet was balanced by the centrifugal force 
due to its curvature. The model involved approximating the kidney-shaped cross-section of 
the jet with an ellipse in order to derive an equation for the trajectory of the jet. Vizel and 
Mostinskii (1965) and Crowe and Riesebieter (1967) proposed somewhat similar models. (A 
review of the main features of some of the earlier models is presented in Rajaratnam, 1976). 
These models typically suffered from the simplifying assumption made in deriving the 
trajectory equations as was evident from comparison with experimental data. Additionally, 
these early models considered the effects of either drag forces or entrainment of ambient fluid 
in deflecting the jet. Fan (1967) developed an integral model incorporating both the effects for 
buoyant jets in cross flow and obtained fairly good agreement with his experimental data. 
Campbell and Schetz (1973) proposed a more elaborate model, which took into consideration 
the effects of drag forces, entrainment, buoyancy, axial pressure gradient, turbulent shear 
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stress between jet and cross-stream fluid, and heat transfer due to forced convection from jet 
to cross-stream fluid. Model predictions showed relatively good agreement with experimental 
data. Changes of increasing complexity were made by several researchers in order to remove 
the ad-hoc simplifying assumptions, but the lack of generality of these models was a severe 
drawback. It quickly became clear that the next generation of models would have to be based 
on the solution of the complete, three dimensional Navier Stokes (NS) equations and energy 
equation leading to a transition from the integral approach to the finite difference 
methodology. 
The finite difference approach was made feasible by the rapid advances in 
computational resources and with the development of better and faster algorithms. Most 
numerical investigations of the jet in crossflow problem after 1975 involved solving the 
Navier Stokes (NS) equations and the energy equation on a finite difference grid. This 
approach has been adopted for the investigations done in this work and details of the method 
are outlined in a later section. 
1.2 Numerical Simulation of Complex Turbulent Flows 
Numerical simulation of turbulent flows involves solving the Navier Stokes (NS) 
equations. The NS equations in conjunction with the continuity equation are widely believed 
to represent the turbulent transport of momentum and are given for incompressible fluids as: 
Continuity: 
 0
~



i
i
x
u
         (1) 
Momentum: 
 
jj
i
jj
i
j
i
xx
u
x
p
x
u
u
t
u










 ~~1~~
~ 2


      (2) 
 8 
Turbulence transports passive contaminants such as heat, chemical species and 
particles in the same way as momentum. For nearly constant density, low Mach number flow, 
the transport equation for heat is given as: 
Energy: 
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The choice of a numerical scheme for solving the above equations depends greatly on 
the state of the fluid motion being considered. Most fluid flows in industrial applications are 
turbulent in nature and the transport of momentum and scalars like temperature, species 
concentration etc. are influenced greatly by the state of the turbulence in the fluid motion. 
Momentum transfer and heat transfer are amongst the most common design parameters 
studied by engineers while designing a system for a specific use and a proper understanding 
of their distribution is needed in order to generate a successful design. This in turn requires 
the proper understanding of the nature of turbulence itself so that one may be able to 
comprehend the requirements that would be placed on any numerical analysis method that 
would be used to simulate complex turbulent flows. 
One of the features of turbulent flows is the randomness or irregularity associated with 
it. Turbulence is rotational and is characterized by high levels of vorticity fluctuations. These 
fluctuations make the flow field strongly three dimensional in nature causing vigorous mixing 
and increased rates of momentum, heat and mass transfer. Turbulence is therefore highly 
diffusive in nature. The random motion of fluid continuum generates viscous shear stresses 
that perform deformation work leading to viscous losses. Turbulence is therefore also highly 
dissipative in nature. The dissipation of energy takes place at the smallest scales where 
viscous effect are dominant and the fluctuation levels are maintained by a cascading of energy 
from the large scales to the small scales. This mode of energy transfer is also indicative of the 
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existence of multiple length scales in turbulent flows as opposed to laminar flows where 
single length scales exist and help to simplify the equations of motion to more manageable 
proportions by simple length scale analysis. The existence of multiple length scales in 
turbulence makes the use of a deterministic approach impossible and therefore statistical 
methods are employed to deal with the problem of fluid turbulence. The proper representation 
of the length scales of the turbulent flow is therefore important in order to do an analysis of 
the flow. Numerical predictions of turbulent flows are therefore required to resolve the length 
scales appropriately in order to give accurate predictions.  
A wide range of length scales exist in turbulent flows bounded from above by the 
dimensions of the flow field and from below by the diffusive action of molecular viscosity. 
The length scale associated with the largest vorticity fluctuations or eddies are of the order of 
the dimension of the flow field and the mean energy of the flow is stored in these large eddies. 
As the Reynolds number of the flow increases, these large eddies become stronger and the 
relative magnitude of viscosity becomes small and viscous effects are expected to become 
negligible. However, the non-linear terms in the Navier Stokes (NS) equations governing the 
flow, generate small-scale disturbances that are affected by viscosity. The smallest scales 
adjust itself to the value of the viscosity, but the viscous terms prevent the generation of 
infinitesimally small scales by dissipating small-scale energy into heat. The small-scale 
motion has small time scales and can be assumed to be statistically independent of the large-
scale motion and of the mean flow. It depends only on the rate at which it is supplied energy 
by the large-scale motion and on the kinematic viscosity. This implies that the rate of energy 
supply should be equal to dissipation since the net rate of change of small-scale energy is 
related to the time scale of the flow as a whole. The assumption of statistical independence 
therefore requires the net rate of change to be small as compared to the energy dissipation 
rate. This forms the basis of Kolmogorov‟s universal equilibrium theory of small-scales 
 10 
structures. Therefore, the parameters governing small-scale motion include dissipation rate 
per unit mass,  and the kinematic viscosity, . The length, time and velocity scales formed 
with these parameters are the smallest scales in turbulence known as the Kolmogorov 
microscales and are given as: 
Length scale: 
  413 /            (4) 
Time scale: 
  21/            (5) 
Velocity scale: 
  41           (6) 
The Reynolds number R  is 1, which shows that the small-scale motion is quite 
viscous and that the viscous dissipation adjusts itself to the energy supply by adjusting the 
length scales.  
As in the case of momentum transfer, heat transfer in turbulent flows is a multiple 
length scale problem. Temperature eddies of large and small scale are present in the flow and 
the mode of energy transfer from the large scales to the small scales and the subsequent 
dissipation of energy at the smallest scales is similar to momentum transfer. Additional 
complexities arise when temperature is an active contaminant. However, this class of 
problems will not be discussed in this report and temperature will be treated as a passive 
contaminant. The dynamics of the large-scales and small-scales in such a temperature field 
are similar to those in the velocity field and the temperature microscale is given as: 
Temperature scale: 
   413 /          (7) 
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Once again it may be emphasized here that the proper resolution and representation of the 
length scales in the temperature field is essential for reliable prediction of heat transfer in 
turbulent flows. 
The length scales described here have a great influence on momentum and heat 
transport in turbulent flows and the numerical methodology used for obtaining solution for the 
equations governing the flow are classified according to the scales they resolve. In the 
following sections, numerical methods for obtaining reliable momentum and heat transfer 
predictions will be discussed.  
1.2.1 Direct Numerical Simulation (DNS) 
The most reliable and accurate prediction of turbulent shear flows can be obtained by 
solving the full Navier Stokes and energy equations, equations (1)-(3) with the appropriate 
boundary conditions. Equations (1) through (3) are universally believed to give the exact 
description of turbulence in fluids and can be solved numerically to obtain solutions for a 
wide range of flow problems. This solution methodology is called direct numerical simulation 
(DNS). 
DNS involves the discretization of the governing equations on a finite difference mesh 
with appropriate numerical schemes for coupling the continuity and momentum equations. 
Although the numerical problem is not so severe, the appropriate resolution of the smallest 
length scales is an essential requirement and places a severe constraint on the finite difference 
domain to be used for the purpose. The mesh should not only span the entire domain of the 
flow problem, but also be fine enough to resolve the smallest scales defined by equation (1)-
(3) and (7). The micro-scales become smaller as the Reynolds number increases and millions 
of finite difference grid points are required even for modest Reynolds number flows. 
Simulations for Industrial size problems is beyond the present computational capabilities and 
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even moderate flow problems like film cooling of turbine blades takes months to simulate on 
the fastest computers available. 
DNS is therefore at the present only a research tool for simulating modest Reynolds 
number problems, the predictions from which may be used to improve the other less accurate 
methods like large eddy simulation and turbulence modeling. These methods will be 
discussed in a later section. The highly exacting finite difference mesh requirements has 
restricted the implementation of DNS to simple shear flow problems like channel flow, flow 
over a back-step, although more recently larger problems have been attempted with improved 
algorithms and using parallel computing techniques. 
Turbulence in channel flow at low Reynolds number has been the most widely 
investigated DNS flow problem. Kim, Moin and Moser (1987) performed DNS of a fully 
developed channel flow at a Reynolds number of 3300 ( Re =180) based on centerline 
velocity and using 4 million grid points. The mean velocity profile showed good agreement 
with the law of the wall and experimental data of Eckelmann (1974). Extensive turbulent 
statistics were computed, which showed good agreement with Experimental data of Kreplin 
and Eckelmann (1979). Moser, Kim and Mansour (1999) also carried out DNS of turbulent 
channel flow for higher Reynolds numbers ( Re =395, Re =590) and their database has 
served as a tool for improving turbulence models (see Rodi and Mansour, 1993). Kim and 
Moin (1989) also carried out heat transfer calculations for a fully developed channel flow at 
Re =180 and obtained good predictions as compared to the law of the wall for temperature. 
Other simple flow configurations predicted by DNS include turbulent flow in a square duct 
and transition in spatially evolving boundary layer. The data generated from these simulations 
were used for making budget calculations for turbulent statistics and for use in turbulence 
model development. 
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The next level of complex flow simulated by DNS is the flow over a backward-facing 
step. Lambros et al. (1991) studied the onset of three-dimensionality, equilibria, and early 
transition in flow over a backward-facing step. Neto et al. (1993) investigated the coherent 
vortices in turbulence behind a backward-facing step and found predictions to compare well 
with experimental results. 
More recently, efforts have been made to simulate increasingly complex flows by 
DNS in order to gain more insight into the phenomenon of turbulence. Hahn and Choi (1997) 
did an unsteady simulation of Jets in a cross flow in order to better understand the interaction 
of jet and the crossflow, which has applications in film cooling of turbine blades. The 
simulation employed 14.6 million nodes and could generate most of the experimentally 
observed vortical structures including the horse-shoe vortex, the counter rotating vortex pair 
and shear layer vortices. DNS has been making a steady progress towards simulating 
problems with Reynolds number similar to industrial size flow problems and this has been 
facilitated by the development of faster numerical algorithms and improvements in 
computational capabilities. The advent of parallel computing has been an added benefit for 
the DNS of moderately complex, industrial size problems. However, full industrial size 
problems like turbine combustion, chemical mixing in stirred tanks, film cooling of turbine 
blades at very high Mach number still remain out of reach of present DNS capabilities. The 
solution of such problems is obtained by less demanding methods like Large Eddy Simulation 
(LES) and Reynolds Averaged Navier Stokes (RANS) modeling, which although less 
accurate place a lesser burden on computational resources. 
1.2.2 Large Eddy Simulation (LES) 
The severe computational requirement of DNS has initiated the need for alternative 
techniques for dealing with turbulent flow problems encountered in engineering practices. 
 14 
These alternatives are however inexact solution procedures and their accuracy has been a 
subject of debate for a long time now (see Bradshaw, 1997).  
One of the most promising alternatives to DNS is the large eddy simulation or LES. 
Here, advantage is taken of the fact that most of the transport of momentum and heat is 
carried out by the large eddies and the small eddies are little effected by the boundary 
condition of the flow or in other words they are statistically independent of the large-scale 
turbulence. Therefore it is expected that an LES scheme in which the large eddies are resolved 
by a finite difference grid, and the small ones are modeled in a relatively simple and universal 
manner, is expected to give predictions as good as DNS, but at a lesser computational effort. 
LES, therefore, seeks to resolve only a predetermined part of the turbulent spectrum and 
model the part related to the small scales. However, cutting off the spectrum at an arbitrary 
wavelength where transition is made from full resolution to modeling is likely to leave part of 
an eddy in the resolved region and part of it in the subgrid-scale (SGS) modeling regime. The 
SGS model must be capable of modeling the effects of near-wall turbulence, where eddies are 
small and strongly anisotropic. An alternative is to keep reducing the grid size, when in the 
limiting case LES tends towards DNS and the advantage of lower computational effort is lost. 
A number of models for the SGS motion have been proposed, the first and simplest one being 
that of Smagoransky (1963). Germano (1991) reported a more promising model, which was 
later modified by Ghosal et al. (1995) in order to meet certain modeling constraints. A 
detailed discussion on these models and the modeling constraints is being delayed till a later 
section on Reynolds-averaged models, where the concept of eddy diffusivity will be 
introduced. It is however clear at this stage that the accuracy of predictions, especially in 
turbulent shear flows, is dependent on the accuracy of the SGS models. In recent years, a lot 
of research effort has been concentrated on simulating high Reynolds number flows using 
LES and using LES as a predictive tool for flows of engineering interests. Also, LES data has 
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been used extensively for studying the flow pattern and better understanding the dynamics of 
simple shear flows like flow in a channel and backward-facing step. The capability of LES to 
generate databases, which may be used for improving other turbulence models, is also being 
investigated thoroughly. LES as an alternative to DNS has great potentials as has already been 
demonstrated by several researchers by solving simple as well as some very complex 
problems of turbulent momentum and heat transport. Some illustrative examples are being 
listed below to give an overview of LES predictive capabilities. 
The LES methodology in its preliminary stages was applied to simple wall bounded 
shear like flow in channel and backward-facing step and compared with experimental data to 
asses the performance of this technique. Cabot (1994) obtained LES predictions for turbulent 
flow in a channel and reported good agreement with experimental data. Ghosal et al. (1995) 
obtained good agreement for flow over a backward-facing step. In the preliminary stages, 
LES was found to give better predictions for free shear flows, while results for wall bounded 
shear flows were not all that encouraging. This was attributed in part to the modeling of the 
SGS scales and several attempt were made to come up with a universal model designed to 
handle the dynamic complexity imposed by wall bounded geometry. 
Ghosal and Moin (1995) evaluated the performance of LES to flows in complex 
geometry and proposed a varying filter width technique to reflect the changing length scales 
of characteristic structures in complex flows. An assessment of the state of LES simulations 
was carried out by Rodi et al. (1997) and several test cases were considered for evaluation of 
predictive capabilities. The results revealed that control over parameters like grid resolution, 
boundary conditions and numerical method was essential to obtaining good results. 
Based on the good predictions obtained for simple shear flows, several attempts were 
made to simulate flows of increasing complexity like high speed, turbulent diffusion flames 
with detailed chemistry and turbulent reacting flows. Pereira and Sousa (1994) obtained very 
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good agreement for turbulent flow over a cavity. LES of jet in crossflow was conducted by 
Yuan and Street (1996) in order to study the dynamics of the jet-crossflow interaction. The 
simulation accurately predicted the dominant vortical structures that are observed 
experimentally, thus further validating LES predictive capabilities.  
Over the years LES techniques have been developed significantly and flows of 
increasing complexity have been investigated. Urbin and Knight (1999) solve a supersonic 
boundary layer using an unstructured grid and fairly good agreement for mean temperature 
and velocity profiles was obtained. More recently, Reynolds and Fatica (2000) simulated 
aircraft engine flow and combustion, using LES to simulate the flow and heat transfer in the 
combustor section. The results obtained were consistent with experimental observations. 
These predictions represent a significant advancement in LES predictive capabilities and are 
an indication of the feasibility of applying LES techniques to complex flow problems of 
industrial dimensions and Reynolds numbers. This development is being greatly assisted by 
rapid advancement in computational capabilities in the form of massively parallel computing. 
Clearly, LES has a tremendous potential as a predictive tool and as an alternative to DNS for 
predicting momentum and heat transfer in complex turbulent flows. 
1.2.3 Reynolds Averaged Navier Stokes (RANS) Simulation 
The simulation of complex turbulent flows by DNS and LES holds great promise for the 
future when computational capabilities are expected to increase several folds, but most 
industrial flow problems involving turbulent transport of momentum and heat to date have 
been simulated using the time averaged Navier Stokes equations of motion and energy 
transfer. This methodology has been adopted for most engineering application flows since the 
design of such applications relies on the steady state, average velocity and temperature fields. 
The average flow and heat transfer trends are of more importance from a design perspective 
while detailed turbulent statistics are mostly of theoretical significance. Additionally, the 
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finite-difference grid requirements for simulation of the average quantities are by far less 
severe than that for LES and DNS. All this makes RANS modeling extremely lucrative and 
practicable from a design standpoint. Consequently, the RANS method has been adopted for 
the present work and further details of the method are being listed in the sections to follow. 
1.3 Objectives of the Work 
The primary focus of this work is to carry out a systematic study of turbulence modeling 
for Reynolds averaged Navier Stokes (RANS) simulation of film cooling flows with the 
objective of evaluating the existing modeling capabilities and suggesting improvements. 
Towards this end, a step-by-step approach will be adopted focusing on the investigation of the 
simplified jet in a crossflow interaction over a flat plate. Based on this approach, the 
following objectives have been established for this work: 
 To carry out an in-depth study of the RANS methodology with emphasis on the 
existing turbulence modeling strategies. The two equation modeling strategy, the 
second moment closure method and the unsteady RANS (URANS) approach are 
discussed in chapter 2. 
 To study numerical solution methodologies for implementing the RANS 
approach in computer codes and to investigate the jet in crossflow interaction 
over a flat plate. Solution procedures used in the study along with validation test 
cases are presented in Chapter 3.  
 To evaluate turbulence model performance at every stage of this study and to 
explore avenues of model development. Film cooling flow predictions with 
available models are presented in Chapter 4. Results of investigations with 
increasing levels of geometric complexity are discussed from a modeling 
standpoint. 
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 To formulate an improved turbulence model that is capable of accurately 
predicting the complex flow field arising from the jet and crossflow interaction. 
A new and improved turbulence model developed during the course of this work 
and its application to the film cooling jet in crossflow interaction is presented in 
Chapter 5.  
Through this systematic approach it is hoped that a better understanding of turbulence 
modeling for the film cooling problem can be obtained resulting in the development of an 
improved model. 
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CHAPTER 2. REYNOLDS AVERAGED NAVIER STOKES (RANS) SIMULATION 
2.1 Methodology and the Closure Problem 
Turbulence is a highly unstable, stochastic process which cannot be analyzed by 
deterministic tools and instead, one relies on statistical methods. The statistical tools used for 
RANS simulation are rather simple and involve the decomposition of the instantaneous 
velocity and temperature field into mean and fluctuating quantities, known as Reynolds 
decomposition: 
uUu ~          (8) 
pPp ~          (9)  
   
~
         (10) 
The Reynolds averaged continuity, Navier Stokes, and energy equations are obtained by 
substituting (8), (9) and (10) in to equations (1), (2) and (3) and time averaging the equations. 
The resultant form of the averaged equations is given as: 
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Energy: 
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Equation (11) through (13) represent the governing equation for the steady state, mean flow 
and require closure for the term jiuu  and the scalar transport term ju . This is known as the 
closure problem and the RANS approach basically involves the modeling of these terms in a 
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manner most consistent with the physics of turbulent fluid motion. The analysis of the term 
jiuu  (see Tennekes and Lumley, 1972) reveals that it acts as a stress involved in the transport 
of momentum due to turbulence and is known as the Reynolds stress correlation. In order to 
obtain a closure for this term an analogy is derived with the viscous stresses, which are related 
to deformation rate as: 
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It was proposed by Boussinesq that the Reynolds stresses were linked to the mean rate of 
deformation in a turbulent flow, based on analogy to laminar flow and can be written as: 
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Where t  is defined as the eddy viscosity and is related to the turbulent kinetic energy, k and 
the rate of dissipation of kinetic energy,  in the following manner: 
 

 
2
k
fct           (16) 
By analogy, turbulent transport of temperature is taken to be proportional to the mean 
temperature gradient and given as: 
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Where the turbulent diffusivity is defined as follows 
 ttt  /          (18) 
The distribution of k and  in the flow field is determined from their modeled transport 
equations. This closure approach forms the basis of the two equation modeling strategy and 
has been the most widely adopted simulation method for complex turbulent flows. 
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2.2 Two Equation Models 
The most commonly used turbulence closure model is the k- model, where the 
distribution of k and  in the flow field is determined from their modeled transport equations. 
These equations are given as: 
k equation: 
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The standard constants are: 
 92.1,44.1,9.0,3.1,0.1,09.0 21    CCC tk   (21) 
The set of equations (15) through (21) represent the most widely employed turbulence model 
used in conjunction with equations (11)-(13) for predicting momentum and heat transfer in 
turbulent shear flows. The two equation models can be further classified into High Reynolds 
number model where the near wall sub-layer effects are not resolved, various forms of low 
Reynolds number models where the near wall damping effects are represented by different 
empirical expressions, and the non-linear models where turbulence anisotropy is incorporated 
through non-linear corrections to the linear stress-strain relations assumed in the linear 
turbulence models. 
2.2.1 High Reynolds Number (HRE) Model 
In the standard k- model (see Launder and Spalding, 1974) the Reynolds stress is 
modeled as  
         uiuj k ij tSij
2
3
2         (22) 
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Note that equation. (22) represents a linear relationship between the turbulent stress and the 
rate of strain, and forms the basis for all linear two-equation models. 
The high Re model (Launder and Spalding, 1974) avoids the need to integrate the 
modeled equations right down to the wall by making use of the universal behavior of near 
wall flows. The standard wall-function approach is thus used to specify the wall boundary 
conditions for velocity. This is done either in the form of a wall shear stress expression from 
Couette flow analysis or alternatively to determine the diffusion coefficient on the wall in the 
form  
  b     for y
   11.5     (24) 
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For the turbulence kinetic energy a zero value is specified at the wall, while the value of 
dissipation at a near wall point is set, using a local equilibrium assumption, as 
 



3 4 3 2
0
C k
y.4
         (27) 
2.2.2 Low Reynolds Number (Re) Model 
The low Re model resolves the viscous sublayer adjacent to the solid walls and uses 
damping functions that ensure the transition from turbulent stresses to viscous stresses near 
the wall. The transport equations for k and  in for the low-Re  model take the form : 
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A number of different low Re models (see Patel et al., 1985) have been proposed depending 
on their use of the functions f1 , f2 , f  and the terms D  and E. The models used in this 
study are the Launder-Sharma model (Launder and Sharma, 1974) and the Lam-Bremhorst 
model (Lam and Bremhorst, 1981) with the damping functions used by these models given as 
follows: 
 Launder-Sharma (LS) Model: 
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 Lam-Bremhorst (LB) Model: 
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Where Re t k
2  , Re .y k y
0 5   and ~ w  is the boundary condition for 
~ . 
The models have been selected due to the asymptotic consistency of their functions in 
the near wall region as well as in the fully turbulent regime. The Launder Sharma model uses 
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~ as the dissipation variable and therefore the term D must asymptote to the nonzero value of 
 on the wall and should vanish in the fully turbulent regime where ~ must tend to . The 
term D  for the Launder-Sharma model satisfies both the limits as has been shown by Patel et 
al. (1985). The asymptotic limits of the damping functions f2 , f  and the term E are also 
consistent with expectations. 
The Lam-Bremhorst model on the other hand solves for  itself and therefore the term 
D  is prescribed as zero. The f  function for this model shows the correct variation in the 
near wall region but tends to unity somewhat slowly as compared to the Launder-Sharma 
model. This model also employs the function f1  to model the appropriate growth of  in the 
region very close to the wall. The f2  function in this model is modified in order to yield a 
zero value on the wall by simply omitting the factor 0.3 from the Launder-Sharma model. 
Thus the sink term in the equation is damped leading to the expected rapid increase of 
viscous dissipation as the wall is reached.  
 Wilcox-Traci k  (KW) Model: 
The low-Re k- models suffer from the lack of appropriate wall boundary condition 
for  which is specified mostly by ad-hoc empirical functions for the near wall flow. The 
choice of the specific dissipation rate  is therefore sometimes preferred since the near wall  
behavior is known and therefore the boundary condition at the wall can be specified more 
accurately. The transport equations for k and  as given by Wilcox and Traci (1976) for the 
low Re case are given as: 
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The various functions in the above equations are given as 
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Where the constants are  
   0 5.  ,   3 40/ , R  8  , Rk  6  , R  27 10/  
The functions in this model serve the same purpose as in the low-Re k- models and their 
asymptotic behavior has also been found to be consistent.  
 Mansour-Rodi (MR) DNS Based Model: 
Rodi and Mansour (1993) proposed an improved model for the  equation and a new 
f  function using DNS data for a channel flow. The -budget computation for the different 
terms in the  equation was used in conjunction with scaling arguments to obtain the 
following modeled form of the equation: 
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Where, 
  f y y    1 0 0002 0 00065 2exp . Re . Re      ( 34 a ) 
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The constants C1
3  and C2
3  are equal to 0.5 and 0.006 respectively. Constants and 
expressions used in the original model were modified to suit the flow situation being 
considered in this paper. Specifically, the expression for the term Rp  was modified by 
changing the factor 0.3 and a much higher value of 2.1 was used to obtain the appropriate 
behavior of the term f3 . Also f  was made a function of Re y in place of y
 as suggested by 
Rodi and Mansour (1993). Additionally, the f2 function of Launder-Sharma has been used as 
the original model did not suggest any specific functional form for f2 . 
2.2.3 Non Linear Models 
 Mayong-Kasagi (MK) Model: 
Mayong and Kasagi (1990) proposed an anisotropic extension to the eddy diffusivity 
model deduced from the interrelationship among the fundamental processes in the kinetic 
energy budget. Two additional terms containing quadratic velocity gradients and kinetic 
energy gradients have been added to the standard linear model. The first of these terms has 
been derived from the interrelationship between production and dissipation terms in the 
kinetic energy equation, and plays the role of exhibiting anisotropic characteristics for each 
Reynolds stress component over the whole flow field except for the immediate vicinity of the 
wall. The second term added has been derived from the balance between the diffusion and 
dissipation terms so that the wall-limiting condition for the normal Reynolds stresses is 
satisfied. The second term however does not satisfy the general frame invariance necessary 
for the broadest range of application, because the invariant condition is not generally satisfied 
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in the immediate vicinity of a plane interface where turbulence is quasi-two-dimensional due 
to the blocking of a normal velocity component. More details of the model are found in 
Mayong (1988). The resulting form of the an-isotropic Reynolds stress is given as  
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 W n mij ij in jn im jm,        4      (36e) 
Where the constants are given as: 
 k 1.4 ,  13. , C1 1 .4 , C2 18 . , C1 0 8 . , C2 0 .45 , C3 0 15  . . 
It may be noted here that the indices m and n denote the streamwise and the normal to the 
wall coordinates respectively and the summation convention does not apply to them. 
 Speziale (SP) Model: 
Speziale (1987) derived a non-linear model by means of an asymptotic expansion 
which satisfies both realizability and invariance requirements. This model is expected to 
incorporate the streamline curvature effects by introducing quadratic velocity gradient terms 
and is expected to do better in flows where the differences in normal stresses are significant. 
The non-linear constitutive relationship is given as  
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  is the frame-indifferent Oldroyd derivative of 
the mean strain rate S . Although the original model was used in conjunction with wall-
functions, it has been implemented here as a low-Re an-isotropic version of the Launder-
Sharma model in order to resolve the near wall region. 
2.3 Second Moment Closure Models 
The two equation models typically suffer from the ad-hoc nature of the Boussinesq 
approximation which leads to inaccurate prediction of the Reynolds stresses, specially in 
highly anisotropic flows such as the one under investigation in this work. Better prediction of 
the stress components are expected to be obtained by solving transport equations for the 
stresses instead of modeling them by the Boussinesq approximation. The exact equation for 
the transport of the Reynolds stress is obtained from the time averaged momentum equation 
(12) and is given as: 
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The production terms, 
ijP  and the viscous diffusion term, 

ijD  are expressed in terms of mean 
quantities and do not need any modeling. However, the turbulent diffusion term, 
T
ijD , the 
pressure-strain correlation, ij  and the dissipation correlation, ij  contain fluctuating 
quantities in their expressions and need to be modeled. Turbulence models that solve 
equations (11) and (12) in conjugation with equations (18) with appropriate closure for the 
terms containing fluctuating components are referred to as Second Moment Closure models. 
A number of different models have been proposed for closure of terms 18(c), 18(e) 
and 18(f) over the years. The formulation adopted for the turbulent diffusion term by most 
models is given as: 
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The various models in published literature differ mostly in their formulation for the pressure-
strain correlation and the dissipation correlation. The pressure strain correlation is generally 
decomposed as follows: 
 wijijijij ,2,1,           (39) 
where, 1,ij is termed as the slow part involving fluctuating quantities, 2,ij is the fast part 
involving mean strain and wij , is the wall correction term representing the pressure reflection 
effects. The models used in this study are from Chen (1995) and Randriamampianina (1997) 
denoted herein as the Chen model and the Launder-Tselepidakis model respectively. 
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 Chen (CHEN) Model: 
Chen (1995) proposed the following formulation for the terms in the pressure-strain 
correlation: 
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The Chen model seeks to model the cumulative effects of the pressure-strain and dissipation 
correlations, ijij   , following Speziale (1991) where an isotropic assumption is made for ij  
and its deviatoric part is combined with the slow part 1,ij  of the pressure-strain correlation. A 
model linear in lk uu  (speziale, 1991; Chen, 1995) is employed for 2,ij  along with the 
reflection correlation of Shima (1998). 
 Launder-Tselepiadakis (LT) Model: 
This model seeks to model the effects of the pressure-strain and dissipation 
correlations separately with a cubic model for 2,ij  along with the wall correction of Gibson 
and Launder (1978) which makes use of unit wall normal vectors in order to impose the two-
component turbulence limit close to the wall. 
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The above models also propose different formulations for the closure of the dissipation 
correlation, but it has been seen in published literature that the different proposals can be 
written in an asymptotically consistent manner as: 
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Finally, to complete the Reynolds stress closure, an equation for the dissipation rate of kinetic 
energy,   is solved. Shima (1998) has proposed the following modeled equation: 
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Where, 
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Equations (38) through (39) constitute the second moment closure model and are expected to 
give better predictions, especially for anisotropic flow configurations. 
2.4 The Unsteady RANS (URANS) approach 
The URANS approach involves the decomposition of the instantaneous quantity   into a 
phase averaged component   and a fluctuating component   . 
            (44) 
Where, 
 
~
          (44a) 
Here   is the mean component and 
~
is the periodic component. It may be noted here that in 
the URANS approach the numerical scheme resolves the phase averaged quantity while in the 
RANS approach mentioned earlier, the time averaged mean quantities are solved. Figure 3 
gives the transient trace of general variable   as a function of time for transient and periodic 
flows, where it  and tt  represent turbulent and transient time scales. In Fig. 3(b), where a 
periodic trace is depicted, pt  and    represent the unsteady period and amplitude 
respectively. Substituting equation (44) into equation (1) and (2) gives the following phase 
governing equations for URANS: 
Continuity: 
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Momentum: 
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Where the Reynolds stress term is approximated using the Boussinesque approximation as: 
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The eddy viscosity is written as: 
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Figure 3: Characteristic traces for the change in general variable   with time. 
(a) Transient flow, (b) cyclic flow 
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The modeled transport equations for k  and   are given as: 
k equations: 
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The URANS equations (45) to (50) are similar in structure to their RANS counterparts. The 
various models mentioned in the earlier sections can be incorporated in the URANS 
framework by simply using phase averaged quantities instead of time averaged ones. 
The URANS approach has been applied to flows with unsteady vortices arising from 
seration of flow and improved predictions have been obtained by several researchers. Some 
noteworthy examples are predictions for vortex shedding behind a square cylinder by Franke 
and Rodi (1993), flow over triangular cylinder with an aft body by Durbin (1995), flow past a 
compressor trailing edge reported by Orszag et al. (1997). In these simulations improvement 
over RANS predictions was obtained and attributed to the abililty of the URANS method to 
incorporate the effects of the transient flow physics on averaged quantities, and effect which 
is disregarded by RANS computations. 
It is therefore expected that for an inherently unsteady problem like the film cooling of 
turbine blades, URANS can be a viable and inexpensive alternative to DNS and LES. 
Although RANS has been the dominant investigation tool for simulating industrial flow 
problems, URANS is becoming an increasingly viable option that incorporates the 
computational simplicity of RANS and the influence of flow physics on accurate prediction of 
averaged quantities. 
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CHAPTER 3. COMPUTATIONAL METHODS AND VALIDATION 
3.1 Numerical Schemes 
The governing equations, namely continuity, momentum and the turbulence closure 
equations do not have closed form solutions and therefore the finite volume and finite 
difference methodology is widely applied to linearize (discretize) and solve these equations. 
The solution methodology typically consists of discretization of the governing equations on a 
finite difference grid, application of an algorithm to obtain pressure-velocity coupling and 
solving the resulting linear equation using an algebraic solver in an iterative fashion. The 
algorithms and numerical schemes used in this study are being listed in this chapter followed 
by validation test cases. 
3.1.1 The SIMPLER Algorithm 
A number of different algorithms and discretization schemes have been reported in 
published literature. Notable among them is the SIMPLER method of Patankar (1980) which 
involves finite volume discretization of the governing equations on a staggered grid. Pressure-
velocity coupling is achieved by solving a pressure correction equation in an iterative scheme. 
In this study, the viscous terms in the governing equations have been discretized using a 
seconf order accurate central difference scheme and a power law based scheme has been used 
for the convective terms. A staggered grid arrangement with velocity components stored at 
the cell faces and all other scalar quantities located at the grid points is employed to avoid 
checkerboard fields. The system of equations is solved with the Tri-Diagonal Matrix 
Algorithm (TDMA) employing an under-relaxation procedure to aid convergence. 
3.1.2 The Pseudo-Compressibility Approach 
In this method, subiterations in pseudotime are performed to satisfy the continuity 
equation. An upwind differencing scheme based on flux-difference splitting is used to 
compute convective terms. A biased upwind differencing is used based on the sign of the 
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local eigenvalue of the Jacobian matrix of the convective fluxes. In this study, both third order 
and fifth order differencing schemes are used for the convective terms and a second order 
accurate scheme is used for the viscous terms. A collocated grid system is used and the 
equations are solved using an implicit line relaxation scheme. 
3.1.3 The Low Mach Number Preconditioning Technique 
The governing equations are solved in a a fully coupled fashion using a low Mach number 
preconditioning technique similar to that of Weiss and Smith (1994). Second order backward 
3-point physical time differencing is used along with a second order low diffusion flux-
splitting scheme for the convective terms (Edwards, 1997) and a second order central 
differencing scheme is used for the viscous terms. A low Mach number preconditioning is 
used which effectively re-scales the acoustic scales to match that of the convective scales to 
help stability and convergence of the scheme.  
3.2 Validation Cases 
Computer codes incorporating the above mentioned numerical schemes have been 
developed and validated againt some standard test cases. The results from these cases are 
being tabulated in this section. 
3.2.1 Channel Flow 
Periodic, fully developed Channel Flow at Reynolds numbers 180Re   and 
395Re   have been simulated. The flow configuration chosen corresponds to the DNS 
study of Moser et. al (1998) where results were presented for Re  up to 590. The present 
simulation solves for time averaged quantities and therefore a shorter domain has been used. 
The computational domain is 2  long in the stream-wise direction, 2  in the vertical 
direction and 04.0  in the span-wise direction,  being the half channel width. The low 
Reynolds number Lam-Bremhorst (LB) model has been used to obtain turbulence closure. A 
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non-uniform 201x91x3 grid is set up in the computationsl domain with grid points clustered 
in the vertical direction close to the channel walls. The cluistering near the wall conforms to 
the 1y  criteria recommended for low Reynolds number turbulence models. A periodic 
boundary condition was set up in the stream-wise direction an order to get a fully developed 
flow. No slip boundary conditions were imposed at the channel walls in the vertical direction 
and symmetry boundary condition was imposed in the span-wise direction. The results from 
the simulations are depicted in Fig. 4 and Fig. 5 for the 180Re   and 395Re   cases 
respectively.  
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Figure 4: Channel Flow Predictions at 180Re   
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 In both the cases, the mean stream-wise velocity predictions are in fairly good 
agreement with the DNS data.. The kinetic energy predictions show good agreement with 
DNS data in the near wall region, but predict a lower peak value. The kinetic energy levels 
away from the wall are distinctly over-predicted in the 180Re   case (fig. 4), while better 
agreement can be seen in the 395Re   case (Fig. 5). This observation is however consistent 
with the fact that the RANS turbulence models perform better in the high Reynolds number 
regime, where turbulence levels are higher. The production and shear stress predictions show 
very good agreement with DNS data, however, the near wall behavior of the dissipation term 
is not captured properly.  
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Figure 5: Channel Flow at 395Re   
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 This clearly points out the deficiency of the turbulence models in capturing the 
dissipation levels near the walls accurately. It may however be noted at this point that the 
predicted trends are consistent with observations of other researchers (Lam and Bremhorst, 
1998; Speziale, 1999). 
3.2.2 Back Step Flow 
The pseudo-compressibility and the low Mach number preconditioning codes have 
been further validated for the flow past a Back Step flow. The experimental configuration of 
Kasagi et. Al (1993) has been chosen for this purpose, as detailed mean velocity and turbulent 
fluctuation measurements are available. The computational domain used in this study spans 
20 H upstream and 20H downstream of the step, where H is the step height. The step 
expansion ratio is 1.504 and the domain in the span-wise direction is 0.125H wide. A two 
zone grid with chimera overlap was set up in the computational domain and is shown in Fig. 
6. The zone upstream of the step has been discretized with a non-uniform 141x31x3 grid with 
grid points clustered near the walls and in the chimera overlap region close to the step. A 
141x61x3 grid was setup in the domain downstream of the step, with grid clustering near the 
walls and in the vicinity of the step.  
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Figure 6: Computational Grid for Back Step Flow 
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 The inlet of the domain was kept at a large distance upstream of the step in order to 
minimize the influence of inlet boundary conditions on predictions downstream of the step. 
An outflow, zero gradient boundary condition was imposed at the outlet with no slip 
conditions at the walls. At the boundaries near the step region, a chimera interpolation 
technique is used to obtain boundary conditions. Simulations were cariied out at a Reynolds 
number of 5540 based on the centerline velocity cU  and the step height H using the two 
equation Lam-Bremhorst (LB) model as well as the second moment Reynolds stress model of 
Chen (RSTM). 
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Figure 7: Stream lines in the vicinity of the step 
Stream trace of the flow field in the vicinity of the step is shown in Fig. 7. A distinct 
recirculation vortex is observed downstream of the step, with a smaller Counter-rotating 
Vortex at the corner of the step near the bottom wall (X/H=0,Y/H=-1). The mean stream-wise 
velocity predictions are compared with experimental data in Fig. 8(a). Both the LB and 
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RSTM predictions show excellent agreement with data at X/D=0. Further down-stream at 
X/D=1, the RSTM predictions capture the experimental trends better than the LB. The RSTM 
is observed to predict a larger recirculation region as can be seen from station X/D=5. Kinetic 
energy predictions in Fig. 8(b) also show that the RSTM predictions are better than the LB at 
stations X/D=0 and X/D=3. However, at further downstream locations (X/D=5 and X/D=8) 
the RSTM overpredicts the peak kinetic energy values. The RSTM clearly gives better 
predictions in the recirculation region where anisotropy of the flow is higher than in locations 
further down stream. Fot this reson the simplistic, eddy viscosity based LB model fails to 
capture the trends in this region of high anisotropy. However, at further downstream locations 
where the flow develops a more wall bounded flow character, the LB model performs fairly 
well. 
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Figure 8: Velocity and kinetic energy profiles at different X/D from step 
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3.2.3 Flow Past a Cylinder: URANS validation 
The URANS approach has been incorporated in the pseudo-compressibility code and a 
validation case has been run where the periodic, unsteady vortex shedding behind a circular 
cylinder has been simulated. The computational domain spans 10D upstream of the cylinder 
and 20D downstream of the cylinder, where D is the cylinder diameter. A non-uniform O-grid 
with 119x201x3 points in the circumferential, radial and span-wise directions respectively has 
been used with grid points clustered close to the cylinder surface and in the wake of the 
cylinder. The grid distribution in the vicinity of the cylinder is shown in Fig. 9. In this 
simulation, a uniform inflow condition was specified at the inlet while an outflow boundary 
condition was imposed at the outlet. Symmetry boundary condition has been imposed in the 
span-wise direction thereby making the simulation two-dimensional. 
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Figure 9: Grid distribution around cylinder 
 43 
Predictions have been obtained using the LB model in the URANS framework. A 
periodic vortex shedding is observed behind the cylinder as shown in Fig. 10. The turbulence 
quantities also follow the periodic fluctuations as can be seen from Fig. 11 and Fig. 12. A 
distinct periodic behavior is observed throughout the simulation for both kinetic energy and 
shear stress. The time averaged mean stream-wise velocity predictions from the URANS 
simulation is compared with experimental data of Lourenco and Shih (1998) and with steady 
state predictions using the LB model in Fig. 13. The predicted trends are in good agreement 
with experimental results at X/D=1.06 and in fact the URANS shows improved predictions in 
the region close to Y/D=-1 and Y/D=1. At X/D=1.54 however, the steady state predictions are 
in better agreement than the URANS predictions. Further downstream at X/D=2.02 the 
URANS under predicts the peak value while the steady state calculations over predict the 
peak levels. 
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Figure 10: Streamlines for flow over a circular cylinder at a Reynolds number of 3900 at 
various times during the vortex shedding cycle. 
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Figure 11: Kinetic energy contours at various times during vortex shedding cycle. 
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Figure 12: Shear stress contours at various times during the vortex shedding cycle. 
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Figure 13: Averaged velocity comparisons 
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CHAPTER 4. FILM COOLING FLOW PREDICTIONS WITH AVAILABLE 
MODELS 
 
4.1 Vertical Injection: Ajersch Case 
Code validation has been followed by simulation of the jet in a crossflow configuration 
with the aim of evaluating the performance of existing models in published literature. Two 
equation models listed in section 2.2 have been used to simulate the flow. Predictions with the 
seven different models were compared with the experimental results of Ajersch et al. (1995) 
to critically evaluate model performance. 
Several numerical investigations (see Garg and Gaugler (1997), Kim and Benson (1993), 
Walters and Laylek (1997) for example) of a jet-in-crossflow have been reported. In the 
numerical studies, the primary approach adopted has been to use the Reynolds-Averaged 
Navier Stokes (RANS) solver which requires the prescription of a turbulence model. The two 
equation turbulence models (k- and k-) have been used most extensively to simulate a jet-
in-crossflow with varying degrees of success. A systematic study of film cooling by Demuren 
et al. (1986) revealed that the very complex flow field established behind the jet was not 
properly resolved and the turbulent mixing process was crudely simulated with the eddy 
viscosity model. Demuren (1993) also carried out computations using a multi-grid method 
and a second-moment closure model to approximate the Reynolds stresses. Although a fairly 
good prediction of mean flow trends was reported, there was considerable uncertainty 
regarding the accuracy of jet penetration height. Multigrid calculations by Claus and Vanka 
(1990) failed to predict the horseshoe vortex even with a highly refined grid. This was 
attributed partly to the inability of the k- model to resolve the complex turbulence field. 
Findlay et al. (1996) included the plenum in the computational domain for streamwise 
inclined jets. The computations underpredicted the stream-wise injection of fluid from the jet 
and the flow field was not in good agreement with experimental results for most of the 
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domain. Ajersch et al. (1995) conducted an extensive experimental investigation and a 
companion numerical simulation using a low-Re k- model along with a non-isotropic 
extension to the effective viscosity for near wall turbulence. The streamwise velocity in the jet 
wake was overpredicted and the backflow region was found to be smaller and closer to the 
surface than that observed in the measurements. Noticeable overprediction of shear stresses 
was observed and the simulation could not capture the local minimum in kinetic energy which 
was measured in the wake region of the jet.  
 The varied and often conflicting investigations carried out so far motivate the present 
study where several existing turbulence models and their performance in predicting the film 
cooling flow behavior is evaluated. The focus of this study is on the fluid dynamical behavior 
of the jet, and the ability of the turbulence models to correctly reproduce the expected 
physical behavior. Therefore heat transfer predictions are not included in the present study. 
4.1.1 Predictions with Two Equation Models 
4.1.1.1 Problem Description 
4 
The film cooling configuration chosen corresponds to the experimental study of 
Ajersch et al. (1995) where measurements are presented for normal injection through square 
holes. The physical domain in Fig. 14 shows a single row of six square jets on a flat plate 
which represents the turbine blade surface. The experimental investigation for the above 
configuration was carried out for velocity ratios R=0.5, 1.0 and 1.5. However, the 
computations have only been carried out for the lowest velocity ratio of R=0.5, and the 
general flow characteristics for this case as predicted by the several models are evaluated by 
comparison with the measurements.  
For the turbulence model to be viable, the main features of the flow are expected to be 
predicted correctly. In this paper, we evaluate the performance of the models not only by the 
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quantitative comparisons with the measurements reported by Ajersch et al. at a few selected 
locations (that do not provide a complete description of all the flow features), but also by 
examining if the models accurately predict the dominant features of features), but also by 
examining if the models accurately predict the dominant features of the flow field.  A brief 
description of the expected dominant flow features is therefore appropriate. 
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Figure 14: Top view of computational domain 
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Figure 15: Side view of the computational domain 
 For the low velocity ratio cases (R=0.5 for instance), the crossflow acts like a partial 
cover over the jet causing it to bend while still in the jet plenum and  to leave the jet exit 
primarily at the downstream end  of  the injection slot. The oncoming boundary layer 
separates on the upstream side of the jet close to the wall resulting in the horseshoe vortex 
system that wraps around the base of the jet. Strong streamline curvatures are observed in the 
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immediate vicinity of the jet. The streamline curvature has a direct effect on the turbulence, 
exerting a  destabilizing influence immediately downstream of the injection region leading to 
increased turbulence, and a stabilizing influence that tends to dampen turbulence as the flow 
progresses further downstream. The positive cross-stream vorticity present in the oncoming 
boundary layer is stretched as the  crossflow bends around the jet leading to an increase in 
vorticity and can influence the growth of the horseshoe vortex which wraps around the base of 
the jet. The mean vorticity issuing from the jet is reoriented as the jet bends over and then 
stretched in the cross-stream direction due to large gradients in this direction thereby forming 
the counter rotating vortex pair (CRVP) or the bound vortex. The interfacial shear also 
generates vorticity leading to the formation of vortex sheets rolling around the jet which form 
two vortical structures at the downstream edge of the jet on either side of the jet injection 
region. This vorticity is shed periodically and a part of it is also bent over in the flow direction 
to strengthen the CRVP. This effect is however very small in low velocity ratio cases and the 
CRVP in formed mostly by the vorticity in the issuing jet. These shed vortices and the CRVP 
cause the entrainment of fluid into the wake of the jet. The CRVP rotates in the opposite sense 
as the horseshoe vortex and is much stronger than the latter in low velocity ratio cases where 
it has been found to suppress the horseshoe in the near field of the jet. It has also been 
observed for low velocity ratio cases that the horseshoe is swept underneath the kidney bean 
shaped CRVP structure and can only be discerned clearly  further downstream of the near 
field of the jet where the CRVP lifts off the surface and becomes much weaker. 
4.1.1.2 Computational Details 
The modeled transport equations were solved using a three dimensional CFD code 
developed by the authors based on the SIMPLER algorithm ( Patankar, 1980). A control 
volume based finite difference formulation that uses a second order accurate central 
difference scheme for the viscous terms and a power law based scheme for the convective 
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terms has been used. In calculating the source terms in the equations for momentum 
conservation and turbulence quantities, the first and second order derivatives were calculated 
using the Fornberg algorithm (Fornberg, 1988) employing fourth order accurate centered 
differencing scheme for interior points and second order accurate one-sided differencing for 
boundary points. A staggered grid arrangement with velocity components stored at the cell 
faces and all other scalar quantities located at the grid points is employed to avoid 
checkerboard fields. The system of equations was solved with the Tridiagonal Matrix 
algorithm employing an under-relaxation procedure to aid convergence.  
A non-uniform grid (59x60x140) was set up in the computational domain (Fig. 15) 
with grid points clustered near the bottom wall and around the jet. The jet injection region was 
resolved with a 19x19 mesh. Inlet profiles for both the crossflow and the jet were provided 
from the experimental data of Ajersch et al (1995). A periodic boundary condition was 
implemented in the spanwise direction representing a transverse row of injection holes while 
at the outlet the normal gradient of all variables was prescribed as zero. At the top plane, free-
stream conditions were specified. The equations were non-dimensionalized with the mean jet 
velocity, V j , and jet width, D , and computations were carried out at a Reynolds number 
( V Dj /  ) of 4700 for a blowing ratio of 0.5. The mass residual in each cell was determined 
from the continuity equation and the maximum residual was established as the criterion for 
assessing the overall convergence of the field. At residual levels of 10 6 -10 7 the solution 
was found not to change and the solution was considered converged in this range. Grid 
independence was checked by comparing the 59x60x140 grid (nearly 0.5 million nodes) 
solution (using the low Re k- Launder Sharma model) with a more refined 71x90x200 grid 
(nearly 1.28 million nodes). The difference in the solution on the two grids was found to be 
minimal (maximum difference in the velocity values was less than 3%) as shown in Fig. 16. 
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4.1.1.3 Results and Discussion 
A discussion of the model predictions and comparisons with the measurements of 
Ajersch et al. (1995) will be presented next.  The following nomenclature will be followed 
hereafter while referring to the various models. The high-Re model will be referred to as 
HRE, the Launder-Sharma model as LS, the Lam-Bremhorst model as LB, the Mansour-Rodi 
model as MR, the non-linear Speziale model as SP, the non-linear Mayong-Kasagi model as 
MK and the k- model as KW. 
 Mean Velocity and Turbulent Statistics: 
The mean velocity and turbulence kinetic energy profiles are compared with the 
experimental results of Ajersch et al. (1995) at two spanwise locations: X/D=0 along the jet 
center plane in Fig. 17, X/D=0.5 along the spanwise edge of the jet in Fig. 17, and X/D=-0.5 
along the spanwisw edge of the jet in Fig. 18. The figures show how the flow varies with 
distance Y/D from the wall at various downstream locations (Z/D=0, 1, 3, 5 and 8). The main 
flow features namely the wake of the jet, the counter rotating vortex pair (CRVP) and the 
horse-shoe vortex are expected to be clearly evident along the X/D=0 and 0.5 streamwise 
planes, and therefore comparison of model predictions with experimental data along these 
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representative planes is likely to reveal how well the models capture the features of the flow. 
The flow features are also captured in the plots shown in Figs. 20 and 21 which present 
selected vorticity components and velocity vectors in different planes.  
Figure 17(a) shows the downstream development of the mean stream-wise velocity 
( W Vj/ ) along the jet center plane (X/D=0). At the jet center (Z/D=0), where the jet exit plane 
boundary condition are specified from experimental data, the model predictions compare well 
with measurements. One hole-diameter downstream of the jet (Z/D=1), a reverse flow region 
close to the wall is observed in the measurements which is captured well by the HRE model, 
but all other models predict a much smaller reverse flow region.  
  The differences in the length of the recirculation regions predicted by the various low-
Re models and the HRE model is brought out very clearly by the vector plots presented later 
in Fig. 21(b). The HRE model behaviour very close to the wall is strikingly different from the 
other models which typically show three distinct flow regions at this location - a wall-jet-like 
layer next to the wall with accelerating flow, a wake region above it where low velocities are 
observed, and a shear layer with strong velocity gradients due to the velocity changing from  
low values at the top of the wake region to the free-stream value over a very short vertical 
distance. The wall-jet layer very close to the wall could not be validated as measurements 
very close to the wall was not available in the data set used in this study. However, several 
experimental investigations (Andreopoulos and Rodi, 1984) have revealed that a wall-jet  
structure does exist close to the wall even for low velocity ratio R, although this effect is 
stronger for the high R cases. At this location (Z/D=1) immediately down-stream of the jet, 
the low pressure in the wake of the jet induces laterally inward motion of the surrounding 
cross-flow fluid close to the wall towards the jet center plane.   
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Figure 17: Velocity and kinetic energy profiles at X/D=0 at different Z/D fron jet center 
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 The entrained fluid moves up the jet center line towards the jet and it is then swept up 
by the bent-over jet (Fig. 21(b)). The inward motion of the high momentum fluid towards the 
jet center plane close to the wall is partly re-oriented in the streamwise direction (seen in Fig. 
20) and leads to the formation of the wall-jet like structure. All models show the wall-jet 
structure except the HRE model which does not resolve the viscous sub-layer close to the wall 
as it uses wall-functions to skip this region. The predictions of all the low-Re models are 
therefore consistent with experimental observations although the reverse flow region is 
underpredicted by these models. Evidence of the wall-jet like layer discussed above can also 
be seen from measurements at Z/D=3 where the flow accelerates close to the wall and then 
drops to lower values in the wake region. The steep velocity gradient observed close to 
Y/D=1 represents the shear-layer where the velocity changes from low values in the wake of 
the jet to the free-stream value. All models follow the experimental trends appropriately but 
typically over-predict the stream-wise velocity in the wake region. Also the shear-layer is 
closer to the wall which indicates that the wake-height is under-predicted at this center-plane 
location.  
The large deviation of model predictions observed in the vicinity of the jet (Z/D 
between 1 and 3) indicate that the near field of the jet, influenced significantly by the 
dynamical behavior of the large-scale structures, is not properly modeled. The effect produced 
by the damping functions in the low-Re models is therefore not accurate in the immediate 
vicinity of the jet. 
At further downstream locations, measurements show that the velocity gradients in the 
wall-jet layer and the shear-layer are diminished, and flow recovery towards a boundary layer 
profile is observed. The velocity gradients are over-predicted in the wall-jet layer at Z/D=5 
while agreement with experimental results is better at Z/D=8. For Z/D greater than 3, the LB 
model shows the best agreement with experimental data. The LB model is known to give the 
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correct asymptotic behaviour   w v  y 4  in the near wall region due to the appropriate 
variation of the f  functions in the immediate vicinity of the wall. The f  function behaviour 
of the LS model has been found to be more consistent in the fully turbulent regime and 
therefore it does not do as well as the LB model in the near wall region. The non-linear SP 
model does not show any significant improvements in the mean velocity field predictions and 
its trends are only slightly different from the LS model. This may in part be due to the fact 
that both these models employ the same damping functions and also that the non-linear 
quadratic terms introduced in the Reynolds stress terms in the SP model do not make any 
significant contribution. The MK model, at Z/D=5 and Z/D=8, under-predicts the streamwise 
velocity gradients in the shear layer and consequently predicts a deeper penetration of the jet 
into the crossflow. This is linked to the modeling of the shear stress  w v in the shear layer 
which controls the growth of this layer. The performance of the non-linear models cannot 
however be judged merely on the basis of mean velocity trends and a proper evaluation of the 
Reynolds stresses will be carried out in a later section in order to get the correct picture on 
these non-linear variants of the k- model. 
The secondary motion superimposed on the main stream velocity trends discussed 
above is evaluated by comparing the vertical velocity profiles in Fig. 17(b) and the cross-
stream velocity in Fig. 17(c). The vertical velocity distribution at the jet center (Z/D=0) once 
again shows good agreement with experimental data owing to the jet inlet conditions specified 
here from experimental data. The large vertical velocity values (V/Vj greater than 1) are 
because the crossflow acts as a partial cover over the jet causing the jet to bend before leaving 
the jet exit and leads to the acceleration of the jet toward the downstream edge of the exit 
hole. In the reverse flow region at Z/D=1 the experimental profile shows that the normal 
velocity close to the wall is very low and the flow is found to reverse direction towards the jet 
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as indicated by the stream-wise velocity measurement at the same location in Figure 17(a). At 
higher Y/D values two peaks are recorded, the first peak off the wall is in the wake region 
where the reversing fluid is lifted up by the deflected jet, while the second peak corresponds 
to the deflection of the cross-stream over the jet. This trend is closely followed by the models 
although the peak values are predicted closer to the wall. This is primarily due to the predicted 
wake region being much closer to the wall and the jet penetration being under-predicted by 
the models in the jet center-plane. Additionally, the models differ in their prediction of the 
first peak value off the wall while the second peak is the same for all the low-Re models. The 
LB model predicts the lowest peak value while the MK model records the highest first peak 
value with the other models lying in between. These differences are related to the  behaviour 
of the damping functions for the various models with the LB model functions being 
asymptotically consistent while the f  function of MK model tends to unity somewhat 
slowly. The dependence on these functions is further emphasized by the observation that the 
second peak is the same for all the low-Re models since the functions tend to unity at larger 
distances from the wall.  
Further downstream, at Z/D=3, measurements suggest that, as for the streamwise 
velocity, the wake region is not properly predicted with the predictions showing a faster 
recovery. Measurements between Z/D=3 and 8 show a negative velocity at the top of the bent-
over jet which indicates that the cross-flow is coming down at this point. The downwash of 
the cross-flow as well as the low-velocity magnitudes in the wake region are not captured by 
the model predictions. This is probably due to the models predicting a smaller reverse flow 
region upstream which implies that the wake effect is not as strong as experimentally 
observed. The measurements continue to show a dual-peak structure at Z/D=3, while the 
predictions only show a single peak due to the faster flow recovery. The predicted magnitudes 
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at Z/D=3, 5, and 8 show the same trends as at Z/D=1,  with the KW model showing the 
largest peak values and the LB model showing the smallest magnitudes and the best 
agreement with the data. The behaviour of the MK model at Z/D=5 and Z/D=8, with the peak 
shifted upwards, is a consequence of the jet penetration being over-predicted at these 
locations. 
The cross-stream velocity (U V j/ ) presented in Fig. 17(c) should be zero along the jet 
center plane if the flow at all the inflow planes is symmetric. However, measurements 
indicate that the inflow at the jet exit plane (Y/D=0) is not symmetric with the flow slightly 
skewed in the lateral direction. This asymmetry in the inlet profile is convected downstream, 
and is confirmed by the velocity measurements at the jet exit (Z/D=0) and immediately 
downstream of the jet (Z/D=1). As the flow develops downstream, this asymmetry should 
reduce and the spanwise velocity across the jet-center-plane should become very small. 
However, the data shows high  scatter  at downstream locations (Z/D=5, 8) and therefore 
cannot be relied upon. The skewness of the jet inlet profile is specified in the input boundary 
conditions, and are therefore captured by the model predictions fairly well at Z/D=0 and 
Z/D=1. The flow then becomes increasingly symmetric about the jet center plane (X/D=0) as 
the flow develops downstream.  
The kinetic energy (KE) profiles along the jet center line are shown in Fig. 17(d). The 
KE distribution is governed by a number of factors, the important ones being the interaction 
of the oncoming boundary layer and the jet, production due to the various velocity gradients 
     W Y V Z U X/ , / , /  and strong streamline curvature effects especially in the vicinity of 
the jet. At the jet center plane however, the production due to the gradient  W Y/  seems to 
be the dominant process as a close correlation between the velocity gradient  W Y/  and the 
KE trends can be seen from Fig. 17(a) and 17(d). The peak KE values occur at approximately 
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the same locations as the peak velocity gradient positions. The HRE, LB and MK models 
over-predict the peak values at the jet center (Z/D=0) while the other models show close 
agreement with measurements. The experimental profile at Z/D=1 shows peak values in the 
wake region and the shear-layer where strong gradients  W Y/ occur. Model predictions 
show three peak values corresponding to the strong gradients in the wall-jet layer, the wake 
region and the shear-layer. The HRE model over-predicts peak values in the wake region and 
in the shear layer. Further downstream at Z/D=3 and Z/D=5 two distinct peaks are observed in 
the measurements which once again correspond to the strong velocity gradient  W Y/  at 
these positions. The non-linear and the low-Re k- model predictions in the shear layer are in 
good agreement with measurements at Z/D=3, but the HRE model over-predicts the peak 
level in this region while the KW model underpredicts the turbulence peak. The models do 
not behave appropriately in the wake region and are unable to capture the peak value in the 
wake at Z/D=3, 5 and Z/D=8. The LB model once again gives better predictions at these 
locations. However, the KW model significantly under-predicts the KE levels in the wake 
region. The behaviour of the models in the near wall region is influenced by the dissipation 
rate  which forms the sink term in the KE equation. The  level in the near wall region is 
controlled by the functions f1 , f2  and the term E. Both f1  and E tend to increase the value of 
 near the wall and thereby reduce the KE levels. The influence of f1  is confined to a region 
very close to the wall in case of the LB model while it is unity for the other models. The term 
E is therefore dominant in the growth of  near the wall. The LB model has E equal to zero as 
the model solves for the dissipation rate itself and therefore the KE level in the near wall 
region is higher as compared to the other models. Clearly, it is more attractive to solve for    
from a physical point of view. The KW model greatly under-predicts the KE levels in the 
wake region and as in the case of the low-Re k- models the function  multiplying the 
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production term in the  equation along with the constant   which tends to decrease the 
destruction term lead to very high values of  in the near wall region. The combined effect is 
to reduce the KE levels near the wall. The KE trends in the KW model case suggest that the 
model functions in the  equations are not appropriate as they lead to drastic reduction of the 
kinetic energy. The non-liner models do not show any significant improvements over their 
linear counterparts and are unable to predict the correct magnitudes in the wake. 
The profiles along the edge of the jet (X/D=-0.5) is shown in Fig. 18. The stream-wise 
velocity at different downstream locations is expectedly higher than that along the jet center 
line (Fig. 17(a)), due to the weaker wake effect resulting in reduced velocity gradients 
 W Y/ . The wall-jet layer is also noticed here at Z/D=1 with steep gradients in this region 
and in the shear layer region above the wake. The wake can be seen distinctly at this location, 
and all the models appear to capture the wake region well except the high-Re model.  The 
wake gradually diminishes with increasing downstream distances and close agreement with 
experimental data is shown by all the models.  
 Vertical velocity comparisons have been shown in Fig. 18(b). As at Z/D=0 (Fig. 
17(a)), velocities as high as 0.8 times the free stream velocity are predicted over the jet inlet 
hole due to the partial cover effect of the crossflow causing the flow to accelerate toward the 
downstream end. The measurements however do not show this peak at Z/D=1, and the peak in 
the experimental data observed at this location corresponds to the deflection of the crossflow 
over the jet. At Z/D=1 the measurements show two peak values, the one closer to the wall is 
due to the upward motion caused by the CRVP while the other peak at a larger distance from 
the wall is once again due to the crossflow deflected over the bent-over jet. The predictions 
show large near-wall deviations from the measured values with negative values close to the 
wall turning positive around Y/D=0.3. The negative values close to the wall represent the 
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outer downward moving parts of the CRVP, while the positive values represent the upper 
portions of the CRVP and the crossflow regions deflected upwards by the jet. Since the 
measurements do not show negative values close to the wall, it may be concluded that the 
CRVP in the experiments has a smaller lateral spread relative to the predictions. At Z/D 
locations further downstream, the measured and predicted velocities are primarily negative 
representing the downwash side of the CRVP. The measured behaviour is captured well by 
the models at Z/D=3 where the KW model over-predicts the peak downward velocity while 
the LB model under predicts it.  
The experimental measurements shows some scatter in the data at Z/D=5 and Z/D=8 
locations, although the general trend of the jet and the crossflow velocities are downwards 
toward the wall. The downward trend is maintained by the model predictions, but no 
meaningful comparison can be made with the experimental measurements due to the scatter in 
the data. In comparing the model predictions with each other, they follow the same trends as 
observed along the jet center line in Fig. 17 and therefore the arguments extended earlier to 
account for the model predictions are valid here as well.  
Spanwise velocity comparisons in Fig. 18(c) indicate that the model predictions show 
good agreement with experimental profiles. The spanwise velocities are quite significant at 
the edge of the jet, and U/V Bj B reaches values as high as 1 close to the wall. At Z/D=0 the cross-
stream velocity is negative which indicates that the flow is outwards and away from the jet 
center plane. Close agreement with measurements is observed at this location where the HRE 
model shows a relatively lower peak value. At Z/D=1, the velocities are all positive close to 
the wall indicating flow towards the jet center line. The CRVP entrains the surrounding 
crossflow fluid close to the wall resulting in positive cross-stream velocity near the wall. The 
velocity changes sign further away from the wall representing the upper half of the CRVP 
where the flow is moving away from the centerline. 
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Figure 18: Velocity and kinetic energy profiles at X/D=-0.5 at different Z/D locations 
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 The peak negative value is related to the top of the CRVP structure and the models are 
in good agreement with measurements here. As the flow progresses downstream the CRVP 
structure diminishes in strength as seen from the experimental profile at Z/D=3. Models on 
the other hand predict a stronger structure at this location. At Z/D=5, both the measurements 
and predictions show a reduction in the strength of the CRVP. However, the measurements do 
not show any negative values along the top half indicating a pinched CRVP structure with a 
wider base and a narrower neck. Predictions, on the other hand, show negative velocities on 
the top half of the CRVP, both at Z/D=5 and 8, indicating a CRVP that is more dispersed in 
the lateral direction than the experiments.  The CRVP cannot be distinctly identified in the 
measurements at Z/D=8 where the scatter in the data indicates that the structure has 
diminished in strength considerably. The models on the other hand show a distinct structure at 
this location. The LB model gives better predictions, as before, in the near wall region at 
Z/D=5 and Z/D=8.  
Kinetic energy profiles along the edge of the jet correspond to those in a developing 
boundary layer except in the immediate vicinity of the jet at Z/D=0 and Z/D=1. At Z/D=0 the 
models follow the experimental trends closely, but over-predict the peak level. Once again, a 
close correspondence between the velocity gradient  W Y/  and KE trends is observed at 
Z/D=1 where the peak values correspond to the maximum gradient locations. At this location 
however, the contribution of the gradient  U X/  has been found to be significant, largely 
due to the strong entrainment of the crossflow into the wake region. Model predictions 
typically show a number of peak values corresponding to the large streamwise velocity 
gradients. At downstream locations the experimental profiles are like those in a boundary 
layer and the models mimic this behaviour appropriately, but they under-predict the peak KE 
levels. The LB and KW models show peak values very close to the wall at Z/D=5 and Z/D=8 
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and this is once again related to the steep stream-wise velocity gradients in the near wall 
region observed at these locations.  
The normal stress profiles along the jet center plane (X/D=0) are presented in Fig. 19. 
The experimental w 2 profiles in Fig. 19(a) shows a correlation to the KE profile and the 
streamwise normal velocity gradient   W Y/  in Fig. 18(d). This correlation is particularly 
strong in the far field (Z/D>5) where peak values are obtained in the jet shear-layer region 
associated with high  W Y/  and turbulence production. In the near field, peak   w
2 values 
are observed in the shear layer and in the wall-jet region where large  W Y/ gradients are 
found.  
The correlation between  w 2  and  W Y/ is not taken into account by the linear eddy 
viscosity models where the stress w 2 is assumed to be directly proportional to the gradient 
 W Z/ and therefore any simple eddy viscosity model is not expected to do well in this 
highly complex flow situation. The measured trends of the stress u 2 in Fig. 19(b) also show 
correlation with  W Y/ . In the near field (Z/D=1), however, the near wall behavior appears 
to correlate well with  U X/  which is high close to the surface due to the entrainment of the 
crossflow boundary layer into the wake region. The anisotropy of the near wall flow is clearly 
evident in the near field of the jet injection close to the wall, and is associated with the 
dominance of the coherent structures in these regions.  However, the low-Re and nonlinear 
models are found to reproduce this non-isotropic effect in a qualitatively satisfactory manner. 
At further downstream locations the dependence on the gradient  W Y/ becomes stronger 
especially in the wake of the jet where the normal stresses  w 2 and u 2 show trends similar 
to the KE profiles. Models under-predict the stress levels in the wake region for Z/D  3 
where the LB model gives better predictions in the near wall region. 
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Figure 19: Stress profiles at X/D=0 at different Z/D locations 
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The anisotropy of the flow in the vicinity of the jet is further demonstrated by the  
v
2 profiles at Z/D=0 and Z/D=1 in Fig. 19(c). In the near field the v 2  profiles appear to 
scale with  V Y/ . At Z/D=3 and Z/D=5, however, the effect of the gradient  W Y/ is 
apparent here with the peak v 2  value occurring in the shear-layer region. The profile flattens 
out as the flow moves further downstream and at Z/D=8 a closer correspondence can be seen 
with the velocity gradient  W Y/  rather than with  V Y/  (see Fig. 17(b)). The normal 
stresses are therefore not represented appropriately by the models. In the near field, the 
turbulence exhibits significant anisotropy. The flow field becomes more isotropic further 
downstream, but the gradient approximations relating u
i
2
to  U X
i i
/  do not appear to be 
valid. Rather all stresses appear to correlate with  W Y/ . 
The profiles for shear stress  w v  is presented in Fig. 19(d). The peak value observed 
in the measurements and predictions are in the jet-shear-layer regions and is a consequence of 
the high  W Y/  in the shear layer region. This dependence is consistent with the fact that the 
product v W Y
2 / is the dominant term in the production of  w v . Peak values are over-
predicted by the models at Z/D=0 location and only the KW model follows the experimental 
trends closely. The peak values decrease as the flow moves downstream where the stream-
wise velocity gradients are reduced in the shear layer. At Z/D=3 and beyond, the stress values 
are very small in the wake region where the velocities are low and fairly uniform. Model 
predictions in the recirculation region and further downstream follow the measured trends 
correctly largely due to the fact that the eddy viscosity model also incorporates the 
dependence of  w v on   W Y/ . The shear stress predicted by the models is found to change 
sign close to the wall at Z/D=1 and is seen to follow the velocity trends reported in Fig. 17(a) 
where velocity gradients also change sign close to the wall. 
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In general, the model predictions for the turbulent shear stress  w v follow the 
measured trends fairly well in the shear layer and also reflect the appropriate dependence on 
velocity gradients. In comparing the model predictions, the HRE model shows the greatest 
level of over-prediction in the peak stress levels. This would lead to the greatest levels of 
turbulent transport, and is consistent with the observation that the HRE model is associated 
with the highest vertical and lateral jet penetration. The  failure of the non-linear models to 
give better predictions over the linear ones was somewhat unexpected. The introduction of the 
non-linear quadratic terms in the stress-strain relationship in order to incorporate the effect of 
strong streamline curvatures  are therefore insufficient and cubic terms must be included in 
order to obtain the desired stress-strain coupling. The SP and MK models are therefore not 
expected to give better predictions as the introduction of merely the quadratic terms does not 
produce the desired effect of streamline curvatures on the stress levels. 
 Vector Plots and Vorticity Contours: 
 Attention is now turned toward describing the overall features of the flow field 
by presenting vorticity contours and vector plots along a typical cross-stream plane. Figure 20 
presents the velocity vectors superimposed on the streamwise vorticity contours at Z/D=3 
cross-stream plane. The predictions for all seven models evaluated are presented, and in each 
figure the same color scale is used in order to facilitate a comparison between the different 
model predictions. At Z/D=3, the CRVP is clearly established and is the dominant feature in 
the flow field. The HRE model shows the greatest lateral spread which was also observed in 
the velocity comparisons shown in Fig. 18 where the vertical and spanwise velocities 
predicted by the HRE model are larger than those predicted by the other models. The MK 
model shows the greatest vertical spread of the jet, and this was also observed in Fig. 17, 
where in the MK model predictions, the shear layer region was displaced vertically upwards 
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relative to other models and the measurements. The LB model predictions show the weakest 
CRVP, and the lowest levels of vertical and lateral spread. All the low-Re models show small 
negative velocities close to the wall between X/D of -1 and -1.5, and these reflect the 
manifestation of the horse-shoe vortex. It is the strongest, and can be clearly observed in the 
KW model predictions.  
Also of interest is the clear development of a wall-vortex structure in all the low-Re 
models. The wall-vortex is a manifestation of the crossflow entrainment into the wake region 
encountering an adverse pressure gradient in the spanwise direction near the jet centerplane. 
This adverse pressure gradient leads to flow reversal in the spanwise plane and the formation 
of the wall vortex structure close to the surface (as captured by the low-Re models). The 
vortex is confined between  X/D of 0 and -0.5 at this Z/D location. As for the horse-shoe, the 
KW model predicts the strongest wall vortex structure. Note that the HRE model does not 
predict the wall vortex at all. 
Details of the horseshoe vortex predicted at Z/D=8 location are shown in an enlarged 
view in Fig. 21(a). The horseshoe can be clearly observed in all the model predictions, and 
show significant differences in size and strength with the KW model showing the most 
significant horseshoe structure.  
 The differences in the recirculation region behind the jet are presented in greater detail 
in Figure 21(b), which shows that the recirculation in all the low-Re models is qualitatively 
similar, with the reversed flow being entrained upwards into the jet and then carried forward 
along its trajectory. The HRE model shows a much larger region of negative streamwise 
velocity, with strong crossflow entrainment into the wake. The recirculation region in the 
HRE model ectends all the way to Z/D=1.5, while in the other models the recirculation region 
is less than 1D from the center of the jet-exit. The region upstream of the jet marks the 
inception of the horse-shoe vortex. 
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Figure 20: Z-Component of vorticity and velocity vectors in the XY plane at Z/D=3.0 
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Figure 21: Velocity vectors. (a) XY plane at X/D=8, (b) YZ plane at X/D=0, (c) YZ plane at 
X/D=0. 
 
 
(a) (b) (c) 
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 An exploded view of this region is shown in Fig. 21(c), where the KW model, the SP 
model and the MR model all show the inception of the horse-shoe at this X/D=0 centerplane. 
Since all models show the horse-shoe vortex at constant-Z/D planes further downstream (see 
Figs. 20 and 21(a)), this implies that for the models where the horse-shoe is not observed at 
X/D=0 in Fig. 21(c), the inception may occur at other X/D planes. Evidence of this may be 
seen in streamwise and spanwise vorticity contours (not shown here) at a constant Y/D plane 
(-0.05) very close to the wall. 
4.1.1.4 Concluding Remarks 
 Numerical predictions for film cooling jet in a cross-flow have been carried out in this 
study  using seven different turbulence models representing the four basic categories of 
generic models, namely - High Re model ( HRE ), Low Re models ( LS, LB, KW ), Non- 
linear models (SP, MK ) and  DNS based model ( MR ). The mean flow velocity and 
turbulent statistic profiles in general agree fairly well with experimental trends. The large 
scale features are resolved satisfactorily by all the models, although the structures close to the 
wall are not captured properly. The CRVP is  distinctly predicted by all the models, but only a 
few models manage to capture the horse-shoe structure for the low blowing ratio case 
considered in this paper. The HRE model is not very well suited for the specific flow situation 
as it does not resolve the near wall region properly . Although the mean flow profiles are 
predicted  well, the turbulence levels are over-predicted and the model is also unable to 
capture the recirculation in front of the jet. The use of this model in such a complex flow 
situation is therefore not recommended. The LS model which resolves the near wall region 
region follows the experimental trends correctly, but fails to predict the correct trends in the 
wake of the jet and does not represent the turbulent mixing taking place in this region 
appropriately. The near wall region behaviour of the LB model is consistently good. 
However, Predictions in the jet region do not follow the experimental trends correctly due to 
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the asymptotic inconsistency of the modeled damping functions. It is also unable to capture 
the recirculation in front of the jet. This structure is distinctly captured by the MR model. In 
this  region the gradients in the vertical direction are of primary importance and the scaling 
arguments used for deriving the correlation terms in the -budget (see Rodi and Mansour, 
1993) hold good. In the jet and its vicinity however, the gradients in the other directions 
cannot be neglected and therefore the simplified  budget is inadequate in the jet and its wake 
region. Clearly, the  budget needs to be optimized for the present flow situation using DNS 
data on lines similar to the MR model. The SP model  predicts the turbulent characteristics 
trends correctly, but like the other models it is unable to resolve the variations observed in the 
wake of the jet. The inability of the SP and the MK nonlinear models to give better 
predictions as compared to the linear models is thought to be a consequence of  the fact that 
the the non-linear model coefficients were obtained through curve fitting of experimental data 
for simple wall bounded flows (see Mayong and Kasagi, 1990 and Speziale, 1987) and may 
not be well suited for the jet in a cross-flow situation. It may also be noted here that the non-
linear coefficients had to be modified in the jet region but were not optimized. It was observed 
in relation to the low- Reynolds number models that the inlet boundary conditions for  
specified for the cross-flow and the jet had a significant bearing on the mean flow profiles and 
the flow structures close to the wall. Extremely high values of  specified at the boundaries 
were found to predict better mean profiles and distinct flow structures near the wall, however 
the KE was significantly underpredicted and the excessively high values could not be 
justified. This again points to the need for -budget optimization to better represent the 
complex turbulent process taking place in the region around the jet. The improved predictions 
obtained with the KW model can be attributed in part to the fact that the  behaviour is 
known in the near wall region and the boundary conditions specified are more accurate than 
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those for . This problem related to the  behaviour near the wall has been given due 
weightage by a number of researchers, the  K-  model of Speziale et al., 1992  being a case in 
point.  
It is therefore clear from the present study that the models in there present form give 
overly simplistic predictions for the highly complex flow field being considered here. A 
comparison of the models clearly reveals the need for better resolution of the the near wall 
region, asymptotic consistency of model coefficients and damping functions in the jet and 
wall bounded regions respectively, an appropriate representation of the  budget. Also 
required is a suitable nonlinear formulation to predict the anisotropic nature of the flow 
accurately. An effort along these directions using DNS data to guide model development will 
be presented in a later section. 
4.1.2 Predictions with Second Moment Closure Models 
An evaluation of two equation models revealed that the existing models failed to 
resolve the highly complex flow field in the vicinity of the jet created by the jet-crossflow 
interaction. The eddy viscosity approximation used to obtain closure for the Reynolds stress 
terms in the time-averaged Navier Stokes equation was unable to represent the anisotropy of 
the flow and did not model the wake region created behind the jet adequately. A more 
accurate prediction of the stress field was expected to be obtained by the Reynolds stress 
transport (RST) equations, which represent a higher level of closure for the turbulent stresses. 
Two different formulations of the RST model were employed to predict the configuration of 
Ajersch et al. (1995). Results were compared with k  predictions using the model of Lam 
and Bremhorst (1981) and were reported in Hoda and Acharya (2000). Computational details 
of this study were the same as for the two equation models studied earlier, with the exception 
of second moment models being used for turbulence closure. 
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Only a few numerical studies for film cooling flows using second-moment closures 
have been reported in the published literature. Ince and Leschziner (1990,1993) carried out an 
investigation using a high-Re RST model employing wall functions in order to avoid solving 
the Reynolds stresses all the way to the wall. Demuren (1993) also reported predictions with a 
high-Re model using a multigrid method and obtained fairly good prediction of mean flow 
trends. Jansson and Davidson (1996) applied near-wall corrections to the basic linear model 
and solved a low-Re RST model to predict effusion cooling in a double-row discrete-hole 
configuration and reported better predictions than a two layer k- model. Although more 
complex models have been reported in published literature (see Launder and Li, 1994; Chen, 
1995, for example), they have not been tested widely for the film cooling flow situation. The 
present study therefore applies two such higher order RST models to a row of square, normal 
jets in a crossflow in order to evaluate the predictive capabilities of these low-Re second 
moment closures. Consequently, the emphasis of this paper is on the prediction of the 
Reynolds stress levels in the flow situation being considered and an evaluation of the models 
will be done on this basis. 
4.1.2.1 Problem Description 
The film cooling configuration of Ajersch et al. (1995) has been chosen for this study 
and the corresponding computational domain is shown in Figs.9 and 10. In this configuration, 
normal jet injection from a row of square holes is studied. It is expected that such a flow (with 
normal rather than inclined injection) would be a more severe test for turbulence models 
since, with normal injection, streamline curvatures are more pronounced and vorticity 
generation is enhanced due to stretching by strong secondary strains present in the square hole 
geometry. These effects have a direct bearing on the levels of the Reynolds stresses. 
Simulations have been carried out for a jet Reynolds number of 4700 and a velocity ratio of 
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R=0.5. These conditions match those of the experimental data of Ajersch et al. (1995). Low 
velocity ratio cases (R=0.5 for instance) are characterized by strong streamline curvatures, 
vortex stretching by primary and secondary strains, acceleration and reversal of flow close to 
the wall. These destabilizing effects collectively make the Reynolds stress field highly 
anisotropic in the near field of the jet and a turbulence model should be able to take these 
effects into account in order to give accurate predictions of the stress levels. As the flow 
progresses downstream the streamlines become parallel to the wall exerting a stabilizing 
influence which reduces the levels of the turbulent stresses (Andreopoulos and Rodi, 1984). 
The turbulence models are therefore expected to mimic this transition so that accurate stress 
levels may be obtained. 
The highly anisotropic nature of the flow resulting from strong streamline curvatures 
in the vicinity of the jet suggests that the production term and the pressure-strain correlation 
are expected to play a dominant role in the prediction of stress levels. A common equation for 
 has been used in the two models in order to highlight the effect of the terms in the RST 
equation. The models have therefore been selected with the aim of isolating the influence of 
these terms and observing the behavior of the two essentially different modeling strategies 
being used in this study for closure of the Reynolds stresses. 
4.1.2.2 Computational Details 
 The modeled transport equations were solved using a three dimensional CFD code 
developed by the authors based on the SIMPLER algorithm (Patankar, 1980). Further details 
of the algorithm can be found in an earlier study by the authors (Hoda and Acharya, 1999) 
and in Patankar (1980). A non-uniform staggered grid (59x60x140) was set up in the 
computational domain shown in Figs. 9 and 10. The velocity profiles, kinetic energy and 
stress values for both the jet and crossflow inlet was provided from the experimental data of 
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Ajersch et al. (1995). At the jet exit, experimental data recorded on a 6x6 measurement mesh 
was interpolated on to a 19x19 computational mesh and used as the jet inlet boundary 
condition. Therefore a plenum was not included in the simulation. A periodic boundary 
condition was implemented in the spanwise direction in order to simulate a transverse row of 
jets while at the outlet (Z/D=10) the streamwise gradient of all the variables was prescribed as 
zero. At the top plane, free-stream conditions from the measurements were specified. 
 Grid independence was checked by comparing the 59x60x140 solution with a more 
refined 71x90x200 grid for the Chen model. The difference in the solution on the two grids 
was found to be minimal as shown in Fig. 22. 
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Figure 22: Grid Independence study with Chen model. Velocity and kinetic energy profiles at 
X/D=0, Z/D=1. (, 71x90x200 grid;  , 59x60x140 grid) 
 
4.1.2.3 Results and Discussion 
Results with the standard k- model of Lam and Bremhorst (1981) obtained in an 
earlier study by the authors (Hoda and Acharya, 1999) are also included in order to compare 
the predictive capabilities of the second moment closure models and the two-equation model. 
In the following discussion, the Lam-Bremhorst model will be referred to as LB, Chen model 
as CHEN and the Launder-Tselepidakis model as LT. 
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 Mean Velocities: 
 The mean velocity profile comparisons are presented at various streamwise stations 
(Z/D=0, 1, 3, 5, 8) along the jet center plane (X/D=0) in Fig. 23 and along the edge of the jet 
(X/D=-0.5) in Fig. 24. Figure 23(a) shows the mean streamwise velocity along the jet center 
plane and both the RST models predict a higher penetration of the jet into the crossflow as 
indicated by the recovery to the free stream value at a higher Y/D location than the 
experimental data.  The LB model predicts the upper edge of the deflected jet quite well but 
underpredicts the height of the wake region and the lower edge of the deflected jet.  Near wall 
behavior of the models at Z/D=1, 3 and 5 indicate that the velocity in the wake region is 
overpredicted by all the models and a much faster recovery is predicted in the near field. None 
of the models predict the negative velocity seen in the data at Z/D=1, indicating that the 
predicted recirculation behind the jet is smaller than that measured.  
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Figure 23: Mean velocity profiles along the jet center plane (X/D=0) at different Z/D from the 
jet center. (a) W/ jV , (b) V/ jV . (Uncertainty in measured non-dimensionalised mean 
velocities = 0.01) 
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The sharp velocity gradients present in the jet shear layer separating the wake of the 
jet and the free stream is best captured by the LT model at stations Z/D=3, 5 and 8. Mean 
vertical velocity profiles (fig. 23(b)) indicate that the RST models show significantly higher 
levels in the reverse flow region at Z/D=1 as compared to the LB model and experimental 
data. The experiments show a region of negative velocity in the range of Y/D=1.25-1.5 
indicating the presence of a secondary counter-rotating eddy on top of the CRVP. None of the 
models capture this down-wash of fluid above the CRVP, and only positive velocities 
representing the upward directed leg of the CRVP is predicted. The flow was found to be 
symmetric along the jet center plane (X/D=0) and therefore cross-stream velocity component 
has not been shown in Fig. 23. 
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Figure 24: Mean velocity profiles along the edge of the jet (X/D=-0.5) at different Z/D 
from the jet center. (a) W/ jV , (b) V/ jV , (c) U/ jV . (Uncertainty in measured non-
dimensionalized mean velocities = 0.01) 
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Flow development along the edge of the jet-exit is depicted in Fig. 24. The mean 
streamwise velocity in Fig. 24(a) shows that the RST model predictions are in good 
agreement with the data at locations Z/D=1 and 3. The near wall behavior of the RST models 
(Y/D0.25) starts to deviate from the LB model after Z/D=5 with the former predicting 
steeper gradients near the wall. This trend however cannot be verified as experimental data is 
not available in this region. Vertical velocity profiles in Fig. 24(b) are marked by the RST 
models recording negative values close to the wall at Z/D=1. The CRVP has a downward 
motion at this location. The experimental data however shows an upward movement of the 
CRVP resulting in the first peak close to the wall (Y/D=0.25). The downward movement of 
the CRVP is captured well by the LT model at Z/D=3, but further downstream at Z/D=5 and 8 
the discrepancy between experimental data and RST predictions increases. This is particularly 
true at Z/D=8 where considerably smaller vertical velocity component is recorded by the RST 
models. These low levels of vertical velocity correspond to the core of the CRVP. At this 
location, the LB model records higher negative vertical velocity values corresponding to the 
outer edge of the CRVP. This indicates that the RST models show a more laterally spread 
structure as compared to the LB model. However, the bound vortex structure itself is greatly 
diminished in strength at this downstream location (Z/D=8). The experimental data at this 
location also indicates a weak and not very distinct structure (Ajersch et al., 1995). 
Spanwise velocity comparisons in Fig. 24(c) show fairly good agreement with 
experimental data close to the wall, and all models capture the inward acceleration of the 
crossflow towards the jet center plane under the action of the CRVP. However, the outward 
directed velocities along the upper edge of the jet (or CRVP) are overpredicted by all models. 
The mean flow comparisons indicate that the RST models slightly over-predict the jet 
penetration.  Although the LT model gives better predictions than the CHEN model, the mean 
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flow profiles in general do not show consistently better trends than the LB model. Therefore 
the modeled quantities in the RST equations need to be evaluated in order to explain the 
inability of the RST models to give better predictions than the LB k- model. 
 Turbulent Kinetic Energy: 
The cumulative effect of the normal stresses is represented by the turbulent kinetic 
energy profiles shown along the jet center plane (X/D=0) in Fig. 25(a) and along the edge of 
the jet (X/D=-0.5) in Fig. 25(b). The LT model can be seen to give better predictions at 
stations Z/D=0 and 1 in Fig. 25(a), but largely underpredicts the levels at Z/D  3 in the 
region Y/D  1 which represents the wake of the jet. The peak value observed in the wake of 
the jet at Z/D=5 and 8 is not captured by the RST models, but the peak value recorded in the 
shear layer above the wake region is predicted accurately by both the CHEN and LT models. 
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(b) 
Figure 25: Kinetic energy profiles at different Z/D from the jet center at (a) X/D=0, (b) X/D=-
0.5 (Uncertainty in measured non-dimensionalized kinetic energy = 0.001) 
 
The peak of kinetic energy profiles are observed at the locations of maximum velocity 
gradients as indicated by Fig. 23(a) signifying a close dependence on the gradient W/Y. 
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The near wall behavior of the LB model at stations Z/D  3 is much better than the other 
models which significantly underpredict the kinetic energy levels in this region. A similar 
trend is observed for the LB model at corresponding locations along the jet edge in Fig. 5b. 
The better predictions with the LB model are related to higher production values very close to 
the wall with this model. This trend continues further downstream, where at Z/D=5 and 8, the 
LB model comes closest to the experimental data. It is clear from the kinetic energy profiles 
that the model predictions are different in the very-near field of the jet (between Z/D of 0 and 
1) where all models except the LT model overpredict the measured values, and in the far field 
(Z/D=5 and 8) where all models except the LB model significantly underpredict the measured 
values.  Particularly striking is the behavior of the LB model close to the wall at Z/D=5 and 8, 
and its ability to give better predictions than the RST models. This behavior of the models 
will be evaluated next by comparing the production and dissipation terms and their 
cumulative effect on the kinetic energy equation in Fig. 26 along the jet center plane (X/D=0). 
Figure 26 shows a close correlation between the production term and the kinetic 
energy profiles in Fig. 25(a) within the region Y/D  0.5 in the near field of the jet (Z/D=1) 
where the peaks in production result in kinetic energy peaks for all the models. Production 
seems to be the dominant process close to the wall except in a small band around Y/D=0.25 
where dissipation is found to exceed production resulting in the kinetic energy minima 
between the two peak values. This behavior cannot however be verified in the experiments as 
the experimental data is sparse and does not show that such a minima occurs. In the far field 
of the jet (Z/D=5) production takes a peak value very close to the wall for the LB model 
resulting in higher kinetic energy levels and good agreement with the measurements. 
In the wake region (Y/D  0.5) dissipation is found to exceed production for the 
CHEN and LT models which accounts for the underprediction of the kinetic energy levels by 
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these models. A similar trend is observed for the LB model, but the distinct peak of 
production very close to the wall and relatively higher levels in the wake region contribute to 
the higher kinetic energy levels as compared to the other models. 
 As a result of dissipation exceeding production in the wake region the models are 
unable to capture the high measured kinetic energy values in the wake. Thus, the inaccurate 
levels of the production term leads to the poor behavior of the RST models. From the 
standpoint of analyzing the failure of the RST models it is essential to examine the prediction 
of the individual Reynolds stresses which is presented next. 
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Figure 26: Production and dissipation of kinetic energy at X/D=0 (Z/D=1 and Z/D=5 from the 
jet center) 
 
 Normal Stresses: 
The development of normal stresses is depicted in Fig. 27 along the jet center plane 
(X/D=0). In the near field of the jet at Z/D=1, the LT model gives consistently better 
predictions for all the stress components. The CHEN model follows a similar trend, but 
overpredicts uu  levels close to the wall in Fig. 27(b). The LB model is found to overpredict 
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vv  values at Z/D=1 (Fig. 27(c)) and this is reflected in the high kinetic energy levels seen for 
this model in Fig. 25(a). As the flow progresses downstream, discrepancies in RST model 
predictions and experimental data increases in the wake of the jet. At Z/D=5 and 8 both the 
RST models give significantly low levels of all three components of the normal stresses close 
to the wall as seen in Fig. 27. None of the models therefore capture the high kinetic energy 
values measured in the wake of the jet. The LB model comes closest to the measurements and 
predicts higher levels for all the normal stresses than the RST models for Z/D between 3 and 
8. The level of the individual normal stresses in the RST models are controlled by their 
respective production terms, the pressure-strain correlation terms and the dissipation rate 
correlation. 
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Figure 27: Normal stress profiles along the jet center plane (X/D=0) at different Z/D from the 
jet center. (a) ww (b) uu (c) vv . (Uncertainty in measured normal stresses = 0.001) 
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The effect of these terms on uu  is presented in Fig. 28. At Z/D=1 production of uu  is the 
dominant process in the region Y/D  0.3 and a close correlation exists between this term and 
the uu  profile (Fig. 27(b)). Consequently, the CHEN model shows an overshoot of uu  in this 
region close to the wall due to very high production levels. The LT model with near-wall 
production values nearly half that of the CHEN model shows closer agreement of stress 
profiles with experimental data (Fig. 27(b)).  
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Figure 28: Dominant terms in the uu  equation along the jet center plane (X/D=0) 
 
In the far field of the jet at Z/D=5, production once again dominates in the wake 
region close to the wall, but the pressure-strain correlation guides the stress levels in the shear 
layer. In an intermediate region close to Y/D=0.75 dissipation shows highest levels amongst 
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the terms resulting in a local minima in the uu  profile. The cumulative effect of the terms in 
the LT model (solid line) is such that stress levels are closer to experimental data in the shear 
layer. The CHEN model shows dissipation and pressure strain terms of comparable magnitude 
coupled with very low production level which results in a relatively flat profile in the shear 
layer. Note that the dissipation levels for both the models are comparable and it is the 
combined effect of the production and pressure-strain correlation that is responsible for the 
differences observed in the model predictions.  
The distribution of the dominant terms in the vv  equation along the jet center plane 
(X/D=0) is shown in Fig. 29. In the near field of the jet, at Z/D=1, the pressure-strain term 
shows peak value close to the wall while production achieves its maximum value further 
away from the wall for both the models. These respective peak values are closely correlated to 
the peak vv  levels observed at this station in Fig. 27(c). At Z/D=5, the production term in the 
shear layer region is higher for the LT model than that for the CHEN model, which explains 
the higher stress values predicted by the former model. In the far field of the jet the pressure-
strain term is of greater importance in the wake of the jet while the production term 
determines stress levels in the shear layer for the LT model. An opposite trend of the terms 
was observed in Fig. 28 for this model. This suggests that the accurate prediction of both 
production and the pressure-strain correlation is essential in order to obtain proper stress 
levels throughout the flow field.  
The ww  equation terms are shown in Fig. 30 along the jet center plane (X/D=0). The 
large discrepancy observed between RST predictions and experimental data in the wake of the 
jet at Z/D=5 (Fig. 27(a)) is a direct consequence of the low production levels predicted by the 
models. The ww  levels are more accurately predicted in the shear layer where production is 
clearly the dominant term since the cumulative effect of the terms represented by the solid 
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line follows a trend similar to production with the pressure-strain correlation attenuating the 
production levels. Since, in the wake region, the stress levels are generally underpredicted, the 
explicit modeling of ij to counteract the effect of ijP  seems to be an erroneous assumption. In 
the wake of the jet, as observed, these counteracting effects alone lead to significant 
underprediction of uu  and vv  in the far field (Z/D=3,5 and 8). 
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Figure 29: Dominant terms in the vv  equation along the jet center plane (X/D=0) 
 Turbulent Shear Stresses: 
Shear stress vw  profiles along the jet center plane (X/D=0) are shown in fig. 31. The 
LT model gives better predictions for this component amongst all the models, especially in 
the near field of the jet (Z/D=1,3). 
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Figure 30: Dominant terms in the ww  equation along the jet center plane (X/D=0) 
A term-wise analysis for this component is presented in Fig. 32 where it is observed 
that the production term is dominant in the near as well as far field of the jet for both the 
models. The pressure-strain correlation is responsible for limiting the unbounded growth of 
the production term since the dissipation term in the shear stress expression, modeled as an 
isotropic tensor, is zero. The distribution of shear stresses on the edge of the jet (X/D=-0.5) is 
depicted in Fig. 33. The uv  levels predicted by both the RST models is comparable in Fig. 
33(a), except at stations Z/D=0, where the CHEN model shows higher negative peak values 
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than the LT model. The LB model overpredicts the stress values in the near field, and like the 
RST models, underpredicts the stress in the far field. 
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Figure 31: Shear stress ( vw ) profiles along the jet center plane (X/D=0) at different Z/D from 
the jet center. (Uncertainty in measured non-dimensionalized shear stresses = 0.0002) 
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Figure 32: Dominant terms in the vw  equation along the jet center plane (X/D=0) 
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Figure 33: Shear stress profiles along the edge of the jet (X/D=-0.5) at different Z/D 
from the jet center. (a) uv , (b) vw , (c) uw . (Uncertainty in measured non-dimensionalized 
shear stresses = 0.0002) 
 
The vw  predictions in Fig. 33(b) show reasonable agreement with experimental data 
specifically in the far field of the jet (Z/D=5 and Z/D=8) where the LT model follows the 
experimental trend accurately. The greatest discrepancy between experimental data and model 
predictions is observed for the uw  component in Fig. 33(c). The LT model gives better 
predictions at the jet exit (Z/D=0) and in the near field of the jet (Z/D=1), but considerably 
underpredicts the levels as the flow progresses downstream (Z/D  3). In examining the 
contribution of various terms to this component of stress in Fig. 34, it is once again found that 
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the production term determines the level as well as the sign of the stresses. The pressure-strain 
is once again found to reduce the value of this stress and is responsible for the 
underprediction. 
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Figure 34: Dominant terms in the uw  equation along the jet edge (X/D=-0.5) 
The above analysis of the dominant terms in the Reynolds stress equation seems to 
indicate that the interaction of the production term and the pressure-strain correlation guides 
the stress level predictions. The failure of the RST models to capture the experimental trends, 
specifically in the wake of the jet is largely due to underpredicted production levels as 
observed distinctly for the ww  component in Fig. 30. The inconsistent modeling of the 
pressure-strain correlation is brought out by the fact that this term tends to aid the correct 
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prediction of uu  (Fig. 28) and vw  (Fig. 32) while, at the same time, is responsible for the 
poor prediction of uw  (Fig. 34). 
4.1.2.4 Concluding Remarks 
Reynolds stress transport model predictions for film cooling flow has been carried out 
in this paper using two different strategies for closing the pressure-strain correlation and the 
rate of dissipation term in the RST equation. A common equation for  was used in the two 
models employed in this study in order to highlight the effect of the modeled terms on the 
stress levels. The predicted mean flow velocity and turbulent kinetic energy trends in general 
do not show any significant improvement as compared to results from the standard k- LB 
model. The RST models predict slightly greater jet penetration and significantly underpredict 
the kinetic energy levels in the wake of the jet as the flow progresses downstream. The LT 
model was found to give better predictions in the immediate vicinity of the jet along the jet 
center plane, but profiles with this model also deteriorated with increasing downstream 
distances. An analysis of the production and dissipation terms in the kinetic energy equation 
revealed that in the far field of the jet (Z/D=5) the low level of production in the wake of the 
jet is primarily responsible for the underprediction of trends in this region. The LB model on 
the other hand shows a strong peak in the turbulence production very close to the wall, and 
this results in higher levels of kinetic energy than those predicted by the RST models. The 
poor performance of the RST models is attributed to the incorrect representation of the 
pressure-strain terms. Further evidence of the incorrect modeling of ij  is seen in the case of 
the shear stresses, especially the uw  component, which is significantly underpredicted along 
the edge of the jet (X/D=-0.5). Although the production of this component is high in the far 
field of the jet (Z/D=5), an equally high counterbalancing pressure-strain correlation level 
leads to a poor prediction of this component in the wake region. Specifically, the fast part 2,ij  
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which assumes that the net effect of this term is to reduce the anisotropy of the production 
tensor, is believed to be in error (since turbulence energy and its production are 
underpredicted). The proper modeling of this term would therefore require feedback from 
experimental data or DNS predictions which would provide the accurate distribution of this 
term for the jet in a crossflow situation. This analysis also indicates a close dependence of the 
stress levels on the production and pressure-strain processes and therefore an algebraic stress 
model relating the net transport of the Reynolds stresses to these two terms is likely to work 
better in the present flow situation. Any formulation along these lines would however require 
rigorous testing of the model and validation from DNS or LES data. 
4.1.3 Plenum Effects: Ajersch Case Revisited 
Among the drawbacks of the above studies is the fact that the jet injection plenum was 
not included in the computational domain and instead, interpolated experimental data was 
specified as boundary condition for the two equation as well as second moment closure model 
predictions. This dependence on experimental data is undesirable and therefore the Ajersch 
case was recomputed with the inclusion of a plenum in the computatonal domain. 
4.1.3.1 Problem Description 
 The film cooling configuration of Ajersch et al. (1995) as described in earlier sections 
has been used for this study. It is ecpected that the inclusion of the plenum will not only 
resolve the problem of reliance on experimental data, but also incorporate the influence of 
some bulk effects in the plenum on the downstream development of the jet. The jet exit 
conditions are expected to play a major role in the development of structures like the horse 
shoe vortex wrapping around the base of the jet, the jet shear layer and consequently the 
development of the wake of the jet. An analysis of the model predictions at the jet exit planes 
is likely to reveal the predictive capability of the turbulence models. Attention will also be 
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focused on the influence of the jet exit conditions on the predictions down-streams of the jet 
injection hole. 
4.1.3.2 Computational Details 
The modeled transport equations were solved using the pseudo-compressibility code. 
Further details of the algorithm and numerical schemes used in this code can be found in 
Rogers and Kwak (1997). 
A non-uniform two-zone grid was set up in the computational domain and is shown in 
Fig. 35. A 140x60x30 grid was set up in the crossflow channel while the plenum was 
descretized with a 31x60x15 grid.  
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Figure 35: Computational grid for the Ajersch case with plenum 
Grid points were clustered near the walls in both the zones in order to meet the 1

y  
requirement for the turbulence model. In the crossflow channel, the grid was extended to -
10D upstream of the jet in order to minimize the influence of the inlet boundary conditions on 
the flow development downstream of the jet. At the outlet of the channel, a zero gradient 
boundary condition was specified and at the jet exit, boundary conditrions were obtained by 
chimera interpolation. 
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The results were obtained in an iterative fashion and the solution was considered 
converged at a maximum residual and maximum divergence level of 410  . It took an average 
of 2000 iterations for the solution to reach the above mentioned level of convergence. 
4.1.3.3 Results and Discussion 
Results have been obtained with the low Reynolds number model of Lam-Bremhorst 
(LB) (1981) and have been compared with the earlier results using the same model without a 
plenum and also with experimental data of Ajersch et al. (1995). 
 Jet Injection Region: 
The flow field distribution in the vicinity of the jet injection region is shown in Fig. 
36. The flow in the jet plenum is observed to separate into a recirculation region close to the 
jet exit at the leading edge of the jet.  
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Figure 36: Velocity vectors in the vicinity of the jet injection region 
An accompanying recirculation region is formed in the crossflow just upstream of the 
jet. This is infact the trace of the horse-shoe vortex in the XY plane. It may be recalled here 
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that the earlier simulation without a plenum and using the LB model failed to predict the trace 
of the horse-shoe vortex immediately upstream of the injection region. 
The mean velocity and kinetic energy predictions at the jet exit are compared with 
experimental data in Fig. 37. It can be seen from the stream-wise velocity  jVU /  in Fig. 
37(a) that although the predictions capture the experimental trends, the velocity levels are 
predicted incorrectly. Close to the leading edge of the jet (X/D=-0.5) large negative velocity 
levels are predicted while the experiments do not show any such trend. It may however be 
noted that the experimental data is too sparse and only locations where a negative velocity is 
recorded is close to the jet center plane at Z/D=-0.084. This indicates the existence of a 
reverse flow region, but of much smaller magnitude than predicted by the simulation. 
Additionally, the predictions fail to capture the right peak level close to the trailing edge of 
the jet (X/D=0.5). 
Vertical velocity  jVV /  predictions show much better agreement with experimental 
trends in Fig. 37(b). The span-wise velocity  jVW /  prediction in Fig. 37(c), which is an 
indicator of the lateral spreading of the jet in the plenum, is however not in good agreement 
with recorded data at Z/D=-0.416. This observation along with the vertical velocity 
predictions indicates that the jet is discharged more or less vertically and shows less spreading 
than observed experimentally. It is therefore expected that the downstream development of 
the jet will show larger jet penetration than observed in the simulation without the plenum.  
Kinetic energy prdictions in Fig. 37(d) indicates that the predictions fail to capture the 
correct levels as compared to the experimental data. The recorded data indicates a kinetic 
energy peak close to the leading edge of the jet (X/D=-0.5) and a similar trend is shown by 
the predictions although the levels are underpredicted. Close to the jet center plane (Z/D=-
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0.084) another local peak value is observed close to the trailing edge of the jet (X/D=0.5), 
which is not captured by the simulations. 
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Figure 37: Velocity and kinetic energy profiles at the jet exit. (a) jVU / , (b) jVV / , (c) jVW / , 
(d) 
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In general, the predictions at the jet exit capture the vertical movement of the jet, but 
fail to represent accurately the lateral spreading of the jet. Also, the turbulent fluctuations, 
indicated by the kinetic energy levels, are underpredicted. This clearly points to the failure of 
the turbulence model to accurately represent the flow physics at the jet exit. It now reamins to 
be seen how the predictions at the jet exit influence the downstream development of the the 
jet and the wake region. 
 Jet Shear Layer and Wake Region: 
The stream-wise velocity comparisons along the jet center plane (X/D=0) in Fig. 38(a) 
indicate a higher jet penetration as compared to the simulation without a plenum. This trend is 
a direct consequence of the exit conditions at the jet injection region and has been explained 
earlier. A greater penetration of the jet is reconfirmed by the higher magnitude of the vertical 
velocity component shown in Fig. 38(b). A jet lift-off close to the experimental observations 
is seen at station Z/D=5, however the downward sweep of the jet recorded by the 
experimental data at station Z/D=8 is not captured by the simulation. 
 The kinetic energy predictions along the jet center plane are shown in Fig. 38(d) and 
the profiles are observed to follow the mean stream wise velocity trends in Fig. 38(a). The jet 
shear layer and wake predictions are particularly well captured at station Z/D=3. Further 
downstream at Z/D=5 and Z/D=8, the predictions fail to capture accurately the local peak 
values observed in the wake (Y/D=0.5) and jet shear layer (Y/D=1.4). The predicted trends 
observed along the jet center plane are also echoed in the plane along the edge of the jet 
(X/D=-0.5) as shown in Fig. 39. Once again a larger jet penetration is indicated by the stream-
wise velocity predictions in Fig. 39(a). A greater lift off of the jet is once again confirmed by 
the vertical velocity comparisons in Fig. 39(b). Higher positive vertical velocity magnitudes at 
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stations Z/D=0 and 1, and lower negative magnitudes at stations Z/D=3, 5 and 8 reconfirm the 
greater jet lift-off. 
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Figure 38: Velocity and kinetic energy profiles at X/D=0 at different Z/D from jet center 
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 Span-wise velocity comparisons in Fig. 39(c) give an indication of the extent of the 
lateral spreading of the jet. It is observed at station Z/D=1 that the simulation with plenum 
predicts larger negative span-wise velocity magnitudes very close to the wall as compared to 
the predictions with no plenum. This indicates that there is a stronger inward movement of the 
jet towards the jet center plane, which in tern indicates that the jet shows less lateral 
spreading. This fact is once again consistent with the exit conditions observed at the jet 
injection region and has been explained above, Similar trends are observed at stations X/D=3, 
5 and 8. 
 Kinetic energy comparisons in Fig. 39(d) show trends similar to predictions along the 
jet center plane in Fig. 38(d). The trends are captured perticularly well at station Z/D=8 where 
the mean flow is more like a boundary layer flow. This is a furthet indicator of the fact that 
the present model is more suitable for boundary layer type flows and therefore fails to capture 
the complexity of the turbulent mixing interaction taking place in the jet shear layer and the 
wake. 
4.1.3.4 Concluding Remarks 
The Ajersch case has been recomputed with the inclusion of a jet plenum and 
compared with an earlier simulation with no plenum. The focus in this study was to compare 
the influence of bulk effects in the jet plenum on the development of the jet downstream of 
the jet injections region. It was observed that the jet discharges primarily in the vertical 
direction and shows lesser lateral spreading as compared to the experimental data. The jet exit 
condition in tern causes the jet to penetrate higher in the crossflow. Additionally, a lesser 
lateral penetration is observed. The predictions at the jet center plane are a direct consequence 
of the failure of the two equations model to accurately predict the secondary flow in the 
plenum. 
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Figure 39: Velocity and kinetic energy profiles at X/D=-0.5 at different Z/D from jet center. 
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 In conclusion, it has been observed that inclusion of the plenum in the computational 
domain helps resolve some important flow features in the vicinity of the jet injection region, 
namely the recirculation region at the plenum exit and the horseshoe structure immedietely 
upstream of the jet hole. However, the two equation turbulence model used for this study 
failed to predict the correct kinetic energy levels at the jet exit. Additionally, in the crossflow 
channel the lateral spreading of the jet was underpredicted. 
4.2 Inclined Injection: UTRC Case 
While the above mentioned studies underscore the deficiencies of the existing two 
equation and second moment closure models, it is also desirable to transition from a simplistic 
Cartesian coordinate simulation to a case which is more representative of a film cooling jet in 
a crossflow interaction. The UTRC case with round hole and inclined injection has therefore 
been chosen and simulations have been performed with the pseudo-compressibility code in a 
generalized coordinate framework. 
4.2.1 Problem Description 
The film cooling configuration chosen corresponds to the experimental study of Laravich and 
Chiapetta (1995) where measurements are presented for 35 degree inclined injection through 
round hole. The physical domain along with computational grid is shown in Fig. 40. 
Experimental data has been recorded for a single round jet on a flat plate which represents the 
turbine blade surface. The experimental investigation for the above configuration was carried 
out for velocity ratios R=0.5, 1.0 and 1.5. However, the computations have only been carried 
out for the velocity ratio of R=1.0, and the general flow characteristics for this case as 
predicted by three different models are evaluated by comparison with the measurements. The 
primary focus of this study is to evaluate the performance of the models for an inclined jet 
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injection with emphasis on the predictive capability at the jet exit region and its influence on 
the downstream development of the coolant jet. 
4.2.2 Computational Details 
The simulations were performed with the pseudo-compressibility code, details of 
which have been provided in earlier sections. Further details on the algorithm and the 
numerical schemes are mentioned in Rogers and Kwak (1997) and only details regarding the 
computationsl grid and flow variables will be mentioned here. A three zone, generalized 
coordinate, non-uniform grid was set up in the computational domain as shown in Fig. 40. 
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Figure 40: Computational domain for the UTRC case 
 The crossflow channel has been descritized with a 130x60x35 grid in the X, Y and Z 
directions respectively. Grid points have been clustered around the jet hole and also close to 
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the channel wall. In the hole a 31x60x17 grid has been set up in the circumferential, vertical 
and radial directions respectively. Grid points are clustered near the jet tube walls and also at 
the inlet and exit of the tube where chimera interpolation boundaries lie. The plenum attached 
below the jet hole has a 31x60x60 grid set up in the circumferential, vertical and radial 
directions respectively with the grid points clustered near the walls. 
 At the crossflow channel inlet a th7/1  power law profile has been provided with a 
boundary layer thickness of 2D. A symmetry boundary condition is implemented in the 
spanwise direction while at the outlet the normal gradient of all variables was prescribed as 
zero. At the top plane, free-stream conditions were specified. A uniform velocity inlet 
boundary condition based on area ratio is specified at the plenum inlet while in the jet hole, 
boundary conditions are obtained from chimera interpolation. The equations have been non-
dimensionalized with the mean jet velocity, jV  and the jet diameter D and computations were 
carriued out at a Reynolds number ( /DV j ) of 20,500 for a blowing ratio of 1.0. The 
solution was considered converged at a maximum residual and maximum divergence level of 
4
10

 
4.2.3 Results and Discussion 
A discussion of the model predictions and comparisons with the experimental 
measurements will be presented next. The following nomenculature will be followed hereafter 
while refereing to the various models. The Lam-Bremhorst model will be refered to as LB, the 
realizable k  model will be referred to as RKE and the two layer k  model will be 
quoted as TLKE. 
 Flow Field Distribution: 
The flow field distribution in the jet hole and in the crossflow channel close to the jet 
injection region is shown in Fig. 41. A distinct jetting effect is observed in the jet hole due to 
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the formation of a recirculation bubble at the inlet to the jet hole where flow is accelerating 
due to the reduction in flow area. This effect has laso been observed by other researchers like 
Laylek and Zerkel (1997). In the vicinity of the jet exit region of the crossflow channel a 
much smaller wake region is observed. The flow is seen to behave more like a boundary layer 
flow within a distance of X/D=1 from the trailing edge of the jet hole. This is primarily due to 
the inclination of the jet and it is expected that the turbulece models will give better 
predictions for this inclined jet case. Attention is now turned towards evaluating model 
predcitions at the jet hole exit. 
X
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X/D=1
Y/D=1
Jetting effect
 
Figure 41:  Velocity vectors at the jet center plane (Z/D=0) 
 Jet Injection Region: 
Model predictions in the jet injection region are depicted in Fig. 42. It may however be 
noted here that the experimental data has been recorded at a plane Y/D=0.05 above the jet 
hole exit. The models tend to capture the correct stream-wise velocity profile in Fig. 42(a) 
near the leading edge of the jet (X/D=-1), but are found to overpredict the levels in the center 
of the jet hole. The experimental results show an almost flat profile in the bulk of the jet while 
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the predictions overshoot the levels. Although the RKE model tends to come close to the data 
in the center of the jet (X/D=0), it does not predict a flat profile as observed experimentally. 
Similar trends are observed for the vertical velocity components in Fig. 42(b) where the levels 
in the bulk of the jet are overpredicted. Close to the edge of the jet however, an 
underprediction of vertical velocity is observed. The span-wise velocity component 
comparisons in Fig. 42(c) are in much better agreement in this case as compared to the 
Ajersch case where lateral spreading was underpredicted. It is therefore expected that the 
lateral spreading will be predicted more accurately in the present study. The kinetic energy 
profiles depicted in Fig. 42(d) show model trends similar to those observed in the vertical 
injection Ajersch case. The kinetic energy levels in the bulk of the jet is underpredicted and 
points out to the deficiency of the models to accurately represent the turbulence levels at the 
jet exit. 
 It may however be noted here that although all the models give more or less similar 
predictions for the flow variables, the LB model predicts higher kinetic energy levels as 
compared to the RKE and TLKE models. 
 Jet Shear Layer and Wake Region: 
Mean velocity and kinetic energy predictions at different span-wise (Z/D) stations along 
the X/D=0 plane is shown in Fig. 43. The profiles from left to right for each quantity 
represent the predicted lateral development of the flow. The mean stream-wise velocity 
predictions in Fig. 43(a) show fairly good agreement with the experimental trends. The jet 
penetration depicted by profiles at Z/D=0, 0.199 and 0.409 show very good agreement with 
experimental data. The profiles at Z/D=0.628 and 0,857 represent the crossflow that is 
deflected around the jet and these too are in good agreement with the recorded data. The 
vertical velocity profiles in Fig. 43(b) additionally reaffirm the fact that the jet penetration in 
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this plane is correctly predicted. The span-wise velocity trends in Fig. 43(c) show slightly 
higher values than experimental data at stations Z/D=0.199, 0.409, 0.628 and 0.857 indicating 
that the lateral spreading of the jet is slightly over predicted along this plane. 
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Figure 42: Velocity and kinetic energy profiles at the jet hole exit 
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Figure 43: Velocity and kinetic energy profiles along X/D=0 plane 
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Kinetic energy predictions are shown in Fig. 43(d) and it is worth noting that the 
profiles at Z/D=0 and 0.199, which are in the jet injection region show good agreement with 
experimental trends while it was seen in Fig. 42(d) that the kinetic energy levels just above 
the jet exit were underpredicted. The RKE and TLKE models are seen to be doing a 
particularly good job at these stations. 
It is therefore hypothesized at this point that once the jet comes out of the injection 
hole, the kinetic energy levels are dictated by the shearing action of the jet against the 
crossflow and is no longer dependent on the jet exit conditions. This observation will be 
further emphasized while comparing the predictions along the X/D=5 plane. 
Predictions at different Z/D locations along the X/D=5 plane is shown in Fig.44. The 
mean stream-wise velocity component in Fig. 44(a) once again shows good agreement with 
experimental data. The jet penetration is accurately predicted by all the models and the 
models are found to do specially well at the location Z/D=0.857 where the flow mimics a 
boundary layer type profile. This is easily explained by the fact that these models were 
designed for boundary layer type flows. The vertical velocity predictions in Fig. 44(b) 
captures the experimental trends at stations Z/D=0. and 0.199. The LB model is found to do 
well at Z/D=0.409, but further along in the lateral direction at Z/D=0.628 and 0.857 the 
models predict higher negative values for the vertical velocity component. This being the 
case, it may however be noted that the span-wise velocity magnitudes shown in Fig. 44(c) are 
at least twice as large as the vertical component. Fig. 44(c) shows good agreement of the 
span-wise velocity component with experimental data thereby indicating that the lateral 
spread of the jet is correctly predicted. 
 The kinetic energy profiles along X/D=5 plane is shown in Fig. 44(d), where good 
agreement with experimental data is observed at stations Z/D=0 and 0.199. This further 
verifies the hypothesis made earlier that the kinetic energy predictions downstreams of the jet  
 108 
 
u
y
0 0.5 1 1.5 2 2.50
1
2
No Plenum
Plenum
Expt
Z/D=0.409
0 1
0
1
2
Z/D=0.628
0 1
0
1
2
Z/D=0.857
0 1
0
1
2
Y
/D
0 0.3
0
1
2
0 0.1
0
1
2
-0.05 0 0.05
0
1
2
-0.05 0
0
1
2
-0.05 0
0
1
2
Y
/D
-0.05 0 0.05
0
1
2
-0.1 0
0
1
2
-0.1 0
0
1
2
-0.1 0
0
1
2
-0.05 0
0
1
2
0 0.01
0
1
2
0 0.01
0
1
2
0 0.02
0
1
2
0 0.02
0
1
2
Y
/D
0 0.02
0
1
2
Z/D=0.199
0 1
0
1
2
Z/D=0
Y
/D
0 1
0
1
2
LB
RKE
TLKE
Expt
d) k / V
j
2
a) U / V
j
c) W / V
j
b) V / V
j
 
Figure 44: Velocity and kinetic energy profiles at different Z/D along the X/D=5 plane 
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injection region is not dependent on the jet exit profile, but is in fact influenced by the 
shearing action of the jet and the crossflow. At stations Z/D=0.628 and 0.857 the kinetic 
energy predictions are in fairly good agreement with experimental trends owing to the fact 
that the flow here is predominantly a boundary layer type flow. 
4.2.4 Concluding Remarks 
The UTRC case has been computed using three different turbulence models and it was 
found that the models do a much better job for this case as compared to the vertical injection 
case of Ajersch et al. (1995). This primarily attributed to the inclination of the jet injection 
which results in a much smaller recirculation flow wake region region. The flow recovers a 
boundary layer type character at a much shorter distance from the jet injection region as 
compared to the vertical injection case where a much larger wake region is observed. 
Furthermore, it has been found that the kinetic energy profiles in the deflected jet are not 
dependent on the jet exit conditions, but are more strongly dictated by the shearing action of 
the jet and crossflow. Considering the overall picture presented by the simulations, it is found 
that the LB model does a consistently better job than the other models used in this study. 
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CHAPTER 5. TURBULENCE MODEL DEVELOPMENT 
The simulations carried out so far in this study have clearly revealed that even for a 
relatively simplistic case of a jet in crossflow over a flat plate, the model predictions do not 
capture the experimental trends accurately. Hence, for a more complex scenario of film 
cooling over a turbine blade where curvature effects come into play, no major improvements 
can be expected. It is therefore important at this stage to develop an effective modeling 
strategy to overcome the drawbacks underscored in this study so far and to come up with an 
improved model. A turbulence model developed along these lines will now be presented in 
this chapter. 
The simulations performed with the two equation models in section 4.1 identified the 
near wall behavior of models as a weakness and a potential need for model development. The 
near wall behavior of functions used in turbulence models is important for accurately 
predicting the flow characteristics in the immediate vicinity of the wall. A number of 
important structures like the horse shoe wrapping around the base of the jet, the recirculation 
bubble at the tip of the jet exit and the recirculating flow in the wake of the jet are found very 
close to the wall. The various damping functions used in the models have to be asymptotically 
consistent in order for these structures to be predicted correctly. This assertion is further 
justified by comparing the flow structures predicted by the various models in Fig. 21.  It can 
be seen in Fig. 21(c) that the models differ in their prediction of the horse shoe upstream of 
the jet injection region. In the HRE model case the first point of the computational grid is 
placed at a 5.11

y  and therefore the horse shoe is not captured at all. Additionally, it can 
be noted in Fig. 21(c) that although the low Reynolds number models (LS, LB, MR, SP, MK 
and KW) resolve the near wall region, they differ in their prediction of the size of the horse 
shoe vortex. The k  based low reynolds number models (LS, LB and MR) use the same 
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equations and differ only in their use of near wall damping functions. The difference in 
predictions of the horse shoe vortex can therefore be directly attributed to the near wall 
behaviour of damping functions used by these models. The two non-linear models (SP and 
MR) also show different predictions of this structure while the k based KW model 
prediction is distictly different from the other models. The markedly different behaviour of 
the KW model can be explained by the fact that the behaviour of   in the near wall region is 
different from that of the dissipation rate . This fact once again illustrates the influence of 
near wall behaviour of models in predicting flow structures. Also, from Fig. 21(b) it can be 
noted that the recirculating flow region in the wake of the jet is predicted differently by the 
HRE and the low Reynolds number models (LS, LB, MR, SP, MK and KW). The 
recirculating flow structure is very different in case of the HRE model which does not resolve 
the near wall region, further strenghthening the assertion that the proper resolution of the near 
wall region is of great importance. An effort will therefore be made to develop asymptotically 
consistent near wall damping functions. This is specifically important from a heat transfer 
point of view since heat transfer is a surface phenomenon. 
During the course of the investigations it was also observed that the   equation 
introduces severe numerical stiffness due to its wall boundary condition which depends on the 
wall-normal derivative of the kinetic energy. The approximations used as alternatives to the 
derivative boundary condition, are ad-hoc and do not give the correct   behaviour in the 
vicinity of the wall. The use of 
k

   was expected to alleviate this problem, but the 
omission of cross-diffusion terms in the   equation leads to incorrect behaviour near the 
wall. This particular problem can be effectively addressed by solving for the turbulent time 
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scale, 


k
  instead of the   equations. This strategy will be used while developing an 
improved turbulence model and will be illustrated later in this chapter. 
It was additionally observed that the simplistic Boussinesque approximation for the 
Reynolds Stresses 
jiuu  does not represent the anisotropy of the flow field adequetly. A non-
linear formulation for 
jiuu  was used, but no significant improvements were observed as can 
be seen from Fig. 19 which depicts the profiles for the various components of the reynolds 
stress along the jet center plane. This prompted the use of the second moment closure models, 
however this strategy proved very expensive in terms of computational time as four additional 
equations were solved and it involved substantial numerical stiffness due to the complex 
nature of the modeled terms. Additionally, the approach proved futile as no significant 
improvements were observed, as can be infered from Fig. 27 which depicts the normal stress 
profiles along the jet center plane. It may be concluded here that although the simplistic 
Boussinesq approximation does not express the anisotropy of the flow field correctly, efforts 
at correcting this problem by means of a non-linear model or by using the second moment 
closure model did not prove to be a viable alternative. The turbulence model development in 
this section will therefore not focus on developing an anisotropic formulation as an approach 
in this direction has already proven to be futile. It may, however, form the basis for future 
work which is beyond the scope of the present study. 
Another area of concern is the failure of the models to correctly capture some basic 
physical structures of the flow as observed by experimental investigations (Andrepoulous and 
Rodi, 1984). It has been observed in some DNS (Muldoon and Acharya, 1998) and LES 
(Tyagi and Acharya, 1999) investigations of the present flow problem that an inherently 
unsteady simulation manages to capture a number of flow features of the jet in crossflow 
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interaction which in tern improves the prediction of mean and fluctuating quantities. In an 
unsteady RANS (URANS) simulation of flow around a surface mounted cube (Iaccarino and 
Durbin, 2000), Durbin showed that the averaged results from a URANS simulation showed 
better match with experimental data at downstream stations away from the immediate vicinity 
of the surface mounted cube. It can be infered from these investigations that an unsteady 
simulation approach is likely to give a better representation of the flow configuration as 
compared to a steady state appraoch. The model developed in this chapter will therefore be 
applied to the film cooling problem in an unsteady framework, which is refered to in 
published literature as URANS and has been described in earlier sections. 
Based on the above analysis, an improved turbulence model incorporating a turbulent 
time scale,   equation and employing asymptotically consistent wall functions will be 
presented next. This model will also adopt a new modeling approach that will remove the 
numerical stiffness that is usually associated with k  based models. A proper 
representation of the physics of the jet in crossflow in terms of some characteristic flow 
features will be obtained by using the model in a URANS framework. 
5.1 An Improved k  Model Based on DNS Data 
 An improved k  model with asymptotically consistent near-wall charateristics is 
being proposed in this section. DNS budgets have been used to reformulate the modeled terms 
in the   equation and a two-layer approach has been adopted to reproduce the correct near-
wall behaviour.  The resulting model is more robust both from a theoretical and computational 
standpoint. From a theoretical viewpoint, the various functions used in the model show the 
appropriate asymptotic near-wall behaviour and from a computational standpoint, the model 
overcomes the numerical stiffness that is usually associated with a k  based model. The 
latter has been achieved by solving for , the turbulent time scale instead of the dissipation 
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rate   and by eliminating the function 2f , which tends to zero near the wall and thereby leads 
to an unchecked growth of  . The superior charactristics of the improved model is 
demonstrated by its application to a wide range of wall bounded as well as free shear flows, 
namely a Channel Flow, a Backward-facing step and a Co-axial jet flow. 
5.1.1 Drawbacks of the   Equation 
 Numerical simulation of practical engineering flow problems have traditionally 
employed the the two-equation k  model (Jones and Launder, 1972) for turbulence 
closure. This model has typically suffered from the lack of natural wall boundary condition 
for the dissipation rate  . Models developed over the years have either used physically 
inconsistent boundary conditions or the boundary condition has been related to higher order 
deivatives of the turbulent kinetic energy. The former approach leads to asymptotically 
incorrect predictions in the vicinity of a wall, while the latter results in computational 
stiffness. Additionally, the balance of terms at the wall in the modeled  equation depends on 
higher order correlations. The models for these correlations proposed over the years (Patel et 
al., 1985) have considerable uncertainities and add to numerical stiffness. These problems are 
partly alleviated by solving for the reciprocal turbulent time scale   (Wilcox and Traci, 
1988) instead of the  equation since the behaviour of   near a wall is better known. 
However, the k  model yields asymptotically inconsistent kinetic energy predictions near 
the wall (Wilcox and Traci, 1988). This has been attributed to the omission of a viscous cross-
diffusion term in the modeled   equation (Wilcox, 1988).  
The above mentioned problems with the two-equation models can be properly 
addressed by solving for the turbulent time scale  (= /k ) (Speziale et al., 1992). In the 
vicinity of the wall the turbulent time scale is known to vary as  2/2y  and at the 
wall 0 , which provides an exact boundary condition that does not involve any ad-hoc 
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empericism. Additionally, the balance of terms at the wall involves only exact viscous terms. 
In this section, an improved k  model is being presented. The proposed model adopts 
correct damping functions obtained from an asymptotic analysis of DNS data for a channel 
flow (Kasagi et al.). The turbulent diffusion terms in the  equation have been reformulated to 
avoid use of modeled terms that result in numerical stiffness in the immediate vicinity of the 
wall. The cross-diffusion terms are implemented in a conservative format to overcome 
numerical stiffness resulting from the inclusion of these terms as a source in the  equation. 
The model is applied to several standard test problems to examine its performance. Wall-
bounded flows and shear-layer type flows are both considered. The specific applications 
include: a fully-developed channel flow, flow past a backward facing step (re-attaching shear 
layer) and a co-axial jet flow (free shear-layer). In each case the improved prediction 
capabilities of the new model are demonstrated. 
5.1.2 A New Turbulent Time Scale Equation 
 Numerical simulation of turbulent flows involves solving the continuity and the time-
averaged Navier Stokes equations, which are given as: 
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Where the Reynolds stress tensor jiuu is given by the Boussinesq approximation as: 
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The eddy viscosity t  is related to the turbulent kinetic energy, k and its dissipation rate,    
in the following manner (based on dimensional arguments): 

 
2
k
fct           (54) 
In the above equation, c  is proportionality constant and f  is a damping factor to properly 
represent the near-wall behaviour in the viscous sublayer. 
The exact equations for k  and  can be written as: 
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Where the terms on the right hand side of the above equation represent the viscous 
diffusion, turbulent diffusion, production and destruction respectively. The various terms are 
traditionally modeled, using the gradient approximation as follows: 
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The commonly used boundary condition is given as: 
 


2
2
y
k
         (61) 
 117 
This requires the second derivative of the kinetic energy at the wall and leads to considerable 
numerical stiffness. Alternatively, the Neuman boundary condition has also been used 
extensively and is computationally less stiff. 
0
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
         (62) 
However, it is ad-hoc and leads to incorrect predictions of dissipation rates near the wall. 
Additionally, the balance of terms at the wall involves higher order correlations: 
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The simpified models for these correlations (equations (58) and (60)) have to be 
compensated with extra model terms (Patel et al., 1985) to correct the near wall behaviour, 
thereby increasing the numerical stiffness. The function 2f  is typically modeled as: 
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This term tends to zero in the immediate vicinity of the wall and increases numerical 
instability of the  equation by allowing an unchecked growth near the wall. 
The aforementioned problems can be alleviated by solving for the turbulent time scale 


k
  instead of the dissipation rate . The exact equation for  can be derived from the 
equations (55) and (56) and is given as: 
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The above equation has a simplified boundary condition at the wall ( 0 ). Also at the wall 
(y=0), the balance of terms is: 
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It involves only exact viscous terms and the equation (66) is satisfied in the vicinity of the 
wall if  2/2y . In this manner, the two main deficiencies (boundary condition at the wall 
and near-wall asymptotic behaviour) associated with the k  model are addressed and 
forms the basis for pursuing this approach as a viable option. 
The terms on the RHS of Eq. (55) can be modeled to obtain the reduced k  
equations. Alternatively, these equations can be obtained strating from the modeled equations 
for k and   that are obtained by substituting equations (57), (58), (59) and (60) into equations 
(55) and (56) and are written as: 
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Substituting  /k  in equation (68) and using equation (67), the modeled   equation can 
then be written as: 
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This form is similar to the ones reported in published literature (Speziale et al., 1992) 
with the exception of the last term, which is a consequence of using the kinetic energy 
equation to eliminate the DtDk /  term. Equation (69) reduces to the standard reported form 
of the  equation (Speziale et al., 1992) if one adopts  k . However, in the present model, 
an improved formulation for k  and   will be proposed which will then require the inclusion 
of the last term in equation (69). 
Comparing the modeled equation (69) to the exact equation (55), it can be seen in a 
straight forward way that the various terms in the exact equation (55) have been modeled in 
the following fashion: 
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Modeled terms (70), (71) and (72) will be compared with DNS data for a Channel flow 
(Kasagi et al.) once the various functions appearing in the new model are determined. 
As stated earlier, the function 2f  tends to zero in the immediate vicinity of the wall 
leading to numerical stiffness. Hence, in the present model the use of this function is being 
eliminated by adopting 12 f  and its effect near the wall is partly accounted for by adopting 
the following formulation for k and  : 
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Where  /Re y  is the Taylor microscale. It follows from (73) and (74) that: 
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Finally, we turn our attention to the function f  used in equation (54) and consider the 
following model for it: 
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While modeling f  it was observed that adopting the function tanh(
5.1
)155/(Re y  ) in 
the immediate vicinity of the wall ( 0.5y ) gave better agreement with DNS data, while 
away from the wall ( )5y , tanh(
0.3
)115/(Re y  ) matched DNS trends better. Therefore, a 
blend of the two was chosen in the form of equation (76) and the coefficients were derived 
from curve fitting with DNS data. Hence, this model gives the correct behaviour, 
)/1( yf    near the wall and asymtotes to one at the correct rate away from the wall as can 
be seen by comparison with Channel flow data (Kasagi et al.) in fig. 45. 
We will now present a comparison of modeled terms (70), (71) and (72) with DNS 
budgets from a Channel Flow (Kasagi et al.). In this study however, we will analyse the 
performance of the the sum of the modeled terms instead of comparing each term seperately.  
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Figure 45: Profiles of damping function fmu for channel flow. (DNS: Data of Kasagi et al., 
NEW: New k  model, SP: Speziale Model) 
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The new model (henceforth NEW) replicates the DNS budgets very well in the 
vicinity of the wall as can be seen from fig. 46. However it may be noted here that the 
comparison in the region 5y  over-shoots the DNS budgets substantially. This is a direct 
consequence of using 12 f . This descrepency is easily handeled by adopting a two layer 
approach where the value of   in the immediate vicinity of the wall is set as: 
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Using near wall equlibrium analysis, we can generalize the above condition for flows with 
seperation and reattachment, by adopting 
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Figure 46: Comparison of Sum of   budget terms for channel flow. (DNS: Data of Kasagi et 
al., NEW: New k  model, SP: Speziale Model) 
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We will now apply this model to a fully developed channel flow, a backward facing 
step and a co-axial jet flow. The model predictions will also be compared with the k  
model of Speziale (Speziale et al., 1992) in order to evaluate its performance. For the sake of 
clarity, the newly developed model is summarized below: 
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Note here that the cross diffusion terms of equation (69) have been reformulated in a 
conservative format in order to enhance diagonal dominance of the solver and hence decrease 
the numerical stiffness associated with these terms. 
5.1.3 Model Validation Test Cases 
 Fully Developed Channel Flow: 
The performance of the proposed model, hereafter referred to as NEW model, is 
compared with DNS data of a fully developed Channel flow (Kasagi et al.), with a Reynolds 
number, Re =150. The above dataset was selected as it has extensive tabulated data on both 
the Kinetic Energy and Dissipation rate budgets. The various coefficients and functions for 
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the proposed model have therefore been calibrated using the mentioned dataset. Computations 
were done on a highly refined grid with 210 points in the flow direction and 95 points in the 
wall normal direction. The first grid point was placed at 035.0y  with 5 grid points placed 
within a 1y  and a total of 13 grid points placed within the viscous sub-layer ( 5y ). 
This grid was considered sufficient for the present simulation as it far exceeds the general 
requirement of one grid point within 1y  that is generally adopted for low Reynolds 
number models. Additionally, the grid reproduces the correct law of the wall (   yu ) in the 
region 5y , which further illustrates that the grid is sufficiently fine in the near wall 
region. Results were also compared with predictions from the model of Speziale (hereafter 
refered to as SP) where 100 grid points were used in the direction normal to the wall and the 
first point was placed at 2.0y .  
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Figure 47: Mean velocity profiles for channel flow. (DNS: Data of Kasagi et al., NEW: New 
k  model, SP: Speziale Model) 
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The mean flow velocity prediction in fig. 47 shows that the NEW model matches the 
law of the wall,   yu  in the immediate vicinity of the wall and a marginally improved 
prediction is observed in the logarithmic layer as compared to the SP model. Figure 48 
compares the model predictions for the turbulent kinetic energy, which clearly shows a 
remarkable improvement with the NEW model. The kinetic energy has the correct asymptotic 
behavior ( 2yk  ) as can be seen from the predictions in the region 5y . Additionally, the 
predicted kinetic energy peak value is in very close agreement with DNS data. The 
predictions are also in sharp contrast to the SP model, which fails to capture the right trends 
both in the near wall and peak value region. 
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Figure 48: Kinetic energy profiles for channel flow. (DNS: Data of Kasagi et al., NEW: New 
k  model, SP: Speziale Model) 
 
A similar improvement is observed in the   profile as can be seen in fig. 49. The two-
layer apparoach enables the NEW model to give asymptotically correct behaviour in the near-
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wall region ( 5y ). The model also matches the DNS trends in the region 5 < y  < 60, 
whereas the SP model underpredicts in this region substantially. In this region, where the 
diffusion process is more dominat, the improvement in predictions can be attributed to the 
new formulation of k  and   functions adopted in the present model.  
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Figure 49: Tau profiles for channel flow. (DNS: Data of Kasagi et al., NEW: New k  
model, SP: Speziale Model) 
 
The shear stress, uv , profile in Fig. 50 is also observed to show the correct near-wall 
behaviour ( 3yuv  ), thereby demostrating comprehensively that the present model has 
improved characteristics as compared to the SP model. 
 Backward Facing Step: 
 The model has also been applied to a backward facing step in order to evaluate its 
performance in a complex geometry where there is recirculation and reattachment of flow. 
The numerical predictions have been compared to the experimental data of Kasagi et al. 
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(1995) with a Reynolds number of 5540 based on upstream centerline velocity and step 
height. The computational domain consists of a 32x42 grid in the region upstream of the step 
and a 141x61 grid in the region downstream of the step. Results are also compared with 
predictions from the Lam and Bremhorst (LB) model. Comparison with the SP model is not 
possible in this section as the SP model was developed for wall bounded flows without 
recirculation and reattachment. The functions 2f  and f  in the SP model are both dependent 
on the quantity y  and therefore cannot be used for flow cases where there is recirculation of 
flow. In contrast, both the LB and NEW model employ generalized variables tRe  and yRe  in 
their functions 2f  and f  that can be used in recirculating flows as well as flows without 
separation of boundary layer. Figure 51 depicts the mean flow direction velocity comparisons 
at different stations downstream of the step. 
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Figure 50: Turbulent shear stress profiles for channel flow. (DNS: Data of Kasagi et al., 
NEW: New k  model, SP: Speziale Model) 
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Figure 51: Mean velocity profiles at different downstreams locations for a backward facing 
step flow. (Expt: Data of Kasagi et. al, 1995, LB: Lam-Bremhorst model, NEW: New k  
model) 
 
The present model does marginally better than the LB model at locations X/H=1 and 
X/H=3. However, at X/H=5 a significant improvement in predictions is observed with the 
NEW model near the lower wall. The negative velocity level is more accurately predicted by 
the present model as compared to the LB model. This essentially indicates that the 
recirculation region predicted by the NEW model is in better aggrement with experimental 
results. Furthermore at X/H=8, it is observed that the NEW model shows close agreement 
with experimental trends near the bottom and top wall. 
The flow pattern downstream of the step in terms of streamlines is depicted in Fig. 52. 
The NEW model is shown to predict a reattachment length of 6.2H as compared to the LB 
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model that showed a reattachment at 5.0H in Fig. 7. The mean reattachment length, where the 
forward flow fraction near the wall equaled to 0.5, was found to be located at 6.51H 
downstream of the step in the experimental data of Kasagi et al. (1995).   
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Figure 52: Streamlines in the vicinity of the step as predicted by the new k  model. 
The improved predictions of the NEW model are further illustrated by observing the 
kinetic energy profiles in fig. 53. The improvement in prediction is significant at location 
X/H=1 in the region y<1, which is the recirculation region just downstream of the step. In this 
region, the NEW model shows close agreement with experimental data and hence 
demonstration the capability of the model to do well even in recirculating flows. The trends at 
further downstream locations X/H=3 and X/H=5 also compare well with the experimental 
observations in the recirculation region. At location X/H=8 where the flow has reattached to 
the lower wall, the NEW model continues its improved predictions while the LB model is 
observed to overpredict trends. In general, the NEW model is found to be capable of handling 
this flow situation where there is separation and re-attachment of flow. 
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Figure 53: Kinetic energy profiles at different downstream locations for a backward facing 
step flow. (Expt: Data of Kasagi et. al, 1995, LB: Lam-Bremhorst model, NEW: New k  
model) 
 
 Coaxial Jet: 
Further examination of the performance of the NEW model is now directed to a 
coaxial jet flow in order to evaluate the model prediction in free shear flows. A vertical 
axisymmetric turbulent jet emitted from a fully developed pipe flow, weakly confined in 
coflowing air was investigated and results have been compared with the experimental 
observations of Anselmet and Fulachier. The jet and the coflow have the same density and 
results have been compared in the near-jet region of the flow. The mean vertical velocity 
comparisions at different vertical locations are depicted in fig. 54. The new model shows 
good agreement with experimental results and is able to predict the trends in the shear layer 
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region (0.25<R/Dj<1.0). It can also be seen from the comparisons at different vertical 
locations that the NEW model captures the spreading of the jet in the vertical direction fairly 
accurately.  
R/D
j
V
* =
V
/6
.0
+
Y
/D
j
0 0.5 1 1.5 2
1
2
3
4
5
6
7
Expt
NEW
Expt
LB
Y/D
j
=1
Y/D
j
=2
Y/D
j
=3
Y/D
j
=4
Y/D
j
=5
 
Figure 54: Mean velocity profiles at different vertical locations for a coaxial jet flow. (Expt: 
Data of Anselmet and Fulachier, NEW: New k  model, LB: Lam-Bremhorst model) 
 
 The improvement in Kinetic energy predictions by the NEW model is found to be 
fairly significant in fig. 55. The NEW model predicts the correct kinetic energy levels in the 
shear layer region (0.25<R/Dj<1.0) while the LB model is found to overpredict in this region. 
The NEW model also captures the correct Kinetic Energy peak values that occur in the shear 
layer region at vertical locations Y/Dj=2, 3 and 4 where the LB model overshoots the peak 
levels considerably. The NEW model shows an overall improvement in predictions over the 
LB model in the coaxial jet flow situation and is therefore found to give consistently good 
results in both wall bounded and free shear flow situations. 
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Figure 55: Kinetic energy profiles at different vertical locations for a coaxial jet flow. (Expt: 
Data of Anselmet and Fulachier, NEW: New k  model, LB: Lam-Bremhorst model) 
 
5.2 Film Cooling Flow Predictions with New Model 
The improved k  model developed in the previous section will now be applied to 
predicting the film cooling jet in crossflow interaction. The model equations will be solved in 
an unsteady framework as it is expected that an inherently time dependent simulation will 
predict the flow dynamics more accurately as compared to the steay state simulation where a 
number of important flow features are simply not captured by the time averaged equations. As 
stated earlier, these structures have a significant bearing on the instentaneous as well as time 
averaged quantities. Performance of the model will therefore be evaluated in terms of the 
ability of the model to predict some characteristic flow features as observed in experimental 
studies. Attention will then be focussed on how the predicted velocity field and kinetic energy 
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compares with experimental data at different locations in the flow field and wether the 
unsteady approach yields any improvements. 
5.2.1 Problem Description 
The film cooling configuration of Ajersch et al. (1995) as described in section 4.1.3 
has been used for this study. The jet injection plenum has been included in the computational 
domain to avoid interpolation of experimental data at the jet exit. It is known from 
experimental investigations (Andrepoulous and Rodi, 1984) that the flow structures in the 
plenum interact with the crossflow at the leading edge of the injection slot and this in tern has 
a bearing on the unsteady flapping of the jet and subsequently the downstream development 
of the jet. Attention will therefore be focussed on the jet injection region to see if a similar 
interaction is observed in the model predictions. 
5.2.2 Computational Details 
The modeled transport equations are solved using the low Mach number 
preconditioning code. Further details of the algorith and numerical schemes used in the code 
can be found in Harvey and Rangitch (2002). 
 The above mentioned code is capable of running on massively parallel computational 
platforms thereby reducing the computational time significantly. Accordingly, the 
computational domain is divided into twenty two zones with grid clustering close to the 
crossflow and plenum walls. In the crossflow channel, the grid extends to -5D upstream of the 
jet and 20D downstream of the jet. A channel height of 5D has been used in the vertical 
direction and the lateral span is 3D. For this simulation, the span-wise domain includes the 
entire jet injection slot as compared to the previous simulations where only one half of the jet 
slot was included as can be seen in Fig. 56. The grid is symmetric about the jet center plane 
(Z/D=0) and its distribution in half the domain ( .0/5.1  DZ ) is the same as the grid 
distribution used in section 4.1.2, where predictions with second moment closure models were 
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reported. A grid independence study has already been shown in fig. 22 and is also valid for 
the present case as the two grids have the same distribution of points in the flow direction, the 
vertical direction and half the span-wise direction.  
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Figure 56: Compuational grid for Ajersch case URANS 
5.2.3 Results and Discussion 
Results have been obtained with the newly developed k  model, solved in an 
unsteady framework and has been compared with the earlier results from the model of Lam 
and Bremhorst (1981). 
 Jet Injection Region: 
 The flow field in the vicinity of the jet injection region is characterized by a periodic 
interaction between the jet and the crossflow. In the experimental study of Andrepoulous 
(1982) it was observed that due to an adverse pressure gradient located at the upstream edge 
of the jet hole, the crossflow rolls up into a vortex. This structure, known as the horse-shoe 
vortex pops in and out of the jet injection plenum. A bi-modal behaviour is observed where in 
one mode, the vortex is outside of the jet hole and in the other mode the boundary layer inside 
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the jet hole seperates at the upstream edge of the jet hole exit, which allows the ingestion of 
horse shoe vortex into the plenum.  
A similar pattern has been captured by the new model as can be seen in Fig. 57 where 
the unsteady movement of the horse shoe is depicted. In fig. 57(a), the horse-shoe in the form 
of a large vortex roll up is found sitting just upstream of the jet injection hole (X/D<-0.5 and 
Y/D<0.05) very close to the wall at time t=60.0 seconds. At time t=61.0 seconds, the horse-
shoe vortex is observed to shrink in size while being injested into the plenum. The horse shoe 
is observed to have entered the plenum at time t=62.0 seconds in the form of a distict vortex 
roll-up as can be seen in fig. 57(c).  
This sequence of events depicts a bi-modal behavior observed in the simulation, which 
is consistent with the experimental observations (Andrepoulous, 1982). Furthermore, it should 
be noted here that in fig. 57(a), the jet is seen to be discharging primarily in a vertical 
direction with some flow being entrained into the horse-shoe close to the leading edge of the 
jet (-0.5<X/D<-0.45). However in fig. 57(c) it can be seen that when the horse-shoe enters the 
plenum, the crossflow acts as a partial lid over the jet injection hole (-0.5<X/D<-0.45) and 
forces the jet to discharge from the trailing side of the jet hole. The unsteady movement of the 
horse shoe was observed periodically through out the simulation as can be seen from the 
sequence of events in figs. 57(d), (e) and (f). This unsteady sequence from fig. 57(a) to fig. 
57(d) was found to be the primary mechanism for the unsteady flapping of the jet and a 
periodic time period T=3.7 seconds was observed. The bi-modal behaviour of the horse shoe 
vortex is further illustrated in terms of streamlines in fig. 58(a) and is compared with the 
experimental observations of Andrepoulous in fig. 58(b). The present simulation is found to 
exhibit a pattern similar to the observations of Andrepoulous where in Mode A the vortex is 
seen sitting just upstream of the jet injection hole and in Mode B it is ingested into the jet 
delivery hole. 
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Figure 57: Unsteady ingestion of horse-shoe vortex into the jet injection plenum for blowing 
ration 0.5 
 
A vertical velocity ( jVV / ) signal at the jet center point (X/D=0, Y/D=0, Z/D=0) 
recorded over one flow-through time period (approximately 12 seconds) is depicted in Fig. 
59. A distinctly periodic signal with a time period of T=3.7 seconds is observed, where the 
sequence of the movement of the horse shoe shown in Fig. 57 is depicted by the red dots (a) 
through (f). Mode A, where the horse shoe vortex is at the edge of the jet hole is depicted by 
red dots (a) and (d), while Mode B, where the vortex is ingested into the plenum is depicted 
by red dots (c) and (f). The time period of the unsteady flapping of the jet will be estimated 
later in this section by observing velocity signals at characteristic points in the wake and shear 
layer of the jet downstream of the jet injection region. 
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Figure 58: Bi-modal behaviour of the Horse shoe vortex. (a) Streamlines from present 
simulation, (b) Experimental observations from Andrepoulous (1982) 
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Figure 59: Vertical velocity ( jVV / ) signal at the jet center point(X/D=0, Y/D=0, Z/D=0) 
The influence of the unsteady patterns observed near the plenum exit on the averaged 
velocity and kinetic energy predictions at the jet exit plane is depicted in fig. 60. It can be 
seen from the stream-wise velocity )/( jVU  profiles that a significant improvement in 
predictions is observed with the unsteady  k  approach. Close to the leading edge of the jet 
(X/D=-0.5) the new model picks up the right velocity profile close to the plenum wall at all 
Z/D locations (Z/D=-0.416, -0.250 and -0.084). This improvement in the near wall region can 
be attributed both to the asymptotically correct wall damping functions employed by the 
model and the ability of the unsteady approach to capture the flow physics at the jet exit 
plane. Furthermore, it is also observed that the velocity predictions of peak values in the 
center of the jet (X/D=0.) and near the trailing edge (X/D=0.5) are also more accurate for the 
unsteady k  approach and the new model is able to capture the right velocity trends all 
along the jet exit plane.Vertical velocity )/( jVV  predictions also show equally good 
improvements specificall near the trailing edge (X/D=0.5) of the jet where the maximum 
vertical velocity levels are captured more accurately at locations Z/D=-0.416 and Z/D=-0.084 
by the unsteady k  approach. The span-wise velocity )/( jVW  predictions show significant 
improvement at location Z/D=-0.416. 
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Figure 60: Velocity and kinetic energy profiles at the jet exit plane. (Red lines: unsteady k , 
Black lines: steady k ) 
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 This particular location is close to the edge of the jet in the span-wise direction and 
gives a measure of the lateral spreading of the jet. Unlike the LB predictions in fig. 37 where 
the jet is observed to be discharging primarily in the vertical direction, the new model 
predcitions (both steady and unsteady) show significant lateral spreading of the jet in the jet 
hole itself. This is likely to impact the lateral spreading of the jet once it comes out of the 
injection plenum and interacts with the crossflow. 
 The most significant improvement is observed in the kinetic energy profiles in Fig. 60. 
The new model (steady and unsteady) captures the correct levels in the bulk of the flow (-
0.25<X/D<0.25) while the LB model had significantly underpredicted in this region (Fig. 37). 
Also, the movement of the horse-shoe in and out of the plenum ensures that the kinetic energy 
levels are much higher close to the leading edge of the jet (X/D=-0.5) in the unsteady k  
approach. This is in contrast to the LB model where no such interaction was observed and 
hence the peak levels close to the leading edge of the jet were considerably lower as seen in 
Fig. 37. It can therefore be concluded that the ability of the unsteady k  model approach to 
capture the unsteady trends at the jet exit region leads to improved velocity and kinetic energy 
predictions.  
 Jet Shear Layer and Wake Region: 
Attention is now focused on the downstream development of the jet shear layer and 
the wake regions of the jet. As stated earlier in section 5.2.1, velocity signals at some 
characteristic points in the shear layer and wake region of the jet will be examined in order to 
establish a time period of flapping of the jet as it is convected downstream in the crossflow 
channel. The sampling points are depicted in fig. 61 where point (1) lies in the recirculation 
region in the wake of the jet at X/D=1 and point (2) lies in the shear layer of the jet at the 
same X/D location. Point (3) has been placed in the wake region of the jet at X/D=3 while 
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point (4) is in the shear layer of the jet at station X/D=3. The stream wise velocity 
)/( jVU signal at point (1) point (2) is shown in Fig. 62. Once again, a very distinct periodic 
signal is observed at both points (1) and (2) with a time period of T=3.7 seconds.  
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Figure 61: Velocity sampling point locations in the wake and shear layer of the jet along the 
jet center plane (Z/D=0) 
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Figure 62: Stream wise velocity signals. (a) jVU /  at point (1), (b) jVU /  at point (2) 
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Similar trends are observed for sampling points (3) and (4) which are shown in Fig. 
63. It may however be noted here that the amplitudes of velocity fluctuations at point (1) and 
point (2) are somewhat different. For point (1) in Fig. 62(a), an amplitude of approximately 
0.15 is observed if the mean is considered to be at jVU / =-0.7.  
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Figure 63: Stream wise velocity signals. (a) jVU /  at point (3), (b) jVU /  at point (4) 
However at point (2) in Fig. 62(b), an amplitude of approximately 0.25 is observed if 
the mean is considered to be at jVU / =1.5. This seems to suggest that the fluctuations in the 
shear layer (point (2)) are more vigorous as compared to those in the wake of the jet (point 
(1)). A similar inference can be derived from points (3) and (4) in Fig. 63(a) and Fig. 63(b) 
respectively. Additionally, the velocity signals at all downstream sampling locations (points 
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(1), (2), (3) ans (4)) seem to suggest a time period of fluctuation of T=3.7 seconds. After 
analyzing the velocity signals at the jet exit (Fig. 59) as well as at the downstream sampling 
points (Figs. 62 and 63), it can be concluded that the jet fluctuates periodically with a time 
period T=3.7 seconds. 
The unsteady downstream movement of the film cooling jet, corresponding to the 
movement of the horse shoe in Fig. 57, is depicted in Fig. 64 through velocity vectors at 
different time instances. The snapshot of velocity vectors at time t=0 corresponds to the time 
instance when the horse shoe is seen at the edge of the jet injection hole (Fig. 57(a)). At time 
t=0.27T when the horse shoe begins to descend into the jet plenum (Fig. 57(a)), it is observed 
that the jet penetrates higher into the crossflow and the recirculation region in the immediate 
vicinity of the jet (0.5<X/D<1.5) is seen to increase both in the vertical and stream wise 
direction. At time t=0.54T the horse shoe is ingested into the jet plenum and the crossflow 
acts as a partial lid over the leading edge of the jet injection hole forcing the jet to discharge 
primarily from the trailing side of the jet hole. This causes the jet to penetrate into the 
crossflow to a lesser degree as compared to that at t=0.27T and a simultaneous reduction in 
the recirculation region in the immediate vicinity of the jet is observed. The horse shoe once 
again pops out of the jet plenum and is located on the edge of the jet hole at time t=T. This 
cycle repeats itself at t=1.27T and at t=1.54T.  
The unsteady flapping of the jet in the crossflow can be observed more prominently by 
looking at the span-wise vorticity, 












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)/(
)/(
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)/(
DY
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DX
VV jj
z  contours along the jet center 
plane (Z/D=0.) at different time instances in Fig. 65. The periodic growth and shrinkage of the 
recirculation region in the immediate vicinity of the jet is observed distinctly by observing the 
contours shaded with red in the region 0.5<X/D<1.5. Additionally, the movement of the shear 
layer of the jet is depicted by the contours shaded by blue. 
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Figure 64: Velocity vectors along the jet center plane (Z/D=0) at different times.  
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Figure 65: Vorticity contours z  along the jet center plane (Z/D=0) at different times. 
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A distinct unsteady flapping of the shear layer is observed as the jet is convected 
downstream by the crossflow. The movement of the jet in Fig. 65 is depicted over two time 
periods and a clear periodicity of structures can be observed between time spans t=0 to t=T 
and t=T to t=2T. 
 A corresponding unsteady behaviour of the kinetic energy  2/ jVk  contours is 
observed in Fig. 66. Higher levels of kinetic energy fluctuations depicted by the red contours 
are found in the shear layer and the recirculation region of the wake in the vicinity of the jet 
(0.5<X/D<5.0).As the flow progresses downstream the kinetic energy levels are found to 
dissipate It is also observed that for X/D locations greater than 2.0 the kinetic energy levels do 
not show any significant fluctuations in the wake region close to the wall (Y/D<0.5). The 
more significant variance of kinetic energy levels in observed in the shear layer of the jet as it 
move downstream of the crossflow channel.  It may be recalled here that the velocity signals 
recorded at various sampling points in the downstream region of the jet and depicted in Figs. 
62 and 63 had also indicated that the amplitude of fluctuations is more in the shear layer than 
in the wake of the jet closer to the wall. This observation is likely to have an impact on the 
kinetic energy predictions in the wake of the jet.  
 The downstream development of the flow field along the jet center plane 
(Z/D=0) at different X/D locations is shown in the form of line plots in fig. 67. The results 
with the new model both in a steady and unsteady framework are compared with results from 
the model of Lam and Bremhorst (LB). In fig. 67(a) it can be seen that the flow direction 
velocity )/( jVU predictions at locations X/D=0 and 1 with the new model are similar to that 
obtained with the LB model. However, at location X/D=3 it can be seen that the unsteady 
k  predictions are closer to experimental data in the shear layer region of the jet 
(1.2<Y/D<1.6).  
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Figure 66: Kinetic energy contours along the jet center plane (Z/D=0) at different times 
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 This trend is attributed to the fact that as the flow progresses further downstream the 
unsteadiness of the flapping of the jet increases and there the unsteady k  is able to capture 
the trends better. This observation is specifically true at locations X/D=5 and X/D=8 where 
the unsteady k  does a much better job at predicting the shear layer of the jet 
(1.0<Y/D<2.0). The vertical velocity )/( jVV  predictions in fig. 66(b) do not show any 
notable difference between the k  models (steady and unsteady) and the LB model. It may 
also be noted here that the vertical velocity levels are an order of magnitude lesser than the 
flow direction velocity and therefore no significant difference should be expected between the 
averaged unsteady k  and the steady state LB model predictions. The most significant 
difference in predictions between the unsteady k  and the LB model is observed for the 
kinetic energy in fig. 67(d). Once again, at locations X/D=0 and 1 it is observed that the 
kinetic energy predictions are not significantly different. However, at location X/D=3 it is 
seen that a substantial improvement in predictions is obtained by the URANS in the shear 
layer of the jet (1.0<Y/D<2.0). 
 The improvement in predictions continue at locations X/D=5 and X/D=8. These 
improvements in predictions can be directly attributed to the ability of the model to capture 
the unsteady flapping of the jet as it moves further away from the jet injection region. It can 
therefore be concluded at this point that the unsteady flapping of the jet has a significant 
bearing on the accurate prediction of the averaged flow field in the jet shear layer and 
therefore an inherently time dependent simulation is a must in order to capture the correct 
trends in the jet shear layer. A steady state solution is not able to produce the correct 
behaviour as has been observed throughout this study. However, it is also clear at this point 
that the proper resolution of the wake of the jet continues to be an area of deficiency for the 
turbulence models.  
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Figure 67: Velocity and kinetic energy profiles at Z/D=0 at different X/D from the center of 
the jet. (o: Ajersch data, Red lines: unsteady k , Green lines: steady k , Blue lines: LB) 
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 The steady k  model does shows two distinct peak values- one near the wall in the 
wake region and one in the shear layer as can be seen from kinetic energy predictions at 
stations X/D=3, 5 and 8 in Fig. 67. However, this model does not predict the shear layer 
correctly and the jet trajectory is not carrect as is the case with the LB model and the jet 
penetration into the crossflow is underpredicted. When the k  model is run in an unsteady 
framework, the shear layer and thereby the jet trajectory is captured accurately, but at the 
same time peak kinetic values in the wake of the jet are not captured. This behaviour of the 
unsteady   k  mnodel will be analysed further while considering the lateral spreading of 
the jet in the next section. 
 Lateral Spreading of the Jet: 
It has been observed so far that the URANS simulation with the newly developed 
model is capable of capturing the essential physics of the flow in the jet injection region and 
at the same time it is able to resolve the turbulent interactions in the shear layer while the 
wake region of the jet continue to be an area of concern.  Attention will now be focused on 
the lateral spreading of the jet to see if the simulation is able to capture the lateral spreading of 
the jet correctly. The lateral spreading of the jet can be studied by observing the behaviour of 
the jet along a characteristic cross-channel plane (for example X/D=3) in terms of vorticity 
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x  contours in fig. 68 and kinetic energy contours in fig. 69. The 
x  vorticity contours depicted in fig. 68 show a prominent counter rotating vortex pair 
(CRVP) where the red patches indicate clock-wise rotation and the blue patches indicate 
counter clock-wise rotation. The CRVP region is seen to be growing in size and spreading 
laterally between time instances t=0 and t=0.54T. At time t=0, when the horse-shoe vortex 
was found to be on the edge of the plenum, it is observed that the CRVP is confined to the 
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region -0.8<Y/D<0.8. While at t=0.54T, when the horse-shoe was found to be inside the 
plenum, the CRVP has spread laterally and occupies the region -1.0<Y/D<1.0. Thereafter at 
time instances t=T the CRVP is found to shrink progressively as the cycle of the ingestion and 
ejection of the horse-shoe from the jet plenum continues. 
The effect of the lateral spreading and shrinking of the jet on the kinetic energy levels 
is depicted in fig. 69. As the horse-shoe begins to descend into the plenum (t=0.27T), the peak 
kinetic energy values that are observed in the shear layer, start to increase (depicted by the red 
contour levels). The shear layer is seen to grow in size while the flow progresses from 
t=0.27T to t=0.54T. This is the period when the horse-shoe is found to be inside the plenum.  
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Figure 68: Vorticity contours x at various time instances along the X/D=3 plane. 
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 As the horse-shoe come out of the jet plenum the shear layer is observed to become 
weaker as can be seen at time instances t=T. This cycle of alternate strengthening and 
weakening of the jet is observed throughout the simulation.  
It can be clearly seen from fig. 68 and fig. 69 that the jet periodically grows and 
shrinks in size in the lateral (Z/D) direction. The effect of this movement on the averaged jet 
spreading is depicted in Fig. 70 where the kinetic energy contours from the averaged unsteady 
k  model is compared side by side with predictions from the steady LB model at cross 
stream plane X/D=3. It is observed that the averaged unsteady k  model not only predicts 
a greater vertical penetration into the crossflow, but also shows greater lateral spreading as 
compared to the steady LB model.  
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Figure 69: Kinetic energy contours at different time instances along X/D=3 plane 
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Figure 70: Kinetic energy contours at X/D=3 plane for LB model and averaged unsteady 
k  model. 
 
The lateral spreading of the jet can be evaluated further by comparing time averaged 
velocity and kinetic energy predictions from the turbulence models with averaged 
experimental data in the form of line plots at different downstream X/D stations. The 
predictions with the new k  model (both steady and unsteady) along the edge of the jet 
(Z/D=-0.5) is compared with the LB model in fig. 71. In Fig. 71(a), it is once again seen that 
the unsteady k  model predictions at locations X/D=0 and X/D=1 are very much like the 
LB model trends. However at location X/D=3, the URANS predictions show an improvement 
in the shear layer region (0.5<Y/D<1.2). Additionally, further downstream at X/D=5 and 
X/D=8, the large unsteady flapping of the jet captured by the unsteady k  leads to 
improved prediction in the shear layer (1.0<Y/D<2.0). Similar good trends are seen in the 
kinetic energy predictions in fig. 71(d) where the unsteady k  gives better trends at 
locations X/D=3, 5 and 8 once again in the shear layer region.  
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Figure 71: Velocity and kinetic energy profiles at Z/D=-0.5 at different X/D from center of 
the jet. (o: Ajersch Data, Red lines: unsteady k , Green lines: steady k , blue lines: LB 
model) 
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 The velocity and kinetic energy trends observed along the edge of the jet (Z/D=-0.5) 
continue to show that the unsteady k  approach gives better predictions in the jet shear 
layer consistently. However, the predictions along the Z/D=-0.5 plane do not offer any 
conclusive insight into the lateral spreading of the jet. 
 The lateral spreading of the jet can be evaluated more effectively by examining the 
behavior of the jet along the Z/D=-1.0 plane which lies between the edge of the jet (Z/D=-0.5) 
and the edge of the computational domain (Z/D=-1.5). Velocity and kinetic energy trends 
along the Z/D = -1.0 plane at different downstream (X/D) locations is shown in fig. 72. The 
flow in this plane is more like a boundary layer type flow as can be seen from stream wise 
velocity profiles in fig. 72(a). Therefore, the k  and LB models exhibit similar behaviors at 
all downstream locations (X/D=0, 1, 3, 5 and 8). A direct assessment of the lateral spreading 
of the jet can be obtained by looking at the kinetic energy predictions in fig. 72(d). It can be 
seen that at locations X/D=1, 3 and 5 the k  model (both steady and unsteady) are closer to 
experimental trends in the region 0.<Y/D<0.8. This close correspondence with experimentally 
observed trends is a direct consequence of the greater lateral spreading of the jet predicted by 
the k  model (both steady and unsteady) as compared to the LB model. Also at station 
X/D=8 the k  model predictions show much higher values in the region 0.<Y/D<1.0 as 
compared to the LB model thereby also indicating that the lateral spreading of the jet is much 
improved with the k  model. 
 It should however be noted here that predictions along the jet center plane 
(Z/D=0.) in fig. 67 and along the edge of the jet (Z/D=-0.5) in fig. 71 show that in the region 
Y/D<0.5 which corresponds to the wake of the jet, there is no significant improvement in 
predictions of the velocity profiles or kinetic energy levels. Therefore, the wake of the jet 
remains an area of concern and the present unsteady k  modeling strategy is not found to  
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Figure 72: Velocity and kinetic energy profiles at Z/D=-1.0 at different X/D from center of 
the jet. (o: Ajersch Data, Red lines: unsteady k , Green lines: steady k , blue lines: LB 
model) 
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be sufficient as far as properly resolving this region is concerned. This can be attributed to the 
fact that the wake of the jet is a highly anisotropic region whereas the modeling approach 
used here in terms of the boussinesq approximation is essentially isotropic in nature. 
 Therefore, a proper resolution of the wake region can only be done by employing an 
appropriate anisotropic formulation for the Reynolds stresses. Several investigations to this 
effect have been reported in published literature recently. Therefore, it can be concluded at 
this stage that the wake of the jet cannot be predicted correctly unless the anisotropy of the 
flow in the wake region is resolved by the turbulence model.      
5.2.4 Conclusions 
A newly developed k  model has been used in an unsteady framework (URANS) 
to simulate a film cooling flow scenario of vertical injection with a plenum and results have 
been compared to the experimental data of Ajersch et. al (1997) . It was expected that an 
inherently unsteady simulation will be able to capture some characteristic features of the flow 
field and thereby improve the model predictions as compared to a steady state solution 
methodology using the model of Lam and Bremhorst (LB model). As expected, the URANS 
was able to capture the unsteady interaction of the jet and the crossflow at the jet injection 
region where it was observed that the horse-shoe vortex is periodically ingested and ejected 
out of the plenum. This mechanism was found to be primary source for the unsteady flapping 
of the jet when it comes out of the jet plenum and is convected downstream. As the flow 
progressed in the crossflow channel, a prominent unsteady flapping of the jet was observed 
which increases in intensity as the jet is convected downstream. Along with the vertical 
movement of the jet, a lateral spreading and shrinking of the jet was also observed. The 
overall unsteady movement of the jet has a favourable influence on the prediction of the shear 
layer as was observed by comparing time averaged flow field with experimental data. At 
downstream location away from the immediate vicinity of the jet injection region, the 
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predictions were significantly improved in the shear layer region. Additionally, the lateral 
spreading of the jet also shows significant improvement with the k  model as compared to 
the LB model. However, there was no significant improvement in the wake region of the jet 
and this can be attributed to the inability of the Boussinesq approximation for the Reynolds 
stresses to capture the anisotropy of the flow. It has therefore been establishes through this 
study that a URANS approach leads to significant improvement in the predictions at the jet 
injection region and in the shear layer of the jet. The wake of the jet however, remains an area 
of concern and an anisotropic formulation for the Reynolds stresses is required to get 
improved predictions in this region.    
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CHAPTER 6. CONCLUSIONS AND FUTURE WORK 
 The work undertaken in this dissertation focuses on the numerical simulation of film 
cooling flows and relates specifically to the effective cooling of turbine aerofoil blades so that 
higher inlet temperatures may be allowed and the power output and thermal efficiency of gas 
turbine engines may thereby be increased. Film cooling is commonly employed in order to 
provide effective protection against thermal failure of the turbine blades. This is accomplished 
by injecting coolant jets into the crossflow of hot gases from slots or film cooling holes on the 
blade surface. The coolant jet is bent over by the crossflow and forms a cold film over the 
blade surface thus protecting it from the extremely hot crossflow gases. Numerical simulation 
of film cooling of turbine blades is an application challenge that involves severe complexities. 
At the core of the film cooling problem is the generic „jet in a crossflow‟ interaction which is 
created by the injection of the coolant jet into the hot crossflow gasses. This interaction varies 
in complexity depending on the location of the jet injection holes on the turbine blade surface. 
In the leading edge or shower head region of the blade, the coolant is injected almost 
perpendicular to the crossflow while on the suction and pressure side, the injection is inclined 
at an acute angle to the crossflow. The turbine blade film cooling problem has therefore been 
handled in this work by examining both the normal and inclined jet in a crossflow interaction 
with focus on the flow physics. Towards this end, the Reynolds Averaged Navier Stokes or 
RANS simulation technique has been adopted as the primary tool of investigation. Although 
more intensive numerical techniques like Direct Numerical Simulation (DNS) and Large 
Eddy Simulation (LES) are available, they are computationally expensive and the turbine 
industry has traditionally relied on the RANS approach as a more viable option. The focus of 
this study is on the fluid dynamical behaviour of the jet and the ability of the RANS 
turbulence modeling technique to correctly reproduce the expected physical behaviour. 
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 A systematic, step by step approach has been adopted in the present study starting with 
the numerical investigation of the film cooling jet in crossflow interaction with RANS 
turbulence models available in published literature. Seven different two equation turbulence 
models broadly classified as high Reynolds number model, low Reynolds number models, 
DNS based models and non-linear models have been applied to predict a normal jet in a 
crossflow interaction corresponding to the experimental setup of Ajersch et al. (1995).  A 
widely varying spectrum of results was recorded and compared with available experimental 
data. The mean flow velocity and turbulent statistic profiles in general were found to agree 
fairly well with experimental trends. The large scale features were resolved satisfactorily by 
all the models, although the structures close to the wall were not captured properly. The high 
Reynolds number model (HRE) was found to be completely inadequate for predicting the 
complex flow field as it does not resolve the near wall region of the flow. The model of Lam 
and Bremhorst (LB) was found to give overall better predictions while the non-linear models 
of Speziale (SP) and Mayong and Kasagi (MK) failed to capture the highly an-isotropic 
nature of this complex flow configuration. Overall, the models in their existing form were 
found to give overly simplistic predictions for the highly complex flow field considered. 
 The failure of the seven different two equation turbulence models to capture the 
anisotropy of the flow problem was attributed to the inadequacy of the simplistic eddy 
viscosity based Boussinesq approximation used to obtain closure for the Reynolds stress 
terms in the RANS equations. It was therefore hypothesized that a proper representation of the 
anisotropy of the flow could be obtained by solving for the Reynolds stresses instead of 
specifying it by the Boussinesq approximation. This in term prompted the use of the Reynolds 
stress transport (RST) equations. The RST equations represent a higher level of closure for 
turbulent stresses, but at the same time a number of terms in the transport equations involve 
higher order correlations of fluctuating velocity components and therefore require closure 
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through turbulence models. The RST models available in published literature differ 
essentially in their modeling of terms containing correlations of fluctuating quantities, namely 
the turbulent diffusion term, the pressure-strain correlation and the dissipation correlation. 
Two different formulations of the RST model, namely the Chen model (CHEN) and the 
Launder-Tselepidakis model (LT), representing two different modeling strategies for 
obtaining closure of the aforementioned terms were employed to predict the flow 
configuration of Ajersch et. al (1995). The RST models were unable to produce any 
significant improvements over the simplistic two equation models used earlier. A detailed 
analysis of the various modeled terms in the RST model revealed that the poor performance of 
the RST models could be attributed to the incorrect representation of the pressure-strain 
correlation. This analysis also indicated a close dependence of the Reynolds stress levels on 
the production and pressure-strain terms and it was inferred that an algebraic stress model 
relating the Reynolds stresses to these two terms may likely work better for the film cooling 
flow configuration considered. Any formulation along these lines however requires rigorous 
testing of this hypothesis and validation from Experimental, DNS are LES data. Any work in 
this direction has been considered beyond the scope of the present work and can form the 
basis for a future investigation into formulating an approximation for the Reynolds stress in 
terms of the production and pressure-strain correlation. 
 The above mentioned two equation model based simulation and the RST model 
simulations were carried out by a SIMPLER based Cartesian geometry computer code that did 
not include the plenum. In order to overcome this deficiency of SIMPLER code, transition 
was made to a multi-zone, generalized coordinates computer code based on a pseudo-
compressibility approach.  The flow configuration of Ajersch et al. (1995) was revisited with 
the inclusion of a jet injection plenum in the computational domain. This transition enabled 
the simulation top capture certain key features of the flow field like the recirculation bubble 
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near the exit of the jet plenum and a trace of the horse shoe vertex upstream of the jet 
injection slot. The inclusion of the plenum did not change the predictions with the LB model 
significantly, but the need for interpolation of experimental data to provide the jet exit 
boundary conditions was avoided completely. Additionally, it was observed that although the 
velocity profiles at the jet exit matched the observed trends fairly well, the kinetic energy 
levels were significantly underpredicted by the LB model. 
 The rigorous investigation of the normal jet in a crossflow has been followed by the 
simulation of an inclined film cooling jet in a crossflow corresponding to the experimental 
configuration of Laravich and Chiapetta (1995) where measurement were taken for a 35 
degree inclined injection through a round hole. The computational domain included the 
crossflow channel, the jet delivery tube as well as the plenum that feeds the jet delivery tube. 
Numerical results were compared with experimental trends near the jet exit region as well at 
downstream locations. Once again, it was observed that the prediction of velocity components 
near the jet exit plane was fairly accurate, but the kinetic energy levels were underpredicted. 
At downstream locations a much smaller recirculation region was observed in the immediate 
vicinity of the jet due the inclination of the injection and results matched observed trends 
fairly well for both the velocity and kinetic energy fields. A detailed analysis of the results 
revealed that the normal jet in a crossflow configuration of Ajersch et al. (1995) was a more 
rigorous test case as far as assessing turbulence model performance is concerned.  
 The simulations carried out with the two equation models and the RST models made it 
clear that there was a need of developing an improved model that would remove the 
deficiencies of the tested models and provide better predictions while representing the physics 
of the flow problem correctly. From the simulations carried out this far it was established that 
the correct asymptotic near wall behaviour of the turbulence model was essential for 
predicting some characteristic flow patterns accurately. In this regard, the near wall behaviour 
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of the   equation was found be drawback that needed fixing. The dependence of the wall 
boundary condition for   on the higher order derivative of the kinetic energy was found to be 
introducing severe numerical stiffness while the near wall damping functions were not 
asymptotically correct. Additionally, the balance of terms in the   equation at the wall 
involved higher order correlations, the inadequate modeling of which lead to incorrect near 
wall behaviour. These drawbacks of the   equation were properly addressed by solving for 
the turbulent time scale  /k  instead of the   equation. A new and improved k  
equation has been developed that adequately addresses the drawbacks of the previously tested 
models. Asymptotically consistent near wall damping functions have been employed and the 
issue of numerical stiffness has been addressed effectively. A two-layer approach has been 
adopted in the immediate vicinity of the wall that leads to accurate near wall predictions as 
was confirmed by the application of the new model to a channel flow, a backward facing step 
flow and a free shear layer coaxial jet flow. 
 The improved k  model has been subsequently applied to predicting the jet in a 
crossflow configuration of Ajersch et al (1995) as a rigorous test of its predictive capabilities. 
Additionally, the new model has been applied in both the steady (RANS) as well as unsteady 
(URANS) framework. The application of the new model in a URANS framework was 
inspired by some recent studies (Muldoon and Acharya, 1999; Tyagi and Acharya, 1999 and 
Iccarino and Durbin, 2000) where it was shown that an essentially unsteady simulation 
technique captures the flow physics of the problem and thereby leads to improved averaged 
results. The new k  model applied in a URANS framework was found to be capable of 
capturing the phase averaged unsteadiness of the jet in a crossflow interaction. Certain key 
flow structure movements like the ingestion and ejection of the horse shoe into the jet plenum 
was observed in a periodic fashion. The appropriate representation of the flow physics lead to 
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improved predictions of velocity and kinetic energy trends at the jet exit. Additionally, a 
distinct unsteady periodic flapping of the jet shear layer was observed as the jet was 
convected downstream in the crossflow channel. Consequently, the predictions of stream wise 
velocity and kinetic energy in the shear layer region of the jet were improved significantly. 
Also, the lateral spreading of the jet showed noticeable improvement as was inferred from the 
ability of the unsteady k  model approach to capture correct kinetic energy trends away 
from the jet injection slot in the span-wise direction. However, the wake of the jet continued 
to be an area of concern as no significant improvements in predictions were observed in this 
region. This trend can be attributed to the inability of the Boussinesq approximation for the 
Reynolds stresses to capture the anisotropy of the wake region of the jet. 
 Based on the present work, it can be inferred that an inherently unsteady simulation 
approach is required to correctly predict the complex film cooling jet in a crossflow 
interaction. An improved  k  model applied in an unsteady framework manages to capture 
some essential physics of the flow as far as the movement of the horse shoe vortex and the 
unsteady movement of the shear layer of the jet is concerned. An appropriate anisotropic 
formulation for the Reynolds stresses is required to resolve the wake region of the jet 
correctly. As suggested from the RST model analysis, an algebraic formulation relating the 
Reynolds stress to the production and pressure-strain correlations needs to be investigated and 
can form the basis for future work. 
 A proper representation of the anisotropy of the wake region of the jet can be followed 
in the future by the application of the new k  model along with an appropriate Reynolds 
stress formulation to an actual turbine blade with film cooling. Once an adequate degree of 
confidence is established with the predictive capabilities of the new formulation as far as the 
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fluid dynamical behavior is concerned, an investigation into the heat transfer capabilities of 
the new modeling strategy can be explored.   
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