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GRAPHS WITH POSITIVE SPECTRUM
BOBO HUA AND ZHIQIN LU
Abstract. In this paper, we prove sharp ℓ2 decay estimates of nonnegative generalized
subharmonic functions on graphs with positive Laplacian spectrum, which generalizes
the result by Li and Wang [LW01] on Riemannian manifolds.
1. Introducton
Let M be a complete, noncompact Riemannian manifold without boundary. For any
R > 0, we write BR(x) for the ball of radius R centered at x, and vol( · ) for the Riemannian
volume. We denote by µ1(M) the bottom of the spectrum of the Laplace-Beltrami operator
on M, and by µe(M) the bottom of its essential spectrum.
In 1975, Cheng and Yau [CY75] proved that if M has polynomial volume growth, then
µ1(M) = 0. The volume entropy of M is defined as
τ(M) :=

lim sup
R→∞
1
R
log vol(BR(p)), if vol(M) =∞,
lim sup
R→∞
(− 1
R
log vol(M \BR(p))), if vol(M) <∞.
Generalizing Cheng and Yau’s result, Brooks [Bro81, Bro84] proved that
µe(M) ≤ 1
4
τ(M)2. (1)
For any compact Ω ⊂M, any non-compact connected component Π ofM \Ω is called an
end ofM w.r.t. Ω.We denote by µ1(Π) the bottom of the spectrum of the Laplace-Beltrami
operator on Π with Dirichlet boundary condition. Fix p ∈M, we denote by r(x) = d(x, p)
the Riemannian distance function to the point p. We write ΠR := Π∩BR(p) for R > 0 and
ΠR2R1 := Π ∩ {x ∈M : R1 ≤ r(x) ≤ R2}, for 0 < R1 < R2.
We say that f is a generalized subharmonic function on M if ∆f ≥ −µf for some µ ∈ R. Li
and Wang [LW01] proved the following theorem on the L2-decay estimates of generalized
subharmonic functions, see e.g. [Li12, Ch.22], which improved Brooks’ result.
Theorem 1.1 (Li-Wang). Let M be a complete Riemannian manifold. Suppose E is an
end of M with respect to Bρ0(p) such that µ1(E) > µ for some constant µ > 0. Let f be a
nonnegative generalized subharmonic function defined on E,
∆f ≥ −µf.
If f satisfies the growth condition∫
E(ρ)
f2e−2ar = o(ρ), ρ→∞ (2)
with
a =
√
µ1(E) − µ,
1
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then it must satisfy the decay estimate∫
E(ρ+1)\E(ρ)
f2 ≤ C(a)e−2aρ
∫
E(ρ0+1)\E(ρ0)
e2arf2
for some constant C(a) > 0 depending on a and for all ρ ≥ 2(ρ0 + 1), where E(ρ) =
Bp(ρ) ∩ E.
Remark 1.1. (i) One cannot replace the assumption of o(R) by O(R), which can be seen
by considering a non-constant bounded harmonic function f on the hyperbolic space,
see e.g. [Li12, p.277].
(ii) By this theorem, one can derive a stronger result than Brooks’ result (1) using a
variant of τ(M) defined by replacing the limsup in the definition of τ(M) by the
liminf, see e.g. [HKW13] or Corollary 1.3 below.
The purpose of this paper is to generalize Li-Wang’s result to graphs with positive
spectrum. We recall the setting of weighted graphs. Let (V,E) be a locally finite, simple,
undirected graph with the set of vertices V and the set of edges E. Two vertices x, y are
called neighbours, denoted by x ∼ y, if there is an edge connecting x and y, i.e. {x, y} ∈ E.
A graph is called connected if for any x, y ∈ V, there are vertices zi, 0 ≤ i ≤ n, such that
x = z0 ∼ ... ∼ zn = y. We denote by
d(x, y) = min{n|x = z0 ∼ ... ∼ zn = y}
the combinatorial distance between x and y, that is, the minimal number of edges in a path
among all paths connecting x and y. We always assume that the graph (V,E) is connected.
Let
w : E → R+, {x, y} 7→ wxy = wyx
be an edge weight function, and
m : V → R+, x 7→ mx
be a vertex weight function. For convenience, we extend w to V × V by assigning wxy = 0
to the pair (x, y) with x 6∼ y. We denote by
|Ω| :=
∑
x∈Ω
m(Ω), Ω ⊂ V
the m-measure of Ω, and by ℓp(V,m), p ∈ [1,∞], the space of ℓp-summable functions on V
w.r.t. m. For any function f : V → R, we write∑
Ω
fm =
∑
x∈Ω
f(x)mx,
whenever it makes sense. We call the quadruple G = (V,E,m,w) a weighted graph. For a
weighted graph G, the Laplace operator ∆ is defined as, for any function f : V → R,
∆f(x) :=
∑
y∈V
wxy
mx
(f(y)− f(x)) , ∀x ∈ V.
A function f on V is called harmonic if ∆f = 0.
For the analysis on general weighted graphs, Frank, Lenz and Wingert [FLW14] in-
troduced the so-called intrinsic metrics, see e.g. [GHM12, KL12, HKMW13, HKW13,
BHK13, Hua14, Fol14, HS14, HK14, BKW15, HL17, BHY17, GLLY18] for recent devel-
opments. A (pseudo) metric is a map ρ : V × V → [0,∞), which is symmetric, satisfies
the triangle inequality and ρ(x, x) = 0 for all x ∈ V. For any R ∈ R+ := (0,∞), we write
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BR(x) := {y ∈ V : ρ(y, x) ≤ R} for the ball of radius R centered at x. A metric ρ is called
an intrinsic metric on G if for any x ∈ V,∑
y∈V
wxyρ
2(x, y) ≤ mx.
We denote by
s := sup
x∼y
ρ(x, y)
the jump size of the metric ρ. In this paper, we only consider intrinsic metrics satisfying
the following assumption.
Assumption 1.1. The metric ρ is an intrinsic metric on G such that
(i) for any x ∈ V,R ∈ R+, BR(x) is a finite set, and
(ii) ρ has finite jump size, i.e. s <∞.
Note that for the combinatorial distance d, the jump size s = 1. The combinatorial
distance d is an intrinsic metric on G if and only if∑
y∈V
wxy ≤ mx, ∀x ∈ V.
For any Ω ⊂ V, we denote by µ1(Ω) the bottom of the spectrum of the Laplacian with
Dirichlet boundary condition on Ω, and by µ1(G) := µ1(V ) the bottom of the spectrum
of the Laplacian on G. We write C0(Ω) for the set of functions of finite support, whose
support is contained in Ω. By the Rayleigh quotient characterization,
µ1(Ω) = inf
f∈C0(Ω)\{0}
1
2
∑
x,y∈V wxy|f(x)− f(y)|2∑
x∈V f2(x)mx
.
Furthermore, we denote by µe(G) the bottom of the essential spectrum of the Laplacian
on G.
Fix a vertex x0. We denote by r(x) = ρ(x, x0) the distance function to x0 and write r
for the function r(x) for simplicity. Let
AR2R1 := {x ∈ V : R1 ≤ r(x) ≤ R2}
denote the annulus of inner radius R1 and outer radius R2 for 0 < R1 < R2.
For any subset K ⊂ V, we write ∂K = {y ∈ V \ K : ∃x ∈ K, y ∼ x} for the vertex
boundary of K, and K = K ∪ ∂K. For any finite Ω ⊂ V, we consider V \Ω as the induced
subgraph on V \ Ω. Any infinite connected component Π of V \ Ω is called an end of G
w.r.t. Ω. In general, when we say that Π is an end we mean that Π is an end of G w.r.t.
some finite Ω. We write ΠR = Π ∩BR(x0) for R > 0 and
ΠR2R1 := Π ∩ AR2R1 , for 0 < R1 < R2.
In this paper, we always use the following definition for the function a(·).
Definition 1.1. Let G = (V,E,m,w) be an infinite weighted graph, and ρ be an intrinsic
metric satisfying Assumption 1.1 with jump size s. Given any µ ∈ R, we define
aµ(t) :=

1
s
log(1 + s
√
2(t− µ)), ∀ t ∈ (µ,+∞), if ρ 6= d,
log 1−µ1−t + log
(
1 +
√
1−
(
1−t
1−µ
)2)
, ∀ t ∈ (µ, 1), if ρ = d.
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Remark 1.2. For our purposes, we distinguish the cases for the definition according to
whether ρ is the combinatorial distance d. Note that a = aµ(t) satisfies
(eas − 1)2
2s2
= t− µ, for ρ 6= d, and
(ea − 1)2
1 + e2a
=
t− µ
1− µ, for ρ = d.
The latter equation for µ = 0 first appears in Fujiwara’s paper [Fuj96].
In this paper, we prove a discrete analog of Li and Wang’s result, Theorem ??.
Theorem 1.2. Let G = (V,E,m,w) be an infinite weighted graph, and ρ be an intrinsic
metric satisfying Assumption 1.1. Let Π be an end with µ1 := µ1(Π). Let f be a nonnegative
function satisfying ∆f ≥ −µf for some µ < µ1. Let a = aµ(µ1), see Definition 1.1. If there
exist Ri →∞, i→∞, such that∑
Π
Ri+3s
Ri
f2e−2arm→ 0, i→∞, (3)
then for R0 ≥ maxx∈∂Π r(x) and R ≥ R0 + 3s,∑
ΠR+3s
R
f2m ≤ Ce−2aR
∑
Π
R0+3s
R0
f2e2arm,
where C = 6e
10as
s2(µ1−µ) .
Remark 1.3. (i) The condition in (3) is weaker than the following condition,∑
ΠR
f2e−2arm = o(R), R→∞, (4)
which is a discrete analog of (2), see Proposition 2.4.
(ii) For ρ = d, by Proposition 2.2 below, µ1 < 1, which implies that aµ(µ1) is well-defined.
(iii) For ρ = d, the result is sharp for homogeneous trees, see Example 1.1 below.
On Riemannian manifolds, for the proof of the case f ≡ 1, Brooks [Bro81] introduced
a test function which behaves as ear(x) for r(x) ≤ L, L > 0, and e−ar(x) for r(x) ≥ L.
There are many generalizations of Brooks’ result on graphs, see e.g. [DK88, OU94, Fuj96,
HKW13]. In particular, Haeseler, Keller, and Wojciechowski [HKW13] proved Brooks’
result for general weighted graphs (with possibly unbounded Laplacians) admitting intrinsic
metrics. For Riemannian manifolds, Li andWang [LW01] introduced a suitable test function
to extend the results for generalized subharmonic function f. It seems that Li and Wang’s
test function doesn’t work in the graph setting, see [Li12, p.272] where they derived a useful
positive term from a mixed term. In this paper, we introduce a new test function, see (9)
for the definition, and are able to prove ℓ2 decay estimates for generalized subharmonic
functions on general weighted graphs admitting intrinsic metrics in the above theorem.
In the following, we discuss some applications of the main result. For any α ≥ 0, we
denote by
gα(x, y) =
∫ ∞
0
e−αtpt(x, y)dt
the α-resolvent kernel, i.e. the kernel of the operator (−∆ + α)−1, where pt(·, ·) is the
minimal heat kernel on G. In particular, for α = 0, g0(·, ·) is the minimal Green’s function
on G, which is finite if and only if G is non-parabolic (also known as transient). By
Theorem 1.2, we prove the following result.
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Theorem 1.3. Let G = (V,E,m,w) be an infinite weighted graph with the bottom of the
spectrum µ1(G) > 0, and ρ be an intrinsic metric satisfying Assumption 1.1. For α ≥ 0,
let a = a−α(µ1(G)). Then ∑
A
R+3s
R
g2α(x0, ·)m ≤ Ce−2aR, ∀R > 0,
where C is independent of R.
Example 1.1. For any integer N ≥ 3, let TN be the N -regular tree, i.e. the homogeneous
tree of degree N. Consider the standard weights, wxy = 1 for {x, y} ∈ E, mx = N for all
x ∈ V, and let ρ = d. Let x0 be the root of the tree. We have for any n ∈ N,
|Bn(x0)| = N
2(N − 1)n − 2N
N − 2 ,
and
µ1(TN ) = µe(TN ) = 1− 2
√
N − 1
N
.
For any α ≥ 0, any vertex x with d(x, x0) = n,
gα(x0, x) =
1
N(α+ 1− 1
b
)
b−n,
where
b =
1
2
((α+ 1)N +
√
(α+ 1)2N2 − 4N + 4).
In particular, b is the solution to the following equation b+ N−1
b
= (α+ 1)N. Hence,∑
A
n+3
n
g2α(x0, ·)m ∼ C(N,α)(
N − 1
b2
)n, n→∞.
By the calculation, one can show that (N−1
b2
)n = e−2an, where a = a−α(µ1(TN )). Therefore,
the ℓ2 decay estimate in Theorem 1.3 (and that in Thereom 1.2) is sharp.
Definition 1.2. An end Π is called non-parabolic if there exists f : Π → R+ satisfying
∆f = 0 on Π, f
∣∣
∂Π
≡ 1 and
lim inf
x→Π(∞)
f(x) < 1,
where x → Π(∞) is understood as x → ∞ and x ∈ Π. Here f is called a barrier function
on Π. Otherwise, Π is called parabolic.
Corollary 1.1. Let G = (V,E,m,w) be an infinite weighted graph, and ρ be an intrinsic
metric satisfying Assumption 1.1. Let Π be an end satisfying µ1(Π) > 0 and a = a0(µ1(Π)).
Let R0 ≥ maxx∈∂Π r(x). Then the following are equivalent:
(i) Π is a parabolic end.
(ii) There exist Ri →∞, i→∞, such that∑
Π
Ri+3s
Ri
e−2arm→ 0, i→∞.
(iii) Π has finite total volume, i.e. |Π| <∞.
(iv) For any R ≥ R0 + 3s,
|ΠR+3sR | ≤ Ce−2a(R−R0)|ΠR0+3sR0 |.
(v) For any R ≥ R0 + 3s,
|Π| − |ΠR| ≤ Ce−2a(R−R0)|ΠR0+3sR0 |.
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Remark 1.4. The volume growth characterization of parabolic ends (or parabolic graphs)
is new for graphs, see [Bro84, LW01] on Riemannian manifolds.
Corollary 1.2. Let G = (V,E,m,w) be an infinite weighted graph, and ρ be an intrinsic
metric satisfying Assumption 1.1. Let Π be an end satisfying µ1(Π) > 0 and a = a0(µ1(Π)).
Then the following are equivalent:
(i) Π is a non-parabolic end.
(ii) There exist positive constants R0 and ǫ0 such that for any R ≥ R0,∑
ΠR+3s
R
e−2arm ≥ ǫ0.
(iii) Π has infinite total volume, i.e. |Π| =∞.
(iv) For sufficiently large R,
|ΠR+3sR | ≥ Ce2aR,
where C depends on Π.
Remark 1.5. Let Π be an end of the N -regular tree TN w.r.t. {x0}, see Example 1.1. Let
ρ = d. Note that
|Πn+3n | ∼ C(N − 1)n, n→∞.
One can show that µ1(Π) = 1− 2
√
N−1
N
, which yields that
a0(µ1(Π)) =
1
2
log(N − 1).
So that the volume growth condition of (iv) in Corollary 1.2 is sharp.
We define the (modified) volume entropy of G as
τ˜(G) :=
{
lim inf
R→∞
1
R
log |BR(x0)|, if |V | =∞,
lim inf
R→∞
(− 1
R
log |V \BR(x0)|), if |V | <∞.
Note that τ˜ (G) is a variant of τ(M) for a manifold.
The following corollary is a discrete generalization of Brooks’ results [Bro81, Bro84]. For
graphs with infinite volume, see analogous results in [DK88, OU94, Fuj96, HKW13].
Corollary 1.3. Let G = (V,E,m,w) be an infinite weighted graph with µe(G) > 0, and ρ be
an intrinsic metric satisfying Assumption 1.1. For any 0 < ǫ < µe(G), let a = a0(µe(G)−ǫ).
Then for any sufficiently large R,
|BR(x0)| ≥ Ce2aR, if |V | =∞, and
|V \BR(x0)| ≤ Ce−2aR, if |V | <∞.
In particular,
µe(G) ≤ a−10
(
τ˜ (G)
2
)
, (5)
where a−10 (·) is the inverse function of a0(·).
Remark 1.6. (i) The above result for graphs with finite volume is new.
(ii) For ρ = d, a−10 (x) =
(ex−1)2
1+e2x . Consider the homogeneous tree TN , see Example 1.1.
Note that τ˜ (TN ) = log(N − 1) and µe(TN ) = 1− 2
√
N−1
N
. Hence, the inequality (5) is
in fact an equality in this case. This was also obtained by [Fuj96].
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Moreover, we prove that any ℓq-summable (q ≥ 2) harmonic function on an end Π with
µ1(Π) > 0 is bounded, and in fact it has exponential decay on the end, see Corollary 4.1.
The paper is organized as follows: In the next section, we recall some basic properties
of graphs. In Section 3, we prove the main result, Theorem 1.2. In Section 4, we discuss
various applications.
In this paper, for simplicity the constant C may change from line to line.
2. Preliminaries
Let G = (V,E,m,w) be a weighted graph. For any function f : V → R, we write∑ fm
(or
∑
x fm) for
∑
x∈V f(x)mx whenever it makes sense.
For any functions f, g : V → R, we introduce the “carre´ du champ” operator Γ as follows,
Γ(f, g) =
1
2
(∆(fg)− g∆f − f∆g).
So that Γ(f, g) is a function on V. For any x, y ∈ V, and f : V → R, we denote
∇xyf = f(y)− f(x).
One easily checks that for any f, g : V → R, any x, y ∈ V,
∇xy(fg) = f(x)∇xyg + g(y)∇xyf. (6)
The following Green’s formula is well-known, see e.g. [Gri18].
Theorem 2.1. (Green’s formula) Let f, g : V → R, and g ∈ C0(V ).
1
2
∑
x,y∈V
wxy∇xyf∇xyg = −
∑
f∆gm.
Proposition 2.1. Let f, g : V → R, and g ∈ C0(V ). Then
1
2
∑
x,y∈V
wxy|∇xy(fg)|2 =
∑
f2Γ(g)m−
∑
f∆fg2m− 1
4
∑
x,y
wxy|∇xyf |2|∇xyg|2.
Proof. By Green’s formula, using ∆(g2) = 2g∆g + 2Γ(g)
1
2
∑
x,y∈V
wxy|∇xy(fg)|2 = −
∑
fg∆(fg)m = −
∑
fg(g∆f + f∆g + 2Γ(f, g))m
=
∑
f2Γ(g)m−
∑
f∆fg2m− 1
2
∑
f2∆g2m−
∑
2fgΓ(f, g)m.
By Green’s formula and the symmetrization,
−1
2
∑
f2∆g2m−
∑
2fgΓ(f, g)m
=
1
4
∑
x,y
wxy∇xyf2∇xyg2 −
∑
x,y
wxyf(x)g(x)∇xyf∇xyg
=
1
4
∑
x,y
wxy∇xyf2∇xyg2 − 1
2
∑
x,y
wxy(f(x)g(x) + f(y)g(y))∇xyf∇xyg
= −1
4
∑
x,y
wxy|∇xyf |2|∇xyg|2.
This proves the proposition. 
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Proposition 2.2. Let G = (V,E,m,w) be a weighted graph and Ω ⊂ V contain two
vertices x1, x2 satisfying x1 ∼ x2. Suppose that the combinatorial distance d is an intrinsic
metric on G, then µ1(Ω) < 1.
Proof. By the monotonicity, µ1(Ω) ≤ µ1({x1, x2}). Let f := 1{x1}. Since the first eigen-
function is positive on {x1, x2}, f is not the first eigenfunction of the Laplacian on {x1, x2}
with Dirichlet boundary condition. This yields that
µ1({x1, x2}) <
1
2
∑
x,y wxy|∇xyf |2∑
x f
2(x)mx
=
∑
y wx1y
mx1
≤ 1.
This proves the proposition. 
Let ρ be an intrinsic metric. We denote by
Lipρh := sup
x,y∈V :x 6=y
|h(x)− h(y)|
ρ(x, y)
the Lipschitz constant of h over the graph. Hence for any x, y ∈ V,
|h(x) − h(y)| ≤ (Lipρh)ρ(x, y).
For a one-variable function f˜ on [0,∞), by setting f(x) = f(r(x)), one obtains that
Lipρ(f) ≤ Lip(f˜), (7)
where Lip(f˜) is the Lipschitz constant of a one-variable function f˜ . In fact, for any x, y ∈ V,
|f(x)− f(y)| = |f˜(r(x)) − f˜(r(y))| ≤ Lip(f˜)|r(x) − r(y)| ≤ Lip(f˜)ρ(x, y).
Proposition 2.3. Suppose that the combinatorial distance d is an intrinsic metric. For
any functions f, h : V → R and any finite Ω ⊂ V,∑
x,y∈Ω
wxy(f
2(x) + f2(y))eh(x)+h(y) ≤ 2eLipdh
∑
x∈Ω
f2(x)e2h(x)mx.
Proof. By the symmetry,∑
x,y∈Ω
wxy(f
2(x) + f2(y))eh(x)+h(y) = 2
∑
x,y∈Ω
wxyf
2(x)eh(x)+h(y)
= 2
∑
x,y∈Ω
wxyf
2(x)e2h(x)eh(y)−h(x) ≤ 2eLipdh
∑
x∈Ω
f2(x)e2h(x)mx.

Proposition 2.4. The condition (4) implies that the condition (3).
Proof. By (4), for some i0 ∈ N and any large R,
1
R
[ R
4s
]−1∑
i=i0
∑
x∈Π4is+3s
4is
f2e−2arm ≤ 1
R
∑
ΠR
f2e−2arm→ 0, R→∞.
Therefore, there exist Ri →∞, i→∞, such that∑
x∈ΠRi+3s
Ri
f2e−2arm→ 0, i→∞.
This proves the proposition. 
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3. Proof of the main theorem
Let Π be an end of G. Let R0 ≥ maxx∈∂Π r(x) and a > 0. For any R,L ∈ R+ satisfying
R ≥ R0 + 3s and L ≥ R+ 3s, (8)
we define two one-variable functions on [0,∞),
φ˜(r) =

0, r ≤ R0 + s,
1
s
(r −R0 − s), R0 + s < r ≤ R0 + 2s,
1, R0 + 2s < r ≤ L+ s,
1
s
(L + 2s− r), L+ s < r ≤ L+ 2s,
0, r > L+ 2s,
h˜(r) =

ar, r ≤ R− s,
a(R− s), R− s < r ≤ R+ 4s,
−ar + 2aR+ 3as, r > R+ 4s.
Then we define the test function on V
φeh for φ(x) = φ˜(r(x)), h(x) = h˜(r(x)). (9)
By (7),
Lipρ(φ) ≤
1
s
, Lipρ(h) ≤ a. (10)
The same construction of cut-off functions works for ρ = d.
Proposition 3.1. Let ρ be a metric on V. For any x ∼ y,
|∇xyeh|2 ≤ (e
as − 1)2
s2
min{e2h(x),2h(y)}ρ2(x, y). (11)
If ρ = d, then for any x ∼ y,
|∇xyeh|2 ≤ q(a)(e2h(x) + e2h(y)), (12)
where q(a) = (e
a−1)2
e2a+1 .
Remark 3.1. The second assertion was proved by Fujiwara [Fuj96].
Proof. W.l.o.g., we may assume that ρ(x, y) > 0. Otherwise r(x) = r(y), the results are
trivial. We further assume that h(x) ≤ h(y).
For the first assertion, since |h(y)− h(x)| ≤ aρ(x, y) and x ∼ y,
(eh(y)−h(x) − 1)2
ρ2(x, y)
≤ (e
aρ(x,y) − 1)2
ρ2(x, y)
≤ (e
as − 1)2
s2
,
where we used the monotonicity of the function t 7→ (eat−1)2
t2
in the last inequality. This
proves the first assertion.
For the second assertion, since |h(y)− h(x)| ≤ a and x ∼ y,
(eh(y)−h(x) − 1)2
e2(h(y)−h(x)) + 1
≤ (e
a − 1)2
e2a + 1
,
where we used the monotonicity of the function t 7→ (et−1)2
e2t+1 in the last inequality. This
proves the second assertion. 
Now we are ready to prove Theorem 1.2.
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Proof of Theorem 1.2. We first prove the result for ρ 6= d. For R0 ≥ maxx∈∂Π r(x), and
R,L ∈ R+ satisfying (8), the functions φ and h are defined as in (9). For our purposes, we
re-define φ as φ1Π such that φ|V \Π = 0. Then by Proposition 2.1 and µ1 is the bottom of
the spectrum on Π,
µ1
∑
f2φ2e2hm ≤ 1
2
∑
x,y∈V
wxy|∇xy(φehf)|2
= −
∑
f∆fφ2e2hm+
∑
f2Γ(φeh)m− 1
4
∑
x,y
wxy|∇xyf |2|∇xy(φeh)|2
= −
∑
f∆fφ2e2hm+
1
2
∑
x,y
wxyf
2(x)|∇xyφ|2e2h(y) +
∑
x,y
wxyf
2(x)eh(y)φ(x)∇xyφ∇xyeh
+
1
2
∑
x,y
wxyf
2(x)|∇xyeh|2φ2(x) − 1
4
∑
x,y
wxy|∇xyf |2|∇xy(φeh)|2
=: I + II + III + IV + V, (13)
where we have used (6).
We estimate the right hand side of the inequality term by term. By (7), for any x, y ∈ V,
|φ(y)− φ(x)| ≤ 1
s
ρ(x, y), |h(y)− h(x)| ≤ aρ(x, y).
Note that for any x 6∈ ΠR0+3sR0 ∪ ΠL+3sL and y ∼ x, we have ∇xyφ = 0. For the term II,
II =
1
2
∑
x,y
wxyf
2(x)|∇xyφ|2e2h(x)e2h(y)−2h(x) ≤ e
2as
2
∑
x,y
wxyf
2(x)|∇xyφ|2e2h(x)
=
e2as
2
( ∑
x∈ΠR0+3s
R0
+
∑
x∈ΠL+3s
L
)
f2(x)e2h(x)
∑
y
wxy|∇xyφ|2
≤ e
2as
2s2
( ∑
x∈ΠR0+3s
R0
+
∑
x∈ΠL+3s
L
)
f2(x)e2h(x)
∑
y
wxyρ
2(x, y)
≤ e
2as
2s2
( ∑
x∈ΠR0+3s
R0
+
∑
x∈ΠL+3s
L
)
f2(x)e2h(x)mx. (14)
For the term III, by (11),
III ≤ eas
∑
x,y
wxyf
2(x)eh(x)|∇xyφ||∇xyeh|
≤ eas
( ∑
x∈ΠR0+3s
R0
+
∑
x∈ΠL+3s
L
)
f2(x)eh(x)
∑
y
wxy|∇xyφ||∇xyeh|
≤ e
as(eas − 1)
s2
( ∑
x∈ΠR0+3s
R0
+
∑
x∈ΠL+3s
L
)
f2(x)e2h(x)
∑
y
wxyρ
2(x, y)
≤ e
as(eas − 1)
s2
( ∑
x∈ΠR0+3s
R0
+
∑
x∈ΠL+3s
L
)
f2(x)e2h(x)mx. (15)
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Note that h(x) is constant on ΠR+4sR−s . Hence for any x ∼ y, if x ∈ ΠR+3sR or y ∈ ΠR+3sR ,
then ∇xyh = 0, which yields ∇xyeh = 0. By (11),
IV =
1
2
∑
x,y∈V :x,y 6∈ΠR+3s
R
wxy|∇xyeh|2f2(x)φ2(x)
≤ (e
as − 1)2
2s2
∑
x 6∈ΠR+3s
R
f2(x)φ2(x)e2h(x)
∑
y
wxyρ
2(x, y)
≤ (e
as − 1)2
2s2
∑
x 6∈ΠR+3s
R
f2(x)φ2(x)e2h(x)mx.
Noting that the fifth term V ≤ 0, combining all estimates above and ∆f ≥ −µf , we
obtain that
µ1
∑
f2φ2e2hm ≤ µ
∑
f2φ2e2hm+ C(a, s)
( ∑
x∈ΠR0+3s
R0
+
∑
x∈ΠL+3s
L
)
f2e2hm
+p(a, s)
∑
x 6∈ΠR+3s
R
f2φ2e2hm,
where p(a, s) = (e
as−1)2
2s2 , C(a, s) =
e2as
2s2 +
eas(eas−1)
s2
. By choosing a such that p(a, s) = µ1−µ
and cancelling terms on both sides, we get that
(µ1 − µ)e−8as
∑
x∈ΠR+3s
R
f2e2arm
≤ (µ1 − µ)
∑
x∈ΠR+3s
R
f2φ2e2hm ≤ C
( ∑
x∈ΠR0+3s
R0
+
∑
x∈ΠL+3s
L
)
f2e2hm
= C
∑
x∈ΠR0+3s
R0
f2e2arm+ Ce4aR+6as
∑
x∈ΠL+3s
L
f2e−2arm (16)
By the assumption (3), choosing L = Ri and letting i → ∞, by (16), we have, for R ≥
R0 + 3s,
∑
x∈ΠR+3s
R
f2m ≤ Ce
8as
µ1 − µe
−2aR ∑
x∈ΠR0+3s
R0
f2e2arm ≤ 6e
10as
s2(µ1 − µ)e
−2aR ∑
x∈ΠR0+3s
R0
f2e2arm.
This proves the result for ρ 6= d.
Now we consider the case that ρ = d. Note that s = 1. Following the same arguments as
above, we obtain that (13), (14), and (15). For the term IV and V therein, we give refined
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estimates as follows. By the symmetrization,
IV + V
=
1
4
∑
x,y
wxy(|∇xyeh|2(f2(x)φ2(x) + f2(y)φ2(y))− |∇xyf |2|∇xy(φeh)|2)
=
1
4
∑
x,y
wxy|∇xyeh|2φ2(x)(f2(x) + f2(y)− |∇xyf |2) + 1
4
∑
x,y
wxy|∇xyeh|2f2(y)∇xy(φ2)
1
4
∑
x,y
wxy|∇xyf |2(|∇xyeh|2φ2(x)− |∇xy(φeh)|2)
=: D1 +A1 +B1. (17)
For the term A1,
A1 ≤ 1
2
∑
x,y
wxy|∇xyeh|2f2(y)|∇xyφ| ≤ 1
2
(ea − 1)2
∑
x,y
wxye
2h(y)f2(y)|∇xyφ|
≤ 1
2
(ea − 1)2
( ∑
y∈ΠR0+3
R0
+
∑
y∈ΠL+3
L
)
e2h(y)f2(y)my
For the term B1, by (6),
B1 =
1
4
∑
x,y
wxy|∇xyf |2∇xyφ(2eh(x)+h(y)φ(x) − (φ(x) + φ(y))e2h(y))
≤ (1 + ea)
∑
x,y
wxy(f
2(x) + f2(y))|∇xyφ|eh(x)+h(y)
= (1 + ea)
( ∑
x,y∈ΠR0+3
R0
+
∑
x,y∈ΠL+3
L
)
wxy(f
2(x) + f2(y))eh(x)+h(y)
≤ 2(1 + ea)ea
( ∑
x∈ΠR0+3
R0
+
∑
x∈ΠL+3
L
)
f2(x)e2h(x)mx,
where the last inequality follows from Proposition 2.3.
For the term D1, by Proposition 3.1
D1 =
1
2
∑
x,y∈V,x,y 6∈ΠR+3
R
wxy|∇xyeh|2φ2(x)f(x)f(y)
≤ q(a)
2
∑
x,y 6∈ΠR+3
R
wxyφ
2(x)f(x)f(y)(e2h(x) + e2h(y))
≤ q(a)
2
∑
x,y 6∈ΠR+3
R
wxyφ
2(x)f(x)f(y)e2h(x) +
q(a)
2
∑
x,y 6∈ΠR+3
R
wxyφ
2(y)f(x)f(y)e2h(y)
+
q(a)
2
∑
x,y 6∈ΠR+3
R
wxy∇yx(φ2)f(x)f(y)e2h(y)
= q(a)
∑
x,y 6∈ΠR+3
R
wxyφ
2(x)f(x)f(y)e2h(x) +
q(a)
2
∑
x,y 6∈ΠR+3
R
wxy∇yx(φ2)f(x)f(y)e2h(y)
=: A2 +B2.
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For the term A2,
A2 = q(a)
∑
x 6∈ΠR+3
R
φ2(x)f(x)e2h(x)
∑
y 6∈ΠR+3
R
wxyf(y)
≤ q(a)
∑
x 6∈ΠR+3
R
φ2(x)f(x)e2h(x)
∑
y
wxyf(y)
≤ q(a)
∑
x 6∈ΠR+3
R
φ2(x)f(x)e2h(x)mx(∆f(x) + f(x)).
For the term B2, by Proposition 2.3,
B2 ≤ q(a)
∑
x,y
wxy|∇xyφ|f(x)f(y)e2h(y)
≤ q(a)
2
ea
∑
x,y
wxy|∇xyφ|(f2(x) + f2(y))eh(x)+h(y)
≤ q(a)
2
ea
( ∑
x,y∈ΠR0+3
R0
+
∑
x,y∈ΠL+3
L
)
wxy(f
2(x) + f2(y))eh(x)+h(y)
≤ q(a)e2a
( ∑
x∈ΠR0+3
R0
+
∑
x∈ΠL+3
L
)
f2(x)e2h(x)mx.
Choose a such that q(a) = µ1−µ1−µ . By Proposition 2.2, µ1 < 1, which yields that q(a) < 1.
Combining all the estimates above with (13), (14) and (15), by ∆f ≥ −µf , we get
µ1
∑
f2φ2e2hm
≤ −
∑
f∆fφ2e2hm+ C(a)(
∑
x∈ΠR0+3
R0
+
∑
x∈ΠL+3
L
)f2e2hm
+q(a)
∑
x 6∈ΠR+3
R
φ2(x)f(x)e2h(x)mx(∆f(x) + f(x))
= −(1− q(a))
∑
x 6∈ΠR+3
R
f∆fφ2e2hm−
∑
x∈ΠR+3
R
f∆fφ2e2hm+ q(a)
∑
x 6∈ΠR+3
R
f2φ2e2hm
+C(a)
( ∑
x∈ΠR0+3
R0
+
∑
x∈ΠL+3
L
)
f2e2hm,
≤ ((1 − q(a))µ+ q(a))
∑
x 6∈ΠR+3
R
f2φ2e2hm+ µ
∑
x∈ΠR+3
R
f2φ2e2hm
+C(a)
( ∑
x∈ΠR0+3
R0
+
∑
x∈ΠL+3
L
)
f2e2hm
where, for q(a) < 1,
C(a) =
e2a
2
+ ea(ea − 1) + 1
2
(ea − 1)2 + 2ea(1 + ea) + q(a)e2a ≤ 6e2a.
14 BOBO HUA AND ZHIQIN LU
Noting that (1− q(a))µ+ q(a) = µ1 and cancelling terms on both sides, we obtain that
(µ1 − µ)e2aR−2as
∑
x∈ΠR+3
R
f2m
≤ (µ1 − µ)
∑
x∈ΠR+3
R
f2φ2e2hm
≤ C(a)
( ∑
x∈ΠR0+3
R0
+
∑
x∈ΠL+3
L
)
f2e2hm
= C(a)
∑
x∈ΠR0+3
R0
f2e2arm+ C(a)e4aR+6a
∑
x∈ΠL+3
L
f2e−2arm. (18)
By the assumption (3), choosing L = Ri and letting i → ∞, by (18), we have, for
R ≥ R0 + 3,∑
x∈ΠR+3
R
f2m ≤ C(a)e
2as
µ1 − µ e
−2aR ∑
x∈ΠR0+3
R0
f2e2arm ≤ 6e
10a
µ1 − µe
−2aR ∑
x∈ΠR0+3
R0
f2e2arm.
This proves the result for ρ = d.
Hence we prove the theorem.

4. Applications
In this section, we investigate various applications of the main result.
Lemma 4.1. Let G = (V,E,m,w) be an infinite weighted graph, and ρ be an intrinsic
metric satisfying Assumption 1.1. Let Π be an end such that µ1(Π) > 0 and a = a0(µ1(Π)).
Let R0 ≥ supx∈∂Π r(x). For any R ≥ R0, let fR satisfy{
∆fR(x) = 0, x ∈ ΠR,
fR
∣∣
Π\ΠR = 0.
If there exist Ri →∞, such that f = limi→∞ fRi on Π. Then for R ≥ R0 + 3s,∑
ΠR+3s
R
f2m ≤ Ce−2aR
∑
Π
R0+3s
R0
f2e2arm.
Proof. Note that |fR| is a subharmonic function on Π, which satisfies the assumptions of
Theorem 1.2. Hence for any R ≥ R0 + 3s,∑
ΠR+3s
R
f2Rim ≤ Ce−2aR
∑
Π
R0+3s
R0
f2Rie
2arm.
By passing to the limit, i→∞, we prove the lemma. 
Now we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. For any α ≥ 0, we set
gα,R(x, y) =
∫ ∞
0
e−αtpt,R(x, y)dt,
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where pt,R(x, y) denotes the heat kernel on BR(x0) with Dirichlet boundary condition,
which is zero if x ∈ V \ BR(x0) or y ∈ V \BR(x0). Note that gα,R(x, y) is non-decreasing
in R, and
gα(x0, x) = lim
R→∞
gα,R(x0, x), ∀x ∈ V. (19)
For α > 0, gα(x0, x) < ∞ for any x ∈ V. For α = 0, since µ1(G) > 0, the graph is
non-parabolic, i.e. the minimal Green’s function g0(x0, x) <∞ for all x ∈ V.
Let Ω = {x0}. By the local finiteness, there are only finitely many ends {Πj}Jj=1 w.r.t.
Ω. Noting that for any 1 ≤ j ≤ J, µ1(Πj) ≥ µ1(G) > 0, by (19) and the same argument as
in Lemma 4.1, we have the estimate∑
(Πj)
R+3s
R
g2α(x0, ·)m ≤ Ce−2aR, ∀R ≥ 4s.
The summation over j yields the result for R ≥ 4s, since the estimate on finite connected
components of V \Ω is trivial. The result for R < 4s is obvious. This proves the theorem.

For any R > 0, let fR satisfy
∆fR(x) = 0, x ∈ ΠR
fR
∣∣
∂Π
= 1,
fR
∣∣
Π\ΠR = 0.
(20)
By the monotonicity of fR, we define
f = lim
R→∞
fR. (21)
By Definition 1.2 and the maximum principle, if Π is parabolic, then f ≡ 1 on Π. Otherwise,
f is a barrier function on Π. In the latter case, f is the minimal barrier function on Π, and
satisfies lim infx→Π(∞) f(x) = 0. Hence, we have the following proposition.
Proposition 4.1. Π is a parabolic end if and only if f ≡ 1 on Π, where f is defined in
(21).
One can show that G is non-parabolic if and only if for some (hence for all) finite Ω ⊂ V
there exists a non-parabolic end w.r.t. Ω.
Proof of Corollary 1.1. It is obvious that (v) =⇒ (iii) =⇒ (ii).
The statement (ii) =⇒ (iv) follows from Theorem 1.2 by choosing f ≡ 1 and µ = 0.
For (iv) =⇒ (v), by taking R as R+3is in the inequality in (iv), for i = 0, 1, 2, · · · , and
summing over i, we obtain that, for R ≥ R0 + 3s,
|Π| − |ΠR| ≤ C
∞∑
i=0
e−2a(R+3is−R0)|ΠR0+3sR0 |
≤ Ce−2a(R−R0)|ΠR0+3sR0 |.
This yields the result.
Now we show that (i) =⇒ (iv). Let fR be the harmonic function on ΠR satisfying (20)
and limR→∞ fR = f. Since Π is a parabolic end, f ≡ 1. Then by Lemma 4.1, for any
R ≥ R0 + 3s,
|ΠR+3sR | ≤ Ce−2a(R−R0)|ΠR0+3sR0 |.
This proves the statement (iv).
At last, we prove that (iii) =⇒ (i). Suppose that Π has finite total volume. Let fR be
the harmonic function on ΠR satisfying (20) and limR→∞ fR = f. We want to show that
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f ≡ 1 on Π, which would imply that Π is a parabolic end. By the maximum principle,
maxx∈Π |f(x)| ≤ 1. Consider the function f˜ = f − 1. Note that f˜ is bounded and |Π| <∞,
f˜ ∈ ℓ2(Π,m). Moreover, f˜ ∣∣
∂Π
≡ 0. By a discrete analog of Yau’s ℓ2 Liouville theorem on
graphs, see [HK14, HJ14], with minor modification for the Dirichlet boundary condition on
∂Π, we prove that f˜ is constant on Π, which implies that f ≡ 1 on Π. This yields that Π
is parabolic, and hence the statement (i) holds.
This proves the corollary.

Proof of Corollary 1.2. Note that (i), (ii), (iii) in this corollary are converse statements of
(i), (ii), (iii) in Corollary 1.1. Hence they are equivalent.
We show that (ii) =⇒ (iv). By (ii), for any R ≥ R0,
e−2aR|ΠR+3sR | ≥
∑
ΠR+3s
R
e−2arm ≥ ǫ0.
This yields the statement (iv).
Moreover, (iv) =⇒ (iii) is trivial. Hence all properties (i) − (iv) are equivalent. This
proves the corollary.

Proof of Corollary 1.3. For any ǫ > 0 there exists R0(ǫ) > 0 such that
µ1(V \BR0(x0)) ≥ µe(G)− ǫ.
By the local finiteness, there are finitely many ends {Πi}Ni=1 of G w.r.t. BR0(x0). Moreover,
for any 1 ≤ i ≤ N,
µ1(Πi) ≥ µ1(V \BR0(x0)) ≥ µe(G)− ǫ.
Let a = a0(µe(G)− ǫ). Since a0(·) is non-decreasing, for any 1 ≤ i ≤ N, a0(µ1(Πi)) ≥ a.
First we consider the case that the total volume of G is infinite. Hence there exists an
end Πj , for some 1 ≤ j ≤ N, such that |Πj | =∞. By Corollary 1.2, for sufficiently large R,
|(Πj)R| ≥ Ce2Ra0(µ1(Πj)) ≥ Ce2aR,
where C is independent of R. This yields that
|BR(x0)| ≥ |(Πj)R| ≥ Ce2aR.
Therefore,
log |BR(x0)|
R
≥ 2a+ logC
R
.
By taking the liminf for R→∞, we get
τ˜ (G) = lim inf
R→∞
log |BR(x0)|
R
≥ 2a.
By passing to the limit ǫ→ 0, the result follows.
Next we consider the case that the total volume of G is finite. Then |Πi| < ∞, for all
1 ≤ i ≤ N. By Corollary 1.1, there exist Ci, 1 ≤ i ≤ N, such that for R ≥ R0 + 3s,
|Πi \ (Πi)R| ≤ Cie−2Ra0(µ1(Πi)) ≤ Cie−2aR, 1 ≤ i ≤ N.
For sufficiently large R such that ∂BR(x0) has no intersection with finite connected com-
ponents of V \BR0(x0). Summing over i = 1, · · · , N, we obtain that
|V \BR(x0)| ≤ Ce−2aR.
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Hence
− log(|V \BR(x0)|)
R
≥ 2a− logC
R
.
The result follows from taking the liminf for R→∞ and then letting ǫ→ 0. 
Corollary 4.1. Let G = (V,E,m,w) be an infinite weighted graph, and ρ be an intrinsic
metric satisfying Assumption 1.1. Let Π be an end satisfying µ1(Π) > 0. Let u : Π→ R be
a harmonic function on Π satisfying u ∈ ℓq(Π,m) for q > 1. If either
(1) q ≥ 2, or
(2) q ∈ (1, 2) and |ΠR| ≤ Ce
2q
2−q
aR for sufficiently large R, where a = a0(µ1(Π)),
then u is bounded and for sufficiently large R,∑
ΠR+3s
R
u2m ≤ Ce−2Ra0(µ1(Π)).
Proof. Let R0 = maxx∈∂Π r(x). For any R ≥ R0+s, let fR be the harmonic function on ΠR
such that f
∣∣
∂Π
= u, f
∣∣
Π\ΠR = 0. By the maximum principle, |fR| is bounded by max∂Π |u|.
So that there exists a sequence Ri →∞, such that
fRi(x)→ f(x), ∀x ∈ Π ∪ ∂Π.
Hence, f is a bounded harmonic function on Π. By Lemma 4.1, R ≥ R0 + 3s,∑
ΠR+3s
R
f2m ≤ Ce−2aR. (22)
This yields that f ∈ ℓ2(Π,m).
For q ≥ 2, since f is bounded, f ∈ ℓq(Π,m). Hence u − f ∈ ℓq(Π,m), which vanishes
on ∂Π. By a discrete analog of Yau’s ℓq Liouville theorem on graphs, see [HK14, HJ14],
with minor modification for the Dirichlet boundary condition on ∂Π, u− f is constant and
hence u− f ≡ 0. Hence the result follows from (22) for q ≥ 2.
For q ∈ (1, 2), by (22), the Cauchy-Schwarz inequality and the volume growth bound,
∑
ΠR+3s
R
|f |qm ≤ |ΠR+3sR |1−
q
2
 ∑
ΠR+3s
R
|f |2m

q
2
≤ CeqaRe−qaR = C.
Since u ∈ ℓq(Π,m), ∑
ΠR
|u− f |qm = O(R), R→∞.
By a discrete analog of quantitative Yau’s ℓq Liouville theorem on graphs, see [HK14, HJ14],
with necessary modification on the Dirichlet boundary condition, one obtains that u− f is
constant and hence u− f ≡ 0. The result follows from (22).
This proves the corollary.

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