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Abstract
In this paper, a multilevel Monte Carlo theta EM scheme is provided for stochastic
differential delay equations with small noise. Under a global Lipschitz condition, the
variance of two coupled paths is derived. Then, the global Lipschitz condition is re-
placed by one-sided Lipschitz condition, in order to guarantee the moment finiteness of
numerical scheme, a modified multilevel Monte Carlo theta EM scheme is put forward
and the second moment of two coupled paths is estimated.
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1 Introduction
Small noise stochastic differential equations (SDEs) are widely used in economics, finance,
computational fluid dynamics, ecology, population dynamics and etc, and many customized
numerical methods have been developed for small noise SDEs with the aim of improving
efficiency [1, 2, 3]. The mostly used numerical methods are the Euler-Maruyama (EM)
scheme, the Monte Carlo method, the Milstein method and the Runge-Kutta method. There
are a lot of results for numerical schemes of SDEs under the global Lipschitz condition, see
[4, 5], etc. Since the global Lipschitz condition is too strong for most equations, more
and more works on SDEs with the non-global Lipschitz conditions are established in recent
years. For SDEs under the non-global Lipschitz condition, the numerical schemes may not
reproduce the behaviour of exact solutions [6], or the moments of numerical solutions may
∗Supported by NSFC(Nos., 11561027, 11661039), NSF of Jiangxi(Nos., 20181BAB201005,
2018ACB21001).
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even explode in a finite time[7]. Thus, the classical numerical schemes are modified or
improved to guarantee the finiteness of numerical solutions or to improve efficiency under
non-global Lipschitz conditions, for example the tamed EM scheme [7], the truncated EM
scheme [8], the theta EM scheme [9, 10], the tamed Milstein method [11], the multilevel
Monte Carlo method [12, 13, 14, 15].
In [1], the authors proposed a multilevel Monte Carlo EM method for stochastic differ-
ential equations with small noise, analyzed the variance between two coupled paths, and
discovered that the computational complexity of multilevel Monte Carlo method combined
with standard EM scheme was lower than the standard Monte Carlo. However, the results
of [1] are obtained under the global Lipschitz condition. If the global Lipschitz condition
weakens to one-sided Lipschitz condition, will it remain the same property? Motivated by
[1], we combine multilevel Monte Carlo method with the theta EM scheme and consider
the variance between two coupled paths for stochastic differential delay equations (SDDEs)
with small noise under global Lipschitz condition. Then, we replace the global Lipschitz
condition by the one-sided Lipschitz condition, give a modified multilevel Monte Carlo theta
EM scheme in order to guarantee the moment finiteness of the scheme. The second moment
of two coupled paths is estimated under one-sided Lipschitz condition.
Throughout this paper, unless otherwise specified, we let (Ω,F , {Ft}t≥0,P) be a complete
probability space with a filtration {Ft}t≥0 satisfying the usual conditions. Let W (t) =
(W1(t), . . . ,Wd(t))
T be an d-dimensional Brownian motion defined on the probability space.
Let τ > 0 be a delay. Consider the stochastic differential delay equation with small noise of
the form
dXε(t) = f(Xε(t), Xε(t− τ))dt+ εg(Xε(t), Xε(t− τ))dW (t), t ≥ 0 (1.1)
with initial data X(θ) = ξ(θ), θ ∈ [−τ, 0], where ε ∈ (0, 1) and
f : Ra × Ra → Ra and g : Ra × Ra → Ra×d.
In the following, we will analyze multilevel Monte Carlo EM solution of (1.1) under the
global Lipschitz condition and one-sided Lipschitz condition respectively.
2 SDDEs with Global Lipschitz Condition
We shall impose the following hypothesis:
(H) Both f and g satisfy the global Lipschitz condition. That is, there exists an α > 1 such
that
|f(x, y)− f(x¯, y¯)|+ |g(x, y)− g(x¯, y¯)| ≤ α(|x− x¯|+ |y − y¯|)
for all x, y, x¯, y¯ ∈ Ra. Moreover, for all x, y ∈ Ra
|∇f(x, y)|2 ∨ |∇2f(x, y)|2 ≤ α.
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Lemma 2.1 Let assumption (H) hold. Then, for any T > 0 and p ≥ 2, we have
E
[
sup
0≤t≤T
|Xε(t)|p
]
≤ C.
Remark 2.1 Assumption (H) implies the existence and uniqueness of equation (1.1). More-
over, if (H) holds, then for any x, y ∈ Ra
|f(x, y)|+ |g(x, y)| ≤ β(1 + |x|+ |y|)
where β = max{α, |f(0, 0)|, |g(0, 0)|}, and for any x, y, x¯, y¯ ∈ Ra
〈x− x¯, f(x, y)− f(x¯, y¯)〉 ≤ α¯(|x− x¯|2 + |y − y¯|2)
where α¯ = 1
2
+ α2.
2.1 The theta EM Scheme
We now introduce theta EM scheme for (1.1). Given any time T > 0, assume that there
exist two positive integers such that h = τ
m
= T
M
, where h ∈ (0, 1) is the step size. For
n = −m, · · · , 0, set Xεh(tn) = ξ(nh); For n = 0, 1, · · · ,M − 1, we form
Xεh(tn+1) =X
ε
h(tn) + θf(X
ε
h(tn+1), X
ε
h(tn+1−m))h
+ (1− θ)f(Xεh(tn), X
ε
h(tn−m))h+ εg(X
ε
h(tn), X
ε
h(tn−m))∆W (tn),
(2.1)
where tn = nh, ∆W (tn) = W (tn+1) −W (tn). Here θ ∈ [0, 1] is an additional parameter
that allows us to control the implicitness of the numerical scheme. For θ = 0, the theta EM
scheme reduces to the EM scheme, and for θ = 1, it is exactly the backward EM scheme.
For a given Xεh(tn), in order to guarantee a unique solution X
ε
h(tn+1) to (2.1), the step size
is required to satisfy θh < 1
α¯
according to the monotone operator [16], where α¯ is defined as
in Remark 2.1. In addition, to guarantee the moment finiteness of numerical solutions, we
also require hθ < 1
6β
in this section. Thus, in Section 2, we set h∗ ∈
(
0, 1
θ(α¯∨6β)
)
, and let
h, hl ∈ (0, h
∗] for θ ∈ (0, 1], while for θ = 0, we only need h, hl ∈ (0, 1), where hl is a step
size defined in Section 2.2.
We find it is convenient to work with a continuous form of a numerical method. Rewrite
(2.1) with a continuous form as follows:
Xεh(t)− θf(X
ε
h(t), X
ε
h(t− τ))h = ξ(0)− θf(ξ(0), ξ(−τ))h
+
∫ t
0
f(Xεh(ηh(s)), X
ε
h(ηh(s− τ)))ds+ ε
∫ t
0
g(Xεh(ηh(s)), X
ε
h(ηh(s− τ)))dW (s),
(2.2)
where ηh(s) = ⌊s/h⌋h.
Lemma 2.2 Let assumption (H) hold. Then, for any T > 0 and p ≥ 2, we have
E
[
sup
0≤t≤T
|Xεh(t)|
p
]
≤ C.
3
Proof. Denote Y εh (t) = X
ε
h(t)− θf(X
ε
h(t), X
ε
h(t− τ))h. For any t ∈ [0, T ], by (2.2) and the
Burkholder-Davis-Gundy (BDG) inequality, we get
E
[
sup
0≤s≤t
|Y εh (s)|
p
]
≤C|Y εh (0)|
p + Ctp−1E
∫ t
0
|f(Xεh(ηh(s)), X
ε
h(ηh(s− τ)))|
pds
+ CεpE
[
sup
0≤s≤t
∣∣∣∣
∫ s
0
g(Xεh(ηh(u)), X
ε
h(ηh(u− τ)))dW (u)
∣∣∣∣
p]
≤C + Ctp−1E
∫ t
0
|f(Xεh(ηh(s)), X
ε
h(ηh(s− τ)))|
pds
+ Cεpt
p
2
−1
E
∫ t
0
|g(Xεh(ηh(s)), X
ε
h(ηh(s− τ)))|
pds,
(2.3)
where Y εh (0) = ξ(0) − θf(ξ(0), ξ(−τ))h. Let t = nh and s = n¯h, where n and n¯ are
nonnegative integers such that n¯h ≤ nh ≤ T , then by assumption (H),
E
[
sup
n¯≤n
|Y εh (n¯h)|
p
]
≤C + C
n−1∑
i=0
E
[
sup
n¯≤i
|Xεh(n¯h)|
p
]
h.
Since θh < 1
6β
, by |x− y|p ≥ 21−p|x|p − |y|p, we have
|Y εh (n¯h)|
p ≥ 21−p|Xεh(n¯h)|
p − 3p−1βpθphp(1 + |Xεh(n¯h)|
p + |Xεh(n¯h−mh)|
p),
which implies that
E
[
sup
n¯≤n
|Xεh(n¯h)|
p
]
≤C + CE
[
sup
n¯≤n
|Y εh (n¯h)|
p
]
≤C + C
n−1∑
i=0
E
[
sup
n¯≤i
|Xεh(n¯h)|
p
]
h.
(2.4)
By the discrete Gronwall inequality,
E
[
sup
n¯≤n
|Xεh(n¯h)|
p
]
≤ C. (2.5)
Furthermore, by (2.3) and (2.5),
E
[
sup
0≤t≤T
|Y εh (t)|
p
]
≤C + CE
∫ T
0
(|Xεh(ηh(s))|
p + |Xεh(ηh(s− τ))|
p)ds ≤ C.
In the same way as (2.4), we derive
E
[
sup
0≤t≤T
|Xεh(t)|
p
]
≤C + CE
[
sup
0≤t≤T
|Y εh (t)|
p
]
≤ C.
This completes the proof. ✷
4
Lemma 2.3 Let assumption (H) hold. Then, for any p ≥ 2, we have
sup
0≤n≤M−1
E[|Xεh(tn+1)−X
ε
h(tn)|
p] ≤ Chp + Cεphp/2.
Proof. Use the same notation Y εh (t) as in Lemma 2.2. We derive from (2.2), assumption
(H), Lemma 2.2 and the BDG inequality that for p ≥ 2
E|Y εh (tn+1)− Y
ε
h (tn)|
p ≤2p−1hp−1
∫ tn+1
tn
|f(Xεh(ηh(s)), X
ε
h(ηh(s− τ)))|
pds
+ εph
p
2
−1
∫ tn+1
tn
|g(Xεh(ηh(s)), X
ε
h(ηh(s− τ)))|
pds
≤Chp + Cεph
p
2 .
With the relationship between Xεh(t) and Y
ε
h (t), we obtain
Xεh(tn+1)−X
ε
h(tn) =Y
ε
h (tn+1)− Y
ε
h (tn) + θf(X
ε
h(tn+1), X
ε
h(tn+1 − τ))h
− θf(Xεh(tn), X
ε
h(tn − τ))h.
By Lemma 2.2, it is easy to show that
E|Xεh(tn+1)−X
ε
h(tn)|
p ≤ CE|Y εh (tn+1)− Y
ε
h (tn)|
p + Chp ≤ Chp + Cεph
p
2 .
✷
We now reveal the error between the numerical solution (2.2) and the exact solution
(1.1).
Theorem 2.1 Let assumption (H) hold, assume that Ψ : Ra → R has continuous second
order derivative and there exists a constant C such that∣∣∣∣∂Ψ∂xi
∣∣∣∣ ≤ C and
∣∣∣∣ ∂2Ψ∂xi∂xj
∣∣∣∣ ≤ C
for any i, j = 1, 2, · · · , a. Then, we have
sup
0≤t≤T
E|Ψ(Xε(t))−Ψ(Xεh(t))|
2 = O(h2 + ε2h).
Proof. Set I(t) = Xεh(t)−X
ε(t)− θf(Xεh(t), X
ε
h(t− τ))h, then
I(t) = I(0) +
∫ t
0
[f(Xεh(ηh(s)), X
ε
h(ηh(s− τ)))− f(X
ε(s), Xε(s− τ))]ds
+ ε
∫ t
0
[g(Xεh(ηh(s)), X
ε
h(ηh(s− τ)))− g(X
ε(s), Xε(s− τ))]dW (s),
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where I(0) = −θf(ξ(0), ξ(−τ))h. By the assumption (H) and Lemma 2.3, we see
sup
0≤t≤T
E|I(t)|2 ≤ 3|I(0)|2 + 3TE
∫ T
0
|f(Xεh(ηh(s)), X
ε
h(ηh(s− τ)))− f(X
ε(s), Xε(s− τ))|2ds
+ Cε2E
∫ T
0
|g(Xεh(ηh(s)), X
ε
h(ηh(s− τ)))− g(X
ε(s), Xε(s− τ))|2ds
≤ Ch2 + Cε2h + Cε2
∫ T
0
sup
0≤t≤s
E|Xε(t)−Xεh(t)|
2ds+ Cε2h2 + Cε4h.
(2.6)
Since |x− y|p ≥ 1
2
|x|p − |y|p, we get
|I(t)|2 ≥
1
2
|Xε(t)−Xεh(t)|
2 − |θf(Xεh(t), X
ε
h(t− τ))h|
2
We then derive from Lemma 2.2, (2.6) and the Gronwall inequality that
sup
0≤t≤T
E|Xε(t)−Xεh(t)|
2 ≤ Ch2 + ε2h.
Since Ψ has continuous bounded first order derivative, we immediately get
sup
0≤t≤T
E|Ψ(Xε(t))−Ψ(Xεh(t))|
2 ≤ C sup
0≤t≤T
E|Xε(t)−Xεh(t)|
2.
The desired result then follows. ✷
Corollary 2.1 Assume that the conditions of Theorem 2.1 hold. Let M ≥ 2, l ≥ 1, hl =
T ·M−l, hl−1 = T ·M
−(l−1). Then
sup
0≤n<M l−1
Var(Ψ(Xεhl(tn))−Ψ(X
ε
hl−1
(tn))) ≤ Ch
2
l−1 + Cε
2hl−1.
Proof. For 0 ≤ n ≤M l−1 − 1, by Theorem 2.1,
Var(Ψ(Xεhl(tn))−Ψ(X
ε
hl−1
(tn))) ≤ E|Ψ(X
ε
hl
(tn))−Ψ(X
ε
hl−1
(tn))|
2
≤2E|Ψ(Xεhl(tn))−Ψ(X
ε(tn))|
2 + 2E|Ψ(Xε(tn))−Ψ(X
ε
hl−1
(tn))|
2
≤Ch2l−1 + Cε
2hl−1.
✷
2.2 The Multilevel Monte Carlo theta EM Scheme
We now define the multilevel Monte Carlo theta EM scheme. Given any T > 0, let M ≥
2, l ≥ 1, hl = T ·M
−l, hl−1 = T ·M
−(l−1), assume there exists an ml such that τ = mlhl. Let
Xεhl(t)− θf(X
ε
hl
(t), Xεhl(t− τ))hl
=ξ(0)− θf(ξ(0), ξ(−τ))hl +
∫ t
0
f(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))ds
+ ε
∫ t
0
g(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))dW (s),
(2.7)
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and
Xεhl−1(t)− θf(X
ε
hl−1
(t), Xεhl−1(t− τ))hl−1
=ξ(0)− θf(ξ(0), ξ(−τ))hl−1 +
∫ t
0
f(Xεhl−1(ηhl−1(s)), X
ε
hl−1
(ηhl−1(s− τ)))ds
+ ε
∫ t
0
g(Xεhl−1(ηhl−1(s)), X
ε
hl−1
(ηhl−1(s− τ)))dW (s),
(2.8)
where ηhl(s) = ⌊s/hl⌋hl. Here θ ∈ [0, 1] is a parameter to control the implicitness. For
n ∈ {0, 1, . . . ,M l−1 − 1} and k ∈ {0, . . . ,M}, let
tn = nhl−1 and t
k
n = nhl−1 + khl.
This means we divide the interval [tn, tn+1] into M equal parts, we have t
0
n = tn, t
M
n =
tn+1. We can rewrite (2.7) and (2.8) as the following discretization schemes. For n ∈
{0, 1, . . . ,M l−1 − 1} and k ∈ {0, . . . ,M − 1}, let
Xεhl(t
k+1
n )− θf(X
ε
hl
(tk+1n ), X
ε
hl
(tk+1n −mlhl))hl
=Xεhl(t
k
n)− θf(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))hl + f(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))hl
+ ε
√
hlg(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))ξ
k
n,
(2.9)
where the random vector ξkn ∈ R
d has independent components, and each component is
distributed as N(0, 1). This implies
Xεhl(tn+1)− θf(X
ε
hl
(tn+1), X
ε
hl
(tn+1 −mlhl))hl
=Xεhl(tn)− θf(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))hl +
M−1∑
k=0
f(Xεhl(t
k
n), X
ε
hl
(tkn −mlhl))hl
+ ε
√
hl
M−1∑
k=0
g(Xεhl(t
k
n), X
ε
hl
(tkn −mlhl))ξ
k
n.
(2.10)
To simulate Xεhl−1, we use
Xεhl−1(tn+1)− θf(X
ε
hl−1
(tn+1), X
ε
hl−1
(tn+1 −mlhl))hl−1
=Xεhl−1(tn)− θf(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))hl−1 + f(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))hl−1
+ ε
√
hlg(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))
M−1∑
k=0
ξkn.
(2.11)
For convenience, let
Y εhl(t) := X
ε
hl
(t)− θf(Xεhl(t), X
ε
hl
(t−mlhl))hl,
and
Y εhl−1(t) := X
ε
hl−1
(t)− θf(Xεhl−1(t), X
ε
hl−1
(t−mlhl))hl−1.
We now have the following estimates.
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Lemma 2.4 Let assumption (H) hold. Then, for any T > 0 and p ≥ 2, we have
E
[
sup
0≤t≤T
|Xεhl(t)|
p
]
≤ C,
and
E
[
sup
0≤t≤T
|Xεhl−1(t)|
p
]
≤ C.
Proof. We omit the proof here since it is similar to that of Lemma 2.2. ✷
Let Zh be the deterministic solution to
Zh(t)− θf(Zh(t), Zh(t− τ))h = ξ(0)− θf(ξ(0), ξ(−τ))h+
∫ t
0
f(Zh(ηh(s)), Zh(ηh(s− τ)))ds,
which is the theta EM approximation to the ordinary differential delay equation obtained
from (1.1) by taking ε = 0.
Lemma 2.5 Let assumption (H) hold. Then, for any T > 0 and p ≥ 2, we have
E
[
sup
0≤t≤T
|Zhl(t)|
p
]
≤ C,
and
sup
0≤n<M l−1,1≤k≤M
E|Zhl(t
k
n)− Zhl(tn)|
p ≤ CMphpl .
Proof. Following the proof of Lemma 2.2, under global Lipschitz condition (H), the first
part is obvious. Denote by Z¯hl(t) = Zhl(t) − θf(Zhl(t), Zhl(t − τ))hl. By the result of the
first part,
E|Z¯hl(t
k
n)− Z¯hl(tn)|
p ≤ |khl|
p−1
E
∫ tkn
tn
|f(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))|
pds ≤ CMphpl .
On the other side, we see
E|Zhl(t
k
n)− Zhl(tn)|
p ≤ CE|Z¯hl(t
k
n)− Z¯hl(tn)|
p + CMphpl .
Thus, the desired assertion follows. ✷
Lemma 2.6 Let assumption (H) hold. Then, for any T > 0 and p ≥ 2, we have
E
[
sup
0≤t≤T
|Xεhl(t)− Zhl(t)|
p
]
≤ Cεp,
and
E
[
sup
0≤t≤T
|Xεhl−1(t)− Zhl−1(t)|
p
]
≤ Cεp.
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Proof. Use the notation Z¯hl(t) defined in Lemma 2.5. By the definition of Y
ε
hl
(t) and Z¯hl(t),
Y εhl(t)− Z¯hl(t) =
∫ t
0
[f(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− f(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))]ds
+ ε
∫ t
0
g(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))dW (s),
thus, by the BDG inequality, we get
E
[
sup
0≤s≤t
|Y εhl(s)− Z¯hl(s)|
p
]
≤C
∫ t
0
|f(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− f(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))|
pds
+ Cεp
∫ t
0
|g(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))|
pds.
(2.12)
Let t = nhl and s = n¯hl, where n and n¯ are nonnegative integers such that n¯hl ≤ nhl ≤ T ,
then by assumption (H),
E
[
sup
n¯≤n
|Y εhl(n¯hl)− Z¯hl(n¯hl)|
p
]
≤C
n−1∑
i=0
E
[
sup
n¯≤i
|Xεhl(n¯hl)− Zhl(n¯hl)|
p
]
hl
+ Cεp + CεpE
[
sup
0≤s≤t
|Xεhl(s)|
p
]
.
(2.13)
By using |x− y|p ≥ 21−p|x|p − |y|p and assumption (H) again, we see
E
[
sup
n¯≤n
|Xεhl(n¯hl)− Zhl(n¯hl)|
p
]
≤ CE
[
sup
n¯≤n
|Y εhl(n¯hl)− Z¯hl(n¯hl)|
p
]
,
then, Lemma 2.4 and (2.13) give that
E
[
sup
n¯≤n
|Xεhl(n¯hl)− Zhl(n¯hl)|
p
]
≤C
n−1∑
i=0
E
[
sup
n¯≤i
|Xεhl(n¯hl)− Zhl(n¯hl)|
p
]
hl + Cε
p.
The discrete Gronwall inequality leads to
E
[
sup
n¯≤n
|Xεhl(n¯hl)− Zhl(n¯hl)|
p
]
≤ Cεp.
Furthermore, with assumption (H), we derive from (2.12) and Lemma 2.4 that
E
[
sup
0≤t≤T
|Y εhl(t)− Z¯hl(t)|
p
]
≤ Cεp.
Then, the first part follows by using the relationship between Y εhl(t) and X
ε
hl
(t) together with
Lemma 2.4. By the same technique, the second part can be verified. ✷
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Lemma 2.7 Let assumption (H) hold. Then, we have
sup
0≤n<M l−1,1≤k≤M
|E[Xεhl(t
k
n)−X
ε
hl
(tn)]| ≤ CMhl.
Proof. By (2.9), for k ∈ {1, 2, · · · ,M},
Y εhl(t
k
n) =Y
ε
hl
(t0n) +
k−1∑
q=0
f(Xεhl(t
q
n), X
ε
hl
(tqn −mlhl))hl
+ ε
√
hl
k−1∑
q=0
g(Xεhl(t
q
n), X
ε
hl
(tqn −mlhl))ξ
q
n.
(2.14)
Taking expectation on both sides, together with Lemma 2.4, yields
|E[Y εhl(t
k
n)− Y
ε
hl
(t0n)]| ≤
∣∣∣∣∣E
[
k−1∑
q=0
f(Xεhl(t
q
n), X
ε
hl
(tqn −mlhl))hl
]∣∣∣∣∣
+
∣∣∣∣∣E
[
ε
√
hl
k−1∑
q=0
g(Xεhl(t
q
n), X
ε
hl
(tqn −mlhl))ξ
q
n
]∣∣∣∣∣
≤Chl
k−1∑
q=0
(
1 + E|Xεhl(t
q
n)|+ E|X
ε
hl
(tqn −mlhl)|
)
≤CMhl.
(2.15)
Since we have
Xεhl(t
k
n)−X
ε
hl
(tn) =Y
ε
hl
(tkn)− Y
ε
hl
(t0n) + θf(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))hl
− θf(Xεhl(t
0
n), X
ε
hl
(t0n −mlhl))hl.
(2.16)
Combining (2.15) and (2.16), it is easy to show the desired result by Lemma 2.4. ✷
Lemma 2.8 Let assumption (H) hold. Then, for any p > 0, we have
sup
0≤n<M l−1,1≤k≤M
E[|Xεhl(t
k
n)−X
ε
hl
(tn)|
p] ≤ CMphpl + Cε
pMp/2h
p/2
l .
Proof. We derive from (2.14), assumption (H), Lemma 2.4 and the discrete BDG inequality
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that for p ≥ 2
E|Y εhl(t
k
n)− Y
ε
hl
(t0n)|
p ≤2p−1Mp−1hpl
k−1∑
q=0
E|f(Xεhl(t
q
n), X
ε
hl
(tqn −mlhl))|
p
+ 2p−1εph
p/2
l E
∣∣∣∣∣
k−1∑
q=0
g(Xεhl(t
q
n), X
ε
hl
(tqn −mlhl))ξ
q
n
∣∣∣∣∣
p
≤CMphpl + Cε
ph
p/2
l E
∣∣∣∣∣
k−1∑
q=0
d∑
i=1
|gi(Xεhl(t
q
n), X
ε
hl
(tqn −mlhl))|
2
∣∣∣∣∣
p
2
≤CMphpl + Cε
pMp/2h
p/2
l
(
1 + sup
0≤q≤M−1
E|Xεhl(t
q
n)|
p
)
≤CMphpl + Cε
pMp/2h
p/2
l ,
where gi is the i-th column of g and in the last step we have used Lemma 2.4. By (2.16) and
Lemma 2.4 again, we conclude that the desired result follows for p ≥ 2. Finally, one can use
the Young inequality to get the results for p ∈ (0, 2). ✷
Taylor expansion of the drift coefficient.
Lemma 2.9 Let ∇ and ∇2 be the first and second order derivatives respectively. Then
f(Xεhl(t
k
n), X
ε
hl
(tkn −mlhl))− f(X
ε
hl
(tn), X
ε
hl
(tn −mlhl)) = A
k
n +B
k
n + C
k
n,
where Akn, B
k
n, C
k
n are defined as in the proof.
Proof. Let fi(x) be the ith component of f(x). By the Taylor expansion, for i = 1, 2, · · · , a,
fi(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))− fi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))
=
∫ 1
0
∇fi
(
(Xεhl(tn), X
ε
hl
(tn −mlhl)) + s[(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))
− (Xεhl(tn), X
ε
hl
(tn −mlhl))]
)
ds×
(
Xεhl(t
k
n)−X
ε
hl
(tn)
Xεhl(t
k
n −mlhl)−X
ε
hl
(tn −mlhl)
)
=
∫ 1
0
∇fi
(
(Xεhl(tn), X
ε
hl
(tn −mlhl)) + s[(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))
− (Xεhl(tn), X
ε
hl
(tn −mlhl))]
)
ds×
(
σ11n + σ
12
n + σ
13
n
σ21n + σ
22
n + σ
23
n
)
,
11
where
σ11n =
k−1∑
q=0
f(Xεhl(t
q
n), X
ε
hl
(tqn −mlhl))hl,
σ12n =ε
√
hl
k−1∑
q=0
g(Xεhl(t
q
n), X
ε
hl
(tqn −mlhl))ξ
q
n,
σ13n =θf(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))hl − θf(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))hl,
σ21n =
k−1∑
q=0
f(Xεhl(t
q
n −mlhl), X
ε
hl
(tqn − 2mlhl))hl,
σ22n =ε
√
hl
k−1∑
q=0
g(Xεhl(t
q
n −mlhl), X
ε
hl
(tqn − 2mlhl))ξ
q
n,
σ23n =θf(X
ε
hl
(tkn −mlhl), X
ε
hl
(tkn − 2mlhl))hl − θf(X
ε
hl
(tn −mlhl), X
ε
hl
(tn − 2mlhl))hl.
Again by the Taylor expansion we derive∫ 1
0
∇fi
(
(Xεhl(tn), X
ε
hl
(tn −mlhl)) + s[(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))
− (Xεhl(tn), X
ε
hl
(tn −mlhl))]
)
ds×
(
σ12n
σ22n
)
=∇fi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))×
(
σ12n
σ22n
)
+ [Xεhl(t
k
n)−X
ε
hl
(tn), X
ε
hl
(tkn −mlhl)−X
ε
hl
(tn −mlhl)]
·
∫ 1
0
∫ s
0
∇2fi
(
(Xεhl(tn), X
ε
hl
(tn −mlhl)) + u[(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))
− (Xεhl(tn), X
ε
hl
(tn −mlhl))]
)
duds×
(
σ12n
σ22n
)
.
These implies
fi(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))− fi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))
=
∫ 1
0
∇fi
(
(Xεhl(tn), X
ε
hl
(tn −mlhl)) + s[(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))
− (Xεhl(tn), X
ε
hl
(tn −mlhl))]
)
ds×
(
σ11n + σ
13
n
σ21n + σ
23
n
)
+∇fi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))×
(
σ12n
σ22n
)
+ [Xεhl(t
k
n)−X
ε
hl
(tn), X
ε
hl
(tkn −mlhl)−X
ε
hl
(tn −mlhl)]
·
∫ 1
0
∫ s
0
∇2fi
(
(Xεhl(tn), X
ε
hl
(tn −mlhl)) + u[(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))
− (Xεhl(tn), X
ε
hl
(tn −mlhl))]
)
duds×
(
σ12n
σ22n
)
=:Aikn +B
ik
n + C
ik
n .
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Denote byAkn = (A
1k
n , A
2k
n , · · · , A
ak
n )
T , Bkn = (B
1k
n , B
2k
n , · · · , B
ak
n )
T and Ckn = (C
1k
n , C
2k
n , · · · , C
ak
n )
T ,
then we can rewrite f(Xεhl(t
k
n), X
ε
hl
(tkn−mlhl))−f(X
ε
hl
(tn), X
ε
hl
(tn−mlhl)) as A
k
n+B
k
n+C
k
n.
This completes the proof. ✷
Theorem 2.2 Let assumption (H) hold. Then we have
sup
0≤n<M l−1
E[|Xεhl(tn)−X
ε
hl−1
(tn)|
2] ≤ CM2h2l + Cε
4Mhl.
Proof. For any n ≤M l−1 − 1 , by (2.10) and (2.11), we get
Y εhl(tn+1)− Y
ε
hl−1
(tn+1) = Y
ε
hl
(tn)− Y
ε
hl−1
(tn)
+ hl
M−1∑
k=0
[f(Xεhl(t
k
n), X
ε
hl
(tkn −mlhl))− f(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))]
+ ε
√
hl
M−1∑
k=0
[g(Xεhl(t
k
n), X
ε
hl
(tkn −mlhl))− g(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))]ξ
k
n
=Y εhl(tn)− Y
ε
hl−1
(tn) + hl
M−1∑
k=0
[f(Xεhl(t
k
n), X
ε
hl
(tkn −mlhl))− f(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))]
+ hl
M−1∑
k=0
[f(Xεhl(tn), X
ε
hl
(tn −mlhl))− f(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))]
+ ε
√
hl
M−1∑
k=0
[g(Xεhl(t
k
n), X
ε
hl
(tkn −mlhl))− g(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))]ξ
k
n
+ ε
√
hl
M−1∑
k=0
[g(Xεhl(tn), X
ε
hl
(tn −mlhl))− g(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))]ξ
k
n.
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By the elementary inequality
(
n∑
i=1
xi
)2
≤ x21 + (n− 1)
n∑
i=2
|xi|
2 + 2
n∑
i=2
〈x1, xi〉, we compute
|Y εhl(tn+1)− Y
ε
hl−1
(tn+1)|
2 ≤ |Y εhl(tn)− Y
ε
hl−1
(tn)|
2
+ 4Mh2l
M−1∑
k=0
∣∣f(Xεhl(tkn), Xεhl(tkn −mlhl))− f(Xεhl(tn), Xεhl(tn −mlhl))∣∣2
+ 4Mh2l
M−1∑
k=0
∣∣∣f(Xεhl(tn), Xεhl(tn −mlhl))− f(Xεhl−1(tn), Xεhl−1(tn −mlhl))
∣∣∣2
+ 4ε2hl
∣∣∣∣∣
M−1∑
k=0
[g(Xεhl(t
k
n), X
ε
hl
(tkn −mlhl))− g(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))]ξ
k
n
∣∣∣∣∣
2
+ 4ε2hl
∣∣∣∣∣
M−1∑
k=0
[g(Xεhl(tn), X
ε
hl
(tn −mlhl))− g(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))]ξ
k
n
∣∣∣∣∣
2
+ 2hl
M−1∑
k=0
〈Y εhl(tn)− Y
ε
hl−1
(tn), f(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))− f(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))〉
+ 2hl
M−1∑
k=0
〈Y εhl(tn)− Y
ε
hl−1
(tn), f(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))− f(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))〉
+ 2ε
√
hl
M−1∑
k=0
〈Y εhl(tn)− Y
ε
hl−1
(tn), [g(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))− g(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))]ξ
k
n〉
+ 2ε
√
hl
M−1∑
k=0
〈Y εhl(tn)− Y
ε
hl−1
(tn), [g(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))− g(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))]ξ
k
n〉.
Taking expectation, then summing both sides, using assumption (H) and the Young inequal-
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ity, we obtain that for Λ ≤M l−1 − 1
sup
0≤n≤Λ+1
E|Y εhl(tn)− Y
ε
hl−1
(tn)|
2
≤8α2Mh2l
Λ∑
j=0
M−1∑
k=0
E
(
|Xεhl(t
k
j )−X
ε
hl
(tj)|
2 + |Xεhl(t
k
j −mlhl)−X
ε
hl
(tj −mlhl)|
2
)
+ 8α2Mh2l
Λ∑
j=0
M−1∑
k=0
E
(
|Xεhl(tj)−X
ε
hl−1
(tj)|
2 + |Xεhl(tj −mlhl)−X
ε
hl−1
(tj −mlhl)|
2
)
+ 8α2ε2hl
Λ∑
j=0
M−1∑
k=0
E
(
|Xεhl(t
k
j )−X
ε
hl
(tj)|
2 + |Xεhl(t
k
j −mlhl)−X
ε
hl
(tj −mlhl)|
2
)
+ 8α2ε2hl
Λ∑
j=0
M−1∑
k=0
E
(
|Xεhl(tj)−X
ε
hl−1
(tj)|
2 + |Xεhl(tj −mlhl)−X
ε
hl−1
(tj −mlhl)|
2
)
+ 2hl
Λ∑
j=0
M−1∑
k=0
E〈Y εhl(tj)− Y
ε
hl−1
(tj), f(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))− f(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))〉
+ 2hl
Λ∑
j=0
M−1∑
k=0
E〈Y εhl(tj)− Y
ε
hl−1
(tj), f(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))− f(X
ε
hl−1
(tj), X
ε
hl−1
(tj −mlhl))〉
By Lemma 2.8, we immediately get
sup
0≤n≤Λ+1
E|Y εhl(tn)− Y
ε
hl−1
(tn)|
2
≤CMhl(M
2h2l + ε
2Mhl) + Cε
2(M2h2l + ε
2Mhl)
+ C(M2h2l + ε
2Mhl)
Λ∑
j=0
E|Xεhl(tj)−X
ε
hl−1
(tj)|
2 +
1
4
sup
0≤n≤Λ+1
E|Y εhl(tn)− Y
ε
hl−1
(tn)|
2
+ C(M2h2l + ε
2Mhl)
Λ∑
j=0
E|Xεhl(tj −mlhl)−X
ε
hl−1
(tj −mlhl)|
2
+ 2hl
Λ∑
j=0
M−1∑
k=0
E〈Y εhl(tj)− Y
ε
hl−1
(tj), f(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))− f(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))〉
+ CMhl
Λ∑
j=0
E|Xεhl(tj)−X
ε
hl−1
(tj)|
2 + CMhl
Λ∑
j=0
E|Xεhl(tj −mlhl)−X
ε
hl−1
(tj −mlhl)|
2.
(2.17)
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Applying the Young inequality and Lemma 2.9, we see
2hl
Λ∑
j=0
M−1∑
k=0
E〈Y εhl(tj)− Y
ε
hl−1
(tj), f(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))− f(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))〉
=2hl
Λ∑
j=0
M−1∑
k=0
E〈Y εhl(tj)− Y
ε
hl−1
(tj), A
k
j 〉+ 2hl
Λ∑
j=0
M−1∑
k=0
E〈Y εhl(tj)− Y
ε
hl−1
(tj), B
k
j 〉
+ 2hl
Λ∑
j=0
M−1∑
k=0
E〈Y εhl(tj)− Y
ε
hl−1
(tj), C
k
j 〉
≤
1
4
sup
0≤n≤Λ+1
E|Y εhl(tn)− Y
ε
hl−1
(tn)|
2 + Chl
Λ∑
j=0
M−1∑
k=0
E|Akj |
2 + Chl
Λ∑
j=0
M−1∑
k=0
E|Ckj |
2
≤
1
4
sup
0≤n≤Λ+1
E|Y εhl(tn)− Y
ε
hl−1
(tn)|
2 + CM2h2l + Cε
2M3h3l + Cε
4M2h2l ,
(2.18)
since by Lemma 2.4 and Lemma 2.8, it is easy to see E|Akj |
2 ≤ CM2h2l +Cε
2M3h3l , moreover,
by the Ho¨lder inequality and Lemmas 2.4, 2.8, we have
E|Ckj |
2 ≤ Cε2hlE
([
|Xεhl(t
k
j )−X
ε
hl
(tj)|
2 + |Xεhl(t
k
j −mlhl)−X
ε
hl
(tj −mlhl)|
2
]
·
[ k−1∑
q=0
|g(Xεhl(t
q
j), X
ε
hl
(tqj −mlhl))ξ
q
j |
2 +
k−1∑
q=0
|g(Xεhl(t
q
j −mlhl), X
ε
hl
(tqj − 2mlhl))ξ
q
j |
2
])
≤Cε2hl
(
E|Xεhl(t
k
j )−X
ε
hl
(tj)|
4 + E|Xεhl(t
k
j −mlhl)−X
ε
hl
(tj −mlhl)|
4
)1/2
·
(
k−1∑
q=0
E|g(Xεhl(t
q
j), X
ε
hl
(tqj −mlhl))ξ
q
j |
4 +
k−1∑
q=0
E|g(Xεhl(t
q
j −mlhl), X
ε
hl
(tqj − 2mlhl))ξ
q
j |
4
)1/2
≤Cε2M3h3l + Cε
4M2h2l .
By the definition of Y εhl(tn) and Y
ε
hl−1
(tn), we have
Y εhl(tn)− Y
ε
hl−1
(tn) = X
ε
hl
(tn)−X
ε
hl−1
(tn)
− θf(Xεhl(tn), X
ε
hl
(tn −mlhl))hl + θf(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))hl−1.
Taking advantage of the elementary equality 2(|a|2 + |b|2) ≥ |a− b|2 ≥ |a|2 − |b|2, we get
|Y εhl(tn)− Y
ε
hl−1
(tn)|
2 ≥ |Xεhl(tn)−X
ε
hl−1
(tn)|
2
− |θf(Xεhl(tn), X
ε
hl
(tn −mlhl))hl − θf(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))hl−1|
2
≥|Xεhl(tn)−X
ε
hl−1
(tn)|
2 − 2θ2h2l |f(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))|
2
− 2θ2h2l−1|f(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))|
2.
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This, together with Lemma 2.4 imply
sup
0≤n≤Λ+1
E|Xεhl(tn)−X
ε
hl−1
(tn)|
2 ≤ sup
0≤n≤Λ+1
E|Y εhl(tn)− Y
ε
hl−1
(tn)|
2 + Ch2l−1. (2.19)
Combining (2.17)-(2.19) yields
sup
0≤n≤Λ+1
E|Xεhl(tn)−X
ε
hl−1
(tn)|
2
≤C(M3h3l + ε
2M2h2l + ε
4Mhl +M
2h2l + ε
2M3h3l + ε
4M2h2l )
+ C(M2h2l + ε
2Mhl +Mhl)
Λ∑
j=0
sup
0≤n≤j
E|Xεhl(tn)−X
ε
hl−1
(tn)|
2.
By the discrete Gronwall inequality, the desired result can be obtained since the dominant
term above is of order M2h2l and ε
4Mhl. ✷
The following two lemmas are from [1].
Lemma 2.10 Suppose X1(t) and X2(t) are stochastic processes on R
a and that x1(t) and
x2(t) are deterministic processes on R
a. Further, suppose that
sup
t≤T
E|X1(t)− x1(t)|
2 ≤ C1ε
2, sup
s≤T
E|X2(t)− x2(t)|
2 ≤ C2ε
2,
for some C1, C2 and any ε ∈ (0, 1). Assume that Φ : R
a → R is Lipschitz with Lipschitz
constant CL. Then
sup
t≤T
Var
(∫ 1
0
Φ(X2(t) + s(X1(t)−X2(t)))ds
)
≤ C2LC1C2ε
2.
Lemma 2.11 Suppose that Aεh and Bεh are families of random variables determined by
scaling parameters ε and h. Further, suppose that there are positive constants C1, C2, C3
such that for any ε ∈ (0, 1), the following three conditions hold:
(i) Var(Aεh) ≤ C1ε
2 uniformly in h.
(ii) |Aεh| ≤ C2 uniformly in h.
(iii) |EBεh| ≤ C3h.
Then
Var(AεhBεh) ≤ 3C23C1ε
2h2 + 15C22Var(B
εh).
Theorem 2.3 Let assumption (H) hold, assume that Ψ : Ra → R has continuous second
order derivative and there exists a constant C such that∣∣∣∣∂Ψ∂xi
∣∣∣∣ ≤ C and
∣∣∣∣ ∂2Ψ∂xi∂xj
∣∣∣∣ ≤ C
for any i, j = 1, 2, · · · , a. Then, we have
sup
0≤n<M l−1
Var(Ψ(Xεhl(tn))−Ψ(X
ε
hl−1
(tn))) ≤ Ch
4
l−1 + Cε
2h2l−1 + Cε
4hl−1.
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Proof. By the Taylor expansion, we see
Ψ(Xεhl(tn))−Ψ(X
ε
hl−1
(tn))
=
∫ 1
0
[∇Ψ(Xεhl−1(tn) + s(X
ε
hl
(tn)−X
ε
hl−1
(tn)))]ds · (X
ε
hl
(tn)−X
ε
hl−1
(tn)).
Moreover, we have
Var
(∫ 1
0
[∇Ψ(Xεhl−1(tn) + s(X
ε
hl
(tn)−X
ε
hl−1
(tn)))]ds · (X
ε
hl
(tn)−X
ε
hl−1
(tn))
)
≤a
a∑
i=0
Var
(∫ 1
0
[∇iΨ(X
ε
hl−1
(tn) + s(X
ε
hl
(tn)−X
ε
hl−1
(tn)))]ds · [X
ε
hl
(tn)−X
ε
hl−1
(tn)]i
)
,
(2.20)
where ∇i is the i-th component of first derivatives vector and [X
ε
hl
(tn) − X
ε
hl−1
(tn)]i is the
i-th component of Xεhl(tn)−X
ε
hl−1
(tn). By Lemma 2.6, it is obvious to get
E
[
sup
0≤t≤T
|Xεhl(t)− Zhl(t)|
2
]
≤ Cε2,
and
E
[
sup
0≤t≤T
|Xεhl−1(t)− Zhl−1(t)|
2
]
≤ Cε2.
Thus, application of Lemma 2.10 leads to
Var
(∫ 1
0
[∇iΨ(X
ε
hl−1
(tn) + s(X
ε
hl
(tn)−X
ε
hl−1
(tn)))]ds
)
≤ Cε2.
Then by Theorem 2.2 and Lemma 2.11, we get
Var
(∫ 1
0
[∇iΨ(X
ε
hl−1
(tn) + s(X
ε
hl
(tn)−X
ε
hl−1
(tn)))]ds · [X
ε
hl
(tn)−X
ε
hl−1
(tn)]i
)
≤Cε2(M2h2l + ε
4Mhl) + CVar
(
[Xεhl(tn)−X
ε
hl−1
(tn)]i
)
.
(2.21)
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Now we concentrate on Var
(
[Xεhl(tn)−X
ε
hl−1
(tn)]i
)
. For n ≤M l−1 − 1, i = 1, 2, · · · , a
[Y εhl(tn+1)− Y
ε
hl−1
(tn+1)]i = [Y
ε
hl
(tn)− Y
ε
hl−1
(tn)]i
+ hl
M−1∑
k=0
[fi(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))− fi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))]
+ hl
M−1∑
k=0
[fi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))− fi(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))]
+ ε
√
hl
M−1∑
k=0
[gi(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))− gi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))]ξ
k
n
+ ε
√
hl
M−1∑
k=0
[gi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))− gi(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))]ξ
k
n.
where fi is the i-th component of f and gi is the i-th row of g. By computation,
Var[Y εhl(tn+1)− Y
ε
hl−1
(tn+1)]i ≤ Var[Y
ε
hl
(tn)− Y
ε
hl−1
(tn)]i
+ 4Mh2l
M−1∑
k=0
Var[fi(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))− fi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))]
+ 4M2h2lVar[fi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))− fi(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))]
+ 4ε2hlVar
{
M−1∑
k=0
[gi(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))− gi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))]ξ
k
n
}
+ 4ε2hlVar
{
M−1∑
k=0
[gi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))− gi(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))]ξ
k
n
}
+ 2Cov
(
[Y εhl(tn)− Y
ε
hl−1
(tn)]i, hl
M−1∑
k=0
[fi(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))− fi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))]
)
+ 2Cov
(
[Y εhl(tn)− Y
ε
hl−1
(tn)]i, hl
M−1∑
k=0
[fi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))
− fi(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))]
)
.
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Summing both sides, for 0 ≤ Λ ≤M l−1 − 1,
sup
0≤n≤Λ+1
Var[Y εhl(tn)− Y
ε
hl−1
(tn)]i
≤4Mh2l
Λ∑
j=0
M−1∑
k=0
Var[fi(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))− fi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))]
+ 4M2h2l
Λ∑
j=0
Var[fi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))− fi(X
ε
hl−1
(tj), X
ε
hl−1
(tj −mlhl))]
+ 4ε2hl
Λ∑
j=0
Var
{
M−1∑
k=0
[gi(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))− gi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))]ξ
k
j
}
+ 4ε2hl
Λ∑
j=0
Var
{
M−1∑
k=0
[gi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))− gi(X
ε
hl−1
(tj), X
ε
hl−1
(tj −mlhl))]ξ
k
j
}
+ 2
Λ∑
j=0
Cov
(
[Y εhl(tj)− Y
ε
hl−1
(tj)]i, hl
M−1∑
k=0
[fi(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))
− fi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))]
)
+ 2
Λ∑
j=0
Cov
(
[Y εhl(tj)− Y
ε
hl−1
(tj)]i, hl
M−1∑
k=0
[fi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))
− fi(X
ε
hl−1
(tj), X
ε
hl−1
(tj −mlhl))]
)
:=I1 + I2 + I3 + I4 + I5 + I6.
Lemma 2.12 There exists a positive constant C such that
I1 ≤ Cε
2M2h2l + CM
5h5l .
Proof. By the Taylor expansion,
fi(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))− fi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))
=
∫ 1
0
{
∇fi((X
ε
hl
(tj), X
ε
hl
(tj −mlhl)) + s[(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))
− (Xεhl(tj), X
ε
hl
(tj −mlhl))])
}
ds×
(
Xεhl(t
k
j )−X
ε
hl
(tj)
Xεhl(t
k
j −mlhl)−X
ε
hl
(tj −mlhl)
)
.
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By virtue of properties of expectation, for r = 1, 2, · · · , 2a,
Var
[
fi(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))− fi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))
]
≤2a
2a∑
r=1
Var
[ ∫ 1
0
{
∇rfi((X
ε
hl
(tj), X
ε
hl
(tj −mlhl)) + s[(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))
− (Xεhl(tj), X
ε
hl
(tj −mlhl))])
}
ds×
(
Xεhl(t
k
j )−X
ε
hl
(tj)
Xεhl(t
k
j −mlhl)−X
ε
hl
(tj −mlhl)
)
r
]
,
(2.22)
where ∇rfi is the r-th component of first derivatives to fi, and (·)r is the r-th component
of a vector. We apply Lemma 2.6 and Lemma 2.10 to get
Var
[ ∫ 1
0
{
∇rfi((X
ε
hl
(tj), X
ε
hl
(tj −mlhl)) + s[(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))
− (Xεhl(tj), X
ε
hl
(tj −mlhl))])
}
ds
]
≤ Cε2.
Moreover, for r = 1, · · · , a, taking advantage of assumption (H) and Lemmas 2.4-2.6,
Var
[(
Xεhl(t
k
j )−X
ε
hl
(tj)
Xεhl(t
k
j −mlhl)−X
ε
hl
(tj −mlhl)
)
r
]
≤3Var
(
k−1∑
q=0
fr(X
ε
hl
(tqj), X
ε
hl
(tqj −mlhl))hl
)
+ 3Var
(
ε
√
hl
k−1∑
q=0
gr(X
ε
hl
(tqj), X
ε
hl
(tqj −mlhl))ξ
q
j
)
+ 3Var
[
θfr(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))hl − θfr(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))hl
]
≤3h2lVar
(
k−1∑
q=0
[fr(X
ε
hl
(tqj), X
ε
hl
(tqj −mlhl))− fr(Zhl(t
q
j), Zhl(t
q
j −mlhl))]
)
+ 3ε2hlE
(
k−1∑
q=0
gr(X
ε
hl
(tqj), X
ε
hl
(tqj −mlhl))ξ
q
j
)2
+ 9Var
[
θfr(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))hl − θfr(Zhl(t
k
j ), Zhl(t
k
j −mlhl))hl
]
+ 9Var
[
θfr(Zhl(t
k
j ), Zhl(t
k
j −mlhl))hl − θfr(Zhl(tj), Zhl(tj −mlhl))hl
]
+ 9Var
[
θfr(Zhl(tj), Zhl(tj −mlhl))hl − θfr(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))hl
]
≤Cε2M2h2l + Cε
2Mhl + Cε
2h2l + Ch
4
l .
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Similarly, for r = a + 1, · · · , 2a,
Var
[(
Xεhl(t
k
j )−X
ε
hl
(tj)
Xεhl(t
k
j −mlhl)−X
ε
hl
(tj −mlhl)
)
r
]
≤3Var
(
k−1∑
q=0
fr−a(X
ε
hl
(tqj −mlhl), X
ε
hl
(tqj − 2mlhl))hl
)
+ 3Var
(
ε
√
hl
k−1∑
q=0
gr−a(X
ε
hl
(tqj −mlhl), X
ε
hl
(tqj − 2mlhl))ξ
q
j
)
+ 3Var
[
θfr−a(X
ε
hl
(tkj −mlhl), X
ε
hl
(tkj − 2mlhl))hl − θfr−a(X
ε
hl
(tj −mlhl), X
ε
hl
(tj − 2mlhl))hl
]
≤Cε2M2h2l + Cε
2Mhl + Ch
4
l .
Thus, combining (2.22) and Lemmas 2.8, 2.11, we see
Var
[
fi(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))− fi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))
]
≤2a
2a∑
r=1
{
Cε2(M2h2l + ε
2Mhl) + CVar
[(
Xεhl(t
k
j )−X
ε
hl
(tj)
Xεhl(t
k
j −mlhl)−X
ε
hl
(tj −mlhl)
)
r
]}
≤Cε2Mhl + Ch
4
l ,
which leads to
I1 ≤ Cε
2M2h2l + CMh
5
l .
✷
Lemma 2.13 There exists a positive constant C such that
I2 ≤Cε
2M3h3l + Cε
6M2h2l + CM
2h2l
Λ∑
j=0
a∑
i=0
sup
0≤n≤j
Var
(
[Xεhl(tn)−X
ε
hl−1
(tn)]i
)
.
Proof. Application of the Taylor expansion gives that
fi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))− fi(X
ε
hl−1
(tj), X
ε
hl−1
(tj −mlhl))
=
∫ 1
0
{
∇fi((X
ε
hl−1
(tj), X
ε
hl−1
(tj −mlhl)) + s[(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))
− (Xεhl−1(tj), X
ε
hl−1
(tj −mlhl))])
}
ds×
(
Xεhl(tj)−X
ε
hl−1
(tj)
Xεhl(tj −mlhl)−X
ε
hl−1
(tj −mlhl)
)
.
Taking similar steps as in Lemma 2.12, Lemma 2.6 together with Lemma 2.10 yield
Var
[ ∫ 1
0
{
∇rfi((X
ε
hl−1
(tj), X
ε
hl−1
(tj −mlhl)) + s[(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))
− (Xεhl−1(tj), X
ε
hl−1
(tj −mlhl))])
}
ds
]
≤ Cε2
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for r = 1, 2, · · · , 2a. Further, Theorem 2.2 and Lemma 2.11 yield
I2 ≤CMhlε
2(M2h2l + ε
4Mhl) + CM
2h2l
Λ∑
j=0
2a∑
r=1
Var
[(
Xεhl(tj)−X
ε
hl−1
(tj)
Xεhl(tj −mlhl)−X
ε
hl−1
(tj −mlhl)
)
r
]
≤Cε2M3h3l + Cε
6M2h2l + CM
2h2l
Λ∑
j=0
a∑
i=0
sup
0≤n≤j
Var
(
[Xεhl(tn)−X
ε
hl−1
(tn)]i
)
.
✷
Lemma 2.14 There exists a positive constant C such that
I3 ≤ Cε
2M2h2l + Cε
4Mhl.
Proof. By assumption (H) and Lemma 2.8,
I3 ≤4ε
2hl
Λ∑
j=0
E
∣∣∣∣∣
M−1∑
k=0
[gi(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))− gi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))]ξ
k
j
∣∣∣∣∣
2
≤Cε2(M2h2l + ε
2Mhl).
This completes the proof. ✷
Lemma 2.15 There exists a positive constant C such that
I4 ≤ Cε
2M2h2l + Cε
6Mhl.
Proof. By assumption (H) and Theorem 2.2,
I4 ≤4ε
2hl
Λ∑
j=0
E
∣∣∣∣∣
M−1∑
k=0
[gi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))− gi(X
ε
hl−1
(tj), X
ε
hl−1
(tj −mlhl))]ξ
k
j
∣∣∣∣∣
2
≤Cε2(M2h2l + ε
4Mhl).
✷
Lemma 2.16 There exists a positive constant C such that
I5 ≤ Cε
2M2h2l + CM
4h4l +
1
4
sup
0≤n≤Λ+1
Var
(
[Y εhl(tn)− Y
ε
hl−1
(tn)]i
)
.
Proof. Recall from Lemma 2.9 that
I5 =2
Λ∑
j=0
Cov
(
[Y εhl(tj)− Y
ε
hl−1
(tj)]i, hl
M−1∑
k=0
(Aikj +B
ik
j + C
ik
j )
)
=2
Λ∑
j=0
Cov
(
[Y εhl(tj)− Y
ε
hl−1
(tj)]i, hl
M−1∑
k=0
(Aikj + C
ik
j )
)
≤
1
4
sup
0≤n≤Λ+1
Var
(
[Y εhl(tn)− Y
ε
hl−1
(tn)]i
)
+ Chl
Λ∑
j=0
M−1∑
k=0
Var(Aikj ) + Chl
Λ∑
j=0
M−1∑
k=0
Var(C ikj ).
(2.23)
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We are now going to estimate Var(Aikj ) and Var(C
ik
j ). By the Taylor expansion,
Var(Aikj ) =Var
[ ∫ 1
0
{
∇fi((X
ε
hl
(tj), X
ε
hl
(tj −mlhl)) + s[(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))
− (Xεhl(tj), X
ε
hl
(tj −mlhl))])
}
ds×
(
σ11j + σ
13
j
σ21j + σ
23
j
)]
≤2a
2a∑
r=1
Var
[ ∫ 1
0
{
∇rfi((X
ε
hl
(tj), X
ε
hl
(tj −mlhl)) + s[(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))
− (Xεhl(tj), X
ε
hl
(tj −mlhl))])
}
ds×
(
σ11j + σ
13
j
σ21j + σ
23
j
)
r
]
≤Cε2(M2h2l + ε
2M3h3l ) + C
2a∑
r=1
Var
[(
σ11j + σ
13
j
σ21j + σ
23
j
)
r
]
≤Cε2M2h2l + Cε
4M3h3l + Ch
4
l .
Since for r = 1, · · · , a, similar to the procedure of Lemma 2.12, by assumption (H) and
Lemmas 2.4-2.6, we get
Var
[(
σ11j + σ
13
j
σ21j + σ
23
j
)
r
]
≤ 2Var
(
k−1∑
q=0
fr(X
ε
hl
(tqj), X
ε
hl
(tqj −mlhl))hl
)
+ 2Var
[
θfr(X
ε
hl
(tkj ), X
ε
hl
(tkj −mlhl))hl − θfr(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))hl
]
≤Cε2M2h2l + Cε
2h2l + Ch
4
l .
Similarly, for r = a + 1, · · · , 2a,
Var
[(
σ11j + σ
13
j
σ21j + σ
23
j
)
r
]
≤ Cε2M2h2l + Cε
2h2l + Ch
4
l .
Similar to the estimation of E|Ckj |
2 in Theorem 2.2, we easily get
Var(C ikj ) ≤ E|C
ik
j |
2 ≤ Cε2M3h3l + Cε
4M2h2l .
Then, we derive from (2.23) that
I5 ≤
1
4
sup
0≤n≤Λ+1
Var
(
[Y εhl(tn)− Y
ε
hl−1
(tn)]i
)
+ C(ε2M2h2l + ε
4M3h3l + h
4
l ) + C(ε
2M3h3l + ε
4M2h2l ).
✷
Lemma 2.17 There exists a positive constant C such that
I6 ≤Cε
2M2h2l + Cε
6Mhl +
1
4
sup
0≤n≤Λ+1
Var
(
[Y εhl(tn)− Y
ε
hl−1
(tn)]i
)
+ CMhl
Λ∑
j=0
a∑
i=1
sup
0≤n≤j
Var
(
[Xεhl(tn)−X
ε
hl−1
(tn)]i
)
.
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Proof. Obviously, by the result of Lemma 2.13
I6 ≤
1
4
sup
0≤n≤Λ+1
Var
(
[Y εhl(tn)− Y
ε
hl−1
(tn)]i
)
+ CMhl
Λ∑
j=0
Var
(
fi(X
ε
hl
(tj), X
ε
hl
(tj −mlhl))− fi(X
ε
hl−1
(tj), X
ε
hl−1
(tj −mlhl))
)
≤
1
4
sup
0≤n≤Λ+1
Var
(
[Y εhl(tn)− Y
ε
hl−1
(tn)]i
)
+ C(ε2M2h2l + Cε
6Mhl)
+ CMhl
Λ∑
j=0
a∑
i=1
sup
0≤n≤j
Var
(
[Xεhl(tn)−X
ε
hl−1
(tn)]i
)
.
✷
Continue of Theorem 2.3. By Lemmas 2.12-2.17, we see
sup
0≤n≤Λ+1
Var[Y εhl(tn)− Y
ε
hl−1
(tn)]i ≤ Cε
2M2h2l + Cε
4Mhl + CM
4h4l
+ CMhl
Λ∑
j=0
a∑
i=1
sup
0≤n≤j
Var
(
[Xεhl(tn)−X
ε
hl−1
(tn)]i
)
.
(2.24)
Since by Lemma 2.6, we have
Var[Xεhl(tn)−X
ε
hl−1
(tn)]i
≤3Var[Y εhl(tn)− Y
ε
hl−1
(tn)]i + 3θ
2h2lVar[fi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))]
+ 3θ2h2l−1Var[fi(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))]
≤3Var[Y εhl(tn)− Y
ε
hl−1
(tn)]i
+ 3θ2h2lVar[fi(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))− fi(Zhl(tn), Zhl(tn −mlhl))]
+ 3θ2h2l−1Var[fi(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))− fi(Zhl−1(tn), Zhl−1(tn −mlhl))]
≤3Var[Y εhl(tn)− Y
ε
hl−1
(tn)]i + Cε
2M2h2l .
(2.25)
Then, by (2.24) and (2.25), for Λ ≤ M l−1 − 1
sup
0≤n≤Λ+1
Var[Xεhl(tn)−X
ε
hl−1
(tn)]i
≤Cε2M2h2l + Cε
4Mhl + CM
4h4l + CMhl
Λ∑
j=0
a∑
i=1
sup
0≤n≤j
Var
(
[Xεhl(tn)−X
ε
hl−1
(tn)]i
)
.
The Gronwall inequality leads to
sup
0≤n<M l−1
sup
0≤i≤a
Var[Xεhl(tn)−X
ε
hl−1
(tn)]i ≤ Cε
2M2h2l + Cε
4Mhl + CM
4h4l .
The desired result then follows from (2.20)-(2.21). ✷
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Remark 2.2 From Section 2.1, we see that the theta EM scheme has the following property
sup
0≤n<M l−1
Var(Ψ(Xεhl(tn))−Ψ(X
ε
hl−1
(tn))) ≤ Ch
2
l−1 + Cε
2hl−1,
while for the multilevel Monte Carlo theta EM scheme, the variance is bounded by O(h4l−1+
ε2h2l−1+ε
4hl−1). That is, the multilevel Monte Carlo theta EM scheme is more efficient than
the theta EM scheme.
3 SDDEs under One-side Lipschitz Condition
In this section, instead of the global Lipschitz condition (H), we impose weaker assumptions
to (1.1). We assume that:
(H1) There exist α1, α2 > 1 such that for some p ≥ 2, r ≥ 1
2〈x− x¯, f(x, y)− f(x¯, y¯)〉+ (p− 1)ε2|g(x, y)− g(x¯, y¯)|2 ≤ α1(|x− x¯|
2 + |y − y¯|2)
and
|f(x, y)− f(x¯, y¯)| ≤ α2(1 + |x|
r + |x¯|r + |y|r + |y¯|r)(|x− x¯|+ |y − y¯|)
for all x, y, x¯, y¯ ∈ Ra.
(H2) There exists a positive constant α3 such that
|g(x, y)|2 ≤ α3(1 + |x|
2 + |y|2)
for all x, y ∈ Ra.
Lemma 3.1 Let assumptions (H1) and (H2) hold. Then, for any T > 0 and p ≥ 2, we have
sup
0≤t≤T
E|Xε(t)|p ≤ C.
Remark 3.1 Assumption (H1) implies that for any x, y ∈ Ra
〈x, f(x, y)〉 ≤ α¯1(1 + |x|
2 + |y|2) (3.1)
where α¯1 = α1 ∨
1
2
|f(0, 0)|2. Moreover, assumption (H1) also implies that
(p− 1)ε2|g(x, y)− g(x¯, y¯)|2
≤ α1(|x− x¯|
2 + |y − y¯|2) + 2|x− x¯||f(x, y)− f(x¯, y¯)|
≤ α˜(1 + |x|r + |x¯|r + |y|r + |y¯|r)(|x− x¯|2 + |y − y¯|2)
(3.2)
where α˜ is a constant depends on α1 and α2.
Remark 3.2 Assumptions (H1)-(H2) guarantee the existence and uniqueness of the solution
to (1.1).
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In order to guarantee the finiteness of p-th moment of the numerical solutions to (1.1),
we make a tiny modification to the drift coefficient. Given any T > 0, let M ≥ 2, l > 1,
hl = T ·M
−l, hl−1 = T ·M
−(l−1), define
fhl(x, y) :=
f(x, y)
1 + hl−1
δ|f(x, y)|
(3.3)
for any x, y ∈ Ra and some δ ∈ (0, 1
2
].
Remark 3.3 With the definition of fhl, it is easy to show that under assumption (H1) the
following condition hold:
|fhl(x, y)| ≤ min
(
|f(x, y)|, h−δl−1
)
. (3.4)
Moreover, one can verify that fhl satisfies the following properties:
〈x− x¯, fhl(x, y)− fhl(x¯, y¯)〉 ≤
α1
2
(|x− x¯|2 + |y − y¯|2), (3.5)
and
〈x, fhl(x, y)〉 ≤ α¯1(1 + |x|
2 + |y|2). (3.6)
Furthermore,
|f(x, y)− fhl(x, y)|
p ≤ α¯2h
δp
l−1
[
1 + |x|2(r+1)p + |y|2(r+1)p
]
(3.7)
where α¯2 = [α2 + |f(0, 0)|]
2p.
Similar to the global Lipschitz case, assume there exists an ml such that τ = mlhl and define
Xεhl(t)− θfhl(X
ε
hl
(t), Xεhl(t− τ))hl
=ξ(0)− θfhl(ξ(0), ξ(−τ))hl +
∫ t
0
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))ds
+ ε
∫ t
0
g(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))dW (s),
(3.8)
and
Xεhl−1(t)− θfhl−1(X
ε
hl−1
(t), Xεhl−1(t− τ))hl−1
=ξ(0)− θfhl−1(ξ(0), ξ(−τ))hl−1 +
∫ t
0
fhl−1(X
ε
hl−1
(ηhl−1(s)), X
ε
hl−1
(ηhl−1(s− τ)))ds
+ ε
∫ t
0
g(Xεhl−1(ηhl−1(s)), X
ε
hl−1
(ηhl−1(s− τ)))dW (s),
(3.9)
where ηhl(s) = ⌊s/hl⌋hl and ηhl−1(s) = ⌊s/hl−1⌋hl−1. Here θ ∈ [0, 1] is a parameter to
control the implicitness. For n ∈ {0, 1, . . . ,M l−1 − 1} and k ∈ {0, . . . ,M}, let
tn = nhl−1 and t
k
n = nhl−1 + khl.
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This means we divide the interval [tn, tn+1] into M equal parts, we have t
0
n = tn, t
M
n =
tn+1. We can rewrite (3.8) and (3.9) as the following discretization schemes. For n ∈
{0, 1, . . . ,M l−1 − 1} and k ∈ {0, . . . ,M − 1}, let
Xεhl(t
k+1
n )− θfhl(X
ε
hl
(tk+1n ), X
ε
hl
(tk+1n −mlhl))hl
=Xεhl(t
k
n)− θfhl(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))hl + fhl(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))hl
+ ε
√
hlg(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))ξ
k
n,
(3.10)
where the random vector ξkn ∈ R
d has independent components, and each component is
distributed as N(0, 1). This implies
Xεhl(tn+1)− θfhl(X
ε
hl
(tn+1), X
ε
hl
(tn+1 −mlhl))hl
=Xεhl(tn)− θfhl(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))hl +
M−1∑
k=0
fhl(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))hl
+ ε
√
hl
M−1∑
k=0
g(Xεhl(t
k
n), X
ε
hl
(tkn −mlhl))ξ
k
n.
(3.11)
To simulate Xεhl−1, we use
Xεhl−1(tn+1)− θfhl−1(X
ε
hl−1
(tn+1), X
ε
hl−1
(tn+1 −mlhl))hl−1
=Xεhl−1(tn)− θfhl−1(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))hl−1 + fhl−1(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))hl−1
+ ε
√
hlg(X
ε
hl−1
(tn), X
ε
hl−1
(tn −mlhl))
M−1∑
k=0
ξkn.
(3.12)
For convenience, let
Y εhl(t) := X
ε
hl
(t)− θfhl(X
ε
hl
(t), Xεhl(t− τ))hl,
and
Y εhl−1(t) := X
ε
hl−1
(t)− θfhl−1(X
ε
hl−1
(t), Xεhl−1(t− τ))hl−1.
Furthermore, in order to ensure the existence and uniqueness of solutions to implicit equa-
tions (3.8) and (3.9), we assume that hl−1θ <
2
α1
according to the monotone operator [16].
Thus, in this section, we set h∗ ∈
(
0, 2
θα1
)
, and let hl−1 ∈ (0, h
∗] for θ ∈ (0, 1], while for
θ = 0, let hl−1 ∈ (0, 1).
We now have the following estimates.
Lemma 3.2 Let assumptions (H1) and (H2) hold. Then, for any T > 0 and p ≥ 2, we have
sup
0≤t≤T
E|Xεhl(t)|
p ≤ C,
and
sup
0≤t≤T
E|Xεhl−1(t)|
p ≤ C.
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Proof. Here we concentrate on the first part, since the second part can be proved similarly.
For x > 0, let ⌊x⌋ be the integer part of x. For any t ∈ [0, T ], applying the Itoˆ formula to
[1 + |Y εhl(t)|
2]
p
2 , we obtain
E[1 + |Y εhl(t)|
2]
p
2 ≤ E[1 + |Y εhl(0)|
2]
p
2
+ pE
∫ t
0
[1 + |Y εhl(s)|
2]
p−2
2 〈Y εhl(s), fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))〉ds
+
1
2
p(p− 1)E
∫ t
0
[1 + |Y εhl(s)|
2]
p−2
2 |εg(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))|
2ds
≤E[1 + |Y εhl(0)|
2]
p
2 +
1
2
p(p− 1)E
∫ t
0
[1 + |Y εhl(s)|
2]
p−2
2 |εg(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))|
2ds
+ pE
∫ t
0
[1 + |Y εhl(s)|
2]
p−2
2 〈Xεhl(ηhl(s)), fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))〉ds
+ pE
∫ t
0
[1 + |Y εhl(s)|
2]
p−2
2 〈Y εhl(s)−X
ε
hl
(ηhl(s)), fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))〉ds
=:E[1 + |Y εhl(0)|
2]
p
2 + E1(t) + E2(t) + E3(t),
where Y εhl(0) = ξ(0)− θfhl(ξ(0), ξ(−τ))hl. With (H2), (3.4), (3.6) and the Young inequality,
we have
E1(t) + E2(t) ≤CE
∫ t
0
[1 + |Y εhl(s)|
2]
p−2
2
(
1 + |Xεhl(ηhl(s))|
2 + |Xεhl(ηhl(s− τ))|
2
)
ds
≤C + CE
∫ t
0
(
[1 + |Y εhl(s)|
2]
p
2 + |Xεhl(ηhl(s))|
p + |Xεhl(ηhl(s− τ))|
p
)
ds
≤C + CE
∫ t
0
[
1 + |Xεhl(s)|
p + |θfhl(X
ε
hl
(s), Xεhl(s− τ))hl|
p
+ |Xεhl(ηhl(s))|
p + |Xεhl(ηhl(s− τ))|
p
]
ds
≤C + Ch
(1−δ)p
l−1 + CE
∫ t
0
(
|Xεhl(s)|
p + |Xεhl(ηhl(s))|
p + |Xεhl(ηhl(s− τ))|
p
)
ds
≤C + C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)|
pds.
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Furthermore, it is easy to observe that,
E3(t) ≤ pE
∫ t
0
[1 + |Y εhl(s)|
2]
p−2
2 〈Y εhl(s)− Y
ε
hl
(ηhl(s)), fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))〉ds
=pE
∫ t
0
[1 + |Y εhl(ηhl(s))|
2]
p−2
2 〈Y εhl(s)− Y
ε
hl
(ηhl(s)), fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))〉ds
+ pE
∫ t
0
{
[1 + |Y εhl(s)|
2]
p−2
2 − [1 + |Y εhl(ηhl(s))|
2]
p−2
2
}
〈Y εhl(s)− Y
ε
hl
(ηhl(s)),
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))〉ds
=:pE31(t) + pE32(t),
where
Y εhl(s)− Y
ε
hl
(ηhl(s)) =
∫ s
ηhl (s)
fhl(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))du
+
∫ s
ηhl (s)
εg(Xεhl(ηhl(u)), X
ε
hl
(ηhl(u− τ)))dW (u).
Due to (3.4) and the Young inequality,
E31(t) = E
∫ t
0
[1 + |Y εhl(ηhl(s))|
2]
p−2
2
〈∫ s
ηhl (s)
fhl(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))du,
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))
〉
ds
+ E
∫ t
0
[1 + |Y εhl(ηhl(s))|
2]
p−2
2
〈
E
∫ s
ηhl (s)
εg(Xεhl(ηhl(u)), X
ε
hl
(ηhl(u− τ)))dW (u)
∣∣∣∣
Fηhl
(s)
,
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))
〉
ds
≤ E
∫ t
0
[1 + |Y εhl(ηhl(s))|
2]
p−2
2
∫ s
ηhl (s)
|fhl(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))|du
|fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))|ds
≤ hl−1E
∫ t
0
[1 + |Y εhl(ηhl(s))|
2]
p−2
2 |fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))|
2ds
≤ Ch1−2δl−1 E
∫ t
0
(1 + |Xεhl(ηhl(s))|
p)ds+ Ch1−2δl−1 h
(1−δ)p
l−1
≤ C + C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)|
pds.
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Applying the Itoˆ formula again, we obtain
[1 + |Y εhl(s)|
2]
p−2
2 − [1 + |Y εhl(ηhl(s))|
2]
p−2
2 ≤ [1 + |Y εhl(0)|
2]
p−2
2 − [1 + |Y εhl(ηhl(0))|
2]
p−2
2
+ (p− 2)
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−4
2 〈Y εhl(u), fhl(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))〉du
+
1
2
(p− 2)(p− 3)
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−4
2 |εg(Xεhl(ηhl(u)), X
ε
hl
(ηhl(u− τ)))|
2du
+ (p− 2)
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−4
2 〈Y εhl(u), εg(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))dW (u)〉.
Hence,
E32(t) ≤(p− 2)E
∫ t
0
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−4
2 〈Y εhl(u), fhl(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))〉du
× 〈Y εhl(s)− Y
ε
hl
(ηhl(s)), fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))〉ds
+
1
2
(p− 2)(p− 3)E
∫ t
0
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−4
2 |εg(Xεhl(ηhl(u)), X
ε
hl
(ηhl(u− τ)))|
2du
× 〈Y εhl(s)− Y
ε
hl
(ηhl(s)), fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))〉ds
+ (p− 2)E
∫ t
0
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−4
2 〈Y εhl(u), εg(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))dW (u)〉
× 〈Y εhl(s)− Y
ε
hl
(ηhl(s)), fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))〉ds
=:(p− 2)E321 +
1
2
(p− 2)(p− 3)E322 + (p− 2)E323.
Using (H2), (3.4), the Young inequality, the Ho¨lder inequality and the Burkholder-Davis-
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Gundy (BDG) inequality, since δ ∈ (0, 1/2], we compute
E321(t) ≤ E
∫ t
0
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−4
2 〈Y εhl(u), fhl(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))〉du
×
〈∫ s
ηhl (s)
fhl(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))du, fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))
〉
ds
+ E
∫ t
0
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−4
2 〈Y εhl(u), fhl(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))〉du
×
〈∫ s
ηhl (s)
εg(Xεhl(ηhl(u)), X
ε
hl
(ηhl(u− τ)))dW (u), fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))
〉
ds
≤hl−1E
∫ t
0
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−3
2 |fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))|
3duds
+ CE
∫ t
0
[(∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−3
2 |fhl(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))|du
|fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))|
) p
p−1
+
∣∣∣∣∣
∫ s
ηhl (s)
εg(Xεhl(ηhl(u)), X
ε
hl
(ηhl(u− τ)))dW (u)
∣∣∣∣∣
p ]
ds
≤Ch2−3δl−1 E
∫ t
0
|Xεhl(s)|
pds+ Ch2−3δl−1 h
(1−δ)p
l−1
+ CE
∫ t
0
(∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−3
2 |fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))|
2du
) p
p−1
ds
+ CE
∫ t
0
(∫ s
ηhl (s)
|εg(Xεhl(ηhl(u)), X
ε
hl
(ηhl(u− τ)))|
2du
) p
2
ds
≤C + C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)|
pds+ Ch
(1−2δ)p
2
l−1
∫ t
0
sup
0≤u≤s
E|Xεhl(u)|
pds
≤C + C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)|
pds.
Using the same techniques in the way to the estimation of E321(t), we get
E322(t) ≤ C + C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)|
pds.
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Furthermore, by (H2) and (3.4) again, we have
E323(t) =E
∫ t
0
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−4
2 〈Y εhl(u), εg(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))dW (u)〉
×
〈∫ s
ηhl (s)
fhl(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))du, fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))
〉
ds
+ E
∫ t
0
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−4
2 〈Y εhl(u), εg(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))dW (u)〉
×
〈∫ s
ηhl (s)
εg(Xεhl(ηhl(u)), X
ε
hl
(ηhl(u− τ)))dW (u), fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))
〉
ds
=E
∫ t
0
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−4
2 〈Y εhl(u), εg(X
ε
hl
(ηhl(u)), X
ε
hl
(ηhl(u− τ)))dW (u)〉
×
〈∫ s
ηhl (s)
εg(Xεhl(ηhl(u)), X
ε
hl
(ηhl(u− τ)))dW (u), fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))
〉
ds
≤E
∫ t
0
∫ s
ηhl (s)
[1 + |Y εhl(u)|
2]
p−3
2 |εg(Xεhl(ηhl(u)), X
ε
hl
(ηhl(u− τ)))|
2du
|fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))|ds
≤Ch1−δl−1E
∫ t
0
(|Xεhl(s)|
p + |Xεhl(ηhl(s))|
p + |Xεhl(ηhl(s− τ)))|
p)ds+ Ch1−δl−1h
(1−δ)p
l−1
≤C + C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)|
pds.
By sorting these equations, we conclude that
E3(t) ≤ C + C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)|
pds.
Thus, the estimation of E1(t)−E3(t) results in
sup
0≤u≤t
E|Y εhl(u)|
p ≤ sup
0≤u≤t
E[1 + |Y εhl(u)|
2]
p
2 ≤ C + C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)|
pds. (3.13)
By the relationship between Xεhl(t) and Y
ε
hl
(t), it is easy to derive from (3.4) that
sup
0≤u≤t
E|Xεhl(u)|
p ≤ Ch
(1−δ)p
l−1 + sup
0≤u≤t
E|Y εhl(u)|
p ≤ C + C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)|
pds.
Finally, the desired result follows by the Gronwall inequality. ✷
Let Zhl be the deterministic solution to
Zhl(t)−θfhl(Zhl(t), Zhl(t−τ))hl = ξ(0)−θfhl(ξ(0), ξ(−τ))hl+
∫ t
0
fhl(Zhl(ηhl(s)), Zhl(ηhl(s−τ)))ds,
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which is the corresponding theta EM approximation to the ordinary differential delay equa-
tion obtained from (1.1) when ε = 0.
Lemma 3.3 Let assumptions (H1) and (H2) hold. Then, for any T > 0 and p ≥ 2, we have
sup
0≤t≤T
E|Zhl(t)|
p ≤ C,
and
sup
0≤n<M l−1,1≤k≤M
E|Zhl(t
k
n)− Zhl(tn)|
p ≤ CM (1−δ)ph
(1−δ)p
l .
Proof. Following the proof of Lemma 3.2, the first part is obvious. Denote by Z¯hl(t) =
Zhl(t)− θfhl(Zhl(t), Zhl(t− τ))hl. For any n ∈ {0, 1, . . . ,M
l−1 − 1} and k ∈ {1, . . . ,M}, by
(3.4), we have
E|Z¯hl(t
k
n)− Z¯hl(tn)|
p ≤ |khl|
p−1
E
∫ tkn
tn
|fhl(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))|
pds ≤ CM (1−δ)ph
(1−δ)p
l .
On the other side, we see
E|Zhl(t
k
n)− Zhl(tn)|
p ≤ CE|Z¯hl(t
k
n)− Z¯hl(tn)|
p + CM (1−δ)ph
(1−δ)p
l .
Thus, the desired assertion follows. ✷
Lemma 3.4 Let assumptions (H1) and (H2) hold. Then, for any p > 0, we have
sup
0≤n<M l−1,1≤k≤M
E[|Xεhl(t
k
n)−X
ε
hl
(tn)|
p] ≤ CM (1−δ)ph
(1−δ)p
l + Cε
pMp/2h
p/2
l .
Proof. For n ∈ {0, 1, . . . ,M l−1 − 1} and k ∈ {1, . . . ,M}, we see
Y εhl(t
k
n) = Y
ε
hl
(tn) +
∫ tkn
tn
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))ds
+ ε
∫ tkn
tn
g(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))dW (s).
By the elementary inequality |a+ b|p ≤ 2p−1(|a|p + |b|p), p ≥ 1, we compute for p ≥ 1
E|Y εhl(t
k
n)− Y
ε
hl
(tn)|
p ≤ 2p−1E
∣∣∣∣∣
∫ tkn
tn
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))ds
∣∣∣∣∣
p
+ 2p−1εpE
∣∣∣∣∣
∫ tkn
tn
g(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))dW (s)
∣∣∣∣∣
p
.
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With (H2), (3.4), Lemma 3.2, the Ho¨lder inequality and the BDG inequality, we derive
E|Y εhl(t
k
n)− Y
ε
hl
(tn)|
p ≤ 2p−1Mp−1hp−1l E
∫ tkn
tn
∣∣fhl(Xεhl(ηhl(s)), Xεhl(ηhl(s− τ)))∣∣p ds
+ CεpM
p
2
−1h
p
2
−1
l E
∫ tkn
tn
∣∣g(Xεhl(ηhl(s)), Xεhl(ηhl(s− τ)))∣∣p ds
≤CM (1−δ)ph
(1−δ)p
l + Cε
pMp/2h
p/2
l .
(3.14)
Since we have
Xεhl(t
k
n)−X
ε
hl
(tn) =Y
ε
hl
(tkn)− Y
ε
hl
(tn) + θfhl(X
ε
hl
(tkn), X
ε
hl
(tkn −mlhl))hl
− θfhl(X
ε
hl
(tn), X
ε
hl
(tn −mlhl))hl.
This combines with (3.14) lead to
E|Xεhl(t
k
n)−X
ε
hl
(tn)|
p ≤CE|Y εhl(t
k
n)− Y
ε
hl
(tn)|
p + CM (1−δ)ph
(1−δ)p
l
≤CM (1−δ)ph
(1−δ)p
l + Cε
pMp/2h
p/2
l .
The desired result then follows for p ≥ 1. Finally, one can use the Young inequality to get
the results for p ∈ (0, 1). ✷
Lemma 3.5 Let assumptions (H1) and (H2) hold. Then, for any T > 0 and p > 0, we have
E
[
sup
0≤n<M l
sup
nhl≤t<(n+1)hl
|Xεhl(t)−X
ε
hl
(nhl)|
p
]
≤ Ch
(1−δ)p
l + Cε
ph
p/2
l ,
and
E
[
sup
0≤n<M l
sup
nhl≤t<(n+1)hl
|Zhl(t)− Zhl(nhl)|
p
]
≤ Ch
(1−δ)p
l .
Proof. Similar to the proof of Lemma 3.4, the result is obvious. ✷
Lemma 3.6 Let assumptions (H1) and (H2) hold. Then, for any T > 0 and p ≥ 2, we have
E
[
sup
0≤t≤T
|Xεhl(t)− Zhl(t)|
p
]
≤ CM δp/2h
δp/2
l + Cε
p
2M
1−2δ
4
ph
1−2δ
4
p
l + Cε
p,
and
E
[
sup
0≤t≤T
|Xεhl−1(t)− Zhl−1(t)|
p
]
≤ CM δp/2h
δp/2
l−1 + Cε
p
2M
1−2δ
4
ph
1−2δ
4
p
l−1 + Cε
p.
Proof. By the definition of Y εhl(t) and Z¯hl(t),
Y εhl(t)− Z¯hl(t) =
∫ t
0
[fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− fhl(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))]ds
+ ε
∫ t
0
g(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))dW (s),
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thus, by the Itoˆ formula,
|Y εhl(t)− Z¯hl(t)|
p ≤ p
∫ t
0
|Y εhl(s)− Z¯hl(s)|
p−2
〈
Y εhl(s)− Z¯hl(s),
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− fhl(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))
〉
ds
+
p(p− 1)
2
∫ t
0
|Y εhl(s)− Z¯hl(s)|
p−2|εg(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))|
2ds
+ p
∫ t
0
|Y εhl(s)− Z¯hl(s)|
p−2
〈
Y εhl(s)− Z¯hl(s), εg(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))dW (s)
〉
≤H1(t) +H2(t) +H3(t) +H4(t) +H5(t) +H6(t) +H7(t) +H8(t),
where
H1(t) =p
∫ t
0
|Y εhl(s)− Z¯hl(s)|
p−2
〈
Xεhl(s)−X
ε
hl
(ηhl(s)),
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− fhl(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))
〉
ds,
H2(t) =p
∫ t
0
|Y εhl(s)− Z¯hl(s)|
p−2
〈
Xεhl(ηhl(s))− Zhl(ηhl(s)),
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− f(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))
〉
ds,
H3(t) =p
∫ t
0
|Y εhl(s)− Z¯hl(s)|
p−2
〈
Xεhl(ηhl(s))− Zhl(ηhl(s)),
f(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− f(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))
〉
ds,
H4(t) =p
∫ t
0
|Y εhl(s)− Z¯hl(s)|
p−2
〈
Xεhl(ηhl(s))− Zhl(ηhl(s)),
f(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))− fhl(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))
〉
ds,
H5(t) =p
∫ t
0
|Y εhl(s)− Z¯hl(s)|
p−2
〈
Zhl(ηhl(s))− Zhl(s),
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− fhl(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))
〉
ds,
H6(t) =− θphl
∫ t
0
|Y εhl(s)− Z¯hl(s)|
p−2
〈
fhl(X
ε
hl
(s), Xεhl(s− τ))− fhl(Zhl(s), Zhl(s− τ)),
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− fhl(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))
〉
ds,
H7(t) =
p(p− 1)
2
∫ t
0
|Y εhl(s)− Z¯hl(s)|
p−2|εg(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))|
2ds,
H8(t) =p
∫ t
0
|Y εhl(s)− Z¯hl(s)|
p−2
〈
Y εhl(s)− Z¯hl(s), εg(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))dW (s)
〉
.
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By the Ho¨lder inequality, (3.4) and Lemma 3.5, we get
E
(
sup
0≤u≤t
|H1(u)|
p
)
≤ CE
∫ t
0
|Y εhl(s)− Z¯hl(s)|
pds + CE
∫ t
0
|Xεhl(s)−X
ε
hl
(ηhl(s))|
p/2
|fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− fhl(Zhl(ηhl(s)), Zhl(ηhl(s− τ)))|
p/2ds
≤ C
∫ t
0
E
[
sup
0≤u≤s
|Xεhl(u)− Zhl(u)|
p
]
ds+ CM
1−2δ
2
ph
1−2δ
2
p
l + Cε
p
2M
1−2δ
4
ph
1−2δ
4
p
l .
By (3.4), (3.7), Lemma 3.2, Lemma 3.3 and the Ho¨lder inequality again,
E
(
sup
0≤u≤t
|H2(u)|
p
)
≤ CE
∫ t
0
|Y εhl(s)− Z¯hl(s)|
pds+ CE
∫ t
0
|Xεhl(ηhl(s))− Zhl(ηhl(s))|
p/2
|fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− f(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ))|
p/2ds
≤ C
∫ t
0
E
[
sup
0≤u≤s
|Xεhl(u)− Zhl(u)|
p
]
ds+ CM (1−δ)ph
(1−δ)p
l + CM
δp/2h
δp/2
l .
By assumption (H1) and the Ho¨lder inequality,
E
(
sup
0≤u≤t
|H3(u)|
p
)
≤ CE
∫ t
0
|Y εhl(s)− Z¯hl(s)|
pds
+ CE
∫ t
0
|Xεhl(ηhl(s))− Zhl(ηhl(s))|
pds+ CE
∫ t
0
|Xεhl(ηhl(s− τ))− Zhl(ηhl(s− τ))|
pds
≤C
∫ t
0
E
[
sup
0≤u≤s
|Xεhl(u)− Zhl(u)|
p
]
ds+ CM (1−δ)ph
(1−δ)p
l .
Similar to the estimation of H2(t), we derive
E
(
sup
0≤u≤t
|H4(u)|
p
)
≤ C
∫ t
0
E
[
sup
0≤u≤s
|Xεhl(u)− Zhl(u)|
p
]
ds+ CM (1−δ)ph
(1−δ)p
l + CM
δp/2h
δp/2
l .
With (3.4) and Lemma 3.5, we arrive at
E
(
sup
0≤u≤t
|H5(u)|
p
)
≤ C
∫ t
0
E
[
sup
0≤u≤s
|Xεhl(u)− Zhl(u)|
p
]
ds+ CM
1−2δ
2
ph
1−2δ
2
p
l .
By (3.4) again, it is easy to see
E
(
sup
0≤u≤t
|H6(u)|
p
)
≤ C
∫ t
0
E
[
sup
0≤u≤s
|Xεhl(u)− Zhl(u)|
p
]
ds+ CM (1−δ)ph
(1−δ)p
l .
Then, (H2), (3.4), Lemma 3.2 and the Ho¨lder inequality lead to
E
(
sup
0≤u≤t
|H7(u)|
p
)
≤CE
∫ t
0
|Y εhl(s)− Z¯hl(s)|
pds+ Cεp
≤ C
∫ t
0
E
[
sup
0≤u≤s
|Xεhl(u)− Zhl(u)|
p
]
ds+ CM (1−δ)ph
(1−δ)p
l + Cε
p.
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Moreover, with (H2), (3.4), Lemma 3.2 and the BDG inequality,
E
(
sup
0≤u≤t
|H8(u)|
p
)
≤
1
4
E
[
sup
0≤s≤t
|Y εhl(s)− Z¯hl(s)|
p
]
+ CM (1−δ)ph
(1−δ)p
l + Cε
p.
Sorting the above inequations together leads to
E
[
sup
0≤u≤t
|Y εhl(u)− Z¯hl(u)|
p
]
≤ C
∫ t
0
E
[
sup
0≤u≤s
|Xεhl(u)− Zhl(u)|
p
]
ds
+ Cεp + Cε
p
2M
1−2δ
4
ph
1−2δ
4
p
l + CM
δp/2h
δp/2
l .
Since we have
E
[
sup
0≤u≤t
|Xεhl(u)− Zhl(u)|
p
]
≤ E
[
sup
0≤u≤t
|Y εhl(u)− Z¯hl(u)|
p
]
+ CM (1−δ)ph
(1−δ)p
l .
The Gronwall inequality then leads to the desired result. By the same technique, the second
part can be verified. ✷
Theorem 3.1 Let assumptions (H1) and (H2) hold. Then
sup
0≤t≤T
E|Xεhl(t)−X
ε
hl−1
(t)|2 ≤ Ch1−2δl−1 + Ch
2δ
l−2 + Cε
2hl−1.
Proof. For any t ∈ [0, T ] , by (3.8) and (3.9), we get
Y εhl(t)− Y
ε
hl−1
(t) = Y εhl(0)− Y
ε
hl−1
(0)
+
∫ t
0
[fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− fhl−1(X
ε
hl−1
(ηhl−1(s)), X
ε
hl−1
(ηhl−1(s− τ)))]ds
+ ε
∫ t
0
[g(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− g(X
ε
hl−1
(ηhl−1(s)), X
ε
hl−1
(ηhl−1(s− τ)))]dW (s).
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By the Itoˆ formula, we get
E|Y εhl(t)− Y
ε
hl−1
(t)|2 ≤ 2E|Y εhl(0)− Y
ε
hl−1
(0)|2 + 2E
∫ t
0
〈Y εhl(s)− Y
ε
hl−1
(s),
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− fhl−1(X
ε
hl−1
(ηhl−1(s)), X
ε
hl−1
(ηhl−1(s− τ)))〉ds
+ Cε2E
∫ t
0
|g(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− g(X
ε
hl−1
(ηhl−1(s)), X
ε
hl−1
(ηhl−1(s− τ)))|
2ds
=2E|Y εhl(0)− Y
ε
hl−1
(0)|2 + 2E
∫ t
0
〈Y εhl(s)− Y
ε
hl−1
(s),
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− f(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))〉ds
+ 2E
∫ t
0
〈Y εhl(s)− Y
ε
hl−1
(s), f(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))
− fhl−1(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))〉ds + 2E
∫ t
0
〈Xεhl(ηhl(s))−X
ε
hl−1
(ηhl−1(s)),
fhl−1(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− fhl−1(X
ε
hl−1
(ηhl−1(s)), X
ε
hl−1
(ηhl−1(s− τ)))〉ds
+ 2E
∫ t
0
〈Xεhl(s)−X
ε
hl
(ηhl(s))−X
ε
hl−1
(s) +Xεhl−1(ηhl−1(s)),
fhl−1(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− fhl−1(X
ε
hl−1
(ηhl−1(s)), X
ε
hl−1
(ηhl−1(s− τ)))〉ds
− 2θhlE
∫ t
0
〈fhl(X
ε
hl
(s), Xεhl(s− τ))− fhl−1(X
ε
hl−1
(s), Xεhl−1(s− τ)),
fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− fhl−1(X
ε
hl−1
(ηhl−1(s)), X
ε
hl−1
(ηhl−1(s− τ)))〉ds
+ Cε2E
∫ t
0
|g(Xεhl(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− g(X
ε
hl−1
(ηhl−1(s)), X
ε
hl−1
(ηhl−1(s− τ)))|
2ds
≤ Ch2−2δl−1 + J1(t) + J2(t) + J3(t) + J4(t) + J5(t) + J6(t).
By (3.4), (3.7) and Lemma 3.2 we see
J1(t) ≤ CE
∫ t
0
|Xεhl(s)−X
ε
hl−1
(s)|2ds+ Ch2−2δl + Ch
2−2δ
l−1
+ E
∫ t
0
|fhl(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))− f(X
ε
hl
(ηhl(s)), X
ε
hl
(ηhl(s− τ)))|
2ds
≤ C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)−X
ε
hl−1
(u)|2ds+ Ch2δl−1.
Since we have δ < 1/2, similar to the estimation of J1(t), we obtain
J2(t) ≤ C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)−X
ε
hl−1
(u)|2ds+ Ch2δl−2.
By (3.5), we compute
J3(t) ≤ C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)−X
ε
hl−1
(u)|2ds.
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By (3.4) and Lemma 3.5, we derive
J4(t) ≤ Ch
1−2δ
l + Cεh
1−2δ
2
l .
With (3.4) again,
J5(t) ≤ Ch
1−2δ
l .
By (3.2), Lemma 3.2 and Lemma 3.4, we derive
J6(t) ≤ C
∫ t
0
sup
0≤u≤s
E|Xεhl(u)−X
ε
hl−1
(u)|2ds+ Ch2−2δl−1 + ε
2hl−1.
By sorting those inequalities and using the Gronwall inequality, the desired result can be
obtained. ✷
Remark 3.4 Under one-sided Lipschitz condition, we show that the second moment of two
coupled paths is bounded by O(h1−2δl−1 + h
2δ
l−2+ ε
2hl−1). By Theorem 3.1, as the procedure of
Theorem 2.3, we can show that under assumptions (H1) and (H2), we have
sup
0≤n<M l−1
Var(Ψ(Xεhl(tn))−Ψ(X
ε
hl−1
(tn))) ≤ Ch
1−2δ
l−1 + Ch
2δ
l−2 + Cε
2hl−1.
Different from the global Lipschitz case, the efficiency can not be improved compared with
the second moment since the drift coefficient is one-sided Lipschitz not global Lipschitz.
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