Abstract. We address a novel problem domain in the analysis of optical coherence tomography (OCT) images: the diagnosis of multiple macular pathologies in retinal OCT images. The goal is to identify the presence of normal macula and each of three types of macular pathologies, namely, macular hole, macular edema, and age-related macular degeneration, in the OCT slice centered at the fovea. We use a machine learning approach based on global image descriptors formed from a multi-scale spatial pyramid. Our local descriptors are dimension-reduced Local Binary Pattern histograms, which are capable of encoding texture information from OCT images of the retina. Our representation operates at multiple spatial scales and granularities, leading to robust performance. We use 2-class Support Vector Machine classifiers to identify the presence of normal macula and each of the three pathologies. We conducted extensive experiments on a large dataset consisting of 326 OCT scans from 136 patients. The results show that the proposed method is very effective.
Introduction
Optical Coherence Tomography (OCT) is a non-contact, non-invasive 3-D imaging technique which performs optical sectioning at micron resolution. It has been widely adopted as the standard of care in ophthalmology for identifying the presence of disease and its progression [1] . This technology measures the optical back scattering of the tissues, making it possible to visualize intraocular structures, such as the macula and the optic nerve. An example 3D ocular OCT scan is given in Fig. 1a . The ability to visualize the internal structures of the retina (the z-axis direction in Fig. 1a ) makes it possible to diagnose diseases, such as glaucoma and macular hole, objectively and quantitatively.
Although OCT imaging technology continues to evolve, technology for automated OCT image analysis and interpretation has not kept pace. With OCT data being generated at increasingly higher sampling rates, there is a strong need for automated analysis to support disease screening and diagnosis. This need is amplified by the fact that an ophthalmologist making a diagnosis under standard clinical conditions does not have the assistance of a radiologist in interpreting OCT data. There have been several prior works addressing topics in ocular OCT image processing, such as intra-retinal layer segmentation [2] and local quality assessment [3] . However, to our knowledge, there has been no prior work on automated macular pathology identification in OCT images. The macula is located at the center of the retina and is responsible for highlysensitive, accurate vision. Acute maculopathy can lead to the loss of central vision and even blindness. For example, a particular type of maculopathy, called age-related macular degeneration (AMD), is the leading cause of visual loss among elderly persons. The Beaver Dam Eye Study reported that 30% of individuals aged 75 and older have some form of AMD, which has increasingly important social and economic impact in the United States [4] . The screening and diagnosis of maculopathy is a substantial public health problem.
We present a method for automatically identifying macular pathologies given a manually-selected x-z 2D slice centered at the fovea in a retinal OCT scan. Specifically, we identify the presence of the normal macula and each of the following macular pathologies, macular hole (MH) 1 , macular edema (ME), and AMD. Fig. 2 gives example images for each pathology. Note that multiple pathologies can coexist in one eye, as depicted in Fig. 1b . In this case, the automated identification tool should report the existence of each pathology.
Approach
Automated pathology identification in ocular OCT images is complicated by four factors. First, the co-existence of pathologies can complicate the overall appearance (see Fig.1b) . Second, the measurement of reflectivity of the tissue is affected by the optical properties of the overlaying tissues [1] , e.g, opaque media or the high rate of light absorption by blood vessels will produce shadowing effects (see Fig.1c ). Third, a variety of proliferated or detached tissues can appear, e.g. membrane or floaters (see Fig.1d ). Fourth, a portion of the image may have low quality due to imperfect imaging [3] . As a result of this high variability, attempts to hand-craft a set of features or rules to identify each pathology are unlikely to succeed. Instead, we propose to use a pattern-based global image representation combined with machine learning techniques to automatically discover the discriminative patterns for each pathology from training examples. Our method consists of the following three steps, which are illustrated in Fig. 3 . First, image alignment is performed to reduce the appearance variation across scans. Second, we construct a global descriptor for the aligned image by using multi-scale spatial pyramid (MSSP) and the dimension-reduced Local Binary Pattern (LBP) histogram [5] based on Principle Component Analysis (PCA), in order to represent the retina at different spatial scales and granularities. Finally, for each pathology, we train a 2-class non-linear Support Vector Machine (SVM) [6] with radial basis function (RBF) kernel using a labeled training set. We now describe each step in detail.
Retina Alignment
Since the imaged retinas have large variations in their inclination angles, positions, and natural curvatures across scans, as shown in to roughly align the retinas to reduce these variations before constructing our feature representation. To this end, we use a simple procedure as follows: (1) threshold the original image (Fig 3, a) to detect most of the retina structures ( Fig 3, b) ; then, apply a median filter to remove noise and thin detached tissues (Fig 3, c) ; (2) find the entire retina by using morphological closing and then opening; by closing, we fill-up black blobs inside the retina, and by opening, to remove thin or small objects outside the retina (Fig 3, d) ; (3) fit the found retina with a quadratic curve by using least-square curve fitting ( Fig 3, e) ; (4) warp the retina to be approximately horizontal by translating each column according to the fitted curve, and crop it in the z-direction (Fig 3, f) .
Multi-Scale Spatial Pyramid (MSSP)
There are three motivations for our choice of a global spatially-distributed feature representation for OCT imagery based on MSSP. First, pathologies are often localized to specific retinal areas, making it important to encode spatial location. Second, the context provided by the overall appearance of the retina is important for correct interpretation; e.g., in Fig. 1c , we can distinguish between a shadow and macular hole only in the context of the entire slice. Third, pathologies can exhibit discriminating characteristics at both small and large scales. Thus, both micro-patterns and macro-patterns should be represented. For these reasons, we use a global image representation which preserves spatial organization in conjunction with multi-scale modeling. We propose to use the multi-scale version of spatial pyramid (SP) [7] , denoted as MSSP, to capture the geometry of the aligned retina at multiple scales and spatial resolutions. This global framework, MSSP, was recently proposed in [8] , where it was successfully applied to challenging scene classification tasks. For clarity, in Fig.4 , we illustrate the differences between a 3-level MSSP 2 and SP frameworks. The local features computed from all spatial blocks are concatenated in a predefined order to form an overall global descriptor, as illustrated in Fig. 3 . Note that we also add the features from the overlapped blocks (the green blocks in Fig. 4) to reduce boundary effects.
2 To form a k-level MSSP, for each level l (0 ≤ l ≤ (k − 1)), we rescale the original image by 2 l−k+1 using bilinear interpolation, and divide the rescaled image into 2 l blocks in each dimension.
Histogram of LBP and Dimensionality Reduction
Local binary pattern (LBP) [5] is a non-parametric kernel which summarizes the local structure around a pixel. LBP is known to be a highly discriminative operator and has been successfully applied to several tasks in computer vision [9, 8] and medical imaging [10, 11] . While there are several types of LBP, we follow [9, 10, 11] in adopting LBP 8,1 to capture the micro-patterns that reside in each local block. The LBP 8,1 operator derives an 8 bit binary code by comparing the center pixel to each of its 8 nearest neighbors in a 3 × 3 neighborhood (see Fig. 5a ). The resulting 8 bits are concatenated circularly to form an LBP code in the range [0 255]. For each block of pixels in the MSSP, we compute the histogram of LBP codes to encode the statistical distribution of different micro-patterns, such as spots, edges, corners, and flat areas [5] . Histogram descriptors have proven to be an effective means to aggregate local intensity patterns into global discriminative features. In particular, they avoid the need to precisely localize discriminating image structures, which can be difficult to do in complex and highly variable OCT images. Since we compute LBP histogram in both original and rescaled image blocks, the distribution of both micro-patterns and macro-patterns can be encoded. Note that many previous works applied LBP only in the original image [9, 10, 11] , which may not capture the large-scale patterns effectively.
Although a single LBP 8,1 histogram has only 256 bins, the concatenation of histograms from each block to form the global feature vector results in an impractically high dimension. We adopt PCA to reduce the dimension of LBP histogram, as proposed in [8] . We denote it as LBP pca 8,1 . It is important to note that previous works [9, 10] employing LBP histogram features have adopted an alternative approach to dimensionality reduction, called uniform LBP [5] , which we have found to be less effective than LBP 8,1 , to a single bin, resulting in 59 bins in total. It was observed in [5] that LBP u2 8,1 occupied 90% of all LBP 8,1 patterns in pixel count, when computed from image textures; however, as recently noted in [12] , when LBP codes are computed in the rescaled images, LBP u2 8,1 may no longer be in the majority. More importantly, the distribution of individual LBP ¬u2 8,1 patterns can contain important distinctive information for category discrimination, despite of its low counts (see Fig. 6 ). To advocate the use of PCA for LBP dimension reduction, we will compare the performance of using LBP 
Classification Using Support Vector Machine (SVM)
After computing global features, we train a 2-class non-linear SVM with RBF kernel and probabilistic output [6] for each pathology using a 1 vs. the rest approach. The probability scores for each classifier are compared to a set of decision thresholds to determine the corresponding sensitivities and specificities. 
Experimental Results
We collected a dataset consisting of 326 macular spectral-domain OCT scans from 136 patients. The original resolution of the scans was either 200x200x1024 or 512x128x1024 scanned in 6x6x2 mm volume in width(x), height(y) and depth(z). We rescaled all x-z slices to 200x200. For each scan, the x-z slice centered at the fovea and the pathologies it contained was identified independently by two expert ophthalmologists. Among all 326 scans, 96.2% of the selected fovea-centered slices from the two experts were within 4 slice distance; for these scans, the labeling agreement for normal macula, ME, MH, AMD is 98.6%, 91.7%, 96.5%, 92.0%, at the patient-level respectively. This imperfect agreement provides further evidence of the need for an objective computer-aided diagnosis tool. We used the labels from one ophthalmologist as the ground truth.
The statistics of the labeled dataset are as follows. We have 67 positive and 259 negative scans for normal macula, 205 and 121 for ME, 81 and 245 for MH, 103 and 223 for AMD. From the standpoint of patient statistics, we have 57 positive and 79 negative patients for normal macula, 87 and 49 for ME, 34 and 102 for MH, 36 and 100 for AMD. We used 10-fold cross validation at the patient level; i.e., 10% of positive and negative patients were put in the testing set for each run. Here, for a specific pathology, the patients that have at least one positive scan were counted as positive patients; also, all images from the same patient were put together in either the training or testing set. We used one fold of training data to do SVM model selection based on the area under the receiver operator characteristic curve (AUC) performance, and fixed the found best parameters throughout all the experiments. We normalized the sensitivity and specificity values across patients and used AUC as the comparison metric.
To validate the performance of LBP histograms as features, we compared them to several other popular descriptors, including mean and standard deviation of intensity (M,S), intensity histogram (I), and orientation histogram (O). Each feature is employed with a 3-level MSSP with overlapped blocks 3 . The orientation histogram [13] is formed from the gradient direction and magnitude computed from 2 × 2 neighborhoods. For I and O features, we used the quantization of 32 bins in intensity and angle, respectively, since this produced the best results. For LBP histogram, we quantize the intensity image to 32 levels before LBP encoding in order to suppress pixel noise. This quantization improves the accuracy of LBP by about 0.8% on average. For LBP pca 8,1 computation, the principle axes were derived from the training images of each fold separately.
Overall, from Table 1 , LBP pca 8,1 (32) achieved the best average performance. In details, we find for normal macula and ME, the AUC are above 0.95 for almost all descriptors; this can be attributed to the reduced variation in appearance for the normal category and to the large amount of positive training data for ME. The AUC results of MH and AMD are lower, which can be due to their greater appearance variation and lack of data. In these two categories, LBP with dimension reduction (LBP We then compare the results of LBP and LBP pca 8,1 have similar performance for the first three categories, where the pathologies are described mostly by smooth or global shape changes. In AMD category, however, LBP pca 8,1 (32) is clearly superior to LBP u2 8,1 . Our conjecture is that since AMD is characterized by the irregular contours of the bottom retinal layer, the removal of individual non-uniform patterns, as used in LBP u2 8,1 , can result in the loss of important discriminative information. Finally, the use of first 32 principal components seems sufficient for category discrimination.
In Table 2 , we compare the performance of 3-level multi-scale spatial pyramid (MSSP) with a 3-level spatial pyramid (SP) and single level-2 spatial division (SL) 4 . MSSP achieves the best overall performance; in AMD category, MSSP outperforms the other frameworks with a large margin (0.888 vs. 0.826). When features from the overlapped blocks are also used (denoted as "+O"), the performance of all frameworks is improved. 
Conclusion and Future work
In this paper, we propose an effective approach to diagnose multiple macular pathologies in retinal OCT images. First, we align the slices to reduce their appearance variations. Then, we construct our global image descriptor by using multi-scale spatial pyramid (MSSP), combined with dimension-reduced LBP histogram based on PCA as the local descriptors. This approach encodes both the geometry and textures of the retina in a principled way. A binary non-linear SVM classifier is trained for each pathology to identify its presence. We evaluate our approach by comparing its performance with that of other popular global representation and local descriptors. Our results demonstrate the effectiveness and validity of the proposed approach.
There are several future directions we plan to explore. First, we will investigate the effects of including other complimentary features, e.g., encoding shape features from the edge image, so that more discriminative representation can be constructed. Second, we would like to apply a similar method to automatically localize the slice of the anatomic landmark (e.g. fovea) in the 3D scan. Third, we plan to extend our approach to additional retinal pathologies.
