Biological small-angle X-ray solution scattering (BioSAXS) is now widely used to gain information on biomolecules in the solution state. Often, however, it is not obvious in advance whether a particular sample will scatter strongly enough to give useful data to draw conclusions under practically achievable solution conditions. Conformational changes that appear to be large may not always produce scattering curves that are distinguishable from each other at realistic concentrations and exposure times. Emerging technologies such as timeresolved SAXS (TR-SAXS) pose additional challenges owing to small beams and short sample path lengths. Beamline optics vary in brilliance and degree of background scatter, and major upgrades and improvements to sources promise to expand the reach of these methods. Computations are developed to estimate BioSAXS sample intensity at a more detailed level than previous approaches, taking into account flux, energy, sample thickness, window material, instrumental background, detector efficiency, solution conditions and other parameters. The results are validated with calibrated experiments using standard proteins on four different beamlines with various fluxes, energies and configurations. The ability of BioSAXS to statistically distinguish a variety of conformational movements under continuous-flow time-resolved conditions is then computed on a set of matched structure pairs drawn from the Database of Macromolecular Motions (http://molmovdb.org). The feasibility of experiments is ranked according to sample consumption, a quantity that varies by over two orders of magnitude for the set of structures. In addition to photon flux, the calculations suggest that window scattering and choice of wavelength are also important factors given the short sample path lengths common in such setups.
Introduction
Biological small-angle X-ray solution scattering (BioSAXS) continues to grow in popularity despite the increasing availability of high-resolution structures. This trend reflects the versatility and ease of use of the method, and also the fact that the method yields information about the behavior of molecules in solution. The method is available at many synchrotrons worldwide (Graewert & Svergun, 2013) . As more routine users enter the field, there is a need for tools to help to understand the limitations of the technique and to estimate whether an experiment will be likely to yield statistically valid conclusions. Sample solubility, for example, is sometimes a limiting factor for complex multicomponent constructs, and experiments can fail to generate a strong enough signal. Buffer composition alone can alter the contrast, also reducing the signal. Size-exclusion chromatography used in tandem with BioSAXS also can introduce considerable sample dilution. Time-resolved and microfluidic SAXS experiments tend ISSN 2059-7983 # 2018 International Union of Crystallography towards small beams and short sample path lengths. Radiation damage also places limits on how many scattered photons can be recovered from a finite quantity of material.
Much effort has already been invested in computing scattering profiles from atomic models, although challenges remain (Svergun et al., 1995; Schneidman-Duhovny et al., 2010) . In this work, we assume that the theoretical profile is already known and we focus exclusively on modeling sources of noise and other experimental uncertainties. Our goal here is to develop a lightweight quantitative tool for estimating signal quality that is applicable to a wide range of experiments. We do not attempt to ray-trace at the level of beamline optical components (Pedersen et al., 2014; Sagan et al., 2011) , but rather concentrate on validating our fit-free method against actual beamline data collected using a variety of stations and detectors. Sedlak et al. (2017) recently devised a twoparameter model fit to known scattering experiments that can yield practical noise estimates. Our goal here is to avoid fitting parameters and to develop a more detailed first-principles approach with wide applicability. Various correction factors and error sources for SAXS have been reviewed exhaustively elsewhere (Pauw, 2014; Svergun et al., 2013) .
In this work, we explicitly account for buffer, contrast, window and instrumental scattering, photon flux, sample thickness, detector integration mask, sample-to-detector distance, and sensor thickness. Wavelength-dependent (or equivalently energy-dependent) terms are also correctly modeled. BioSAXS is customarily performed in the X-ray energy range of 10-12 keV (1.24-1.03 Å ), but values well outside this range are of interest for several reasons. Many X-ray absorption edges of biological interest in anomalous SAXS experiments are low in energy: Zn (9.6 keV) to Ca (4.0 keV) and P (2.1 keV). Low-energy experiments are also capable of probing larger size scales. Energy is an important factor in radiation damage owing to changes in absorbed dose (Hopkins & Thorne, 2016) . At higher energies, reduced absorption favors experiments that require thicker windows, such as high-pressure SAXS (Ando et al., 2008) . While windows are widely acknowledged as a significant source of parasitic scatter in SAXS experiments, there appear to be no previous quantitative studies computing the magnitude of the effect. This study provides the first such calculations.
We introduce the main formula for scattering intensity and follow it with a discussion of the approximations and limitations of this implementation. Basic statistical measures are introduced to assess three common sample properties of interest to BioSAXS users: detectability, practical usability and distinguishability.
Signal-to-noise calculations are tested against protein standard data collected on a variety of beamlines at various energies, fluxes and configurations. With the advent of highspeed detection, microfluidics, time-resolved methods and high-pressure SAXS, faint signals will become more commonplace. The simulation parameters in this study are based on the actual running conditions currently achieved at MacCHESS with a prototype continuous-flow time-resolved SAXS system. To examine the ability of time-resolved BioSAXS to distinguish realistic conformational changes, we have drawn a subset of conformations from the Database of Macromolecular Motions (http://molmovdb.org; Gerstein & Krebs, 1998) . The required exposure time, consumed sample volume and radiation dose are calculated under various scenarios. As synchrotron and laboratory sources continue to evolve, there are also important questions as to how increased brilliance and other beam properties will expand the range of biological problems that can be investigated. With this in mind, we use the CHESS-U 1 upgrade currently in progress as an example to compare the impact of source improvements with the gains expected from the reduction of parasitic scatter and the optimization of wavelength.
Theory
The small-angle X-ray scattering intensity for biomolecules in solution has been expressed in parts by many authors (Kratky & Pilz, 1972; Stuhrmann, 1980; Orthaber et al., 2000; Dreiss et al., 2006; Meisburger et al., 2013) :
The parameters for our implementation are defined as follows: (q) is the solid-angle correction (dimensionless), () is the quantum efficiency of the detector (dimensionless), T() is the X-ray transmission of the sample (dimensionless), d is the thickness of the sample (cm), P is the incident photon flux (photons s À1 on the sample), r is the sample-to-detector distance (cm), M is the molecular mass (g mol À1 ), N A is Avogadro's number (6.022 Â 10 23 mol À1 ), is the specific volume of the solute (cm 3 g À1 ), Á is the excess scattering length density (cm À2 ), c is the concentration of the solute (g cm À3 ), FF(q) is the molecular form factor [dimensionless, FF(0) = 1] and SF(q) is the sample structure factor [dimensionless, SF(0) = 1]. Momentum transfer in this expression is customarily defined as q = 4sin()/, where 2 is the angle of scattering and is the wavelength. The solid-angle correction (q), which is proportional to cos 3 2, has been described elsewhere (Pauw, 2014) .
For simplicity, our calculations assume a detector with Poisson counting statistics, zero read noise and generally idealized properties, including a uniform detector response across the surface. We do, however, account for detector quantum efficiency as well as pixel size and detector dimensions (Donath et al., 2013) . Quantum efficiency, () in (1), is determined by absorption and is therefore heavily energydependent. For silicon-based counting detectors the efficiency is maximal for photons in the 8-11 keV range (depending on sensor thickness), but declines with increasing photon energy (Donath et al., 2013) . In the energy ranges typically used for BioSAXS, the quantum-efficiency curve is dominated by the mass attenuation , a factor that is well modeled by a simple cubic power law in wavelength () for low-Z sensor materials:
/ 3 (cm À1 ; Feigin & Svergun, 1987) . The quantum efficiency (QE) is thus given by
where is the density of a silicon sensor layer of thickness d.
The constant c = 0.0048 is fitted to correct for the absorption of nonsensitive sensor layers specific to PILATUS-type detectors.
(2) is accurate to better than 1% over the energy range 5-22 keV. While quantum efficiency merely scales the overall intensity of scattering (1), its effect on signal-to-noise ratios is more complex. When the probability of a successful photonabsorption event is p, the probability of I successful events is given by a binomial distribution with 2 = Ip(1 À p). The observed detector statistics will be a convolution of these two effects, with the errors adding in quadrature as in normal Poisson statistics: 2 det = Ip + Ip(1 À p) (Hü lsen-Bollier, 2005). The contribution of absorption statistics becomes increasingly important with low quantum efficiency (high energy), but never dominates the noise. So, not only is the signal in an imperfect detector reduced by a factor of p, but the signal-tonoise ratio is also reduced by the statistics of absorption: I/ det = [Ip/(2 À p)] 1/2 . The reduction factor [1/(2 À p)] 1/2 is, for example, 0.95 (p = 0.9) at 10 keV, but falls significantly to 0.76 (p = 0.26) at 20 keV for a 320 mm silicon sensor.
The shape of the detector surface and any integration masks are important because they limit the number of pixels per q-space bin and consequently also influence signal to noise (Sedlak et al., 2017) . Let N(R) be the number of unit-square pixels within a circle of radius R. The pixels in the ith discrete q bin are then given by the difference w(R i ) = N(R i + ) À N(R i ), with R i = i, for some bin size > 0. The associated with bin i is obtained by adding the pixel counts in quadrature so that (q i ) = [w(q i )I(q i )] 1/2 , where I(q i ) is the average counts per pixel in bin i. In this analysis, we compute w(q i ) for a simple rectangular beamstop mask centered on the beam, the dimensions of which are specified as the number of pixels from the beam center to the edge. X-ray transmission by the sample, which appears as T() = I/I 0 = exp(Àd) in (1), is determined from the known mass attenuation coefficient for water (http://physics.nist.gov/ PhysRefData/XrayMassCoef/ComTab/water.html) and the specified sample thickness d. The experimental mass attenuation coefficient of water fits well for energies in the range 2.5-15.5 keV ( = 0.8-5.0 Å ) by the simple expression / (cm 2 g À1 ) = 2.8 3 (Feigin & Svergun, 1987) . Much above 20 keV, photoabsorption is no longer the dominant absorption mechanism and / starts to deviate from this simple power law.
In addition to transmission, contast (Á 2 in equation 1) also modulates signal. The contrast or excess scattering density is the difference Á = sample À buffer between the biomolecule and the solvent. The average electron density is customarily multiplied by the classical electron radius r 0 (2.818 Â 10 À13 cm) to give units of cm À2 and is referred to as , the scattering length density. Given the number of electrons per dry mass of sample, M,protein = 3.22 Â 10 23 e g À1 (Orthaber et al., 2000) , and the partial specific volume of the solute in buffer , the contrast is calculated as Á = M,sample / À buffer . In this study we use the density of water for buffer (3.34 Â 10 23 e cm À3 ). Since this is a small difference that appears in (1) as a square, variations can contribute to error. Values for the average electron density of proteins, nucleic acids and lipids have appeared elsewhere (Svergun & Koch, 2003) and software tools exist for estimating contrast (Whitten et al., 2008) . In the studies here, we use = 0.72 cm 3 g À1 , which is closer to the reported values for lysozyme and glucose isomerase than the 0.7425 cm 3 g À1 derived by minimizing the deviations of molecular-weight estimates (Mylonas & Svergun, 2007) .
The final terms FF(q) and SF(q) in (1) contain the structural information resulting from diffraction. The form factor FF(q) describes the part of the scattering profile arising from the molecular shape alone and is given by the one-dimensional (rotationally averaged) Fourier transform of the electron density of the protein. SAXS form factors have been calculated for a wide variety of geometric shapes (for example SASfit by Joachim Kohlbrecher; https://kur.web.psi.ch/sans1/ SANSSoft/sasfit.pdf) as well as for fully detailed atomic models (Svergun et al., 1995) . The computations here use profiles generated by FoXS (Schneidman-Duhovny et al., 2010) . In the present calculations, we do not attempt to model inter-particle interference effects that might appear in the small-angle range with high sample concentrations, and the structure factor will be assumed to be constant: SF(q) = 1. Similarly, radiation damage, an effect that is most often seen at the smallest scattering angles, will not be modeled here. Approximate sample X-ray dose levels, however, are straightforward to calculate and are provided as a rough guide for acceptable sample exposure.
The quantity within the square brackets in (1) is the macroscopic differential scattering cross section dAE/d in units of cm sr À1 . The remaining prefactor gives an intensity I(q) in photons s À1 cm À2 in the direction of the scattered beam. Conveniently, then, the number of photons per detector pixel at q is given by I(q) Â (exposure time in seconds) Â (pixel area in cm 2 ).
In practice, experimental scattering profiles are obtained as the difference between sample and buffer. Errors in subtraction most commonly occur as a result of buffer mismatch during sample preparation, but can also happen owing to instrumental drift and normalization errors. For the purposes of this paper, we assume ideally matched buffer and accurate normalization. Formally, the counting noise from the samplebuffer difference I diff (q) = [I(q) + I b (q)] À I b (q) adds in quadrature to give 2 diff = 2 I(q) + 2 b 2 . where I b (q) is the scattering from buffer in the sample cell, including background. Even in the case of zero sample concentration there will still be a finite noise level. Because sample concentrations are usually dilute, I b (q) dominates the counting statistics.
Background scattering and buffer model
Scattering from buffer, slits and imperfect X-ray optics, residual air in the beam path, trace heavy-metal fluorescence in the beampipe materials and scattering from windows are all sources that contribute to the final noise level of the data. While the scattering of water itself is nearly constant in the small-angle range 0 < q < 0.3 Å À1 , instrumental and window scattering sources become increasingly important at low q and as the sample path length decreases. It is these complicating factors that make first-principles noise estimation a nontrivial task. In this section, we develop a model of buffer that explicitly accounts for energy, sample path length, and window material and thickness.
Instrumental background
Background scattering can have a major impact on the quality of SAXS intensity measurements. Direct-beam profiles are a complex superposition of multiple secondary sources such as mirror surfaces, slit edges and distortions owing to imperfect optics. Careful beamline design seeks to minimize these effects, but the low-intensity pedestals of direct beams will generally be broader and more intense than might be expected purely on the basis of reported FWHM measurements or assumptions of Gaussian shape. This is the single most unpredictable component of a model when comparing different sources and beamlines. Modeling beamline optical components, such as with ray-tracing software (Pedersen et al., 2014; Sagan et al., 2011) , is beyond the scope of this simplified approach. To assess instrumental background scattering, we have taken vacuum-only exposures on various CHESS BioSAXS beamlines by removing the sample cell altogether. The vacuum levels within the approximately 1.5 m sample-todetector path are typically held to 0.26 Pa (2 mTorr); consequently, residual air scattering is a very small effect in comparison with that produced by windows, buffer and other factors. For practical purposes in this study, we utilize a measured instrumental 'vacuum' background denoted I v .
Window scattering
As in the case of instrumental scattering, well designed SAXS beamlines minimize the impact of X-ray window scattering. Thin-walled glass capillaries are most commonly used, although MacCHESS has used flat glass film for some time. Glass, although high in absorption, is nearly atomically smooth. Freshly cleaved natural mica has been used historically and is used in the examples calculated here. It absorbs X-rays, but is very smooth, highly radiation resistant, chemically resistant and has mechanical rigidity. A range of materials have been evaluated by various investigators and the subject continues to be of interest Lurio et al., 2007; Henderson, 1995; Masunaga et al., 2013; Acerbo et al., 2015) . Unlike instrumental vacuum scattering, window scattering arises from well characterized materials that can be treated as beamline-independent standards once placed on an appropriate scale. We denote scattering that results entirely from windows as I w .
Buffer model
To fully parameterize a buffer measurement, we need to extract pure buffer, window and instrumental curves on an absolute scale. The procedure used in the experiments reported here is to collect a 'vacuum' measurement, I v , with no cell in position. An empty cell profile is also collected, I e , and then a cell containing buffer, I b . The beamstop diode counts c e , c v and c b are used to equalize the dose by composing normalization factors:
In this way, profiles can still be interpreted as photons per pixel despite the fact that the doses between sample and buffer may be slightly different owing to beam-intensity fluctuations. Standardized, parameter-free profiles,Î I v ,Î I w andÎ I b (vacuum, window and buffer, respectively) are prepared by dividing out the specific parameters under which the profiles were collected: sampleto-detector distancer r, exposure timet t, detector quantum efficiency , fluxP P, sample and window absorption parameterŝ w ,d d w , andd d. Grouping these common constants as =r r 2 =½t t P P expðÀ wd d w Þ expðÀ d dÞ, the standardized profiles are computed asÎ
The same transmissions in appear in all of the terms owing to the choice of K b = 1. Reassembling the standardized profiles gives the fully general parameterized model buffer,
In practice, dilute buffer profilesÎ I b closely resemble water. In particular,Î I b is constant as q ! 0 and is proportional to compressibility and temperature in the case of pure water (Orthaber et al., 2000) . Variable absorption and base scattering levels owing to buffer components can be expected, but departures from pure water behavior are generally small.
The three components of measured buffer in the sample cell,Î I v , d wÎ I w and dÎ I b in (6), vary in their relative importance with q. Fig. 1 shows that for traditional 25 mm mica windows with a 1.5 mm sample path length, the buffer contributes 78% of the signal at the widest angles. In the region below q = 0.02 Å À1 where Guinier analysis is conducted, the windows and vacuum become more important, with vacuum eventually becoming dominant close to the direct beam. As the sample path length is made shorter, background terms will naturally play a larger role.
Radiation damage and sample consumption
Biological samples in solution are sensitive to radiation damage, and consequently sample consumption is a limiting research papers factor in data collection that should be included with any signal-to-noise estimates. For the monochromatic radiation and flux typically available at third-generation sources, damage occurs mainly in the form of induced aggregation. Calculation of the dose as the absorbed energy per unit mass (1 Gy = 1 J kg À1 ) is straightforward (Meisburger et al., 2013) ,
where P is the incident flux, E is the energy per photon, T w (E) is the single-window transmission, T s (E) is the sample transmission, is the sample density and V is the illumated volume. Ideally, dose calculations should be based on mass-energy absorption, although the values do not differ significantly from the standard mass attenuation at the typical energies used in BioSAXS (Hopkins & Thorne, 2016) . The concept of the critical dose, a threshold at which damage becomes evident, has been used by a number of authors, and observed critical dose limits for standard proteins have been reported over a wide range from 400 Gy to 10 kGy (Meisburger et al., 2013; Kuwamoto et al., 2004; Cho et al., 1999; Jeffries et al., 2015) . Recent characterization of radiation sensitivity (the percentage change in a parameter such as R g per unit dose) suggests that damage is more a continuous process with no well defined threshold (Hopkins & Thorne, 2016) . Damage and sensitivity values cannot yet be known a priori (Garman & Weik, 2017) , and consequently we use dose here only as a rough indicator of when to be concerned. Whether flowing or static, sample consumption ultimately limits the scattering signal. Protein samples can be produced in quantity with modern expression methods: often more than 1 cm 3 at >10 mg ml À1 for single well behaved cytosolic proteins. Achieving high protein concentrations is risky, however, owing to possible irreversible aggregation and precipitation. Since I(0) / M Â c (1), commonly used concentrations of the standards lysozyme and glucose isomerase suggest that c ' 60/M, where c is in mg ml À1 and M is in kDa, is sufficiently dilute to reach ideality but still have a usable signal.
Flow rates in continuous-flow time-resolved configurations are dictated by the timescale being measured and the microfluidics of mixing rather than dose. Microfluidic mixer channels for TR-SAXS are typically small in at least two of the three dimensions. The X-ray sample path length could be made arbitrarily long, since it often decouples from the fluidic mixing, but in practice it is difficult to fabricate devices with high aspect ratios. Consequently, TR-SAXS systems have trended towards small path lengths (0.5 mm and less).
Because of the high flow rates, sensitivity in TR-SAXS is of paramount importance in reducing sample consumption. Graceffa and coworkers report a continuous-flow technology that requires approximately 2 mg protein per time point with a total of 90 time points (Graceffa et al., 2013) . Just how much sample consumption should be regarded as 'prohibitive' or 'unfeasible' is difficult to judge and the value we choose here is unavoidably arbitrary. Since it is common for crystallographers to produce cm 3 volumes of moderately concentrated protein, it is reasonable to argue that the consumption of 1-4 cm 3 of sample at a sufficient concentration to obtain a modest SAXS signal ($60/M mg ml À1 ) would be regarded as feasible.
Statistics
The statistical requirements for an experiment depend upon how the SAXS data are to be used. For this study, we define three basic statistical measures: detectability, usability and distinguishability. At the most basic level is determining whether a known component is present in the sample at all: detectability. Until recently, this statistic would have been of only theoretical interest, but the advent of SAXS-coupled size-exclusion chromatography (SEC-SAXS) has made SAXS, for the first time, a means of basic detection.
In practice, reliable values are not always available in experiments, so a number of methods to detect differences have evolved that utilize only measured counts of sampleĨ I si and bufferĨ I bi . Of particular note is the CORMAP statistic, which has been compared in detail with the standard 2 results (Franke et al., 2015) . Since the calculations here provide smooth theoretical I si , I bi curves with true values, there is no Scattering sources that contribute to the buffer measured in a sample cell. (a) Total scattering produced by a 1.5 mm path length of standard lysozyme buffer between two 25 mm thick mica windows (solid line). The empty cell contains scattering from mica windows and instrumental 'vacuum' scatter (dashed line), while the underlying vacuum profile alone (dotted line) contributes instrumental sources of photons such as slit scatter and fluorescence. (b) Fractional contributions of buffer (solid line), windows (dashed line) and vacuum (dotted line) to the total 'buffer in cell' are derived from normalized differences between the profiles in (a). Buffer alone contributes 78% of the total signal at wide angles, but is linearly dependent on the sample path length. Below q = 0.02 Å À1 in the Guinier region, window and vacuum background become increasingly important components of the total signal. need to generate random deviates to simulate noise. We can confine our calculations to the classical 2 statistic 2 sb ,
where p is the number of parameters if either of the curves is a parameterized model fit to the data. The extra '1' in (8) arises from our use of smooth curves and is derived in Appendix A.
The largest contributions to the statistic come from regions of the scattering curve that are well separated from buffer relative to the total scattering level. This region tends to be at the smallest angles except as limited by parasitic scattering, which dominates both sample and buffer near the beamstop. It can thus be expected that parasitic scatter may strongly influence the ability to detect species. As conventionally used, the condition h 2 sb i ! 1.1 would favor rejecting the null hypothesis that the profiles are the same. Differences this small are difficult to discern visually on a typical plot and, considering that other systematic errors may come into play that are not accounted for here (such as buffer mismatch and instrumental drift), we have opted for a more definitive criterion of h 2 sb i ! 1.5. The summation in h 2 sb i is linear in flux P and exposure time t, but not in concentration c. The denominator in the sum is dominated by the buffer and will be nearly constant for dilute samples, with the result that P, t / c 2 when h 2 sb i is constant. In addition to detecting when the sample signal rises above buffer, the 2 statistic can generally serve to distinguish between different subtracted profiles 1 and 2. This is the case, for example, when determining which of two possible conformational changes best matches the data. A difference between two profiles of the same molecular weight will vanish at small angles, but differ at wider angles, where conformational changes alter the profile shapes. For illustration, we have selected a subset of structure pairs from the Database of Macromolecular Movements (Gerstein & Krebs, 1998) . As in the case of detectability, we opt for the criterion h 2 12 i ! 1.5 as a definitive measure of difference. This measure does not tell us whether the difference in profiles is sufficient to make structural interpretations about what is happening, but it does imply that algorithms using the profiles will show some difference.
Finally, it is desirable to have some measure of what constitutes a 'useable' profile. This depends on the use, of course, so there are many possible choices. In practice, the AutoRg program is widely used for automated Guinier analysis of experimental data. The error estimates provided by this program are based on standard error modified to account for possible systematic deviations owing to the choice of the q range for analysis (Franke et al., 2017) . As a point of reference for what constitutes a reasonably 'normal' BioSAXS data set, we use the criterion error(R g )/R g ' 0.05.
We have now defined three statistical conditions that can serve as indicators for how beam characteristics, parasitic scatter and other conditions impact the range of biological problems that can be investigated: detectability (h 2 sb i ! 1.5), usability [error(R g )/R g ' 0.05] and distinguishability (h 2 12 i ! 1.5).
Experimental methods
Scattering measurements were conducted on the CHESS G1, A1 and F1 beamlines using an experimental BioSAXS setup as previously documented (Acerbo et al., 2015) . PILATUS 100K detectors (Dectris, Baden, Switzerland) were used to acquire SAXS images (except where noted). All detectors used silicon-type detection with sensor thicknesses of 0.320, 0.45 or 1.00 mm. Data were also collected on the PETRA III P12 beamline as part of a special radiation-damage and multilayer-testing experiment and therefore do not represent typical running conditions for that beamline. Station energies, bandwidths, fluxes and other parameters are listed in Table 1 . Incident beam flux for the A1, F1 and G1 setups was measured by temporarily moving the in vacuo beamstop out of the way and replacing the sample cell with a windowless spacer. The end flightpath vacuum window, made of 51 mm (2 mil) Mylar film, has a measured X-ray absorption of 2.6%. Since this window is in place during flux and sample measurements, its effect can be neglected. A standard 6 cm long parallel-plate N 2 ion chamber was placed in front of the detector. As a crosscheck, a comparison of the standard ion-chamber readings was previously made with a commercial calibrated PIN diode (Forvis Technologies Inc., Santa Barbara, California, USA) at 11.213 keV using an attenuated beam (4 Â 10 8 photons s À1 ). Measurements gave 10% agreement between the two methods. For two of the validation experiments, we also employed a novel diamond flux monitor that has been shown to have a linear response over 11 orders of magnitude (Bohon , 2010) . The flux at P12 was measured with a 65 mm thick diamond flux monitor, moving the sample capillary out of the beam and creating a temporary 7 cm air gap using a 12.7 mm ( 1 2 mil) Kapton window to hold the vacuum. The total transmission (air + Kapton) is 0.976. The transmission of diamond at density 3.5 g cm À3 is T = 0.9512 at 10 keV. The flux was calculated from the current using 13.3 eV as the electron-hole pair-creation energy in diamond. The beam diameter was 299 mm (horizontal) Â 100 mm (vertical).
With the exception of experiments conducted on P12 at PETRA III, sample cells were constructed as described by Acerbo et al. (2015) . Scratch-free ruby mica windows (25 mm) were originally purchased from Attwater Group, Preston, England. The ultrathin glass ribbon (5 mm) used for the windows was obtained from Nippon Electric Glass America, Schaumburg, Illinois, USA. Lysozyme (EMD Millipore, Billerica, Massachusetts, USA) was prepared in 50 mM NaCl, 40 mM sodium acetate pH 4.5 in 1% glycerol. The concentration was measured (in triplicate) by the A 280 method. Glucose isomerase (Hampton Research, Aliso Viejo, California, USA) was prepared in 10 mM HEPES pH 7.0 with 1 mM MgCl 2 .
Data reduction was preformed using the BioXTAS RAW software.
Results and discussion
To understand the level of accuracy to expect from the calculations presented here, we measured two well known protein standards, glucose isomerase and lysozyme, on four different beamlines under multiple carefully characterized conditions of flux, energy and sample-cell type. Once the method had been validated, we examined how the choice of X-ray energy influences the basic sensitivity of a scattering experiment. Finally, the statistical measures presented here were applied to a diverse set of protein conformational changes to understand how choices of energy, flux and windows determine the kinds of changes that can be practi-cally distinguished given realistic limitations on sample consumption.
Validation
The primary goal here is to assess how well the firstprinciples calculations match the experimental I(0) and I/ values. Table 2 lists a series of experiments conducted on four different beamlines using the well characterized standard proteins lysozyme and glucose isomerase. Energy, flux, exposure times, window materials and detector sensor thickness vary while concentrations are essentially fixed. Sample scattering is based on the specified structures (PDB codes) as calculated by FoXS (Schneidman-Duhovny et al., 2010). Actual measured buffer curves were used as the buffer model for noise calculations. Most I(0) measurements fall within a 10% error range similar to that expected for molecular-weight estimates, where the overall error is dominated by errors in concentration measurements (Mylonas & Svergun, 2007) . The notable exceptions are the highest energy experiment and the highest flux experiment. The highest energy experiment at 32 keV was problematic for multiple reasons: excessive parasitic scattering, reduced low-q range, the uncertain accuracy inherent in a 6 cm ion-chamber measurement and the breakdown of power-law assumptions for absorption calculations. The highest flux measurements at PETRA III were special nonflowing sample conditions shot at very high speed (1.35 ms exposure) as part of another experiment. Both the glucose isomerase and lysozyme intensities are underestimated by more than 10%, suggesting some systematic error beyond concentration measurement. Although subtle radiation damage cannot be ruled out in these cases, Guinier analysis does not reveal an obvious nonlinearity. The R g value for lysozyme, in fact, was slightly below normal (R g = 13.8 versus 14.3 Å ), possibly as a result of concentration effects owing to a higher than normal concentration (5.4 mg ml À1 versus a typical 3-4 mg ml À1 ). The glucose isomerase data were also collected at a higher than normal concentration (1.1 mg ml À1 versus 0.3-0.4 mg ml À1 ) but gave a slightly low, but reasonable, radius of gyration (R g = 32.2 Å ). Table 2 Experimental tests of the signal-to-noise calculation.
The protein was either lysozyme (LYS) or glucose isomerase (GI). Concentration (Conc) is given in mg ml À1 , energy in keV, flux in photons s À1 , sensor thickness in centimeters, single-window thickness (Window) in micrometres and sample path length (Path) in centimetres. Time is the exposure time and Model is the PDB code used in the simulation. Experimental I(0) [Exp. I(0)] is determined from the data by Guinier analysis, and calculated I(0) [Cal. I(0)] is derived from the model; both values are in photons per pixel. Rel err is the relative error in I(0) of the simulation with respect to the experiment. The relative scale required to overlay experimental and computed I/ curves by least squares is denoted I/ scl (see text). Relative standard deviation (I/ RSD) is the standard deviation of overlaid experimental and calculated I/ curves normalized by the mean difference (see text).
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Sensor As an overall measure of how well experimental noise is reproduced by the calculations, we report two parameters. The first measure indicates by what fraction the calculated I/ curve must be scaled to superimpose the experimental data. Minimizing
with respect to , 'I/ scl' = 1 À in Table 2 . The second measure indicates how well the shape of the I/ curve matches the experiment. In Table 2 , this is 'I/ RSD' = SD/mean(I/), the relative standard deviation. When the relative error in I(0) (the 'Rel err' column in Table 2 ) is high, one of these two measures of I/ error also tends to be high.
Figs
. 2(a) and 2(c) give example simulated (dashed lines with error bars) and experimental (dots) scattering-curve pairs for lysozyme and glucose isomerase taken from the first two entries in Table 2 . Error bars are plotted as AE; consequently, 68% of the experimental data points are expected to fall within the error bars. The bars and the data points appear asymmetrical owing to the semi-log scale of the plot. Since the point of the simulation is to reproduce the true scale of scattering as well as the noise level, the curves have not been scaled to superimpose. As a result, a small but systematic shift between data and simulation is expected. The calculated signal-to-noise ratio (I/) is also plotted (Figs. 2b and 2d) and precisely reproduces the experimental ratio derived from the standard deviation of the pixel counts in each q bin. As the simulated I/ for glucose isomerase falls below 1.0 near q = 0.1 Å À1 , the experimental curve contains no more useful information and breaks up on the log scale as negative noise fluctuations become frequent.
Energy dependence
The energy dependence of scattering arises from the transmission T() and detector-efficiency () terms in (1). A fair comparison of scattering profiles at different energies (E 0 , E 1 ) should be constrained to the same q ranges. This constraint introduces an additional energy dependence on the sample-to-detector distance r (r 1 = r 0 E 1 /E 0 for small angles). The concentration of (flowing) lysozyme for which a 1 s exposure gives 2 sb = 1.5 is shown as a function of energy in Fig. 3(a) . The q-space range (q max = 0.3 Å À1 ) has been held fixed in this comparison by varying the sample-to-detector distance from 800 mm (5 keV) to 4520 mm (30 keV). The sensitivity of detection declines for energies above 10 keV (solid line). This is true even for an ideal 100% efficient detector (dashed line). Where samples are exposed at a maximum allowable dose (7 kGy for this flowing sample) rather than a constant time, and detection is also 100% efficient, the sensitivity does improve modestly at high energies (dashed-dotted line). Above 20 keV, the convenient $ 3 power law for absorption used in these calculations begins to deteriorate and results should be considered only to be approximate.
Varying the sample path length moves the point of highest sensitivity in Fig. 3(b) . The minima for these curves (highest sensitivity) roughly correspond to the energy at which the path length would be optimal according to the classical 1/ formula (Glatter & Kratky, 1982) . For a prohibitively long sample path length of 5.0 mm, the optimum sensitivity is above 15 keV (solid blue line). For the short path length of 0.5 mm used in our time-resolved microfluidic mixer chip the optimum sensitivity falls close to 7.5 keV (red dashed-dotted line). The complete removal of window absorption and scattering pushes the optimum sensitivity to near 6 keV (red solid line) and results in the ability to detect a 35% more dilute sample. A hypothetical windowless cell thus brings the performance of a 0.5 mm path-length sample cell back to the level of a standard 1.5 mm cell (green dashed line). (d) The computed signal-to-noise ratio for glucose isomerase (dashed line) falls more rapidly with q than the smaller lysozyme molecule. The experimental signal-to-noise curve (solid line) breaks up (becomes negative) on the semi-log scale for I/ < 1, indicating that no useful information is contained beyond q = 0.1 Å À1 .
Distinguishing conformational states
Both SEC-SAXS and TR-SAXS experiments attempt to distinguish between different species. Distinguishing between monomers and higher oligomeric states is usually straightforward owing to large differences in molecular weight. However, when species differ only in conformation, differentiation can be challenging. To assess how microfluidic flow cells perform under various conditions, we have drawn a variety of matched structures from the Database of Macromolecular Motions, a curated list of known characterized molecular motions (http:// molmovdb.org; Gerstein & Krebs, 1998) . For fair comparison, we opted to remove any loops that are resolved in one structure but not in another. Fig. 4 is a composite of predicted scattering profiles from 12 matched structure pairs. The area between matched profile curves is color-coded to the list of PDB codes in the legend. All profiles are shown on a realistic intensity scale, where the exposure time has been chosen so that 2 ab = 1.5. Pairs such as 1c9k-1cbu show separation over a wide range of angles and therefore require only a short exposure time to resolve. Because profile intensities fall rapidly with q, differences that occur only at wide angles require longer exposures to resolve (1clb-4icb, for example) and appear highest on the plot.
The ability to resolve conformational changes is connected to how much sample is available for consumption. Continuousflow time-resolved microfluidic systems flow sample in order to probe timescales. Consequently, sample flow rates are dictated by the physics of mixing and the timescales to be achieved. The length of exposure time necessary to resolve conformational changes directly determines how much sample is consumed. The microfluidic time-resolved SAXS chip currently used by MacCHESS has a 0.5 mm X-ray path length, a 0.4 mm channel width and a total window length of 1 cm. To collect different exposure times, the beam is positioned at different points along the 1 cm length. At its fastest flow speed and highest time resolution (11.3 ml s À1 , 2.29 ms) the goal is to generate up to 90 time points. The rationale for the large number of time points is that it permits more sophisticated data analysis for separating species. In actual practice, multiple flow rates are possible, but this simple one-speed, 90-point test gives a worst-case sample-consumption rate. The compound refractive lenses (CRL; RXOPTICS, Monschau, Germany) used for preliminary tests of the actual setup produced 3.8 Â 10 11 photons s À1 in an 30 mm (vertical) Â 50 mm (horizontal) beam. Table 3 reports simulations for four different cases illustrating the effects of energy, windows and flux on the ability to distinguish molecular conformational changes. In each case the sample is at a concentration of 60/M mg ml À1 (column 1). The exposure time necessary to reach each of the statistical criteria is calculated. The exposure time for detection (t det ) of a single component to 2 sb = 1.5 is generally very short in all cases (only reported for the first case). The exposure time necessary to obtain a 'reasonable' Guinier plot (t R g ) with error(R g )/R g = 0.05 is very similar across all species here Calculated scattering profiles for 12 matched structure pairs taken from the Database of Macromolecular Motions, a curated list of known characterized molecular motions. Colors between curves show the differences in scattering caused by the motion. Each set of profiles is scaled according to the exposure necessary to statistically differentiate between the two curves. Curves that are separated over large ranges of q space (1c9k-1cbu) require shorter exposure times than curves that are separated only at the widest angles.
Figure 3
The minimum detectable concentration ( 2 = 1.5) of a flowing lysozyme sample as a function of energy. (a) A fixed 1 s exposure at 8 Â 10 11 photons s À1 for a typical SAXS cell with path length 1.5 mm, 2 Â 25 mm mica windows and a counting detector with 320 mm silicon sensor thickness (solid line). Sample-to-detector distances have been scaled so as to maintain a fixed q range as the energy varies. The combination of fixed sample thickness and fixed q range diminishes the sensitivity at high energies even when a hypothetical 100% efficient detector (dashed curve) is used. Where the exposure time is adjusted according to expected radiation damage, the sensitivity shows a modest improvement with increasing energy but no longer has a minimum (dashed-dotted curve). (b) Better sensitivity can be achieved at high energies with thicker sample path lengths, but at the expense of high sample-cell volume (blue solid line). The highest sensitivity at microfluidic scale path lengths (0.5 mm and smaller) is achieved at the lowest energies (red dashed-dotted line). In the absence of windows [d w = 0 in equation (6)] the short-path experiment can detect a 35% lower concentration (cyan solid line), a level comparable to the standard 1.5 mm with windows (green dashed line).
because of the choice of a concentration of 60/M mg ml À1 . The exposure times necessary to distinguish between conformations (t com ) vary widely over more than two orders of magnitude. In case 1 the conditions for the current mixing chip and CRL beam are used: energy = 10 keV and flux = 3.8 Â 10 11 photons s À1 . While our current chip design uses thin Kapton windows, these simulations use the thicker traditional mica windows to evaluate the impact of window choice on sensitivity. Under these conditions, the volume consumed (vol TR ) for 90 time points is well beyond our 1-4 cm 3 criterion for all but the first two structure pairs in the database. The dose reported in Table 3 is the X-ray dose in gray received by any illuminated volume during the flow. In all of these cases the dose is acceptable for even a sensitive protein such as lysozyme. In case 2 we remove the mica windows on the cell to find that the volume consumption is cut nearly in half, more than doubling the number of feasible proteins. In case 3 we have left the windows off and moved the energy down to 6 keV, the optimum energy for a windowless cell of thickness 0.05 cm. The sample-to-detector distance has been reduced for this calculation to maintain an equivalent q-space range. Energy optimization in this case yields only a modest reduction in sample consumption ($10%). The final case receives a tenfold boost in flux with full windows present, as expected for some of the beamlines currently under construction at CHESS-U. Not surprisingly, the required exposure time and consumed volume scale linearly with X-ray flux, moving nine out of 12 structure pairs into the feasible category
Conclusions
We have developed a methodology for simulating signal-tonoise levels in biological small-angle solution scattering that explicitly accounts for buffer, contrast, window and instrumental scattering, photon flux, sample thickness, detector integration mask, sample-to-detector distance, and sensor thickness. Energy-dependent terms are also correctly modeled. The method has been validated by comparing predictions with experimental results for two standard proteins collected on four different synchrotron beamlines. The estimation of absolute scattering intensity for BioSAXS experiments can be expected to be about as accurate as molecular-weight estimates derived from SAXS data. Noise estimates based on assumptions of basic counting statistics can give signal-to-noise curves that are in excellent agreement with experiment when the background scatter is correctly modeled. Instrumental background is inherently difficult to model in general given the variety of beamline optics possible, but window and buffer scattering can be parameterized based on standardized measured profiles that are valid on any beamline or source. Window and instrumental 'vacuum' scattering begins to overtake buffer signal at small angles and the effect is exacerbated for short sample path lengths.
Sample consumption is an important limiting factor in BioSAXS. Improvements in the sensitivity of detection directly translate into less sample consumption. While detection limits and the quality of Guinier-derived parameters depend mainly on sample molecular weight, the ability of BioSAXS to distinguish between alternate protein conformations varies widely over more than two orders of magnitude in exposure time for our sampling of structures and depends upon specific profile shape in regions that fall rapidly with q. Window scattering and absorption in microfluidic (timeresolved) SAXS can significantly degrade this ability to distinguish species. Lower X-ray energies are favorable for data collection in narrow microfluidic channels, but the overall effect is small in comparison to windows. Distinguishability scales linearly with beam flux, so the tenfold flux improvement expected from the CHESS-U upgrade significantly expands the number of feasible structures, but the magnitude of Table 3 Distinguishing molecular conformations with continuous-flow time-resolved SAXS.
The concentration c is in mg ml À1 and PDB1 and PDB2 are the PDB codes of the matched structures used in the calculation. Molecular weight (mwt) is given in kilodaltons, while the radius of gyration R g is in angstroms. All exposure times are given in seconds, with t det being the minimum exposure necessary for detection, t R g being the exposure necessary to achieve 5% error in R g and t com being the exposure necessary to distinguish between matched conformations. The volume vol TR , given in microlitres, is the amount of sample that flows through the cell in time t com . The t R g , t com and vol TR values are given for four calculations labelled according to the dose received (Gy), whether or not windows are present, the X-ray energy and flux. Experiments that are deemed to be 'feasible' by virtue of a sufficiently low sample consumption ( 4000 ml) are shown in bold (see text). Dose = 38.3 Gy (windows) 10 keV 3.8 Â 10 11 photons s À1 Dose = 44.0 Gy (no windows) 10 keV 3.8 Â 10 11 photons s À1 Dose = 79.5 Gy (no windows) 6 keV 3.8 Â 10 11 photons s À1 Dose = 382.9 Gy (windows) 10 keV 3.8 Â 10 12 photons s À1 window scattering is not insignificant in comparison. Consequently, improvements in source technology should always include improvements in background reduction.
We have demonstrated some basic uses for the accurate estimation of BioSAXS signal quality. Such calculations can be readily applied to more advanced data-processing techniques such as distance distribution functions, shape reconstruction, model refinement and analysis of solution ensembles. When approximate models are available, these kinds of calculations should also be valuable in experiment planning prior to synchrotron visits, although negative results in these simulations should not necessarily rule out experiments. The Python code and data used in this paper are available from the author (REG) upon request. A simplified web-based interface to the code can be run at https://www.classe.cornell.edu/wsgi/ macchess/Web_SAXS/parsing_post.wsgi.
APPENDIX A Derivation of equation (8) The classical 2 statistic for simulated scattering data can be calculated without resorting to generating random deviates, but the formula has an extra term. Let I si be the true scattering intensity of the 'sample' in the ith of N discrete bins. Similarly, let I bi represent the true 'buffer' scattering intensity. An actual experimental sample measurement is the noisy profile Í si = I si + I si , where each I si is a random deviate drawn from a Poisson distribution having population mean hI si i = 0 and population standard deviation si . Similarly, Í bi = I bi + I bi with hI bi i = 0 and standard deviation bi . A single reduced 2 statistic for comparisons between the measured curves s and b is
where p is the number of parameters if either of the curves is a parameterized model fit to the data. Here, si and bi bi are estimates of the population standard deviations usually obtained from the detector pixels that fall within the ith q bin. The sum of squares in the denominator of (9) is a consequence of how errors owing to Poission distributions add in quadrature. Multiple independent measurements of the same profiles would produce a range of 2 sb values that follow the well known 2 distribution. The 2 sb could consequently be used to make rigorous probability statements. Utilizing the properties that hI si i = 0, SD(I si ) = si , hI bi i = 0, SD(I bi ) = bi , and the definitions of Í si and Í bi above, the mean value of the 2 statistic over multiple random samplings expands to give 
