In this paper, we describe a deep neural network trained to predict FreeSurfer segmentations of structural MRI volumes, in seconds rather than hours. The network was trained and evaluated on an extremely large dataset (n = 11,148), obtained by combining data from more than a hundred sites. We also show that the prediction uncertainty of the network at each voxel is a good indicator of whether the network has made an error. The resulting uncertainty volume can be used in conjunction with the predicted segmentation to improve downstream uses, such as calculation of measures derived from segmentation regions of interest or the building of prediction models. Finally, we demonstrate that the average prediction uncertainty across voxels in the brain is an excellent indicator of manual quality control ratings, outperforming the best available automated solutions.
Introduction
Segmentation of structural magnetic resonance imaging (sMRI) volumes is an essential processing step in neuroimaging analyses. These segmentations are often generated using the FreeSurfer package [1] , a process which can take a day or more for each subject [2] . The computational resources for doing this at a of the resulting model.
Beyond the segmentation performance of the network, a second aspect of interest to us is to understand whether it is feasible for a network to indicate how confident it is about its prediction at each location in the brain. We expect the network to make errors, be it because of noise, unusual positioning of the brain, very different contrast than what it was trained on, etc. Because our model is probabilistic and seeks to learn uncertainties, we expect it to be less confident in its predictions in such cases. [7, 17] showed that the accuracy of segmentation predictions was higher for voxels with low dropout sampling-based uncertainties and that injected input noise can lead to increased uncertainty.
However, this type of uncertainty calculation significantly increases the time to produce a segmentation. In this paper, we evaluate the feasibility of using simpler uncertainty estimates for this purpose, both with extremely large in-site and out-of-site test datasets.
Finally, we test the hypothesis that overall prediction uncertainty across an entire image reflects its "quality", as measured by human quality control (QC) scores. Given the effort required to produce such scores, there have been multiple attempts to either crowdsource the process [18] or automate it [19] . The latter, in particular, does not rely on segmentation information, so we believe it is worthwhile to test whether uncertainty derived from segmentation is more effective.
Methods

Data
Imaging Datasets
We combined several datasets into a single dataset with 11,148 sMRI volumes. Most of these datasets contained data from multiple scanning sites. The joint dataset comprised 611 volumes from the CMI dataset [20] , 3039 volumes from the CoRR dataset [21] , 152 volumes from the GSP dataset [22] , 956 volumes from the HCP dataset [15] , 178 volumes from the HNBSSI dataset [23] , 10 volumes from the Barrios dataset [24] , 1,136 volumes from the NKI dataset [25] , 477 volumes from the SALD [26] , 1,003 volumes from the SLIM dataset, 992 volumes from the ABIDE dataset [27] , 719 volumes from the ADHD200 dataset [28] , 183 volumes from the Buckner Lab dataset [29] , 45 volumes from the ICBM dataset [30] , 51 volumes from the Gobbini Lab datasets [31] , 55 volumes from the Haxby Lab datasets [32, 33] , and 1,873 volumes from the OpenfMRI dataset [34] .
The OpenfMRI data included volumes from [35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 33, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88 ].
An in-site test set was created from the combined dataset using a 90-10 trainingtest split.
We additionally used 418 sMRI volumes from the NNDSP dataset [89] as a held-out dataset to test generalization of the network to an unseen site. In addition to sMRI volumes, each NNDSP sMRI volume was given a QC score from 1 to 4, higher scores corresponding to worse scan quality, by two raters (3 if values differed by more than 1), as described in [90] . If a volume had a QC score greater than 2, it was labeled as a bad quality scan; otherwise, the scan was labeled as a good quality scan.
Data Pre-processing
The sMRI volumes were resampled to 1mm isotropic cubic volumes of 256 voxels per side and the voxel intensities were normalized according to Freesurfer's mri convert with the conform flag. Additionally, input volumes were individually z-scored across voxels.
Segmentation Target
We computed 50-class FreeSurfer [1] segmentations, as in [6] , for all subjects in each of the datasets described earlier. These were used as the labels for prediction. Although, FreeSurfer segmentations may not be perfectly correct, as compared to manual, expert segmentations, using them allowed us to create a large training dataset, as one could not feasibly label it by hand. FreeSurfer trained networks can also outperform FreeSurfer segmentations when compared to expert segmentations [4] . The trained network could be fine-tuned with expert small amounts of labeled data, which would likely improve the results [4, 10] .
Convolutional Neural Network
Architecture
Several deep neural network architectures have been proposed for brain segmentation, such as U-net [3] , QuickNAT [4] , HighResNet [7] and MeshNet [5, 6] .
We chose MeshNet because of its relatively simple structure, its lower number of learned parameters, and its competitive performance.
MeshNet uses dilated convolutional layers [91] due to the 3D structural nature of sMRI data. The output of these discrete volumetric dilated convolutional layers can be expressed as:
where h is the input to the layer, a, b, and c are the bounds for the i, j, and k axes of the filter with weights w f , (i, j, k) is the voxel, v, where the convolution is computed. The dilation factor l allows the convolution kernel to operate on every l-th voxel, since adjacent voxels are expected to be highly correlated.
The dilation factor, number of filters, and other details of the MeshNet-like architecture that we used for all experiments is shown in Table 1 .
We split each structural image into 512 non-overlapping 32 × 32 × 32 subvolumes, similarly to [5, 6] , to be used as inputs for the neural network. The prediction target is the corresponding segmentation sub-volume. After generating segmentations for all 512 sub-volumes, these are then assembled into a segmentation of the entire structural image.
Maximum a Posteriori Estimation
When training a neural network, the weights of the network, w are often learned using maximum likelihood estimation (MLE 
We used a fully factorized Gaussian prior (i.e. p(w f,ĩ,j,k ) = N (0, 1)). This resulted in the weights being learned by minimizing the softmax cross-entropy with L2 regularization.
Quantifying performance
Segmentation performance measure
To measure the quality of the produced segmentations, we calculated the Dice coefficient, which is defined by
whereŷ c is the binary segmentation for class c produced by a network, y c is the ground truth produced by FreeSurfer, T P c is the true positive rate for class c, F N c is the false negative rate for class c, and F P c is the false positive rate for class c. We calculate the Dice coefficient separately for each class c = 1, . . . , 50, and average across classes to compute the overall performance of a network for one structural image.
Uncertainty measure
We quantify the uncertainty of a prediction, p(y m,c |x m , w) as the entropy of the softmax across the 50 output classes, − 50 c=1 p(y m,c |x m , w) log p(y m,c |x m , w). We calculate the uncertainty for each output voxel separately, and the uncertainty for one structural image by averaging across all output voxels not classified as background.
Results
Segmentation performance
We applied our network to produce segmentations for both the in-site test set and the out-of-site NNDSP data. Considering average Dice across all 50 classes for each structural image, the mean performance was ∼ 0.78 and ∼ 0.73 for the in-site and NNDSP data, respectively. This was significantly different by a two sample t-test comparing the samples of the mean Dice score across volumes (p = 2.11e − 43). The distribution of Dice scores on average and for each of the 50 classes, in both datasets, is shown in Figure 1 . To evaluate the degree to which segmentation performance across the 50 classes was consistent between the two datasets, we computed the correlation between the mean Dice scores in each. The Pearson correlation was ∼ 0.95 (p = 2.99e − 26 for H 0 : ρ = 0).
In Figures 2 and 3 , we show selected example segmentations for the trained network for volumes that have Dice scores similar to the average Dice score across their respective dataset. 
Quantification of uncertainty
Predicting segmentation errors from uncertainty
Ideally, an increase in DNN prediction uncertainty indicates an increase in the likelihood that that prediction is incorrect. To evaluate whether this is the case for the trained brain segmentation DNN, we performed a receiver operating characteristic (ROC) analysis. In this analysis, voxels are ranked from most uncertain to least uncertain and one considers, at each rank, what fraction of the voxels were also misclassified by the network. This yields a curve, shown for both in-site test set and the held-out NNDSP dataset in Figure 4 ). Each structural FreeSurfer prediction error uncertainty 
Predicting image quality from uncertainty
Ideally, the output uncertainty for inputs not drawn from the training distribution should be relatively high. This could potentially be useful for a variety of applications. One particular application is detection of bad quality sMRI scans, since the segmentation DNN was trained using relatively good quality scans.
To test the validity of predicting high vs low quality scans, we performed an ROC analysis on the held-out NNDSP dataset, where manual quality control ratings are available. We also did the same analysis using MRIQC [19] , the best available automated method. The average uncertainty score derived from segmentation network uncertainty had an AUC of 0.8431, whereas the MRIQC scores had an AUC of 0.6061 ( Figure 5 ).
structural FreeSurfer prediction error uncertainty 
Discussion
We trained a deep neural network to predict FreeSurfer segmentations from structural MRI (sMRI) volumes. We trained on more than 10,000 sMRIs, obtained by combining 70 different datasets (many of which, in turn, contain images from several sites, scanners, and sequences, e.g. NKI, ABIDE, ADHD200).
We used a separate test set of of more than 1,000 sMRIs, drawn from the same datasets. The resulting network performs at the same level of state-of-the-art networks [6] . This result, however, is obtained by testing over two orders of magnitude more test data, and many more sites, than those papers. This suggests that this may be the level of performance attainable with MeshNet or Quick-NAT, absent some of the techniques we describe as possible future work below.
We also test performance on a completely separate dataset from a site not encountered in training. Whereas Dice performance drops slightly (by 4.5%), this is less than what was observed in other studies (9% [4] ); this suggests that we may be achieving better generalization by training on our dataset, and we plan on testing this on more datasets from novel sites. This is particularly important to us, as this network is meant to be used within an off-the-shelf tool 2 .
We believe it may be possible to improve this segmentation processing, in that we did not use registration. One option would be to use various techniques for data augmentation (e.g. variation of image contrast, since that is pretty heterogeneous, rotations/translations of existing examples, addition of realistic noise, etc). Another would be to eliminate the need to divide the brain into subvolumes, which loses some global information; this will become more feasible in GPUs with more memory. Finally, we plan on using post-processing of results (e.g. ensure some coherence between predictions for adjacent voxels, leverage off-the-shelf brain and tissue masking code).
We demonstrated that the estimated uncertainty for the prediction at each voxel is a good indicator of whether the network makes an error in it, both insite and out-of-site. The tool that produces the predicted segmentation volume for an input sMRI will also produce an uncertainty volume. We anticipate this being useful at various levels, e.g. to refine other tools that rely on segmentation images, or to to improve prediction models based on sMRI data (e.g. modification of calculation of cortical thickness, surface area, voxel selection or weighting in regression [17] or classification models, etc).
Finally, our results demonstrate that the average prediction uncertainty across voxels in the brain is an excellent indicator of manual quality control ratings. Furthermore, it outperforms the best existing automated solution [19] .
Since automation is already used in large repositories (e.g. OpenMRI), we plan on offering our tool as an additional quality control measure.
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