This paper proves that the Bayesian stochastic complexity of a layered neural network is asymptotically smaller than that of a regular statistical model if it contains the true distribution. We consider a case when a three-layer perceptron with M input units, H hidden units, and N output units is trained to estimate the true distribution represented by the model with H 0 hidden units, and prove that the stochastic complexity is asymptotically smaller than (1/2){H 0 (M + N ) + R} log n where n is the number of training samples and R is a function of H − H 0 , M , and N that is far smaller than the number of redundant parameters. Since the generalization error of Bayesian estimation is equal to the increase of stochastic complexity, it is smaller than (1/2n){H 0 (M + N ) + R} if it has an asymptotic expansion. Based on the results, the difference between layered neural networks and regular statistical models is discussed from the statistical point of view.
INTRODUCTION
Learning in artificial neural networks can be understood as statistical estimation of the unknown probability distribution based on the empirical samples [31] [30] . The learning efficiency of them can be measured by the average Kullback distance from the true probability distribution to the trained neural network [13] [3] . However, the asymptotic form of the generalization error has not been clarified because layered neural networks are non-identifiable statistical models [11] [22] [9] [7] [26] . In fact, if a neural network is larger than necessary to attain the true distribution, then the set of true parameters is not one point but an analytic set with singularities, hence neither the distribution of the maximum likelihood estimator nor the Bayesian a posteriori probability density function converges to the normal distribution, even if the number of training samples tends to infinity [8] [24] . Therefore, we can not apply learning theory of regular statistical models to analysis and design of neural networks. For example, model selection methods such as AIC [1] , TIC [23] , HQ [10] , NIC [16] , BIC [21] , and MDL [18] , which were devised based on the asymptotic normality of the maximum likelihood estimator, can not be used in the study of neural networks.
It is well known that the Bayesian estimation is more appropriate than the maximum likelihood method when the learning machine is non-identifiable and in an almost redundant state [2] [4] [12] [17] . However, the mathematical foundation to analyze the learning efficiency of Bayesian estimation in redundant states has not been established, since the conventional saddle point approximation can not be applied to the partition function of the Bayes a posteriori probability. Recently, in order to overcome this problem, we have clarified the relation between the Bayesian estimation and the algebraic geometrical structure of the parameter set, and proved that the average stochastic complexity or the free energy F (n) is asymptotically equal to F (n) = λn − (m − 1) log log n + O(1),
where 2λ is a positive and rational number smaller than the number of parameters, m is a natural number smaller than the number of parameters, and n is the number of training samples [26] [27] [28] . Hence, if the Bayesian generalization error G(n) has an asymptotic expansion, then it should be
Also we have shown that the constants λ and m are determined by the singularities of the Kullback information [29] . By using a blowing-up method in algebraic geometry recursively, both λ and m can be calculated for any parametric model, however, it is not easy to find the complete resolution map for a complex learning machine, resulting that the concrete value of λ is not yet clarified.
The main purpose of this paper is to show the quantitative and non-trivial bound of the constant λ of a three-layer neural network when it is in a redundant state. We consider a three layer perceptron with M input units, H hidden units, and N output units which is trained to estimate the true distribution represented by the model with H 0 (H 0 < H) hidden units, and prove the inequality
where H 0 (M + N) is equal to the number of parameters which are needed to approximate the true distribution, and R is a constant which is far smaller than the number of redundant parameters. In the proof, we show some inequalities which are useful in calculation of the stochastic complexity, when the set of true parameters is not one point but a union of some manifolds. The bound of the constant λ enables us to compare the regular learning machine with a layered neural network, from the statistical point of view. For example, we discuss the model selection problem based on the result, eq.(3). If the true distribution is almost contained in a finite learning model but not contained strictly, then the generalization error consists of both the statistical estimation error and the function approximation error. The result of this paper, eq.(3), indicates that the optimal neural network model in Bayesian estimation would be larger than the model that minimizes the information criteria of regular statistical models. In other words, it is conjectured that we can employ a larger neural network with the small increase of the statistical estimation error and the decrease of the function approximation error.
This paper consists of seven parts. In section 2, we formulate the general framework of conventional Bayesian learning and explain the reason why analysis of a non-identifiable case is important for neural network research. The main results of this paper are given in section 3, which are proven in section 4 by a mathematically rigorous way. We discuss problems concerned with redundancy of parameters in section 5, and conclude the paper in section 6. The last section 7 is the appendix for mathematically technical proofs.
The General Framework of Bayesian Learning
In this section, we formulate the general framework of Bayesian learning [13] [3] [2] [14] , and explain the reason why analysis for redundant neural networks is important.
Bayesian Learning and Generalization Error
Let us consider a learning machine which infers a probabilistic output y (N dimensional vector) from a given input x (M-dimensional vector). The conditional probability of y for a given x is denoted by p(y|x, w) where w is a parameter. Let ϕ(w) be an arbitrary fixed a priori probability density function on the parameter set W . As we show in the followings, the main results of this paper do not essentially depend on ϕ(w).
We assume that n training samples {(x i , y i ) ∈ R M × R N ; i = 1, 2, ..., n} are independently taken from the unknown true probability distribution q(x, y) = q(x)q(y|x). If we estimate only the conditional probability density q(y|x), the log loss function L n (w) is defined by
The a posteriori probability density function ρ n (w) on W is written by the Gibbs distribution,
Here ρ n (w) is often referred to as the Bayesian distribution. The average inference p n (y|x) of the Bayesian distribution is given by
Note that p n (y|x) depends on the set of n training samples. (In this paper, the suffix n means that it depends on training samples.) We define the generalization error or the learning efficiency G(n) by the average Kullback distance between the true conditional probability density q(y|x) and the estimated one p n (y|x),
where E n {·} shows the expectation value over all sets of n training samples. Since G(n) indicates the behavior of a given learning machine, it is often called a learning curve. Let w * be an arbitrary fixed parameter in W . Then G(n) can be divided into the sum
where B(w * ) is called the function approximation error or the bias
and V (w * ) is called the statistical estimation error or the variance
It is shown by [13] [3] that
This relation eq.(9), which is proven by the direct calculation (see Appendix), claims that V (w * ) in eq. (8) is equal to the increase of the stochastic complexity F (n) in eq. (10) [19] [32] . Here F (n) is often called the free energy, ABIC [2] , the logarithm of Evidence [14] , or the Bayesian factor [21] , which plays an important role in information theory, Bayesian statistics, and neural network learning.
Non-identifiable Learning Machines
In this paper, we consider the case when there exists a parameter w * such that
in other words, the case when a learning model can almost attain the true model. For the purpose of analyzing such a case rigorously, we assume that the set of true parameters
is not empty. On this assumption, the generalization error G(n) is equal to the increase of the free energy, 
2 )
where w = {a h } is a parameter, {g h (x)} is a set of linearly independent functions, and s > 0 is a constant. Even if the true conditional distribution is represented by the smaller model with H 0 < H,
2 ), the parametric model p(y|x, w) is identifiable, since the set of true parameters consists of only one point,
Example.2 The general form of three layered neural networks is written by
where w = {a h , b h } is a parameter, {g(·, x)} is a parametric function, and s > 0 is a constant. If the true conditional distribution is represented by the smaller model with H 0 < H, then the set of true parameters consists of a union of sub-manifolds. For example, Let us consider a model in which the numbers of input, hidden, and output units are 2, 1, and 1 respectively, with s = 1,
If the true parameter is (0, 0, 0), then the set of true parameters is a union of a surface and a line
where the origin is the singularity (Figure 1 ). Note that if H = 11 and H 0 = 10, then the set of true parameters resembles W 0 but is more complicated. Recall that W 0 = {B(w) = 0}. The set of all zero points of an analytic function is called an analytic set. In general, the rank of the matrix ∇∇B(w) is not constant on W 0 , which indicates W 0 contains singularities. Because B(w) can not be approximated by a positive definite quadratic form near W 0 , the conventional saddle point approximation can not be applied to calculation of the stochastic complexity.
In real world problems, although the true conditional probability is not strictly contained in a finite parametric model, we usually employ a model which can almost approximate the true model, resulting that the learning model becomes almost redundant and nonidentifiable. Hence the study of non-identifiability is needed for analysis of hierarchical learning machines. Moreover, when we need to find the best size model that balances the function approximation error and the statistical estimation error, we have to clarify the generalization error in a redundant state.
Recently, the general asymptotic form of the stochastic complexity has been clarified, even if the learning machine is non-identifiable and redundant to approximate the true distribution. Let us define a zeta function J(z) of the Kullback information B(w) in eq. (7) and the a priori probability distribution ϕ(w),
Then, it is proven that J(z) can be analytically continued to the meromorphic function on the entire complex plane and that its poles are real, rational, and negative numbers. Let (−λ) and m be the largest pole of J(z) and its order respectively. Then the stochastic complexity is given by
where
. Also it is proven that, if ϕ(w) > 0 on the set {w; B(w) = 0}, then λ is independent of the choice of ϕ(w). The main purpose of this paper is to give the upper bound of λ and to show that λ is far smaller than the number of redundant parameters.
Main Results
In this section, the main results of this paper are described. We consider a three-layer neural network whose conditional probability density is given by
where y and a h are N dimensional vectors, x and b h are M dimensional vectors, b h · x is the inner product of b h and x, is the Euclid norm of the vector, H is the number of hidden units, s > 0 is a constant, and σ(x) is a real-valued and odd function
with α k = 0 and
For example, tanh(x) satisfies this condition.
The parameter is
be a probability density function on W . We assume the training samples {(x i , y i ); i = 1, 2, ..., n} are independently taken from the simultaneous probability density function
where q(x) is a probability density function with compact support on R M , that is to say,
is a closed and bounded set in R M , and p(y|x, w * ) is the inference probability with H 0 hidden units (H 0 < H).
where w * ∈ W is defined by
and
Hereafter, we fix w * as in eq. (20) . Assume that there exists a neighborhood U of w
The free energy in eq(10) is written by
The followings are the main results of this paper.
Theorem 1 If the three layer perceptron with M input units, N output units, and H hidden units is trained by Bayesian estimation using training samples from the true model with M input units, N output units, and H 0 hidden units, then the free energy satisfies the inequality
where γ is a constant value which does not depend on n.
Corollary 1 Under the same condition as Theorem 1, if the generalization error G(n) has an asymptotic expansion, then G(n) asymptotically satisfies the inequality,
Theorem 2 Assume the same condition as Theorem 1. Also assume that H − H 0 ≥ M. Then the free energy satisfies the inequality
where H 1 = H − H 0 and γ ′ is a constant which does not depend on n.
Corollary 2 Under the same condition as Theorem 2, if the generalization error G(n) has an asymptotic expansion, then G(n) asymptotically satisfies the inequality,
Note that, by using eq. (12), Corollary 1 and 2 are automatically derived from Theorem 1 and 2, respectively. Proofs of both theorems are given in the following section.
Example.3 Let us consider a case when M = 100, N = 1, H = 20, and H 0 = 10. The number of redundant parameters is about 1000, whereas the increase of 2λ in eq. (1) is smaller than 10.
Remark.1
The above theorems and corollaries contain the conventional three layer neural network,
where c h is a real value and w = {(a h , b h , c h )}. In fact, by using modified notations,
where x and b h are M + 1 dimensional vectors. In the model in eq. (27) , the numbers of input units, hidden units, and output units are respectively M + 1, H, N.
Proof of Theorems
For the true parameter w * , we define the average log loss L(w, w * ) by
For a three layer neural network eq. (15), it is equal to
The following inequality holds.
Lemma 1 The free energy eq. (22) is bounded by the average one.
[Proof of Lemma 1] We define
From the Jensen's inequality, for an arbitrary measurable function a(w) and an arbitrary probability measure µ(w),
− log exp(a(w))dµ(w) ≤ − a(w)dµ(w).
By using this inequality, we have
Remark.2 LetF (n) be the right hand side of eq. (29) . If the support of ϕ(w) is compact and L(w, w * ) is an analytic function for w, then it is proven [27] that F (n) ≥F (n/2) + Const., where Const. is a constant independent of n. Since F (n) is in proportion to log n [27] , the main term of F (n) is equal to that ofF (n).
Based on Lemma 1, we analyze the right hand side in eq. (29) . We divide the parameter w into w = (w 1 , w 2 ) and the function f (x, w) into f (x, w) = f 1 (x, w 1 ) + f 2 (x, w 2 ). Let H 1 be the number of redundant hidden units,
Also we define two loss functions,
For simplicity, we use the notation w * for the restricted true parameter, in other words, w * = (0, w * ). Using these definitions, we can describe the Lemma 2.
Lemma 2 Define two free energies by
Then, for an arbitrary fixed value δ 1 , δ 2 > 0,
where a constant γ 1 depends on δ 1 , δ 2 but does not depend on n.
[Proof of Lemma 2] The norm inequality implies that
If δ 1 and δ 2 are chosen such that W (δ 1 , δ 2 ) ⊂ U, where U is a neighborhood of w * in eq. (21), then
where γ 1 is a finite real value. By using Lemma 1,
Lemma 2 is obtained. (Q.E.D.)
Hereafter, we evaluate two free energies F 1 (n, δ 1 ) and F 2 (n, δ 2 ), separately. First, we calculate F 2 (n, δ 2 ).
Lemma 3 Let δ > 0 be an arbitrary fixed value. There exists a constant γ 2 such that
where γ 2 does not depend on either n or δ.
[Proof of Lemma 3] It is sufficient to prove Lemma 3 when n → ∞. The function L 2 (w 2 ) in eq.(31) takes the minimum value zero if and only if w 2 = w * . As is shown in [7] , the Hessian matrix J of
is positive definite. Since L 2 (w 2 ) is an analytic function of w 2 , there exists a constant ǫ > 0 such that, if
From the definition of F 2 (n, δ) in eq.(33),
By using a new variable w ′ 2 = √ n(w 2 − w * ), it follows that
where γ 2 is a constant independent of n and δ. (Q.E.D.)
In the proof of Lemma 3, F 2 (n, δ) is evaluated by the conventional saddle point method.
On the other hand, F 1 (n, δ) can not be calculated by the gaussian integral, since the set
consists of not one point but an analytic set or an analytic variety. From the mathematical point of view, calculation of F 1 (n, δ) is the main problem in this paper.
For the redundant parameter
Lemma 4 Let δ > 0 be an arbitrary fixed value, and δ ′ = δ/ √ H 1 + N . Then,
where I is the identity matrix, and γ 3 is a constant which depends on δ but does not depend on n.
[Proof of Lemma 4] An N dimensional vector a h ∈ R N is expressed by
In other words, a p h is the connection weight from the hth hidden unit to pth output units. We define an
Then from the definition L 1 (w 1 ) in eq. (30),
By the definition of F 1 (n, δ) in eq. (32),
where u is an
where Const. is the volume of the H 1 dimensional ball, which completes the Lemma 4.(Q.E.D.)
We also define an
Lemma 5 Let δ > 0 be an arbitrary fixed value. There exist constants ǫ, γ 3 , γ 4 > 0 such that
where γ 3 , γ 4 , and ǫ depend on δ but do not depend on n.
[Proof of Lemma 5] In order to show Lemma 5, it is sufficient to prove that there exist γ 4 , ǫ > 0 such that
for any b h ≤ ǫ. The inequality (36) is equivalent to the statement that, for an arbitrary
We prove the inequality (37). By the definition of S(b) in eq. (34),
where we used the expansion, eq. (16). We introduce a notation
Then, by the definition of T (b) in eq. (35),
On the other hand, by using Cauchy-Schwarz's inequality.,
where we used the condition A is a finite value, eq (17) . Then, by applying Lemma 7 in the Appendix, if
Note that the condition |b h · x| ≤ 1/2 is satisfied by taken ǫ > 0 small enough because the support of the probability density q(x) is a compact set. Therefore, we find a constant γ 4 by
since the infinite sum for k ′ converges to the finite value. Hence the inequality (37) is obtained. (Q.E.D.)
Definition. Let k be a natural number such that 1 ≤ k ≤ H 1 = H − H 0 . We define two sequences j = (j 1 , j 2 , ..., j k ) and h = (h 1 , h 2 , ..., h k ), where j n and h n are natural numbers such that
Also we define a
and the index ∆(k) by the order of the determinant of the matrix,
where |||b||| ≥ 0 is defined by
For k = 0, we define ∆(0) = 0. Lastly, the index Λ is defined by
We show that Λ gives the bounds for the free energy.
Example.3 For the simplest case M = 1, 1, 2, ..., k) , which shows that
resulting that
Lemma 6 There exists γ 5 > 0 independent of n, such that
Proof: From the definition of ∆(k) in eq. (40), for sufficiently small |||b|||,
holds for arbitrary j, h. By the definition of the determinant,
where j and h represent the sums of all j and h such as equations (38) and (39), respectively. Therefore, for
By using the Lemma 5, we obtain
The last inequality shows Lemma 6. (Q.E.D.)
Proof of Theorem 1: By combining Lemma 3 with Lemma 6,
which shows that calculation of the free energy results in that of Λ. Since all elements of the matrix D k (j, h, b) are in the same order as b h 2 , it follows that ∆(k) ≥ 2k. Hence 
We obtain
Remark.3 If M = 1, from Example.3, there exists a constant γ 5 such that
for arbitrary n.
Remark.4 For a general M and a larger H 1 >> M, we can generalize the inequality (43).
which shows that the increase of Λ is smaller than the increase of redundancy.
Remark.5 For the special case M = N = 1, H = 2, and H 0 = 0, the precise asymptotic expansion of F (n)
is obtained by blowing-up of singularities [27] . In this paper, Theorem 2 shows only the upper bound, but it coincides with the lower bound in this case (H 1 M/6 + MN/3 = 2/3). It is a problem for the future to clarify the lower bounds for general cases.
Discussion
Theorem 1 and 2 quantitatively show the non-trivial upper bound of the stochastic complexity of a layered learning machine. In this section, let us discuss why the stochastic complexity of the layered model is smaller than that of a regular statistical model, and how it will be in the case when the true distribution is almost contained but not strictly contained in the parametric model.
Mathematical reason of the results
Firstly, let us consider the reason why the stochastic complexity of a layered neural network in a redundant state is smaller than that of a regular statistical model. If the support of the a priori distribution is compact, as it is referred in Remark.2,
holds, where L(w, w * ) is defined in eq. (28) and O(1) is a bounded function of n. Let us define a volume function
where Θ(t) is the step function, Θ(t) = 1 if t ≥ 0, or 0 if otherwise. Then
where δ(t) is a Dirac's delta function. Therefore,
The last equation shows that the behavior of V (t) (t → 0) determines the asymptotic stochastic complexity F (n) (n → ∞).
If a learning machine is identifiable and its Fisher information matrix is positive definite, then L(w, w * ) is minimized if and only if w = w * , and L(w, w * ) can be approximated by the quadratic form of (w − w * ), resulting that V (t) ∼ = c 0 t d/2 , where d is the dimension of the parameter space (Figure 2 (1) ). Therefore we obtain
which is well known Schwarz's BIC or Laplace approximation. On the other hand, if the learning machine is non-identifiable and redundant to approximate the true distribution, then the set {w; L(w, w * ) = 0} consists of a union of sub-manifolds. Since V (t) is the volume of the parameter set {w; L(w, w * ) < t},
where d ′ is the maximum dimension of the sub-manifolds (Figure 2 (2) ). Therefore,
which is smaller than (d/2) log n. This is the reason why the stochastic complexity of a redundant neural network is smaller than that of a regular statistical models. By using algebraic geometry, we can rigorously analyze how the singularities in {w; L(w, w * ) = 0} affect the function V (t) [28] .
The case when the true distribution is not contained
Secondly, let us discuss the case when the true distribution is almost contained in the parametric model but not strictly contained. Figure 3 illustrates the difference between (1) a regular learning machine and (2) a layered neural network. In this figure, the number of training samples is taken sufficiently large and fixed. The horizontal lines and the longitudinal lines respectively show the dimensions of parameters and the corresponding generalization errors by the Bayesian estimation. The solid lines show the generalization errors in the cases when the true distributions are strictly contained in parametric models, whereas the dotted ones do in the cases when the true distributions are almost contained but not strictly contained. The numbers d 0 and D 0 show the optimal dimensions when the true distributions are contained in the models, and d 1 and D 1 do those when the true distributions are not contained. In regular statistical models, the optimal model d 1 can be estimated by some information criteria, whereas in layered neural networks, D 1 is far larger than the dimension predicted by the information criteria. It is conjectured that, if we use a neural network in an almost redundant state near D 1 , then ∆G, the sum of the bias and the variance, of a neural network would be smaller than that of a regular statistical model. It is a future study to clarify this conjecture, and to establish the best design method of layered learning machines based on Bayesian estimation.
CONCLUSION
It is proven that the Bayesian stochastic complexity of a layered neural network is asymptotically smaller than that of a regular statistical model if it is redundant to approximate the true distribution. When a three-layer perceptron with M input units, H hidden units, and N output units is trained to estimate the true distribution represented by the model with H 0 hidden units, then the stochastic complexity is asymptotically smaller than (1/2){H 0 (M +N)+R} log n where n is the number of training samples and R is a function of H − H 0 , M, and N that is far smaller than the number of redundant parameters.
APPENDIX

Generalization Error and Free Energy
Here we prove the equation (9) which shows the relation between the statistical estimation error and the free energy. By the definition, logẐ n = W exp(−nL n (w))ϕ(w)dw − nL n (w * ).
Since w * is a fixed parameter, E n {nL n (w * )} = n log p(y|x, w * )q(x, y)dxdy.
We calculate the increase of free energy, F (n + 1) − F (n) = −E n+1 {logẐ n+1 } + E n {logẐ n } = log p(y|x, w * )q(x, y)dxdy −E n+1 {log W exp(−(n + 1)L n+1 (w))ϕ(w)dw} +E n {log W exp(−nL n (w))ϕ(w)dw},
Here we identify (x, y) = (x n+1 , y n+1 ) and E n+1 {·} = E n {·}q(x, y)dxdy. Then exp(−(n + 1)L n+1 (w)) = p(y|x, w) exp(−nL n (w)), which shows that F (n + 1) − F (n) = log p(y|x, w * )q(x, y)dxdy − E n {log W p n (y|x, w)ρ n (w)dw} = E n { q(x, y) log p(y|x, w * ) p n (y|x) dxdy}.
The last equation establishes the relation (9).
Elemental Inequality for Multi-variables
In this appendix, we show the Lemma 7. Let us define H dimensional vectors by We define a sequence p k (k = 0, 1, 2, ...., ) by
Lemma 7 Assume that 0 ≤ ǫ < 1, |y h | ≤ ǫ (h = 1, 2, ..., H), and L ≥ H. Then (Proof:) Let {z k ; k = 1, 2, ..., H} be the real sequence that is uniquely determined by the relation,
By using Cauchy -Schwarz's inequality, we obtain 
where n 1 , n 2 , ..., n q are non-negative integers. Then, by the definition (44), we have a relation,
z k S k−1 (y j ) (j = 1, 2, ..., H).
On the other hand, the following formula holds from the definition of eq.(46), S p (y 1 , y 2 , ..., y q , y q+1 ) − S p (y 1 , y 2 , ..., y q , y q+2 ) y q+1 − y q+2 = S p−1 (y 1 , y 2 , ..., y q+1 , y q+2 ). 
where (l+k−1) C l is the number of all combinations of l elements taken from (l + k − 1) elements. By combining eq.(49) with eq.(50), it follows that
By using eq.(51), an inequality
can be proven by the mathematical induction as k = H, H − 1, ..., 1 . Thus, by ǫ < 1,
By combining this inequality with eq.(45), Lemma 7 is obtained. (Q.E.D.)
