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1. Les résultats
Théorème A. Quel que soit le corps K , tout sous-groupe G infini, non-résoluble et su-
perstable de SL2(K) est isomorphe à SL2(k), où k est un sous-corps algébriquement clos
de K . En fait, G est conjugué de SL2(k) dans SL2(K(α)) où α est un élément de la clôture
algébrique de K dont le carré est dans K .
Corollaire A. Tout modèle superstable de la théorie universelle des groupes libres est
commutatif.
Théorème B. Quel que soit le corps K , tout sous-groupe G infini, non-résoluble et su-
perstable de PSL2(K) est isomorphe à PSL2(k), où k est un sous-corps algébriquement
clos de K . En fait, G est conjugué de PSL2(k) dans PSL2(K(α)) où α est un élément de
la clôture algébrique de K dont le carré est dans K .
Corollaire B. Un mauvais groupe de rang trois n’est pas linéaire.
Disons quelques mots de l’histoire et des motivations de ces résultats.
Le Théorème A a été montré dans [5,6] sous les hypothèses bien plus fortes où K est un
corps superstable et G est définissable dans K ; cela signifie encore que le corps K , muni
des opérations de corps, et de la relation quaternaire définissant G, constitue une structure
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directe, puisqu’il suffit d’appliquer le Théorème A à l’image réciproque G1 de G dans
SL2(K). Une version encore plus rudimentaire du Théorème A avait été obtenue par [11],
sous l’hypothèse que le corps (K,G) était de rang de Morley fini.
Dans le Théorème A du présent article, nous supposons seulement que G, muni de sa
loi de groupe, est une structure superstable ; il se trouve que G se plonge dans SL2(K),
mais nous ne supposons pas que son action linéaire soit définissable. De même, dans le
Théorème B, G est un groupe superstable qui se plonge dans PSL2(K), mais il n’y a pas
de raison a priori pour que son image réciproque G1 dans SL2(K) soit superstable, si bien
que le Théorème B n’est pas un corollaire immédiat du Théorème A.
L’ingrédient essentiel des démonstrations de ces théorèmes, c’est la formule de la trace
qui a été établie dans [11]. Dans le contexte où la structure (K,G) était superstable, elle
servait à faire apparaître un type préservé par les translations d’un sous-groupe de K+, qui
se trouvait finalement être le groupe additif d’un sous-corps k définissable de K . Dans notre
nouveau contexte, où l’on ne bénéficie plus de l’environnement d’un corps définissable, il
nous faut travailler d’avantage pour définir dans G seulement, grâce à cette formule de la
trace, un corps k1 qui se trouve être isomorphe à un sous-corps k de K : cela demande une
description bien plus précise de la situation.
En dernière analyse, cette formule de la trace permet de définir une copie du corps k
dans le groupe SL2(k) à partir d’un de ses tores T et d’un élément g qui ne normalise pas T ,
et qui n’appartient à aucun des deux borels de SL2(k) contenant T . Cette façon de définir
le corps k n’est pas la même que celle systématisée par Zilber, qui consiste à faire agir le
tore sur la partie unipotente d’un borel le contenant. Contrairement à cette dernière, il n’est
pas clair que notre façon de faire puisse être généralisée en dimension supérieure à deux :
la formule de la trace a bien été généralisée à SLn(K) par [5], mais sous une forme qui
semble difficilement exploitable, car elle contient n! termes, qui de plus ne correspondent
pas nécessairement à des traces d’éléments du sous-groupe G considéré.
Tous ces travaux sont motivés par la conjecture de Cherlin et de Zilber, qui postule qu’un
groupe simple, de rang de Morley fini, doit être algébrique. Un cas extrême de contre-
exemple à cette conjecture est celui des hypothétiques mauvais groupes de Cherlin, qui
sont des groupes simples à borels abéliens. Faute de savoir les éliminer totalement, on
peut au moins essayer de montrer qu’il n’y a pas de mauvais groupes linéaires, c’est-à-dire
se plongeant dans GLn(K) pour un certain n ; il est montré dans [11] que ce n’est pas
possible pour un sous-groupe définissable de GLn(K), où K est de rang de Morley fini et
de caractéristique p, mais la question analogue pour la caractéristique nulle reste ouverte !
Nos présents résultats impliquent qu’il n’y a pas de mauvais sous-groupes de SL2(K). Ils
seront peut-être dans un jour prochain balayés par un résultat de pure théorie des groupes,
car les mauvais groupes n’ont pas d’involutions, et il n’y a pas d’exemple actuellement
connu de groupe linéaire simple sans involutions (voir [2, p. 294]).
Cette même conjecture motive les Corollaires A et B. Le second auteur avait suggéré
il y a quelques années que les existentiellement clos parmi les groupes à centralisateurs
disjoints et autonormalisants (voir la définition dans la démonstration du Corollaire A)
partageaient avec les mauvais groupes de rang trois beaucoup de propriétés d’elliptisme,
ce qui a été vérifié par [3]. Il espérait même que ces groupes pourraient être des mauvais
groupes de rang trois, ce qui est contredit par un résultat de ce dernier papier : ils ont trop de
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inconvénient, Eric Jaligot proposa ensuite d’étudier les existentiellement clos de la théorie
universelle des groupes libres (un objet à la mode, s’il en est !) : notre Corollaire A met fin
brutalement à l’espoir de trouver là des mauvais groupes !
En outre, [8] montre que les groupes à centralisateurs disjoints et autonormalisants exis-
tentiellement clos ne sont pas superstables, par un argument de portée générale, qu’on peut
interpréter comme une espèce d’allergie des existentiellement clos à la superstabilité. Ce
même auteur a également montré notre Corollaire A par une méthode très différente de la
nôtre [9].
On remarquera à quel point nos démonstrations sont dépendantes de la superstabilité ;
un lecteur économe de ses efforts pourra toutefois les réécrire dans un cadre de rang de
Morley fini, le passage de ce dernier à la superstabilité générale n’étant dans le cas présent
qu’affaire de technique. Et comme justement nous avons écrit un article de nature plutôt
technique, nous n’avons pas fait de gros efforts pour le rendre accessible à des lecteurs qui
ne sont pas familiers des définitions de base de la théorie des modèles : à ceux-ci, nous
recommandons la lecture de la préface de [10].
Le Corollaire B, qui nous a conduit à démontrer le Théorème B, semble difficile à
généraliser à un rang de Morley supérieur, car il utilise une caractérisation spécifique de
PSL2(K), dont la mise en évidence a par ailleurs l’inconvénient de demander l’inspection
cas par cas de la liste des groupes algébriques simples.
2. Les démonstrations
2.1. Démonstration du Théorème A
2.1.1. Première étape : composante connexe
Dans toutes les étapes de la démonstration sauf la dernière, nous supposons le corps K
algébriquement clos.
Comme le corps k se définit dans les borels de SL2(k), la conclusion du théorème s’ex-
prime par un énoncé élémentaire dans le langage de la paire de groupes (SL2(K),G). Pour
le démontrer, nous pouvons donc supposer que cette paire est aussi saturée qu’on veut, et
le groupe G tout autant.
Posant RU(G) = ωα · n + β, où β < ωα, nous considérons la composante α-connexe
Γ de G. D’après le Lemme 2 de [6] (le normalisateur dans SL2(K) d’un sous-groupe
infini résoluble est résoluble ; si k est quadratiquement clos, SL2(k) est autonormalisant
dans SL2(K)), il suffit de démontrer que le groupe Γ satisfait à la conclusion du théorème.
Nous le supposons non résoluble.
Nous observons que Γ , s’il n’est pas définissable dans G, mais y est seulement in-
finiment définissable, n’a pas de raison d’être une structure superstable. L’univers des
ensembles dans lequel nous allons travailler, que nous appelons, comme d’habitude, en-
sembles définissables au sens de Γ , sont en réalité les intersections avec les puissances
cartésiennes de Γ des ensembles définissables au sens de G ; comme cette famille d’en-
sembles n’a pas de raison d’être close par projection, nous devrons prendre garde, quand
nous ferons des quantifications, à ce que leur champ soit étendu à G, et non pas restreint
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stable dont la composante connexe ne le soit pas.
2.1.2. Deuxième étape : conjugaison des tores
Si Γ n’était composé que d’unipotents ou d’opposés d’unipotents, sa clôture de Zariski
dans SL2(K) le serait aussi ; elle serait résoluble, ainsi que Γ . Ce dernier doit donc conte-
nir un élément semi-simple s non trivial, dont les deux valeurs propres sont distinctes et
inverses l’une de l’autre, c’est-à-dire différentes de 1 et de −1. Nous notons Θ le centra-
lisateur de s dans Γ , qui est formé des éléments de Γ qui se diagonalisent dans la même
base que s, et nous notons T le centralisateur de s dans G ; nous dirons que Θ est un tore
de Γ , et T un tore de G. Le normalisateur de Θ dans Γ est formé des éléments de ce der-
nier qui conservent ou permutent les deux droites propres de s, si bien que Θ est d’indice
au plus deux dans son normalisateur.
Comme deux conjugués de Θ ont pour intersection {Id} ou {Id,−Id}, les inégalités
de Lascar impliquent que la réunion des conjugués de Θ est générique dans Γ (voir [6,
lemme 3]). La connexité de Γ implique alors que tous ses tores sont conjugués. S’ils
étaient finis, Γ serait composé d’éléments unipotents, opposés d’unipotents, ou d’ordre
borné, et sa clôture de Zariski aussi ; elle serait résoluble, ce qui contredit l’hypothèse. Les
tores de Γ sont donc infinis, et connexes puisque Γ l’est ; ils sont donc divisibles, puisque
pour chaque entier n ils ne contiennent qu’un nombre fini d’éléments d’ordre n.
On remarque que les éléments semi-simples de Γ constituent l’intersection avec Γ
d’une partie définissable de G, celle qui est constituée des conjugués de T . En caracté-
ristique deux, les unipotents sont les involutions ; en caractéristique p = 2, les unipotents
sont d’ordre p et leurs opposés d’ordre 2p ; en caractéristique nulle, il n’est pas clair qu’on
puisse distinguer par une formule les unipotents de leurs opposés, ni que la présence d’op-
posés d’unipotents implique celle de l’involution −Id.
2.1.3. Troisième étape : la formule de la trace
Quitte à conjuguer Γ , nous pouvons supposer qu’il a un tore ∆ qui se diagonalise dans
la base canonique ; il est formé des matrices diagonales
d(α) =
[
α 0
0 α−1
]
de valeurs propres α et α−1, où α parcourt un sous-groupe M de K∗. Nous choisissons s
non trivial dans ∆, de sorte que ∆ soit son centralisateur.
Si
[
a b
c d
]
désigne la matrice d’un élément g de Γ , un calcul immédiat montre que
trace
(
d(α)g−1d(β)g
) = ad · trace(d(αβ))− bc · trace(d(αβ−1)) ;
vu la conjugaison des tores, cette trace est celle d’un élément de ∆ si d(α)g−1d(β)g est
semi-simple ; elle vaut 2 si c’est un unipotent, et −2 si c’est un opposé d’unipotent.
Soit à montrer qu’il existe γ et δ dans M tels que α = γ δ et β = γ δ−1. En effet, M est
divisible ; s’il ne contient pas d’involution, l’unique solution de ce système d’équations est
formée des racines carrées respectives de αβ et de αβ−1 contenues dans M . Si M contient,
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i et −i, et on peut résoudre le système à partir de racines carrées de αβ et de αβ−1 ; dans
ce cas, on obtient deux solutions pour le système, opposées l’une de l’autre. On aura donc
d(α) = d(γ δ) = d(γ )d(δ), d(β) = d(γ δ−1) = d(γ )d(δ)−1, et
trace
(
d(γ )g−1d(δ)g
) = ad · trace(d(α))− bc · trace(d(β)).
L’ensemble des traces α + α−1 des éléments d(α) de ∆ est en bijection avec l’ensemble
∆/e où e désigne la relation d’équivalence « être égaux ou inverses ». Considérons l’ap-
plication (partielle) de ∆ × ∆ dans ∆, qui associe à (d(α), d(β)) l’élément de ∆, ou la
paire d’éléments de ∆, conjugués de d(γ )g−1d(δ)g, où d(γ ) et d(δ) sont des solutions
dans T du système d(α) = d(γ )d(δ), d(β) = d(γ )d(δ)−1. Comme la trace de cet élément
ne dépend que de celles de d(α) et de d(β), cette application passe au quotient par e, et se
factorise en une application, définissable dans G, de ∆/e ×∆/e dans ∆/e.
En caractéristique p non nulle, cette application s’étend en une application définissable
totale ; dans ce cas, l’ensemble U des traces d’éléments de Γ est en bijection avec ∆/e, et
aux éléments unipotents nous associons l’identité, de trace 2 ; s’il y a des opposés d’uni-
potents, nous leur associons l’involution −Id de ∆, de trace −2.
En caractéristique nulle, pour obtenir U nous devons éventuellement rajouter un point
à ∆/e pour représenter la trace −2, dans le cas où il y a des opposés d’unipotents dans
Γ mais pas l’involution. Et nous devons nous accommoder d’une très légère ambiguïté si
nous sommes incapables de distinguer par une formule les unipotents de leurs opposés.
En résumé, nous pouvons définir, par une formule du langage de G, l’application de
U × U dans U qui à (u, v) associe ad · u − bc · v, à ceci près qu’en caractéristique nulle
nous ne sommes pas à même de distinguer 2 de −2.
2.1.4. Quatrième étape : le corps k
Pour poursuivre, nous avons besoin de choisir un élément
[
a b
c d
]
de Γ dont aucun co-
efficient ne soit nul ; c’est possible grâce au lemme suivant, qui affirme que la plupart des
éléments de Γ ont cette propriété.
Lemme 1. Si F est un fermé de Zariski propre de SL2(K), et G un sous-groupe infini non
résoluble de SL2(K), chaque élément g de G s’écrit comme produit de deux éléments de
G \ F .
Démonstration. Écrivons g = gx−1x ; nous cherchons x dans G qui n’appartienne ni à
F ni à gF−1 ; si c’était impossible, G serait inclus dans la réunion de ces deux fermés,
et sa clôture de Zariski serait résoluble. En effet, SL2(K) est de dimension trois, et ses
sous-groupes connexes de dimension un ou deux sont résolubles. 
Fixons donc g tel que abcd = 0. En faisant v = Id, nous définissons l’injection ad ·
u − 2bc sauf peut-être en quatre points ; son image est générique dans U , et elle s’inverse
génériquement : comme le groupe Γ n’a qu’un seul type générique, l’ensemble U aussi, et
chaque u générique dans U est de la forme u = ad · u′ − 2bc ; il est également de la forme
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l’application ad · u′ − bc · v′′ = u + v + 2(bc − ad) = u + v − 2, puisque le déterminant
ad − bc vaut 1.
En caractéristique 2, nous obtenons directement une définition générique de l’addition
des traces. C’est aussi vrai en caractéristique différente de 2, via l’application φ(u) =
u − 2 ; en effet, φ(u) + φ(v) = φ(u + v − 2). Comme cette addition est génériquement
associative et simplifiable, d’après le théorème de Weil–Hrushovski il existe un groupe A1,
infiniment définissable dans G, avec une bijection définissable entre une partie générique
V de U et une partie générique B1 de A1. Comme le montre le Lemme 2 suivant (ou plutôt
sa contrepartie concernant les sous-groupes infiniment définissables d’un groupe stable),
la considération des germes de translation génériques dans A1 montre que ce dernier est
isomorphe à un sous-groupe additif A de K ; si nous notons B la partie de A correspondant
à B1, l’application φ(trace(d(α))) = α + α−1 − 2 est une bijection entre V et B .
Lemme 2. Soient G un groupe stable connexe, V une partie définissable générique de G,
et f une application de V dans un groupe H ayant la propriété suivante : si u,v et uv sont
dans V , f (u)f (v) = f (uv). Alors f se prolonge en un homomorphisme F de G dans H ;
en outre, si f est injectif, F l’est aussi.
Démonstration. Commençons par définir F ; comme tout élément w de G s’écrit w = uv
où u et v sont dans V , nous désirons poser F(w) = f (u)f (v) ; pour ce faire devons
montrer que la valeur de cette expression ne dépend pas de la décomposition. Si donc
w = uv = u′v′ où u,v,u′, v′ ∈ V , nous choisissons g tel que g, gu, guv, gu′, gu′v′ soient
dans V ; cela est possible car, dans le cas où G est assez saturé, on peut prendre g géné-
rique sur u, v, u′, v′. On en déduit que f (gw) = f (g)f (u)f (v) = f (g)f (u′)f (v′), d’où
f (u)f (v) = f (u′)f (v′).
Il faut ensuite montrer que F est un homomorphisme : si w = uv, w′ = u′v′, avec
u,v,u′, v′ ∈ V , pour montrer que F(ww′) = F(w)F(w′), on introduit g tel que g, gu,
guv, guvu′ et guvu′v′ soient dans V .
Il faut aussi voir que F étend f ; si donc u ∈ V , on considère g et h tels que g, h, gh et
ghu soient dans V ; F(gh)F (u) = F(ghu) = f (gh)f (u) = F(gh)f (u), et par conséquent
F(u) = f (u).
Supposons enfin que F(u) = F(v), u = v ; on considère g tel que gu et gv soient
dans V ; on voit que F(gu) = F(gv) = f (gu) = f (gv), si bien que f n’est pas injec-
tif. 
Maintenant qu’on sait additionner les traces, on sait aussi les multiplier, puisque
φ
(
trace
(
d(α)
)) · φ(trace(d(β))) = (α + α−1 − 2) · (β + β−1 − 2)
= φ(trace(d(α)d(β)))+ φ(trace(d(α)d(β)−1))
− 2 · φ(trace(d(α)))− 2 · φ(trace(d(β))).
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permettent cette acrobatie : si x · y = u+ v,
(x − 2)(y − 2) = (u− 2)+ (v − 2)− 2(x − 2)− 2(y − 2) !
Par conséquent, nous pouvons définir génériquement (c’est-à-dire sur une partie géné-
rique W de U ×U ) une action de A1 sur A1 qui correspond au produit de K lorsqu’on rem-
place A1 par A. Comme tout élément de A1 est somme de deux génériques indépendants,
chaque paire (u, v) de ses éléments s’écrit u = u1 +u2, v = v1 +v2, où chaque (ui, vj ) est
dans W . En regardant ce qui se passe dans A, on voit que u1v1 + u1v2 + u2v1 + u2v2 ne
dépend pas de la décomposition, et définit une structure d’anneau k1 dont A1 est le groupe
additif. A est donc un sous-anneau infini de K ; il est par conséquent intègre, et par super-
stabilité de k1 c’est un sous-corps algébriquement clos k de K . En particulier k contient 1
et 2 !
Nous sommes incapables d’établir pour l’instant un isomorphisme définissable entre ∆
et k∗1 . Mais il n’en demeure pas moins que les α de k∗1 tels que α + α−1 soit dans B1
forment une partie générique de k∗1 , puisque α et α + α−1 sont co-algébriques, et que tout
élément de k∗1 est produit de deux tels éléments. Il en suit que ∆ est exactement formé de
toute les matrice d(α) où α parcourt k∗.
C’est principalement dans cette cinquième étape que notre démonstration diffère de
celle de [6], car nous ne bénéficions plus de l’environnement du corps K pour en faire
apparaître un sous-corps k définissable. Nous avons dû définir dans G une copie de k !
2.1.5. Cinquième étape : SL2(k)
La conclusion, par contre, ressemble à celle de [6] ; pour tout élément [ x yz t ] de Γ et tous
α et β dans k∗,
xt · (α + α−1)− yz · (β + β−1)
est dans k, si bien que xt et yz sont dans k. Nous disposons d’un élément
[
a′ b′
c′ d ′
]
de Γ
suffisamment générique pour qu’aucun des coefficients de sa matrice ne soit nul ; après
une deuxième conjugaison de par d(γ ), ou γ est une racine carrée de c′, nous trouvons un
élément
[
a b
1 d
]
dans Γ , avec abd = 0 ; b est donc dans k, ainsi que ad ; en prenant le carré
de cette matrice, on voit que (a + d)2 est aussi dans k, soit encore que a et d sont dans
la clôture algébrique de k, c’est-à-dire dans k. On considère ensuite les produits à droite
et à gauche de
[
a b
1 d
]
par une matrice
[ x y
z t
]
de telle que xyzt = 0, pour obtenir un système
d’équations montrant que x, y, z et t sont dans k. Le groupe Γ , dont chaque élément est
produit de deux tels éléments, est donc un sous-groupe non-résoluble de SL2(k) ; comme
il contient un de ses tores, il lui est égal.
2.1.6. Sixième étape : la touche finale
Maintenant, nous ne supposons plus K algébriquement clos. Cette hypothèse a été utili-
sée deux fois. La première, c’était pour diagonaliser un élément semi-simple. Mais comme
G est conjugué d’un groupe SL2(k) dans SL2(L), où L est la clôture algébrique de K , les
borels de G, qui se triangularisent dans SL2(L), contiennent des unipotents ; un unipotent
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de G se triangularisent dans K , ainsi que les éléments semi-simples de G. Tout ceci fait
bien de k un sous-corps de K .
Comme les tores de G se diagonalisent dans K , on obtient bien après conjugaison dans
SL2(K) un tore se diagonalisant dans la base canonique. Par contre, la cinquième étape de
la démonstration fait intervenir l’extraction d’une racine carrée, d’où la conclusion.
De fait, si α /∈ K , mais α2 ∈ K , la matrice d(α) normalise SL2(K), mais pas SL2(k), et
G = d(α−1)SL2(k) d(α) n’est pas conjugué de SL2(k) dans SL2(K), puisque SL2(k) est
autonormalisant dans SL2(L).
2.2. Démonstration du Corollaire A
D’après le lemme du ping-pong de Tits les groupes libres se plongent dans SL2(Fp(X))
ainsi que dans SL2(Q), si bien que chaque modèle G de leur théorie universelle se plonge
dans un SL2(K). Dans les groupes libres, les centralisateurs sont disjoints et autonormali-
sants, ce qui se traduit par les axiomes universels suivants, que G satisfait aussi :
(i) Centralisateurs disjoints
(∀x)(∀y)(∀z) (xy = yx) & (yz = zy) & (y = 1) −→ (xz = zx).
(ii) Centralisateurs autonormalisants
(∀x)(∀y) (xxy = xyx) −→ (xy = yx).
Il en suit que G ne peut être de la forme SL2(k), et que s’il est résoluble, il est commu-
tatif ; d’où la conclusion.
2.3. Démonstration du Théorème B
Soit donc G un sous-groupe infini, superstable et non résoluble de PSL2(K), où K est
un corps algébriquement clos de caractéristique différente de deux (pour un corps de ca-
ractéristique deux, PSL2(K) = SL2(K)) ; son image réciproque G1 dans SL2(K) n’est pas
résoluble, mais nous ne savons pas si elle est superstable. Nous allons toutefois essayer de
reproduire la démonstration du Théorème A, en nous appuyant sur la superstabilité de G,
tout en déplorant qu’une simple involution centrale soit la cause de tant de complications.
2.3.1. Préliminaires
Comme dans la première étape de la démonstration du Théorème A, on peut remplacer
G par sa composante α-connexe Γ dans une de ses extensions élémentaires saturées ; on
notera Γ1 son image réciproque dans SL2(K), qui doit contenir un élément semi-simple s1
d’ordre supérieur à quatre.
Soit Θ1 le centralisateur de s1 dans Γ1 ; comme s1 n’est pas conjugué de −s1 dans
SL2(K), l’image Θ de Θ1 dans PSL2(K) est le centralisateur dans Γ de l’image s de s1.
Il s’agit donc d’un groupe (infiniment) définissable, dont on montre, comme dans la
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réunion de ses conjugués est générique dans Γ . Grâce à une conjugaison, on est ramené au
cas où Θ1 a un conjugué ∆1 qui se diagonalise dans la base canonique.
2.3.2. Borel et Bachman
Supposons dans un premier temps que les borels de Γ , c’est-à-dire ses sous-groupes
(infiniment) définissables connexes maximaux, ne soient pas commutatifs. Dans un de ces
borels B on peut définir à la Zilber un corps k, en faisant agir un tore sur la partie unipotente
du borel (son groupe dérivé) : la partie unipotente du borel est isomorphe à k+, et son tore
est isomorphe à un sous-groupe de k∗. Pour cela, il convient de généraliser le théorème
de Zilber au contexte superstable, ce qui ne fait pas de difficulté puisque tous ces groupes
sont de rang monomial, commensurable à celui de Γ . En remontant dans Γ1, on voit que
ce même corps k est défini dans l’image réciproque B1 de B , et que c’est un sous-corps
de K : nous pouvons supposer B1 triangulaire, si bien que le corps k s’obtient par l’action
de
[
α 0
0 α−1
]
sur
[ 1 β
0 1
]
, qui lui associe
[ 1 α2β
0 1
]
; autrement dit β parcourt k, et α2 est dans k,
ainsi que α puisque k est algébriquement clos.
On montre alors, comme dans la fin de la démonstration du Théorème A, qu’après
conjugaison le groupe Γ est inclus dans SL2(k), et qu’il lui est égal puisqu’il contient un
de ses sous-groupes fermés unipotents.
Reste à traiter le cas ou les borels sont commutatifs. Dans ce cas, Γ ne contient pas
d’unipotents ; en effet, si u est un unipotent non trivial de Γ , son centralisateur C doit être
d’indice fini dans son normalisateur ; comme les conjugués de C son disjoints (l’image
réciproque de C dans Γ1 fixe une droite), leur réunion est générique ; comme par ailleurs
les semi-simples forment aussi un ensemble générique, cela contredit la connexité de Γ .
Ce groupe Γ est donc un mauvais groupe, à borels commutatifs et disjoints, composé
uniquement d’éléments semi-simples. Or il est bien connu depuis [7], au moins dans le
cas de rang de Morley fini, qu’un mauvais groupe n’a pas d’involutions. Cela est dû à
un théorème de Bachman [1] qui affirme qu’un groupe engendré par des involutions et
ayant cette structure de centralisateurs est isomorphe à SO3(L,f ), où f est une forme
quadratique sans vecteurs isotropes. On aboutit a une contradiction en définissant un corps
non algébriquement clos dans le groupe.
Si on suit la démonstration de [2, pp. 133–139], qui s’adapte sans problème au cas su-
perstable, on définit une structure de plan projectif dont les points sont les involutions de
Γ de la manière suivante : nous dirons que i, j et k sont alignés si leur produit ijk est une
involution. Cela signifie encore que chacune inverse le produit des deux autres, ainsi que
son tore (ce produit est un élément semi-simple !), soit encore commute avec l’involution
de ce tore. Ce plan projectif aura une polarité, c’est-à-dire une bijection entre ses droites et
ses points qui préserve l’incidence : à l’involution i nous associons la droite Di formée des
involutions distinctes de i qui commutent avec i ; comme toutes les involutions sont conju-
guées, il s’agit bien d’une bijection entre les points et les droites ; elle préserve l’incidence,
puisque j est sur Di si et seulement si i et j commutent, si et seulement si i est sur Dj .
Pour vérifier qu’on a bien un plan projectif, il suffit donc de remarquer que par deux points
distincts i et j il passe une droite et une seule, laquelle est la polaire de l’involution du tore
de ij . De fait, ce plan projectif est arguésien, et permet, grâce à la polarité, de définir un
164 Y. Mustafin, B. Poizat / Journal of Algebra 297 (2006) 155–167corps non algébriquement clos, ce qui contredit la superstabilité : tout cela est d’ailleurs
particulièrement simple à vérifier dans notre cas linéaire.
Une illustration concrète de la situation que nous venons d’éliminer est donnée par le
plongement classique de SO3(R) dans PSL2(C) : SO3(R) n’est pas superstable, ni même
stable, car on peut y définir le corps des réels !
2.3.3. Quelques calculs pénibles, menant à une contradiction
Nous n’avons donc plus d’involutions dans Γ . Le seul 2-élément de ∆1 est alors
l’unique involution −Id de SL2(K) ; comme ∆ est divisible, ∆1 est divisible par tout
nombre impair, et se décompose en le produit ∆0 × {Id,−Id} du groupe de ses carrés par
le groupe à deux éléments {Id,−Id} ; le groupe ∆0 de ses carrés est formé des matrices de
la forme d(α) = [ α 00 α−1
]
, où α parcourt un certain sous groupe M de K∗ ; il est isomorphe
à ∆1, par l’isomorphisme qui à d(α) associe sa projection d ′(α) dans PSL2(K).
On considère alors l’application de ∆× ∆ dans ∆ ainsi définie : on considère l’unique
solution (d ′(γ ), d ′(δ)) dans ∆ du système d ′(α) = d ′(γ )d ′(δ), d ′(β) = d ′(γ )d ′(δ)−1, et
on associe à (d ′(α), d ′(β)) le conjugué de d ′(γ )g′−1d ′(δ)g′ qui se trouve dans ∆, où g′
est la projection d’un élément g = [ a b
c d
]
de Γ1 ; ce conjugué existe toujours et est unique
car, vu l’absence d’involutions, ∆ est autonormalisant.
La trace de l’image réciproque dans ∆0 de cet élément vaudra ad · (α + α−1) − bc ·
(β +β−1) ou bien son opposé, suivant que d(γ )g−1d(δ)g a un conjugué dans ∆0 ou −∆0.
Si donc nous assimilons l’ensemble U = ∆/e à l’ensemble des traces de ∆0, nous obtenons
une application f définissable de U × U dans U qui vaut, suivant les cas f (u, v) = ad ·
u − bc · v, ou bien f (u, v) = −ad · u + bc · v. Plus précisément, U et −U sont disjoints,
et de ad · u − bc · v et de son opposé, l’un des deux est dans U , et c’est la valeur f (u, v).
En particulier U ne contient pas 0, qui est la trace des éléments d’ordre 4 de SL2(K).
On remarque que le changement de g en −g, l’autre image réciproque de g′, n’affecte
pas la définition de f .
Comme ∆ est connexe, U n’a qu’un seul type générique, c’est-à-dire de rang maximum.
Pour la commodité des calculs, nous introduisons la quantité s = ad + bc, qui est le
permanent de la matrice de g. Comme ad − bc = 1, s = (ad)2 − (bc)2 ; ad = (s + 1)/2,
bc = (s − 1)/2 ; 2abcd = (s2 − 1)/2 ; (ad)2 + (bc)2 = s2 − 2abcd = (s2 + 1)/2.
Le Lemme 1 nous permet de choisir g tel que abcd = 0, c’est-à-dire s = 1,−1, et aussi
tel que s = 0.
Lemme 3. Pour tous x et y dans U , (s − 1)x = (s + 1)y.
Démonstration. Sinon f (y, x) = f ((s − 1)x/(s + 1), x) = (+/−)(x/s + 1)(ad(s − 1)−
bc(s + 1)) = 0, ce qui est impossible. 
Lemme 4. On peut définir génériquement sur U × U la fonction h(x, y) = (ad/s)x +
(bc/s)y.
Démonstration. Si x et y sont génériques et indépendants dans U , f (x, y) et f (y, x) sont
tous deux génériques sur x comme sur y. En effet, il y a au plus un deuxième y′ tel que
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braïse x au-dessus de y, et la chose vaut aussi pour f (y, x). Par la suite, nous utiliserons
ce type d’argument sans entrer dans le détail.
Par conséquent, si x et z sont génériques indépendants, l’équation f (x, z) = f (z, y) a
des solutions en y, puisque à z fixé la fonction f (z, y) est génériquement surjective. Ces
solutions doivent être génériques sur x comme sur z, car si nous fixons x et y l’équation en
z f (x, z) = f (z, x) a au plus deux solutions. Cela signifie aussi que, si x et y sont géné-
riques indépendants, l’équation en z f (x, z) = f (z, y) a des solutions qui sont génériques
sur x comme sur y.
Déterminons, à x et z fixés, la forme des solutions de l’équation en y f (x, z) = f (z, y).
Il peut y avoir deux cas :
Premier cas : ad · x − bc · z = −ad · z + bc · y′, soit z = −ad · x + bc · y′ = f (x, y′).
Deuxième cas : ad · x − bc · z = ad · z − bc · y′′, soit z = (ad/s)x + (bc/s)y′′.
Si y′′ existe, c’est-à-dire appartient à U , il n’est pas possible que f (x, y′′) = z ; en effet,
si ad · x − bc · y′′ = z = 2ad · x − s · z, (s + 1)x = (s + 1)z, x = z, ce qui contredit la
généricité ; et si −ad · x + bc · y′′ = z = s · z − 2ad · x, alors (s − 1)z = (s + 1)x, ce qui
contredit le Lemme 3.
Si y′ existe, c’est-à-dire est dans U , pour tous x et y génériques et indépendants il existe
z tel que f (x, z) = f (z, y) et z = f (x, y), ce qui force f (x, y) = −ad · x + bc · y pour
tous x et y génériques indépendants. En reportant dans l’équation f (x, z) = f (z, y), on
obtient −ad · x + bc · z = −ad · z+ bc · y, soit s · z = ad · x + bc · y, ce qui contredit notre
hypothèse.
Par conséquent seul y′′ existe, et l’équation f (x, z) = f (z, y) définit génériquement
z = h(x, y) = (ad/s)x + (bc/s)y. 
Lemme 5. On peut définir génériquement sur U ×U la fonction x + y − z.
Démonstration. On considère x, y et z génériques indépendants. Par inversion générique,
x = h(u, z) = (ad/s) · u + (bc/s) · z, y = h(z, v) = (ad/s) · z + (bc/s) · v, h(u, v) =
x + y − z puisque (ad/s)+ (bc/s) = 1. 
Par conséquent, si nous fixons z = g générique, nous voyons que U est génériquement
égal à la cossette g+Ag , où Ag est un sous-groupe de K+ définissable dans Γ et connexe.
Ce groupe Ag = A est toujours le même ; pour le voir, il suffit de montrer que Ag = Ag′
quand g et g′ sont génériques indépendants, puisque si g′′ est un deuxième élément géné-
rique, on peut toujours trouver g′ générique et indépendant de g comme de g′′. Pour cela,
on considère u générique sur {g,g′} et on pose v = g+u−g′, d’où u−g′ = v−g ; comme
v est aussi générique sur {g,g′}, les deux groupes Ag′ et Ag ont les mêmes génériques, et
sont par conséquent égaux.
Comme la fonction ad · x − bc · y est définie sur U × U , par translation elle est aussi
définie génériquement sur A×A ; en effet, ad · (g+x)−bc · (g+y) = g+ad ·x −bc ·y.
Comme elle est bilinéaire, elle est définie partout sur A×A ; si on annule une coordonnée,
on voit que les fonctions ad · x et bc · x sont définies sur A, et il en est de même des
fonctions 2s · x, (s + 1)x, (s − 1)x ; comme elles sont injectives, A est divisible par 2s,
s + 1 et s − 1.
166 Y. Mustafin, B. Poizat / Journal of Algebra 297 (2006) 155–167Considérons maintenant un élément e quelconque de U , et les quatre possibilités de
valeurs pour f (e, x) et f (x, e), où x est générique sur e.
Premier cas : f (e, x) = ad ·e−bc ·x, f (x, e) = −ad ·x+bc ·e ; comme les génériques
sont tous dans la même cossette g + A modulo A, et que ce dernier est stable par multi-
plication par ad , on voit que ad · e = (1 + bc)g modulo A ; de même bc · e = (1 + ad)g
modulo A ; par conséquent [ad · (1 + ad)− bc · (1 + bc)]g = (s + 1)g est dans A ; comme
ce dernier est divisible par s + 1, le générique g est dans A, et U est génériquement égal
au groupe A, ce qui contredit le fait que U et −U sont disjoints.
Deuxième cas : f (e, x) = −ad · e+ bc · x, f (x, e) = ad · x − bc · e ; ad · e = (bc− 1)g
modulo A ; de même bc · e = (ad − 1)g modulo A ; par conséquent [ad · (ad − 1) − bc ·
(bc − 1)]g = (s − 1)g est dans A ; comme ce dernier est divisible par s − 1, le générique
g est dans A, et on arrive à la même contradiction.
Troisième cas : f (e, x) = −ad ·e+bc ·x, f (x, e) = −ad ·x+bc ·e ; ad ·e = (bc−1)g
modulo A ; de même bc · e = (1 + ad)g modulo A ; par conséquent [ad · (1 + ad) − bc ·
(bc − 1)]g = 2s · g est dans A ; comme ce dernier est divisible par 2s, le générique g est
dans A, et ce cas est également impossible.
Il ne reste alors que le quatrième cas : quel que soit e dans U et x générique sur e,
f (x, e) = ad · x − bc · e, f (e, x) = ad · e − bc · x, ce qui donne e = ad · e − bc · e =
2g − g = g modulo A ; autrement dit U est tout entier inclus dans la cossette g +A.
Cela est vrai en particulier pour e = 2 = trace(Id), ce qui nous permet, comme dans la
démonstration du Théorème A, de définir génériquement la multiplication des traces, et fi-
nalement de faire de A le groupe additif d’un sous-corps de K . Comme ce corps contient 2,
la cossette est encore un groupe, ce qui aboutit à la contradiction finale, terminant la dé-
monstration du théorème. 
2.4. Démonstration du Corollaire B
Supposons notre mauvais groupe G linéaire, plongé dans GLn(K), où K est algébri-
quement clos ; notons G sa clôture de Zariski ; si cette dernière n’est pas simple, elle a
un sous-groupe fermé normal propre N . Comme G est simple, son intersection avec N
est triviale, si bien que G apparaît aussi comme un sous-groupe du groupe affine G/N ; en
minimisant la dimension de la clôture de Zariski, nous obtenons une représentation linéaire
de G telle que G soit simple.
Si B est un borel de G, et g un élément du complément de B dans G, nous savons
que Bg−1BgB est générique dans G, si bien que G est recouvert par un nombre fini de
translatés de Bg−1BgB , et en fait lui est égal. En conséquence, G est un groupe algé-
brique simple, ayant un sous-groupe fermé commutatif B , tel que dim(G)  3 dim(B).
On consulte alors les tables données dans [12], qui complètent celles de [4] : elles donnent,
pour chaque groupe algébrique simple, la dimension maximale des sous-groupes commuta-
tifs qui sont normaux dans un borel, qui est aussi la dimension maximale des sous-groupes
commutatifs (c’est une conséquence du théorème du point fixe de Borel : voir la Section 7
de ce même article). On en conclut que PSL2(K) est le seul groupe ayant la propriété
requise, ce qui contredit le Théorème B. 
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