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Abstract
In this paper, we study the multiple integral I =
∫ 1
0
∫ 1
0
. . .
∫ 1
0
f (x1+x2+ · · ·+
xn)dx1 dx2 . . . dxn. A general formula of I is presented. As an application, the
integral I with f (x) = logΓ(x) is evaluated. We show that the values of I share
a common formula for all n ∈ N. The subsidiary computational challenges are
substantial and interesting in their own right.
1 Introduction
A general idea, when faced with a multiple integral, is to lower its dimension. For
example [4], a well-known n-dimensional integral
∫
· · ·
∫
x1+x2+···+xn≤1
x1,x2,...,xn≥0
f (x1 + x2 + · · ·+ xn)dx1dx2 . . .dxn, (1.1)
can be simplified to an one-dimensional integral
1
(n− 1)!
∫ 1
0
tn−1 f (t)dt.
However, to the best of our knowledge, a similar integral
I =
∫ 1
0
∫ 1
0
. . .
∫ 1
0
f (x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn (1.2)
has no such formula.
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The goal of this paper is to find a formula for the above integral I and apply it to a
special case when f (x) = logΓ(x). The main results are as follows. A general formula
of I is obtained in Theorem 1.1. A detailed proof can be found in Theorem 4.1 of
Section 4.
Theorem 1.1. The integral I satisfies the following formula:
I =
∫ 1
0
∫ 1
0
. . .
∫ 1
0
f (x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn
=
1
(n− 1)!
n
∑
m=1
∫ 1
0
Gm(t) f (t +m− 1)dt,
(1.3)
where
Gm(t) =
m
∑
i=1
(−1)i−1(t +m− i)n−1
(
n
i− 1
)
.
If f (x) = logΓ(x), the evaluation of I has a simple formula as in Theorem 1.2. The
main challenge is to choose appropriate combinatorial identities to simplify the value
of I. A proof of it can be found in Theorem 5.1 of Section 5.
Theorem 1.2.
I = I(n) =
∫ 1
0
∫ 1
0
. . .
∫ 1
0
logΓ(x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn
=
1
2
log(2pi)−
n− 1
2
Hn +
n−1
∑
k=2
(−1)n+k+1kn
n!
(
n− 1
k
)
logk,
where Hn =
n
∑
k=1
1
k = 1+
1
2
+ · · ·+
1
n
.
The paper is organized as follows. Sections 2 and 3 study the lower dimension
cases. Ideas are explained clearly for n = 2 and 3. One can see from Figure 1 and
Figure 2 about how we cut the square or the cube so that the integral I over each subset
becomes a simple one-dimensional integral. In Section 4, a formula of the integral I
is derived in Theorem 4.1. As its application, Section 5 evaluates the integral I with
f (x) = logΓ(x).
2 Simple case: n=2
We start from the simple case:
∫ 1
0
∫ 1
0
f (x + y)dxdy. The integral domain is a unit
square, and the integrand is f (x+y). Let t = x+y. The unit square can then be divided
into two domains: D1 and D2 as in Figure 1, where
D1 = {(x,y) : 0≤ x+ y≤ 1, 0≤ x≤ 1, 0≤ y≤ 1},
D2 = {(x,y) : 1≤ x+ y≤ 2, 0≤ x≤ 1, 0≤ y≤ 1}.
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FIGURE 1: Domains D1, D2, D3 and D4.
The following lemma shows that
∫ 1
0
∫ 1
0 f (x+y)dxdy is the sum of two one-dimensional
integrals.
Lemma 2.1.
∫ 1
0
∫ 1
0
f (x+ y)dxdy =
∫∫
D1
f (x+ y)dxdy+
∫∫
D2
f (x+ y)dxdy
=
∫ 1
0
t f (t)dt +
∫ 1
0
(1− t) f (t + 1)dt.
(2.1)
Proof. For integral over domain D1, note that t = x+ y. Introduce the transformation
(x,y) 7→ (x, t). It is clear that the Jacobian is 1. Then
∫∫
D1
f (x+ y)dxdy =
∫ 1
0
∫ t
0
f (t)dxdt =
∫ 1
0
t f (t)dt. (2.2)
For integral over domain D2, let x1 = 1− x and y1 = 1− y. Then the new variable
(x1,y1) is in D1 and
∫∫
D2
f (x+ y)dxdy =
∫∫
D1
f (2− x1− y1)dx1dy1
=
∫ 1
0
t f (2− t)dt.
(2.3)
If one set u = 1− t, it follows that
∫ 1
0
t f (2− t)dt =
∫ 1
0
(1− u) f (u+ 1)du. Then
∫∫
D2
f (x+ y)dxdy =
∫ 1
0
(1− u) f (u+ 1)du. (2.4)
Identities (2.2) and (2.4) then imply (2.1). The proof is complete.
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3 The case: n = 3
For n = 3, the main idea is to cut the unit box into several simplexes so that we can
apply the integral formula over each simplex. In this section, we explain the case n = 3
clearly and visualize the division of the unit cube in Figure 2. Let E = {(x,y,z) : 0 ≤
x≤ 1, 0≤ y ≤ 1, 0≤ z≤ 1} be the unit cube. Set
E1 = {(x,y,z) : 0≤ x+ y+ z≤ 1, 0≤ x ≤ 1, 0≤ y≤ 1, 0≤ z≤ 1},
E2 = {(x,y,z) : 1≤ x+ y+ z≤ 2, 0≤ x ≤ 1, 0≤ y≤ 1, 0≤ z≤ 1},
and
E3 = {(x,y,z) : 2≤ x+ y+ z≤ 3, 0≤ x ≤ 1, 0≤ y≤ 1, 0≤ z≤ 1}.
Then E = E1∪E2∪E3 and the integral can be split into three parts:
∫ 1
0
∫ 1
0
∫ 1
0
f (x+ y+ z)dxdydz
=
∫
E1
f (x+ y+ z)dxdydz+
∫
E2
f (x+ y+ z)dxdydz+
∫
E3
f (x+ y+ z)dxdydz.
By formula for integral (1.1), it follows that
∫
E1
f (x+ y+ z)dxdydz = 1
2
∫ 1
0
t2 f (t)dt.
The difficult parts are the integrals over regions E2 and E3. The following lemma
explains how to simplify these two integrals to one-dimensional integrals.
Lemma 3.1.
∫ 1
0
∫ 1
0
∫ 1
0
f (x+ y+ z)dxdydz
=
1
2
∫ 1
0
t2 f (t)dt + 1
2
∫ 1
0
(−2t2 + 2t + 1) f (t + 1)dt + 1
2
∫ 1
0
(1− t)2 f (t + 2)dt.
(3.1)
Proof. We introduce the transformation (x,y,z) 7→ (x,y, t). By formula for integral
(1.1),
∫
E1
f (x+ y+ z)dxdydz = 1
2
∫ 1
0
t2 f (t)dt. (3.2)
Note that integral (3.2) can be applied to calculate the integral over domain E3. Let
x1 = 1− x, y1 = 1− y and z1 = 1− z. The integral over domain E3 becomes
∫
E3
f (x+ y+ z)dxdydz
=
∫
E1
f (3− x1− y1− z1)dx1 dy1 dz1 (3.3)
=
1
2
∫ 1
0
t2 f (3− t)dt.
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If one sets u = 1− t, it implies that 1
2
∫ 1
0
t2 f (3− t)dt = 1
2
∫ 1
0
(1− u)2 f (2 + u)du.
Hence, ∫
E3
f (x+ y+ z)dxdydz = 1
2
∫ 1
0
(1− t)2 f (t + 2)dt. (3.4)
By equations (3.2) and (3.4), Lemma 3.1 is reduced to show
∫
E2
f (x+ y+ z)dxdydz = 12
∫ 1
0
(−2t2 + 2t+ 1) f (t + 1)dt. (3.5)
Consider the domain
E20 = {(x,y,z) : 1≤ x+ y+ z≤ 2, 0≤ x≤ 2, 0≤ y ≤ 2, 0≤ z≤ 2}.
Similar to Figure 1, we can divide E20 into several domains related to E1 and E2. For
each variable x, y, or z, it belongs to either [0,1] or [1,2]. For example, if x ∈ [1,2],
since 1≤ x+ y+ z≤ 2, it implies that y,z ∈ [0,1]. Then the domain E20 can be divided
into 4 different subdomains: E21, E22, E23 and E2. A picture of this partition can be
seen in Figure 2.
E2 = {(x,y,z) : 1≤ x+ y+ z≤ 2, 0≤ x ≤ 1, 0≤ y≤ 1, 0≤ z≤ 1},
E21 = {(x,y,z) : 1≤ x+ y+ z≤ 2, 1≤ x≤ 2, 0≤ y ≤ 1, 0≤ z≤ 1},
E22 = {(x,y,z) : 1≤ x+ y+ z≤ 2, 0≤ x≤ 1, 1≤ y ≤ 2, 0≤ z≤ 1},
and
E23 = {(x,y,z) : 1≤ x+ y+ z≤ 2, 0≤ x≤ 1, 0≤ y ≤ 1, 1≤ z≤ 2}.
FIGURE 2: Region E20 and its partition: E2, E21, E22, E23.
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Again by formula for integral (1.1), the integral over domain E20 is
∫
E20
f (x+ y+ z)dxdydz
=
∫ 2
1
1
2
t2 f (t)dt = 1
2
∫ 1
0
(t + 1)2 f (t + 1)dt. (3.6)
And it also satisfies ∫
E20
f (x+ y+ z)dxdydz
=
∫
E21
f (x+ y+ z)dxdydz+
∫
E22
f (x+ y+ z)dxdydz (3.7)
+
∫
E23
f (x+ y+ z)dxdydz+
∫
E2
f (x+ y+ z)dxdydz.
By definitions of E21, E22 and E23, it is clear that
∫
E21
f (x+y+ z)dxdydz =
∫
E22
f (x+
y+ z)dxdydz =
∫
E23
f (x+ y+ z)dxdydz. So we only need to consider
∫
E21
f (x+ y+
z)dxdydz. Let x˜ = x− 1, then by integral(3.2),
∫
E21
f (x+ y+ z)dxdydz
=
∫
E1
f (x˜+ y+ z+ 1)dx˜dydz (3.8)
=
1
2
∫ 1
0
t2 f (t + 1)dt.
Therefore, (3.6), (3.7) and (3.8) imply that
∫
E2
f (x+ y+ z)dxdydz
=
∫
E20
f (x+ y+ z)dxdydz− 3
∫
E21
f (x+ y+ z)dxdydz
=
1
2
∫ 1
0
(t + 1)2 f (t + 1)dt− 3
2
∫ 1
0
t2 f (t + 1)dt
=
1
2
∫ 1
0
(−2t2 + 2t + 1) f (t + 1)dt.
The proof is complete.
4 General case
In this section, we study the general n-dimensional case
I =
∫ 1
0
∫ 1
0
. . .
∫ 1
0
f (x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn.
6
A general formula of I is calculated in Theorem 4.1. The rest of this section is to proof
it. A recursive formula is derived in Theorem 4.3 and the proof of Theorem 4.1 follows
by Theorem 4.4.
Theorem 4.1. The integral I satisfies the following formula:
I =
∫ 1
0
∫ 1
0
. . .
∫ 1
0
f (x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn
=
1
(n− 1)!
n
∑
m=1
∫ 1
0
Gm(t) f (t +m− 1)dt,
(4.1)
where
Gm(t) =
m
∑
i=1
(−1)i−1(t +m− i)n−1
(
n
i− 1
)
.
The idea is to divide the n-dimensional unit box into n different polyhedrons and
the integral I over each polyhedron can be simplified to one-dimensional integrals by
applying the tricks in the 2D or 3D cases. The n different polyhedrons are defined as
follows
K1 = {(x1,x2, . . . ,xn) :
0≤ x1 + x2 + · · ·+ xn ≤ 1, 0≤ x1 ≤ 1, 0≤ x2 ≤ 1, . . . , 0≤ xn ≤ 1},
K2 = {(x1,x2, . . . ,xn) :
1≤ x1 + x2 + · · ·+ xn ≤ 2, 0≤ x1 ≤ 1, 0≤ x2 ≤ 1, . . . , 0≤ xn ≤ 1},
. . . . . .
Kn = {(x1,x2, . . . ,xn) :
n− 1≤ x1 + x2 + · · ·+ xn ≤ n, 0≤ x1 ≤ 1, 0≤ x2 ≤ 1, . . . , 0≤ xn ≤ 1}.
By formula for integral (1.1), the integral over the polyhedron K1 satisfies the following
proposition.
Proposition 4.2.
∫
K1
f (x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn = 1
(n− 1)!
∫ 1
0
tn−1 f (t)dt.
Let
Im =
∫
Km
f (x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn, m = 1,2, . . . ,n.
It is clear that I =
n
∑
m=1
Im. To evaluate the integral I, it is equivalent to calculate each
Im (1≤ m ≤ n). Define
Js,m =
∫
Ks
f (x1 + · · ·+ xn +m− s)dx1 dx2 . . . dxn, (4.2)
where s is an integer and 1 ≤ s≤ m. It is clear that Jm,m = Im. For any 1 ≤ s≤ m− 1,
Js,m can be calculated from Is. The following theorem shows that Im satisfies a recursive
formula.
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Theorem 4.3.
Im =
1
(n− 1)!
∫ 1
0
(t +m− 1)n−1 f (t +m− 1)dt− a1J1,m− a2J2,m−·· ·− am−1Jm−1,m,
(4.3)
where
ai =
(
m+ n− i− 1
n− 1
)
, i = 1,2, . . . ,m− 1.
Proof. We consider the following region:
Km0 = {(x1,x2, . . . ,xn) :
m− 1≤ x1 + x2 + · · ·+ xn ≤ m, 0≤ x1 ≤ m, 0≤ x2 ≤ m, . . . , 0≤ xn ≤ m}.
By Proposition 4.2,
∫
Km0
f (x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn = 1
(n− 1)!
∫ m
m−1
tn−1 f (t)dt
=
1
(n− 1)!
∫ 1
0
(t +m− 1)n−1 f (t +m− 1)dt.
(4.4)
We then define subset Ki1i2...in ⊂ Km0 as follows
Ki1i2...in = {(x1,x2, . . . ,xn) :
m− 1≤ x1 + x2 + · · ·+ xn ≤ m,
i1− 1≤ x1 ≤ i1, i2− 1≤ x2 ≤ i2, . . . , in− 1≤ xn ≤ in},
where i1, i2, . . . , in ∈ [1,m] are positive integers. It is clear that the intersection of any
two subsets only happens on their boundaries and we need to classify these subsets
so that the integral over such subsets can be evaluated easily. Note that by definition,
K1,1,...,1 = Km. In order to find the integral over Km, we need to subtract the integrals
over all the other nonempty subsets Ki1i2...in (i1, i2, . . . , in ∈ [1,m]) from
∫
Km0
f (x1+x2+
· · ·+ xn)dx1 dx2 . . . dxn.
First, we classify these nonempty subsets Ki1i2...in (i1, i2, . . . , in ∈ [1,m]). For any
Ki1i2...in , we define a transformation
x˜1 = x1− (i1− 1), x˜2 = x2− (i2− 1), . . . , x˜n = xn− (in− 1). (4.5)
Then the set Ki1i2...in becomes
K˜i1i2...in = {(x˜1, x˜2, . . . , x˜n) :
m+ n− (i1+ i2 + · · ·+ in)− 1≤ x˜1 + x˜2 + · · ·+ x˜n ≤ m+ n− (i1+ i2 + · · ·+ in),
0≤ x˜1 ≤ 1, 0≤ x˜2 ≤ 1, . . . , 0≤ x˜n ≤ 1}.
Let s = m+ n− (i1 + i2 + · · ·+ in). It is clear that Ki1i2...in ∼= K˜i1i2...in = Ks. Since
m+ n− s = ∑nj=1 i j ≥ n, it follows that s ≤ m. Note that if s = m, by definition in
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(4.11), Jm,m = Im. If s = 0, Ki1i2...in ∼= K˜i1i2...in = {0}. If s < 0, Ki1i2...in ∼= K˜i1i2...in = ∅.
So we only need to consider the case: 1 ≤ s ≤ m− 1. For any given s ∈ [1,m− 1], it
follows that
∫
Ki1 i2...in
f (x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn
=
∫
Ki1i2...in
f (x˜1 + · · ·+ x˜n + i1 + · · ·+ in− n)dx˜1 . . .dx˜n
=
∫
Ks
f (x1 + · · ·+ xn +m− s)dx1 . . .dxn (4.6)
= Js,m.
It implies that the subsets Ki1i2...in (i1, i2, . . . , in ∈ [1,m], i1+ i2+ · · ·+ in 6= n)with nonzero
measure can be classified into m−1 classes. In each class, every element is identical to
some subset Ks after a shifting transformation in (4.5): (x1,x2, . . . ,xn) 7→ (x˜1, x˜2, . . . , x˜n).
Next step is to fix m and s (m− 1 ≤ s ≤ 1), and find out how many subsets are
identical to Ks. Since s = m+ n− (i1+ i2 + · · ·+ in), it follows that
m+ n− s= i1 + i2 + · · ·+ in, where i1, i2, . . . , in are positive integers. (4.7)
The number of positive integer solutions (i1, i2, . . . , in) for (4.7) is
(
m+n−s−1
n−1
)
. It follows
that the total number of subsets identical to Ks (s ∈ [1,m− 1]) is
as =
(
m+ n− s− 1
n− 1
)
. (4.8)
Therefore, by (4.4), (4.6) and (4.8), integral Im satisfies
Im =
∫
Km
f (x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn
=
1
(n− 1)!
∫ 1
0
(t +m− 1)n−1 f (t +m− 1)dt (4.9)
−a1J1,m− a2J2,m−·· ·− am−1Jm−1,m,
where as (s = 1, . . . ,m− 1) is defined by (4.8). The proof is complete.
By the cases n = 2, 3 and 4, we can show by induction that
Im =
1
(n− 1)!
∫ 1
0
Gm(t) f (t +m− 1)dt, (4.10)
where Gm(t) is a polynomial. It follows that
Js,m =
∫
Ks
f (x1 + · · ·+ xn +m− s)dx1 . . .dxn
=
1
(n− 1)!
∫ 1
0
Gs(t) f (t +m− 1)dt,
(4.11)
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where s is an integer and 1≤ s≤ m. The desired integral I satisfies
I =
∫ 1
0
∫ 1
0
. . .
∫ 1
0
f (x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn =
n
∑
m=1
Im. (4.12)
In order to find a formula for I, the only challenge left is to compute the polynomial
Gm(t) in equation (4.10) for all 1 ≤ m ≤ n. For m = 1,2,3 and 4, a direct calculation
shows that
G1(t) = tn−1,
G2(t) = (t + 1)n−1−
(
n
1
)
tn−1,
G3(t) = (t + 2)n−1−
(
n
1
)
(t + 1)n−1 +
(
n
2
)
tn−1,
G4(t) = (t + 3)n−1−
(
n
1
)
(t + 2)n−1 +
(
n
2
)
(t + 1)n−1−
(
n
3
)
tn−1.
(4.13)
It is reasonable to believe that Gm(t) follows a pattern. The following theorem actually
proves this fact.
Theorem 4.4.
Gm(t) =
m
∑
i=1
(−1)i−1(t +m− i)n−1
(
n
i− 1
)
. (4.14)
Proof. The proof is based on the recursive formula (4.3) in Theorem 4.3 and the iden-
tity (4.11). By formula (4.3),
Im =
1
(n− 1)!
∫ 1
0
(t +m− 1)n−1 f (t +m− 1)dt−
m−1
∑
i=1
aiJi,m
=
1
(n− 1)!
∫ 1
0
Gm(t) f (t +m− 1)dt,
where
Gm(t) = (t +m− 1)n−1−
m−1
∑
i=1
aiGi(t), and ai =
(
m+ n− i− 1
n− 1
)
. (4.15)
We show this theorem by induction. It is clear that formula (4.14) of Gm(t) holds for
m = 1. Assume that it holds for any 1 ≤ m ≤ k. We need to show that formula (4.14)
also holds for m = k+ 1. By Theorem 4.3, the polynomial Gk+1(t) satisfies
Gk+1(t)
=(t + k)n−1 +
k
∑
i=1
(
k+ 1+ n− i− 1
n− 1
) i
∑
j=1
(−1) j(t + i− j)n−1
(
n
j− 1
)
.
(4.16)
By formula (4.14), we can consider each Gm(t)(1 ≤ m ≤ k) as a polynomial of (t +
m− j)n−1 ( j = 1,2, . . . ,m) with coefficient (−1) j−1( nj−1). Then identity (4.16) implies
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that the coefficient of (t + p)n−1 in Gk+1(t) is
Lp (Gk+1(t)) =
k
∑
i=p+1
(
k+ 1+ n− i− 1
n− 1
)
(−1)i−p
(
n
i− p− 1
)
, (4.17)
where integer p ∈ [0,k− 1]. Similarly, Gk(t) satisfies
Gk(t) = (t + k− 1)n−1+
k−1
∑
i=1
(
k+ n− i− 1
n− 1
) i
∑
j=1
(−1) j(t + i− j)n−1
(
n
j− 1
)
.
And the coefficient of (t + p)n−1 (p ∈ [0,k− 2]) in Gk(t) is
k−1
∑
i=p+1
(
k+ n− i− 1
n− 1
)
(−1)i−p
(
n
i− p− 1
)
. (4.18)
Note that Gk(t) =
k
∑
i=1
(−1)i−1(t + k− i)n−1
(
n
i− 1
)
. It follows that
k−1
∑
i=p+1
(
k+ n− i− 1
n− 1
)
(−1)i−p
(
n
i− p− 1
)
= (−1)k−p−1
(
n
k− p− 1
)
. (4.19)
If p 6= 0, let q = p− 1. By identity (4.19), the coefficient of (t + p)n−1 in equation
(4.17) satisfies
Lp (Gk+1(t))
=
k
∑
i=p+1
(
k+ 1+ n− i− 1
n− 1
)
(−1)i−p
(
n
i− p− 1
)
=
k
∑
i=q+2
(
k+ 1+ n− i− 1
n− 1
)
(−1)i−q−1
(
n
i− q− 2
)
=
k−1
∑
i=q+1
(
k+ n− i− 1
n− 1
)
(−1)i−q
(
n
i− q− 1
)
=(−1)k−q−1
(
n
k− q− 1
)
= (−1)k−p
(
n
k− p
)
.
(4.20)
Identity (4.20) holds for all integer p ∈ [1,k− 1]. The only case left is p = 0. If p = 0,
by equation (4.17), the coefficient of tn−1 in Gk+1(t) is
L0 (Gk+1(t)) =
k
∑
i=1
(
k+ 1+ n− i−1
n− 1
)
(−1)i
(
n
i− 1
)
. (4.21)
Next, we show that L0 (Gk+1(t)) = (−1)k
(
n
k
)
. Note that by the binomial theorem, the
11
coefficient of xk+1 in (1+ x)−n(1+ x)n is
k
∑
i=0
(−1)i
(
n+ i− 1
i
)(
n
k− i
)
=
k
∑
i=0
(−1)i
(
n+ i− 1
n− 1
)(
n
k− i
)
=
k+1
∑
j=1
(
k+ 1+ n− j− 1
n− 1
)
(−1)k+1− j
(
n
j− 1
)
( j = k+ 1− i)
=(−1)k+1
[
L0 (Gk+1(t))+ (−1)k+1
(
n
k
)]
.
(4.22)
On the other hand, for nonnegative integer k, the coefficient of xk+1 in (1+ x)−n(1+
x)n = 1 is always 0. Hence, (4.22) implies that
L0 (Gk+1(t)) = (−1)k
(
n
k
)
. (4.23)
Therefore, by identities (4.20) and (4.23), it follows that
Gk+1(t)
=(t + k)n−1 +
k−1
∑
p=0
(−1)k−p
(
n
k− p
)
(t + p)n−1
=
k+1
∑
i=1
(−1)i−1(t + k+ 1− i)n−1
(
n
i− 1
)
.
(4.24)
The proof is complete.
5 Application to Loggamma function
In this section, we consider the integral
I =
∫ 1
0
∫ 1
0
. . .
∫ 1
0
f (x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn (5.1)
with a given function f (x) = logΓ(x). Integral of loggamma function has its own
importance in many parts of mathematics [1, 2]. Actually, the case when n = 2 is
a problem proposed by Ovidiu Furdur [5] in “Problems and Solutions” in The col-
lege Mathematics Journal and one of its solutions is proposed by Geng-zhe Chang [3].
When it comes to general dimension n, it is quite a challenge to simplify it.
After the preparation of Theorem 4.1 in Section 4, we can evaluate the integral (5.1)
with f (x) = logΓ(x). A nice formula is presented in Theorem 5.1.
12
Theorem 5.1.
I = I(n) =
∫ 1
0
∫ 1
0
. . .
∫ 1
0
logΓ(x1 + x2 + · · ·+ xn)dx1 dx2 . . . dxn
=
1
2
log(2pi)−
n− 1
2
Hn +
n−1
∑
k=2
(−1)n+k+1kn
n!
(
n− 1
k
)
logk,
where Hn =
n
∑
k=1
1
k = 1+
1
2
+ · · ·+
1
n
.
The proof of this theorem is based on Theorem 4.1 and several combinatorial iden-
tities in Jihuai Shi’s book [6]. Let f (x) = logΓ(x). By Theorem 4.1, the integral I can
be simplified by using several combinatorial identities. Note that Γ(t + 1) = tΓ(t) and
Gm(t) =
m
∑
i=1
(−1)i−1(t +m− i)n−1
(
n
i− 1
)
. The integral I becomes
I =
1
(n− 1)!
n
∑
m=1
∫ 1
0
Gm(t) logΓ(t +m− 1)dt (5.2)
=
1
(n− 1)!
∫ 1
0
n
∑
m=1
Gm(t) logΓ(t)dt +
1
(n− 1)!
∫ 1
0
n
∑
k=2
n
∑
m=k
Gm(t) log(t + k− 2)dt.
Lemma 5.2.
n
∑
m=k
Gm(t) = (n− 1)!−
k−1
∑
m=1
(
n− 1
k−m− 1
)
(−1)k−m−1(t +m− 1)n−1,
Specially when k = 1,
n
∑
m=1
Gm(t) = (n− 1)!.
Proof. Note that Gm(t) =
m
∑
i=1
(−1)i−1(t +m− i)n−1
(
n
i− 1
)
. It follows that
k
∑
m=1
Gm(t) =
k
∑
m=1
m
∑
i=1
(−1)i−1(t +m− i)n−1
(
n
i− 1
)
=
k
∑
m=1
k−m
∑
i=0
(−1)i
(
n
i
)
(t +m− 1)n−1.
By a combinatorial identity
m
∑
i=0
(−1)i
(
n
i
)
= (−1)m
(
n− 1
m
)
(m < n), we have
k
∑
m=1
k−m
∑
i=0
(−1)i
(
n
i
)
(t +m− 1)n−1 =
k
∑
m=1
(
n− 1
k−m
)
(−1)k−m(t +m− 1)n−1.
Hence,
k
∑
m=1
Gm(t) =
k
∑
m=1
(
n− 1
k−m
)
(−1)k−m(t +m− 1)n−1.
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In special when k = n, combinatorial identity
n
∑
k=0
(−1)k
(
n
k
)
(x+ n− k)n = n! implies
n
∑
m=1
Gm(t) =
n
∑
m=1
(
n− 1
n−m
)
(−1)n−m(t +m− 1)n−1
=
n−1
∑
k=0
(
n− 1
k
)
(−1)k(t + n− 1− k)n−1
= (n− 1)!.
Therefore,
n
∑
m=k
Gm(t) =
n
∑
m=1
Gm(t)−
k−1
∑
m=1
Gm(t)
= (n− 1)!−
k−1
∑
m=1
(
n− 1
k−m− 1
)
(−1)k−m−1(t +m− 1)n−1.
The proof is complete.
Let
Tk =
k
∑
m=1
(
n− 1
k−m
)
(−1)k−m(t +m− 1)n−1 =
k−1
∑
m=0
(
n− 1
m
)
(−1)m(t + k−m− 1)n−1.
Then
n
∑
m=k
Gm(t) = (n− 1)!−Tk−1. By applying Lemma 5.2, (5.2) becomes
I =
∫ 1
0
logΓ(t)dt +
∫ 1
0
n−2
∑
k=0
log(t + k)dt− 1
(n− 1)!
∫ 1
0
n−1
∑
k=1
Tk log(t + k− 1)dt
=
1
2
log(2pi)+ (n− 1) log(n− 1)− n+ 1− 1
(n− 1)!
∫ 1
0
n−1
∑
k=1
Tk log(t + k− 1)dt.
(5.3)
Then the calculation of I is reduced to compute
∫ 1
0
n−1
∑
k=1
Tk log(t + k− 1)dt. Note that
T1 = tn−1,
∫ 1
0
Tk log(t + k− 1)dt
=
k−1
∑
m=0
(
n− 1
m
)
(−1)m
∫ 1
0
(t + k−m− 1)n−1 log(t + k− 1)dt,
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and for k > 1,
∫ 1
0
(t + k−m− 1)n−1 log(t + k− 1)dt
=
(k−m)n logk− (k−m− 1)n log(k− 1)
n
−
∫ 1
0
(t + k−m− 1)n
n(t + k− 1) dt
=
(k−m)n− (−m)n
n
logk− (k−m− 1)
n− (−m)n
n
log(k− 1)+
−
1
n
n
∑
r=1
kr − (k− 1)r
r
(
n
r
)
(−m)n−r.
Let S1(1) = 0,
S1(k)=
k−1
∑
m=0
(
n− 1
m
)
(−1)m
[
(k−m)n− (−m)n
n
logk− (k−m− 1)
n− (−m)n
n
log(k− 1)
]
,
and S2(k) =
1
n
k−1
∑
m=0
(
n− 1
m
)
(−1)m
n
∑
r=1
kr − (k− 1)r
r
(
n
r
)
(−m)n−r. It follows that
∫ 1
0
n−1
∑
k=1
Tk log(t + k− 1)dt =
n−1
∑
k=1
S1(k)−
n−1
∑
k=1
S2(k). (5.4)
Lemma 5.3.
n−1
∑
k=1
S1(k) =
1
n
n−2
∑
k=2
(
n− 1
k
)
(−1)k(−k)n logk+ log(n− 1)
n
[n!(n− 1)− (n− 1)n] .
Proof. Note that S1(1) = 0.
n−1
∑
k=1
S1(k)
=
n−1
∑
k=1
k−1
∑
m=0
(
n− 1
m
)
(−1)m
[
(k−m)n− (−m)n
n
logk− (k−m− 1)
n− (−m)n
n
log(k− 1)
]
=
1
n
n−2
∑
k=2
(
n− 1
k
)
(−1)k(−k)n logk+
+
1
n
n−2
∑
m=0
(
n− 1
m
)
(−1)m [(n−m− 1)n− (−m)n] log(n− 1).
By combinatorial identity
n
∑
k=0
(
n
k
)
(−1)k(x− k)n+1 = (x− n
2
)(n+ 1)!, we have
n−2
∑
m=0
(
n− 1
m
)
(−1)m(n− 1−m)n =
n−1
∑
m=0
(
n− 1
m
)
(−1)m(n− 1−m)n = n− 1
2
n!,
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n−2
∑
m=0
(
n− 1
m
)
(−1)m(−m)n
=
n−1
∑
m=0
(
n− 1
m
)
(−1)m(−m)n− (−1)n−1(1− n)n = (n− 1)n− n− 1
2
n!.
Hence,
n−1
∑
k=1
S1(k) =
1
n
n−2
∑
k=2
(
n− 1
k
)
(−1)k(−k)n logk+ log(n− 1)
n
[n!(n− 1)− (n− 1)n] .
The proof is complete.
The following Lemma calculates the sum
n−1
∑
k=1
S2(k). Here we only list the result.
For reader’s convenience, the proof of it is presented in the Appendix A.
Lemma 5.4.
n−1
∑
k=1
S2(k) = (n− 1)!(n− 1)−
n− 1
2
Hn(n− 1)!,
where Hn =
n
∑
i=1
1
i
.
After Lemma 5.3 and Lemma 5.4, we can show Theorem 5.1 in this section.
Proof of Theorem 5.1:
Proof. By identity (5.4), Lemma 5.3 and Lemma 5.4, they imply that
∫ 1
0
n−1
∑
k=1
Tk log(t + k− 1)dt (5.5)
=
n−1
∑
k=1
S1(k)−
n−1
∑
k=1
S2(k)
=
1
n
n−2
∑
k=2
(
n− 1
k
)
(−1)k(−k)n logk+ log(n− 1)
n
[n!(n− 1)− (n− 1)n]+
−(n− 1)!(n− 1)+ n− 1
2
Hn(n− 1)!.
By identities (5.3) and (5.5), it follows that
I =
1
2
log(2pi)+ (n− 1) log(n− 1)− n+ 1− 1
(n− 1)!
∫ 1
0
n−1
∑
k=1
Tk log(t + k− 1)dt
=
1
2
log(2pi)− n− 1
2
Hn +
1
n!
n−1
∑
k=2
(
n− 1
k
)
(−1)k+n+1kn logk,
where Hn =
n
∑
i=1
1
i
. The proof is complete.
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Specially, one can easily calculate the integral when n = 2,3 and 4:
I(2) =−3
4
+
1
2
log(2pi),
I(3) = 1
2
log(2pi)+ 43 log2−
11
6 ,
I(4) = 1
2
log(2pi)− 2log2+ 278 log3−
25
8 .
Appendix A
For reader’s convenience, the proof of Lemma 5.4 is presented in the appendix.
Lemma Appendix A.1 (Lemma 5.4).
n−1
∑
k=1
S2(k) = (n− 1)!(n− 1)−
n− 1
2
Hn(n− 1)!,
where Hn =
n
∑
i=1
1
i
.
Proof. Note that
n−1
∑
k=1
S2(k)
=
1
n
n−1
∑
k=1
[
k−1
∑
m=0
(
n− 1
m
)
(−1)m
n
∑
r=1
kr− (k− 1)r
r
(
n
r
)
(−m)n−r
]
= −
1
n
n−2
∑
k=1
(
n− 1
k
)
(−1)k(−k)n
n
∑
r=1
(
n
r
)
(−1)r
r
+
+
1
n
n−2
∑
m=0
(
n− 1
m
)
(−1)m
n
∑
r=1
(−m)n−r(n− 1)r
r
(
n
r
)
.
Let
R1 =−
1
n
n−2
∑
k=1
(
n− 1
k
)
(−1)k(−k)n
n
∑
r=1
(
n
r
)
(−1)r
r
(Appendix A.1)
and
R2 =
1
n
n−2
∑
m=0
(
n− 1
m
)
(−1)m
n
∑
r=1
(−m)n−r(n− 1)r
r
(
n
r
)
, (Appendix A.2)
Then
n−1
∑
k=1
S2(k) = R1 +R2. (Appendix A.3)
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By applying combinatorial identities
n
∑
k=0
(
n
k
)
(−1)k(x− k)n+1 = (x− n
2
)(n+ 1)!
and
n
∑
k=1
(−1)k+1
k
(
n
k
)
= Hn, R1 can be simplified to
R1 =
1
n
n−2
∑
k=1
(
n− 1
k
)
(−1)k(−k)n
n
∑
r=1
(
n
r
)
(−1)r+1
r
=
Hn
n
[
(n− 1)n− n− 1
2
n!
]
. (Appendix A.4)
To simplify R2, we apply combinatorial identity
n
∑
k=1
(−1)k+1
k
(
n
k
)[
1− (1− x)k
]
=
n
∑
k=1
xk
k and it follows that
n
∑
r=1
(−m)n−r(n− 1)r
r
(
n
r
)
= −(−m)n
n
∑
r=1
(−1)r+1
r
(
n
r
)
(1− m− n+ 1
m
)r
= (−m)n
[
n
∑
r=1
1
r
(
m− n+ 1
m
)r−
n
∑
r=1
(−1)r+1
r
(
n
r
)]
=
n
∑
r=1
1
r
(m− n+ 1)rmn−r(−1)n− (−m)nHn.
Recall the formula of R2 in (Appendix A.2), it follows that
nR2 (Appendix A.5)
=
n−2
∑
m=0
(
n− 1
m
)
(−1)m+n
n
∑
k=1
1
k (m− n+ 1)
kmn−k−Hn
n−2
∑
m=0
(
n− 1
m
)
(−1)m(−m)n.
Note that, by combinatorial identity
n
∑
k=0
(
n
k
)
(−1)k(x− k)n+1 = (x− n
2
)(n+ 1)!, we
have
n−2
∑
m=0
(
n− 1
m
)
(−1)m(−m)n = (n− 1)n−
n− 1
2
n!. (Appendix A.6)
To simplify
n−2
∑
m=0
(
n− 1
m
)
(−1)m+n
n
∑
k=1
1
k (m− n+ 1)
kmn−k, we note that
n−2
∑
m=0
(
n− 1
m
)
(−1)m+n
n
∑
k=1
1
k (m− n+ 1)
kmn−k (Appendix A.7)
=
n
∑
k=1
(−1)n
k
[
n−2
∑
m=0
(
n− 1
m
)
(−1)m
k
∑
i=0
(
k
i
)
mn−k+i(n− 1)k−i(−1)k−i
]
.
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Let P(m) =
k
∑
i=0
(
k
i
)
mn−k+i(n− 1)k−i(−1)k−i. We apply the combinatorial identity
n
∑
k=0
(−1)k
(
n
k
)
P(k) = 0, for any polynomial P(k) with degP(k)< n, and it follows that
n−2
∑
m=0
(
n− 1
m
)
(−1)m
k
∑
i=0
(
k
i
)
mn−k+i(n− 1)k−i(−1)k−i
=
n−2
∑
m=0
(
n− 1
m
)
(−1)mP(m)
=
n−1
∑
m=0
(
n− 1
m
)
(−1)mP(m)− (−1)n−1P(n− 1)
=
n−1
∑
m=0
(
n− 1
m
)
(−1)m
[
−k(n− 1)mn−1+mn
]
. (Appendix A.8)
By combinatorial identity
n
∑
k=0
(−1)k
(
n
k
)
(x+ n− k)n = n!, we have
−k(n− 1)
n−1
∑
m=0
(
n− 1
m
)
(−1)mmn−1 = k(n− 1)(−1)n(n− 1)!.
By combinatorial identity
n
∑
k=0
(
n
k
)
(−1)k(x− k)n+1 = (x− n
2
)(n+ 1)!, we have
n−1
∑
m=0
(
n− 1
m
)
(−1)mmn = (−1)n−1 n− 1
2
n!.
Then identity (Appendix A.7) becomes
n−2
∑
m=0
(
n− 1
m
)
(−1)m+n
n
∑
k=1
1
k (m− n+ 1)
kmn−k
=
n
∑
k=1
(−1)n
k
[
k(n− 1)(−1)n(n− 1)!+(−1)n−1 n− 1
2
n!
]
= n!(n− 1)− n− 1
2
n!Hn, (Appendix A.9)
where Hn =
n
∑
i=1
1
i
.
Hence, by identities (Appendix A.9) and (Appendix A.6), nR2 in (Appendix A.5)
can be simplified to
nR2 = n!(n− 1)− (n− 1)nHn. (Appendix A.10)
That is,
R2 = (n− 1)!(n− 1)−
Hn
n
(n− 1)n. (Appendix A.11)
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Therefore, by identities (Appendix A.3), (Appendix A.4) and (Appendix A.11), it fol-
lows that
n−1
∑
k=1
S2(k) = R1 +R2
=
Hn
n
[
(n− 1)n−
n− 1
2 n!
]
+(n− 1)!(n− 1)−
Hn
n
(n− 1)n
= (n− 1)!(n− 1)− n− 1
2
Hn(n− 1)!,
where Hn =
n
∑
i=1
1
i
.
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