Abstract
Introduction
Vision is a powerful sensing modality for navigation in complex environments and we note that almost all animals, from the simple to the complex, are critically reliant on vision to carry out their lives. The trends for imaging sensors and computers, decreasing cost and increasing performance, make vision an increasingly useful and effective sensor for mobile robot navigation.
For mobile robotics there are an important set of visionbased navigation primitives: first, to know how far the robot has travelled through the environment based on how the environment has appeared to move with respect to the robot1 second, to recognize a place that has been visited before, or to determine a semantic label associated with that place1 third, to create a representation, or map, of the environment as the robot moves through it. In computer vision and robotics terms these tasks are respectively: visual odometry1 place recognition1 and mapping or structure estimation.
The use of vision for simultaneous localization and mapping, visual-SLAM, is an active area of research (Montemerlo et al. 20021 Davison et al. 20071 Kim and Kweon 20071 Piniés and Tardós 20071 Tomono 20071 Civera et al. 20081 Marks et al. 20081 Milford and Wyeth 2008) . SLAM incrementally builds a map of the operating environment and must keep all states, in contrast to visual odometry which keeps minimal state. SLAM also requires place recognition (loop closure) in order to build consistent maps with each location represented just once. The remainder of this paper is concerned with the visual odometry and place recognition primitives individually rather than as part of a complete SLAM system.
As a camera moves through the world, objects in the environment (visual features or keypoints) change position in the image. Assuming that it is possible to estimate this change in the projection of world points between successive images, and that the world is rigid and time invariant, the relative camera pose (rotation and translation) and hence the camera egomotion between views can be found. By integrating incremental estimates of camera ego-motion, one can estimate the location of the vehicle with respect to some reference starting location: a process referred to as visual odometry (Nistér et al. 20041 Nistér et al. 2006) .
For a conventional planar-perspective camera with focal length f , the apparent motion of keypoints 1 2 u2 2 34 in the image plane for small changes in camera translation t 3 [t from which we can see that the magnitude of feature motion is a function of feature depth, z, which is unknown, and also that feature motion is a function of both camera rotation and translation. There is therefore an unknowable scale factor in the estimate of the camera ego-motion where the magnitude of the translation cannot be resolved. This can be overcome by direct measurement using stereo vision to triangulate the depth of world points (Agrawal and Konolige 20061 Konolige et al. 20071 Maimone et al. 20071 Howard 20081 Johnson et al. 2008) or by knowledge of the camera configuration with respect to the world points, for example that points are constrained to lie in the ground plane (Bunschoten and Kröse 20031 Corke et al. 20041 Scaramuzza and Siegwart 2008) . Structure from motion techniques use a monocular camera and triangulate the depth of world points as the camera moves and can be used within the visual odometry framework (Nistér et al. 20041 Strelow and Singh 20041 Nistér et al. 2006) . Given the estimate of camera ego-motion, it is possible to reconstruct the position of world points up to an unknown scale ambiguity using standard techniques (Hartley and Zisserman 2003) 1 the scale of the world points is directly related to the scale of the ego-motion. Assuming that these world points are found in any following images, then they can be used to both assist in the estimation of the camera ego-motion, and resolve the relative scale between successive ego-motion estimates (Nistér et al. 2004 ). This in effect maintains an overall "global" scale factor which is critical for accurate estimation of location.
Estimating the ego-motion is highly sensitive to noise in the estimate of the motion of image plane points (Nistér 2000) and decreasing field of view (Daniilidis and Nagel 1993) . The recovery of scene structure and six-degree-of-freedom camera ego-motion is non-linear and ill-posed for planar-perspective images (Neumann et al. 2002) . In such cases, many frames are required in order to obtain accurate scene reconstruction and hence motion estimation when using monocular perspective images.
Increasing the baseline, the distance between where successive images are obtained, has significant advantages in improving the estimation accuracy of camera ego-motion and hence odometry. This can be understood by considering ego-motion as a signal-to-noise ratio problem. There is noise in the estimate of the image point's motion but increasing the baseline will typically increase the image motion, therefore improving the signal-to-noise ratio. However, the ability to reliably detect and match the same world points in images separated by wide-baselines becomes more difficult (Tissainayagam and Suter 20041 Schmid et al. 2000) due to changes in illumination and projective deformations of regions in the environment represented in the image plane.
A number of works (Baumberg 20001 Kadir and Brady 20011 Matas et al. 20041 Mikolajczyk and Schmid 20041 Tuytelaars and Van Gool 20041 Bay et al. 2008 ) have considered the problem of wide-baseline keypoint detection and matching, with the most prominent algorithm used in the literature being the scale-invariant feature transform (SIFT) by Lowe (2004) . These methods have proven to be valuable for vision-based localization applications, including visual odometry and appearance-based loop-closure. However, the number of frames in which a feature appears will be limited for a planar-perspective camera due to its small field of view: an inherent limitation of this type of camera. As the number of correct feature correspondences drops so too does the accuracy of ego-motion estimation .
Wide-angle images have an extended field of view, often in excess of a full hemisphere, but exhibit significant radial distortion, see Figure 1 , and trade resolution for increased field of view. Gluckman and Nayar (1998) state that wide-angle images are able to greatly simplify the decoupling of rotation and translation due to the visibility of either the focus of expansion or contraction in a hemispherical image, or both in a full spherical motion field. They also note that motion estimation using wide-angle images is less sensitive to noise compared with planar-perspective images as distinct motion patterns are evident. This observation has been validated empirically by Nelson and Aloimonos (1988) and Strelow and Singh (2004) . A number of direct comparisons have been made for vision-based localization using narrow-and wide-angle cameras. Streckel and Koch (2005) compared a planar-perspective and fisheye camera in a structure from motion context and found that the results using the fisheye camera were superior. They observed that despite the fisheye camera having reduced angular resolution, the increased field of view permitted many more features to be tracked across images, where the spatial distribution of features over the wide field of view resulted in improved localization estimates. A similar comparison of a perspective and wide-angle camera is presented by Davison et al. (2004) .
However most of these works, with some exceptions such as Daniilidis et al. (2002) and Hansen et al. (2007a) , use SIFT and other standard image processing algorithms such as KLT (Lucas and Kanade 19811 Tomasi and Kanade 1991) . These algorithms are inappropriate for wide-angle images without compensating for the significant radial distortion present in such images.
Two approaches for treating wide-angle images are possible. First, a region of the wide-angle image can be converted into a geometrically correct perspective image (provided that it represents less than a hemispherical field of view). This allows existing image processing techniques to be correctly applied to these reconstructed images. However, this reprojection adds computation and introduces interpolation artifacts: regions near the periphery of the wideangle image are stretched significantly resulting in blurring which Daniilidis et al. (2002) argue is a major limiting factor.
Alternatively one could operate directly on the original wide-angle images. However, Daniilidis et al. (2002) again argue that the application of standard image processing techniques to the image, with no attempt to alter the shape of the kernel operators or template windows to account for the wideangle image distortion, is naive. Nevertheless such application to wide-angle images is evident in a number of works including Corke et al. (2004) , Gluckman and Nayar (1998) and Vassallo et al. (2002) who use KLT to estimate optical flow using a catadioptric camera, as well as Streckel and Koch (2005) and Hrabar and Sukhatme (2004) who compute KLT for fisheye images. The success of these methods is due to the small baseline between images, where methods such as KLT are most suited. For perspective images, estimating optical flow across a small baseline limits the magnitude of projective distortions between the images. For wide-angle images even though the local image patch is highly distorted, for small displacements the distortion of the patch does not change, but for wide baseline motion this does not hold.
To recap, the challenges for the use of monocular vision are the loss of scale and the difficulty in estimating camera displacement for small motions. Longer baselines offer a way to achieve larger image plane motion and thus improved ego-motion estimation, but field of view limitations become significant. Wide-angle cameras help in this regard and it is interesting to observe the biological selection of spherical imaging systems (Fermüller and Aloimonos 1998) . However, the image distortion, particularly at the periphery, are problematic for algorithms developed for planar-perspective cameras.
Wide-angle images also have advantages for place recognition, identifying when a robot has returned to a previously visited location, which is of great importance in creating consistent maps. The wide field of view allows places to be recognized from quite different viewing directions. Appearanceonly methods have been proposed for this purpose using only image content by Ho and Newman (2007) based on visual bag of words methods which formulate image retrieval and loop closure as a text retrieval method. An alternate appearancebased method, which again uses visual bag of words, has been developed by Cummins and Newman (2008) and used successfully for robust loop-closure detection in large-scale outdoor environments.
The contribution of this paper is a new scale-space keypoint detector for wide-angle images. The detector, pSIFT, is based on a correct scale-space image sequence that is obtained through the convolution of the image, mapped to the sphere, with the spherical Gaussian. pSIFT has comparable computation time to conventional SIFT but with improved matching performance. pSIFT is extensively evaluated for fisheye and catadioptric cameras using wide-angle outdoor image sequences. Overall matching performance (recall versus precision) is compared with conventional SIFT and the detector is used to implement a variable-baseline visual odometry algorithm. Its potential application to visual place recognition is also demonstrated.
The remainder of the paper is as follows. Section 2 discusses image formation for perspective and wide-angle cameras, camera model selection, and calibration of the cameras used in this work. Section 3 describes scale-space for wideangle images and introduces two new scale-space keypoint detectors that are designed for wide-angle imagery: sSIFT and pSIFT. Section 4 evaluates these new detectors, as well as conventional SIFT, on two large wide-angle image sequences. Sections 5 and 6 uses the new feature detectors for visual odometry and feature-based place recognition using a modified "bag of words approach". Finally, in Section 7, we summarize results.
Wide-angle Imaging
A number of different classes of cameras are used in computer vision including planar-perspective, catadioptric and dioptric (fisheye), see Figure 1 . The names originate from dioptrics, which is the science of refracting elements (lenses), and catoptrics, the science of reflective surfaces (mirrors) (Nayar and Baker 1997) . Catadioptric and dioptric cameras are capable of obtaining a very large field of view but with the consequence that the image exhibits significant radial distortion. The field of view can exceed a full hemisphere, in which case the camera is termed omnidirectional, as discussed in (Mi2 cušík 2004) . For convenience we refer to both catadioptric and fisheye cameras by the generic term wideangle.
A camera used in computer vision applications provides as output a discrete two-dimensional representation of the surrounding environment. Image formation is a mapping of points X 3 1x2 y2 z4
T 7 1 3 in the environment to points u 3 1u2 34 T 7 1 2 in the image plane. There also exists an inverse mapping from any point in the image plane to a ray in space.
A central camera has a single effective viewpoint where all rays in space intersect at a single point, while non-central cameras have a locus of viewpoints termed a caustic (Swaminathan et al. 2003) . As discussed by Nayar and Baker (1997) central cameras have the advantage that they permit geometrically correct perspective images to be produced from regions of the catadioptric image which can be used for (undistorted) human viewing or image processing. This reconstruction is possible even without knowledge of the depth of points in the image since each pixel on the image maps to a unique ray in space passing through the single viewpoint.
For non-central cameras the reconstructed perspective image would contain some degree of parallax error (Geyer and Daniilidis 2001) . However, non-central cameras have also been used with success in structure from motion applications, for example Corke et al. (2004) used an equiangular catadioptric camera which was well approximated by a central projection model. This was justified since the baseline between images is several orders of magnitude greater than the variation of the viewpoint.
For the remainder of this work we assume central projection for all wide-angle cameras used whereby each ray in space maps to a unique pixel position in the image plane. Then for a unit viewing sphere centered at the viewpoint, each ray in space can be parameterized by a point 5 5 5162 74 on the unit view sphere 
where 6 7 [02 84 is an angle of colatitude and 7 7 [02 284 an angle of longitude, as shown in Figure 2 .
Catadioptric
A catadioptric camera comprises both a reflective surface and a perspective camera, see Figure 1 (a). Catadioptric cameras with multiple reflective surfaces have been proposed, but those with a single reflective surface are most commonly used for visionbased localization. Nayar and Baker (1997) derived the entire class of central catadioptric cameras which exhibit a single effective viewpoint whose reflective surfaces were shown to be swept conic sections, that is conical, spherical, ellipsoidal, paraboloidal and hyperboloidal shapes. Of these, the practical solutions which are capable of obtaining an increased field of view are the ellipse, hyperbola and parabola. These solutions can all be modeled using the unified image model for central cameras derived by Geyer and Daniilidis (2000) which proves an equivalence between central catadioptric image formation and a two step mapping via the sphere. To illustrate, Figure 3 (a) shows image formation for a central projection parabolic catadioptric camera. The first stage of the mapping is from a world point X to the parabolic surface whose single effective viewpoint is F. The second stage of the mapping is orthographic projection from the parabolic surface to a point u on the image plane 9. Figure 3(b) shows the equivalent image formation for the unified model. A sphere is centered at the focus F of the parabola and with a radius equal to twice the the distance of the focal point F to the nearest point on the directrix of the parabola. The first stage of the mapping is from the point X to the surface of the sphere with the center of projection being the center of the sphere. The second stage is stereographic projection to the point u on the image plane, 9, with the center of projection being the north pole of the sphere.
The unified image model, see Figure 4 , is defined by two parameters l and m, where l is the center of projection on the axis orthogonal to the image plane 9 which passes through the focal point (center of sphere) and m the distance of the focal point to the image plane. For a unit sphere, the parameters Fig. 3 . Equivalent image formation using (a) a parabolic catadioptric camera (two stage mapping is perspective projection to the parabolic mirror followed by orthographic projection to the image plane) and (b) the unified image model (two stage mapping is perspective projection to the sphere followed by stereographic projection to the image plane). For the case of a parabolic mirror, the second stage of the mapping under the unified model is stereographic from the north pole. m and l can be obtained from the eccentricity of the mirror (a conic section). As illustrated in Figure 4 , for a parabolic camera, the center of projection is l 3 1. For both the hyperbola and ellipse, the center of projection lies in the range 0 l 1. Furthermore, the unified image model can also be used to model perspective projection for l 3 0. For the unified image model, the mapping of a point on the sphere 5 5 5162 74 to polar coordinates u1r2 4 with respect to the principal point on the image plane is 
As discussed, other catadioptric cameras have been used for vision-based localization, for example equiangular catadioptric cameras (Chahl and Srinivassan 1997) . Although these are non-central cameras, it is often sufficient to treat them as being central for practical applications. In this work, results are presented using an equiangular catadioptric (Ollis et al. 1999) camera which is assumed to be central projection. The mapping from polar coordinates of points on the image plane u1r2 4 with respect to the principal point 1u 0 2 3 0 4 is given as
where f and are the camera model parameters.
Dioptric (Fisheye)
Wide-angle dioptric cameras are typically referred to as fisheye cameras, see Figure 1 (b) . In a sense, a fisheye camera is similar to the human visual system whereby a lens is used to achieve high spatial resolution at the fovea, and low-resolution information towards the periphery (Basu and Licardie 1995) , with resolution typically decreasing non-linearly with radius. As discussed by Fleck (1995) , the design of fisheye lenses is a compromise between a number of factors including size, cost, geometry and focus of the image, and illumination considerations which relates to intensity drop off towards the periphery (vignetting). These factors have resulted in a number of different designs from different manufacturers. Consequently we cannot assume that there is single model for fisheye cameras. A number of different standard wide-angle imaging model, which Fleck (1995) suggests are applicable to many fisheye cameras, include
r 3 k sin 6 (sine law),
where k is some constant. Equiangular, equisolid angle, and stereographic models are all able to model cameras with a field of view in excess of a hemisphere. However, many of these models are not sufficient to model real fisheye cameras with a high degree of accuracy. As a result, many alternate raybased fisheye camera models have been proposed (Xiong and Turkowski 19971 Kannala and Brandt 2006) where the most suitable model is selected empirically. Although numerous fisheye camera models exist, Ying and Hu (2004a) suggested that the unified image model could be extended to include many fisheye cameras. They proposed that these cameras could be modeled for a point of projection l 8 1 and showed that it could include existing models (stereographic). They also noted the advantages of using a single model for both central catadioptric and fisheye cameras during calibration where techniques developed for central catadioptric cameras could be applied (Ying and Hu 2004b) .
Calibration
The ability to accurately estimate camera ego-motion requires a calibrated camera. The fisheye camera used in this work is calibrated using a novel model-based algorithm described in Appendix A, and uses as input one or more images of a planar checkerboard pattern. The method of calibration is inspired by both Barreto and Araujo (2005) and Geyer and Daniilidis (1999) and is a variant of plumb-line methods used for perspective camera calibration. However, rather than fit straight lines to collinear world points in a perspective image, great circles are fitted to collinear world points mapped, from the wideangle image, to the view sphere for a given estimate of the camera model parameters. These points are the intersections of the checkerboard pattern detected in the wide-angle image. Unlike existing calibration algorithms designed for wide-angle cameras (Mei and Rives 2007) , the precise relative Euclidean coordinates of the calibration target points are not required. Furthermore, we only need to estimate the camera's extrinsic rotation and not its extrinsic translation. Figure 5 illustrates the calibration results for one of the 10 images used to calibrate the fisheye camera, where each image is 12024 9 768 pixels in size. The camera is modeled using the unified image model for central catadioptric cameras (Geyer Observe in Figure 5 (a) that each set of parallel lines intersect at two points: these are antipodal points on the view sphere. The points of intersection for both sets of parallel lines lie on another great circle on the view sphere, and is the fronto-parallel horizon of the plane in space containing the calibration target (checkerboard). The reprojection errors for all 10 images used to calibrate the camera are shown versus their distance from the principal point in Figure 6 (a), and as a probability density function in Figure 6 (b). These reprojection errors are the Euclidean distance, measured in the fisheye image, between the intersections of the fitted lines and the position of the detected grid points. The mean and median of all reprojection errors are 0417 and 0357 pixels, respectively.
The relationship between the angle of colatitude 6 on the sphere versus the radius on the image plane found during calibration is shown in Figure 7 for the fisheye camera. The figure also shows, for comparison, the same relationship for the equiangular catadioptric camera used in the following experiments. The catadioptric camera calibration parameters were obtained from Corke et al. (2004) . 
Scale-space Keypoints for Wide-angle Images
In this section we introduce two new keypoint detectors, variants of the SIFT algorithm, which define scale space as the convolution of the image with the solution of the spherical heat diffusion equation, termed the spherical Gaussian. The first, termed spherical SIFT (sSIFT) implements diffusion in the spherical Fourier domain using the method outlined in Section 3.2. The second, termed parabolic SIFT (pSIFT) uses the approximate diffusion operation described in Section 3.3. The latter is termed parabolic since it operates on the same image that would be obtained by using a parabolic catadioptric camera.
An important requirement of scale-space analysis is that the scale-space representation of some function should not be space variant (Koenderink 1984) . In the context of image processing, this means that the scale-space representation of some point in space should not be dependent on its position in the image. If we consider that an image is simply a twodimensional representation of some three-dimensional function, then the scale-space representation of some point in space should be shift invariant for a camera subject to pure rotation R 7 SO134.
However, for wide-angle images the appearance of the local region surrounding a point on the image can change considerably under the action of rotation due to the distortion inherent in the image formation process leading to changes in both scale and shape. For this reason, a naive implementation of scalespace analysis using a Gaussian function on the image plane is not ideal. It is for this reason that we consider obtaining scale-space images for wide-angle cameras by convolution of the image mapped to the sphere with the spherical Gaussian. A similar approach to diffusion on the sphere has previously been implemented for optical flow estimation using catadioptric cameras (Daniilidis et al. 2002) and was also discussed in the context of scale-space analysis for wide-angle images (Bülow 2002) . Furthermore, we also consider the support region used to construct keypoint descriptors as a circular region on the sphere which is again invariant for a camera subject to rotation.
More formally the wide-angle image is considered as a function f on the unit sphere 2 2 , where each pixel maps to a unique point 5 5 516 2 74 3 1sin 6 cos 72 sin 6 sin 72 cos 64 T with 6 7 [02 84 an angle of colatitude and 7 7 [02 284 an angle of longitude. Bülow (2004) proposed scale-space for functions defined on the sphere as the solution of the spherical heat diffusion equation
where 2 2 is the spherical Laplace operator which restricted to the unit sphere 1r 3 12 f r 3 04 is defined as (Jackson 1975 )
The Green's function of (11) can be considered as the spherical Gaussian G 2 2 and was solved by Bülow with initial condition G 2 2 16 2 7 04 3 2 2 being the spherical Dirac function at the north pole n 3 102 02 14
T defined as
to obtain the solution
where Y 0 l are the zonal spherical harmonic functions (G 2 2 is rotationally symmetrical about the pole). The reader is referred to the standard text Groemer (1996) for a description of spherical harmonic functions and Bülow (2004) for a derivation of the solution. The solution in (14) describes how a unit heat source at the north pole of a thin spherical vessel of constant thermal conductivity k evolves over time t. In the context of image processing and scale-space analysis, the variable kt will simply be referred to as the scale.
Given the spherical Gaussian function, it is possible to find the scale-space representation L 2 2 of an image I at scale kt as the convolution of the image mapped to the sphere with the spherical Gaussian function G 2 2 . Using the definition of spherical convolution in Driscoll and Healy (1994) , for all rotations R 7 SO134 define the operator 1R4 which rotates a point on the sphere to a new position 1R4 f 15 5 54 3 f 1R 41 5 5 54. These can, for example, be parameterized by Euler rotations R 3 R z 1 4R y 14R z 14. Convolution of two square integrable functions f and h on the sphere is defined as
The convolution defined in (15) can be implemented in either the spatial or spherical Fourier domain.
Diffusion in the Spatial Domain
Considering that the spherical Gaussian function is rotationally symmetrical, using the analogy in Daniilidis et al. (2002) where d5 5 5 3 sin164 d6 d7. Rather than mapping the image to the sphere, the convolution defined in (16) can be performed by mapping the spherical Gaussian to the image plane as discussed in Daniilidis et al. (2002) . This has the advantage that the original image values are used without any interpolation when mapping them to the sphere. Note that the scale-space image L 2 2 will be represented on the original image plane. Unfortunately, implementing convolution in such a way requires a unique non-symmetrical kernel at all positions on the image plane. Assuming that for a single scale kt all kernels at all locations are precomputed offline with size n 9 n pixels on the m 9 m sized image, convolution requires a total of 2n 2 m 2 computations 111n 2 44. In contrast, convolution with a standard Gaussian function can exploit the symmetry of the kernel and use the separability criteria to rewrite convolution as I G x2y 3 1I G x 4 G y which requires a total of 4nm 2 computations 111n44.
Diffusion in the Spherical Fourier Domain: sSIFT
Given that the image I can be mapped to the sphere, the spectrum of the image, I , can be found (Hansen et al. 2007a ) via a discrete spherical Fourier transform I 3 SFT1I 4. This spectrum includes the set of coefficients I m l for degree l and order m, where l 7 02 12 2 b 4 1 and m l for the image sampled on a 2b 9 2b equiangular polar grid. Then setting initial condition as the original image data L104 3 I , the convolution theorem in Driscoll and Healy (1994) for a symmetrical filter is used to obtain the scale-space representation of the image L1kt4 as a response in the spherical Fourier domain via convolution with the spherical Gaussian (Bülow 2004 
The scale-space representation in the spatial domain L 2 2 1kt4 is found via an inverse spherical Fourier transform L 2 2 1kt4 3 ISFT1 L1kt44 and mapped to the original image plane. Using the discrete forward and inverse spherical Fourier transform algorithm of Driscoll and Healy (1994) , for bandwidth (sample rate) b, the computational expense is of order 11b 2 log 2 b4. Unfortunately, although convolution in the spherical Fourier domain over multiple scales kt provides an efficient means for obtaining multiple scale-space representations of the image, there is an upper limit on the bandwidth b which must be enforced due to computational requirements. As a result, there can be aliasing issues when finding the discrete SFT due to the variable spatial resolution of the image, as discussed in detail in Hansen et al. (2007b) where a suitable anti-aliasing filter implementation is described.
Approximate Spherical Diffusion: pSIFT
An efficient approximation to spherical diffusion is proposed using stereographic projection. Importantly, the method is not limited by aliasing problems. Given any central projection wide-angle image, it is first mapped via the sphere to the stereographic image plane. Then for some scale kt, the spherical Gaussian function G 2 2 centered at the pole is mapped to the symmetrical kernel 2 2 2 on the stereographic image plane, which is normalized to have unit volume. The approximate spherical diffusion is then defined simply as the convolution of the stereographic image with 2 2 2 at all locations on the image. However, to improve computational efficiency, the convolution I 2 2 2 is approximated as 1I 2 2 2 1xmid4 4 2 2 2 1ymid4 . Here, 2 2 2 1xmid4 and 2 2 2 1ymid4 are the middle row and column, respectively, of the kernel 2 2 2 , both normalized to have unit volume. This approximation is valid as 2 2 2 is very close to being a rank-one matrix, and 2 2 2 1ymid4 2 2 2 1xmid4 2 2 2 1 . Assuming that both 2 2 2 1xmid4 and 2 2 2 1xmid4 are computed a priori, the convolution operation described has the same computational cost as standard Gaussian convolution.
Since stereographic projection is a conformal mapping which locally preserves angles, the inverse stereographic projection of the spherical Gaussian kernel 2 2 2 at any location on the stereographic image plane back to the sphere is a near isotropic function on the sphere. However, the resulting convolution operation results in a non-uniform diffusion scale on the sphere due to the variable spatial resolution of the stereographic image.
To illustrate, assume for now that the image plane and sphere are smooth manifolds. Then, an infinitesimal small change in angle d along any great circle on the sphere from a point 5 5 516 2 74 3 1x2 y2 z4
T can be written as d 2 3 dx 2 5 dy 2 5 dz 2 . Substituting for the angle of colatitude 6 and longitude 7 yields the expression
Since the polar coordinates of a point in the image plane x1R2 4 project by inverse stereographic projection to a point 5 5 516 2 74 on the sphere by 7 3 2 6 3 2 arctan1Rm p 42
where m p is the distance of the stereographic image plane from the north pole, then substituting into (18) gives the following expression for d 2 parameterized by polar coordinates R2 on the image plane:
1. If desired, the vectors 1 2 2 1xmid4 and 1 2 2 1ymid4 could be used in place of 1 2 2 1xmid4 and 1 2 2 1ymid4 , where 1 2 2 1xmid4 and 1 2 2 1ymid4 are the middle row and column respectively of the kernel 1 2 2 , which is the best rank-one estimate of 1 2 2 which minimizes the Frobenius norm 1 2 2 4 1 2 2 F . However, both methods are very similar, and we have observed no noticeable differences in the results using the two methods for the experiments presented in Section 4.3. Fig. 9 . The vector d P represents a small shift at angle on the image at radius R from the principal point (center of distortion).
Referring to Figure 9 , the change in polar coordinates on the wide-angle image plane can be rewritten as a shift d P at angle as
where d P is measured in pixels. Substituting into (20) yields a simplified expression for d 2 dependent only on the radius from the principal point R and magnitude of the shift d P at any angle :
It can be seen from this result that using the approximate diffusion operation, the ratio d 2 d P 2 , and hence the spherical diffusion scale, reduces with radius R from the principal point. Although this makes the method unsuitable for uniform spherical diffusion, for scale-space analysis this is not a limiting factor as the image is analyzed across a wide range of scales during keypoint detection. In addition, if the scale of the spherical Gaussian mapped to the image at the principal point kt 0 is known, the corrected scale on the sphere kt R at a given radius R on the image plane can be found. This is achieved simply by comparing the local sample rates 2 0 and 2 R on the sphere at the image center and at a given radius R, respectively. From (23), the ratio of the local sample rates d The yaxis shows the corrected scale as a function of the image radius on a logarithmic scale. The x-axis is the radius on the image plane RR 6 382 which is given as a ratio of the radius R 6 382 which maps to angle 6 3 82 on the unit sphere.
Then, the corrected scale at radius R relates to the scale at radius 0 by
where the ratio kt R kt 0 is independent of the magnitude of the scale kt 0 at the image's principal point. To illustrate the need for scale correction, Figure 10 shows the correction applied for four initial scales kt 0 which are each separated by one octave in scale space. The y-axis shows the corrected scale and the x-axis the radius on the image plane RR 6 382 , where R 6382 is the radius which corresponds to an angle of colatitude 6 3 82 on the unit sphere.
Scale Selection
Unlike SIFT which defines scale in pixels relative to the original image resolution, spherical scale-space defines scale kt relative to a function on the sphere. It is necessary to consider how the scales kt can be selected with respect to the original image resolution. In this work, the scales selected in SIFT are used as a guide. For a one-dimensional Gaussian the following is true:
G1x 3 4 G1x 3 0 4 3 e 405 2 for all 0 (26) Fig. 11 . The solid line is the plot of the scale kt versus angle of colatitude 6 for which the solution to (27) is satisfied. The marked points belong to a fitted straight line passing through the origin, indicating a linear relationship.
We consider then whether a similar relationship for the spherical Gaussian holds for which
where f 1kt4 is some function of the scale kt. Figure 11 shows the plot of the scale kt versus angle of colatitude 6 for which the condition in (27) is satisfied using the definition of the spherical Gaussian in (14) . No closed-form solution to (27) has been found, but the results obtained using non-linear optimization are plotted in Figure 11 and show a close to linear relationship with kt 3 6 2 2. Define a one-pixel sample measurement on the image plane from the principal point as x s , and 6 s the corresponding angle of colatitude for the sample mapped to the sphere for the given wide-angle camera model. It is proposed that a suitable initial scale kt 0 can be selected based on the original image resolution and SIFT starting scale 0 as
where the remaining scales are found using the same scale multiplicative factor used in SIFT for a total of N scales as
As diffusion is implemented in the spatial domain, we need to first pre-smooth the image to the starting scale kt 0 . This means that we need to know the original scale kt of the image. This original scale kt is found using (28), replacing 0 with the assumed original image scale used by SIFT (Lowe 2004) .
Keypoint Detection
When computing the scale-space images for sSIFT, the spherical Fourier transform (spectrum) I of the image I is obtained using a sample bandwidth b 3 512. The set of scale-space images L 2 2 are obtained from the inverse spherical Fourier transform of the scale-space representation L defined as a response in the spherical Fourier domain in (17). These scale-space images are represented on the original wide-angle image plane. Therefore, irrespective of the scale kt, all scale-space images are the same size as the original wide-angle image.
For pSIFT, any wide-angle image is first converted into a stereographic image of the same size. The distance of the stereographic plane from the center of the view sphere is selected such that a point on the equator of the sphere maps to the same radius on the stereographic image as the original wide-angle image. This stereographic image is then doubled in size before keypoint detection using pSIFT. We use the same octavebased approach to keypoint detection as SIFT, where the size of scale-space images reduce in size by a factor of two after each octave. The computational cost of finding the set of scalespace images with pSIFT is therefore equivalent to SIFT.
For both sSIFT and pSIFT, given the set of scale-space images L 2 2 , the difference of neighboring Gaussian images are found D 2 2 . Keypoints are then found using the same method as SIFT (Lowe 2004) as being a local extrema in the current and adjacent difference of Gaussian images D 2 2 whose absolute difference of Gaussian value is above some threshold. Edge responses are removed by enforcing a threshold r on the ratio of maximum to minimum curvature of the difference of Gaussian function D 2 2 at a keypoint's position and scale. These maximum and minimum curvatures are the eigenvalues of the Hessian matrix H 1D 2 2 4 evaluated at a keypoint's position and scale. Finally, keypoint position and scale are interpolated using three-dimensional quadratic fit (Brown and Lowe 2002) . It is important to note that for edge removal and interpolation, the difference of Gaussian images D 2 2 represented on either the original wide-angle image plane (sSIFT) or stereographic image plane (pSIFT) are assumed locally perspective in the 3 9 3 neighborhood surrounding any pixel1 this assumption is particularly valid for pSIFT since the image is represented on the stereographic image plane. For pSIFT, the scale correction factor in (25) must be applied to all keypoints.
For the images used throughout this work, keypoints are detected in the first five octaves of scale space for both sSIFT and pSIFT (although the size of the scale-space images for sSIFT remain the same size).
Keypoint Descriptors
Referring to Figure 12 , for a keypoint of scale kt both sSIFT and pSIFT define the support region used to find the descriptor as a circle on the sphere parameterized by solid angle Fig. 12 . For a keypoint of scale kt, the support region is parameterized by an angle s 3 n 2kt from the line passing through the keypoint position and the center of the sphere where n is some constant. s 3 n 2kt from the axis passing through the keypoint and the center of the sphere. Note also that we define as an angle about this same axis. Here, n is an overall scaling factor applied to all keypoints. The grayscale intensity values of the image lying within this region are mapped to a fixed sized patch, then the standard SIFT descriptor is evaluated. Other descriptors, for instance SURF (Bay et al. 2008) , could also be computed from the patch.
For a fixed sized patch of size p 9 p pixels with polar coordinates R p 2 p , an equiangular mapping is used where
This mapping is selected since the spherical Gaussian function itself will appear identical when mapped to the patch irrespective of its scale kt. This can be understood by considering that a spherical Gaussian centered at the keypoint position of scale kt can be written as a function of the angles 2 as G 2 2 12 kt4. This can be rewritten, in scale-normalized coordinates relative to the keypoint support region scaling n, as G 2 2 1 2 1n 2 4 where 3 s . From (30) we see that the mapping is a linear function of the scale-normalized coordinates.
Matching Performance
In this section we evaluate the performance of sSIFT, pSIFT and SIFT and compare performance using recall versus 1-precision metrics for two outdoor image sequences. 
Image Sequences
The two image sequences used in this work are illustrated in Figure 13 :
Fisheye a fisheye camera sequence (1,100 images) taken with a handheld camera moving in an outdoor industrial environment. The camera is a Point Grey dragonfly Firewire camera with an OmniTech robotics fisheye lens. GPS (not differential) position fixes were also recorded.
Catadioptric a panoramic camera sequence (2,000 images) taken with a downward facing equiangular catadioptric camera (Ollis et al. 1999 ) on the mobile robot Hyperion operating in the Atacama desert (Corke et al. 2004) . RTK GPS position fixes were also recorded.
The catadioptric sequence, and all keypoints used in experiments, are available as a multimedia extension (see Extension 1).
All images are converted into grayscale for image processing, and a suitable mask is used to remove keypoints detected in regions outside the camera's field of view, and in the case of the catadioptric data set, keypoints on the mobile robot itself. For each image sequence, SIFT, sSIFT and pSIFT keypoints are found in each image. The SIFT keypoints are detected in the original wide-angle images without accounting for the radial distortion.
For sSIFT, the initial scale is selected using the method described in Section 3.4 based on the original camera models. The sample bandwidth for the forward SFT and ISFT is set to b 3 512 which is the maximum computationally feasible. Since there is some degree of aliasing with the fisheye data set, a suitable anti-aliasing filter is used when sampling the image for the forward SFT (see Hansen et al. (2007b) 
for details).
For sSIFT the scale-space representations of the image are always mapped back to the original sized image plane for image processing at any scale.
When finding pSIFT keypoints, each image is first mapped to the stereographic image plane via the sphere. As discussed previously, the stereographic image is the same size as the original image where the scaling is set such that a point on the equator of the sphere maps to the same radius on the stereographic image as the original image. The stereographic image is then double in size. In the following experiments, results for pSIFT are found using two separate initial scales (both applied to the same stereographic image). The first initial scale is found based on the stereographic image model, and the second for the original camera model (i.e. fisheye or catadioptric).
For both sSIFT and pSIFT, the difference of Gaussian threshold is set to 0.01 (assuming grayscale values in the range 0 to 1), with the ratio of maximum to minimum curvature used in edge removal set to r 3 10. The descriptor support regions are set to size s 3 10 2kt, where kt is the keypoint scale, and the local region mapped to a fixed sized 41 9 41 patch from which the SIFT descriptors are found.
Performance Metric
The performance of each keypoint detection method is measured using recall versus 1-precision which has previously been used in similar studies related to keypoint detection and descriptors (Ke and Sukthankar 20041 Mikolajczyk and Schmid 2005) . It is suitable for use when the exact number of false matches between images is unknown. For a given data set all frame-to-frame keypoint correspondences are found, combined into a single global set and then ordered based on their similarity score. The recall versus 1-precision results are then found which are defined as recall 3 # correct matches # total correct matches 2 (31) 1 4 precision 3 # false matches # all matches 2
where the number of correct matches 1# correct matches 4 and number of false matches 1# false matches 4 refer to the number in the subset of matches whose score is below the matching threshold in the global set. Two commonly used similarity scores are considered in these experiments. The first is the Euclidean distance between descriptors, and the second the ambiguity metric which is the ratio of nearest to second nearest Euclidean distance to all keypoints in the other image. For both, a keypoint in one image can only correspond to one keypoint in the other image. If two or more are found for any keypoint, only the one with the highest similarity score is retained.
For a set of (calibrated) keypoint matches, between frames, with spherical coordinates 5 5 5 and 5 5 5 in image 1 and 2, respectively, the essential matrix E is found using a subset of all T E 5 5 5 3 0 which is solved from a minimum of five non-collinear keypoint correspondences using the five-point algorithm (Stewénius et al. 2006 ) with RANSAC (Fischler and Bolles 1981) used to remove outliers. Then assuming the operating environment is rigid, corresponding keypoints are considered correct if 5 5 5 T E5 5 5 threshold.
Results and Discussion
The results for each keypoint detection method and matching mode are shown in Figures 14 and 15 for the fisheye and cata- dioptric data sets, respectively. The mean number of correct frame-to-frame correspondences for each keypoint type and image sequence are given in Table 1 . The results for the catadioptric camera were found by matching keypoints between every second image in the sequence as there is only a minimal change in camera pose between successive images. For the fisheye sequence, sSIFT outperforms all other keypoint detection modes for both similarity metrics with more average frame-to-frame matches found. The results for pSIFT using either the stereographic or the original camera model scales are similar with both showing improved performance over SIFT. Similar results are found for the catadioptric data set. Again, pSIFT (using either the stereographic or original camera model scales) outperforms SIFT in the recall versus 1-precision results with a significant increase in the average number of correct frame-to-frame matches. For sSIFT, the recall versus 1-precision results degrade more quickly than the other keypoint detection mode with only a minimal average number of correct frame-to-frame matches. We attribute this result to that fact that the catadioptric sequence contains predominantly fine detailed structure (rocks, pebbles etc.). To implement sSIFT, we need to sample (remap) the image onto an equiangular 62 7 plane before implementing convolution in the spherical Fourier domain. Once convolution is complete, the output is the set of scale-space images on the 62 7 plane which are then mapped back onto the original image plane. Both of these steps require an interpolation of the image data which is in effect a smoothing operation which we believe destroys much of the fine detail structure. This result suggests that ideally image processing should be implemented on the original image plane. Although this is not done for pSIFT, there is only one transformation from the original image plane to the stereographic image plane.
The new keypoint detector pSIFT outperforms SIFT with gains that vary from modest to significant, yet SIFT still gives reasonable performance despite its inappropriateness to the task. One explanation for this can be made with reference to Figure 13 (a). The change in appearance of the imaged scene between views is influenced by both the change in pose and the radial distortion of the camera. The change due to the radial distortion increases the further a scene point moves within the image. The scene points near the center of the image on the left, for example, do not change position significantly in the other images. Therefore, the change in appearance of these scene points between views is not influenced significantly by the camera's radial distortion. In outdoor environments when scene points are far away from the camera, the change in appearance due to the radial distortion is most evident for large camera rotations.
Although the naive implementation of SIFT still shows good performance, we conclude from these results that the pSIFT algorithm is more suited to keypoint detection and matching for the data analyzed than the naive implementation of SIFT. sSIFT gave some improvements over pSIFT for the fisheye sequence, however, pSIFT is computationally more efficient and is not limited by aliasing and bandwidth-related issues.
Application to Visual Odometry
One application of the pSIFT keypoint detector is the estimation of visual odometry from an image sequence. In this section the visual odometry estimates are presented for the catadioptric sequence and a second fisheye sequence. This second fisheye sequence was obtained using a camera rig comprised of the same Point Grey dragonfly Firewire camera and OmniTech robotics fisheye lens used previously (Section 4.1), and a GPS receiver (not differential). Position and image data are separately time-stamped and logged on a laptop computer. We conducted a walking tour of our site, with loop closures, and gathered 1,607 geo-referenced images. For the catadioptric sequence, the GPS data, stereographic images used for pSIFT keypoint detection, and the pSIFT keypoints are available as a multimedia extension (see Extension 1).
The visual odometry estimates for the catadioptric sequence are found first using a ground plane constraint since the robot operates on a near planar surface. We define the ground plane constraint to mean that the camera motion is restricted to a rotation 7 about the axis orthogonal to the ground plane and an x2 y translation in the ground plane. Furthermore, we assume that all world points associated with keypoints detected in any image lie in the ground plane whereby their Euclidean position can be resolved directly given the known height h of the camera. This requires that we discard any keypoints which map to a point above the equator on the unit view sphere. Using the ground plane constraint, we compare the relative accuracy of the visual odometry estimates obtained with pSIFT keypoints with those found using two different sets of SIFT keypoints. The first are the SIFT keypoints detected in the original wide-angle images which we refer to as SIFT (wide-angle): this is the same set of SIFT keypoints used in the experiments in Section 3. The second are the SIFT keypoints detected in a rectified perspective image which we refer to as SIFT (rectified perspective).
For both the catadioptric and fisheye sequences, the visual odometry estimates are found without constraints on either the motion of the camera or the position of scene points using pSIFT keypoints.
Keypoint Detection and Matching
For both the catadioptric and fisheye sequences, pSIFT keypoints are found in each image. For the remainder of this work, we always use the original camera model scales (fisheye or catadioptric) and the same edge response thresholds outlined in Section 4. The difference of Gaussian thresholds used are 0.0075 and 0.01 for the catadioptric and fisheye sequences, respectively1 a lower threshold was selected for the catadioptric sequence to increase the number of keypoints detected in each image. The 128-element SIFT descriptor is obtained for each keypoint using the sample method described in Section 3.6.
The SIFT (wide-angle) keypoints were detected in each of the original equiangular catadioptric images. The SIFT (rectified perspective) keypoints were detected in rectified perspective images obtained from the original equiangular catadioptric images, where an example is shown in Figure 16 . The rectified perspective images used are the same size as the original equiangular catadioptric images (640 9 480 pixels), and have a diagonal field of view of 160 6 . For each image sequence and keypoint type, an initial set of keypoint correspondences are found between successive images. For this purpose, the ambiguity metric is used where the threshold was set empirically to 085. Before estimating the camera ego-motion, outliers are removed using RANSAC and the five-point algorithm. Note that for the ground plane constraint using the catadioptric sequence, we could have used a more constrained metric, but for generality we used the fivepoint algorithm.
Frame Rate Selection for Egomotion Estimation
Often the frame rate for image acquisition is set as fast as possible and typically constrained by computation time. Although this may seem logical there are two conflicting effects. For high frame rates there will typically be a large number of keypoint correspondences but poor signal-to-noise ratio in the motion of keypoints in the image. This can limit both the accuracy of the ego-motion estimates between frames, and the accurate reconstruction of the scene points (particularly in the depth direction). If the frame rate is low, although the signal-to-noise ratio will be improved the overall number of keypoint correspondences will be reduced. In some instances, the number of keypoints could be less than required to resolve the motion of the camera.
We use an algorithm based on that proposed in Mouragnon et al. (2006) which automatically selects the frames used to compute the camera ego-motion. Keypoints are tracked from some start image I over multiple frames until the number of tracked keypoints falls below some threshold of n 3 150 at image I . We then find any additional correspondences between images I and I by matching directly the keypoints in images I and I
. If the number of total matches exceeds 2n we continue tracking keypoints, otherwise we compute the camera ego-motion and restart the process. The second step is used to account for cases where the vehicle remains stationary: the number of tracked keypoints degrades over time even if the vehicle remains stationary. In the context of this work, a keypoint is tracked simply if it can be detected and matched (using the ambiguity measure) across multiple frames and should not be confused with feature-based tracking methods such as KLT. For the remainder of this work we use the term fixed frame rate when we simply use every consecutive frame to compute camera ego-motion and variable frame rate when we use the method just described. Figure 17 shows, for each image sequence, the number of frames between each estimate of camera ego-motion using pSIFT. Note that for the catadioptric sequence the number of frames is in excess of 100 on two separate occasions when the robot was temporarily stationary.
Ground Plane Constraint
For a given keypoint located at position 1x2 y4 in a calibrated image relative to the principal point, the keypoint can be mapped to a point 5 5 5 3 15 x 2 5 y 2 5 z 4 T on the view sphere. The position of the world point X 3 1x 2 y 2 z 4 T can be Fig. 17 . Number of frames between estimates of camera egomotion using the variable frame-rate algorithm and pSIFT keypoints for (a) the catadioptric (2,000 frames) and (b) the fisheye (1,607 frames) sequences.
estimated, given the known height h of the camera from the ground plane, as
Since only keypoints which lie in the ground plane are considered, all of those above the lower viewing hemisphere are discarded. Then for corresponding points X and X in the local coordinate system of camera 1 and 2, respectively, they are related by an orientation-preserving isometry (Euclidean
where the matrix H consists of a rotation R about the z-axis and translation t:
where
Unfortunately, it is not possible to solve directly for the Euclidean transform as (34) cannot be written as a function of the three linearly independent variables 72 t x 2 t y . We therefore obtain a solution for the generalized affinity matrix using the gold standard method given in Hartley and Zisserman (2003) . Given the solution for the matrix H A , the component of the rotation about the z axis is then estimated. The affine matrix A can be written as
where R16 4 T S R164 is the component of the affine deformation and R174 is the final rotation. To find the rotation R174, we take the singular value decomposition of the matrix A
from which R174 3 U V T . Since both matrices U and V are orthogonal, their matrix product R174 is orthogonal as required.
Care must be taken when finding this solution with wideangle images. Since the camera motion is resolved for the points on the ground plane, the results are heavily biased for points near the equator. Even a small error in keypoint localization in the image plane can have a great affect on the resolved position of the world point. A simple approach based on choosing points whose angle of colatitude was less than a threshold was not found to be robust when obtaining the linear estimate for pSIFT and SIFT (wide angle). Instead, for the purposes of obtaining a linear estimate, we select the 50% of points that lie closest to the pole. We use all of the SIFT (rectified perspective) keypoints to obtain a linear estimate as the keypoints are detected in the perspective plane.
The accuracy of the motion estimates are improved using the weighted non-linear optimization scheme of Maimone et al. (2007) . Although their method is implemented for sixdegree-of-freedom motion estimation using stereo vision, the same general approach can be applied with the ground plane constraint. It incorporates the covariance in the estimate of the world point X with respect to the uncertainty of keypoint location in the image. The covariance matrix of a keypoint is 3 J J T , where J is the image to ground plane Jacobian. For simplicity, we work in two-dimensional coordinates where the Jacobian is 
and 1x2 y4 are coordinates in the image plane. Then for a set of corresponding image points X 3 1x 2 y 4 T and X 1x 2 y 4 T , the estimated position relative to each camera frame of reference is obtained as well as the covariance matrix for each. For an estimate of the camera rotation R 292 and translation t 291 , the error for each point is defined as
from which the maximum likelihood estimate of the motion over all points is 3
where W is the inverse covariance matrix for the error j defined as
For a keypoint detected at some position 1x2 y4 in the image with respect to the principal point, the image to ground plane Jacobian is dependent on the camera model. For pSIFT, SIFT (wide angle) and SIFT (rectified perspective), the Jacobians are derived for the stereographic, equiangular catadioptric and perspective camera models respectively. In all cases, the cameras principal axis is aligned with the z-axis of the view sphere, where (33) defines the mapping from the sphere to the ground plane. The visual odometry results using the ground plane constraint were found using pSIFT, SIFT (wide angle) and SIFT (rectified perspective) keypoints for three runs each -there are variations in the results as RANSAC is used for outlier rejection. Figure 18(a) shows the visual odometry estimates for one of the trials, and Figure 18(b) shows the analysis of the results averaged over the three trials. This analysis shows as boxplots the error in the visual odometry estimates as a function of distance travelled. These results were obtained using a similar comparison scheme to that presented by Johnson et al. (2008) which we summarize here. For some given start point, we take a segment of the GPS ground truth data over some specified distance. Since we use GPS time-stamped images, we can select the correct visual odometry estimates over this same period. The visual odometry and GPS segments are then aligned using the first and last observations in each segment. Finally, each segment is translated so that its centroid (mean) is at the origin. The error over the distance travelled is then defined as the twice the maximum Euclidean distance between the visual odometry estimates and the GPS ground truth over all corresponding observations in the segments. This process is repeated for the length of the path where each time the start position is incremented by 2 m. For our analysis, we obtain results for path lengths of 252 502 752 1002 1252 150 and 175 m. Note that any observations extending from the lower 125%4 or upper 175%4 quartiles by more than 1.5 times the interquartile range are considers outliers and have been removed.
It is observed from the results in Figure 18 (b) that pSIFT gave the most accurate visual odometry estimates, and SIFT (rectified perspective) the least accurate estimates.
We compared next the accuracy of the visual odometry estimates using pSIFT for the fixed frame rate and variable frame rate. The visual odometry estimates for one of the runs is shown in Figure 19(a) , and the error versus distance travelled evaluated for three runs in Figure 19(b) . The results show, surprisingly, that the most accurate visual odometry estimates were obtained using the fixed frame rate. We had anticipated that the accuracy of the visual odometry estimates would improve using the variable frame rate. One explanation for the deterioration in performance is sensitivity to outliers. There are fewer correspondences used to compute the ego-motion estimates for the variable frame rate when compared with the fixed frame rate, so the same number of outliers in each will have a greater effect on the accuracy of the ego-motion estimates using the variable frame rate.
Unconstrained Motion and Scene Points
A more generalized visual odometry algorithm is presented here which makes no assumptions regarding camera egomotion or the location of scene points. Since the algorithm is applied to monocular image sequences, only the relative scale between successive ego-motion estimates can be found.
The algorithm is summarized as follows:
1. Given a set of keypoint correspondences, obtain the estimate for the Essential matrix using the five-point algorithm and RANSAC.
2. Find the estimate of the second camera projection matrix P 2 with respect to the previous position from the Essential matrix (for a unit baseline translation). This requires resolving the four-fold ambiguity in the estimate (Hartley and Zisserman 2003).
3. Resolve the structure of scene points for the unit baseline translation (Hartley and Zisserman 2003) .
4. If first set of frame-to-frame correspondences, go to step 1.
5. Find the keypoints which appeared in the previous set of frame-to-frame correspondences and the Euclidean position of these points with respect to the current camera frame of reference. 8. Repeat from step 1.
To resolve the magnitude of the baseline translation, step 6, a subset of correspondences for the current frame are used. These are the correspondences for which the position of the world points X were resolved in the previous cycle. Assuming that these points are projected to the current frame of reference, then the distance to each point l 3 X can be found. Then considering that the position of these same points X has also been resolved for the current frame (with unit baseline translation), then the distance to these is l 3 X
. The magnitude of the baseline translation b is then found by minimizing the error
The denominator applies an inverse distance weighting which is necessary since keypoints at a greater distance from the camera will typically have a greater covariance than those nearer the camera. It is interesting to note here that this method differs from the monocular scheme proposed by Nistér et al. (2004) . Using the method of Nistér et al. the current camera is resolved using only the keypoints that have known scene points associated with them. Using our method, these points are used only to resolve the magnitude of the translation. We choose this method as the former essentially discards many of the keypoint correspondences in the image when solving for the camera matrix, particularly for wide-baseline motion. Since one of the advantages of wide-angle vision is the increased field of view, we want to exploit all possible correspondences throughout the image to resolve the motion. Our method also has flexibility if, for example, some other sensor modality such as wheel odometry can be used to resolve the scale.
The results for the catadioptric sequence using pSIFT keypoints and the variable frame rate are shown in Figure 20 where an overall scale factor has been manually selected1 note that no GPS data was available in the z-direction. The visual odometry estimates using the fixed frame rate failed after only a small number of frames. Using the variable frame rate, the ability to obtain a reliable estimate of the six-degreeof-freedom camera ego-motion and accurate reconstruction of scene points is improved. For the algorithm used, this accurate reconstruction of scene points is essential for resolving the relative baseline magnitude between successive ego-motion estimates.
The result for the fisheye sequence using pSIFT and the variable frame rate are shown in Figure 21 where the total length of the transit was approximately 4.4 km. Unlike the catadioptric sequence, the ratio of the distance to world points associated with each keypoint to the magnitude of the baseline translation was large. As a result, the ability to maintain an accurate overall scale between successive baseline magnitudes was limited. Therefore, the results presented in Figure 21 use a simulated odometer to resolve the baseline scale. Since the camera for this sequence was hand held there is no possibility of wheel odometry, so the odometer is based on difference of GPS position for each image which will be far less accurate than real wheel odometry. This highlights a major limitation of monocular visual odometry algorithms required to operate in large-scale environments.
Application to Visual Place Recognition
In this section we illustrate the potential application of pSIFT to visual place recognition. Wide-angle cameras are suited for visual place recognition in large-scale outdoor environments as they can obtain an image of the same scene from very different viewpoints. However, the ability to recognize the same scene in two different images is dependent on the ability to detect same keypoints in the two images. pSIFT is suited for this purpose as it is designed for wide-baseline keypoint detection and matching with wide-angle images.
We use the "Video Google" system of Sivic and Zisserman (2003) to compare the similarity of images taken over the fisheye image sequence, which is an appearance-based method of image retrieval inspired by text retrieval techniques. This similarity between images can be used as an initial guide for loop closure detection, that is, recognizing that the camera has returned to a previously visited place. pSIFT keypoints are found for all images in the sequence and each keypoint descriptor is assigned to a visual word based on its similarity. The words represent the visual vocabulary of all images in the sequence. Each image can then be described by a weighted occurrence frequency histogram of visual words in the image and is termed the visual word vector V . The similarity of any two images can then be found from the cosine angle between their visual word vectors.
Although these methods have been used with success for loop closure detection, they can frequently return falsepositive loop closure events. These can occur, for example, when an image contains non-distinctive objects, for example windows, that occur frequently in the environment. Such problems have been addressed by Newman (2007, 2008) who identify correlations between visual words which typically occur together in images.
In this section we propose an alternative method which we use to improve the reliability of loop closure detection. For each visual word, we define a metric termed a visual word reliability. It is a measure of how reliable a particular visual word is at describing some image. Importantly, this metric is learned during offline training.
Establishing the Visual Words
Unlike "Video Google" we do not track features across frames to determine stable features. We use all keypoint descriptors in an image when building our visual vocabulary. For the fisheye sequence, the visual vocabulary is learned offline using a separate fisheye image sequence operating in the same environment. We use a vocabulary of 10,000 words where each word is found via k-means clustering of pSIFT descriptors. The seed points (means) are initialized by selecting at random 10,000 descriptors and the distance of any descriptor to a mean is measured using Euclidean distance.
Word Reliability
We consider that a visual word is reliable if it satisfies two conditions. First, it describes some salient region in the image. In this context we define salient to mean any non-repeatable region or pattern in the image. Second, it is able to describe the same region in the environment robustly with respect to small projective transformations or viewpoint change.
To determine word reliability, we use the same training sequence used to build the visual vocabulary. For successive images in the sequence, we find pSIFT keypoint correspondences between images using the ambiguity metric for matching. Incorrect correspondences are then removed using RANSAC and the five-point algorithm, as described in Section 4. By increasing the baseline over which this test is performed we could select features which were more robust to change in viewpoint. From this initial set of correspondences, only those which have correctly assigned the same visual word to each of the corresponding keypoints in the two images are retained. This final set of correct visual word correspondences then satisfies the two conditions. The visual words describe salient regions which are more likely to be correctly matched between images, and they are better able to describe the same region in the environment under small projective transformations.
Let d i n be the number of times word i has been found in image n and m i n2n51 be the number of correct matches of word i between images n and n 5 1. Then for a total of N 2 training images we find
from which we define the word reliability R i as
Visual Word Vector
Using the original "Video Google" algorithm, each image is represented by a weighted visual word frequency vector V d whose length is equal to the number of words k in the vocabulary. Using the same definition as used in Sivic and Zisserman (2003) , for a database of N images each component in the vector V d for a given database image is
Here, 1n id n d 4 is the term frequency tf which is the ratio of the frequency of word i in the current document n id to the total number of words in the document n d . The weighting log 10 1Nn i 4 is the inverse document frequency idf, where n i is number of documents in the corpus which contain the word i. The purpose of the inverse document frequency is to reduce the weighting of visual words which appear in many images. Then using the reliability metric, a modified visual word vector V d i is found as
where we have selected the squared reliability weighting based on empirical observations. For both V and V we arbitrarily cull the top 5% and bottom 10% of all visual words which are considered as being stop words (Sivic and Zisserman 2003) . In addition, for V we remove any remaining words with the lowest 10% reliability.
As an example, Figure 22 illustrates three visual words from the fisheye training set and shows the inverse document frequency and reliability values. Note that the inverse document frequency values have been normalized such that the maximum range is from zero to one. Notice that although the inverse document frequency for the first two words is higher than the third, their reliability scores are far smaller. That is, these first two words were found through training to be unreliable when attempting to match across images.
Image Lookup
For any query image, we detect pSIFT keypoints and then associate each keypoint to a visual word using their descriptors and Euclidean distance. The weighted visual word frequency vector V q or V q for the query image is then computed. Similarity of these vectors is determined by the cosine of the angle between each vector which is the same vector space model used in "Video Google". 
Results
We present here the results for the fisheye data set. We show the similarity matrix for visualization purposes only, and note that no operations on the matrix itself have been performed (i.e. rank reduction). Figure 23 shows the initial similarity matrices for the standard word vectors V and for the modified vectors V which include the reliability weighting. Results of thresholding for the cosine similarity score for V are shown in Figure 6 .5 where the off-diagonal blobs indicate potential loop closures. Figure 25(a) shows on the map the corresponding images where potential loop closures have been identified from the results in Figure 6 .5. The blobs on the thresholded image all correspond to correct loop closure detections. Although this result alone would not be used as the only basis for deciding whether the loop should be closed, it illustrates the ability of pSIFT to detect the same keypoints in wide-angle images subject to large changes in camera pose. Figure 25 (b) shows a typical example image pair where a loop closure has been detected with a similarity score of 0.79, and the corresponding visual words are shown in Figure 25 (c). To illustrate the advantages of wide-angle vision for loop closure detection, the images in Figure 25 (b) illustrate with a dashed line the equivalent view that a perspective camera with a horizontal angle of view of 60 6 would obtain. The chance of overlapping image regions between views, and thus detecting loop closure, is greatly increased. Fig. 24 . Thresholding of the cosine similarity score using the visual word vectors V for a value of 0.6. 
Conclusions
In this paper we have argued that the widespread practice of applying commonly used and effective scale-space feature detectors, such as SIFT, to wide-angle images is inappropriate and leads to poor performance. The limitation lies with the underlying scale-space for wide-angle images which we have shown should be obtained through the convolution of the image, mapped to the sphere, with the spherical Gaussian. We have presented several computational approaches to this convolution: sSIFT implements the convolution in the spherical Fourier domain, and pSIFT approximates this process on the stereographic image plane. The alternative is to rectify the wide-angle image, but we have shown that this is computationally intensive, introduces interpolation artifacts and cannot be applied to fields of view greater than one hemisphere.
We have compared the new feature detectors against SIFT using classical recall versus 1-precision metrics for two large monocular wide-angle outdoor image sequences: from fisheye and equiangular catadioptric cameras. The results show that pSIFT is computationally equivalent to SIFT but yields improved matching performance for these sequences.
We also evaluated the detectors for the robotics applications of visual odometry and visual place recognition. Results are presented for the pSIFT feature detector used for fixed and variable rate visual odometry which showed that fixed frame rate visual odometry had better performance. Finally, the pSIFT detector was used in a place recognition algorithm inspired by "Video Google", and was able to detect loop closure for views taken from very different viewpoints.
to lie on a single great circle G 5 G 25 G 1 this great circle defines the fronto-parallel horizon of the plane in space on which the calibration target lies. The calibration algorithm optimizes over the camera intrinsic parameters to achieve maximum constraint satisfaction. The camera intrinsics are defined as being the principal point 1u 0 2 3 0 4 and the parameters for the camera model which defines the mapping of polar coordinates on the image plane with respect to the principal point to the sphere.
A robust grid point detection algorithm was developed which is semi-supervised and operates in parallel with camera calibration. Given the initial image of the calibration target the estimated position of the four outermost grid points are selected manually which are sufficient to define two sets of orthogonal parallel lines in space, each containing two lines. A preliminary calibration step is implemented with these four corner points. For this initial step, we set the initial camera model parameters u 0 2 3 0 as simply the center of the image and the point of projection l 3 1 (stereographic). The scale parameter m is selected based on the image size and the approximate known field of view of the camera. From this initial calibration step, we can obtain an orthonormal perspective view of the calibration target similar to that in Figure 5 (b) which we use for grid point detection. The advantage of this approach is that given the number of grid points a priori, we can estimate with reasonable accuracy the estimated position of the grid points which permits a guided search. Note that it is possible to obtain the orthonormal perspective view since the calibration algorithm solves for both the camera intrinsics and the position of the great circle G 5 5 5 G 5 5 5 G (see Figure 26) .
The calibration algorithm is implemented as follows. 
For an estimate of the camera intrinsics (the principal point 1u 0 2 3 0 4 and the parameters for the camera model) and the rotation matrix R f , the accuracy of the estimates can be measured by how well great circles can be fitted to the sets of points 5 5 5. It is proposed that this can be measured quantitatively by the angular distance on the sphere of points to a fitted great circle. Define i as the sum of squared distance of points 5 5 5 i2 j712222n j from the great circle G i , and 
For any point 5 5 5 i2 j on the great circle G i , the angle i which minimizes the error can be found from 
