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We show that model molecules with particular rotational symmetries can self-assemble into net-
work structures equivalent to rhombus tilings. This assembly happens in an emergent way, in the
sense that molecules spontaneously select irregular 4-fold local coordination from a larger set of
possible local binding geometries. The existence of such networks can be rationalized by simple geo-
metrical arguments, but the same arguments do not guarantee networks’ spontaneous self-assembly.
This class of structures must in certain regimes of parameter space be able to reconfigure into
networks equivalent to triangular tilings.
The self-assembly of molecules at surfaces has prac-
tical application, because it allows us to influence the
properties of that surface [1, 2]. It is also of fundamental
interest: self-assembly at surfaces has provided insight
into the general question of how to encourage the self-
assembly of a desired structure while avoiding the self-
assembly of undesired structures [3–7]. In several cases,
basic considerations of molecular symmetry and geome-
try have been shown to be key to understanding the out-
come of self-assembly at surfaces. For example, a wide
range of molecules whose atomic details differ but whose
interactions possess three-fold rotational symmetry form
honeycomb networks and polygon variants thereof, both
in and out of equilibrium [8–13]. Molecules whose bind-
ing geometries are equivalent to those of rhombus tiles
form rhombus tilings of the plane [14–17].
In those examples, the restriction of preferred molec-
ular binding geometries to only those characteristic of
a particular network encourages formation of that net-
work, and helps prevent the formation of other possi-
ble networks. Here we demonstrate in simulations an
example of network self-assembly that happens instead
in an emergent fashion. Collections of mutually attrac-
tive model molecules having particular rotational sym-
metries spontaneously select only a sub-set of possible
local binding geometries. By doing so, they self-assemble
into extended networks equivalent to rhombus tilings of
the plane [18–24].
To provide context for this result we consider in Fig. 1
the regular Platonic tilings, which are coverings of the
plane by non-overlapping regular triangular, square, and
hexagonal tiles [29]. The vertices of such tilings possess 6-
fold, 4-fold, and 3-fold rotational symmetry, respectively.
Other authors have shown that the networks equivalent
to such tilings can be realized by the self-assembly of
model molecules whose interactions possess the appro-
priate rotational symmetries [25–27]. By way of illus-
tration, we show pictures in the figure of such networks,
and the equivalent tilings, self-assembled in our simu-
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FIG. 1. Platonic tilings of triangles, squares or hexagons
result from regular 6-vertices, 4-vertices or 3-vertices, re-
spectively, and can self-assemble from collections of building
blocks with the corresponding rotational symmetries [25–27].
The 4-vertex can be made irregular and result in a tile, a
rhombus, whose sides are of equal length. As we show in
this paper, irregular 4-vertex networks equivalent to rhombus
tilings spontaneously self-assemble from building blocks with
M -fold rotational symmetry, where M ≥ 4 is even and not a
multiple of 6.
lations from collections of ‘patchy particles’ [30, 31] in
two dimensions. The particles in question are hard discs
that possess M -fold rotational symmetry of their inter-
actions: discs attract each other in a pairwise fashion
via M regularly-placed ‘patches’ of opening angle 2w.
Two engaged patches result in a favorable binding en-
ergy − kBT . Disc interactions are ‘square-well’ in both
angle [32] and range; see Section S1. By slowly cool-
ing collections of such discs (Section S2) we observe the
spontaneous assembly of the networks shown.
Thermodynamically, it is clear why discs form these
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FIG. 2. Rhombus tilings emerge from particular regular rotational symmetries of building block interactions. (a) Region of
rhombus tiling self-assembled from 10-patch discs (w = 5◦), in disc (left) and polygon (center) views. This tiling is similar to the
‘tilted’ rhombus phase [14, 16, 28] (right) that results from the self-assembly of mutually attractive rhombus tiles with internal
angles 2pi/5 and 3pi/5. (b) Geometry used to motivate the observation that unstrained rhombus tilings can form from regular
M -patch discs, where M is even and not a multiple of 6. (c) In simulations, discs of this nature spontaneously self-assemble
into rhombus tilings if cooled slowly. Here we plot the largest number of convex polygons of size s = 3 or 4 obtained upon
cooling collections of M -patch discs with w = 2◦. Inspection of configurations reveals the 4-gons at the labeled values of M to
be rhombuses (see snapshots right and Figs. S2 and S3).
networks and not other ones. Discs within these net-
works have all their patches engaged, and so possess the
least possible energy. Networks are also geometrically
unstrained – on average, disc patch bisectors point along
the lines connecting vertices – and so discs retain as much
rotational and vibrational entropy as possible. Lack of
strain is possible because the rotational symmetries of the
network vertices and disc interactions are identical, and
because the resulting tile has all sides of equal length, en-
abling its formation by discs possessing a single preferred
(average) interaction distance. Dynamically, assembly is
successful because slow cooling allows discs to select low-
energy local binding environments before interactions be-
come strong enough to cause kinetic trapping.
Given that the networks equivalent to the Platonic
tilings are built from regular vertices and tiles, it is nat-
ural to ask if one can arrange for the self-assembly of
irregular variants of these networks. The 6-vertex, if de-
formed, gives rise (locally) to triangles whose sides are
not all of equal length. A single type of molecule could
therefore not form a network of such vertices without
strain, unless it possessed multiple preferred interaction
ranges (see e.g. [33, 34]). But the 4-vertex is different.
As shown in Fig. 1, a 4-vertex harboring two types of
internal angle, φ and ψ, is equivalent to a rhombus tile
possessing these two internal angles. A rhombus has all
sides equal, and so, in principle, a single model molecule
with the appropriate rotational symmetry and a single
preferred interaction range could form an unstrained net-
work equivalent to a tiling of such rhombuses.
This is what we show in the lower right-hand panels
of Fig. 1. However, the model molecule in question pos-
sesses not irregular 4-fold rotational symmetry but reg-
ular 10-fold rotational symmetry. Cooling collections of
this molecule (with patches of half-width w = 5◦) results
in self-assembly of the pattern shown. In this pattern,
discs engage only 4 of their 10 patches: the irregular 4-
vertex has emerged spontaneously. By comparing the
left and center panels of Fig. 2(a), which show a larger
piece of this network, we see that domains of parallel-
pointing rhombuses result when discs engage 4 patches
whose bisectors are separated by angles (2, 3, 2, 3)×pi/5,
in order. Boundaries between parallel-pointing domains
result when engaged patch bisectors possess angular sep-
arations ordered instead as (2, 2, 3, 3)×pi/5. The rhombus
tiling that results is similar (see right panel) to that made
by the self-assembly of rhombus-shaped tiles possessing
internal angles 2pi/5 and 3pi/5 (Section S3).
3Thus, collections of model molecules with 10-fold ro-
tational symmetry spontaneously select local irregular 4-
fold coordination and so self-assemble into an extended
network. This example turns out to be a particular
case of a more general phenomenon, as we now describe.
We can ask from what regular rotational symmetries are
rhombus tilings possible geometrically, focusing on the
narrow-patch limit in which patch bisectors must point
along the lines connecting network vertices. In Fig. 2(b)
we show a picture of a 10-patch disc that forms the ver-
tex of a self-assembled rhombus tiling (for the purposes
of the following argument we shall ignore that fact that
disc patches in this picture are of finite width). The an-
gles φ and θ are the two internal angles of the rhombus.
Because these angles meet at a vertex, they satisfy
2(φ+ θ) = 2pi. (1)
Imagine now that this disc has not 10 but M patches,
and let the angles φ and θ correspond to the intervals
separating an integer numbers of patches, say α and β,
respectively. That is, let φ = 2piα/M and θ = 2piβ/M .
Inserting these expressions into Eq. (1) gives
α+ β = M/2. (2)
Because α and β are integers, M/2 must be an integer,
and so M must be even. Thus, it is geometrically pos-
sible for discs with even-numbered rotational symmetry
to form unstrained rhombus tilings. Thinking now of the
potential self-assembly of such tilings, we note that if M
is a multiple of 6 then discs can also form an unstrained
triangular tiling, and this – being made from 6-vertices
rather than 4-vertices – will be energetically preferred to
the rhombus tiling. Simple geometric arguments there-
fore suggest the possibility of having rhombus tilings self-
assemble from model molecules with M -fold rotational
symmetry, where M(≥ 4) is even and not a multiple of
6.
In Fig. 2(c) we show using simulations ofM -patch discs
that this possibility can be realized: collections of such
molecules do self-assemble into rhombus tilings if cooled
slowly. We plot the largest number Nmaxs of polygons
(drawn atop networks) having s sides that were seen over
the course of long cooling simulations. Networks self-
assembled at the labeled values of M contain numerous
4-gons. Inspection of networks (see e.g. snapshots right
and Figs. S2 and S3) reveals these 4-gons to be rhom-
buses, arranged into rhombus tilings. The tilings pre-
dicted by geometry to exist are therefore kinetically ac-
cessible: discs self-assemble into rhombus tilings in pref-
erence to any of the many possible disordered networks.
Tilings are imperfect, containing grain boundaries that
result from the dynamic process of self-assembly (the
more so as M increases). Rhombuses in tilings can also
be of more than one shape. This observation is consis-
tent with the fact that Eq. (2) constrains only the sum
of α and β: an M -patch disc can make rhombuses of
more than one type (α,M/2 − α), by which we mean a
rhombus with internal angles (α,M/2−α)×2pi/M . Mul-
tiple rhombus types are indeed seen in simulations for M
sufficiently large. For instance, the 10-patch disc makes
only the (2,3) rhombus; the (1,4) rhombus is forbidden
sterically. But for 16 patches and upwards, rhombuses in
tilings are of more than one type. For example, the 20-
patch disc forms the (4, 6) and (5, 5) rhombuses (a bound-
ary between these tile types is shown in Fig. 2(c)’s middle
snapshot); the 28-patch disc forms the (7, 7), (9, 5) and
(8, 6) rhombuses.
These emergent rhombus tilings must be polymorphic
with at least other solid phase in certain regimes of pa-
rameter space. To see this, we note than in simulations
thus far we have focused on model molecules with specific
orientational interactions, i.e. narrow ‘patches’, because
rhombus tilings are free of geometrical strain and so can
in principle form from discs whose patches are of infinites-
imal width (we checked that the expected rhombus tilings
self-assemble, for M ≤ 32, for the finite but narrow half-
width w = 0.5◦). However, real molecules possess finite
flexibility of binding, and so are better modeled by discs
whose patches have appreciable width [13, 35]. In the
limit of wide patches, when the whole circumference of
the disc is sticky (i.e. when w = pi/M), networks equiva-
lent to triangular tilings must result. Somewhere between
the wide- and narrow-patch limits, then, polymorphism
must occur.
We verified that this is so for 10-patch discs. In
Fig. 3(a) we show that cooling collections of 10-patch
discs with patches of half-width w . 10◦ results in tilings
of 4-gons (which we verified by eye to be rhombuses),
while discs with wider patches form triangular tilings.
Nmaxs again denotes the largest number of s-gons ob-
served over the course of long cooling simulations. Tri-
angular tilings for w ≈ 10◦ are irregular, and become
regular as w approaches pi/10 = 18◦. Near w = 10◦ we
observe polymorphism: the first tiling to assemble is the
rhombus one, which, as temperature is reduced (as  is
increased), converts to a triangular tiling.
This conversion occurs because discs in networks
equivalent to rhombus tilings are unstrained geometri-
cally, and so possess more rotational and translational
entropy than do discs in strained triangular tilings. But
discs forming triangular tilings make 6 contacts rather
than 4, and so are energetically preferred. Triangles
therefore emerge at low temperature. A related energy-
versus-entropy competition between open and close-
packed lattices has been demonstrated for patchy silica
spheres [36]. In Fig. 3 we show the phase boundary be-
tween triangle and rhombus tilings, which we calculated
at zero pressure using a mean-field theory whose parame-
ters were informed by simulation (see Section S4). Above
the line 0(w), triangular tilings are lower in free energy
than rhombus tilings [37]. Panel (c) shows a rhombus-
to-triangle tiling transformation involving discs of patch
half-width w = 11◦. We therefore predict that emergent
rhombus tilings formed by molecules with sufficient flexi-
bility of binding should reconfigure in response to changes
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FIG. 3. Rhombus-triangle polymorphism. (a) Cooling collections of 10-patch discs results in self-assembly of the rhombus
phase when interactions are orientationally specific, and of the triangle phase as interactions approach the isotropic limit.
Between these limits the two phases can coexist and interconvert, with rhombuses favored by entropy and triangles by energy
(see also Fig. S4). Panel (b) shows the rhombus-triangle phase boundary calculated at zero pressure using mean-field theory.
The lines labeled ‘full’ and ‘basic’ are the predictions of Eq. (S6) and Eq. (S9), respectively. Small symbols for w = 11◦ describe
the results of direct coexistence simulations, which are consistent with the mean-field estimate (see Section S4). Panel (c) shows
a rhombus-to-triangle transformation at parameter set ( = 7, w = 11◦), where Eq. (S6) predicts the bulk free-energy density
of the triangle phase to be 2.2 kBT less than that of the rhombus one.
of temperature.
We note finally that the Archimedean tilings, which
are made from regular vertices and harbor two tile types,
cannot be prepared in an unstrained manner using discs
with regular M -fold symmetry (i.e. cannot be prepared
in the narrow patch limit). All 5-vertex and 4-vertex
Archimedean tilings contain equilateral triangles. To
make equilateral triangles from anM -patch disc in an un-
strained way requires M to be a multiple of 6, in which
case discs self-assemble into the energetically preferred
6-vertex triangular tiling; see Fig. 2(c). Self-assembly of
Archimedean tilings can be achieved instead using irreg-
ular patch placement [26], or an odd number of suitably
wide patches [27, 38, 39] (or the equivalent effective co-
ordination [40, 41]); see Fig. S7.
We have shown that model molecules with particu-
lar rotational symmetries can self-assemble into rhombus
tilings in an emergent way, by spontaneously selecting
irregular 4-fold local coordination from a larger set of
possible local binding motifs. The existence of rhombus
tilings from M -fold-coordinated discs, where M ≥ 4 is
even and not a multiple of 6, can be rationalized by sim-
ple geometric arguments (see Eq. (2)). However, the self-
assembly of such tilings does not follow automatically,
because it requires discs to avoid forming other possible
network structures, and these are numerous when M is
large. Nonetheless, our simulations show rhombus tilings
to spontaneously self-assemble from discs with the ap-
propriate rotational symmetries. Given the fine control
displayed in numerous examples of molecular synthesis
for the purposes of self-assembly at surfaces [1, 2], it is
likely that there are ways of realizing the appropriate ro-
tational symmetries experimentally, and therefore realiz-
ing the rhombus tilings identified here. We predict that
such tilings, if made from molecules with sufficient bind-
ing flexibility, could reconfigure in response to changes of
temperature, which may have energy-transfer or phase-
change application.
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S1. DISC MODEL
Our disc model consists of hard ‘patchy’ discs of diameter a. Discs live in continuous space on a featureless two-
dimensional substrate. Discs are decorated by M stripes or ‘patches’, shown black (or green) in Fig. S1, each of which
is a sector of opening angle 2w. Patches are equally spaced in angle around the disc center, i.e. neighboring patch
bisectors are separated by an angle 2pi/M . Discs bind in a pairwise fashion, with favorable energy of interaction
− kBT , if two disc centers lie within a distance a+ ∆, where ∆ = a/10, and if those discs’ center-to-center line cuts
through one patch on each disc [32]. Patches engaged in this manner are shown green in figures. To ensure that a
patch can bind to only one other patch, we require w < arcsin [(a/2)/(a+ ∆)] = arcsin(5/11) ≈ 27.0◦. Note that the
entire circumference of the disc is sticky when 2w = 2pi/M .
FIG. S1. Figure illustrating the nature of the disc model. Sticky patches (black) of opening angle 2w are shown green when
engaged in pairwise interactions, which come with energetic reward − kBT . In figures we label polygons corresponding to the
shortest possible convex closed loops that can be drawn by joining energetically-interacting disc centers. Each of the three sides
of this triangle is a line joining the centers of pairwise-interacting discs.
In many figures we show polygons corresponding to the shortest possible convex closed loops that can be drawn by
joining energetically-interacting disc centers (see Fig. S1), according to the following color scheme: polygons with 3
sides are cyan, polygons with 4 sides are red, polygons with 5 sides are magenta, polygons with 6 sides are dark blue,
and polygons with 7 sides are light green (in some figures, only polygons of size 3 and 4 are shown).
7S2. COOLING SIMULATIONS
We did ‘cooling’ simulations within square boxes of edge length 40a, where a is the disc diameter. The box was
initially populated with randomly dispersed and oriented non-overlapping discs, at 25% packing fraction. We set the
initial disc bond energy parameter  to 2. Every 5× 108 simulation steps (attempted individual moves, not ‘sweeps’)
we ‘cooled’ the system by increasing  by 0.1 (as in the simulations done to produce Fig. 3(a) and Fig. S4) or by 0.03
(as in the simulations done to produce Fig. 2(c), Fig. S2, and Fig. S3).
At each step of the simulation we attempted a grand-canonical move with probability (1 + N)−1, where N is the
instantaneous number of discs on the substrate. We attempted an on-substrate move otherwise. If a grand-canonical
move was attempted then we proposed with equal likelihood a particle insertion or deletion, and accepted these
proposals with probabilities
pinsert(N → N + 1) = min
(
1,
V
N + 2
eβµ−β∆E
)
(S1)
or
pdelete(N → N − 1) = min
(
1,
N + 1
V
e−βµ−β∆E
)
. (S2)
Here µ is a chemical potential term, V is the (dimensionless) box area, and ∆E is the energy change (due to disc-disc
interactions) resulting from the proposed move. The combinations N + 2 and N + 1 that appear the right-hand sides
of Eq. (S1) and Eq. (S2) become N + 1 and N if grand-canonical moves are proposed with fixed probability. The
chemical potential µ was chosen so that the disc packing fraction in the absence of attractive interactions was 25%.
For on-substrate moves we used either standard Metropolis single-particle dynamics or the virtual-move Monte Carlo
procedure described in the appendix of Ref. [42], or both. We found that the qualitative nature of the first condensed
phase to self-assemble from ‘solution’ (i.e. the low-occupancy gas of discs that was the starting point for each cooling
simulation) did not depend on which combination of these algorithms we used. Fig. 2(c), Fig. S2, and Fig. S3 were
obtained using the Metropolis algorithm only, and Fig. 3(a) was obtained using a 50:50 mixture of Metropolis and
virtual moves. Cooling simulations were run for of order 1011 steps.
S3. RHOMBUS TILE SELF-ASSEMBLY
The right-hand snapshot of Fig. 2(a) was produced using the off-lattice rhombus model of Ref. [17], and the procedure
used to produce Fig. 2 of that reference. In brief, a compact cluster of rhombus tiles possessing internal angles 2pi/5
and 3pi/5 was grown in the grand-canonical ensemble using umbrella sampling. The rhombus-rhombus interactions
and chemical potential of the system were chosen so that a low-density gas of tiles was metastable with respect to a
condensed tiling. An harmonic constraint ∝ (N −N0)2 was applied to the size N of the largest cluster in the system,
and the ‘center’ N0 of that constraint was slowly increased in order to promote the nucleation and growth of a cluster
of about 1000 tiles. The environment shown in Fig. 2(a) is taken from within that cluster.
S4. RHOMBUS-TRIANGLE STABILITY ANALYSIS FOR 10-PATCH DISCS
Analytic theory. To make Fig. 3(b) we calculated the bulk free-energy difference between rhombus and triangle phases
of 10-patch discs within a mean-field approximation [43]. In this approximation one assumes that a bulk phase can
be described by focusing on a single particle, and treating the environment of that particle in an implicit way. Let us
imagine that a particle’s accessible configuration space – the set of angles and positions it can adopt – is discretized,
consisting of K microstates labeled α = 1, 2, . . . ,K. In each microstate, let the sum of the particle’s interactions with
its environment be Eα. The probability of observing microstate α in thermal equilibrium is then pα = Z
−1e−βEα ,
where Z =
∑
α e
−βEα . We assume zero pressure, an assumption intended to model simulations in which domains of
triangles and rhombuses have free boundaries.
The bulk free energy of a (noninteracting) collection of such particles is f = U − TS, with U = 12 〈Eα〉 (the factor of
1/2 appears because bond energies are shared between two particles) and S = −kB〈ln pα〉. Note that thermal averages
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FIG. S2. Simulation boxes showing tilings obtained upon cooling collections of M -patch discs of patch half-angle w = 2◦,
where M is labeled on the panels. All values of M are those for which the simple geometric argument of the main text predicts
that unstrained rhombus tilings can form; these simulations show that such tilings indeed self-assemble spontaneously. Polygons
up to size 4 (red) are shown.
are defined by 〈·〉 = Z−1∑α (·) e−βEα . We therefore have
f =
1
2
〈Eα〉+ kBT 〈ln pα〉
=
1
2
〈Eα〉+ kBT 〈lnZ−1e−βEα〉
= −1
2
〈Eα〉 − kBT lnZ. (S3)
So far this analysis is generic. To specialize it to the M -patch disc model considered in this paper, we note that
a particle’s energetic environments α are defined only by the number of engaged bonds n = 0, 1, 2, . . . 6 that the
particle possesses (steric constraints set the largest possible number of engaged bonds to be 6). Given that the bond
interaction energy is − kBT , we can write Eq. (S3) as
βf4 =
1
2
∑6
n=0 n g4(n)e
n∑6
n=0 g4(n)en
− ln
6∑
n=0
g4(n)en, (S4)
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FIG. S3. Simulation boxes showing tilings obtained upon cooling collections of M -patch discs of patch half-angle w = 2◦,
where M is labeled on the panels. All values of M are those for which the simple geometric argument of the main text predicts
that unstrained rhombus tilings will not form, either because M is not even, or because it is a multiple of 6 (for which the
triangular tiling is energetically preferred). Simulations confirm this expectation: no rhombus tilings have self-assembled in
these examples. Note that 9-patch discs self-assemble into a tiling of irregular hexagons. Polygons of size 3 (cyan), 4 (red), 5
(magenta), 6 (dark blue), and 7 (light green) are shown.
for the triangle phase of discs, and as
βf♦ =
1
2
∑6
n=0 n g♦(n)e
n∑6
n=0 g♦(n)e
n
− ln
6∑
n=0
g♦(n)en, (S5)
for the rhombus phase. In these expressions the symbol g4(n) stands for the total configuration space volume within
which a particle in a triangle phase possesses n engaged bonds; g♦(n) is the corresponding symbol for the rhombus
phase. The terms g therefore quantify the rotational and vibrational entropy possessed by particles in particular
environments.
Our aim is to compute the bulk free-energy difference between phases, i.e.
β∆f = βf4 − βf♦. (S6)
We found that this difference is dominated, for the range of parameters we used in our simulations, by the 6-
coordinated environments of the triangle phase and the 4-coordinated environments of the rhombus phase, meaning
that
∑
n g4(n)e
n ≈ g4(6)e6 and
∑
n g♦(n)e
n ≈ g♦(4)e4. To this approximation, Equations (S4) and (S5) become
βf4 ≈ −3− ln g4(6) (S7)
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FIG. S4. Emergent rhombus tilings display polymorphism (see Fig. 3). (a) Left: Cooling collections of 12-patch discs results
in self-assembly of the triangle phase, regardless of the orientational specificity of interactions: strain-free triangular tilings are
possible in the limit of infinitesimal patch width – in part because 12 is a multiple of 6 – and triangular tilings are also expected
in the isotropic limit (w = pi/12 = 15◦). Simulations are consistent with these expectations: we plot the largest number
Nmaxs of polygons (drawn atop networks) having s sides that were seen over the course of long cooling simulations; appreciable
numbers of triangles only were seen (the wobbles in the blue line result from the different numbers of grain boundaries seen
simulation-to-simulation, owing to the stochastic nature of nucleation and growth). Right: As plotted in Fig. 3(a), cooling
10-patch discs result in 4-gons (rhombuses) when interactions are orientationally specific – in part because 10 is a multiple of 2
and not of 6 – and of the triangle phase as interactions approach the isotropic limit. Between these limits the two phases can
coexist and interconvert, with rhombuses favored by entropy and triangles by energy. Panel (b) shows snapshots taken from
cooling simulations of 10- and 12-patch discs, for different values of w. For 12-patch discs we observe only triangular tilings.
For 10-patch discs, for certain values of w, rhombuses and triangles abut.
and
βf♦ ≈ −2− ln g♦(4), (S8)
and Eq. (S6) becomes
β∆f = −+ ln
(
g♦(4)
g4(6)
)
, (S9)
which separates in an obvious way into energetic and entropic terms.
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FIG. S5. Typical initial conditions for the configuration space calculations described in Section S4, showing rhombus-phase
and triangle-phase clusters with free boundaries.
Numerical computation of vibrational and rotational entropy. We chose to calculate the vibrational and rotational
entropy of discs in condensed phases numerically, for convenience, because the lattice structure of the triangle phase
changes continuously with w (we note that Ref. [36] describes an analytic method for calculating the vibrational and
rotational entropy of periodic phases of patchy particles). This entropy results from the number of configurations
g♦(n) and g4(n) possessed by particles in particular environments. We considered 10-patch discs, and worked in the
NV T ensemble in order to allow the formation of clusters of the rhombus and triangle phases with free boundaries
(see Fig. S5), so avoiding a possible bias in favor of either phase resulting from the shape of the simulation box. We
therefore worked effectively at zero pressure. We simulated 1000 discs within a square simulation box at a packing
fraction of 30%. We ran three independent simulations for each of various fixed values of the patch width parameter
w; these values ranged from 9.8◦ to 12.0◦, in increments of 0.1◦. To generate the rhombus phase, we placed particles
‘by hand’ into rhombus formation, forming a cluster of size 30 × 30 (the remaining 100 particles were dispersed at
random, subject to there being no disc-disc overlaps, throughout the simulation box). We relaxed these structures
using short simulations of 105 Monte Carlo sweeps (moves per disc) in which we chose to apply either the Metropolis
algorithm (with likelihood 90%), the virtual-move Monte Carlo algorithm (5%), or the nonlocal algorithm described
in the appendix of Ref. [44] (5%). Nonlocal algorithms are a convenient way of relaxing structures made from strong
bonds and overcoming the slowness of diffusion; see e.g. Ref. [45]. We set  = 5. To generate initial configurations of
the triangular phase – actually phases: they differ in structure as w changes – we took the right-hand configuration
shown in Fig. 3(c), which resulted from a simulation carried out in the NV T ensemble at 30% packing fraction and
a bond strength  = 7. We carried out a set of short Monte Carlo simulations starting from this configuration,
decreasing w by small amounts and relaxing the new triangle phase that resulted from each change, until we had
generated a triangle phase for patch width w = 10.3◦. This latter configuration was the starting point for a set of
three independent simulations done at each of the values of w in the range w = 9.8◦ to 12.0◦, in increments of 0.1◦.
We used a similar relaxation procedure as for the rhombus phase, although of greater length (2 × 106 sweeps), so
as to give each distinct triangular phase time to emerge. We also simulated the triangle phases using using a bond
strength of  = 7, rather than the  = 5 used for the rhombuses.
From each simulation we took the final-time configuration, and used these static configurations to calculate the
degeneracy terms g(n) required as input to the mean-field theory. For a given simulation, this calculation proceeded
as follows. We considered only ‘bulk’ rhombus-phase or triangle-phase particles, which we defined as k-fold coordinated
particles possessing only k-fold coordinated neighbors, k being 4 for the rhombus phase and 6 for the triangle one.
For each such particle we considered its configuration space to be a grid of (501)3 distinct Cartesian coordinates and
orientation angles, of total extent a×a×2pi/10, centered on the position and orientation the disc possessed in the static
configuration. We calculated the number N (n) of these grid points at which the disc had n engaged patches and no
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overlaps; see Fig. S6 for examples of such configurations. We replaced the disc in its original position, and repeated
this calculation for all bulk discs. We averaged the quantities N (n) over all bulk discs (in all three independent
simulations done at each value of w), thereby averaging over of order 103 distinct microscopic environments.
We then note that N (n) ∝ g(n), with the constant of proportionality being unimportant for the purposes of computing
the difference of Equations (S4) and (S5) (because that constant contributes the same additive constant to each
equation).
FIG. S6. A visual representation of the numerical procedure used to compute the rotational and vibrational entropy of bulk
phases (related to the factors g(n)). Here we show snapshots of the triangle phase, for w = 11◦. The seven pictures show one
configuration in which the central disc has n engaged patches, where n runs from 0 to 6. The total number of configurations
of each type is proportional to g(n).
The result of these calculations, fed into Eqns. (S6) and (S9), can be seen in Fig. 3(b). Here we plot the value 0
of the bond strength, as a function of patch width w, at which bulk rhombus and triangle phases are equal in free
energy (i.e. we set the left-hand sides of Eqns. (S6) and (S9) to zero, and we calculated the resulting value of ,
which we call 0). In Fig. 3(b), the line labeled ‘full’ was obtained from Eq. (S6), and the line labeled ‘basic’ was
obtained from Eq. (S9). Note that this plot predicts that the rhombus phase, which was simulated at  = 5, is less
stable than the triangle phase, at that value of , when w & 11◦. It also predicts that the triangle phase, which was
simulated at  = 7, is less stable than the rhombus phase, at that value of , when w . 10◦. Our simulations are
consistent with this prediction: in those regimes we saw rhombus and triangle phases begin to convert to the other
phase. Such instability highlights one convenient feature of this method: the phase in question need not be stable, or
even particularly long-lived, in order to have its vibrational properties calculated (one needs only a static snapshot
of the material). A second convenient feature of this method is that it furnishes the free-energy difference between
phases away from coexistence, as well as allowing one to estimate the points in configuration space at which phases
are equal in free energy.
Note that the value of  at which these two condensed phases are unstable with respect to dissolution depends, given
w, on the value of the disc packing fraction. For the 30% used for these simulations, and for w = 11◦, the rhombus
phase begins to dissolve into a liquidlike phase for  less than about 4.75. We also found that g4(6) ∝ (w − w0)2,
where w0 ≈ 9.7◦, indicating that the triangle phase cannot exist for w . 9.7◦.
Sources of error. The framework we have used to calculate the free-energy difference between rhombus and triangle
phases is a mean-field one, and so one systematic error we incur results from the neglect of particle correlations that
was assumed in order to produce Eq. (S3). Within mean-field theory, we cannot estimate how large this error might be.
Another potential source of systematic error in this calculation results from the fact that we simulated the rhombus
phase at bond strength  = 5 and the triangle phase at  = 7 for convenience: for some values of w, simulating these
phases using the same value of  makes one phase convert to the other so rapidly that it is hard even to ‘locally relax’
it before it disappears. We then assumed that the values of g(n) so obtained are independent of , allowing us to vary
 freely in Equations (S4) and (S5). This assumption is based on the fact that both values of  are large enough to
ensure that simulations of rhombus or triangle phases produce large expanses of fully-connected network, and that
the properties of connected networks, for the square-well potential we have used, depend little on the precise value of
 used to establish that connectivity. Although we do expect transient broken bonds within networks to influence the
microscopic environments of surrounding particles, we expect this influence to be relatively minor for  several times
larger than kBT . The agreement between the expressions Eq. (S9) and Eq. (S6) seen in Fig. 3(b) suggests that this
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assumption is a reasonable one.
We have estimated the statistical error in our calculation in the following way. The quantities g4(n) and g♦(n) result
from an average over of order 103 microscopic environments. We calculated the standard deviations σ4(n) and σ♦(n)
of the distributions from which these averages were calculated, and estimated the error bars shown in Fig. 3(b) by
evaluating Eq. (S9) with the replacements g4(6) → g4(6) ± σ4(6)/2 and g♦(4) → g♦(4) ∓ σ♦(4)/2 (the upper and
lower signs giving us the top and bottom of each error bar). For all values of w considered, the error in the phase
boundary 0(w) is roughly kBT .
Despite the many possible sources of error in this calculation, the mean-field estimate derived from Eqns. (S6) and
(S9), for w = 11◦, agrees with the results of direct coexistence simulations with reasonable precision. The small
symbols shown in a vertical line at w = 11◦ on Fig. 3(b) describe the results of direct coexistence simulations done
in the NV T ensemble using Metropolis (90%), virtual-move (5%) and nonlocal (5%) algorithms. (The Metropolis
algorithm facilitates single-particle rotations that enable conversion between triangle and rhombus phases. Within
the virtual-move algorithm, the rate of rotating a single particle in such a way that it breaks bonds with neighboring
particles diminishes with each bond broken; by contrast, within the Metropolis algorithm, rotational moves that
break many bonds can happen without penalty if they result in the creation of at least that many bonds.) These
simulations were begun from the middle configuration shown in Fig. 3(c). A square (resp. triangle) symbol denotes
eventual transformation to the rhombus (resp. triangle) phase, from which we estimate the phase boundary 0 to
be between 5 and 5.1. The phase boundary derived from Eq. (S6) is 0(11
◦) = (4.8 ± 0.6) kBT , consistent with the
direct-coexistence result.
S5. ARCHIMEDEAN TILINGS
As discussed in the main text, self-assembly of Archimedean tilings can be achieved using irregular patch place-
ment [26], or an odd number of suitably wide patches [27, 38, 39] (or the equivalent effective coordination [40, 41]). In
Fig. S7 we show networks self-assembled from patchy discs with odd-numbered rotational symmetry. Self-assembly of
the snub square tiling and the nonperiodic square-triangle tiling has been demonstrated previously (e.g. [25, 27, 40]);
FIG. S7. Networks equivalent to Archimedean tilings and distortions thereof self-assemble from patchy discs with M odd and
w sufficiently wide (see [27, 38, 39]). Clockwise from top left: ‘fish scale’ irregular trihexagonal tiling (M = 5, w = 10◦); snub
square tiling (M = 5, w = 13◦); rhombus analog of the snub square tiling (M = 11, w = 8.1◦); and nonperiodic square-triangle
tiling (M = 5, w = 25◦; see e.g. Ref. [27]).
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assembly of the other two patterns (irregular variants of Archimedean tilings), so far as we know, has not.
