Motivated by the problem of determining the values of α > 0 for which f α (x) = e α − (1 + 1/x) αx , x > 0 is a completely monotonic function, we combine Fourier analysis with complex analysis to find a family ϕ α , α > 0, of entire functions such that
Introduction and main results
A completely monotonic function is an infinitely differentiable function f : ]0, ∞[ → R such that (−1) n f (n) (x) ≥ 0, x > 0, n = 0, 1, . . . , and a Bernstein function is an infinitely differentiable function f : ]0, ∞[ → R such that f (x) ≥ 0 for x > 0 and f is completely monotonic. Both classes of functions are treated in [4] and [9] . The only completely monotonic functions, which are also Bernstein functions, are the non-negative constant functions. For α > 0 define f α (x) = e α − h α (x), h α (x) = (1 + 1/x) αx , x > 0.
In [1, p. 458] it was left as an open problem to determine the values of α > 0 for which e α − (1 + α/x) x is completely monotonic or equivalently f α is completely monotonic. It was proved that f α is completely monotonic for 0 < α ≤ 1, and the question was, if f α is completely monotonic for some α > 1. In [2] the problem was given the equivalent formulation of determining the set of values α > 0 such that h α is a Bernstein function. It was noticed in [2] that h 1 is a Bernstein function, because f 1 is completely monotonic, but h 3 is not a Bernstein function. Because of the fact that if f is a Bernstein function, then so is f c for 0 < c < 1, and the fact that the set of Bernstein functions is closed under pointwise convergence, the set in question is of the form ]0, α * ], where α * is an unknown number in the interval [1, 3[ . From graphs it looked probable that α * > 2.
In [10] it was established numerically that α * ≈ 2.29965 6443. This was done looking at monotonicity properties of high order derivatives of f α . More precisely, defining f (x, α, n) := (−1) n f (n)
α (x), n = 0, 1, . . . and letting α n , x n be determined as the "smallest positive solutions" to f (x n , α n , n + 1) = f (x n , α n , n + 2) = 0, then α n decreases to α * . The estimate for α * is then obtained from approximate values of α n for certain n up to n = 10 5 .
In this paper we shall combine Fourier analysis with complex analysis to find a family of entire functions ϕ α , α > 0 such that
By a theorem of Bernstein, cf. [11, p.160 ], this formula shows that f α is completely monotonic if and only if ϕ α (s) ≥ 0 for all s > 0 and therefore α * is determined as the largest α > 0 such that ϕ α (s) ≥ 0 for all s > 0. It turns out that our calculations leading to (2) are valid for all complex α, and for such α we define f α (z) = e α − h α (z), h α (z) = (1 + 1/z) αz := exp(αz Log(1 + 1/z)), z ∈ A,
where A := C\]−∞, 0] denotes the cut plane, and Log is the principal logarithm defined in A.
The functions ϕ α are given as contour integrals in the following theorem: Theorem 1.1. Let c > 1, r > 0 be fixed, and let C(r, c) denote the rectangle with corners −c ± ir, ±ir considered as a closed contour with positive orientation.
is an entire function, which is independent of c > 1, r > 0, and (2) holds for all α ∈ C. Moreover ϕ α (s) is bounded for s ∈ [0, ∞[ and tends to 0 for s → ∞.
Theorem 1.1 is contained in Theorem 2.6 and in Theorem 2.10. In particular, the formula (2) is proved in Theorem 2.10.
The power series of the entire functions ϕ α are given in the following theorem, depending on a remarkable sequence of polynomials: Theorem 1.2. Let (p n ) n≥0 denote the sequence of polynomials defined by
and in general
In particular
Some properties of the polynomials p n are given in Proposition 2.8, while Theorem 1.2 is proved in Section 2.
It follows from (7) that (α, s) → ϕ α (s) is an entire function on C 2 , and s → ϕ α (s) is not identically zero when α = 0, so it has at most countably many zeros s ∈ C which are all isolated. Furthermore when α > 0 then ϕ α (s) > 0 for s ≤ 0.
More results that can be deduced from (7) are contained in the following.
uniformly for s in compact subsets of the complex plane.
The limit function has no real zeros but infinitely many complex zeros
, where W(k,z) is the k'th branch of the Lambert W function, see [7] . We have
(ii) Given n ∈ N, ϕ α has at least n non-real zeros, when |α| is sufficiently small.
uniformly for s in compact subsets of the complex plane, where J 1 is the Bessel function of order 1.
(iv) Given n ∈ N, ϕ α has at least n simple zeros s 1 (α), s 2 (α), . . . , s n (α) such that 0 < |s 1 (α)| < |s 2 (α)| < . . . < |s n (α)| for |α| sufficiently large, and they satisfy
where 0 < j 1 < j 2 < . . . are the positive zeros of J 1 .
If in addition α > 0, then s j (α) > 0, j = 1, . . . , n.
(v) Given α > 0, the entire functions ϕ α are of order one and type one.
Remark 1.4. It is worth observing that Property (iv) above is an analytical proof of the existence of α * , in contrast with [2] , where this was obtained by computing f
3 (0.4) < 0, which implies that f 3 cannot be completely monotonic. The proof of Theorem 1.3 is given in Section 6.
If (p n+1 (α)) n≥0 is a Stieltjes moment sequence, i.e., if there exists a positive measure σ α on [0, ∞[ such that
then it is easy to see that
and in particular ϕ α (s) ≥ 0 for s ≥ 0 and hence 0 ≤ α ≤ α * . However, this argument is only useful for α ≤ 1, in fact, the following holds. (i) (p n+1 (α)) n≥0 is a Stieltjes moment sequence.
(ii) ϕ α is completely monotonic.
If the equivalent conditions hold, then σ α from (12) is supported by [0, 1], and (p n+1 (α)) n≥0 is a Hausdorff moment sequence.
The proof is given in Section 3, where we also find the measures σ α for 0 ≤ α ≤ 1 (see in the Equations (33) and (42)).
For α > 1, on the other hand, we show in Theorem 4.1 that the function ϕ α can be decomposed as the sum of a completely monotonic function with a suitable contour integral (see Equation (47)).
Even so, we have not been able to find an expression which proofs useful in order to check if ϕ α is non-negative on [0, ∞[. As a consequence, for these values of α, we have to rely on numerical calculation. For this purpose one can use the contour integral (4), but we prefer to use the power series (7), because of the following result. Theorem 1.6. For α > 0, n ≥ 0, we know that p n (α) > 0 and
Then the series (7) satisfies the Alternating Series Test for n ≥ αs, which allows to obtain an error bound for the truncated series.
The proof of Theorem 1.6 is given in Section 5. We summarize what can be seen from the numerical calculations in the following.
Theorem 1.7 (Numerical results).
(i) α * ≈ 2.29965 64432 53461 30332.
(ii) For 0 < α < α * we have ϕ α (s) > 0 for s ≥ 0.
(iii) ϕ α * (s) ≥ 0 for s ≥ 0 and it has a unique zero of multiplicity two at s * ≈ 5.27004 87522 76132 37103.
(iv) For α * < α, ϕ α has a finite number of positive zeros 0 < s 1 (α) < s 2 (α) < . . . < s n (α) which are all simple with the exception that the last can be double.
Below we present several graphs that support the claims in Theorem 1.7.
In Figure 1 the graph of ϕ α is sketched for the values α = 0.8, 1, 1.2: in these cases ϕ α is strictly positive (see Property (ii)) and, for α = 0.8, 1, also completely monotonic, as stated in Theorem 1.5.
In Figure 2 one can see the graph of ϕ α for the value α = α * given in (i), where it presents a unique zero s * , which is also a global minimum, as described in (iii). On the other hand, ϕ α is still strictly positive for α < α * and has a region of negative values between two simple zeros for α > α * .
As α increases, the first zero s 1 (α) decreases as described in (v) ( Figure 3 ). For α ≈ 5.988 ( Figure 4 ) a new double zero appears on the right of s 1 and s 2 , and then more and more oscillations appear by the same mechanism ( Figure  5 ). In Figure 6 , for instance, ϕ 40 is represented with 3 different scales, and one can see at least 10 zeros.
The graphs are obtained in Maple by truncating the series (7), taking into consideration Theorem 1.6. The approximated values of α * , s * given in Theorem 1.7-(i, iii) are also obtained from the truncated series by seeking the minimal value α * for which ϕ α * is zero at some s * > 0. The approximation for s * is then improved using the fact that ϕ α * (s * ) = 0. 2 The family ϕ α , α ∈ C and the polynomials p n (α)
From (3) it is easy to see that
Moreover, h 0 (x) = 1 for all x > 0, so h 0 is both completely monotonic and a Bernstein function, while h −α (x) is completely monotonic for all α > 0 because of [4, Proposition 9.2], where we use that
is a Bernstein function. In particular h α is not a Bernstein function when α < 0. This means that the set of α ∈ R such that h α is a Bernstein function is the
For an open set G ⊆ C we denote by H(G) the set of holomorphic functions defined in G.
Clearly f α ∈ H(A), but we shall see that f α extends to a holomorphic function in C \ [−1, 0]. In fact, for z = 0, |z| < 1 we have
so defining g α (0) = 0, we see that g α ∈ H(D), where
In the next two results we obtain suitable power series expansions for g α , f α and h α . 
where (p n (α)) n≥0 is the sequence of polynomials defined in (5) and (6).
Proof. We use the formula
where B n are the exponential Bell partition polynomials, cf. [6, Section 11.2] . It is known that
and in general we have the recursion formula
where we have defined
We see by induction that p n (α) is a polynomial in α of degree n such that (5) holds, and the recursion (6) follows like this
Corollary 2.2. For |z| > 1 we have the Laurent expansions
and in particular
In the following lemma we study the restriction of the function f α to the imaginary axis. 
is continuous and tends to 0 for |y| → ∞. It belongs to
Proof. We have for y = 0
where Arctan :
[ is the inverse of tan. The continuity of F α for y = 0 follows, and the behavior at ±∞ including the integrability properties follows from Corollary 2.2.
where the limit is in L 2 (R), and by the inversion theorem G α is given as
where again the limit is in L 2 (R). For certain sequences R n → ∞ we also know that
for almost all s ∈ R. Furthermore, Proof. Let C R denote the half-circle with radius R
considered as a positively oriented closed contour. Since f α (z)e sz is holomorphic in Re z > 0 with a continuous extension to the closed right half-plane bounded by the vertical line iR, we have by Cauchy's integral theorem
The absolute value of the integrand to the right is by (20) bounded by
for a suitable C > 0 depending on α. If we assume s < 0, then sR cos t → −∞ for R → ∞ when −π/2 < t < π/2, so the integral to the right tends to 0 by dominated convergence. Using (24) we now see that G α (s) = 0 for almost all s < 0. Since G α is an equivalence class of square integrable functions, we can assume that G α (s) = 0 for s < 0.
Exploiting the holomorphy of f α in C\[−1, 0] we can prove part of Theorem 1.1, which is contained in the following. Theorem 2.6. For α ∈ C, the function ϕ α defined in (4) is an entire function, which is independent of c > 1, r > 0.
Moreover, the function
is equal to G α (s) for almost all s ∈ R.
Remark 2.7. In the following we denote the function given by (26) as G α .
Proof. It is clear that the function ϕ α from (4) is entire, and also that it is independent of c > 1, r > 0 by Cauchy's integral theorem. Let R > c and consider the following three positively oriented closed contours: two quarter circles with radius R T + (R) = {x + ir : x = −R . . . 0} ∪ {iy : y = r . . . r + R} ∪ {ir + Re iθ : θ = π/2 . . . π}
and a rectangle Q(R) with corners {−R ± ir, −c ± ir}. By Cauchy's integral theorem we have 1 2πi
Adding these three integrals to the contour integral in (4) yields For s > 0 we have lim
e sR cos θ dθ , which tends to 0 for R → ∞ because cos θ < 0 for π/2 < θ < 3π/2. The function
, so for a suitable sequence R n → ∞ we know that I(R n )(s) converges to G α (s) for almost all s ∈ R. It follows that ϕ α (s) = G α (s) for almost all s > 0. Since apriori we only know that G α is an equivalence class of square integrable functions, we can use formula (26) as a representative of G α .
At this point we are able to prove Theorem 1.2, that is, to obtain the power series expansion of ϕ α .
Proof of Theorem 1.2. From (4) and the compactness of the contour C(r, c) we get
Using that f α (z)z n is holomorphic outside [−1, 0], we can replace the contour C(r, c) by the circle |z| = R 0 , where R 0 > √ c 2 + r 2 > 1. We next use the Laurent expansion (19) and get
which shows (7).
In the following proposition we list several properties of the polynomials p n that appear in the series (7). We prove below the Properties (i) through (iv), in particular, Properties (i) through (iii) will be needed in Theorem 2.10, in order to conclude the proof of Theorem 1.1. The remaining properties rely partially on the results of Section 3 and will be proved in Section 5. , c n,n = 1 2 n n! .
(ii) |p n (α)| ≤ p n (|α|), α ∈ C.
(iv) For α, β ∈ C and n ≥ 0 we have the addition formula
(v) The sequence (p n (α)) n≥0 is strictly decreasing, for 0 < α ≤ 1, increasing, for 2 ≤ α.
Proof of Proposition 2.8: (i) through (iv). Property (i) follows easily by induction using the recursion (6), while Property (ii) follows because the coefficients of p n are non-negative. Property (iii) follows by induction, as described below. The two first inequalities hold for n = 0, and assuming the assertion for k ≤ n we get by (6), for 0 ≤ α ≤ 1
and for 1 ≤ α
The last inequality holds for n = 1, and by induction using p 0 (α) = 1 and p k (α) ≤ k for 1 ≤ k ≤ n we find, for n ≥ 1,
To see (iv) we notice that by (3) we get
and by (19)
This implies that
which clearly holds for s = 0. Multiplying the absolutely convergent power series for |s| < 1 in (27), we get the addition formula.
By Theorem 1.2 and Proposition 2.8-(ii, iii) we obtain the following.
Corollary 2.9. The entire functions ϕ α satisfy for s, α ∈ C |ϕ α (s)| ≤ |e α |e |s| , when |α| ≤ 1 |α||e α |e |αs| , when 1 ≤ |α|.
The order and type of ϕ α when α > 0 are given in Theorem 1.3-(v). We can finally conclude the proof of Theorem 1.1, as a consequence of the following. 
We see by Riemann-Lebesgue's lemma that lim s→∞ I 1 (r, s) = 0. Furthermore,
By (29) it follows that lim s→∞ ϕ α (s) = 0. This property together with the continuity of ϕ α imply that ϕ α is bounded on [0, ∞[. To prove the formula (28) we note that the right-hand side is holomorphic for Re z > 0, and so is the left-hand side.
For s ≥ 0 we have by Proposition 2.8-(ii, iii)
For x > 0 we have
Assume now x > max(1, |α|). For N → ∞ the last expression converges to f α (x) by Corollary 2.2. The integrand in the first expression converges for each s ≥ 0 to ϕ α (s)e −sx with an integrable majorant because of (30), so by Lebesgue's Theorem on dominated convergence, we get
This is enough to conclude (28).
As discussed in the Introduction, we can now state the following important result.
Theorem 2.11. For α ∈ C, f α is completely monotonic if and only if ϕ α (s) ≥ 0 for s ≥ 0. In the affirmative case ϕ α is integrable on [0, ∞[ and
Moreover, in this case (28) holds for Re z ≥ 0.
Proof. The first assertion follows from Bernstein's characterization of completely monotonic functions as Laplace transforms of positive measures. Equation (31) follows from (15) and the monotonicity theorem of Lebesgue. When ϕ α is integrable over [0, ∞[, the right-hand side of (28) is continuous in the half-plane Re z ≥ 0, and since f α is also continuous there, we see that (28) holds for Re z ≥ 0.
3 The cases 0 < α ≤ 1
As mentioned in Section 1, it was proved in [1] that f α is completely monotonic for 0 < α ≤ 1 and equivalently ϕ α is non-negative on [0, ∞[ for these values of α. We shall use the previous results to give a new proof of this. We recall that a function f : ]0, ∞[ → R is called a Stieltjes function, if it has the form
where a ≥ 0 and µ is a positive measure on [0, ∞[. A Stieltjes function is completely monotonic but the converse is not true. For more information about Stieltjes functions see [4] and [3] . We have the following result. 
and
Proof. Assume 0 < α < 1 and let c, r in the contour from Theorem 2.6 be chosen such that 1 < c < 2, αc < 1 and 0 < r < 1. Let now r → 0 in (29). The first two terms tend to 0. Using that α is real we can write
and replacing x by −x in this expression, we get
We have
where
and θ(x, r) ∈ ]0, π[. We therefore have (leaving out the arguments in K(x, r), θ(x, r) to simplify notation)
and hence
We have the following inequalities for 0 < x < c, using that |x − 1| < 1,
and since αc < 1, the last expression is an integrable majorant over ]0, c[. By Lebesgue's Theorem we therefore get
so ϕ α (s) > 0 for s ≥ 0 and 0 < α < 1. Inserting (35) in (28) we get
By the identity theorem for holomorphic functions (36) holds for z / ∈ [−1, 0].
Equation (35) shows that ϕ α is completely monotonic for 0 < α < 1. For α → 1 − we get that ϕ 1 is completely monotonic and in particular non-negative, and by [4, Section 14 .12] we get that f 1 is a Stieltjes function.
To find the representations of ϕ 1 and f 1 in analogy with (35) and (36), it turns out not to be correct to replace α by 1 in these formulas.
Let us introduce the notation
Clearly u(α, x) ≥ 0, and u(1, x) is seen to be bounded by π, while
Then for any φ ∈ C([0, 1]) we have
Proof. We need the following partial results:
Step 1: lim α→1 − w(α, x) = 0 for 0 ≤ x < 1, uniformly for x ∈ [0, 1 − δ] for any 0 < δ < 1. This is clear.
Step 2:
To see this, note that by (33) and (8) 1
and Let now φ ∈ C([0, 1]). Let ε > 0 be given and by continuity choose x 1 < 1 such that |φ(x) − φ(1)| < ε for x 1 ≤ x ≤ 1. We can then write
and hence 1 π
|T j (α)|.
By
Step 1 we know that |T 1 (α)| → 0 for α → 1 − . Furthermore, by (40) and (41) we find
Finally, |T 3 (α)| tends to 0 for α → 1 − because
and we then use Step 1 and Step 2.
In total we get lim sup
and (39) follows.
Applying the above result to the continuous functions φ(x) = e −sx and φ(x) = (x + z) −1 for z / ∈ [−1, 0] we get Corollary 3.4.
Proposition 3.5. The function f α is not a Stieltjes function when α > 1.
Proof. By (32) a non-constant Stieltjes function f has an extension to a holomorphic function in A satisfying
because for z = x + iy, y > 0 we have
For α > 1 let 0 < x < 1 be chosen such that 1 < αx < 2. For y = r > 0 we have
and proceeding as in the proof of Theorem 3.2 we get
This shows that Im f α (−x + ir) > 0 for r > 0 sufficiently small. By (43) this shows that f α is not a Stieltjes function when α > 1.
Using the formulas for ϕ α in Theorem 3.2 and Corollary 3.4 we can prove that the sequence (p n+1 (α)) n≥0 is a Hausdorff moment sequence, i.e., the moment sequence of a positive measure on [0, 1]. Theorem 3.6. For 0 < α < 1 we have
while for α = 1
Proof. Inserting the power series for e −sx in Equation (33) and interchanging summation and integration, we get the power series expansion for ϕ α . Compared with (7) this yields (44).
To get the case α = 1 we can proceed similarly with the formula for ϕ 1 in Corollary 3.4, or we can apply Proposition 3.3 to φ(x) = x n .
We can now prove the equivalence of the three conditions in Theorem 1.5.
Proof of Theorem 1.5.
is a Stieltjes moment sequence, i.e., (12) holds for a positive measure σ α on [0, ∞[, then α = 2p 1 (α) = 2 ∞ 0 dσ α (x) ≥ 0. Without loss of generality we can assume α > 0. By Proposition 2.8-(iii) we know that p n (α) ≤ l n , n ≥ 0, where l = max(1, α), which implies that σ α is supported by the interval [0, l]. By (7) we then get
which shows that ϕ α is completely monotonic. "(ii) ⇒ (iii)" If ϕ α is completely monotonic, hence of the form
for a positive measure µ, we get, using (7),
but this is only possible if α ≥ 0. Furthermore,
so f α is a Stieltjes function and hence α ≤ 1 by Theorem 3.1. "(iii) ⇒ (i)" follows from Theorem 3.6.
The case α > 1
In the previous section we were able to express the functions ϕ α with 0 ≤ α ≤ 1 as in Equation (13), proving that they are nonnegative on [0, ∞[. The purpose of this section is to show that, for 1 < α, we can still find a component in ϕ α analogous to (13), but a correcting term needs to be added, which is given by a contour integral on a suitable circle that goes around the singularity −1: see Equations (47) and (48).
For a ∈ C and r > 0 we denote by ∂D(a, r) the positively oriented circle with center a and radius r.
Let α > 1 be fixed, and let 0 < ε < 1 − 1/α. We consider the closed positively oriented contour T (α, ε) starting at iε, then moving left along the horizontal line x + iε till it cuts the circle ∂D(−1, 1 − 1/α) at a point denoted x(ε) + iε. We then move along the circle till we reach the complex conjugate point x(ε) − iε (passing −2 + 1/α on the way), and then we move along the horizontal line x − iε till we reach −iε, which is connected to iε via the vertical segment iy, y ∈ [−ε, ε].
The contour T (α, ε) can replace the contour C(r, c) of Theorem 2.6 so we have
We shall now obtain a new expression for ϕ α by letting ε tend to 0. Note that lim ε→0 x(ε) = −1/α. This leads to the following result.
Theorem 4.1. For α > 1 we have
and h α (z) is given in (3). The first term on the right-hand side of (47) is a completely monotonic function.
Proof. Letting ε → 0 in (46), we note that the contribution from iy, y ∈ [−ε, ε] tends to 0, and we get 
In (49) we used that the term e α e sz has integral 0 over the circle, because it is an entire function of z. We further get 5 Properties of the sequences (p n (α)) n≥0 .
This section is devoted to the proof of the remaining properties of the polynomials p n , which were stated in Proposition 2.8 and Theorem 1.6.
and since the last term tends to 0 for n → ∞, we get 6 Proof of Theorem 1.3
In this section we prove several properties of the family of functions ϕ α , that were listed in Theorem 1.3
In the proof of Theorem 1.3-(i, iii) we need the following lemma. The proof is left as an exercise. a n s n , s ∈ C be power series of entire functions f j , j ∈ N and f . Assume that for all n ≥ 0 lim j→∞ a j,n = a n , |a j,n | ≤ c n ,
where c n R n < ∞ for all R > 0. Then lim j→∞ f j (s) = f (s) uniformly for s in compact subsets of the complex plane.
Proof of Theorem 1.3-(i, ii). We use that The zeros of w are given by 1 + s = e s , which has no real solutions different from 0. The equation 1 + s = e s has countably many non-real solutions, which can be given using the branches of the Lambert W function, available in Maple. For each k ∈ Z the k'th branch is denoted W (k, z) and satisfies W (k, z) exp(W (k, z)) = z. It follows that the solutions to 1 + s = e s are s = ξ k = −W (k, −1/e) − 1, k ∈ Z, but ξ −1 = ξ 0 = 0 and the other values given are calculated in Maple. Assertion (ii) now follows from Hurwitz' Theorem.
but since
by Proposition 2.8-(vii) and Stirling's formula, we get log n log(1/ n √ c n ) = 1 + log(e/(n n √ c n )) − 1 log n −1
, which converges to 1, hence ρ = 1. The type τ is given by
but since lim(n n √ c n ) = e, we get τ = 1.
