Abstract-This paper proposes a line segment-based image registration method. Edges are detected from images by a modified Canny operator, and line segments are then extracted from these edges. At registration, triplets (quaternions) of line segment correspondences are tentatively formed by applying the distance and orientation constraints, which determine an intermediate transformation. Those triplets (quaternions) of lines resulting in higher similarity metrics are preserved, and their intersections are refined by an iterative process or random sample consensus. The proposed method is tested on indoor and outdoor EO/IR image pairs, and the average registration error is calculated to be compared with existing algorithms. Experimental results show that the proposed registration method can robustly align EO/IR images containing line segments, providing more reliable and accurate registration results on multimodal images.
I. INTRODUCTION
A. Background M ULTIMODAL images containing different spectral wavelength information are often acquired using different unaligned sensors. They contain complementary information of targets or scenes, and the fusion of such images can provide valuable information for application systems. Effective fusion of images requires accurate image registration techniques as a foundational block. However, registering multimodal images is a very challenging problem due to the lack of explicit relationship between intensities of spectral content at corresponding pixels. Two equivalent methodologies of registering images are: 1) directly searching for the transformation that accounts for the misalignment and 2) building feature correspondences and then determining the transformation with the built feature correspondences.
Let I r (x, y) denote a reference image, and I t (x, y) denote a test image. I r (x, y) and I t (x, y) contain different spectral content, e.g., near infrared and thermal infrared. Image registration is often formulated to be a process of determining the spatial transformation that accounts for the misalignment [1] . Since the misalignment is unknown, this process often resorts to searching the best estimateT of the ground-truth transformation between I r (x, y) and I t (x, y) T = arg max 
where S(I r (x, y) and I T t (x, y)) is a similarity metric, a function of the reference image I r (x, y) which is fixed and the transformed test image I T t (x, y) which is a function of T. The similarity metric is an important element of a registration algorithm [2] . One common concept used in the design of the similarity metric is mutual information (MI) [3] , [4] . In addition to MI, other information theoretic methods have been proposed for image registration. However, these methods only exploit intensity information without explicitly considering the spatial relations of image features. To address this problem, image features has been proposed to incorporate the spatial information [5] into information theoretic methods.
An additional problem with MI-based methods is that "proper" optimization techniques are required for searching for the extrema of S(I r (x, y) and I T t (x, y)). Optimization and interpolation is a common source of error in MI-based registration methods [6] . For MI methods, the similarity metric S(·, ·) defines an n-D registration function of a transformation T. The registration function is usually neither a smooth function [7] nor a linear function, and thus it is not easy to design an effective optimizer, although it has a large influence on registration results.
To reduce the reliance on optimization techniques, image features are often utilized and feature mappings are employed to determine the misalignment [8] . Scale invariant feature transform (SIFT) [9] and speeded-up robust features (SURF) [10] have been proposed for extracting keypoints and the descriptors are utilized to build keypoint mappings. To improve the speed of computing descriptors, Zhu et al. [11] proposed utilizing treelets transform to extract binary feature from each patch surrounding a keypoint. Alahi et al. [12] proposed fast retina keypoint (FREAK). Besides matching single points, Tang et al. [13] characterize the pattern of a point set with graph spectral properties and use it to match two sets of multiple points.
SIFT, SURF, and FREAK are designed for monomodal images. Hossain et al. [14] extended SIFT and proposed improved symmetric SIFT (ISS) on multimodal images. Chen et al. [15] proposed a similar descriptor to ISS, partial intensity invariant feature descriptor (PIIFD). Saleem and Sablatnig [16] proposed NG-SIFT that computes descriptors using normalized gradient. Dellinger et al. [17] proposed synthetic aperture radar (SAR)-SIFT for SAR images (also see [18] ). These adapted descriptors are designed by accommodating for region and gradient reversal that usually happen on multimodal images.
In addition to keypoints, lines and curves are commonly used image features, but unlike keypoint matchings less progress has been reported on line matching. The challenge comes from that the ending points of lines cannot be localized accurately in real images. Schmid and Zisserman [19] proposed using neighborhood information around lines facilitated by epipolar geometry. Wang et al. [20] proposed clustering lines into local groups according to spatial proximity and for each group a line signature is computed and used for matching lines. López et al. [21] matched lines in an iterative process by utilizing the structural information collected through the use of different line neighborhoods. Miraldo et al. [22] built the correspondence between a 3-D line and its image to estimate pose for general cameras rather than use 3-D points and their corresponding pixels.
Following descriptor technique for keypoints, Wang et al. [23] proposed the mean-standard deviation line descriptor (MSLD) for lines. For each point on a line, a pixel support region (PSR) is defined and a descriptor similar to SIFT is computed on the PSR. Similar to MSLD, Zhang and Koch [24] proposed applying both a local and global weighting function and computing line descriptors with line support region.
A limitation of existing approaches is that they (implicitly) assume curves/lines can be integrally detected, i.e., a curve (or line) C r from I r (x, y) completely overlaps with its corresponding curve C t from I t (x, y). Unfortunately, the task of extracting completely correspondent curves is often accomplished by successfully registering two images at first. To address this problem, this paper proposes an approach to utilizing global information and only assumes that corresponding lines exist between two multimodal images but not necessarily overlap each other completely.
B. Proposed Approach
This paper proposes an approach to registering images by building line matches. It includes four main steps: 1) detecting lines; 2) developing distance and orientation constraints for tentatively matching lines; 3) searching the best matched lines by utilizing global information and an iterative process; and 4) removing outlier intersection matches to improve registration accuracy.
The approach starts from detecting lines from the two images I r (x, y) and I t (x, y). Then, the constraints on the variations of lines in terms of distance and orientation are analyzed under affine transformations. Lines are tentatively matched between I r (x, y) and I t (x, y) with the distance and orientation constraint. The next critical and challenging step is to identify which tentative matches are correct/incorrect.
We borrow the idea that human vision considers two lines are matched if the match "fits" well with the entire image content, i.e., the match can bring most image content into alignment. The idea is formulated into the following steps. First, a triplet of three tentative line matchings are picked. They provide three intersection matchings which determine an affine transformation T. Second, the matching quality of the triplet is assessed with its resulting similarity S(I r (x, y) and I T t (x, y)). Computing S(I r (x, y) and I T t (x, y)) utilizes global information over entire images, therefore a higher value of S(I r (x, y) and I T t (x, y)) indicates the triplet can bring more image content into alignment.
Note that, it is critical to evaluate three line matchings at the same time since affine or more complex transformations are usually needed for accounting for the misalignment between two images. Consequently, a single line match does not suffice to be evaluated with global information. In other words, it must be evaluated in triplets. However, a test line in I t (x, y) typically has more than one matching candidate in I r (x, y) and a line matching appears in different triplets. To address this problem, this paper extends our previous work [25] and proposes an iterative updating process to identify the best correspondence for every test line. The process iteratively considers every triplet of tentative line matchings, and computes for a triplet the similarity metric encoding global information. For every test line, the best matched line and the resulting similarity are dynamically updated as the iterative process proceeds.
The iterative process plays an irreplaceable role in that for every test line it outputs the best matched line giving highest similarity (for the match). Since the proposed iteration process does not rely on accurate detection of ending points of lines, line merging is proposed to reduce the number of line segments. In addition, distance and orientation constraints are also developed to limit the mapping space for every test line. The proposed techniques together improve over the previous work [25] not only computational cost but the quality of line matching and the practicality of this approach. Last but not the least, postprocessing rules out the intersections of small angles lying outside of images, and an iteration process or random sample consensus (RANSAC) is employed to further improve the registration accuracy.
In short, the main contribution of this paper includes two aspects: 1) the assumption is abandoned that lines and ending points are perfectly detected such that they completely overlap each other and 2) global information is induced and an iteration process is proposed to build the best matched line mappings that fit well with the entire images. This paper is organized as follows. Section II discusses the detection of edge pixels and line segments from images, Section III discusses the distance and orientation constraints to narrow down the searching space for line segments, Section IV discusses the system framework of determining misalignments, Section V analyzes the computational cost, Section VI presents experimental results, and Section VII concludes this paper.
II. DETECT LINE SEGMENTS
This section discusses detecting straight line segments from images. This paper aims to build line (segment) correspondences for addressing the problem of image registration, and line segments serve as matching image features (see Section IV for the presented registration framework).
Many existing techniques can be applied to extract line segments, and this paper exploits a modified Canny operator and a merging process to obtain line segments. Specifically, lines are obtained with the following steps: 1) detecting edges from images; 2) extracting one-pixel-wide curves from edges; 3) partitioning curves into segments. Note, segments are not necessarily straight at this step; 4) fitting lines to segments and preserving those segments of a sufficiently small fitting error. These preserved segments are called line segments; and 5) merging line segments to reduce their number and hence reduce the number of triplets (quaternions) of possible line mappings. See Section V for the relationship between the number of line segments and the computational cost of the presented algorithm. In addition, empirically longer line segments are more likely generated from real objects and hence are more reliable to be matched.
A modified Canny operator is applied to detect edges from images. In the Canny operator [26] , a high threshold T 2 only detects strong edges and eliminates those edge points which might be caused by noise, while a low threshold T 1 keeps the continuous edges sufficiently long and generally more useful as matching features. However, the same T 1 and T 2 over an entire image may miss some weak edges, and hence local thresholds are desired. Local thresholds are designed to identify the strongest edges in each region of the image. Following the idea presented in [27] , this paper utilizes the modified Canny operator to detect edges. It comprises the same steps as the original Canny operator except that the T 2 and T 1 are determined locally, i.e., they are calculated within a moving window centered on the current pixel rather than over the entire image. The window size is chosen to be 20 × 20, with 64 bins being used to calculate the histogram of the window. T 2 is set to the gradient magnitude that is ranked top 30% in the window, i.e., T 2 is greater than 70% of the gradient magnitudes in the window. T 1 is set to 40% of T 2 .
Edges detected by this approach are not necessarily one pixel wide. Since in the subsequent step one-pixel-wide edges are utilized for detecting line segments a contour (or boundary) tracing algorithm [28] is applied to extract one-pixel-wide edges (i.e., curves). After curves are extracted, corners (or junctions) are detected. Specifically, we are interested in those corners lying on curves (edge corners [29] ), so as to partition curves into line segments. Curves are partitioned into segments bounded by corners (junctions). To obtain straight line segments, the line fitting technique, linear least squares (LLSs), is applied onto each segment, and a fitting error is calculated. Segments are excluded if the root mean squared error (RMSE) is greater than a threshold e. The threshold, e, is set to a value between [0.5, 1.5].
Since the computational cost can increase dramatically with the number of line segments a line (segment) merging algorithm is proposed and utilized in this paper. Two line segments L 1 and L 2 can be merged to one if the following conditions are satisfied:
, is less than 3.0 • ; 2) the distance of the middle point of L 1 to the line L 2 is less than 3.0; 3) the distance of the middle point of L 2 to the line L 1 is less than 3.0; 4) the fitting error of L 1 and L 2 together is less than that of L 1 or L 2 . The underlying idea is that two line segments may lie on one line belonging to the same edge/object, but some edges may be "broken off" due to edge detection or image content. The merging algorithm differs from traditional linking techniques in that it does not make any assumption on the positions/directions of ending points. Two line segments can be merged even if they are apart from each other. The merging process is conducted iteratively till all line segments lying on one line are merged. Merging can reduce the number of line segments by about 20%-50% in some images, leading to about 5-200 times reduction of computational cost (also see [21] ). Fig. 1 shows the extracted curves and line segments. Fig. 1(b) illustrates the extracted curves from the resulting edge map of the modified Canny operator. Fig. 1(c) shows the resulting merged line segments of LLS.
III. CONSTRAINTS BY AFFINE TRANSFORMATIONS
This section discusses reducing possible line segment mappings, which provides computational savings when the potential mappings are considered in Section IV. In general, the number of edges (curves) detected from an image depends on both the image content and the chosen edge detector. This paper assumes that the misalignment between two images can be accounted for by affine transformations. To determine an affine transformation, triplets (quaternions) of line mappings are needed to be formed (see Section IV). The computational cost is roughly of the order O(
where N t is the number of lines in a test image, and N r is the number of lines in a reference image (see Section V). Usually in practice, an exhaustive search of all possible triplets of line segment correspondences is not computationally feasible.
For nonwide baseline registration the spatial misalignment is limited, which means that a rough estimation of T in (1) can be obtained and hence the remaining misalignment is relatively small. Thus, a large number of line mappings can be easily ruled out since both the position and orientation of a line will not change dramatically. Observing this, we propose placing reasonable constraints on the range of mapping line segments to narrow the searching space.
A variety of constraints have been applied in literature such as epipolar geometry using RANSAC [30] . This paper will consider the distance and orientation constraints. To simplify, we assume being able to obtain a rough estimation of the transformation (also see [31] ).
An affine transformation T can be represented as T = (A, t), where
A can be decomposed as the product of rotation, scaling, and shearing [2] . Under
It is assumed that a rough estimation of T is obtained, and so a rough alignment can be first performed. Thus, after the rough alignment the remaining misalignment is small. Specifically, |θ |, |s x − 1|, |s y − 1|, |k|, and t 2 are sufficiently small, i.e., A can be assumed to be close to an identity matrix I 2×2 , and the translation t 2 is small. This assumption is used to place distance and orientation constrains on the range for mapping line segments. Sections III-A and III-B provide the computationally efficient tests for measuring the closeness of the potential line segment (ultimately allowing us to eliminate potential segment matches from consideration), Section III-C provides an example to illustrate the type of potential line segment matches that are still under consideration after this step.
A. Distance Constraint
This section discusses the distance constraint on the range for mapping line segments. As above, let p be transformed to p by p = A · p + t. Then the Euclidean distance (2-norm) between p and p is
When |θ |, | x| = |s x − 1|, | y| = |s y − 1|, and |k| are sufficiently small, 1st-order approximation of A − I is
and (3) shows p − p 2 relies on the length of p (as a 2-D vector), p 2 . This observation implies the constraint put onto the distance between a test line segment and its corresponding reference line segment relies on the coordinates of the pixels lying on the line test segment, and hence on the size of images. This is shown as follows.
B. Orientation Constraint
This section discusses the constraints on the difference of orientations of two mapping line segments. The aim is to analyze the change of the orientation of a line segment under an affine transformation. Denote by
Denote by L the transformed version of L under T and φ its orientation. Then the task amounts to analyzing the range of |φ − φ |.
For the simplicity, |φ − φ | is analyzed first under R, S, and K in (2), respectively. The fact that an affine transformation preserves parallel lines, and the fact that translation does not change orientation are to be used for analysis. 
Each item on the right side in (6) corresponds to the change under K, S, and R separately. For the ease of explaining, suppose temporarily the input line to R, K, and S is of orientation φ and output of φ , and evaluate the orientation changes of C under R, K, and S individually. It is straightforward to see that under R φ − φ = |θ |.
Let (x, y) be a point on L and (x , y ) be the transformed point.
Under
If y = 0, φ = φ = 0. If y = 0 and |k| is sufficiently small If | x|, | y| are sufficiently small
Equations (6)- (9) together give us the estimation of orientation change under matrix A
C. Example of How to Utilize Constraints
This section illustrates how to utilize the constraints for line segment mappings. For a test line segment (marked by "9") in Fig. 2(a) , the aim is to look for the possible corresponding line segments in the reference image I r (x, y). Let L t and L r denote a test line segment and a reference line segment, respectively. Denote by O(L t , L r ) the orientation difference between them, i.e., the acute subtended angle formed by them. Fig. 2 illustrates possible corresponding reference line segments for a test line segment. The test line segment 9 in Fig. 2(a) may correspond to the reference line segment "3" and "13" in Fig. 2(b) . And the test line segment "10" in Fig. 2(c) may correspond to the reference line segment 3, "4," "14," and "15." One detail is worth pointing out. Let L 10 t denote the test line segment 10, and similar notation applies to other test (reference) line segments. L 3 r in Fig. 2(d) is a possible corresponding line segment to L 10 t in Fig. 2(c) . Naturally, L 10 t is expected to be a possible corresponding line segment to L 3 r if the roles of the reference and the test are interchanged.
L 3 r lies at almost the same relative location as L 9 t in Fig. 2(a) . However, the L 9 t may not have the line segment marked by "•" as a possible corresponding line segment in Fig. 2(b) , which lies at the same relative location as L 10 t in Fig. 2 
(c). The reason is that the distance d(L t , L r ) is not symmetric by (5).
The problem can be addressed either by
or by increasing the distance constraint LINE_DIST (see Section VI). The latter can introduce useless line mappings, increasing computational cost. This paper utilizes the idea of the former to build the set of possible mapping reference lines. For L i t , its mapping set is set to
IV. DETERMINE MISTRANSFORMATION This section discusses how to determine the misalignment between images. Given two images, a reference image I r (x, y) and a test image I t (x, y), one methodology is to estimate the maximizerT as formulated in (1). Alternatively, this paper addresses image registration by building feature correspondences. The registration process is divided into two steps: 1) building line mappings and 2) determining the transformation accounting for the misalignment between I r (x, y) and I t (x, y).
This paper focuses on the step 1) as the step 2) can be easily accomplished if the step 1) is satisfactorily fulfilled [33] . The goal of the step 1) is to search the matched reference line for a test line. A test line has multiple possible mapping lines before registration is achieved, and each pair of the test line and its tentative mapping line generates a similarity metric.
Since an affine transformation model is used to account for the misalignment, a line mapping needs to be evaluated in a triplet (quaternion) of line mappings with the global information discussed in Section IV-A. Obviously, a line mapping can lie in multiple triplets, and hence an iterative process is proposed in Section IV-B, which is the core algorithm. The built line mappings are "best" in terms of global information but not necessarily correct. Section IV-C selects those line mappings that result in a higher similarity metric for calculating the final transformation. To further improve accuracy, the line mappings of small angle are removed as discussed in Section IV-D.
A. Similarity Metric
This paper utilizes the number of overlapped pixels (NOPs) [27] as the similarity metric. Edge pixels are extracted with the modified Canny operator [26] by adaptively setting the high and low thresholds (T 2 , T 1 ) according to local image content [27] . The detection procedure is discussed in Section II.
Again, let I r (x, y) and I t (x, y) denote the reference and test image to be registered, respectively. Let I T t (x, y) denote the transformed version of I t (x, y) by an affine transformation T, i.e., I T t (T(x, y)) = I t (x, y). Then the similarity metric N op between edge maps is determined by counting the number of overlapped pixels [27] Herein, E r (x, y) and E T t (x, y) are the edge maps of I r (x, y) and
B. Search of Line Segment Mappings
Line segments are detected as in Section II. They are mapped tentatively under the constraints in Section III. With those tentatively mapped line segments, triplets or quaternions of mapped line segments are constructed. If both images contain sufficiently many triplets of intersecting line segments, then triplets are preferred over quaternions as the former is more computationally efficient. Otherwise, quaternions of mapped line segments are needed since in this situation images contain parallelograms only and triplets are not sufficient to determine the transformation parameters.
The motivation is that a triplet of mapping line segments (if they are not parallel pairwise) naturally bring a triplet of mapping junctions of line segments, and hence determine an affine transformation T. Fig. 3 shows two triplets of mapping line segments. The triplet match shown in Fig. 3(a) and ( 
, while in Fig. 3(c) and
t and L 7 t are incorrectly mapped. Unfortunately, such incorrect mappings can not be ruled out only with the information of line segments themselves. Global information needs to be exploited to address these incorrect mappings.
In our previous work [34] , global information is applied to find matched keypoints. Keypoints are first mapped by descriptors on multispectral images. An iterative process is implemented that considers a triplet of keypoint matches in each iteration. The quality of the triplet is assessed with the similarity between the reference image I r (x, y) and the transformed test image I T t (x, y), where T is determined by the triplet. The iterative process outputs the matched keypoints.
Similar to [34] , this paper employs global information as the complementary information to distinguish correct line matches from incorrect matches. The difference from [34] lies in that lines themselves contain no supporting information and any two lines can be matched under an affine transformation. Ending points and/or length of lines are unreliable features, especially on multimodal images. Consequently, to determine if a line match is correct, other information is necessitated. One idea for incorporating the "other information" is to design/utilize descriptors for lines, e.g., MSLD [23] . This idea originates from descriptors for keypoints such as SIFT [9] and SURF [10] . However, descriptors for lines suffer as well from the detection of inaccuracy ending points, which makes line descriptor much less reliable/applicable than keypoint descriptor.
Another idea proposed in this paper is to utilize global information in an iterative process. 
t ) such that they form intersections (not parallel pairwise). For each line segment of the triplet, pick a candidate reference mapping line segment, and then we get a triplet of corresponding reference segments (L 
The transformation T can be easily solved from (13 
r ), if the following condition is satisfied: 
r ) by equation (13). 5. Transform the test edge map by the determined T. 6. Compute similarity metric by equation (12) . 7. Update CRSREF, NOP, by equation (14) . end then set
A
similar updating applies to CRSREF[i 2 ], NOP[i 2 ], and CRSREF[i 3 ], NOP[i 3 ].
For the case of triplets of line segment mappings, the above process is summarized in Algorithm 1.
Two data sets are tested in this paper. Data set 1 includes image pairs of indoor scenes, and data set 2 includes image pairs of outdoor scenes such as buildings. For data set 1, triplets of line segment mappings (and their intersections) can be tentatively built, and then Algorithm 1 is conducted to fulfill registration. A natural question here is what if a triplet of line segments do not form a triplet of intersections, which typically happens in data set 2. The answer to this question is to pick four or more line segments such that they form at least three intersections. This paper deals with the question by constructing quaternions of line segment mappings. A parallelogram of test lines are formed, 
r ) is built in a similar way to the triplet case, with L
r ) is determined by LLS since there are four corresponding intersections. All other steps for the case of quaternions are exactly the same as triplets in Algorithm 1. An example of quaternion of line mappings is shown in Fig. 4 , where (
. This example also shows that the ending points of lines are not reliable image features, namely, it is hard to find pairs of lines that are completely correspondent. Ending points are affected by image content, imaging frequency (e.g., EO versus IR), and the chosen edge detection technique.
C. Select Matched Line Segment
A single triplet of line segment mappings may result in a wrong transformation. This happens when a test line segment does not have any corresponding reference line segment. In multimodal image registration, edge localization has an effect on registration accuracy. To obtain stable and reliable result, one step following the updating process is to preserve those test line segments resulting in "better" metrics, i.e., retain those line segments that can most likely give correct registration result.
To decide which test line segments and their corresponding reference ones are best for calculating the affine transformation, this paper uses the combined information of CRSREF, NOP by (14) . Let MAXN be the maximum number of overlapped pixels
The goal is to choose test line segments and their correspondence for calculating the affine transformation. The rules are to choose those line segments resulting in relatively large the NOPs. Set the index set AFNSGMT = {i : NOP[i] ≥ MAXN · 0.85}. AFNSGMT stores the indices for test line segments that will be used to find the final least square estimate of the transformation T. And their best correspondences are stored in CRSREF.
However, using these intersections to calculate the final matrix can still bring relatively large registration error. Section IV-D will discuss how to process the outliers of intersections and improve the registration performance.
D. Remove Outliers of Intersections
Registration error is subject to the location accuracy of intersections. Two factors contribute to registration error, the edge localization error, and the imaging difference between EO and IR. The imaging difference often happens in multimodal images when the boundary of objects do not overlap completely with each other. This paper focuses on (partially) addressing the registration error caused by the edge localization. Two techniques are proposed, removal of intersections formed by two lines of too small a subtended angle, and a modified RANSAC (also see [35] ).
Intersections formed by two lines do not necessarily lie within the image containing them. Localization error of edge pixels affects the accuracy of the fitted line to a line segment, and hence the intersections formed between lines. Consider two lines L 1 t represented by 1) Its subtended angle α < 0.5(rad).
2) It lies outside of the image, and its distance to the image (as a 2-D set of R 2 ) greater than 100. Note, the image size is 384 × 288 in this paper.
The modified RANSAC can also be taken as a modified iterative technique since it incorporates similarity metrics into deciding on which intersection is to be removed. Suppose the test set of intersection points is P t = {p 1 t , . . . , p N t }, and the reference is P r = {p 1 r , . . . , p N r }. Algorithm 2 gives the process of iteratively removing intersections. It starts with the distance of transformed test points to their correspondences. The three points of biggest distances are candidates to be removed if the distances are (relatively) greater than a threshold (3.0 here). If removing a point improves similarity metrics, then it is discarded. Note, in each iteration, at most one point is discarded in Algorithm 2.
All preserved intersection pairs are used to calculate the final affine matrix.
V. ANALYSIS ON COMPUTATIONAL COST
When too many line segments are available, the computational cost becomes a problem with the presented algorithm. There are two parts that contribute significantly to the computational cost, calculating the T in (13), and calculating the NOP in (12) . Both calculations are conducted only after applying the distance and orientation constraints proposed in Section III (also see Algorithm 1). The number of times that T and 
While it depends on image content, the distance and orientation constraints can typically reduce 70%-90% of triplets (quaternions).
Lower upper decomposition and back substitution were utilized in this paper for fast calculating the inverse of X in (13) . The computational cost of the similarity metric in (12) relies on the number of extracted edge pixels. To improve the running speed, edge points are stored in an array and thus it is not necessary to transform the entire edge map E t (x, y) for calculating NOP in (12) .
The time taken by the presented algorithm is listed in Table I . There are 161 image pairs and for each pair the test image is transformed ten times (see Section VI-A), so 1610 image pairs are to be registered. The computational cost of the proposed method depends more on image content than SIFT [9] and MI [4] . On data set 1, registering one pair of images with the proposed method takes from 0.5 to 3 s, while SIFT takes from 1 to 10 s, and MI ranges from 1 to 20 s. On data set 2, the proposed method mostly takes from 2 to 200 s, while SIFT takes from 1 to 20 s, and MI takes 1 to 15 s. The computational cost of SIFT is about linear to the number of keypoints. While the computational cost of MI does not increase significantly since calculating joint and marginal histograms does not depend much on image content. Also, Chen et al. [15] reported that generalized dual-bootstrap ICP (GDB-ICP) takes 53.1±28.9 s (on their computer) to register a pair of images, and SIFT takes 3.5±1.8 s, including the time spent in detecting keypoints and calculating descriptors.
In Table I , eight image pairs take more than 200 s. The reason is that they contain a large number of lines, and the computational complexity of the proposed algorithm is roughly proportional to O(N 3 t ). A straightforward solution is to use a maximum number of lines for registration. Also, fast computing NOP with importance sampling of edge points and the multiresolution technique may further reduce computational cost, which will be future work.
VI. EXPERIMENTAL RESULTS
This section presents experimental results. The proposed algorithm is compared with SIFT [9] , GDB-ICP [36] (also see [37] ), MI [4] , and PIIFD [15] . SIFT [9] is widely applied in monomodal image registration. Mikolajczyk and Schmid [38] showed that SIFT has the best-level matching performance compared with other local invariant points. GDB-ICP is well known for registering challenging image pairs. MI has been successfully applied to multimodal image registration [3] , [4] , [7] , especially to medical images. PIIFD is an adapted descriptor to multimodal images, equipped with a postprocessing technique to remove incorrect matches.
A. Datasets and Evaluating Registration Performance
Image pairs are taken with visible light (EO) and infrared light (IR) camera, each of size 384 × 288. It is assumed that a pair of taken EO-IR images completely overlap with each other. For evaluation purpose only, the image pairs were manually registered using selected control points (see Appendix for details).
Two data sets are used. Data set 1 includes 27 pairs of EO-IR images covering indoor scenes. Data set 2 includes 134 pairs of EO-IR images covering outdoor scenes. All images in both sets have the content of "structured" objects and line segments can be obtained. In data set 2, 68 image pairs are taken by ourselves, and 66 image pairs are from [39] containing lines. Triplets of lines intersecting with each other exist on data set 1, and hence the triplet case in Section IV-B is applied. Images in data set 2 have more edges/curves than data set 1, but do not contain (sufficiently many) triplets of lines forming three intersections, and the quaternion case is applied.
To test the performance of the proposed method, IR images are transformed by ten randomly generated affine transformations. θ in (2) [10, 20] . Ground truth is then calculated for each transformation by inverting it. Fig. 5(b) shows an example of the affine transformed IR image to be registered to the EO image in Fig. 5(a) .
To evaluate the registration performance, a proper measure of registration error is needed to be defined. Bay et al. [40] utilized the number of correct matched pairs of points or lines visually. The challenge of this measure is the workload of visually deciding the matched lines. Furthermore, visually identifying matched lines may differ from one person to another. Due to this challenge, this paper exploits the average registration error [41] , defined as
where HEIGHT and WIDTH are the height and width of test images.
B. Implementation of SIFT, GDB-ICP, MI, and PIIFD
The SIFT implementation uses the same set of parameters with the original SIFT. At the stage of matching keypoints, 1.5 (as in the original SIFT) is used to decide if an IR keypoint is matched to an EO keypoint, i.e., if the second smallest distance of all IR keypoints to the EO keypoint is 1.5 times greater than the smallest distance, then the two keypoints are considered as a correct pair. The authors of PIIFD provide its source code.
The executable file for GDB-ICP [36] is from the original authors' website. "-model 0" (affine transformation) is fed into the executable with parameter "-complete" (handling illumination and physical change) and the maximum number of initialization trials is set to the HEIGHT × WIDTH. This setup ensures GDB-ICP performs best without concerning computational cost.
MI [4] is implemented as follows. Joint histogram of a reference image and a test image is calculated with partial volume (PV) interpolation or trilinear interpolation. Marginal histogram is then derived from the joint histogram. 256 × 256 and 256 bins are used for joint and marginal histograms, respectively. Histograms are used as probability distribution functions to calculate MI. Images are initially positioned as they are, i.e., the up-left corner of an EO image corresponds to the up-left corner of an IR image. Powell [42] is used to optimize MI, in which, the optimization order is t x , t y , θ, s x , s y , k in (2). The tolerance error for the Powell optimization is set to 10 −5 [42, Ch. 10] . The maximum number of iteration in Brent is set to 100. All other parameters are used as in [42] . To cope with interpolation artifacts of PV, the initial starting point input to Powell is t x = 0, [42, Ch. 10] ), where xi n [i] is the step for the i th direction at the n th iteration, and xit n [i] is the position "linmin" stops in the n th iteration.
C. Experimental Results
First, the proposed algorithm is visually compared with SIFT. The set of parameters used in the proposed method is listed in Table II . All image pairs use the same set of parameters, except that data set 2 sets the threshold on the length of curves (LINE_LENGTH) to 10, while data set 1 sets it to 20.
Figs. 6 and 7 show the results from SIFT and the proposed method. Fig. 6 (e) and (f) shows a pair of EO-IR images from data set 1, and SIFT does not give so many matching keypoints as it typically does on monomodal image pairs. Fig. 7 (e) and (f) shows the result of SIFT on a pair of images in data set 2. On both pairs of images, many of the keypoint mappings are incorrect (visually identifiable). The reason is that the multimodality causes the decrease of common information between gradient pattern encoded in descriptor and hence the decrease of its matching performance. In Figs. 6(a) and (b), and 7(a) and (b), the matched lines are not accurately detected (ending points are not correspondent), e.g., the line match 10 shown in Fig. 6 (a) and (b). They even do not need to be overlapped, e.g., the line match "12" shown in Fig. 6(a) and (b) . Since the merging algorithm proposed in Section II, the matched lines can be apart, e.g., the line match "7" in Fig. 7(a) and (b) . Unlike existing algorithms, the proposed method does not rely on accurate detection of ending points, if only correspondent line segments lie in the same straight line after registration.
Additionally, Figs. 6(a) and (b), and 7(a) and (b) indicate that there is no firm relationship between the lengths of corresponding lines.
Line matches yield intersection matches, as shown in Figs. 6(c) and (d), and 7(c) and (d). These correctly matched intersections are more accurate than the keypoint matches shown in Figs. 6(e) and (f), and 7(e) and (f), and are used for computing final transformation matrix.
This comparison is conducted through both data sets. Visual inspection shows that SIFT gives very few correct keypoint mappings, since both gradient direction (orientation) and magnitude at corresponding points may differ significantly between EO image and IR image. While the proposed method can robustly identify matched lines and their intersections in most pairs of images.
Visual comparison may differ for individual persons. To make a fair comparison between methods, a quantitative analysis is conducted on data set 1 and data set 2. The proposed method is compared with GDB-ICP, MI, and PIIFD quantitatively with the registration error defined in (15) . Tables III and IV Define a registration to be correct if < 0 . "CPCR (%)" gives the cumulative percent of "correct" registration, e.g., when 0 = 4, MI fulfills registration on 35.19% of image pairs on data set 1 and 18.13% on data set 2. μ and σ gives the mean and standard deviation of registration error over correctly registered image pairs. When < 0 = 10 is thought of being correct, MI gives the mean registration error μ = 3.28 and standard deviation σ = 2.67 on data set 1, and μ = 3.73 and standard deviation σ = 2.48. Note, a registration with error > 10 or > 20 often has a visually observable pixel displacement, and is usually viewed as incorrect.
The registration error for GDB-ICP is cut off at 100.0, i.e., = min( , 100.0). In Tables III and IV , "-" in the column "> 100" for GDB-ICP refers to "registration failed" on these image pairs, i.e., no affine transformation is output from GDB-ICP. Tables III and IV show that about 30% of image pairs on data set 1 can not be affinely aligned with GDB-ICP and about 50% image pairs can not on data set 2. On data set 1, PIIFD fails to register some image pairs, therefore the registration error is cut off at 100.0.
The registration error of the proposed method is given in the row "Init," "DISA," "Iter," and "RANSAC." Init is the registration error using all the intersection pairs formed by the line segment mappings established in Section IV-C. DISA is the error after deleting intersections of small subtended angles in Section IV-D. Iter is the error by applying a routine iteration algorithm following DISA, and RANSAC is the error by applying the modified RANSAC following DISA. All the four results are better than MI on both data sets. Although multiple direction steps in Powell are employed to optimize MI and PIIFD, many pairs are registered with error greater than ten on data set 1. The four results are also better than GDB-ICP except that Init is inferior to GDB-ICP on data set 1 for the histogram bin (0, 1]. Tables III and IV give the detailed comparison between the present method, MI, GDB-ICP, and PIIFD. For example, when 0 = 10, the proposed method gives 99.63% of image pairs that can be correctly aligned on data set 1, while MI gives 46.67%, GDB-ICP gives 49.63%, and PIIFD gives 2.69%. On data set 2, the proposed method gives 93.21% of image pairs correctly aligned, while MI gives 29.25%, GDB-ICP gives 15.37%, and PIIFD gives 14.55%. Applying DISA significantly improves the performance. Iter and RANSAC further improves the registration accuracy after DISA. An interesting observation is that RANSAC has no or only a marginal improvement over Iter on both data sets. The reason may be that most of established intersection Fig. 7 . Mapping results of the proposed method and SIFT on the data set 1.
(a) and (b) Matched lines by the proposed method, the output of Section IV-C. The matched lines can be partly overlapped and the segments comprising a line can be disconnected, e.g., line match "11." They can even be apart from each other, e.g., line match "43." (c) and (d) Intersection mappings after removing those of small angles and applying the modified RANSAC, the output of Section IV-D. The intersection mappings are much better than SIFT since the correct line matches. (e) and (f) Keypoint pairs by SIFT [9] . Please zoom in for a close look.
pairs (Section IV-C) are close to the ground truth, and consequently either iteration or RANSAC can easily remove outliers. CPCR (%) and μ (σ ) of the proposed method are calculated after RANSAC. The CPCR is significantly higher than that of MI, GDB-ICP, and PIIFD on both data sets for any 0 in [1, 10] . Also, the proposed method gives μ and σ comparable to or less than MI and GDB-ICP on data set 1, providing a more reliable and stable performance. On data set 2, it gives μ and σ comparable to MI, GDB-ICP, and PIIFD, performing as reliable and stable as them on correct registration pairs. The performance of MI, GDB-ICP, and the proposed method all gets worse on data set 2. Images in data set 1 contain larger background (i.e., uniform region) than data set 2 and even the foreground (e.g., books) is of more uniformity than data set 2. This allows for Powell on MI converging more easily [43] on data set 1. When the multimodality gets more on data set 2, the performance of keypoint mappings and the similarity metric degrades, making it harder for GDB-ICP to extend initial regions and keypoint mappings. While images in data set 2 contain natural scenes and bigger localization error happens with edges/lines, degrading the performance of the proposed method. On the contrary, PIIFD yields a better performance on data set 2 than data set 1. Images in data set 2 contains more texture than data set 1, and hence more keypoints can be extracted and the matching ability of PIIFD descriptors gets stronger. Thus, more (correct) matches can be built, leading to successful registration. Table V gives the mean and standard deviation of registration error over the image pairs ranked top percent in terms of error. Note that, a larger mean/variation usually means more image pairs are aligned of larger registration error. For GDB-ICP and PIIFD, only image pairs that can be successfully registered are used to calculate the mean and standard deviation of registration error. It can be seen from Table V that the presented method performs significantly better than MI, GDB-ICP, and PIIFD.
VII. CONCLUSION
This paper presents a line based registration framework for multimodal images exploiting global information. Line mappings are evaluated by similarity metrics that utilize the information over the entire image instead of local information around lines. Spatial and orientation constraints under affine transformations are derived and utilized to tentatively map lines. Triplets of line segment mappings are built with the constraints. The line segments comprising the triplets that result in higher metrics are used to compute the matrix accounting for the misalignment. Since the proposed technique is based on line features, it is only applicable to images containing lines.
The presented algorithm can be applied to monomodal images containing lines. However, it has been specifically designed for (affine and projective) multimodal image registration with the quaternions of line segment mappings. The computational cost can be high, especially when too many line segments are available. Local invariant descriptors may be useful to narrow down the space of mapping segments, but it is unclear how they perform on multimodal images.
APPENDIX
Each taken pair of EO-IR images can be aligned with a projective transformation since the scene lies in a plane. Note, a pair of really taken images can not be registered by an affine transformation in general. Depending on image content, 6-12 control points (CPs) are input manually for each pair. The rules on these CPs are as follows.
1) CPs lie at the corners/intersections (visually) (also see [15] ). 2) CPs are "distributed" over the entire image such that they are as far to each other as possible to minimize the effect of point localization on the manual registration result [44] .
3) The RMSE between the set of CPs on the EO image and the set of CPs on the IR image is small enough. In this paper, RMSE can be decreased to 0.3-0.6 in most pairs of images by the following subpixel adjustment of CPs. The initially input CPs lie on integer grids, i.e., the coordinate of every CP is integer. To improve the accuracy of manually registering EO and IR image, subpixel localization of CPs is conducted as follows. Every CP is first "moved" to the corner as visually close as possible with the moving step being 0.1 pixel. Then a manual iterative process is applied to all CPs until the RMSE decreases to a value ranging 0.3-0.6, while keeping the CPs lie close to corners. In some pairs of images of good quality, RMSE can be decreased to a value less than 0.3. However, the decrease of RMSE when it is less than 0.3 does not imply the manual registration is getting better because the CP's location/localization is hard to determine in this situation. Fig. 8(a) and (b) gives an example of CPs after subpixel moving.
Let (x, y) be a CP on IR and (u, v) be its corresponding CP on EO, then (x, y) and (u, v) 
