Abstract. Let p be a prime, and let d ∈ {0, . . . , p a } with a ∈ Z + . In this paper we study P p a −1 k=0`2 k k+d´m odulo p 3 or p 4 , and determine In 2006 H. Pan and Z. W. Sun [PS] used a sophisticated combinatorial identity to deduce that if p is a prime then 0) where the Legendre symbol ( a 3 ) coincides with the unique integer ε ∈ {0, ±1} satisfying a ≡ ε (mod 3).
In this paper we give various extensions of the congruence (1.0) and drive some related results. Throughout this paper, for an assertion A we set
[A] = 1 if A holds, 0 otherwise.
We also define two linear recurrences {u n (x)} n∈N and {v n (x)} n∈N as follows:
u 0 (x) = 0, u 1 (x) = 1, and u n+1 (x) = xu n (x) − u n−1 (x) (n = 1, 2, . . . ), and v 0 (x) = 2, v 1 (x) = x, and v n+1 (x) = xv n (x) − v n−1 (x) (n = 1, 2, . . . ).
Here is our first theorem. Remark 1.1. Let p be any prime, and let d ∈ {0, 1, . . . , p a } with a ∈ Z + . As u n (−1) = ( n 3 ) and v n (−1) = 3[3 | n] − 1 for n = 0, 1, 2, . . . , (1.1) and (1.2) in the case m = 1 yield the congruences
and
The well-known Fibonacci sequence {F n } n∈N is defined by F 0 = 0, F 1 = 1, and F n+1 = F n + F n−1 for n = 1, 2, 3, . . . .
Its companion {L
By induction, F 2n = u n (3) and L 2n = v n (3) for n = −1, 0, 1, . . . . Note also that u 2n (0) = v 2n+1 (0) = 0 and v 2n (0)/2 = u 2n+1 (0) = (−1) n for all n ∈ N. Thus Theorem 1.1 in the cases m = −1, 2 gives the following consequence. 
(1.6) Also,
(1.7)
Our following result can be viewed as a complement to Theorem 1.1. 
where the sequence {V n (m)} n∈N is defined as follows:
Theorems 1.1-1.2 and the following two corollaries will be proved in Section 2. Corollary 1.2. Let p be an odd prime. Then 
(1.14)
(ii) Define the Pell sequence {P n } n∈N by P 0 = 0, P 1 = 1, and P n+1 = 2P n + P n−1 (n = 1, 2, 3, . . . ).
(iii) Let {S n } n∈N be the sequence introduced by Sun [Su02] and defined by S 0 = 0, S 1 = 1, and S n+1 = 4S n − S n−1 (n = 1, 2, 3, . . . ). [CDP] ). In 1992 Z. H. Sun and Z. W. Sun [SS] showed that Fermat's equation x p + y p = z p has no integer solutions satisfying p ∤ xyz unless p is a Wall-Sun-Sun prime. There are no WallSun-Sun primes below 2 × 10 14 (cf. [MR] ). In 1982 H. C. Williams [W] showed that
(b) The second congruences in (1.15) and (1.16) are essentially due to Z. W. Sun [Su95, Su02] .
Let p > 3 be a prime. Pan and Sun [PS] proved that
and the authors [ST] announced that
In Section 3 we will prove the following further result via a curious identity.
Theorem 1.3. Let p > 3 be a prime. Then we have
By a very sophisticated method, the authors [ST] proved that
where p is a prime, a ∈ Z + and δ ∈ {0, 1}. With the help of a new identity involving Legendre symbols established in Section 4 and two auxiliary propositions given in Section 5, we are able to establish Theorems 1.4-1.5 in Section 6. Theorem 1.4. Let p be a prime and let a ∈ Z + . Then
(1.20) Moreover, when p > 3, we have
(1.21) and 22) and also
(1.23) where E n (x) is the Euler polynomial of degree n and E n = 2 n E n (1/2) is the nth Euler number.
Recall that the nth Catalan number is
In 2006, H. Pan and Z. W. Sun [PS] showed that for any prime p we have
In [ST] the authors proved that
In the following corollary we determine
Corollary 1.4. Let p > 3 be a prime and let a ∈ Z + . Then
(1.25)
(1.26)
Proof. For k ∈ N we clearly have
So (1.24) and (1.25) follow from (1.21) and (1.22). Observe that
Therefore (1.26) holds by (1.18) and (1.25).
Theorem 1.5. Let p be a prime, and let d ∈ {0, . . . , p a } with a ∈ Z + . Set
(1.27)
Remark 1.3. Let p be any prime, and let a ∈ Z + and δ ∈ {0, 1}. (1.29) in the case d = δ yields the congruence 1 2
2. Proofs of Theorems 1.1-1.2 and Corollaries 1.2-1.3
Given A, B ∈ Z we define the Lucas sequence u n = u n (A, B) (n ∈ N) and its companion v n = v n (A, B) (n ∈ N) as follows: u 0 = 0, u 1 = 1, and u n+1 = Au n − Bu n−1 for n = 1, 2, 3, . . . , and v 0 = 2, v 1 = A, and v n+1 = Av n − Bv n−1 for n = 1, 2, 3, . . . .
It is well known that
where α and β are the two roots of the equation x 2 − Ax + B = 0. It follows that if n ∈ N and m ∈ {n, n + 1, . . . } then
Let p be an odd prime, and let a ∈ Z + and d ∈ {0, 1, . . . , p a }. Then we have
where ∆ = A 2 − 4B and
Proof. The two roots of the equation
we have
with help of Fermat's little theorem. If ∆ = 0, then
Note that 2
Observe that
When p | ∆, this yields
and hence
and thus
Lemma 2.2. Let p be a prime and let a ∈ Z + . Let m ∈ Z with p ∤ m, and let d ∈ {0, 1, . . . , p a }. Then
Euler's theorem and Fermat's little theorem. Therefore
where q p (m) denotes the Fermat quotient (m p−1 − 1)/p. This concludes the proof.
Proof of Theorem 1.1. By induction, u n (−x) = (−1) n−1 u n (x) for n = 0, 1, 2, . . . . Thus the second congruence in (1.1) follows.
For n = −1, 0, 1, . . . let u n denote u n (m − 2) = u n (m − 2, 1). We claim that the first congruence in (1.1) holds for d = p a , p a − 1. In fact,
a − 1} and assume that the first congruence in (1.1) holds and it is also valid with d replaced by d + 1. We want to show that the first congruence in (1.1) with d replaced by d − 1 remains valid. Since 2p
and hence by the induction hypothesis we have
This proves the first congruence in (1.1) with d replaced by d − 1.
By the above we have proved (1. 
As in the proof of Lemma 2.2, v p a (m − 2) ≡ m − 2 (mod p). Note also that v n (−x) = (−1) n v n (x) for all n = 0, 1, 2, . . . . So (1.2) follows. Now assume p = 2 and set ∆ = (m − 2) 2 − 4 × 1 = m(m − 4). As p ∤ m, if p | ∆ then m ≡ 4 (mod p) and hence (m − 2)/2 ≡ 1 (mod p). Thus, with help of Lemma 2.1, we have
. Thus (1.4) follows from (1.3). We are done.
Proof of Theorem 1.2. Observe that
In view of (1.2), we have
Let α and β be the two roots of the equation x 2 − mx − m = 0. Then (−α − 1) + (−β − 1) = −m − 2 and (−α − 1)(−β − 1) = 1, also
In the case p = 2, we have
Note also that
Therefore (1.9) follows from the above.
Proof of Corollary 1.2. By induction, whenever n ∈ N we have
It follows that
Combining this with (1.9) in the case m = −2, we get
By induction, V n (−4) = (−1) n 2 n+1 for all n ∈ N. Thus, by (1.9) with m = −4, we have
Therefore (1.10) holds. Now assume that p = 3. By induction, for n ∈ N we have
Applying (1.9) with m = −3 we get
So (1.11) is valid.
Proof of Corollary 1.3. (i) Applying Theorem 1.2 with m = 1, we obtain that 1 2
Let α and β be the two roots of the equation
By induction,
. By (1.9) in the case m = 5,
Since (5 + 3 √ 5)/2 and (5 − 3 √ 5)/2 are the two roots of the equation
As
So (1.13) also holds. Applying (1.9) with m = −5 we get
As the two roots of the equation x 2 + 5x + 5 = 0 are (−5 ± √ 5)/2, we have
Thus
This proves (1.14).
(ii) As 2+2 √ 2 and 2−2 √ 2 are the two roots of the equation x 2 −4x−4 = 0, we have
where the sequence {Q n } n∈N is given by Q 0 = Q 1 = 2 and Q n+1 = 2Q n − Q n−1 (n = 1, 2, 3, . . . ).
By [Su02, Remark 3 .1],
with the help of (1.9) in the case m = 4. By [Su95] ,
(The last congruence was ever conjectured by Z. H. Sun.) Observe that
So we also have
(iii) Now suppose p > 3. By Theorem 1.2 in the case m = 2, we have
Observe that the two roots of the equation x 2 − 2x − 2 = 0 are 1 ± √ 3. Thus
As observed by Eisenstein,
By a congruence of Z. W. Sun [Su02] ,
In light of [Su02] ,
Therefore (1.16) follows. Let u n = u n (2, −2) and v n = v n (2, −2) for n ∈ N. By induction, v n = 2u n+1 − 2u n = 2u n + 4u n−1 for n = 1, 2, 3, . . . .
Recall that
Applying (1.9) with m = −6, we get
So (1.17) is valid. The proof of Corollary 1.3 is now complete.
Proof of Theorem 1.3
By an identity of T. B. Staver [St] ,
for all n = 1, 2, 3, . . . . Taking n = p − 1 in the identity, we get
≡ 1 (mod p 3 ) by the Wolstenholme theorem, and
Let n ∈ N. It is well known that
and that
(See, e.g., [IR] .) Therefore
By a result of J. W. L. Glaisher [G1, G2] ,
Therefore
Combining the above, we finally obtain the desired congruence (1.18).
An auxiliary theorem
To prove Theorem 1.4, we need an auxiliary result.
Theorem 4.1. For any d, n ∈ N we have
Proof. We use induction on n ∈ N.
In the case n = 0, it is easy to see that (4.1) holds for all d ∈ N. Now fix n ∈ N and assume (4.1) for all
Thus,
where
By the induction hypothesis,
and also
For k ∈ N, clearly
In view of the above,
This concludes the induction step and we are done.
Corollary 4.1. Let d ∈ N and n ∈ Z + . Then
Proof. By Theorem 4.1,
This concludes the proof.
Two auxiliary propositions
Lemma 5.1. Let p be a prime, and let d ∈ {0, 1, . . . , p a } with a ∈ Z + . Then
Proof. (5.1) in the case p > 3 follows from [ST, Lemma 2.2] . By Corollary 4.1,
A result of E. Lehmer [L1] states that for n ∈ N and r ∈ Z we have 3 k≡r (mod 3)
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Combining the above we have proved (5.1).
Lemma 5.2. Let p be a prime and let a ∈ Z + . Then
Proof. If p = 2, then by [SD, Lemma 3 .2] we have 2p
for all i = 0, 1, 2, . . . and hence 1 2
Note also that 2 × 3 − 1 3 − 1 = 10 = 3 2 + (−1) 3−1 .
Now it remains to discuss the case p = 2. Clearly 1 2 2 2 2 = 3 = 2 2 + (−1) 2−1 .
For i = 2, 3, . . . , by [SD, Lemma 3 .2] we have
This concludes the proof. 
It follows that 1 2
We are done. It is well known (see, e.g., [GS] ) that n k E n−k = 0 for n = 1, 2, 3, . . . .
It is well known that E 2n+1 = 0 for all n ∈ N. For each n ∈ N the Euler polynomial of degree n is given by
It is known that E n (x) + E n (x + 1) = 2x n , E n (1 − x) = (−1) n E n (x), and E n (x) = 2 n + 1 B n+1 (x) − 2 n+1 B n+1 x 2 .
For n = 2, 4, 6, . . . we have E n (0) = 0 since B n+1 = 0.
