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Περίληψη
Η piαρούσα εργασία διερευνά και piαρουσιάζει βασικές εφαρμογές της Μηχανι-
κής Μάθησης στην Κρυpiτογραφία. Το piρώτο κεφάλαιο εφοδιάζει τον αναγνώστη
με θεμελιώδεις εισαγωγικές γνώσεις piου κρίθηκαν αpiαραίτητες για την αpiοτελε-
σματικότερη ανάλυση και piαρακολούθηση των μετέpiειτα piεριεχομένων. Τα εpiόμε-
να τρία κεφάλαια piαρουσιάζουν και αξιολογούν την χρήση και αpiοτελεσματικότητα
μοντέλων Μηχανικής Μάθησης για την κρυpiτανάλυση, την ενίσχυση κρυpiτοσυστη-
μάτων και την δυνατότητα υpiοκατάστασης τους αpiό σύνθετα μοντέλα όpiως αυτά των
GAN. Στο τελευταίο κεφάλαιο piροτείνουμε σύγχρονα μοντέλα τα οpiοία σκοpiεύου-
με να αξιοpiοιήσουμε σε καινοτόμες εφαρμογές, με σκοpiό την piεραιτέρω ανάpiτυξη
του κλάδου. Η συνεισφορά της εργασίας είναι διpiλή. Πρώτον, αpiοτελεί μια συ-
γκεντρωτική και κατάλληλα οργανωμένη αναφορά σε διάφορες σpiουδαίες εφαρμογές
αυτών των δυο κλάδων. Αξίζει να σημειωθεί ότι κατά την μελέτη αυτού του α-
ντικειμένου δεν εντοpiίσαμε ανάλογες εργασίες piου να εστιάζουν στην piαρουσίαση
τέτοιων εφαρμογών. Εpiιχειρήσαμε να αpiομονώσουμε την ουσία αpiό κάθε εφαρμο-
γή, ενώ piαράλληλα εμpiλουτίσαμε την θεωρία στην οpiοία βασίζεται, εφοδιάζοντας
τον αναγνώστη με γνώσεις piου κρίνουμε ότι piαραλείpiονται αpiό τις αρχικές εργα-
σίες. Εpiιpiλέον, μελλοντικοί ερευνητές δύναται να ανατρέξουν στην εργασία μας για
την υιοθέτηση piαρεμφερών μοντέλων σε ανάλογα piροβλήματα. Τέλος, το code ob-
fuscation και το crypto-mining piου αναλύονται στο τελευταίο κεφάλαιο αpiοτελούν
ακμαία και ραγδαία αναpiτυσσόμενα piεδία στην Εpiιστήμη των Υpiολογιστών.
i
Abstract
This paper examines and presents basic applications of Machine Learning in
Cryptography. The First Chapter provides the reader with fundamental intro-
ductory knowledge which was deemed necessary for a more effective analysis and
comprehension of this work's content. The following three chapters present and
evaluate the usage and efficacy of Machine Learning Models for cryptanalysis,
for the reinforcement of cryptosystems and their substitutability from complex
models such as GANs. In the last chapter we propose modern models that we
intend to use in innovative applications, with the aim of further developing the
field. The contribution of our work is twofold. Firstly, it constitutes a centralized
and appropriately organized reference to several important applications of these
two fields. It is worth noting that during the study of this object we did not find
similar work focusing on the presentation of such applications. We attempted
to encapsulate the essence from every application, while enriching the theory on
which it is based, providing the reader with knowledge that we consider to be
omitted from the original work. In addition, prospective researchers may refer to
our work on adopting the presented models to similar problems. Finally, code ob-
fuscation and crypto-mining discussed in the last chapter are booming and rapidly
growing fields in Computer Science.
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Κεφάλαιο 1
Εισαγωγή
Η Κρυpiτογραφία και η Μηχανική Μάθηση είναι δυο εpiιστημονικά piεδία piου γνωρίζουν ο-
λοένα και εντονότερη ανάpiτυξη η οpiοία εντυpiώνεται τόσο ακαδημαϊκά όσο και σε piρακτικές
εφαρμογές. Αναφορές σε έννοιες όpiως το Blockchain [2] και τα Νευρωνικά Δίκτυα (Neural
Networks/Deep Learning) piληθαίνουν εκθετικά. Αυτό γίνεται αντιληpiτό, τόσο στο ευρύ κοινό,
μέσω εφαρμογών αυτών των εννοιών σε κρυpiτονομίσματα όpiως το Bitcoin ή σε piαραγωγή ει-
κόνων με χρήση ειδικών νευρωνικών δικτύων ονόματι GAN (Generative Adverserial Network)
[1], όσο και στην ακαδημαϊκή κοινότητα, όpiου δεκάδες συνέδρια διοργανώνονται κάθε χρόνο,
όpiως τα COLT (Conference on Learning Theory), NeurIPS, ICML, AtheCrypt, Crypto, Eu-
rocrypt.
Η piαρούσα εργασία έχει σκοpiό την σύνθεση αυτών των δυο ενεργών piεδίων έρευνας και
την piαρουσίαση αξιοσημείωτων εφαρμογών της Μηχανικής Μάθησης στην Κρυpiτογραφία. Πα-
ράλληλα, για την βαθύτερη κατανόηση των αpiοτελεσμάτων και της σημασίας τους, θα piαρου-
σιαστούν εν συντομία βασικές έννοιες των piαραpiάνω κλάδων.
Βασικό κίνητρο της συγγραφής αυτής της εργασίας δεν αpiοτέλεσε μόνο το ενδιαφέρον piου
piαρουσιάζουν τα εpiιμέρους εpiιστημονικά piεδία, άλλα και το γεγονός ότι συχνά δε δίνεται ιδια-
ίτερη έμφαση στη μεταξύ τους αλληλεpiίδραση. Η εpiιφύλαξη αυτή δεν είναι αβάσιμη, καθώς η
εξόρυξη οpiοιουδήpiοτε ουσιωδούς αpiοτελέσματος αpiαιτεί την piροσεκτική εφαρμογή της Μηχα-
νικής Μάθησης στην Κρυpiτογραφία. Το βασικότερο εμpiόδιο αυτής της εφαρμογής είναι δυο
αντικρουόμενες θεμελιώδεις αρχές piου διέpiουν αυτού τους δύο κλάδους: η Μηχανική Μάθηση
είναι piολύ αpiοτελεσματική στον εντοpiισμό μοτίβων μεταξύ δεδομένων, ενώ η Κρυpiτογραφία
στην αpiόκρυψή τους. Για τον λόγο αυτό, όpiως θα σας piαρουσιάσουμε στην συνέχεια, τα
piερισσότερα αξιόλογα αpiοτελέσματα βασίζονται κυρίως σε τεχνικές υλοpiοιήσεις κρυpiτοσυστη-
μάτων (χρήση νευρωνικών για side channel attack). Παρόλα αυτά, υpiάρχουν ενδιαφέρουσες
αpiόpiειρες αpiομίμησης κρυpiτοσυστημάτων, όpiως ενός αpiλού Simon cipher[3], ή τη δημιουργία
ενός καινούργιου με χρήση adverserial training (GAN)[4].
2
3Η εργασία δομείται με τον ακόλουθο τρόpiο: Στο piαρόν κεφάλαιο, θα ακολουθήσουν δυο
υpiοενότητες piου θα εξηγήσουν συνοpiτικά, βασικά χαρακτηριστικά της Κρυpiτογραφίας και της
Μηχανικής Μάθησης τα οpiοία θα μας χρειαστούν στην συνέχεια. Στο δεύτερο κεφάλαιο,
θα διερευνήσουμε βασικές εφαρμογές για την εpiίθεση κρυpiτοσυστημάτων, στο τρίτο για την
piροστασία και ενίσχυση τους, ενώ στο τέταρτο θα αναρωτηθούμε και θα εξετάσουμε σε piοιο
βαθμό μpiορούμε piραγματικά να piροσομοιάσουμε τη δομή και την λειτουργία ενός σύνθετου
κρυpiτοσυστήματος με ένα νευρωνικό δίκτυο. Στο τελευταίο κεφάλαιο piαρουσιάζονται σύγχρο-
να μοντέλα τα οpiοία σκοpiεύουμε να αξιοpiοιήσουμε σε καινοτόμες εφαρμογές, με σκοpiό την
piεραιτέρω ανάpiτυξη του κλάδου.
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1.1 Κρυpiτογραφία
Η κρυpiτογραφία ασχολείται με την μεταφορά ενός μηνύματος m αpiό έναν piομpiό σε ένα δέκτη,
κατά τέτοιο τρόpiο, ώστε η μυστικότητα του piεριεχομένου του να μένει αλώβητη σε οpiοιονδήpiοτε
εξωτερικό piαραλήpiτη. Τα piρώτα δείγματά της μpiορεί κανείς να τα διακρίνει 2500 χρόνια piριν,
στην αρχαία Ελλάδα όpiου οι Σpiαρτιάτες είχαν την δυνατότητα να ανταλλάσσουν piληροφορία
κρυφά μέσω μιας σκυτάλης (κύλινδρος). Σε αυτήν, τύλιγαν μια κορδέλα και έγραφαν piάνω της
το μήνυμα piου ήθελαν να στείλουν. Η κορδέλα αpiοτελούσε το κρυpiτογραφημένο κείμενο, του
οpiοίου η ορθή αpiοκρυpiτογράφηση θα μpiορούσε να piραγματοpiοιηθεί μόνο εφόσον, ο piαραλήpiτης
το τύλιγε σε μια piαραpiλήσια σκυτάλη.
Σχήμα 1.1: Αρχικό μήνυμα killkingtomorrowmidnight κρυpiτογραφείται σε ktm ioi lmd lon kri irg
noh gwt
Παρατηρήστε τις έννοιες του μηνύματος, κρυpiτομηνύματος και του κλειδιού (σκυτάλη). ΄Ενα
άλλο κρυpiτοσύστημα piου εμφανίστηκε αργότερα είναι αυτό του Καίσαρα, όpiου το κάθε γράμμα
του αρχικού μηνύματος αντικαθίσταται αpiό ένα άλλο piου piροκύpiτει ολισθαίνοντας την αλφάβητο
κατά k γράμματα. Για piαράδειγμα, το μήνυμα ”ΝΑΙ” με ολίσθηση k = 1, μετατρέpiεται ”ΞΒΚ”.
Το κλειδί σε αυτή την piερίpiτωση είναι η τιμή του k.
Με το piέρασμα των χρόνων και την εξέλιξη των Μαθηματικών και της Εpiιστήμης των Υ-
piολογιστών, τα κρυpiτοσυστήματα έγιναν ολοένα και piιο σύνθετα. Χαρακτηριστικό piαράδειγμα
αpiοτελεί η μηχανή-Αίνιγμα (Enigma) piου χρησιμοpiοιήθηκε αpiό τους Γερμανούς για την ανταλ-
λαγή μηνυμάτων κατά τον Δεύτερο Παγκόσμιο Πόλεμο (την οpiοία έσpiασε ο Alan Turing με
την βοήθεια Πολωνών μαθηματικών). Τέλος, τα piιο σύγχρονα κρυpiτοσυστήματα (AES, RSA,
El Gamal) βασίζονται σχεδόν εξ΄ ολοκλήρου σε αριθμοθεωρία, καθώς και σε υpiοθέσεις piέρι
δυσεpiίλυτων piροβλημάτων[5].
Ας υpiοθέσουμε, λοιpiόν, ότι η Alice και ο Bob θέλουν να εpiικοινωνήσουν μεταξύ τους (να
ανταλλάξουν ένα μήνυμα m), χωρίς να καταλάβει το piραγματικό του piεριεχόμενο ένας τρίτος
ακροατής, η Eve. ΄Οpiως είδαμε και στα ιστορικά piαραδείγματα, η Alice piρώτα κρυpiτογραφεί το
μήνυμα της m (plaintext) αξιοpiοιώντας ένα κλειδί k, και στέλνει το κρυpiτογραφημένο μήνυμα
c (ciphertext) στον Bob. Η διαδικασία αυτή piραγματοpiοιείται με μια κατάλληλη συνάρτηση
E(k,m), ώστε c = E(k,m). Στη συνέχεια, ο Bob αναιρεί την κρυpiτογράφηση, αpiοκρυpiτο-
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γραφώντας το μήνυμα με το ίδιο κλειδί, piαίρνοντας piίσω το m = D(k, c). Αυτό αpiοτελεί την
γενική ιδέα της συμμετρικής κρυpiτογραφίας.
Σχήμα 1.2: Συμμετρική κρυpiτογραφία: Κρυpiτογράφηση και Αpiοκρυpiτογράφηση γίνεται με το ίδιο
κλειδί
΄Ολα τα διαφορετικά σχήματα κρυpiτογράφησης υφίστανται λόγω διαφορετικής εpiιλογής κα-
τάλληλων συναρτήσεων E(k,m), D(k, c). ΄Οpiως θα δούμε και στα εpiόμενα κεφάλαια, δεν έχει
σημασία αpiλά η σωστή εpiιλογή των E,D, άλλα και η piροσεκτική τους υλοpiοίηση, καθώς μια
αμελής υλοpiοίηση piιθανώς να piροσδώσει εpiιpiρόσθετες piληροφορίες για το κλειδί και το μήνυμα
μας στην Eve. Ενδεικτικά piαραδείγματα συμμετρικής κρυpiτογραφίας είναι το κρυpiτοσύστημα
του Καίσαρα, Vigenere, DES, AES, one-time pad[5].
Στην εργασία μας εστιάζουμε σε συμμετρική κρυpiτογραφία, άλλα για λόγους piληρότη-
τας θα σας αναφέρουμε και την ασύμμετρη, όpiου οι Alice, Bob έχουν ένα ζεύγος δημόσιου
(pk) και ιδιωτικού κλειδιού (sk). ΄Ετσι, η Alice κρυpiτογραφεί με το δημόσιο κλειδί του
Bob (pkBob) ο οpiοίος με την σειρά του το αpiοκρυpiτογραφεί με το ιδιωτικό του, δηλαδή
D(skBob, E(pkBob,m)) = m. Κλασικά piαραδείγματα ασύμμετρης κρυpiτογραφίας είναι το RSA,
El Gamal[5].
Γεννάται φυσικά το ερώτημα για το piως κρίνουμε ότι ένα κρυpiτοσύστημα εpiιτελεί εpiιτυχώς
την λειτουργία του, δηλαδή η συνάρτηση κρυpiτογράφησης E(k,m) είναι τέτοια, ώστε η Eve
να μη μpiορεί να μάθει τίpiοτα αpiολύτως για το m εξετάζοντας μόνο το κρυpiτοκείμενο c. Κα-
ταλήγουμε, λοιpiόν στον ακόλουθο ορισμό του Shannon ο οpiοίος διατυpiώνει την piροηγούμενη
αpiαίτηση με piιο αυστηρό τρόpiο:
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Ορισμός 1. Θεωρούμε το αρχικό μήνυμα m, το κρυpiτοκείμενο c, και το κλειδί k τυχαίες
μεταβλητές piου piαίρνουν τιμές στους χώρους Μ, C, Κ αντίστοιχα. Τότε το κρυpiτοσύστημα
(E,D) έχει τέλεια μυστικότητα κατά Shannon όταν:
∀x ∈M, y ∈ C Pm∈M,k∈K [m = x|c = y] = Pm∈M [m = x]
Με άλλα λόγια η piιθανότητα να έχει εpiιλεγεί το μήνυμα m piρος κρυpiτογράφηση, δεν μετα-
βάλλεται αpiό την εpiιpiρόσθετη γνώση του κρυpiτοκειμένου c. Εpiομένως, λαμβάνουμε μηδενική
piληροφορία αpiό το c.
Στην piράξη, η αpiαίτηση ένα κρυpiτοσύστημα (E,D) να έχει τέλεια μυστικότητα κατά
Shannon, είναι αρκετά εpiιβλαβής, υpiό την έννοια ότι ισχύει η piαρακάτω piρόταση:
Πρόταση 1. ΄Εστω ένα κρυpiτοσύστημα (E,D) piάνω στους χώρους M , C, K. Τότε ισχύει
ότι
|M | ≤ |C| ≤ |K|
Η piαραpiάνω piρόταση μας δεσμεύει στο να έχουμε μεγάλα μήκη κλειδιών (της τάξης των
μηνυμάτων/κρυpiτομηνυμάτων). ΄Ετσι, καταφεύγουμε σε μια ασθενέστερη αpiαίτηση μυστικότη-
τας, την υpiολογιστική μυστικότητα/ασφάλεια (αφού ορίσουμε piρώτα την έννοια της αμελητέας
συνάρτησης):
Ορισμός 2. Μια συνάρτηση f(x) : N −→ R είναι αμελητέα (negligable) αν για κάθε piολυ-
ώνυμο p(.), υpiάρχει ένας ακέραιος Np > 0, ώστε για κάθε x > Np:
|f(x)| < 1
p(x)
Ορισμός 3. Θεωρούμε αντίpiαλο (adversary) Α ο οpiοίος piροσpiαθεί να υpiολογίσει ένα κατη-
γόρημα q : M → {0, 1} piάνω στο αρχικό μήνυμα m. Ορίζουμε εpiίσης το piλεονέκτημα του A
ως
Advq(A) = |P [A(c) = q(D(key, c))]− 1
2
|
Λέμε ότι ένα κρυpiτοσύστημα με piαράμετρο ασφαλείας λ είναι σημασιολογικά ασφαλές, αν
για κάθε PPT A, για κάθε q:
Advq(A) = negl(λ)
Ζητάμε, δηλαδή, να μη μpiορεί μια piεριορισμένη (PPT) Eve να βρει την αληθοτιμή για ο-
piοιοδήpiοτε κατηγόρημα (pi.χ. αν m ∈ {0, 1}∗ τότε να μαντέψει αν το τελευταίο bit είναι 0 ή 1)
piάνω στο αρχικό μήνυμα, στηριζόμενη αpiοκλειστικά στο κρυpiτοκείμενο c.
Στα εpiόμενα κεφάλαια, θα δούμε piώς με την χρήση της Μηχανικής μάθησης θα μpiορέσουμε
να εκμεταλλευτούμε τις τεχνικές υλοpiοιήσεις ([6],[7],[8]) ή την ίδια την κατανομή piου δημιουργεί
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το κρυpiτοσύστημα piάνω στα κρυpiτοκείμενα για την εξόρυξη μοτίβων και να κατασκευάσουμε
στην piράξη έναν τέτοιο αντίpiαλο A (pi.χ. ένα Νευρωνικό Δίκτυο). Μάλιστα, ένας ισοδύναμος
ορισμός με την σημασιολογική ασφάλεια, είναι η μη διακρισιμότητα (indistinguishability)[5],
όpiου ανάγουμε την ασφάλεια σε ένα piαίγνιο μεταξύ δυο piαικτών C, A. Σε αυτό, ο A εpiιλέγει
δυο μηνύματα, τα οpiοία στέλνει στον C. Ο C κρυpiτογραφεί τυχαία ένα αpiό αυτα και στέλνει
το κρυpiτογραφημένο c στον A ο οpiοίος θέλει να βρει (με piιθανότητα piάνω του 1
2
) piοιο αpiό τα
δυο κρυpiτογραφήθηκε. Αυτό το piαίγνιο δρα ως έναυσμα για την υιοθέτηση ενός adversarial
μοντέλου νευρωνικών δικτύων (GAN), όpiου ο κάθε piαίκτης είναι ο ίδιος ένα νευρωνικό δίκτυο.
Η ιδέα αυτή μελετάται στο [4], και θα αναλυθεί piεραιτέρω στο τέταρτο κεφάλαιο.
1.2 Μηχανική Μάθηση
Η Μηχανική Μάθηση είναι το εpiιστημονικό piεδίο piου ασχολείται με την μελέτη αλγορίθμων οι
οpiοίοι εpiιτρέpiουν στον υpiολογιστή να εξορύξει κανόνες, βασιζόμενος σε μοτίβα piου εντοpiίζει
σε δεδομένα. Διαφοροpiοιείται, λοιpiόν, αpiό τους συνηθισμένους αλγορίθμους, όpiου η σχέση
μεταξύ εισόδου και εξόδου είναι σαφώς διατυpiωμένη εκ των piροτέρων αpiό τον piρογραμματιστή.
Στην Μηχανική Μάθηση το ίδιο το piρόγραμμα συνθέτει αυτή την σχέση, μελετώντας ένα σύνο-
λο εκpiαίδευσης (training set). Για τον λόγο αυτό κατατάσσεται στον ευρύτερο εpiιστημονικό
κλάδο της Τεχνητής Νοημοσύνης (Artificial Intelligence).
Τέτοιου τύpiου αλγόριθμοι piροτιμούνται σε piεριpiτώσεις όpiου η σχέση εισόδου-εξόδου δεν
διατυpiώνεται εύκολα και εpiομένως εpiωφελούμαστε να εpiιτρέψουμε στο ίδιο το piρόγραμμα να
την συνθέσει. Κάθε τέτοιο piρόγραμμα λαμβάνει ένα διάνυσμα αpiό χαρακτηριστικά (features)
−→x , τα οpiοία συνήθως piεριγράφουν ορισμένες piοιοτικές μεταβλητές του piροβλήματος μας, και
εξωτερικεύει ένα δίανυσμα τιμών −→y . Για piαράδειγμα, αν έχουμε σκοpiό την piρόγνωση του
καιρού, τότε το −→x μpiορεί να piεριέχει piληροφορίες για την θερμοκρασία, την ατμοσφαιρική
piίεση και την υγρασία, ενώ το −→y την τιμή 0 ή 1 (για το αν θα βρέξει ή όχι).
Αν το −→y είναι διακριτό και piεpiερασμένο, τότε λέμε ότι έχουμε piρόβλημα κατηγοριοpiοίηση-
ταξινόμησης (classification), ενώ σε αντίθετη piερίpiτωση έχουμε piαλινδρόμηση (regression).
Σε κάθε piερίpiτωση, θέλουμε να piροσεγγίσουμε την κατανομή p(−→y |−→x ). Για τον σκοpiό αυτό,
το piρόγραμμα τροφοδοτείται με δεδομένα (σύνολο εκpiαίδευσης-training data) τα οpiοία αpiαρ-
τίζονται αpiό στιγμιότυpiα του piροβλήματος μας. Αν τα χαρακτηριστικά −→x κάθε στιγμιοτύpiου
συνοδεύονται και με την έξοδο −→y (label) piου τους αναλογεί, τότε έχουμε ένα piρόβλημα super-
vised learning. Αν κανένα δεν piεριέχει label, έχουμε unsupervised learning, ενώ αν είμαστε
σε ενδιάμεση κατάσταση, piρόκειται για semi-supervised learning. Σε αυτήν την εργασία θα
εστιάσουμε σε supervised learning.
Αν και η δημοτικότητα της Μηχανικής Μάθησης τα τελευταία χρόνια έχει εpiανέλθει με
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την ανάpiτυξη του deep learning, ο κλάδος υφίσταται αpiό τα μέσα του piερασμένου αιώνα.
΄Ηδη, στην δεκαετία του 1950, εμφανίζεται ένας αpiό τους piρώτους αλγορίθμους σε αυτόν
τον κλάδο, ο perceptron [9] και λίγα χρόνια αργότερα, δημοσιοpiοιείται και ένας regressor, ο
adaptive linear element (ADALINE) [10], ο οpiοίος είναι στενά συνδεδεμένος (αpiοτελεί ειδική
piερίpiτωση) με την στοχαστική μέθοδο των κλίσεων (stohastic gradient descent). Μολονότι
υpiάρχουν και άλλοι σpiουδαίοι αλγόριθμοι (SVM[11], random trees, random forests[12]), τα
δημοφιλέστερα, ίσως, αpiοτελέσματα οφείλονται σε αυτούς piου αφορούν τα νευρωνικά δίκτυα
(deep learning), τα οpiοία λόγω της αυξημένης piολυpiλοκότητας τους έχουν την δυνατότητα
να piροσεγγίσουν piιο σύνθετες κατανομές (capacity). Ενδεικτικά piαραδείγματα αpiοτελούν τα
Convolutional Neural Networks (CNN), τα οpiοία κατάφεραν να αναγνωρίσουν χειρόγραφα
ψηφία, αξιοpiοιώντας την βάση δεδομένων MNIST, ή η συγγραφή και εpiεξεργασία της φυσικής
μας γλώσσας, αξιοpiοιώντας LSTM [13] (νευρωνικό δίκτυο με μνήμη).
Η άνοδος της δημοτικότητας της Μηχανικής Μάθησης είναι άρρηκτα συνδεδεμένη με την
εpiίδοση των deep learning αλγορίθμων, η οpiοία βελτιώθηκε λόγω της αύξησης της υpiολογι-
στικής ισχύος και του διαθέσιμου όγκου δεδομένων piρος εκpiαίδευση. Ενδεικτικά, ένα αpiό τα
piαλαιότερα (piρώτο μισό του 20oυ αιώνα) δείγματα στα οpiοία εφαρμόστηκαν μέθοδοι μηχανικής
μάθησης, το iris, έχει τάξη μεγέθους 102− 103, ενώ το WMT 2014 English to French dataset
κυμαίνεται στα 109. Η piολυpiλοκότητα των νευρωνικών δικτύων piαρουσιάζει piαρόμοια αύξηση,
όpiως φαίνεται στο piαρακάτω σχήμα (θα ορίσουμε, στη συνέχεια, αναλυτικότερα την έννοια του
νευρώνα) [14]:
Σχήμα 1.3: Πλήθος συνδέσεων κάθε νευρώνα, για διάφορες δομές/υλοpiοιήσεις νευρωνικών δικτύων
και αντιpiαραβολή τους με βιολογικούς νευρώνες διάφορων οργανισμών [14]
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΄Οpiου:
1. Adaptive linear element [10]
2. Neocognitron [15]
3. GPU-accelerated convolutional network [16]
4. Deep Boltzmann machine [17]
5. Unsupervised convolutional network [18]
6. GPU-accelerated multilayer perceptron [19]
7. Distributed autoencoder [20]
8. Multi-GPU convolutional network [21]
9. COTS HPC unsupervised convolutional network [22]
10. GoogLeNet [23]
1.2.1 Deep Learning
Το deep learning είναι υpiοκλάδος της Μηχανικής Μάθησης, το οpiοίο εστιάζει στην λειτουργία
των Νευρωνικών Δικτύων. Ο όρος piροέρχεται αpiό τα piολλά στρώματα νευρώνων piου χαρα-
κτηρίζουν τα Νευρωνικά Δίκτυα (ή αλλιώς MLP-MultiLayerPerceptron). Πιο συγκεκριμένα,
αpiοτελούνται αpiό ένα input layer, όpiου εισάγονται τα χαρακτηριστικά −→x (features), ένα ή
piερισσότερα hidden layers και ένα τελικό output layer, στο οpiοίο εξάγει το ζητούμενο −→y .
Παρατηρήστε ότι τα input, output layers είναι άμεσα συσχετισμένα με τη δομή των δεδομένων
(−→x , −→y ), σε αντίθεση με τα hidden layers.
Στο σχήμα 1.4, η κάθε ακμή σχετίζεται με την τιμή μιας piαραμέτρου βάρους, η οpiοία
εκφράζει τον βαθμό αλληλεpiίδρασης μεταξύ των δυο νευρώνων piου ενώνει. Η λειτουργία κάθε
νευρώνα φαίνεται piιο ξεκάθαρα στο σχήμα 1.5.
Υpiολογίζει δηλαδή το εσωτερικό γινόμενο < −→w ,−→x > το οpiοίο τίθεται ως όρισμα σε μια
κατάλληλη συνάρτηση ενεργοpiοίησης Α (activation function). Συχνά στην βιβλιογραφία, αντί
να αναφερόμαστε σε εpiιμέρους διανύσματα βαρών, μpiορούμε να ομαδοpiοιήσουμε όλα τα βάρη
ενός στρώματος σε έναν piίνακα, όpiου η κάθε γραμμή αναλογεί σε έναν νευρώνα και εpiομένως
το συνολικό output του στρώματος είναι της μορφής A(Wx + b), όpiου το b είναι το bias. Η
χρήση μιας μη γραμμικής Α είναι αpiαραίτητη αν θέλουμε το δίκτυο μας να piροσεγγίζει μια
piιο σύνθετη συνάρτηση/κατανομή. Διαφορετικά, η τελική συνάρτηση f(−→w ,−→x ) του δικτύου
μας θα ήταν γραμμική.
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Σχήμα 1.4: Σχηματική αναpiαράσταση MLP
Σχήμα 1.5: Σχηματική αναpiαράσταση λειτουργίας νευρώνα [6]
Συνήθεις συναρτήσεις piου αξιοpiοιούνται στα Νευρωνικά Δίκτυα (και θα συναντήσουμε στα
εpiόμενα κεφάλαια) ως συναρτήσεις ενεργοpiοίησης:
• Σιγμοειδής (sigmoid) s(x) = 1
1+e−x . Εpiειδή ∀x s(x) ∈ [0, 1], η συνάρτηση εκφράζει ένα
είδος piιθανότητας και συνήθως αξιοpiοιείται στο output layer σε piροβλήματα δυαδικής
ταξινόμησης (binary classification) (label(x) = 1⇔ s(x) ≥ 0.5).
• Συνάρτηση softmax softmax(z)i = ezi∑
j e
zj , όpiου z ένα διάνυσμα. Αpiοτελεί γενίκευση
της σιγμοειδούς συνάρτησης (piαρατηρήστε ότι για z ∈ R2, τότε P [y = 1|x] = s(x) =
softmax(z)1) και αξιοpiοιείται στο output layer για την ταξινόμηση σε k κλάσεις. Πιο
συγκεκριμένα label(x) = argmaxi(softmax(z)i).
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• Υpiερβολική εφαpiτομένη tanh(x) = ex−e−x
ex+e−x . Παρόμοια με την σιγμοειδή (tanh(x) =
2s(2x)−1). Αξιοpiοιείται κυρίως σε hidden units (ιδιαίτερα σε LSTM), ή σε output layer
σε piροβλήματα piαλινδρόμησης.
• Συνάρτηση ReLU (Rectified Linear Unit) relu(x) = max{0, x}. Παρόμοια χρήση με αυ-
τή της υpiερβολικής εφαpiτομένης. Πιο αpiοδοτική και αpiοτελεσματική αpiό την tanh, λόγω
της αpiλότητας της και της αpiοφυγής κορεσμού piαραγώγου: οι s(x), softmax(z)i, tanh(x)
έχουν το piρόβλημα ότι για μεγάλες ή μικρές τιμές των x, z οι piαράγωγοί τους είναι σχεδόν
μηδενικές. Το γεγονός αυτό τις καθιστά piροβληματικές, αν δεν χειριστούν σωστά, για
την βελτιστοpiοίηση της piροσέγγισης με τον στοχαστικό αλγόριθμο των κλίσεων.
Η αpiοτελεσματικότητα ενός Νευρωνικού Δικτύου εpiηρεάζεται σημαντικά και αpiό την αρχιτε-
κτονική του. Μια piρώτη έννοια αρχιτεκτονικής είναι ο τρόpiος διασύνδεσης μεταξύ στρωμάτων.
Αν κάθε νευρώνας ενός στρώματος συνδέεται με όλους του piροηγούμενου, τότε χαρακτη-
ρίζεται ως fully connected (FC) layer. Αν αυτοί συσχετίζονται μέσω κατάλληλης συνάρτησης
piαραθύρου (η τιμή του νευρώνα εξαρτάται μόνο αpiό μια piεριοχή γειτωνικών νευρώνων του piροη-
γούμενου στρώματος) (kernel), τότε ονομάζεται convolutional layer. Η χρήση του ενδείκνυται
σε εφαρμογές piου αφορούν εικόνες, όpiου τα δεδομένα έχουν μια εpiιpiλέον χωρική piληροφορία
η οpiοία μpiορεί να εpiεξεργαστεί με χρήση αυτών των kernel. Τέλος, όταν ένα στρώμα μpiορεί
να μεταβιβάσει piληροφορία και piρος τα piίσω (σε piρογενέστερο στρώμα), το δίκτυο λέγεται
Recurrent Neural Network (RNN) (αξιοpiοιείται σε εφαρμογές piου αφορούν την εpiεξεργασία
της γλώσσας).
Στην αρχιτεκτονική εντάσσεται και το μέγεθος του δικτύου. Το συνολικό piλήθος στρω-
μάτων λέγεται βάθος (depth), ενώ το piλήθος νευρώνων σε κάθε στρώμα χαρακτηρίζει το
piλάτος (width). Αυξάνοντας το piλάτος και το βάθος, βελτιώνουμε το capacity του μοντέλου
μας, δηλαδή την κλάση συναρτήσεων piου μpiορούμε να piροσεγγίσουμε. Το καθολικό θεώρη-
μα piροσέγγισης (universal approximation theorem) ([24], [25], [26]) μας αναφέρει ότι, υpiό
χαλαρές υpiοθέσεις για την συνάρτηση ενεργοpiοίησης (μη σταθερή, συνεχής και φραγμένη),
μας αρκεί ένα hidden layer και ένας piεpiερασμένος αριθμός νευρώνων, ώστε να μpiορούμε να
piροσεγγίσουμε οpiοιαδήpiοτε συνεχή συνάρτηση σε συμpiαγή χωρίο του Rn.
Θεώρημα 1. ΄Εστω φ: R→ R μη σταθερή, φραγμένη και συνεχής συνάρτηση, Im = [0, 1]m,
C(Im) = {f : Im → R, f συνεχής }. Τότε, για κάθε ε > 0 και f ∈ C(Im), υpiάρχει ακέραιος N
(piλήθος νευρώνων μοναδικού hidden layer), piραγματικοί vi, bi ∈ R, και διανύσματα wi ∈ Rm,
i ∈ {1, ..., N}, ώστε αν
F (x) =
N∑
i=1
viϕ(wi
Tx+ bi)
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τότε |F (x)− f(x)| < ε για κάθε x ∈ Im. Εpiομένως, το σύνολο συναρτήσεων {F (x), F (x) =∑N
i=1 viϕ(wi
Tx+ bi)} είναι piυκνό στον χώρο C(Im) .
Η έννοια της σύγκλισης σε μια κατανομή δε θα μpiορούσε να έχει νόημα αν δεν ορίσουμε
κάpiοια έννοια αpiόστασης αpiό αυτήν. Στην Μηχανική Μάθηση, αυτό εκδηλώνεται μέσω της
συνάρτησης κόστους J(θ). Στη piράξη, piροσpiαθούμε να εκτιμήσουμε την κατανομή μέσω της
Εκτιμήτριας Μεγίστης Πιθανοφάνειας (ΕΜΠ) και εpiομένως το κόστος piρος ελαχιστοpiοίηση
(στην βιβλιογραφία μpiορεί κανείς να την συναντήσει ως cross-entropy) είναι
J(θ) = −Ex,y∼p̂data(log pmodel(y|x))
΄Ενας εναλλακτικός τρόpiος να καταλήξουμε στο ίδιο αpiοτέλεσμα είναι μέσω του kullback-
leibler (KL) divergence το οpiοίο εκφράζει την αpiόσταση μεταξύ δυο κατανομών p, q (δεν
αpiοτελεί μετρική καθώς είναι ασύμμετρη και δεν ισχύει η τριγωνική ανισότητα). Ορίζεται ως:
DKL(p||q) = Ex∼p[log p(x)− log q(x)]
Στην μηχανική μάθηση, θέλουμε να ελαχιστοpiοιήσουμε την διαφορά μεταξύ της κατανομής
του μοντέλου pmodel και την εμpiειρική κατανομή (όpiως piροκύpiτει αpiό την δειγματοληψία μας)
του δείγματος p̂data, άρα να ελαχιστοpiοιήσουμε την piοσότητα
DKL(p̂data||pmodel) = Ex∼p̂data [log p̂data(x)− log pmodel(x)]
piου ισοδυναμεί (καθώς ο piρώτος όρος δεν είναι συνάρτηση του μοντέλου) στην ελαχιστοpiοίηση
της piοσότητας −Ex∼p̂data [log pmodel(x)].
Ανάλογα με το μοντέλο piου θεωρούμε ότι έχει η αρχική κατανομή, η piαραpiάνω έκφραση
αpiλοpiοείται:
• Αν θεωρήσουμε ότι pmodel(y|x) = N(y; f(x; θ), I), όpiου f(x; θ) η έξοδος του Νευρωνι-
κού Δικτύου με piαραμέτρους θ (βάρη και bias), τότε η έκφραση εκφυλίζεται στο Μέσο
Τετραγωνικό Σφάλμα (MSE):
J(θ) =
1
2
Ex,y∼p̂data||y − f(x; θ)||2 + const =
1
2n
n∑
i=1
||yi − f(xi; θ)||2 + const
Αξιοpiοιείται κυρίως για piροβλήματα piαλινδρόμησης.
• Σε piροβλήματα δυαδικής ταξινόμησης piροτιμάται η binary cross-entropy η οpiοία piροκύpiτει
αυτούσια αpiό τον ορισμό, θεωρώντας pmodel να είναι Bernoulli, όpiου piλέον:
J(θ) = − 1
n
n∑
i=1
(yi log f(xi; θ) + (1− yi) log (1− f(xi; θ)))
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Ο ορισμός αυτός γενικεύεται σε ταξινομήση κ-κλάσεων:
J(θ) = − 1
n
n∑
i=1
(
k∑
j=1
(1(yi = j) log f(xi; θ)))
Οι δυο αυτές συναρτήσεις κόστους αξιοpiοιούνται σε piροβλήματα ταξινόμησης, όpiου ε-
φαρμόζονται στο τελευταίο output layer. Ο λογάριθμος σε συνδυασμό με τα εκθετικά
piου εμφανίζονται στα συνήθη εξωτερικά στρώματα (sigmoid, softmax) εξουδετερώνουν
τον κορεσμό της piαραγώγου με αpiοτέλεσμα να αpiοφέρουν καλύτερα αpiοτελέσματα αpiό
ότι το MSE [14].
Ο λογισμός piίσω αpiό την piαράσταση Ex,y∼p̂data [L(f(x; θ), y)] =
1
n
∑n
i=1 L(f(x; θ), y), όpiου
L(f(x; θ, y) εκφράζει την αpiόκλιση αpiό την piραγματική τιμή (loss function), ονομάζεται ERM
(Empirical Risk Minimization). Ιδανικά, θα θέλαμε να ελαχιστοpiοιήσουμε την piοσότητα
ρίσκου J∗(θ) = Ex,y∼pdata [L(f(x; θ), y)], όpiου pdata είναι η piραγματική κατανομή των δε-
δομένων αpiό το οpiοίο piαράχθηκε το δείγμα εκpiαίδευσης (με αντίστοιχη εμpiειρική κατανο-
μή p̂data). Για την εpiίλυση αυτού του piροβλήματος, ελαχιστοpiοιούμε την αντίστοιχη piο-
σότητα στην κατανομή του δείγματος, ευελpiιστώντας αντίστοιχο αpiοτέλεσμα στην piραγμα-
τική κατανομή, δηλαδή J(θ) = Ex,y∼p̂data [L(f(x; θ), y)]. Το ERM piροσεγγίζει αυτήν την
piοσότητα με την ίσως piιο λογική εκτιμήτρια της μέσης τιμής, την δειγματική μέση τιμή:
Ex,y∼p̂data [L(f(x; θ), y)] =
1
n
∑n
i=1 L(f(x; θ), y).
Οι τρεις συναρτήσεις κόστους piου αναφέρθηκαν piαραpiάνω είναι οι συνηθέστερες piου αξιο-
piοιούνται στην Μηχανική Μάθηση και είναι αυτές piου θα συναντήσουμε στην συνέχεια. Σε
ορισμένες piεριpiτώσεις, ανάλογα με τη φύση του piροβλήματος και των δεδομένων του, μpiορεί
να είναι εpiικερδές να δημιουργήσουμε δικές μας συναρτήσεις κόστους, όpiως θα δούμε και στο
τέταρτο κεφάλαιο, όpiου θα αναλύσουμε το adversarial training [4].
Εφοδιασμένοι με τα piαραpiάνω εργαλεία, είμαστε piλέον σε θέση να piεριγράψουμε τη γενική
διαδικασία εκpiαίδευσης και αξιολόγησης ενός Νευρωνικού Δικτύου. Αρχικά, χωρίζουμε το δε-
ίγμα μας σε σύνολο εκpiαίδευσης και αξιολόγησης (training/test). Στη συνέχεια, διοχετεύουμε
στο δίκτυο μας το σύνολο εκpiαίδευσης, ελαχιστοpiοιώντας την J(θ) (συνήθως με την στοχαστι-
κή μέθοδο των κλίσεων). Εpiειδή εν γένει το σύνολο εκpiαίδευσης είναι μεγάλο, είναι piροτιμότερο
να piροpiονούμε το Νευρωνικό μας Δίκτυο σε μικρότερα υpiοσύνολα του (batch) τα οpiοία το
διαμερίζουν. Κάθε piλήρης διαpiέραση του συνόλου εκpiαίδευσης ονομάζεται epoch. ΄Οσα piε-
ρισσότερα epochs piεράσουν, τόσο piεριορίζουμε την συνάρτηση κόστους. Αpiώτερος σκοpiός
μας, όμως, είναι η γενίκευση, δηλαδή ευελpiιστούμε η J(θ) να piαρουσιάζει piαρόμοια καθοδική
piορεία και στο σύνολο αξιολόγησης. Η χρήση piολλών epochs οδηγεί στην αpiομνημόνευση των
δεδομένων και όχι στην εξόρυξη ουσιωδών μοτίβων και piληροφοριών με αpiοτέλεσμα να έχουμε
μεγάλο σφάλμα γενίκευσης (overfit). Για την αpiοφυγή αυτού του φαινομένου, δημιουργούμε
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εpiιpiλέον σύνολο, το validation set, στο οpiοίο ελέγχουμε την εpiίδοση του Νευρωνικού μας
Δικτύου μετά αpiό κάθε στάδιο εκpiαίδευσης. Εpiειδή piροσομοιάζει το test set, η συνάρτηση
κόστους σε αυτό θα piαρουσιάσει ελάχιστο (μετάβαση αpiό underfit σε overfit), το οpiοίο εpiιδι-
ώκουμε να βρούμε. Μόλις εντοpiιστεί, τερματίζουμε την εκpiαίδευση και ελέγχουμε την εpiίδοση
του στο σύνολο αξιολόγησης.
(αʹ) Ποιοτική αναpiαράσταση overfit-underfit [14] (βʹ) Αναpiαράσταση συνάρτησης κόστους συναρ-
τήσει των epochs σε valdiation-test set [14]
1.3 Ανακεφαλαίωση
΄Εχουμε piλέον εφοδιαστεί με βασικές γνώσεις piάνω στην Κρυpiτογραφία και την Μηχανική
Μάθηση, εστιάζοντας στο Deep Learning, στο οpiοίο βασίζονται η piλειοψηφία των εφαρμογών
piου θα piαρουσιαστούν στην piαρούσα εργασία. Η εpiίγνωση της θεωρίας piου διέpiει αυτά τα
piεδία, μας εpiιτρέpiει μια ομαλότερη μετάβαση στις εφαρμογές, τις οpiοίες, piλέον μpiορούμε να
αξιολογήσουμε ορθότερα.
Μολονότι κάθε εφαρμογή piου θα εξερευνήσουμε στην συνέχεια εξετάζει κάτι διαφορετικό,
η γενικότερη φιλοσοφία είναι η αpiόpiειρα ενσωμάτωσης ενός αλγορίθμου Μηχανικής Μάθησης
(pi.χ. Νευρωνικού Δικτύου) σε κάpiοιο piαραδοσιακό στάδιο της Κρυpiτογραφίας. Στο δεύτερο
κεφάλαιο, θα piαρεμβάλλουμε μια τέτοια μέθοδο για την κρυpiτανάλυση ενός κρυpiτοσυστήματος
(DES [8], Masked AES [6], [7] ), στο τρίτο για την piροστασία και ενίσχυση του, ενώ στο
τέταρτο θα αντικαταστήσουμε το ίδιο το κρυpiτοσύστημα.
Η συγγραφή αυτής της εργασίας έγινε κατά τέτοιο τρόpiο, ώστε να εpiωφελήσει τον ανα-
γνώστη, ανεξαρτήτου piρογενέστερου γνωστικού αντικειμένου. Η εισαγωγική θεωρία θα δώσει
την δυνατότητα σε οpiοιονδήpiοτε να piαρακολουθήσει το υpiόλοιpiο της εργασίας και ευελpiιστούμε
να του piροσδώσει νέα ερεθίσματα, ώστε να εpiιδιώξει την piεραιτέρω εμβάθυνση σε αυτούς τους
δύο κλάδους. ΄Ενας Κρυpiτογράφος μpiορεί να εστιάσει piερισσότερο στις εφαρμογές, αpiό τις
οpiοίες μpiορεί να αναθεωρήσει την ασφάλεια ορισμένων κρυpiτοσυστημάτων, να δώσει μεγαλύτε-
ρη έμφαση στις τεχνικές τους υλοpiοιήσεις και να καταφύγει στην ενίσχυση τους αξιοpiοιώντας
Νευρωνικά Δίκτυα. ΄Ενας αφοσιωμένος ερευνητής στο piεδίο της Μηχανικής Μάθησης μpiορεί
να εμpiνευστεί αpiό τα Κρυpiτογραφικά piαίγνια (pi.χ. piρος δημιουργία νέων δομών GAN) και αpiό
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τις δυσκολίες piου piροκύpiτουν αpiό την piροσέγγιση των σύνθετων συναρτήσεών της. Τέλος,
μελλοντικοί ερευνητές δύναται να ανατρέξουν στην εργασία μας για την υιοθέτηση piαρεμφερών
μοντέλων σε ανάλογα piροβλήματα.
Κεφάλαιο 1. Εισαγωγή
Κεφάλαιο 2
Εpiίθεση Κρυpiτοσυστημάτων με
Μηχανική Μάθηση
Η εpiίθεση Κρυpiτοσηστημάτων (Κρυpiτανάλυση) ανάγεται στην εξαγωγή συμpiερασμάτων για
το αρχικό μήνυμα m ή το κλειδί k piου χρησιμοpiοιήθηκε για την κρυpiτογράφηση (θυμηθείτε τον
ορισμό της σημασιολογικής ασφάλειας). Σε αυτήν την ενότητα θα εστίασουμε στην αpiοκάλυψη
του κλειδιού k. Ο αντίpiαλος (adversary A) αναζητά εμμέσως την κατανομή piου δημιουργείται
στα κλειδιά αpiό το κρυpiτοσύστημα, είτε βασιζόμενος στην εpiίγνωση μιας piοσότητας ζευγών
μηνυμάτων-κρυpiτομηνυμάτων (mi, ci) piου piροέκυψαν αpiό το ίδιο κλειδί(∀i ci = E(k,mi)), είτε
εκμεταλλευόμενος την τεχνική του υλοpiοίηση (side-channel attacks [27]), όpiου piλέον θα έχει
στην διάθεσή του διάφορες φυσικές piοσότητες (ακτινοβολία, θερμοκρασία εpiεξεργαστή, χρόνο
εκτέλεσης) piου piροκύpiτουν κατά την εκτέλεση αυτών των κρυpiτογραφήσεων.
2.1 Κρυpiτανάλυση DES, Triple-DES
Το DES[28] αpiοτελεί, ίσως, το χαρακτηριστικότερο piαράδειγμα block cipher συμμετρικής κρυ-
piτογραφίας. Τα block ciphers αpiοτελούν μια ειδική κατηγορία κρυpiτοσυστημάτων, όpiου το αρ-
χικό μήνυμα m τεμαχίζεται σε υpiομηνύματα mi συγκεκριμένου μήκους, ώστεm1||m2||...||mn =
m. Το τελικό κρυpiτοκείμενο piροκύpiτει αpiό την κατάλληλη σύνθεση των εpiιμέρους ci =
E(k,mi) (pi.χ. c = E(k,m1)||E(k,m2)||...||E(k,mn), όpiως συμβαίνει στο ECB mode του
DES).
Πιο συγκεκριμένα, το DES αpiοτελεί ένα δίκτυο Feistel 16 γύρων με mi, ci, k ∈ {0, 1}64.
Ενδεικτικά, η κρυpiτογράφηση:
mi = L0||R0, |L0| = |R0|
Lj+1 = Rj
Rj+1 = Lj ⊕ F (Rj, Kj), j = 0, ..., 15
16
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ci = L16||R16
ενώ η αpiοκρυpiτογράφηση:
Rj = Lj+1
Lj = Rj+1 ⊕ F (Lj+1, Kj), j = 15, ..., 0
mi = L0||R0
όpiου F μια κατάλληλη ψευδοτυχαία μετάθεση.
Σχήμα 2.1: Σχηματική Αναpiαράσταση δικτύου Feistel
Ας υpiοθέσουμε ότι αναζητούμε το κλειδί k piου χρησιμοpiοιήθηκε για την κρυpiτογράφηση
ενός ζεύγους (m, c). Αυτό ισοδυναμεί στην εξερεύνηση του k στον χώρο των κλειδιών K.
Εpiειδή όμως, τα τελευταία 8 bits του κλειδιού είναι γνωστά (bits ισοτιμίας), ο χώρος ανα-
ζήτησης piεριορίζεται σε |K| = 256. Εpiομένως, μια αpiλή brute force εpiίθεση χρειάζεται 256
δοκιμές/χρονικές μονάδες. Αφού το συγκεκριμένο μέγεθος, με την σημερινή υpiολογιστική ι-
σχύ, φαντάζει piροσιτό το DES αντικαταστήθηκε αpiό piιο σύνθετα κρυpiτοσυστήματα, όpiως το
AES, Triple-DES (E3−DES(k1, k2, k3,m) = EDES(k1, DDES(k2, EDES(k3,m))), όpiου ο χώρος
αναζήτησης είναι 2128 και 2118 αντίστοιχα.
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Γεννάται φυσικά το ερώτημα για το piόσο βελτιώνεται η αpiόδοση της κρυpiτανάλυσης σε
piερίpiτωση piου έχουμε στην διάθεση μας piερισσότερα ζεύγη (mi, ci) και εpiιχειρήσουμε μια piιο
σύνθετη αναζήτηση αpiό brute force. Μια piρώτη piροσέγγιση είναι η κρυpiτανάλυση διαφορών
(differential cryptanalysis), όpiως piρωτοαναpiτύχθηκε αpiό τους Shamir, Biham [30], η οpiο-
ία κατάφερε να σpiάσει το DES αξιοpiοιώντας 247 ζεύγη με 237 χρονική piολυpiλοκότητα [32].
Εναλλακτική piροσέγγιση αpiοτελεί η γραμμική κρυpiτανάλυση (linear cryptanalysis [31]) piου
εpiιτυγχάνει τον ίδιο στόχο με μόλις 243 ζεύγη σε 239 χρόνικες μονάδες [29]. Η κρυpiτανάλυση
με νευρωνικό δίκτυο piου θα piαρουσιάσουμε [8] αpiαιτεί μέσο όρο ζευγών 211 και έχει μέση
διάρκεια 51 λεpiτά. Παρόμοια βελτίωση piαρουσιάζεται και στο 3-DES, όpiου μια piαραδοσιακή
piροσσέγιση, όpiως ο αλγόριθμος του Lucks [33] χρειάζεται 232 γνωστά ζεύγη και 2113 χρονικές
μονάδες, ενώ η χρήση νευρωνικού θέλει κατά μέσο όρο 212 ζεύγη και 72 λεpiτά.
Η εpiίθεση piου θα σας piαρουσιάσουμε κατηγοριοpiοιείται ωςKnown Plaintext Attack (KPA),
εφόσον έχουμε στην διάθεση μας ζεύγη (mi, ci) και αναζητούμε το κοινό k, ώστε ci = E(k,mi).
Σκοpiός τους είναι η εκpiαίδευση ενός νευρωνικού δικτύου το οpiοίο θα δέχεται ως input κρυ-
piτοκείμενα c και θα εξωτερικεύει τα m piου τους αναλογεί. Σχηματικά:
Σχήμα 2.2: Συνοpiτική Αναpiαράσταση δομής Νευρωνικού Δικτύου [8]
Υpiό αυτήν την έννοια, μετά την εκpiαίδευση, τα βάρη θα είναι τέτοια ώστε όλο το MLP να
piροσομοιάζει την κατανομή του DES για αυτό το κρυφό κλειδί k. ΄Ετσι, μολονότι το κλειδί
k piαραμένει κρυφό και άγνωστο σε μας, piλέον θα είμαστε σε θέση να αpiοκρυpiτογραφήσουμε
οpiοιοδήpiοτε μήνυμα m το οpiοίο κρυpiτογραφήθηκε με αυτό το κλειδί.
Το DES είναι σε λειτουργία ECB, ενώ ως συνάρτηση σφάλματος piροτιμήθηκε η MSE. Το
κάθε m, c κωδικοpiοιείται ως ένα διάνυσμα μήκους 64, όpiου σε κάθε κελί αpiοθηκεύεται η τιμή
του αντίστοιχου bit. Για να βρίσκονται όλες οι τιμές στο [0, 1] αξιοpiοιήθηκε η σιγμοειδής συνάρ-
τηση, ενώ η αρχιτεκτονική του Νευρωνικού Δικτύου ήταν cascaded-forward neural network,
το οpiοίο μοιάζει με το piαραδοσιακό MLP piου piεριγράψαμε στην εισαγωγή, με την διαφορά ότι
το i−οστό στρώμα δε συνδέεται μόνο με το αμέσως εpiόμενο, αλλά και με όσα έpiονται αυτο-
ύ. Ο αλγόριθμος ελαχιστοpiοίησης του κόστους ήταν η συζυγής μέθοδος των κλίσεων, ενώ η
εκpiαίδευση τερματίζει μετά αpiό 104 epochs ή όταν το MSE piέσει κάτω του 10−4.
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Για να αpiοδειχθεί ότι η εpiιτυχία της μεθόδου δεν εξαρτάται αpiό τυχόν ιδιότητες ενός μεμο-
νωμένου κλειδιού, αξιοpiοιήθηκαν 100 διαφορετικά σύνολα με 220, κατά μέσο όρο, ζεύγη (m, c),
ώστε κάθε ένα αpiό αυτά τα 100 να αντιστοιχούν σε διαφορετικά (ανεξάρτητα) κλειδιά. Τα
σύνολα αυτά (και τα αντίστοιχα κλειδιά) δημιουργήθηκαν αξιοpiοιώντας κατάλληλη ψευδοτυχαία
γεννήτρια αριθμών.
Διαδικασία εκpiαίδευσης (για κάθε ένα αpiό τα 100 piαραpiάνω σύνολα):
1. Το σύνολο διαμερίζεται σε training/test
2. Το δίκτυο διοχετεύεται με δεδομένα της μορφής (όpiως αναpiτύξαμε στην εισαγωγή) −→x =
c ∈ {0, 1}64,−→y = m ∈ {0, 1}64
3. Αν μετά την εκpiαίδευση, το MSE είναι μεγαλύτερο του 10−2, τότε η εκpiαίδευση χρήζεται
ανεpiιτυχής και το βήμα 2 εpiαναλαμβάνεται με νέα (τυχαία) αρχικοpiοίηση piαραμέτρων θ
και αρχιτεκτονική. Σε αντίθετη piερίpiτωση μεταβαίνουν στο στάδιο αξιολόγησης
Διαδικασία αξιολόγησης:
1. Υpiολογίζονται τα m′ = round(f(c; θ)), c ∈ training set.
2. Συγκρίνουν τα m′ με τα piραγματικά m του συνόλου εκpiαίδευσης ανά bit:
inside− error =
∑n
i=1
∑l
j=1m
′(i, j)⊕m(i, j)
n ∗ l
όpiου n = 64 (piλήθος των bits ανά block), l =piλήθος των m′, m′(i, j) = j−οστό bit
i−οστού μηνύματος. Το συγκεκριμένο μέγεθος αpiοτελεί ένδειξη για το αν το μοντέλο
έχει αφομιώσει piληροφορίες και μοτίβα αpiό το σύνολο εκpiαίδευσης (underfit).
3. ΄Υστερα piαράγονται m′new = round(f(c; θ)), c ∈ test set
4. Εpiαναλαμβάνεται η ίδια ακριβώς διαδικασία με το (2):
outside− error =
∑n
i=1
∑lnew
j=1 m
′
new(i, j)⊕mnew(i, j)
n ∗ lnew
Οι piαράμετροι είναι όpiως piριν, με την διαφορά ότι lnew ' 9∗l (αξιολογήθηκαν piερισσότερα
στοιχεία στο σύνολο αξιολόγησης). Χαρακτηρίζει την ικανότητα γενίκευσης (overfit).
Η διαδικασία αυτή εpiαναλαμβάνεται σε κάθε ένα αpiό τα 100 σύνολα τόσο για το DES όσο
για το 3-DES. Συνοpiτικά, τα αpiοτελέσματα:
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Παρατηρούμε ότι, μολονότι το μέσο σύνολο εκpiαίδευσης αpiαρτιζόταν αpiό piερίpiου 220 δε-
δομένα, το piείραμα εpiιτυγχάνει μια αpiό τις συνθήκες τερματισμού με μόλις 211. Ακόμα piιο
εντυpiωσιακό είναι το αpiοτέλεσμα στο 3-DES, όpiου με μόλις τα διpiλάσια δεδομένα, piετυχα-
ίνουν το ίδιο αpiοτέλεσμα σε ένα αρκετά piιο σύνθετο κρυpiτοσύστημα. Εpiιpiλέον, εpiειδή οι
χρόνοι εκτέλεσης είναι μικροί, η εφαρμογή piαρουσιάζει, piέρα αpiό ακαδημαϊκή, και ουσιαστική
piρακτική σημασία.
Το αpiοτέλεσμα ίσως γίνεται ακόμα piιο αξιόλογο, αν αναλογιστεί κανείς ότι η piαρούσα
εφαρμογή [8] δημοσιεύτηκε το 2012 και εpiομένως μpiορεί να βελτιωθεί piεραιτέρω, τόσο στην
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ακρίβεια της (αξιοpiοιώντας piιο σύγχρονες έννοιες μηχανικής μάθησης piου αναpiτύχθηκαν και
αναλύθηκαν αργότερα, όpiως το dropout [34] και τα relu [35]) όσο και στον χρόνο εκτέλεσης
της (εκμεταλλευόμενοι την ραγδαία ανάpiτυξη της υpiολογιστικής ισχύος).
Κλείνουμε αυτήν την υpiοενότητα, εpiισημαίνοντας τα σημεία piου θεωρούμε ότι οφείλει ο
αναγνώστης να δώσει piερισσότερη σημασία. Αρχικά, όpiως γίνεται φανερό και αpiό την piροη-
γούμενη piαράγραφο, δεν έχει ιδιαίτερο νόημα να συγκρατήσει ακριβή νούμερα για τον χρόνο
εκτέλεσης, piέρα του ότι γίνεται σε piρακτικά εφικτό χρόνο. Μάλιστα, μια σύγχρονη υλοpiοίηση
δύναται να εpiιφέρει σημαντική μείωση χρόνου εκτέλεσης, μιας και η εφαρμογή piραγματοpiοιήθη-
κε αξιοpiοιώντας CPU (AMD Athlon X2, 1.9 Gigahertz), έναντι piολύ αpiοδοτικότερων GPU
piου χρησιμοpiοιούνται στις μέρες μας, και με μόλις 4 GB RAM. ΄Εpiειτα, ουσιώδους σημασίας
είναι η μείωση στην τάξη μεγέθους των ζευγών (m, c). Τις piερισσότερες φορές, η μεγαλύτερη
δυσκολία τέτοιου είδους εpiιθέσεων είναι η αpiόκτηση εpiαρκούς piλήθους (m, c). ΄Ετσι, ένα data
leak μεγέθους 211 ' 2000 ζευγών είναι σημαντικά piιο piιθανό αpi΄ ότι ένα με 243 ' 109 piου
χρειάζεται η γραμμική κρυpiτανάλυση. Τέλος, αν και η χρήση των DES, 3-DES έχει γενικά
εξαλειφθεί, το piαραpiάνω θετικό piαράδειγμα δρα ως έναυσμα για την εφαρμογή της Μηχανικής
Μάθησης σε piιο σύνθετα κρυpiτοσυστήματα τα οpiοία χρησιμοpiοιούνται ευρέως, όpiως το AES,
με το οpiοίο θα ασχοληθούμε στις piαρακάτω δυο ενότητες.
2.2 Μηχανική Μάθηση για την κρυpiτανάλυση Masked AES
μέσω profiled attack
Στην piροηγούμενη εφαρμογή διαpiιστώσαμε piως με την χρήση νευρωνικών δικτύων μpiορούμε
με αpiοδοτικό τρόpiο, αξιοpiοιώντας 211 ζεύγη (m, c), να σpiάσουμε το DES. Σε αυτή την ενότητα
θα εξετάσουμε το AES, ένα κρυpiτοσύστημα piου χρησιμοpiοείται ευρέως λόγω της αυξημένης
piολυpiλοκότητας του. Για τον λόγο αυτό, η εφαρμογή piου θα σας piαρουσιάσουμε βασίζεται σε
αpiώλεια φυσικής piληροφορίας κατά την εκτέλεση του κρυpiτοσύστηματος σε piραγματικό χρόνο
(side channel attack).
Σε ένα side channel attack στοχεύουμε την εξόρυξη χρήσιμης piληροφορίας εκμεταλλευ-
όμενοι διαρροές (trace) piου piροκύpiτουν κατά την κρυpiτογράφηση. Εpiειδή η E(k,m) συ-
χνά αpiαρτίζεται αpiό μια σειρά συναρτήσεων, εμείς συνήθως εστιάζουμε σε μια αpiό αυτές
f : M ×K −→ F (την piιο σύνθετη, όpiως τα SBox στο DES, AES). Στη γενική piερίpiτωση,
καλούμαστε να υpiοθέσουμε ένα μοντέλο L piου θα συσχετίζει την τιμή αυτής της συνάρτησης
με την διαρροή piου εpiιφέρει, δηλαδή μια συνάρτηση
L : F −→ Q ⊆ R
L = L(f(k,m))
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Ενδεικτικά, ένα κλασικό μοντέλο L piου υιοθετείται είναι το Hamming Weight (HW), Hamming
Distance [36]. Το Hamming Distance δυο αλφαριθμητικών ίσου μήκους, είναι το piλήθος των
θέσεων στα οpiοία εμφανίζουν διαφορετικούς χαρακτήρες, ενώ το Hamming Weight είναι το
Hamming Distance αpiό το αλφαριθμητικό piου αpiοτελείται μόνο αpiό τον μηδενικό χαρακτήρα
του αφλαβήτου. Για ε ∼ N(0, 1)(τυχαίος θόρυβος), θεωρούμε τη j−οστή διαρροή piληροφορίας
τη χρονική στιγμή t:
j
tTi = L(f(ki,m)) + ε
Με βάση αυτό, ορίζουμε το σύνολο piου piεριέχει τα j−οστά ίχνη piου αφορούν το i−οστό κλειδί
για όλες τις χρονικές στιγμές:
jTi = {jtTi ∈ R|t ∈ [1, ..., n]}
Αξίζει να σημειωθεί ότι, εpiειδή η f αpiοτελεί τμήμα της συνολικής κρυpiτογράφησης, δεν είναι
αpiαραίτητο τα m, k να αναφέρονται σε ολόκληρο το μήνυμα, κλειδί αντίστοιχα (pi.χ. μpiορεί να
είναι το τελευταίο bit). Στην ανάλυση piου θα ακολουθήσει θεωρούμε ότι στην f(m, k) το m
είναι γνωστό και το ζητούμενο μας είναι η εύρεση του k. Πιθανώς να φαντάζει ισχυρή αpiαίτηση
αυτή, αλλά στη piραγματικότητα δεν είναι piαράλογο να έχουμε κάpiοια piληροφορία για την δομή
τμήματος m του συνολικού M την οpiοία μpiορούμε να εκμεταλλευτούμε. ΄Ετσι, η ενίσχυση
κρυpiτοσυστημάτων αpiέναντι σε τέτοιες εpiιθέσεις, συχνά, εpiιτυγχάνεται αξιοpiοιώντας masks,
δηλαδή d ομοιόμορφα εpiιλεγμένες τιμές {v1, ..., vd} στο V = {0, 1}l οι οpiοίες ”κρύβουν” το
μήνυμα m (pi.χ. εφαρμόζοντας xor f(k,m⊕ vi) σε κάθε εκτέλεση).
Η piαρούσα εφαρμογή δρα σε δυο στάδια (εστιάζοντας κυρίως στο piρώτο):
• profiling attack με χρήση Μηχανικής Μάθησης για την εξουδετέρωση της εpiίδρασης των
{v1, ..., vd}.
• Παραδοσιακό non-Profiling Attack (pi.χ. Correlation Power Analysis (CPA)) για την
εύρεση του k.
Στο profiling attack, δημιουργούμε μια εκτίμηση (ένα profile) της κατανομής p[jTi|L(f(ki,m); θi]
(θi piιθανοί piαράμετροι της κατανομής) για κάθε τιμή ki ∈ K. Πρόκειται για την ισχυρότερη μορ-
φή side channel attack αφού αpiαιτεί την χρήση μιας συσκευής piου αpiοτελεί ακριβές αντίγραφο
(profiling device) της συσκευής στόχου. Αξιοpiοιώντας το profiling device σχηματίζουμε μια a
priori γνώση για την κατανομή p[jTi|L(f(ki,m); θi] για κάθε κλειδί. Για piαράδειγμα, η εκτίμη-
ση της κατανομής στην piερίpiτωση του Template Attack (ειδική κατηγορία profiling attack)
piραγματοpiοιείται θεωρώντας ότι τόσο το μοντέλο διαρροής L(f(ki,m)), όσο και ο θόρυβος,
ακολουθούν κατάλληλη piροσδιοριστέα κανονική κατανομή ∀ki ∈ K.
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Μετά το profiling στάδιο θα είμαστε σε θέση, δεχόμενοι ένα νέο ίχνος T αpiό την συσκευή
στόχο, να βρούμε το κατάλληλο k:
k = argmaxk∈K(p[L(f(k,m))|T ]) = argmaxk∈K(p[T |L(f(k,m)) ∗ p(L(f(k,m))]
p(T )
)
⇔ k = argmaxk∈K(p[T |L(f(k,m)] ∗ p[L(f(k,m)])
όpiου το p[L(f(k,m))] εκτιμάται αpiό τον χρήστη.
Μια piαραδοσιακή piροσέγγιση της κατανομής p[T |L(f(k,m))] γίνεται με την στοχαστική ε-
piίθεση (stochastic attack) [38]. Σε αυτήν μετασχηματίζουμε την αναζήτηση μας σε ένα piρόβλη-
μα piαλινδρόμησης (τη χρονική στιγμή t):
j
tTi = L(f(ki,m)) +  =t h(f(ki,m)) +t R =t c+
U∑
u=1
(taugu(f(ki,m))) +t R
όpiου tR ∼ N(0,Σ) θόρυβος, {tc,t a1, ...,t , aU} οι piαράμετροι του μοντέλου piαλινδρόμησης th
και τα {g1, ..., gU} η βάση της (ο αναγνώστης ίσως έχει συνηθίσει τη βάση να είναι piολυωνυμική
ή γραμμική). Συνηθίζεται:
gj(f(ki,m)) = Bitj(f(ki,m))
΄Ετσι, η κατανομή p[T |L(f(k,m)) ακολουθείN(h(f(ki,m)),Σ), h(f(ki,m)) = {1h(x),2 h(x), ...,n h(x)}.
Η εpiίθεση αυτή γενικεύτηκε και σε masked υλοpiοιήσεις [37].
Η Template Attack είναι piιο ισχυρή εpiίθεση αpiό την stochastic attack υpiό την λογική ότι
piροτείνει μια piολύ piιο σύνθετη ανάλυση, αpiαιτώντας piαράλληλα και piολλά piερισσότερα δεδο-
μένα. Πιο συγκεκριμένα και οι δυο εpiιθέσεις θέλουν να χαρακτηρίσουν το σήμα L(f(k,m)) και
τον θόρυβο . Στο Template Attack, το σήμα th(f(ki,m)) piροσεγγίζεται με κανονικές κατανο-
μές (για κάθε κλειδί), ενώ στο stochastic attack εpiιδιώκουμε τον piροσδιορισμό του γραμμικού,
ως piρος την βάση gu, τμήματος του. Τέλος, piαρατηρήστε ότι στην στοχαστική εpiίθεση ο
piίνακας διασpiοράς του θορύβου δεν εξαρτάται αpiό το κλειδί piου εξετάζουμε. Αντιθέτως, στο
Template Attack έχουμε διαφορετικό θόρυβο (και εpiομένως piίνακα συνδιασpiοράς) για κάθε
κλειδί. Είναι σύνηθες |K| = 256 και U = 8 (ανά byte). Τότε, το Stochastic Attack αpiαιτεί τον
piροσδιορισμό ενός κοινού piίνακα συνδιασpiοράς και 8 συντελεστών, ενώ το Template Attack
την εκτίμηση 256 piινάκων συνδιασpiοράς και L(f(k,m)) (η εκτίμηση γίνεται του L γίνεται piα-
ίρνοντας την μέση τιμή των ιχνών). Οι [41] ανέλυσαν και σύγκριναν piεραιτέρω τις δυο αυτές
εpiιθέσεις.
Παράλληλα, αναpiτύχθηκαν και άλλες εpiιθέσεις [39], όpiως οι Templates Before Processing,
Templates During Processing, Templates After Processing. Η εφαρμογή στοχεύει σε μια
αpiοτελεσματικότερη εναλλακτική, με αpiοδοτικό χρόνο εκτέλεσης, χαμηλή εκμετάλλευση μνήμης
και υψηλό piοσοστό εpiιτυχίας. Σε αυτά τα κριτήρια θα εξεταστούν δυο μέθοδοι της Μηχανικής
Μάθησης: τα Random Forest και Support Vector Machines.
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Η εpiίθεση βασίστηκε σε ίχνη (traces) ηλεκτρομαγνητικής ακτινοβολίας ([40]), ενώ η μηχανή
στόχος (Atmel ATMega-163 smart card) υλοpiοιεί masked (Rotating Sbox Masking)AES-258
[87]. Η συνάρτηση f (όpiως αναpiτύξαμε piροηγουμένως) είναι ο piρώτος γύρος του AES-256, ενώ
σκοpiός αpiοτελεί η εξόρυξη των 128 piρώτων bits του κλειδιού. Τα ίχνη piου έχουμε στην διάθεση
μας αpiαρτίζονται αpiό 435002 χαρακτηριστικά/piληροφορίες για το κλειδί (ηλεκτρομαγνητική
ακτινοβολία σε διάφορες χρονικές στιγμές). ΄Εχουμε εpiίγνωση των masks, τα οpiοία piαράγονται
αpiό μια τυχαία (εpiίσης γνωστή) τιμή (offset value).
Αρχικά, δεχόμενοι ένα ίχνος, θα piρέpiει να είμαστε σε θέση να εντοpiίσουμε piοια μάσκα αξιο-
piοιήθηκε για να αναιρέσουμε τη δράση της. Για τον εντοpiισμό της μελετήθηκε η αpiοδοτικότητα
ενός Random Forest (RF) (500 δέντρων), Support Vector Machine (SVM) (με Gaussian ker-
nel), και piαραδοσιακού Template Attack (TA), Stochastic Attack (SA) αξιοpiοιώντας σύνολα
εκpiαίδευσης και αξιολόγησης piου αpiαρτίζονταν αpiό 1500 ίχνη.
Πρώτο βήμα είναι η μελέτη των χαρακτηριστικών και η αpiομόνωση των σημαντικότερων.
Αpiοφεύχθηκαν piαραδοσιακές μέθοδοι (Principal Component Analysis) για λόγους μνήμης
(1500 ∗ 453002 δεδομένα). Η ανάλυση έγινε εξετάζοντας την ευστοχία στο σύνολο αξιολόγη-
σης σαν συνάρτηση των χαρακτηριστικών piου piαρουσίαζαν το μεγαλύτερο βαθμό γραμμικής
εξάρτησης (Pearson) με το offset value. Ενδεικτικά:
Σχήμα 2.3: Συσχέτιση μεταξύ των τιμών ακτινοβολίας και της offset value [7]
Σύμφωνα με το piαραpiάνω σχήμα, αναμένουμε τα piερισσότερα χαρακτηριστικά να εμφανίζο-
νται αpiό το δεξί τμήμα του γραφήματος.
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Τα 50 χαρακτηριστικά piου αpiομονώθηκαν ταξινομήθηκαν σε φθίνουσα σειρά (ως piρος Pear-
son correlation), ενώ η ευστοχία συναρτήσει του piλήθους τους piαρουσιάζεται στο piαρακάτω
σχήμα:
Σχήμα 2.4: Ευστοχία ως συνάρτηση του piλήθους χαρακτηριστικών [7]
΄Οpiως piαρουσιάζεται και στο σχήμα, τα SVM, RF, SA έχουν piαρεμφερή ευστοχία, η οpiοία
υpiερβαίνει αυτή του TA. ΄Οσον αφορά τη χρονική piολυpiλοκότητα, piαρατηρήθηκε ότι τα RF
piαρουσιάζουν με διαφορά την μεγαλύτερη στο στάδιο εκpiαίδεσης, ενώ το TA σε αυτό της
εpiίθεσης. Λόγω της χρονικής τους υστέρησης, το RF δε θα αξιολογηθεί στο στάδιο εpiίθεσης.
(αʹ) Χρόνος εpiεξεργασίας ενός ίχνους στο στάδιο
εκpiαίδευσης, συναρτήσει του piλήθους των χαρα-
κτηριστικών [7]
(βʹ) Χρόνος εpiεξεργασίας ενός ίχνους στο στάδιο
εpiίθεσης, συναρτήσει του piλήθους των χαρακτη-
ριστικών [7]
Η εpiίθεση χωρίζεται σε δυο στάδια: την εξαλειφή της μάσκας και την έυρεση του κλειδιού.
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Μελετήσανε:
• CPA σε AES χωρίς μάσκα (16.3 ίχνη)
• SVM για την εξουδετέρωση των μασκών, ακολουθούμενο αpiό CPA (26.3 ίχνη)
• SA για την εξουδετέρωση των μασκών, ακολουθούμενο αpiό CPA
• TA για την εξουδετέρωση των μασκών, ακολουθούμενο αpiό CPA (56.4 ίχνη)
• SA αυτούσιο (εύρεση κλειδιού χωρίς το non-profiling CPA βήμα)
Τα αpiοτελέσματα piαρουσιάζονται piαρακάτω (το piείραμα αξιολόγησης piραγματοpiοιήθηκε 4
φορές):
(αʹ) Σύγκριση ευστοχίας (Bytes κλειδιού) [7] (βʹ) Ελάχιστος, μέσος και μέγιστος αριθμός ιχνών
piου χρειάζεται η κάθε εpiίθεση για την εξόρυξη του
κλειδίου k [7]
Παρατηρούμε ότι το μοντέλο εpiίθεσης piου βασίζεται στη Μηχανική Μάθηση (SVM/CPA)
χρειάζεται κατά μέσο όρο τα μισά ίχνη (26) αpiό ότι το TA/CPA (56.4) και το ένα τέταρτο σε
σχέση με την ενιαία στοχαστική εpiίθεση SA. Εξίσου αξιόλογη είναι η εpiίδοση της SVM/CPA
εpiίθεσης αpiό άpiοψη χρόνου, η οpiοία χρειάζεται piερίpiου 20 δευτερόλεpiτα, έναντι των 80 piου
αpiαιτεί το SA. Ενδεικτικά, η CPA non-profiled εpiίθεση στο AES χωρίς μάσκα, θέλει 17 ίχνη
και 5 δευτερόλεpiτα. ΄Ετσι, βλέpiουμε ότι η Μηχανική Μάθηση μας piαρέχει την δυνατότητα
να εpiιλύσουμε ένα αρκετά piιο σύνθετο piρόβλημα, με μόλις τα διpiλάσια ίχνη και τετραpiλάσιο
χρόνο. Μια piιθανή εξήγηση της εpiιτυχίας των αpiοτελεσμάτων είναι το γεγονός ότι οι SA,
TA, σε αντίθεση με το SVM , υpiοθέτουν ότι η κατανομή p[T |L(f(k,m))] είναι κανονική,
στην οpiοία καλούμαστε να piροσδιορίσουμε τις piαραμέτρους. Η χαλάρωση αυτής της υpiόθεσης
(piέρι κανονικότητας) μοιάζει να αpiοφέρει ανάλογα αpiοτελέσματα και σε άλλες δημοσιέυσεις[44],
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όpiου σε piαρεμφερές piρόβλημα (εpiίθεση αpiλής και Masked υλοpiοίησης AES) διερευνήθηκε η
αpiοτελεσματικότητα του Deep Learning και των Νευρωνικών Δικτύων.
΄Ενα κεντρικό κομμάτι της εpiίθεσης είναι το non-profiling attack αξιοpiοιώντας την piαραδο-
σιακή μέθοδο CPA. Είναι λογικό να αναρωτηθεί κανείς για το αν θα μpiορούσε να εφαρμοστεί
η Μηχανική Μάθηση σε ένα non-profiling attack σενάριο (αντί του CPA). Πράγματι, στην
εpiόμενη υpiοενότητα θα αναλύσουμε μια side channel attack piου θα αξιοpiοιήσει Νευρωνικά
Δίκτυα [6].
2.3 Deep Learning για την κρυpiτανάλυση Masked AES μέσω
non-profiled attack
΄Οpiως είδαμε και piροηγουμένως, η χρήση μεθόδων Μηχανικής Μάθησης για Profiling Attack
φαίνεται φυσιολογική, αφού, λόγω της συσκευής αντιγράφου (profiling device) piου έχουμε
στην διάθεση μας, μpiορούμε να γεννήσουμε εpiαρκώς μεγάλα σύνολα δεδομένων για εκpiαίδευση
και αξιολόγηση. Σε piερίpiτωση piου δεν έχουμε profiling device, τότε καταφεύγουμε σε Non-
Profiled side channel attacks όpiου αρκούμαστε σε έναν piεριορισμένο αριθμό ιχνών τα οpiοία
piροέρχονται εξ΄ ολοκλήρου αpiό την συσκευή στόχο. Η μόνη αpiαίτηση τέτοιων εpiιθέσεων είναι
ότι όλα αυτά τα ίχνη αντιστοιχούν στο ίδιο εκτιμητέο κλειδί k∗ ∈ K και ότι γνωρίζουμε την
είσοδο m (ή μερικές φορές και έξοδο c) piου τους αναλογεί.
Σε piεριpiτώσεις Profiling attack η χρήση Deep Learning μοιάζει αpiλή. Στο profiling phase
piαράγουμε ένα σύνολο N ιχνών για κάθε k ∈ K, Tk = {Ti,k|i = 1, 2, ..., N} αξιοpiοιώντας το
profiling device. Συνθέτουμε έτσι ένα σύνολο εκpiαίδευσης:
X = ∪Ki=1Tk
με labels y(Ti,k) = k. Μετά το στάδιο εκpiαίδευσης, το νευρωνικό, δεχόμενο ένα σύνολο αpiό
M νέα ίχνη (αpiό την συσκευή στόχο) (Ti)1≤i≤M , piαράγει M διανύσματα yi = y(Ti) ∈ R|K|
των οpiοίων σε κάθε συντεταγμένη αντιστοιχεί μια τιμή (σκορ) για την piιθανότητα P [k∗ = k].
Το k∗ είναι το κλειδί piου αναλογεί στο μεγαλύτερο αθροιστικό σκορ:
k∗ = argmaxj∈K(
M∑
i=1
yi)[j]
Προφανώς σε non-profiling attack μια τέτοια piροσέγγιση αpiοτυγχάνει, αφού δεν έχουμε
στην διαθεσή μας κανένα label (έχουμε μόνο την piληροφορία ότι όλα τα ίχνη piροέρχονται
αpiό το ίδιο κλειδί k∗ το οpiοίο θέλουμε να βρούμε). Για τον σκοpiό αυτό, θα εμpiνευστούμε
αpiό το CPA (Correlation Power Analysis) piου αναφέραμε και στην piροηγούμενη ενότητα.
Φανταστείτε ότι η υpiό μελέτη συνάρτηση (piου αpiοτελεί τμήμα του συνολικού AES) είναι η
f(m, k) = Sbox(m ⊕ k), όpiου τα m, k μpiορεί να αναφέρονται σε τμήματα του συνολικού
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μηνύματος/κλειδιού αντίστοιχα. Μάλιστα, piολλές φορές (εpiειδή ο χώρος κλειδιών K είναι
μεγάλος : 2256), piροτιμάμε να αpiοκρυpiτογραφούμε τμηματικά (ανά byte). ΄Ετσι, piλέον k,m ∈
{0, 1, ..., 255}. Για την εpiίτευξη αυτής της εpiίθεσης έχουμε στην διάθεση μας N ίχνη (Ti)1≤i≤N
τα οpiοία αντιστοιχούν στη διαρροή εκτέλεσης του f(mi, k) όpiου mi γνωστά. Για αυτά τα mi
υpiολογίζουμε όλα τα piιθανά k, τα (Vi,k)1≤i≤N ώστε Vi,k = f(mi, k). Στη συνέχεια, εφαρμόζουμε
σε αυτά ένα μοντέλο διαρροής L, όpiως για piαράδειγμα το Hamming Weight Hi,k = HW (Vi,k).
Τέλος, υpiολογίζουμε τη γραμμική (Pearson) συσχέτιση μεταξύ του διανύσματος (Hi,k)1≤i≤N
και του (Ti)1≤i≤N . Υpiοθέτοντας ότι το μοντέλο piου χρησιμοpiοιήσαμε είναι εύστοχα εpiιλεγμένο,
τότε για το σωστό k∗, το (Hi,k∗)1≤i≤N θα είναι ισχυρά συσχετισμένο με τα ίχνη, ενώ τα υpiόλοιpiα
αρκετά ασθενέστερα. ΄Ετσι:
k = argmaxk∈KPearson[(Hi,k∗)1≤i≤N , (Ti)1≤i≤N ]
όpiου για δυο διανύσματα (δείγματα) X, Y μεγέθους n με μέσες τιμες X,Y :
Pearson(X, Y ) =
∑n
i=1(Xi −X)(Yi − Y )√∑n
i=1(Xi −X)2
√∑n
i=1(Yi − Y )2
Ο piαραpiάνω λογισμός piεριγράφει την piερίpiτωση όpiου τα ίχνη δεν έχουν χρονική διάρκεια,
δηλαδή τα Ti, Hi,k ∈ R. Η μέθοδος εpiεκτείνεται με τον piιο φυσικό τρόpiο, όταν η διαρροή
έχει διάρκεια T , όpiου piλέον Ti, Hi,k ∈ RT . Πλέον, για κάθε κλειδί και για κάθε 0 ≤ t ≤ T ,
υpiολογίζουμε την γραμμική συσχέτιση rk,t. Πλέον, k = argmaxk∈K max0≤t≤T rk,t
Αυτή είναι η κεντρική φιλοσοφία του Deep Learning Power Analysis (DLPA) piου αναpiτύσ-
σει η εφαρμογή piου θα σας piαρουσιάσουμε. ΄Ομοια με piριν, για κάθε k ∈ K υpiολογίζουμε τα
(Vi,k)1≤i≤N και (Hi,k)1≤i≤N . ΄Εpiειτα, εκpiαιδεύουμε το νευρωνικό μας δίκτυο έχοντας ως χαρα-
κτηριστικά εκpiαίδευσης τα (Ti)1≤i≤N με αντίστοιχα label τα yi = (Hi,k)1≤i≤N . Για το σωστό
k = k∗ τα (Ti)1≤i≤N και yi θα είναι ισχυρά συσχετισμένα με αpiοτέλεσμα το νευρωνικό να μpiορεί
να εκpiαιδευτεί εpiιτυχώς (ως piρος μετρικές όpiως ευστοχία στο σύνολο εκpiαίδευσης και αξιο-
λόγησης και ελαχιστοpiοίηση συνάρτησης σφάλματος). Σε όλα τα υpiόλοιpiα κλειδιά αναμένουμε
η εκpiαίδευση να μην έχει το ίδιο αξιόλογο αpiοτέλεσμα. ΄Ετσι, ο εpiιτιθέμενος εpiιλέγει το κλειδί
k piου εξασφαλίζει την βέλτιστη εκpiαίδευση. Ως συνάρτηση σφάλματος piροτιμήθηκε η MSE.
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Σχήμα 2.7: Αλγόριθμος DLPA [6]
΄Εστω ότι έχουμε ένα δείγμα 5000 ιχνών (N = 5000) ώστε:
• Το κάθε ίχνος piεριέχει 50 χαρακτηριστικά (μpiορείτε να φανταστείτε ότι το κάθε χαρα-
κτηριστικό αντιστοιχεί στην διαρροή piληροφορίας σε χρόνο 1 ≤ t ≤ 50)
• Θεωρούμε Ti,25 = f(mi, k∗) +N(0, 1) (1 ≤ i ≤ N)
• Ti,t = l, l τυχαίος αριθμός στο {0, 1, ...255}, t ∈ {0, 1, ..., 50} \ {25}
Η piροσομοίωση αpiοσκοpiεί στην μελέτη και αξιολόγηση ορισμένων piιθανών μετρικών piου
μpiορεί να αξιοpiοιηθούν για την εύρεση του k∗.
Ας υpiοθέσουμε ότι έχουμε ένα MLP και εστιάζουμε την piροσοχή μας στα βάρη του piρώτου
στρώματος Wt,j (αντιστοιχεί στην ακμή piου συνδέει το t-οστό χαρακτηριστικό με το j-οστό
νευρώνα του piρώτου hidden layer). Τότε, αν εφαρμόσουμε τον DLPA αλγόριθμο, το μόνο
βάρος piου θα υφίσταται ουσιαστική εκpiαίδευση είναι το W25,j για k = k∗ ενώ τα υpiόλοιpiα,
εpiειδή αντιστοιχούν στον ίδιο τυχαίο θόρυβο, piεριμένουμε να μη piαρουσιάζουν ουσιαστική
τροpiοpiοίηση για διαφορετικά κλειδία k. Πράγματι, αν το piρώτο στρώμα έχει R νευρώνες και
ορίσουμε:
S(t) =
R∑
j=1
(Wt,j)
2
P (t) =
R∏
j=1
|Wt,j|
και εξετάσουμε την τιμή τους για κάθε μια αpiό τις δυνατές τιμές τουK μετά αpiό ne = 50 epochs,
τότε το piαρακάτω piείραμα piου piραγματοpiοίησαν φανερώνει την ακόλουθη συμpiεριφορά:
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Σχήμα 2.8: Διαφοροpiοίηση P (t), S(t) για k = k∗ [6]
Ανάλογα μελετήθηκε η συμpiεριφορά της ευστοχίας και της συνάρτησης κόστους piάνω στο
σύνολο εκpiαίδευσης:
Σχήμα 2.9: loss,accuracy συναρτήσει των epochs για κάθε k ∈ K [6]
Παρατηρήστε ότι η δεύτερη piροσέγγιση έχει νόημα για οpiοιαδήpiοτε δομή δικτύου, σε α-
ντίθεση με την piρώτη piου αpiαιτεί κάpiοια δομή/αρχιτεκτονική μεταξύ του στρώματος χαρακτη-
ριστικών και του piρώτου hidden layer (είναι fully connected).
Το αμέσως εpiόμενο λογικό βήμα είναι η χρήση validation set (όpiως αναpiτύξαμε στην ει-
σαγωγή). Πράγματι, σε piειράματα piου διεξήχθησαν, κατάφεραν να δείξουν ότι το νευρωνικό
κατάφερνε ανάλογη εpiίδοση ευστοχίας (accuracy) στο σύνολο εκpiαίδευσης σε κλειδιά piου
Κεφάλαιο 2. Εpiίθεση Κρυpiτοσυστημάτων με Μηχανική Μάθηση
2.3. Deep Learning για την κρυpiτανάλυση Masked AES μέσω non-profiled attack 31
δεν αντιστοιχούσαν στο k∗. ΄Ετσι, τροpiοpiοίησαν με τον piιο φυσιολογικό τρόpiο τον αρχικό
αλγόριθμο, ώστε να λαμβάνει υpi΄ όψιν του το καινούριο σύνολο.
Σχήμα 2.10: Αλγόριθμος DLPA με validation set [6]
Το validation set διευκολύνει την ανάλυση σε ορισμένες piεριpiτώσεις όpiου το σύνολο εκ-
piαίδευσης δεν αρκεί, όpiως φαίνεται στο ακόλουθο piείραμα. Σε αυτό, θεώρησαν N = 8000
ελαφρώς αpiοσυγχρονισμένα ίχνη τα οpiοία αpiαρτίζονται αpiό 1000 χαρακτηριστικά. Λέμε ότι τα
ίχνη μας είναι αpiοσυχρονισμένα όταν τα χαρακτηριστικά τους δεν piαρουσιάζονται piάντα με την
ίδια σειρά. Για piαράδειγμα, στην piροσομοίωση των 50 χαρακτηριστικών ανά ίχνος, μpiορεί το
250 να εμφανιζόταν σε διαφορετικές θέσεις (pi.χ. 240) σε ορισμένα ίχνη. Τέλος, ne = 150,
NV = 1500, NT = 6500.
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Σχήμα 2.11: accuracy συναρτήσει των epochs για κάθε k ∈ K σε training και validation set [6]
Η μορφή του label −→y = Hi,k έχει σημαντική εpiίpiτωση στην ορθότητα του αλγορίθμου. Για
piαράδειγμα, αν θεωρήσουμε Hi,k = f(mi, k) = Sbox(mi ⊕ k) (ταυτοτική piροσέγγιση), τότε
piαρατηρήστε ότι αν (Ti)1≤i≤N ίχνος τέτοιο ώστε f(mi, k) = u ∈ {0, ..., 255} για κάpiοιο k ∈ K,
τότε f(mi, k′) = u′ ∈ {0, ..., 255} ∀k′ 6= k. Δηλαδή, η διαμέριση των ιχνών υpiό την Hi,k είναι
αναλλοίωτη ως piρος k, αφού η μόνη τροpiοpiοίηση piου υpiόκειται με την αλλαγή του κλειδιού
είναι η τιμή του label και όχι τα στοιχεία piου του αναλογούν. Πιο συγκεκριμένα, αν
Eu
(k) = {Ti ∈ (Ti)1≤i≤N |Sbox(mi ⊕ k) = u}
Pk = {Eu(k)|u ∈ {0, ..., 255}}
Τότε Pk ≡ Pk′ , και εpiομένως οι μετρικές μας θα έχουν piαραpiλήσια αpiόδοση. Οι Hi,k piου
piροτιμήθηκαν ήταν οι (Most Significant Bit/Least Significant Bit):
Hi,k =
0 αν Vi,k < 1271 διαφορετικά
Hi,k = Vi,k(mod2)
piου οδηγούν σε binary labelling και piαρουσίαζαν καλύτερη εpiίδοση αpiό την Hamming Weight
labelling.
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Σχήμα 2.12: MLP-DLPA χρησιμοpiοιώντας διαφορετικό labelling: ταυτοτική (αριστερά) και δυαδική
(δεξιά) MSB [6]
΄Ενα σύνηθες ζήτημα σε τέτοιες εpiιθέσεις είναι τα αpiοσυγχρονισμένα ίχνη. Στο [46] δε-
ίχθηκε ότι η piετυχημένη εpiεξεργασία αpiοσυγχρονισμένων ιχνών μpiορεί να piραγματοpiοιηθεί
χρησιμοpiοιώντας Convolutional Neural Networks (CNN). Διαισθητικά, όpiως και σε μια ε-
φαρμογή εντοpiισμού αντικειμένων σε μια εικόνα, ένα CNN, εκμεταλλευόμενο τις συναρτήσεις
piυρήνα (Kernel), δύναται να εντοpiίσει το ζητούμενο, ανεξαρτήτως της σχετικής του θέσης
στην εικόνα (μια γάτα εξακολουθεί να είναι γάτα αν όλα τα pixel μετατοpiιστούν μια θέση
δεξιά), έτσι και στα ίχνη, piετυχαίνει την αναίρεση της εpiίδρασης της μετατόpiισης των χαρακτη-
ριστικών τους piου αpiοφέρει ο αpiοσυγχρονισμός. ΄Οpiως θα δούμε piαρακάτω, το CNN-DLPA
piαρουσιάζει αξιόλογα piειραματικά αpiοτελέσματα.
΄Ενα τελευταίο εμpiόδιο piου καλούμαστε να αντιμετωpiίσουμε είναι το masking. Στην piαρο-
ύσα εφαρμογή, μελετήθηκε το AES Boolean Masking, στο οpiοίο δεν αpiορρέει piληροφορία για
το Sbox(m ⊕ k) αυτούσιο, αλλά καλύpiτεται αpiό ένα σύνολο τιμών {d1, ..., ds} (masks). Πιο
συγκεκριμένα, αντί του Sbox(m⊕ k), έχουμε ίχνη για τα
(di)1≤i≤s
S = Sbox(m⊕ k)⊕ d1 ⊕ ...⊕ ds
Ο piαραδοσιακός αλγόριθμος CPA εpiεκτείνεται (High-Order CPA) για τέτοιες υλοpiοιήσεις,
όpiου αρχικά συνδιάζει κανείς την piληροφορία των piαραpiάνω ιχνών αξιοpiοιώντας κατάλληλες
συναρτήσεις [47] και στη συνέχεια εφαρμόζει έναν κατάλληλο διαχωριστή (pi.χ. μελετώντας
piάλι την συσχέτιση Pearson) piάνω στην μετασχηματισμένη piληροφορία. Το piρόβλημα σε αυτή
την piροσέγγιση εμφανίζεται όταν δεν είναι γνωστό εκ των piροτέρων piοιο ίχνος αναλογεί στα
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(di) και S. Μια ιδέα piου χρησιμοpiοιείται σε τέτοιες piεριpiτώσεις είναι η εξέταση όλων των
δυνατών συνδυασμών ιχνών. Το High Order DLPA piροσφέρει μια εναλλακτική οpiτική σε αυτή
την εpiίθεση, αpiοφεύγοντας την piαραpiάνω μη αpiοδοτική λύση.
Τα βασικά piειράματα της εφαρμογής βασίστηκαν σε τρία είδη ιχνών:
• Τεχνητά piου piαρήχθησαν αpiό τους ίδιους
• ΄Ιχνη piου συλλέχθηκαν αpiό ένα ChipWhisperer-Lite board [49]
• ΄Ιχνη αpiό την δημόσια βάση δεδομένων ASCAD [48]
Αρχικά μελετήθηκε η συμpiεριφορά του DLPA για 1 και 2 μάσκες. Πιο συγκεκριμένα piα-
ρήχθησαν N = 5000 ίχνη:
• 50 χαρακτηριστικά άνα ίχνος
• Ti,25 = Sbox(mi ⊕ k∗)⊕ d1 +N(0, 1)
• Ti,15 = di +N(0, 1)
• Ti,t = l, l τυχαίος αριθμός στο {0, ..., 255} \ {15, 25}.
Σχήμα 2.13: Εφαρμογή MLP-DLPA για Sbox με μια μάσκα [6]
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Εντελώς piαρόμοια:
Σχήμα 2.14: Εφαρμογή MLP-DLPA για Sbox με δυο μάσκες [6]
Παρατηρούμε ότι και στις δύο piροσομοιώσεις εpiιτεύχθηκε ο εντοpiισμός του ορθού κλειδιού
k∗.
Η τελευταία piροσομοίωση piου piραγματοpiοίησαν διερευνά την αpiοτελεσματικότητα του
CNN-DLPA όταν εφαρμόζεται σε αpiοσυγχρονισμένα ίχνη (χωρίς μάσκες). Πιο συγκεκριμένα,
piαρήχθησαν ίχνη όpiως στην αρχή αυτή της ενότητας τα όpiοια μετατοpiίστηκαν τυχαία κάτα
p ∈ {−6,−5, ..., 5, 6} θέσεις, ενώ ο θόρυβος piλέον ακολουθούσε N(0, 20).
Μελετήθηκαν και συγκρίθηκαν τρεις εpiιθέσεις:
• Παραδοσιακό CPA
• CNN-DLPA χωρίς piροσαύξηση δεδομένων (data augmentation)
• CNN-DLPA με piροσαύξηση δεδομένων
Το data augmentation είναι ένα ισχυρό εργαλείο στην εpiιστήμη δεδομένων και ιδιαίτερα
στο Deep Learning. Πρόκειται για μια τεχνική η οpiοία εκμεταλλεύεται ορισμένες piληροφορίες
και γνώσεις piου έχουμε για την δομή των δεδομένων μας για την δημιουργία νέων έγκυρων
στιγμιοτύpiων (συνήθως αξιοpiοιούμε συμμετρίες της τοpiολογίας του χώρου χαρακτηριστικών).
Γυρίζοντας piίσω στο piαράδειγμα εντοpiισμού αντικειμένων σε εικόνες, μpiορούμε να piαράξουμε
νέα έγκυρα στιγμιότυpiα (εικόνες με το ζητούμενο αντικείμενο) piαίρνοντας ένα υpiάρχον στο
training set και μετατοpiίζοντας ή piεριστρέφοντας το αντικείμενο στον χώρο.
Στο piείραμα piου ακολουθεί piραγματοpiοίησαν Data Augmentation βασιζόμενοι στο Shifting
Deformation [46]. Η κεντρική ιδέα είναι ιδιαίτερα κομψή και βασίζεται στην χρήση ενός Shifting
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Window μεγέθους D′. Πιο συγκεκριμένα, μειώνουμε τον χώρο των χαρακτηριστικών (την
χρονική διάρκεια του κάθε ίχνους) κάτα T ∗, μετασχηματίζοντας το CNN μας ώστε να έχει
Input Layer μεγέθους D′. ΄Εστω ότι τα (Ti)1≤i≤N είναι μεγέθους D > D′. Τότε, εpiιλέγουμε
ομοιόμορφα έναν αριθμό t∗ ∈ [0, T ∗] και αpiομονώνουμε το piαράθυρο piου ξεκινά στην θέση t∗.
΄Ετσι, για το ίχνος T1 είναι εφικτό να δημιουργήσουμε T ∗ διαφορετικά ίχνη {T1[0, T ∗], T1[1, T ∗+
1], ..., T1[T
∗, D]}, όpiου T1[i, j] συμβολίζουμε το ίχνος piου piεριέχεται στο T1 και ξεκινά αpiό το
χαρακτηριστικό i και τελειώνει στο j.
Το piείραμα piου διεξήχθη αpiαρτιζόταν αpiό 2000 αpiοσυγχρονισμένα ίχνη, τα οpiοία μετασχη-
ματίστηκαν σε 20000 για το τρίτο piείραμα piου αξιοpiοίησε το Shifting Deformation. Εpiανα-
λήφθηκε 50 φορές, piαίρνοντας καινούρια ίχνη σε κάθε εpiανάληψη. Σχηματικά:
Σχήμα 2.15: Αpiοτελέσματα piροσομοίωσης αpiοσυγχρωνισμένων ιχνών για τα CNN-DLPA με και χωρίς
piροσαύξηξη δεδομένων και σύγκριση με piαραδοσιακό CPA[6]
Στο piαραpiάνω γράφημα piαρουσιάζεται η καλύτερη εpiίδοση αpiό τις 50 εpiαναλήψεις των
τριών μεθόδων. Μάλιστα, μελέτησαν τα CNN-DLPA ως piρος δυο μετρικές: την μεγιστοpiοίηση
της ευστοχίας (μpiλέ και κόκκινη) και την ελαχιστοpiοίηση της συνάρτησης κόστους (κόκκινη
και piορτοκαλί). Παρατηρούμε ότι το CNN-DLPA βασιζόμενο στην ευστοχία εμφανίζει piολύ
καλύτερη εpiίδοση αpiό το piαραδοσιακό CPA για αpiοσυγχρονισμένα ίχνη.
Στη συνέχεια μελετήθηκε η εpiίδοση του DLPA σε ίχνη piου piροσομοιάζονται αpiό το
ChipWhisperer-Lite. Εξέτασαν μια αpiλή υλοpiοίηση χωρίς μάσκες, έpiειτα μια με αpiοσυγ-
χρονισμένα ίχνη και τέλος έλεγξχαν την αpiοδοτικότητα αpiέναντι σε 1 και 2 μάσκες. Σε κάθε
piερίpiτωση αντιpiαρέβαλλαν το αντίστοιχο CPA.
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Σχήμα 2.16: Μη piροστατευμένη υλοpiοίηση με συγχρονισμένα ίχνη. Αριστερα: CPA, Δεξιά: DLPA[6]
΄Οpiως αναμέναμε, ούσα η αpiλούστερη piερίpiτωση, και οι δυο μέθοδοι βρίσκουν εpiιτυχώς
το σωστό κλειδί k∗. Να σημειωθεί ότι αξιοpiοιήθηκαν N = 3000 ίχνη το οpiοίο αpiοτελεί ένα
piρακτικά εφικτό νούμερο (σε piραγματική εpiίθεση).
Στην συνέχεια εξέτασαν μια αpiροστάτευτη υλοpiοίηση με N = 3000 αpiοσυχγρονισμένα ίχνη
ως piρος τρεις μεθόδους:
• CPA
• MLP-DLPA χωρίς piροσαύξηση δεδομένων
• MLP-DLPA με piροαύξηση δεδομένων (N ′ = 3000 ∗ 20 = 60000)
Σχήμα 2.17: Μη piροστατευμένη υλοpiοίηση με αpiοσυγχρονισμένα ίχνη. Αριστερα: CPA, Κέντρο:
MLP-DLPA χωρίς piροσαύξηση δεδομένων, Δεξιά: MLP-DLPA με piροσαύξηση δεδομένων[6]
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Παρατηρούμε ότι το CPA και το MLP-DLPA χωρίς piροσαύξηση δεδομένων αδυνατούν να
εντοpiίσουν το σωστό κλειδί. Αντιθέτως, το MLP-DLPA με piροσαύξηση δεδομένων piετυχαίνει
τον ζητούμενο στόχο. Μάλιστα, το συγκεκριμένο αpiοτέλεσμα δείχνει την χρησιμότητα του
Shifting Deformation ακόμα και σε διαφορετική αρχιτεκτονική (MLP έναντι CNN).
΄Εpiειτα μελέτησαν την αpiοτελεσματικότητα του αλγορίθμου έναντι συγχρονισμένων ιχνών
με piροστατευμένες υλοpiοιήσεις 1 και 2 μασκών.
Σχήμα 2.18: Προστατευμένη υλοpiοίηση μιας μάσκας με συγχρονισμένα ίχνη. Αριστερα: CPA, Δεξιά:
MLP-DLPA [6]
΄Οpiως piεριμέναμε, το piαραδοσιακό CPA αδυνατεί να βρει το κλειδί, ενώ η ομοιομορφία της
γραφικής φανερώνει ότι δεν υpiάρχει οpiοιοδήpiοτε είδος διαρροής piληροφορίας.
Στη συνέχεια μελετήθηκε η υλοpiοίηση με δυο μάσκες, όpiου η CPA ανάλυση έγινε συνδυ-
άζοντας κατάλληλα κάθε δυάδα χαρακτηριστικών αpiό κάθε ίχνος, piαίρνοντας ως συνάρτηση
συνδυασμού την f(x, y) = |x − y|. Το σύνολο εκpiαίδευσης αpiαρτιζόταν αpiό 50000 ίχνη piου
piλέον αpiοτελούνταν αpiό 150 χαρακτηριστικά, όpiοτε το CPA εpiεξεργάστηκε 150∗149
2
χαρακτη-
ριστικά ανά ίχνος, σε αντίθεση με τα 150 του MLP-DLPA. ΄Οpiως φαίνεται και στο piαρακάτω
σχήμα, το CPA δεύτερης τάξης αpiοτυγχάνει, ενώ το MLP-DLPA βρίσκει το κλειδί μετά αpiό
50 epochs.
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Σχήμα 2.19: Προστατευμένη υλοpiοίηση με δύο μάσκες για συγχρονισμένα ίχνη. Αριστερα: Second
Order CPA, Δεξιά: MLP-DLPA [6]
Η δεύτερη σειρά piειραμάτων (piου αξιοpiοίησαν το ChipWhisperer-Lite) φανερώνει ότι η
MLP-DLPA εμφανίζει αξιόλογα αpiοτελέσματα και σε ίχνη piου piαρήχθησαν με φυσικό τρόpiο.
Μένει η μελέτη της αpiόδοσης του αλγορίθμου σε μια piραγματική δημόσια βάση δεδομένων.
Η ASCAD είναι μια δημόσια βιβλιοθήκη ιχνών η οpiοία δημιουργήθηκε με σκοpiό την έρευνα
Side Channel εpiιθέσεων βασισμένες σε Deep learning. Στο piείραμα piου διεξήχθη αξιοpiοιήθηκε
η βάση ASCAD.h5 η οpiοία αpiαρτίζεται αpiό 60000 ίχνη piου αναλογούν στην διαρροή του τρίτου
byte Sbox(m[3]⊕k[3])⊕d[3]. Αpiό αυτή την βάση αpiομόνωσαν όλα τα δείγματα piου αναλογούν
στο ίδιο κλειδί (20000 ίχνη) και μελέτησαν την εpiίδοση του MLP-DLPA για 50 epochs. Το
piροσδιοριστέο κλειδί εντοpiίζεται εpiιτυχώς αpiό το MLP-DLPA μετά αpiό μόλις 5 epochs.
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Σχήμα 2.20: Εpiίθεση MLP-DLPA piάνω στο ASCAD [6]
Συνοψίζοντας, η σειρά piειραμάτων piου piραγματοpiοίησαν ενθαρρύνει την χρήση Νευρωνι-
κών Δικτύων σε Non-Profiled Side Channel εpiιθέσεις. Μελετήθηκε η αpiόδοση του κεντρικού
DLPA αλγορίθμου τους, εξετάζοντας και την χρήση CNN-DLPA για αpiοσυγχρονισμένα ίχνη.
Μάλιστα, το DLPA φαίνεται να υpiερτερεί της piαραδοσιακής CPA piροσέγγισης ως piρος την δυ-
νατότητα εύρεσης του κλειδιού. Εpiομένως, αpiοτελεί μια ιδανική εναλλακτική για None Profiled
εpiιθέσεις και θα μpiορούσε να συνδυαστεί με την μέθοδο piου αναpiτύξαμε στην piροηγούμενη
υpiοενότητα.
Η εφαρμογή αυτού του αλγορίθμου, όμως, θέλει piροσοχή καθώς αpiαιτεί εpiανεκpiαίδευση
ενός νευρωνικού δικτύου για κάθε piιθανό κλειδί. ΄Ετσι, αυτή η μεθοδολογία γίνεται αpiαγορευ-
τική καθώς ο χώρος K αυξάνει. ΄Ηδη, μελετώντας ένα byte κλειδιού (|K| = 256) το DLPA
υστερεί (χρονικά) μιας CPA piρώτης τάξης [6]. Παρόλα αυτά, υpiό κατάλληλες piροϋpiοθέσεις
(piολλά χαρακτηριστικά ανά κλειδί και λίγα epochs εκpiαίδευσης) το DLPA μpiορεί να εpiιτύχει
ρεαλιστικούς και piρακτικούς χρόνους οι οpiοίοι, μάλιστα, είναι καλύτεροι αpiό τους αντίστοιχους
μιας δεύτερης τάξης CPA. Εpiιpiλέον, ο αλγόριθμος είναι piαραλληλοpiοιήσιμος (διαφορετικές εκ-
piαιδεύσεις μpiορούν να εκτελεστούν συγχρόνως).
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Σχήμα 2.21: Χρονική εpiίδοση DLPA. Υpiολογιστική ισχύ 32 GB, GeForce GTX 1080 GPU, Intel
Xeon E5-2687W CPU [6]
2.4 Ανακεφαλαίωση
Σε αυτή την ενότητα μελετήσαμε ορισμένες εφαρμογές της Μηχανικής Μάθησης για την εpiίθεση
κρυpiτοσυστημάτων. Είδαμε piως μpiορούμε να σpiάσουμε σε ρεαλιστικό χρόνο αpiλούστερα κρυ-
piτοσυστήματα (DES, 3-DES) αξιοpiοιώντας δραματικά λιγότερα ζεύγη (m, c) αpiό piαραδοσιακές
piροσεγγίζεις. Στη συνέχεια piαρουσιάσαμε Side Channel εpiιθέσεις στο piολύ piιο σύνθετο AES
(αpiλή και piροστατευμένη masked υλοpiοίηση). Τόσο στις Profiling όσο και στις ασθενέστε-
ρες Non Profiled εpiιθέσεις η Μηχανική Μάθηση έδωσε θετικά αpiοτελέσματα με εpiιδόσεις piου
συχνά υpiερέβαιναν piαλαιότερες piροσεγγίσεις (CPA).
Ευελpiιστούμε ότι το piαρόν κεφάλαιο piροσφέρει μια καλή συνοpiτική εpiοpiτεία στον ανα-
γνώστη για τις δυνατότητες της Μηχανικής Μάθησης στην διεξαγωγή κρυpiτοεpiιθέσεων. Προ-
σpiαθήσαμε να piαρουσιάσουμε ενδεικτικές εφαρμογές με τη σειρά piου θεωρήσαμε piιο λογική.
΄Ετσι, μεταβήκαμε φυσιολογικά αpiό την εpiίθεση ενός piιο αpiλού κρυpiτοσυστήματος στην αντι-
μετώpiιση της piιο γενικής Side Channel εpiίθεσης (Non Profiled Attack) στο piολύ piιο σύνθετο
masked AES.
Στο εpiόμενο κεφάλαιο θα εστιάσουμε στις εφαρμογές της Μηχανικής Μάθησης για την
piροστασία των κρυpiτοσυστημάτων. Πιο συγκεκριμένα, θα σας piαρουσιάσουμε έναν τρόpiο
ανίχνευσης Side Channel εpiιθέσεων [51] οι οpiοίες ενδεχομένως να piροστατεύσουν το κρυ-
piτοσύστημα αpiό τις εpiιθέσεις piου αναφέραμε στις δυο τελευταίες υpiοενότητες. ΄Εpiειτα, θα
αναρωτηθούμε την δυνατότητα χρήσης ενός νευρωνικού σε ένα κρυpiτοσύστημα (ως τμήμα ή
ολόκληρο), εστιάζοντας στην ανθεκτικότητα του έναντι εpiιθέσεων piου εκμεταλλεύονται την
διαφορισιμότητα των συναρτήσεων piου το αpiαρτίζουν [50].
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Κεφάλαιο 3
Ενίσχυση Κρυpiτοσυστημάτων με
Μηχανική Μάθηση
Η piροστασία ενός κρυpiτοσυστήματος υpiάγεται στην αpiόκρυψη οpiοιασδήpiοτε piληροφορίας piου
αναφέρεται στο κλειδί κρυpiτογράφησης k ή το αρχικό μήνυμα m. ΄Οpiως είδαμε και στα piροη-
γούμενα κεφάλαια, ο αντίpiαλος μpiορεί να στοχεύσει στην εξόρυξη τέτοιας piληροφορίας είτε
μελετώντας την κατανομή του ίδιου του κρυpiτοσυστήματος είτε εκμεταλλεύοντας την αpiοκάλυ-
ψη και εκροή φυσικών piοσοτήτων (ακτινοβολία, θερμοκρασία, χρόνος εκτέλεσης) οι οpiοίες
σχετίζονται με το κλειδί ή μήνυμα και μας piροσδίδουν κάpiοια εpiιpiλέον γνώση για αυτά. Εpiο-
μένως, τελείως φυσικά, η piροστασία ενός κρυpiτοσύστηματος μpiορεί να εpiιτευχθεί ενισχύοντας
την κατανομή του (κάνοντας την piιο σύνθετη), piεριορίζοντας τις εν λόγω διαρροές ή εντοpiίζο-
ντας την συσκευή ή piρόγραμμα piου αξιοpiοιεί ο αντίpiαλος για να τις ανιχνεύσει.
Η χρήση ενός μοντέλου Μηχανικής Μάθησης (pi.χ. Νευρωνικό Δίκτυο) σε τομείς ασφάλειας
χρήζει ιδιαίτερης piροσοχής, καθώς διαθέτει ιδιότητες οι οpiοίες μpiορεί να εκμεταλλευτούν αpiό
έναν αντίpiαλο. Χαρακτηριστικό piαράδειγμα αpiοτελεί το γεγονός ότι στα Νευρωνικά Δίκτυα, τα
οpiοία εξετάζονται τελευταία για να αpiοτελέσουν τμήμα ή αυτούσια ένα κρυpiτοσύστημα ([57],
[3], [4]), ο εpiιτιθέμενος μpiορεί να εκμεταλλευτεί την διαφορισιμότητά τους για να τα οδηγήσει
σε δυσλειτουργία ([59]).
Εpiομένως, στην piρώτη ενότητα θα σας piαρουσιάσουμε μια εφαρμογή piου ενισχύει την χρήση
μοντέλων μηχανικής μάθησης για τον εντοpiισμό Side Channel εpiιθέσεων, ενώ στην δεύτερη
θα μελετήσουμε και θα αναλύσουμε έναν τρόpiο ενίσχυσης νευρωνικών ενάντια σε εpiιθέσεις
piου εκμεταλλεύονται την διαφορισιμότητά τους.
3.1 Ανίχνευση Side Channel εpiιθέσεων με Μηχανική Μάθηση
Στην piαρούσα ενότητα θα μελετήσουμε Side Channel εpiιθέσεις piου βασίζονται στην εpiεξεργα-
σία και μελέτη της μνήμης Cache (CSCA). Πιο συγκεκριμένα, οι [51] εξέτασαν την αpiοδοτικότη-
τα διαφόρωνMachine Learning αλγορίθμων για την ανίχνευση CSCA piάνω στην αρχιτεκτονική
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Intel x86 ενάντια σε Flush+Reload (F+R) [53] και Flush + Flush (F+F) [54] τεχνικές. Τα
κρυpiτοσυστήματα piου μελετήθηκαν ήταν οι συναρτήσεις κρυpiτογράφησης RSA[52] και AES, ε-
νώ όλες οι μέθοδοι ανίχνευσης αξιολογήθηκαν και συγκρίθηκαν με βάση την ευστοχία τους, την
εpiιβάρυνση piου εpiιφέρουν στο σύστημα κατά την λειτουργία τους και την ταχύτητα εντοpiισμού
της εpiίθεσης. Ιδανικά, αναζητάμε ένα μοντέλο piου θα piετυχαίνει γρήγορο (piριν ολοκληρωθεί
η εpiίθεση) και εύστοχο εντοpiισμό, με όσο το δυνατόν μικρότερη εpiιβάρυνση στην μνήμη.
Η βασική ιδέα piίσω αpiό τις (F+R), (F+F) είναι αρκετά αpiλή. Ο υpiολογιστής, κατά την
εκτέλεση οpiοιασδήpiοτε διεργασίας (pi.χ. piρογράμματος) μεταφέρει δεδομένα αpiό την κεντρική
μνήμη του (σκληρός δίσκος) στην μνήμη Cache όpiου μpiορεί να piραγματοpiοιήσει οpiοιαδήpiοτε
piράξη (read/write) piιο γρήγορα. Η Cache έχει ιδιαίτερα μικρή χωρητικότητα (αpiό μερικά
KB έως λίγα MB[53]) και εpiομένως για piιο σύνθετες μεθόδους χρειάζεται η διαγραφή και
εpiαναφόρτιση (Reload) διαφόρων τμημάτων κώδικα ή δεδομένων. Τα εpiεξεργασμένα δεδομένα,
piριν διαγραφούν, γράφονται στην κύρια μνήμη μέσω της εντολής flush. Ο χρόνος piου χρειάζεται
η flush ή reload εντολή μιας υpiοψήφιας θέσης μνήμης piοικίλει ανάλογα με την διαθεσιμότητα
της στην μνήμη Cache. Σε αυτήν ακριβώς την λειτουργία βασίζονται οι εpiιθέσεις.
Σχήμα 3.1: Ενδεικτικό σχεδιάγραμμα αρχιτεκτονικής Intel i5-3470. Παρατηρήστε την ιεραρχία μνήμης
Cache (L1,L2,L3) και την χωρητικότητα τους. Στο F+R έχουμε piρόσβαση μόνο στο L3 εpiίpiεδο (το
οpiοίο piεριέχει μεταξύ άλλων αντίγραφο της piληροφορίας των L1,L2 cache) [53]
Ας υpiοθέσουμε ότι ο αντίpiαλος υpiοψιάζεται ότι η λειτουργία του piρογράμματος θα αξιοpiοι-
ήσει μια συγκεκριμένη θέση μνήμης. Η (F+R) εpiίθεση έχει 3 στάδια:
1. Ο αντίpiαλος κάνει flush την υpiοψήφια θέση μνήμης αpiό όλη την ιεραρχία cache
2. Ο αντίpiαλος piεριμένει, αναμένοντας την ενέργεια του θύματος-στόχου
3. Ο αντίpiαλος ξαναφορτώνει (reload) την υpiοψήφια θέση μνήμης και ελέγχει τον χρόνο
piου χρειάζεται αυτή η ενέργεια. Αν piραγματοpiοιείται γρήγορα, τότε η συσκευή στόχος
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αξιοpiοίησε την συγκεκριμένη θέση μνήμης.
Συγκρίνοντας έτσι τους χρόνους εpiαναφόρτισης, μpiορεί κανείς να εξάγει συμpiεράσματα για
το piοια δεδομένα καλέστηκαν αpiό την μνήμη. Για piαράδειγμα, για την εξόρυξη του κλειδιού
ενός κρυpiτοσυστήματος μpiορούμε να εστιάσουμε σε διεργασίες piου σχετίζονται με τα bit του.
΄Εστω, ότι εpiιχειρούμε να σpiάσουμε το RSA. Θυμηθείτε ότι σε αυτό:
pk = (n = p ∗ q, e), sk = (d = e−1modϕ(n), p, q)
Enc(m, e) = c = memodn
Dec(c, d) = m = cdmodn
Υpiοθέστε ότι η αpiοκρυpiτογράφηση piραγματοpiοιείται με τον γνωστό αλγόριθμο εpiαναλαμ-
βανόμενου τετραγωνισμού, ο οpiοίος συνδέεται άμεσα με την δυαδική αναpiαράσταση του d.
Εpiομένως, εξετάζοντας σε κάθε στάδιο αυτού του αλγορίθμου τη συμpiεριφορά της cache ο
αντίpiαλος θα μpiορέσει να υpiολογίσει τα bits του εκθέτη (ιδιωτικού κλειδιού) και να σpiάσει το
κρυpiτοσύστημα. Κάτι piαρεμφερές μελετήθηκε και στο [53] στην οpiοία piρωτοpiαρουσιάστηκε η
εpiίθεση.
Η ιδέα του F+F είναι piαρόμοια:
• Ο αντίpiαλος κάνει flush την υpiοψήφια θέση μνήμης
• Ο αντίpiαλος piεριμένει για την ενέργεια του θύματος-στόχου
• Ο αντίpiαλος ξανακάνει flush την υpiοψήφια θέση μνήμης. Αν η διαγραφή piάρει piολύ χρόνο,
τότε αξιοpiοιήθηκε αpiό τον χρήστη (flush θέσης μνήμης piου βρίσκεται στην cache piαίρνει
piερισσότερο χρόνο αpiό όταν δεν βρίσκεται)
Δε θα εστιάσουμε piεραιτέρω στου λόγους piροτίμησης της μιας εpiίθεσης έναντι της άλλης,
καθώς είναι κατά βάση τεχνικοί (σχετίζονται με την αpiοφυγή χρήσης του reload).
Σκοpiός αυτής της εφαρμογής, όpiως piροαναφέραμε, είναι ο αpiοδοτικός εντοpiισμός F+F,
F+R εpiιθέσεων. Για τον σκοpiό αυτό, μελετήθηκαν, ως piρος τις μετρικές piου αναpiτύξαμε
piροηγουμένως, διάφοροι διαχωριστές Μηχανικής Μάθησης. Ως βάση δεδομένων αξιοpiοιήθη-
κε η βιβλιοθήκη PAPI η οpiοία piροσφέρει διάφορες piληροφορίες για γεγονότα (events) piου
αφορούν εpiεξεργαστές Intel i7. Μάλιστα, εστίασαν σε χαρακτηριστικά piου εpiηρεάζονται piε-
ρισσότερο αpiό τέτοιες εpiιθέσεις, όpiως τα cache misses piου αυξάνονται λόγω των flush-reload
εντολών. Πιο συγκεκριμένα, λέμε ότι έχουμε cache miss όταν το piρόγραμμα piροσpiαθεί να α-
ξιοpiοιήσει μια θέση μνήμης η οpiοία δεν είναι στην cache. Σε μια τέτοια piερίpiτωση αναγκάζεται
να piεριμένει μέχρι να εpiαναφορτιστεί σε αυτήν (αpiό μια άλλη cache ή αpiό τον σκληρό δίσκο).
Αναλυτικότερα, τα χαρακτηριστικά piου μελετήθηκαν:
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Σχήμα 3.2: Πίνακας χαρακτηριστικών piου μελετήθηκαν για την ανίχνευση των εpiιθέσεων. [51]
Η κατανομή ορισμένων τέτοιων χαρακτηριστικών σε εξιδανικευμένες συνθήκες (zero load
condition, δηλαδή στον εpiεξεργαστή piραγματοpiοιείται μόνο η κρυpiτογράφηση) piαρουσιάζονται
piαρακάτω:
Σχήμα 3.3: Κατανομή χαρακτηριστικών για AES υpiό την piαρουσία και αpiουσία F+F[51]
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Σχήμα 3.4: Κατανομή χαρακτηριστικών για RSA υpiό την piαρουσία και αpiουσία F+R [51]
Υpiό την σκοpiιά της μηχανικής μάθησης, έχουμε ένα piρόβλημα δυαδικής ταξινόμησης, με
χαρακτηριστικά τα events piου σας piαρουσιάσαμε piαραpiάνω και labels 0 ή 1 (υpiάρχει ή όχι
αντίpiαλος). Τα piειράματα διεξήχθησαν υpiό τρεις διαφορετικές συνθήκες φορτίου του εpiεξερ-
γαστή (Zero Load-ZL, Medium Load-ML, Heavy Load-HL) αξιοpiοιώντας κατάλληλο piλήθος
piρογραμμάτων (piου εpiιβαρύνουν την μνήμη), όpiως piαρέχονται αpiό το SPEC [55]. Τα μοντέλα
μηχανικής μάθησης piου αξιολογήθηκαν piαρουσιάζονται στο σχήμα 3.5.
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Σχήμα 3.5: Μοντέλα Μηχανικής Μάθησης piου μελετήθηκαν [51]
Συνοpiτικά (για δύο κλάσεις):
• LR: Γραμμικό μοντέλο, στο οpiοίο θεωρούμε ως σύνορο αpiόφασης (διαχωρισμού) την
ευθεία
Y = bX + a , b = r
sX
sY
, a = Y − bX
όpiου sX , sY οι δειγματικές διασpiορές των X, Y αντίστοιχα, ενώ r είναι η μεταξύ τους
Pearson συσχέτιση. Η τεχνική γενικεύεται και σε μεγαλύτερες διαστάσεις, όpiου piλέον
y =<
−→
b ,−→x > και −→b = (XTX)−1XTY , όpiου X ο piίνακας με γραμμές τις piαρατηρήσεις
xi και Y το διάνυσμα με τα αντίστοιχα yi =<
−→
b ,−→xi >.
• LDA: Θεωρούμε σύνορο αpiόφασης την
P [y = 1|X]
P [y = 0|X] = 1, P [y = i|X] =
P [X|y = i]P [y = i]
P [X|y = 1]P [y = 1] + P [X|y = 0]P [y = 0]
Στην LDA υpiοθέτουμε ότι οι P [X|y = i] ακολουθούν piολυδιάστατες κανονικές κατανομές
με ίδιο piίνακα συνδιασpiοράς (γεγονός piου οδηγεί σε γραμμικό σύνορο αpiόφασης).
• QDA: Σαν την LDA, μόνο piου δεν θεωρεί ίδιο piίνακα συνδιασpiοράς για κάθε κλάση.
• Naive Bayes: ΄Ιδια με την QDA, μόνο piου αpiαιτεί ότι οι piίνακες συνδιασpiοράς είναι
διαγώνιοι.
• Perceptron: Γραμμικός διαχωριστής piου αντιστοιχεί σε νευρωνικό δίκτυο χωρίς hidden
layer. Αpiοσκοpiεί να βρει ευθεία (υpiερεpiίpiεδο)
y = Wx+ b
ώστε όλα τα στοιχεία μιας κλάσης να βρίσκονται στο ίδιο ημιεpiίpiεδο piου ορίζει.
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• SVM: Παρόμοιο με το Perceptron, μόνο piου εpiιλέγει την ευθεία piου διαχωρίζει τα σημεία
των κλάσεων κατά τέτοιο τρόpiο, ώστε να αpiέχει την μεγαλύτερη δυνατή αpiόσταση αpiό
τα ακριανά (support vectors). Αν και υpiολογιστικά piιο σύνθετη αpiό τον Perceptron,
ευελpiιστούμε ότι η εpiιpiλέον αpiαίτηση θα οδηγήσει σε μικρότερο σφάλμα γενίκευσης (δες
σχήμα [3.6]).
• Decision tree: Δέντρο piου αpiαρτίζεται αpiό εσωτερικούς κόμβους, οι οpiοίοι αpiοτελούν
ένα if − else κριτήριο piάνω στα χαρακτηριστικά, και φύλλα, στα οpiοία αναγράφεται η
κλάση στην οpiοία κατατάσσει το συγκεκριμένο διάνυσμα χαρακτηριστικών. Η δομή του
(pi.χ. piλήθος κορυφών, ύψος) καθορίζεται αpiό το σύνολο εκpiαίδευσης αξιοpiοιώντας
κατάλληλες συναρτήσεις.
• RF: Μοντέλο piου αpiοτελείται αpiό piολλά δέντρα αpiόφασης. Η τελική ταξινόμηση piρο-
κύpiτει συνδυάζοντας κατάλληλα τις αpiοφάσεις των αpiλούστερων (ensemble method)
δέντρων αpiόφασης piου το αpiαρτίζουν.
• Nearest Centroid: Αpiό το σύνολο εκpiαίδευσης υpiολογίζουμε τα κεντροειδή (μέσος όρος
των σημείων στον χώρο χαρακτηριστικών) κάθε κλάσης και στη συνέχεια κατατάσσουμε
το κάθε νέο σημείο στην κλάση piου έχει το piλησιέστερο centroid.
• KNN: Για κάθε νέο σημείο, εξετάζουμε τους k piλησιέστερους γείτονές του (ως piρος
κάpiοια μετρική pi.χ. ευκλείδεια) και το κατατάσσουμε στην κλάση piου piεριέχει τους
piερισσότερους.
• Neural Networks: ΄Οpiως αναpiτύχθηκαν στην εισαγωγή.
• Dummy: Πιθανώς, το αpiλούστερο μοντέλο μηχανικής μάθησης. Εστιάζει σε κάpiοια
συγκεκριμένη ιδιότητα μιας κλάσης, υpiολογίζοντας piόσα δείγματα την εμφανίζουν στο
σύνολο εκpiαίδευσης αυτής της κλάσης. Αν για piαράδειγμα εντοpiίσει ότι piαρουσιάζεται
στο 70% των δειγμάτων της κλάσης 1 (στο σύνολο εκpiαίδευσης), τότε για κάθε νέο
στοιχείο piου την piεριέχει το κατατάσσει στην 1 με piιθανότητα 0.7.
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Σχήμα 3.6: Γραφική αναpiαράσταση SVM. Παρατηρήστε ότι οpiοιαδήpiοτε ευθεία στο κίτρινο piεριθώριο
διαχωρίζει τις δυο κλάσεις, αλλά piροτιμάται αυτή piου βρίσκεται στη μέση [50]
Τα αpiοτελέσματα των piειραμάτων (ως piρος την ευστοχία εντοpiισμού) αναγράφονται piαρα-
κάτω:
Σχήμα 3.7: Σύγκριση μοντέλων Μηχανικής Μάθησης ως piρος ευστοχία εντοpiισμού F+R εpiίθεσης
στο RSA [51]
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Σχήμα 3.8: Σύγκριση μοντέλων Μηχανικής Μάθησης ως piρος ευστοχία εντοpiισμού F+F εpiίθεσης
στο AES [51]
Αρχικά piαρατηρούμε ότι ο εντοpiισμός γίνεται δυσκολότερος καθώς μεταβαίνουμε αpiό ZL σε
HL, αφού τα εpiιpiλέον piρογράμματα piου τρέχουν piαράλληλα piροσθέτουν θόρυβο στις κατανομές
των χαρακτηριστικών. Εpiιpiλέον, η piεpiοίθηση ότι η F+F είναι μια piιο κρυφή τεχνική εpiίθεσης
([54], [51]) ενισχύεται και αpiό τα piειραματικά αpiοτελέσματα, όpiου η ευστοχία για κάθε μοντέλο
είναι γενικά χαμηλότερο αpiό ότι στο F+R.
Θυμηθείτε ότι τελικός σκοpiός αυτής της εφαρμογής είναι η σύγκριση και αpiομόνωση των
μεθόδων piου piετυχαίνουν τον εντοpiισμό της εpiίθεσης γρήγορα, με ακρίβεια και χωρίς ση-
μαντική εpiιβάρυνση μνήμης. Υpiό αυτή την σκοpiιά, εστίασαν αρχικά στην ευστοχία αpiό την
οpiοία έκριναν ότι τα Dummy, Perceptron, Neural Networks piαρουσιάζουν ανεpiαρκή εpiίδοση
και εpiομένως κρίνονται αναpiοτελεσματικές. Στη συνέχεια, βάσει piειραμάτων piου διεξήγαν,
piαρατήρησαν ότι τα RF και τα δέντρα αpiόφασης piου piετύχαιναν μεγάλη ευστοχία είχαν μεγάλο
ύψος και piολλά φύλλα, με αpiοτέλεσμα να υστερούν χρονικά των υpiολοίpiων. Εpiιpiλέον, το
μεγάλο μέγεθος δέντρων συνεpiάγεται piολλούς βρόγχους if − then οι οpiοίοι έκριναν ότι εpiι-
βάρυναν αρκετά την μνήμη. ΄Ομοια εpiιβάρυνση μνήμης piαρατήρησαν και στο KNN, αφού αpiαιτεί
την αpiοθήκευση όλων των σημείων εκpiαίδευσης (για τον εντοpiισμό των γειτόνων). Τελικά,
αpiομόνωσαν τα LDA, LR, SVM, QDA ως piροτεινόμενα μοντέλα ανίχνευσης των δυο ειδών
εpiιθέσεων, στα οpiοία εντόpiισαν 2% εpiιβάρυνση μνήμης.
Αυτό piου piιστεύουμε ότι αξίζει να συγκρατήσει ο αναγνώστης αpiό αυτό το υpiοκεφάλαιο
είναι η ύpiαρξη μοντέλων ανίχνευσης σύνθετων CSCA, χωρίς να εστιάσει αpiαραίτητα σε piοια
αpiομονώθηκαν. Ενδεχομένως, ένα Νευρωνικό Δίκτυο με διαφορετική, κατάλληλη υλοpiοίηση
να piαρουσίαζε piαρόμοια εpiίδοση ως piρος τις μετρικές piου όρισαν. Τέλος, ίσως piιο αξιόλογη
είναι η αpiόδοση των μεθόδων στην F+F εpiίθεση, αφού οι ίδιοι ισχυρίζονται ότι είναι η piρώτη
Κεφάλαιο 3. Ενίσχυση Κρυpiτοσυστημάτων με Μηχανική Μάθηση
3.2. Προστασία Νευρωνικών Δικτύων αpiό adversarial εpiιθέσεις 51
δημοσίευση piου καταφέρνει τον εντοpiισμό της ([51], 2018).
3.2 Προστασία Νευρωνικών Δικτύων αpiό adversarial εpiιθέσεις
΄Ενα αpiό τα κρισιμότερα ζητήματα piου καλούμαστε να αpiαντήσουμε piριν piροχωρήσουμε στην
εpiόμενη ενότητα είναι η δυνατότητα χρήσης των νευρωνικών δικτύων για κρυpiτογράφηση και α-
piοκρυpiτογράφηση. Εpiομένως, οφείλουμε να εξετάσουμε την ασφάλεια των κρυpiτοσυστημάτων,
όταν υpiοκαθιστούν τμήμα ([57]) ή ολόκληρο το κρυpiτοσύστημα ([3], [4]). Μια βασική αρχή piου
διέpiει την κρυpiτογραφία είναι ότι ένα κρυpiτοσύστημα οφείλει να είναι ασφαλές ακόμα και όταν
όλα του τα χαρακτηριστικά (δομή, συναρτήσεις), piλην του κλειδιού, γνωστοpiοιηθούν (δεύτερος
νόμος του Kerckhoffs). Αυτή η υpiόθεση είναι ιδιαίτερα ισχυρή και piροβληματική για μια αμελή
και αpiροστάτευτη υλοpiοίηση νευρωνικού δικτύου. Υpiοθέστε, για piαράδειγμα, ότι αξιοpiοιούμε
ένα νευρωνικό δίκτυο για κρυpiτογράφηση και αpiοκρυpiτογράφηση. Πιθανότατα, το output του
θα αpiαρτίζεται αpiό 0 ή 1 piου θα αντιστοιχούν στα bits εξόδου. Στην piραγματικότητα, μpiορεί
κανείς να δει ένα νευρωνικό με έξοδο k bits ως σύνθεση k νευρωνικών δυαδικής ταξινόμησης
(0 ή 1 για το κάθε bit/νευρώνα εξόδου) piου διαφέρουν μόνο στο output layer (parameter
sharing). ΄Εστω ότι ο αντίpiαλος εpiιδιώκει να αλλάξει το piρώτο bit εξόδου. Εστιάζοντας στο
αντίστοιχο νευρωνικό, για δεδομένη είσοδο x (pi.χ. x = m bits μηνύματος) ο αντίpiαλος είναι
σε θέση να βρει κατάλληλο xt, xt κοντά στο x, εκμεταλλευόμενος την piαραγωγισιμότητα του
δικτύου:
xt = x+ ε∇xJ(x,w, t)
όpiου t η τιμή του bit piου θέλει να αλλάξει. Η ιδέα είναι piολύ αpiλή:
• Το νευρωνικό κατατάσσει στην κλάση (bit) piου ελαχιστοpiοιεί το σφάλμα
• Για να βρει το εpiιθυμητό xt αρκεί αpiλά να μεταβεί στην κατεύθυνση piου αυξάνει την
συνάρτηση κόστους.
Οι [58] μελέτησαν piεραιτέρω εpiιθέσεις σε deep learning μοντέλα και τις κατηγοριοpiοίησαν
ως piρος τον στόχο τους και τις γνώσεις piου διαθέτει και εκμεταλλεύεται ο αντίpiαλος για το
νευρωνικό δίκτυο. Βάση της piληροφορίας piου έχει στη διάθεση του χωρίζονται σε:
1. White box: έχει piλήρη εpiίγνωση των χαρακτηριστικών του μοντέλου και του συνόλου
εκpiαίδευσης και αξιολόγησης.
2. Black box: δεν διαθέτει καμία αpiολύτως piληροφορία για την αρχιτεκτονική και τις piα-
ραμέτρους του μοντέλου. Μpiορεί, ωστόσο, να piαρατηρήσει την έξοδο του δικτύου για
οpiοιαδήpiοτε είσοδο χρήσει θεμιτή (μαντείο).
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3. Gray Box: ΄Εχει piρόσβαση στο piαραpiάνω μαντείο, γνωρίζει την αρχιτεκτονική του μο-
ντέλου καθώς και τα σύνολα εκpiαίδευσης και αξιολόγησης. Δεν έχει καμία piρόσβαση ή
piληροφορία για τις piαραμέτρους ασφαλείας του μοντέλου.
Η εφαρμογή piου θα σας piαρουσιάσουμε εστιάζει στο Gray Box σενάριο, το οpiοίο είναι ίσως
και το piιο ρεαλιστικό.
Ανάλογα με τον στόχο της εpiίθεσης, εντάσσεται σε δυο κατηγορίες:
1. Στοχευμένη (targeted): στην οpiοία εpiιδιώκει για δοθείσα κλάση-στόχο t και είσοδο x
ώστε D(x) 6= t (D(.) το αpiοτέλεσμα-κλάση του ταξινόμητη), να τροpiοpiοιήσει την είσοδο
x κατά piροσδιοριστέο z, ώστε D(x+ z) = t ([59]).
2. Μη στοχευμένη (Non-targeted): όpiου αpiοσκοpiεί στην τροpiοpiοίηση της εισόδου ώστε ο
ταξινομητής να piροβεί σε λανθασμένη ταξινόμηση. Δηλαδή, αναζητά z ώστε D(x+ z) 6=
D(x) ([59]).
΄Οpiως αντιλαμβάνεστε, οι μη στοχευμένες εpiιθέσεις είναι ασθενέστερες αpiό τις στοχευ-
μένες. Και οι δύο, όμως, εμφανίζουν piολυάριθμες εφαρμογές. Στο piαράδειγμα piου εισάγαμε
piροηγουμένως, μια μη στοχευμένη εpiίθεση μpiορεί να καταφέρει να διαστρεβλώσει το μήνυμα
c (τροpiοpiοιώντας τα bit του), ώστε όταν αpiοκρυpiτογραφηθεί αpiό τον piαραλήpiτη: D(c) =
m′ 6= m. Η στοχευμένη είναι ακόμα piιο εpiικίνδυνη, αφού piαρέχει την δυνατότητα ακριβούς
τροpiοpiοίησης του c, με σκοpiό, piιθανώς, αpiοκρυpiτογράφησης κατάλληλου m′ = D(c).
Η piλειοψηφία των εpiιθέσεων βασίζονται στην διαφορισιμότητα του δικτύου. Η piρώτη τέτοιου
είδους εpiίθεση piραγματοpiοιήθηκε το 2014 αpiό τους [60], εκμεταλλευόμενοι τον αλγόριθμο
βελτιστοpiοίησης L-BFGS, ο οpiοίος piαρουσιάζει piαρόμοια φιλοσοφία με την γνωστή Newton
Raphson (εντάσσεται στις Quasi-Newton μεθόδους) λαμβάνοντας υpi΄ όψιν εpiιpiλέον χωρικούς
piεριορισμούς (λόγω piολλών διαστάσεων). Στη συνέχεια εμφανίστηκαν και άλλοι αλγόριθμοι,
όpiως οι Fast Gradient Sign Method (FGSM) [61], Basic Iterative Method(BIM) [62], Random
FGSM [63] και Carlini and Wagner (CW) [59].
Ενδεικτικά, η FGSM εpiιδιώκει να βρει την κατάλληλη τροpiοpiοίηση xt στην είσοδο, ώστε:
xt = x+ εsign(∇xJ(x,w, t))
Η BIM εpiεκτείνει την FGSM, τρέχοντας την διαδοχικά piολλές φορές:
xt0 = x, x
t
n+1 = projS{xtn + εsign(∇xJ(x,w, t))}
όpiου projS είναι η piροβολή του σημείου στο σύνολο S το οpiοίο είναι συνήθως μια piεριοχή ε
κοντά του αρχικού x.
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Η R-FGSM piροσθέτει εpiιpiλέον θόρυβο στην piαραδοσιακή BIM:
xt = x′ + (ε− a)sign(∇x′J(x′, w, t)), x′ = x+ a ∗ sign(N(0d, Id))
Τέλος, η CW αναζητά δ, xt = x+ δ:
min
δ s. t. 0≤xi+δi≤1
(‖δ‖p + c ∗ f(x+ δ))
όpiου ‖δ‖p = (
∑
i |δi|)
1
p , f(xt) = max(max{Z(x′)i : i 6= t} − Z(x′)t,−k), Z() η τιμή του
ταξινομητή στο τελευταίο στρώμα piριν την εφαρμογή της συνάρτησης ενεργοpiοίησης (συνήθως
softmax), και k, c κατάλληλες μεταpiαράμετροι. Παρατηρήστε ότι D(x+ δ) = t⇔ Z(x+ δ)t ≥
max{Z(x + δ)i : i 6= t} ⇔ f(x + δ) ≤ 0. Εpiομένως, ευελpiιστούμε η ελαχιστοpiοίηση της
piαραpiάνω piαράστασης να οδηγήσει σε αρνητικές τιμές της f , για σχετικά μικρό δ (όpiως εpiιβάλει
η νόρμα του).
Η μεγαλύτερη αδυναμία των piροαναφερθέντων μεθόδων είναι ότι βασίζονται σε αλγορίθμους
βελτιστοpiοίησης piρώτης (αpiαιτείται υpiολογισμός piαραγώγου) ή δεύτερης τάξης (υpiολογίζουν
δεύτερες piαραγώγους) οι οpiοίοι με τη σειρά τους αpiαιτούν την γνώση ορισμένων χαρακτηρι-
στικών του δικτύου. Εpiομένως, δε μpiορούν να αξιοpiοιηθούν σε Black Box εpiιθέσεις. Για αυτό
αναpiτύχθηκαν εναλλακτικές piροσεγγίσεις, όpiως η Zero Order Optimisation (ZOO) ([64]), η
οpiοία εpiιχειρεί να εpiιλύσει το piρόβλημα βελτιστοpiοίησης αξιοpiοιώντας μόνο το μαντείο piου
έχουμε στην διάθεση μας. Για τον λόγο αυτό τροpiοpiοιεί την συνάρτηση σφάλματος του CW,
ώστε
f(x) = max(max
i 6=t
logF (x′)i − logF (x′)t,−k)
όpiου F (x)i = e
Z(x)i∑
j=1
KeZ(x)j
. Η F , εpiομένως, είναι η τιμή του τελευταίου στρώματος μετά την
εφαρμογή της softmax συνάρτησης ενεργοpiοίησης. Θυμηθείτε ότι έχουμε εpiίγνωση μόνο
των τιμών εξόδου F (x) ∀ x (μαντείο) και καμία piληροφορία για το δίκτυο, όpiως τα Z(x) piου
αξιοpiοιεί η CW. Αξιοpiοιώντας το μαντείο, γνωρίζουμε f(x)∀ x και μpiορούμε να piροσεγγίσουμε
τις piαραγώγους της ως:
gi =
∂f
∂xi
' f(x+ hei)− f(x− hei)
2h
hi =
∂2f
∂2xi
' f(x+ hei)− 2f(x) + f(x− hei)
h2
όpiου ei το γνωστό μοναδιαίο. Εφοδιασμένοι, piλέον, με piροσεγγίσεις των piαραγώγων είμαστε
σε θέση να τρέξουμε οpiοιονδήpiοτε αλγόριθμο βελτιστοpiοίησης piου βασίζεται σε αυτές.
Οι τεχνικές piροστασίας αpiέναντι σε τέτοιου είδους εpiιθέσεις είναι piολυάριθμες και μpiορούν
να καταταχθούν στις ακόλουθες κατηγορίες ([58]):
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1. Defence via Retraining: ΄Ισως η αpiλούστερη και piιο φυσική μορφή άμυνας αpiέναντι σε
τέτοιες εpiιθέσεις είναι αυτή piου στηρίζεται στην εpiανεκpiαίδευση. Πρωτεργάτες αυτής
της piροσέγγισης είναι οι [65] και βασίζεται στην piαρεμβολή τέτοιων piροβληματικών input
στο στάδιο εκpiαίδευσης του δικτύου.
2. Defence via detection and rejection: Η βασική ιδέα τέτοιων μεθόδων άμυνας είναι ο
εντοpiισμός και αpiόρριψη τέτοιων εισόδων. Μια piρώτη piροσέγγιση είναι η χρήση ενός
ξεχωριστού νευρωνικού δικτύου για τον εντοpiισμό τέτοιων τροpiοpiοιημένων εισόδων [66].
Εναλλακτικά, οι [67] piροτίμησαν να εστιάσουν στην μελέτη ορισμένων στατιστικών ιδιο-
τήτων του δείγματος και piώς αυτές τροpiοpiοιούνται με την εμφάνιση τέτοιων στιγμιοτύpiων.
3. Defence via input pre-processing: Υpiό μια έννοια αpiοτελεί εpiέκταση της piαραpiάνω piρο-
σέγγισης, όpiου δεν αρκούμαστε μόνο στον εντοpiισμό, άλλα και στην εpiαναφορά των
τροpiοpiοιημένων εισόδων στα αρχικά (αpiαλοιφή του ε αpiό το xt = x+ ε) ([68]).
4. Defence via regeneration: Μια piιο σύνθετη piροσέγγιση όpiου εpiιδιώκουμε να εντοpiίσουμε
μια αpiεικόνιση των τροpiοpiοιημένων εισόδων στα αρχικά. Οι [69] ενσωμάτωσαν αυτήν την
εpiιpiλέον λειτουργία στο Νευρωνικό τους Δίκτυο τροpiοpiοιώντας κατάλληλα την συνάρ-
τηση σφάλματος ώστε να είναι ανθεκτικότερη σε τέτοιου είδους εισόδους.
Η εφαρμογή piου θα σας piαρουσιάσουμε piροτείνει μια μέθοδο άμυνας piου εντάσσεται τυpiικά
στην Defence via input pre-processing κατηγορία, αφού αpiοσκοpiεί στην κατάλληλη εpiεξεργα-
σία της εισόδου, δανειζόμενη τεχνικές και ιδέες αpiό την κρυpiτογραφία. Η βασική λειτουργία
και αρχιτεκτονική συνοψίζεται ως εξής:
Σχήμα 3.9: Σχηματική αναpiαράστασης ενισχυμένου νευρωνικού δικτύου. Η είσοδος x, η έξοδος ĵ και
η αρχιτεκτονική είναι γνωστή. Οι τιμές piαραμέτρων piου εμpiεριέχονται στο secret block piαραμένουν
άγνωστες [58]
Η P θεωρούμε ότι αpiοτελεί έναν κατάλληλο μετασχηματισμό (ιδανικά μη αντιστρέψιμος και
μη διαφορίσιμος) των χαρακτηριστικών ο οpiοίος εξαρτάται εξ΄ ολοκλήρου αpiό την τιμή του
κλειδιού k και όχι αpiό το x. Η ανεξαρτησία μετασχηματισμού-δεδομένων δεν εpiιτρέpiει στον
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αντίpiαλο να μάθει οpiοιαδήpiοτε piληροφορία για αυτόν αξιοpiοιώντας το δείγμα. Τέλος, όpiως
είναι σύνηθες στην κρυpiτογραφία, αpiοφεύγεται η εpiαναχρησιμοpiοίηση του ίδιου κλειδιού k στον
μετασχηματισμό P .
Τα piειράματα piου διεξήχθησαν βασίστηκαν σε ταξινόμηση ψηφίων (MNIST) ([70]) και α-
ντικειμένων μόδας (Fashion-MNIST) ([71]) αpiό εικόνες.
Σχήμα 3.10: Ενδεικτικά piαραδείγματα δείγματος: Πάνω: MNIST, Κάτω:Fashion-MNIST [58]
Και για τα δυο piροβλήματα ταξινόμησης θεώρησαν δείγμα 55000 − 5000 − 10000 (train-
validation-test) ασpiρόμαυρων εικόνων μεγέθους 28 × 28. Μελέτησαν την ανθεκτικότητα του
μοντέλου τους αpiέναντι σε FGSM (υλοpiοίηση piαρμένη αpiό την CleverHans βιβλιοθήκη της
python [72]) και CW (όpiως την υλοpiοίησαν οι ίδιοι [73]) εpiιθέσεις. Θεώρησαν ως P μια
ψευδοτυχαία μετάθεση, ενώ οι αρχιτεκτονικές των νευρωνικών piου αξιοpiοίησαν piαρουσιάζονται
piαρακάτω:
Σχήμα 3.11: Αρχιτεκτονική νευρωνικών δικτύων: Αριστερά: για την FGSM εpiίθεση, Δεξιά: για την
CW εpiίεση [58]
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Τα αpiοτελέσματα των piειραμάτων τους συνοψίζονται στον piαρακάτω piίνακα:
Σχήμα 3.12: Σύγκριση piοσοστιαίου σφάλματος αpiροστάτευτου Νευρωνικού Δικτύου (αριστερά) και
ενισχυμένου (δεξιά) [58]
Παρατηρήστε την δραματική μείωση του σφάλματος, όpiου σε σχεδόν όλες τις piεριpiτώσεις
υpiοδεκαpiλασιάζεται.
Κλείνοντας αυτήν την υpiοενότητα θέλουμε να σας εpiιστήσουμε την piροσοχή σε αυτό piου
κρίνουμε piιο ουσιώδες. Το βασικό ερώτημα piου διατυpiώσαμε στην αρχή αυτού του κεφαλαίου
είναι το κατά piόσο τα νευρωνικά δίκτυα είναι σε θέση να αξιοpiοιηθούν σε τομείς ασφάλειας (pi.χ.
ως τμήμα κρυpiτοσυστήματος). Ευελpiιστούμε ότι η θεωρία και οι εφαρμογές piου αναφέραμε και
αναpiτύξαμε να υpiοδεικνύουν την δυνατότητα ενίσχυσης τους με σκοpiό την ανθεκτικότητα
τους αpiέναντι σε κρυpiτογραφικές εpiιθέσεις piου εκμεταλλεύονται την δομή τους. Μολονότι
το piρόβλημα μελετήθηκε υpiό την σκοpiιά ταξινόμησης εικόνων - ένα piρόβλημα piου φαντάζει
αρκετά αpiόμακρο με οpiοιοδήpiοτε κρυpiτοσύστημα - δε piαύει να αpiοτελεί μια piρώτη ισχυρή
θετική ένδειξη.
Ο λόγος piου αpiοφασίσαμε να σας piαρουσιάσουμε αυτή την εφαρμογή, έναντι των υpiολοίpiων
piου υpiάρχουν στην βιβλιογραφία, είναι διpiλός. Αρχικά, δανείζεται κομψά έννοιες και αpiό τα
δυο εpiιστημονικά piεδία στα οpiοία εστιάζουμε σε αυτή την εργασία. Πρόκειται για μια βασική
και ουσιαστική εφαρμογή η οpiοία μpiορεί να αναλυθεί piεραιτέρω, είτε εξετάζοντας piιο σύνθετες
και σύγχρονες εpiιθέσεις νευρωνικών δικτύων, είτε μελετώντας την εpiίδραση piου έχει στην
ασφάλεια του συστήματος η εpiιλογή μιας piιο σύνθετης συνάρτησης μετασχηματισμού P αpiό
τον κλάδο της Κρυpiτογραφίας. ΄Εpiειτα, η ενίσχυση του νευρωνικού εpiιτυγχάνεται με αpiλό και
ανεξάρτητο τρόpiο αpiό την αρχιτεκτονική του νευρωνικού δικτύου, αφού ο μετασχηματισμός P
piου εpiιφέρει την εpiιpiλέον piροστασία piροσαρμόζεται εύκολα piάνω του (modular).
Κεφάλαιο 3. Ενίσχυση Κρυpiτοσυστημάτων με Μηχανική Μάθηση
3.3. Ανακεφαλαίωση 57
3.3 Ανακεφαλαίωση
Σε αυτήν την ενότητα ασχοληθήκαμε με την εφαρμογή μοντέλων μηχανικής μάθησης για την
piροστασία κρυpiτοσυστημάτων και αναλύσαμε την ανθεκτικότητα των Νευρωνικών Δικτύων α-
piέναντι σε στοχευμένες εpiιθέσεις piου εpiιχειρούν την δυσλειτουργία τους. Μελετήσαμε αναλυ-
τικά την εpiίδοση τους στον εντοpiισμό CSCA, όpiου piαρατηρήσαμε εντυpiωσιακά αpiοτελέσματα,
αφού κατάφεραν να εντοpiίσουν εpiιτυχώς για piρώτη φορά F+F εpiιθέσεις. ΄Εpiειτα, εξετάσαμε
την ανθεκτικότητα τους αpiέναντι σε κατάλληλα τροpiοpiοιημένα δείγματα piου αpiοσκοpiούν στην
στοχευμένη αστοχία τους. Η μη piροσεκτική τους υλοpiοίηση και ενίσχυση τα καθιστά ευάλω-
τα σε τέτοιες εpiιθέσεις, γεγονός piου τα χρήζει εpiικίνδυνα για την χρήση τους ως τμήματα
κρυpiτοσυστήματος (pi.χ. να αντικαταστήσουν τα S-Box του AES [57]).
Στο εpiόμενο κεφάλαιο θα μελετήσουμε την δυνατότητα χρήσης Deep Learning μοντέλων
για την piροσέγγιση σύνθετων κατανομών (capacity) οι οpiοίες μpiορούν να χρησιμοpiοιηθούν
αυτούσιες ως κρυpiτοσυστήματα.
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Το piαρόν κεφάλαιο θα μελετήσει την δυνατότητα χρήσης μοντέλων Μηχανικής Μάθησης για
την υpiοκατάσταση κρυpiτοσυστημάτων. Πιο συγκεκριμένα, θα εστιάσει στα Νευρωνικά Δίκτυα,
τα οpiοία, λόγω της αυξημένης piολυpiλοκότητας τους, φαίνεται να piαρουσιάζουν το μεγαλύτερο
capacity και εpiομένως είναι σε θέση να piροσεγγίσουν piιο σύνθετες κατανομές. Μέσω των ε-
φαρμογών piου θα σας piαρουσιάσουμε, θα διερευνηθεί η δυσκολία αυτού του piροβλήματος και θα
αναλογιστούμε τον βαθμό στον οpiοίο είναι εφικτή η piροσέγγιση τόσο σύνθετων συναρτήσεων.
Στην piρώτη ενότητα, θα σας piαρουσιάσουμε μια εφαρμογή piου εστιάζει στην κρυpiτανάλυση
ενός αpiλού Simon Cipher κρυpiτοσυστήματος, υιοθετώντας ένα μοντέλο Νευρωνικού Δικτύου
([3]). Αpiοφασίσαμε να την εντάξουμε σε αυτό το κεφάλαιο, έναντι του δευτέρου, εpiειδή η piρο-
σέγγιση piου ακολουθεί φανερώνει τον βαθμό δυσκολίας της υpiοκατάστασης ενός κρυpiτοσυ-
στήματος με ένα τέτοιο μοντέλο. Ορμώμενοι αpiό αυτά τα αpiοτελέσματα, στην δεύτερη ενότητα
θα σας piαρουσιάσουμε μια piιο σύνθετη piροσέγγιση η οpiοία εκμεταλλεύεται την τεχνική του
adversarial training, αpiοσκοpiώντας στην δημιουργία κατάλληλου GAN piου θα piροσομοιάζει
ένα μοντέλο ασφαλούς εpiικοινωνίας ([4]).
4.1 Μελέτη δυσκολίας υpiοκατάστασης κρυpiτοσυστήματος α-
piό την κρυpiτανάλυση Simon Cipher με Νευρωνικό Δίκτυο
Η εφαρμογή piου θα σας piαρουσιάσουμε υιοθετεί μια ενδιαφέρουσα οpiτική για την κρυpiτανάλυ-
ση του Simon Cipher. Παραδοσιακά, οι εpiιθέσεις βασίζονται στην εξόρυξη piληροφορίας για
το αρχικό μήνυμα ή το κλειδί κρυpiτογράφησης βασιζόμενοι αpiοκλειστικά σε ζεύγη (m, c) piου
αντιστοιχούν στο ίδιο piροσδιοριστέο κλειδί. ΄Ηδη, στο δεύτερο κεφάλαιο, μελετήσαμε την ε-
piίθεση του DES σε συνθήκες Known Plaintext Attack, όpiου έχουμε στην διάθεση μας piολλά
ζεύγη (m, c). Η εpiίθεση piου θα σας piαρουσιάσουμε εpiεκτείνει το Known Plaintext Attack,
θεωρώντας ότι είμαστε εφοδιασμένοι με piολλά ζεύγη (m, c) piου αντιστοιχούν σε ένα σύνολο
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αpiό κλειδιά D = {k1, ..., kn}. Τελικός σκοpiός της εφαρμογής είναι η εκpiαίδευση ενός νευρω-
νικού δικτύου piου θα μpiορεί, δοθέντος του ζεύγους (m, c), να κατασκευάσει το κλειδί k ∈ D
piου του αναλογεί.
Στο σημείο αυτό, piιθανώς, ο αναγνώστης να αναρωτιέται piώς αυτή η εφαρμογή κρυpiτα-
νάλυσης συνδέεται με το κεντρικό εγχείρημα αυτού του κεφαλαίου. ΄Ισως γίνει piιο ξεκάθαρο αν
εστιάσουμε piεραιτέρω στον σκοpiό του Νευρωνικού Δικτύου. Το μοντέλο, δεχόμενο ως είσοδο
(m, c), piαράγει μια αλληλουχία αpiό bits piου αντιστοιχούν σε κάpiοιο κλειδί του χώρου κλειδιών
K, D ⊆ K. Η έξοδος, δηλαδή, δεν είναι αpiλά ένας δείκτης i ∈ {1, ..., n} piου υpiοδηλώνει piοιο
αpiό τα n κλειδιά στο D αξιοpiοιήθηκε, άλλα μια σειρά αpiό bits. Υpiό αυτή την έννοια, εpiιχειρεί
να piροσεγγίσει την σύνθετη κατανομή των κλειδιών, piεριορισμένη στο σύνολο D. Ιδανικά, αν
για D = K (είχαμε δηλαδή (m, c) για κάθε κλειδί) piετυχαίναμε μεγάλη ακρίβεια, τότε θα είχαμε
piροσεγγίσει μια piολύ σύνθετη κατανομή, όμοια με αυτή piου θέλουμε να υpiοκαταστήσουμε σε
αυτό το κεφάλαιο. Αντιθέτως, αν η εφαρμογή piαρουσιάζει piεριορισμένη ακρίβεια σε αυτό το
αισθητά αpiλούστερο piρόβλημα, τότε θα είχαμε μια ένδειξη για την δυσκολία του.
Το Simon Cipher αpiοτελεί ένα lightweight block cipher ([74]). Τα lightweight ciphers είναι
μια ειδική κατηγορία κρυpiτοσυστημάτων τα οpiοία υιοθετούν αpiλούστερες συναρτήσεις κρυpiτο-
γράφησης για να μειώσουν την υpiολογιστική τους αpiαίτηση. Η δυσκολία υpiόκειται στην εύρεση
και σύνθεση τέτοιων συναρτήσεων για την δημιουργία αpiοδοτικών και ασφαλών αλγορίθμων
κρυpiτογράφησης-αpiοκρύpiτογράφησης τα οpiοία είναι σε θέση να τρέξουν και να piροστατε-
ύσουν συσκευές piεριορισμένης υpiολογιστικής ισχύος, όγκου και ενέργειας. ΄Ισως η piιο άμεση
και σpiουδαία εφαρμογή τέτοιων lightweigh αλγορίθμων είναι στο Internet of Things (IoT),
όpiου συσκευές της καθημερινότητας θα συνδέονται, θα εpiικοινωνούν και θα αλληλεpiιδρούν
μεταξύ τους μέσω του διαδικτύου (piρος διευκόλυνση του χρήστη). Συνεpiώς, θα διαχειρίζονται
ευαίσθητα piροσωpiικά δεδομένα, αξιοpiοιώντας αισθητά λιγότερη υpiολογιστική ισχύ.
Εpiέλεξαν, λοιpiόν, το Simon Cipher, ελpiίζοντας ότι οι αpiλούστερες συναρτήσεις piου το
αpiαρτίζουν θα οδηγήσουν σε μια λιγότερο σύνθετη κατανομή piάνω στα κλειδιά.
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Σχήμα 4.1: ΄Ενας γύρος αpiό το δίκτυο Feistel του Simon Cipher [3]
Στην piραγματικότητα, όpiως φαίνεται και στο piαραpiάνω σχήμα, το Simon Cipher αpiοτελεί
ένα δίκτυο Feistel (όpiως και το DES). Η είσοδος xi+1||xi bits χωρίζεται στη μέση, ενώ οι
S1, S8, S2 αντιστοιχούν σε κυκλικές μεταθέσεις των bits piρος τα αριστέρα κατά 1, 8, 2, θέσεις
αντίστοιχα. Το &, ⊕ αντιστοιχούν σε AND, XOR bit piράξεις. Εν γένει, ο αλγόριθμος για
κάθε ένα αpiό τους T γύρους piου τρέχει, piαράγει T το piλήθος ki αpiό το αρχικό κλειδί k,
τα οpiοία και αξιοpiοιεί σε κάθε γύρο Feistel, όpiως φαίνεται στο σχήμα. Μολονότι υpiάρχουν
διάφορες υλοpiοιήσεις του Simon Cipher, ανάλογα με τα μεγέθη των m, c, k, σε αυτήν την
εφαρμογή θεώρησαν |m| = |c| = 32, |k| = 64. Εpiιχείρησαν μια αpiλοpiοιημένη εκδοχή του η
οpiοία αpiαρτιζόταν αpiό 1 ή 2 γύρους, έναντι των 32 piου piροτάθηκε αpiό τους piρωτεργάτες του
([74]). Αξιοpiοιήθηκε η έτοιμη υλοpiοίηση αpiό τους [75], piροσαρμόζοντας το για 1 ή 2 γύρους.
Το Νευρωνικό Δίκτυο piου εκpiαίδευσαν αpiαρτιζόταν αpiό piολλά Fully Connected Hidden
Layers μέγιστου piλάτους 1024 νευρώνων. Το input και output layer είχε 64 νευρώνες (για
τα bits m, c, k αντίστοιχα), ενώ ως συνάρτηση ενεργοpiοίησης piροτιμήθηκε η ReLU. Η binary
crossentropy χρησιμοpiοιήθηκε ως συνάρτηση σφάλματος, ενώ ο αλγόριθμος βελτιστοpiοίησης
ήταν ο adam. Ο adam (Adaptive Moments) ([77]) αpiοτελεί μια εpiέκταση της στοχαστικής
μεθόδου των κλίσεων η οpiοία στην εpiανάληψη t εκμεταλλεύεται κατάλληλα την piληροφορία
των τιμών των piαραγώγων των piροηγούμενων εpiαναλήψεων {0, 1, ..., t − 1}. Πειραματικά,
piαρουσιάζει, εν γένει, λιγότερη ευαισθησία ([14]) ως piρος την εpiιλογή των υpiερpiαραμέτρων
(pi.χ. βήμα μάθησης ) με αpiοτέλεσμα να αpiαιτεί λιγότερες δοκιμές για τον piροσδιορισμό τους.
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Σχήμα 4.2: Αλγόριθμος Adam [14]
Τα βάρη στο i-οστό hidden layer αρχικοpiοιήθηκαν αpiό την U(−
√
6
m+n
,
√
6
m+n
), όpiου m,
n είναι το piλάτος (piλήθος νευρώνων) του στρώματος i− 1 και i αντίστοιχα ([76]).
Το δείγμα τους αpiοτελούνταν αpiό 5000 χιλιάδες ζεύγη (m, c) για κάθε ένα αpiό τα 1000
εξεταζόμενα κλειδιά. Σε κάθε εpiανάληψη, αξιολογείται η εpiίδοση του νευρωνικού για όλα τα
ζεύγη piου αντιστοιχούν στο ίδιο κλειδί (batch size= 5000), ενώ η εκpiαίδευση διήρκεσε 35
epochs.
Σχήμα 4.3: Ευστοχία Νευρωνικού Δικτύου συναρτήσει epochs [3]
Ευστοχία θεωρήθηκε το piοσοστό των bits piου piροσδιορίζει εpiιτυχώς το δίκτυο. ΄Οpiως
είναι λογικό, piαρατηρείται μεγαλύτερη ακρίβεια όταν εξετάζεται ένας μόνο γύρος (∼ 70%) του
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simon cipher, piαρά δυο (∼ 60%). Ενδεικτικά, για 4 γύρους η ευστοχία κυμαινόταν μεταξύ
50%− 60%. Ιδανικά, θα θέλαμε ευστοχία αισθητά μεγαλύτερη αpiό 50% το οpiοίο αναλογεί στο
να μαντεύουμε τυχαία bits.
Σχήμα 4.4: Παράδειγμα εξόδου Νευρωνικού Δικτύου για 1 γύρο simon cipher [3]
Θεωρούμε ότι η εφαρμογή φανερώνει έναν δείκτη δυσκολίας για το piρόβλημα piου εpiιχειρούμε
να piροσεγγίσουμε σε αυτό το κεφάλαιο. Προφανώς, δεν ισχυριζόμαστε ότι με μια διαφορετική,
piιο piροσεγμένη αρχιτεκτονική Νευρωνικού Δικτύου δε θα μpiορούσε να εpiιτευχθεί μεγαλύτερη
ακρίβεια. ΄Αλλωστε, μια αpiό τις μεγαλύτερες δυσκολίες αυτού του κλάδου (piου του piροσδίδει
τόση ομορφιά) είναι το γεγονός ότι η εύρεση των αpiοτελεσματικότερων, για το piρόβλημα,
piαραμέτρων ενός σύνθετου δικτύου βασίζεται κυρίως στην διαίσθηση. Παρόλα αυτά, το συ-
γκεκριμένο αpiοτέλεσμα μας εμpiνέει να εισάγουμε piιο σύγχρονες αρχιτεκτονικές και μεθόδους
εκpiαίδευσης. Ανατρέξτε ότι η συγκεκριμένη υλοpiοίηση τείνει να piροσομοιάζει το τυχαίο μάντε-
μα ήδη αpiό τον τέταρτο γύρο, ενώ ο αλγόριθμος piροτάθηκε για 32. Εpiιpiλέον, η κατανομή piου
piροσpiάθησε να piροσεγγίσει είναι αρκετά αpiλούστερη αpiό την piραγματική, καθώς δεν εστίαζε
σε όλο το σύνολο κλειδιών. Στην εpiόμενη ενότητα, θα σας piαρουσιάσουμε μια εναλλακτική
οpiτική, η οpiοία αξιοpiοιεί το μοντέλο του adversarial training και των GAN.
4.2 Δημιουργία κρυpiτοσυστήματος με χρήση GAN
Η ιδέα των GAN (Generative Adversarial Networks) piρωτοσυστάθηκε αpiό τους [1] και αpiο-
τελεί, υpiό μια έννοια, μια λογική εpiέκταση του Deep Learning. Θυμηθείτε, ότι έναυσμα της
υιοθέτησης τέτοιων μοντέλων αpiοτέλεσε η εpiίλυση σύνθετων piροβλημάτων όpiου η συσχέτιση
μεταξύ εισόδου και εξόδου δεν είναι εύκολο να piροσδιοριστεί εκ των piροτέρων. Εpiομένως,
piροτιμήσαμε να συνθέσουμε αλγορίθμους οι οpiοίοι θα την εξάγουν, βασιζόμενοι στα δεδομένα
piου τους τροφοδοτούμε. Η ορθή εκpiαίδευση ενός Νευρωνικού Δικτύου, δεν είναι ιδιαίτερα
τυpiοpiοιημένη και η βέλτιστη εpiιλογή υpiερpiαραμέτρων, αρχιτεκτονικής και αλγορίθμου βελτι-
στοpiοίησης δεν είναι piάντοτε εύκολα piροσδιορίσιμη. Τις piερισσότερες φορές, για την εpiίλυση
μιας εφαρμογής, ανατρέχουμε στην βιβλιογραφία και ενσωματώνουμε χαρακτηριστικά Νευρωνι-
κών Δικτύων piου έχουν εμφανίσει θετικά αpiοτελέσματα σε piαρεμφερή piροβλήματα. Το ζήτημα
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είναι piώς piροσεγγίζουμε νέα piροβλήματα των οpiοίων οι piροσδιοριστέες κατανομές είναι ιδια-
ίτερα σύνθετες·
Υpiοθέστε, ότι θέλουμε να κατασκευάσουμε ένα Νευρωνικό Δίκτυο το οpiοίο θα piροσεγ-
γίζει μια σύνθετη κατανομή, ώστε να μpiορεί να piαράξει στοιχεία piου ανήκουν σε αυτήν. Για
piαράδειγμα, μpiορεί να ευελpiιστούμε να κατασκευάσουμε εικόνες piροσώpiων ή ψηφίων (όpiως
μελετήθηκε στο [1]). Σκοpiός μας, λοιpiόν, είναι η αξιοpiοίηση του συνόλου εκpiαίδευσης για την
σύνθεση κανόνων piου piεριγράφουν σε ικανοpiοιητικό βαθμό την κατανομή, ώστε να μpiορούμε
να δημιουργήσουμε νέα δείγματα piου υpiόκεινται σε αυτήν. Ιδανικά, δοθέντος ενός στιγμιότυ-
piου x του piροβλήματος μας, θα θέλαμε να μη μpiορούμε να διακρίνουμε αν αυτό piαράχθηκε αpiό
το Νευρωνικό μας Δίκτυο ή piροήλθε αpiό την ζητούμενη κατανομή.
΄Εστω G (generator) το Νευρωνικό Δίκτυο piου εpiιχειρεί να συνθέσει δείγματα αpiό την
piροσδιοριστέα κατανομή. Αυτό, δεχόμενο ως είσοδο ένα διάνυσμα χαρακτηριστικών z (συ-
νήθως τυχαίος θόρυβος) συνθέτει μια τιμή f(z; θG) = G(z). ΄Οpiως piροείpiαμε, ευελpiιστούμε
τα G(z) ∼ pG, x ∼ pdata να είναι δυσδιάκριτα. Για την piοσοτικοpiοίηση και τον έλεγχο αυτής της
ομοιότητας εισάγουμε ένα δεύτερο Νευρωνικό Δίκτυο D (Discriminator), το οpiοίο αpiοτελεί
έναν αpiλό δυαδικό ταξινομητή. Ο D, δοθέντος ενός στιγμιοτύpiου x, piροσpiαθεί να μαντέψει
αν αυτό piροήλθε αpiό τον G ή αpiό την piραγματική κατανομή, δηλαδή D(x; θD) = P [x ∈ pdata].
Πρόκειται, λοιpiόν, για ένα piαίγνιο μεταξύ των G και D, στο οpiοίο ο G piροσpiαθεί να γίνει
καλύτερος (να piαράξει piιο piειστικά στιγμιότυpiα) για να ξεγελάσει τον D. Ο D με την σειρά
του βελτιώνεται, αpiαιτώντας ολοένα και piιο ρεαλιστικά δείγματα αpiό τον G για να ξεγελαστεί.
Στην ισορροpiία του piαιγνίου D(x) = 0.5 δηλαδή, το D θα αδυνατεί να διακρίνει την piροέλευσή
του και θα καταφεύγει σε τυχαίο μάντεμα.
Πιο τυpiικά, ο D θέλει να μεγιστοpiοιήσει την piιθανότητα D(x) για x ∼ pdata, ενώ ο G
θέλει να τον ξεγελάσει, εpiομένως να ελαχιστοpiοιήσει την piιθανότητα ανίχνευσης του, δηλαδή
το 1−D(G(z)). ΄Αρα, έχουμε ένα min-max piρόβλημα:
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pG(z)[log (1−D(G(z)))]
Εν γένει, η τιμή της V μpiορεί να piοικίλει, ανάλογα με τις υpiοθέσεις και τους στόχους του
κάθε νευρωνικού δικτύου. Στην εφαρμογή piου θα σας piαρουσιάσουμε στη συνέχεια, θα δείτε
μια διαφορετική μορφή της V η οpiοία όμως έχει piαρόμοια φιλοσοφία (ένα κατάλληλο min-max
piαίγνιο μεταξύ των αντιpiάλων).
Οι αλγόριθμοι βελτιστοpiοίησης δεν διαφοροpiοιούνται αpiό τους piαραδοσιακούς piου έχουμε
δει έως τώρα. Στην piράξη, τα δυο Νευρωνικά Δίκτυα εκpiαιδεύονται piαράλληλα, όpiως φαίνεται
και στον piαρακάτω αλγόριθμο:
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Σχήμα 4.5: Αλγόριθμος εκpiαίδευσης GAN [1]
Η καινοτομία αυτής της piροσέγγισης είναι το γεγονός ότι ο G εκpiαιδεύεται βάσει της εξόδου
του D.
Η εφαρμογή piου θα σας piαρουσιάσουμε σε αυτήν την ενότητα αξιοpiοίησε την φιλοσοφία του
adversarial training και την εpiέκτεινε, υpiό μια έννοια, εισάγοντας στο piαίγνιο έναν τρίτο piαίκτη.
Θυμηθείτε ότι η κρυpiτογραφία αpiοσκοpiεί στην δημιουργία ασφαλούς εpiικοινωνίας μεταξύ δύο
χρηστών, piαρουσία ενός ανεpiιθύμητου τρίτου. Δηλαδή, η Alice, θέλει να εpiικοινωνήσει ένα
κρυφό μήνυμα P (plaintext) στον Bob, χωρίς να αpiοκαλύψει οpiοιαδήpiοτε piληροφορία για τη
δομή και το piεριεχόμενο του στην Eve.
Σχήμα 4.6: Εpiικοινωνία Alice, Bob piαρουσία Eve αξιοpiοιώντας συμμετρική κρυpiτογραφία [4]
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Η ιδέα της εφαρμογής είναι η αντικατάσταση των Alice, Bob, Eve με Νευρωνικά Δίκτυα στα
οpiοία θα εφαρμοστεί adversarial training. Σε αυτό, οι Alice, Bob συνεργάζονται ενάντια στην
Eve για να εξασφαλίσουν ένα ασφαλές μοντέλο εpiικοινωνίας μεταξύ τους. Μετά την εκpiαίδευση,
το Νευρωνικό-Alice αντιστοιχεί στον αλγόριθμο κρυpiτογράφησης, ενώ αυτό του Bob στην
αpiοκρυpiτογράφηση. Η Eve θέλει να ανακατασκευάσει το P , δηλαδή να ελαχιστοpiοιήσει την
αpiόσταση μεταξύ του Peve και του P . Οι Alice και Bob αpiοσκοpiούν στην διαυγή μεταξύ τους
εpiικοινωνία, εpiομένως, στον piεριορισμό της διαφοράς μεταξύ του PBob και P .
΄Εστω A(θA, P,K), B(θB, C,K), E(θC , C) οι έξοδοι των νευρωνικών δικτύων piου αναλο-
γούν στους Alice, Bob, Eve αντίστοιχα. Θεωρούμε ότι τα P,K αpiαρτίζονται αpiό bits, δηλαδή
0 ή 1. Παρόλα αυτά, piροτίμησαν, βασισμένοι σε piειραματικά αpiοτελέσματα, να θεωρήσουν το
piρόβλημα στο [−1, 1] όpiου piλέον 0 ↔ −1. Ως αpiόσταση μεταξύ των plaintext μεγέθους N
piροτιμήθηκε η L1, όpiου d(P, P ′) =
∑N
i=1 |Pi − P ′i |. Η συνάρτηση σφάλματος ανά στιγμιότυpiο
για την Eve ορίστηκε τελείως φυσικά ως:
LE(θA, θE, P,K) = d(P,E(θE, A(θA, P,K)))
ενώ το κόστος piάνω στην κατανομή των P,K:
LE(θa, θE) = EP,K [d(P,E(θE, A(θA, P,K)))]
Εντελώς ανάλογα για τον Bob:
LB(θA, θB, P,K) = d(P,B(θB, A(θA, P,K), K))
LB(θA, θB) = EP,K [d(P,B(θB, A(θA, P,K), K))]
Αν OE(θA) = argminθE(LE(θA, θE)), τότε όρισαν ως αpiό κοινού σφάλμα εpiικοινωνίας των
Alice, Bob:
LAB(θA, θB) = LB(θA, θB)− LE(θA, OE(θA))
Παρατηρήστε ότι η ελαχιστοpiοίηση της piαραpiάνω piαράστασης ζητά (λόγω piροσήμων) ευ-
στοχία του B και αστοχία της E. Τελικά (OA, OB) = argmin(θA,θB)(LAB(θA, θB)).
Οι μέσες τιμές (piου εμφανίζονται στα LE(θA, θB), LB(θA, θB)) εκτιμήθηκαν με την μέση
τιμή σφάλματος piάνω σε mini-batch. ΄Οpiως και στον αλγόριθμο piου είδαμε στο σχήμα 4.5, η
εκpiαίδευση γίνεται piαράλληλα σε γύρους. Αρχικά, οι τιμές των piαραμέτρων αρχικοpiοιούνται
τυχαία. ΄Εpiειτα, για την δεδομένη «piεριορισμένη» Eve, οι Alice, Bob υpiολογίζουν την κατάλ-
ληλη τιμή των piαραμέτρων τους (OA, OB) για να εξασφαλίσουν ασφαλή μυστική εpiικοινωνία.
Στη συνέχεια, έρχεται η σειρά της Eve να ελαχιστοpiοιήσει το σφάλμα της LE(OA, θE). Αυτή
η διαδικασία εpiαναλαμβάνεται, μέχρι να εpiέλθει ισορροpiία στο piαίγνιο.
΄Ενας piαρατηρητικός αναγνώστης, piιθανώς να εντόpiισε μια αδυναμία σε αυτήν την piροσέγ-
γιση. Πιο συγκεκριμένα, στο LAB δε θα θέλαμε η ελαχιστοpiοίηση του σφάλματος να βασίζεται
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στην μεγιστοpiοίηση του LE (σφάλμα ανακατασκευής). Αν οι Alice, Bob βασίζονται σε αυτή
την ενέργεια, τότε η Eve μpiορεί να ελαχιστοpiοιήσει το σφάλμα της, αpiλά αντιστρέφοντας κάθε
έξοδο της (0↔ 1). Στην piραγματικότητα, αυτό piου εpiιδιώκουμε είναι η piρόβλεψη της Eve να
είναι δυσδιάκριτη αpiό ένα τυχαίο μάντεμα. ΄Ετσι, το LE στην έκφραση LAB αντικαταστήθηκε
με την έκφραση:
(N
2
− LE)2
(N
2
)2
Παρατηρήστε ότι η piαραpiάνω έκφραση ελαχιστοpiοιείται όταν η Eve piετυχαίνει τα μισά bits
piου ισοδυναμεί με την αναμενόμενη ευστοχία ενός τυχαίου μαντέματος. Η τετραγωνική μορφή
piροτιμήθηκε για να δώσει μεγαλύτερη έμφαση στο σφάλμα (έναντι του LB piου συνυpiάρχει
στην έκφραση του LAB) όταν η Eve αpiοκλίνει αισθητά αpiό το τυχαίο μάντεμα. Τα LE, LB
piροκύpiτουν αpiό τους ορισμούς piου δώσαμε piροηγουμένως θεωρώντας για μετρική d την L1
αpiόσταση.
Η αρχιτεκτονική των Νευρωνικών Δικτύων συνίσταται αpiό fully connected και convolu-
tional layers. Η Alice συνδυάζει τα N bits των P , K σε ένα διάνυσμα μεγέθους 2N piου
αpiαρτίζεται αpiοκλειστικά αpiό τιμές {−1, 1} piου διοχετεύονται στο input layer. Στη συνέχεια
έχουμε ένα FC στρώμα, ακολουθούμενο αpiό 3 μονοδιάστατα convolutional στρώματα. Ως
συνάρτηση ενεργοpiοίησης στα hidden layers piροτιμήθηκε η sigmoid, ενώ στο output layer
χρησιμοpiοιήθηκε η tanh (ανατρέξτε ότι θέλουμε η έξοδος να βρίσκεται στο [−1, 1]). Τα νευ-
ρωνικά των Bob, Eve είναι piανομοιότυpiα με μόνη διαφορά το input layer της Eve το οpiοίο
δέχεται μόνο ένα διάνυσμα μήκους N piου αντιστοιχεί στο κρυpiτοκείμενο C.
Σχήμα 4.7: Αναpiαράσταση Νευρωνικού Δικτύου Alice [78]
Μολονότι δεν εστιάζουν piολύ στην αρχιτεκτονική, θεωρούμε ότι η υλοpiοίηση piου εpiιχε-
Κεφάλαιο 4. Υpiοκατάσταση Κρυpiτοσυστημάτων με Μηχανική Μάθηση
4.2. Δημιουργία κρυpiτοσυστήματος με χρήση GAN 67
ίρησαν piαρουσιάζει κάpiοιο ενδιαφέρον, αφού φαίνεται να ενισχύει την piιθανότητα εμφάνισης
δυο εpiιθυμητών ιδιοτήτων piου συνηθίζονται στις συναρτήσεις κρυpiτογράφησης: της διάχυσης
(diffusion) και της σύγχυσης (confusion). Το FC σε συνδυασμό με τα convolutional layers
δημιουργούν μια σύνθετη σχέση εισόδου-εξόδου εpiιτρέpiοντας σε κάθε bit εισόδου να εpiηρεάζει
piολλά bits εξόδου (diffusion), ενώ piαράλληλα κάθε bit εξόδου εpiηρεάζεται αpiό piολλά bits του
κλειδιού.
Η εκμάθηση χρησιμοpiοίησε mini-batches μεγέθους 256− 4096, ενώ ως αλγόριθμος βελτι-
στοpiοίησης piροτιμήθηκε ο adam. Κάθε βήμα εκpiαίδευσης των Alice, Bob ακολουθήθηκε αpiό
δυο της Eve, με το σκεpiτικό ότι το piρόβλημα piου καλείται να λύσει είναι αρκετά piιο σύνθετο
(δεν έχει εpiίγνωση του κλειδιού). Για κριτήριο τερματισμού piροτιμήθηκε η ευστοχία, εpiιδιώκο-
ντας τα L1 σφάλματα των Alice, Bob να μην υpiερβαίνουν την τιμή 0.05, ενώ piαράλληλα η
εpiίδοση της Eve να μην αpiοκλίνει piάνω αpiό 2 bits αpiό το τυχαίο μάντεμα.
Σχήμα 4.8: Μέσο σφάλμα ανακατασκευής των Alice, Bob, Eve συναρτήσει των βημάτων εκpiαίδευσης
για N = 16 [4]
Στο piαραpiάνω εpiιτυχές piείραμα, βλέpiουμε ότι μετά αpiό 15000 βήματα piαίρνουμε το εpiι-
θυμητό κριτήριο τερματισμού. Αpiό τα 20 piειράματα piου διεξήχθησαν, τα 14 στέφθηκαν με
εpiιτυχία. Μια piιθανή εξήγηση για αυτό το φαινόμενο είναι η μορφή της συνάρτησης piου κα-
λούμαστε να ελαχιστοpiοιήσουμε. ΄Ενα αpiό τα κρισιμότερα ζητήματα του Deep Learning είναι
η μαθηματική θεμελίωση της ορθότητας των αλγορίθμων βελτιστοpiοίησης piου χρησιμοpiοιο-
ύμε. Οι συναρτήσεις piου μελετάμε είναι ιδιαίτερα σύνθετες, μη κυρτές συναρτήσεις με piολλά
τοpiικά ακρότατα. Εμpiειρικά, σε αpiλά Νευρωνικά Δίκτυα, αυτά τα τοpiικά ακρότατα φαίνεται να
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piροσδίδουν ικανοpiοιητικά μικρές τιμές στην αντικειμενική μας συνάρτηση κόστους ([14]). Α-
ντιθέτως, οι συναρτήσεις piου piροκύpiτουν σε adversarial training δεν piαρουσιάζουν ανάλογες
ιδιότητες με αpiοτέλεσμα η εκpiαίδευση να είναι λιγότερα ευσταθής ([79]).
Ιδιαίτερο ενδιαφέρον piαρουσιάζει το γεγονός ότι η αρχιτεκτονική piαρουσίασε ανάλογα αpiο-
τελέσματα για N = 32 και N = 64, τα οpiοία αpiοτελούν piιο ρεαλιστικά μεγέθη κλειδιών για
κρυpiτογραφική χρήση. Εpiιpiλέον, το C εξαρτάται, όpiως και οφείλει, τόσο αpiό το K όσο και
αpiό το P , με την τροpiοpiοίηση ενός μόνο bit του K να εpiιφέρει αλλαγές σε 3− 6/16 bits του
C.
Στο δεύτερο μισό της εφαρμογής, ορμώμενοι αpiό τα θετικά αpiοτελέσματα piου σας piα-
ρουσιάσαμε piροηγουμένως, μελετήθηκε η δυνατότητα εpiιλεκτικής κρυpiτογράφησης (selective
protection), στην οpiοία δημοσιοpiοιούμε piληροφορία piου σχετίζεται με το αρχικό μας μήνυμα
P , με τρόpiο piου δεν piαραβιάζει την συνολική του μυστική ακεραιότητα. Σε αυτό το σενάριο,
μpiορούμε να θεωρήσουμε ότι το P αpiοτελείται αpiό piολλές τιμές P =< x1, ..., xn > οι οpiοίες
είναι συσχετισμένες μεταξύ τους. Υpiοθέστε λοιpiόν, ότι θέλουμε να δημοσιοpiοιήσουμε την x1.
Μια piρώτη φυσιολογική piροσέγγιση είναι να γνωστοpiοιηθεί το {x1, c2, ..., cn}, όpiου ci είναι
κάpiοια κατάλληλη κρυpiτογράφηση του xi. Το piρόβλημα με αυτήν την σκέψη είναι ότι η x1
piροσδίδει piληροφορία για τα υpiόλοιpiα xi (λόγω της μεταξύ τους συσχέτισης).
Τέτοιου είδους εφαρμογές εμφανίζονται συχνά όταν θέλουμε να βγάλουμε κάpiοιο συμpiέρα-
σμα για ένα υpiοσύνολο του D ⊆ P =< x1, ..., xn >, διατηρώντας την μυστικότητα του P \D.
Για piαράδειγμα, μpiορεί να έχουμε στην διάθεση μας δυάδες < A,B >, όpiου A :όνομα εταιρίας
και B : τζίρος της. Μpiορεί να θέλει ένας συνεργάτης μας να υpiολογίσει τον συνολικό τζίρο
όλων των εταιριών piου έχουμε στην βάση δεδομένων μας, χωρίς όμως να μάθει την αντιστοιχία
τζίρου-εταιρίας. Παρατηρήστε ότι η αφελής piροσέγγιση piου piαρουσιάσαμε piαραpiάνω θα αpiο-
τύγχανε, αν ο συνεργάτης μας γνώριζε κάpiοια εκ των piροτέρων διάταξη μεταξύ των εταιριών ως
piρος το κέρδος τους (pi.χ. το μεγαλύτερο κέρδος ανήκε στην Google). Παραδοσιακά στην κρυ-
piτογραφία, τέτοια piροβλήματα αντιμετωpiίζονται με ομομορφική κρυpiτογραφία, όpiου οι piράξεις
μεταξύ των κρυpiτογραφημένων ci μεταφράζονται με φυσικό τρόpiο στις αντίστοιχες μεταξύ των
xi, δηλαδή E(k, P1 ∗M P2) = E(k, P1) ∗C E(k, P2). Η εφαρμογή διερευνά μια εναλλακτική
piροσέγγιση βασιζόμενη σε adversarial training Νευρωνικών Δικτύων.
Στο piείραμα piου διεξήγαν θεώρησαν P =< A,B,E,D >, όpiου τα A,B,E,D είναι κατάλ-
ληλα συσχετισμένα. Σκοpiός τους είναι η εκpiαίδευση ενός συστήματος το οpiοίο θα piαράγει,
δοθέντος των < A,B,E > δυο τιμές για το D: Dtrue και Dpublic. Θυμηθείτε την τριάδα Al-
ice, Bob, Eve. Η Alice, εφοδιασμένη με ένα μυστικό κλειδί K, τροφοδοτείται με την τριάδα
< A,B,E > και piαράγει ένα κρυpiτοκείμενο C (όpiως piροηγουμένως) και το Dpublic, το οpiοίο
αpiοτελεί μια ασφαλή δημόσια μορφή του D piου δεν piροσδίδει ουσιαστική piληροφορία για το E.
Με είσοδο τα C, Dpublic, η Eve piροσpiαθεί να ανακατασκευάσει το E, ενώ ο Bob (χρησιμοpiοι-
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ώντας το κοινό κλειδί K) το Dtrue, το οpiοίο αpiοτελεί μια όσο το δυνατόν καλύτερη piροσέγγιση
του αρχικού D της piλειάδας < A,B,E,D >. Αpiοσκοpiούμε, δηλαδή, στην δημιουργία κατάλ-
ληλου Dpublic αpiό το οpiοίο μpiορεί να ανακατασκευαστεί εpiαρκώς το αρχικό D, χωρίς όμως να
piαραβιάσουμε την μυστικότητα του E.
Η αρχιτεκτονική διαφοροpiοιείται μόνο στην αρχή του κάθε δικτύου με την piροσθήκη ενός
εpiιpiλέον 12 × 12 FC στρώματος. Η είσοδος αpiαρτίζεται, piλέον, αpiό 12 νευρώνες: 8 για τα
bits του κλειδιού και 4 για τις τιμές. Συναρτήσεις κόστους θεωρήθηκαν οι:
LEve = MSE(EEve, E)
LAlice−Bob = MSE(D,Dtrue) +MSE(D,Dpublic) + |Cov(Eeve, E)|
όpiου τα D,E,Dtrue, Dpublic είναι διανύσματα (batch training). Η φιλοσοφία είναι ότι οι Alice,
Bob θέλουν να τροpiοpiοιήσουν το D κατάλληλα (να μην αpiοκλίνει αισθητά αpiό το piραγματι-
κό D), χωρίς όμως να εpiιτρέψουν στην Eve να εντοpiίσει EEve ισχυρά συσχετισμένο με την
piραγματική τιμή E.
Για την μελέτη του συστήματος εισήχθη ένας εpiιpiλέον εκτιμητής, η «τυφλή» Eve, ο οpiοίος
piροσpiαθεί να ανακατασκευάσει το E γνωρίζοντας μόνο την κατανομή του, αγνοώντας το Dpublic
και το C. Αν η Eve έχει αισθητό piλεονέκτημα (μικρότερο σφάλμα ανακατασκευής) έναντι αυτού
του εκτιμητή, τότε τα Dpublic, C δεν αpiοκρύpiτουν εpiαρκώς την piληροφορία για το E.
Σχήμα 4.9: Γραφική piαράσταση σφαλμάτων συναρτήσει βημάτων εκpiαίδευσης [4]
Παρατηρήστε ότι το piείραμα piαρουσιάζει λογικά και εpiιθυμητά αpiοτελέσματα. ΄Οpiως είναι
αναμενόμενο, ούσα δημόσια piληροφορία, το Dpublic φαίνεται να υpiοχρεούται (για να μην διευ-
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κολύνει την Eve) να αpiοκλίνει piερισσότερο αpiό ότι το Dtrue. ΄Εpiειτα, piαρατηρούμε ότι η Eve
piαρουσιάζει σχεδόν μηδενικό piροβάδισμα έναντι της «τυφλής», υpiοδηλώνοντας ότι τα C, Dpublic
δε της piροσφέρουν κάpiοιο piλεονέκτημα.
Θεωρούμε ότι η piαρούσα εφαρμογή piαρουσιάζει δυο ενδιαφέρουσες και καινοτόμες οpiτικές
για την αξιοpiοίηση μοντέλων Μηχανικής Μάθησης στην Κρυpiτογραφία. Στο piρώτο σκέλος
της, εστιάζει στην υpiοκατάσταση του piαραδοσιακού συμμετρικού κρυpiτοσυστήματος με δυο
Νευρωνικά Δίκτυα (Alice και Bob), ενώ στο δεύτερο piροτείνει μια εναλλακτική, έναντι της
ομομορφικής κρυpiτογραφίας, για το piρόβλημα της εpiίλεκτης κρυpiτογραφίας. Λόγω της piο-
λυpiλοκότητας των κατανομών piου κλήθηκαν να piροσεγγίσουν, μοντελοpiοίησαν το piρόβλημα
τους ως ένα κατάλληλο piαίγνιο και εφήρμοσαν adversarial training. Μολονότι τα αpiοτελέσμα-
τα είναι ενθαρρυντικά, οφείλουμε να ξεκαθαρίσουμε ότι τα θετικά piειραματικά αpiοτελέσματα
δεν εpiαρκούν ως αpiόδειξη ασφάλειας. Η piροστασία των Alice, Bob αpiέναντι στο Νευρωνι-
κό Δίκτυο της Eve (με την συγκεκριμένη αρχιτεκτονική) δεν εξασφαλίζει την αντοχή τους
έναντι piιο σύνθετων εpiιθέσεων και αλγορίθμων. Ανακαλέστε, ότι στον ορισμό piου δώσαμε
στην εισαγωγή, θέλουμε ο αντίpiαλος μας είναι PPT. Εpiομένως, θα χρειαζόμασταν κάpiοιου
είδους αpiόδειξη ότι η Eve εμφανίζει εpiαρκές capacity για να εμpiεριέχει όλη αυτήν την κλάση
αλγορίθμων.
Παρόλα αυτά, piιστεύουμε ότι η εφαρμογή piου σας piαρουσιάσαμε εμφανίζει ενδιαφέρον α-
piό την σκοpiιά της Κρυpiτογραφίας και της Μηχανικής Μάθησης. Τα piειράματα piου διεξήγαν
οι [4] αpiοτελούν μια ισχυρή ένδειξη δυσκολίας και piολυpiλοκότητας του κρυpiτοσυστήματος.
Στην piραγματικότητα, piολλά κρυpiτοσυστήματα (pi.χ. AES) χρησιμοpiοιούνται ευρέως, χωρίς
να έχουν κάpiοια μαθηματικά θεμελιωμένη αpiόδειξη ασφάλειας. ΄Εpiειτα, piαρουσιάζει ιδιαίτε-
ρο ενδιαφέρον το εγχείρημα γενίκευσης αυτής της ιδέας και για ασύμμετρα κρυpiτοσυστήματα.
Ανάλογο ενδιαφέρον εμφανίζει η αρχιτεκτονική και η γενίκευση του adversarial training ως
piαίγνιο μεταξύ τριών ατόμων. Η μετατροpiή του Discriminator αpiό ταξινομητή σε regressor
piραγματοpiοιείται με ιδιαίτερα κομψό τρόpiο και θεωρούμε ότι ο piειραματισμός αυτού του μετα-
σχηματισμού και της εpiιλογής κατάλληλων συναρτήσεων κόστους θα αpiοτελέσει ενεργό piεδίο
έρευνας.
4.3 Ανακεφαλαίωση
Στο piαρόν κεφάλαιο μελετήσαμε την δυνατότητα υpiοκατάστασης ενός κρυpiτοσυστήματος αpiό
ένα μοντέλο Μηχανικής Μάθησης. Στην piρώτη ενότητα μελετήσαμε και αιτιολογήσαμε μερι-
κώς, την δυσκολία αυτού του εγχειρήματος αξιολογώντας τα αpiοτελέσματα μιας εφαρμογής piου
εpiιχειρούσε, σε ένα piαρεμφερές piρόβλημα, έμμεσα, την piροσέγγιση μιας σύνθετης κατανομής
κλειδιών. Στην δεύτερη ενότητα, ορμώμενοι αpiό το piροηγούμενο αpiοτέλεσμα, σας piαρουσι-
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άσαμε μια αpiόpiειρα piροσέγγισης ενός κρυpiτοσυστήματος υιοθετώντας μιας αρκετά piιο σύνθετη
μορφή εκpiαίδεσης, την adversarial training. Τα θετικά αpiοτελέσματα μοιάζουν ενθαρρυντικά
για το εγχείρημα, και φαίνεται να ενισχύουν την piεpiοίθηση μας ότι στην piροσέγγιση τέτοιων
piολύpiλοκων piροβλημάτων αξίζει ο piεραιτέρω piειραματισμός με piιο σύνθετα μοντέλα Μηχανικής
Μάθησης (pi.χ. GAN).
Κλείνοντας αυτό το κεφάλαιο, ολοκληρώνουμε τον κεντρικό κορμό της εργασίας μας. Οι
εφαρμογές piου piαρουσιάστηκαν εpiιλέχθηκαν για την όσο το δυνατόν piληρέστερη και συνολική
piαρουσίαση του κλάδου. Οι αρχιτεκτονικές και οι ιδέες piίσω αpiό τα μοντέλα piου αναpiτύχθηκαν,
μpiορούν να αξιοpiοιηθούν σε piαρεμφερή εφαρμογές (pi.χ. εpiιθέσεις άλλων κρυpiτοσυστημάτων)
αpiό τους αναγνώστες piου ενδιαφέρονται να εpiεκτείνουν το συγκεκριμένο εpiιστημονικό piεδίο.
Στο εpiόμενο κεφάλαιο, θα αναλυθούν μοντέλα piου θα αξιοpiοιήσουμε σε εφαρμογές piου
σκοpiεύουμε να αναpiτύξουμε σε μελλοντικές εργασίες.
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Κεφάλαιο 5
Νέες κατευθύνσεις και εφαρμογές
Κατά την συγγραφή αυτής της εργασίας, ορμώμενοι αpiό τις piολυάριθμες εφαρμογές piου μελε-
τήσαμε και σας piαρουσιάσαμε, αναλογιστήκαμε τρόpiους με τους οpiοίους μpiορούμε να εpiεκτε-
ίνουμε τον συγκεκριμένο κλάδο. Σε αυτό το κεφάλαιο θα σας piαρουσιάσουμε τρεις εφαρμογές
τις οpiοίες σκοpiεύουμε να μελετήσουμε και να αναλύσουμε σε μελλοντικές εργασίες. Πιο συγκε-
κριμένα, η piρώτη εφαρμογή αφορά την χρήση GAN για την piροσέγγιση γνωστών κατανομών
κρυpiτογράφησης. Η δεύτερη αpiοpiειράται την αξιοpiοίηση piαρόμοιας αρχιτεκτονικής για mining,
ενώ η τρίτη αφορά την δημιουργία αpiόκρυφου κώδικα για χρήση στην κρυpiτογραφία.
5.1 Προσέγγιση σύνθετων κατανομών και mining
Η κρυpiτογραφία στεγάζει piολυάριθμες σύνθετες συναρτήσεις και κατανομές. Μια αpiό αυτές
είναι το DES, με το οpiοίο ασχοληθήκαμε στο δεύτερο κεφάλαιο. Μολονότι το αpiοτέλεσμα
piου είδαμε είναι ήδη αξιόλογο, καθώς κατάφερε να piροσεγγίσει την κατανομή του DES για
ένα δεδομένο κλειδί, εμείς εpiιδιώκουμε κάτι piιο σύνθετο: την piροσέγγιση της κατανομής του
για κάθε κλειδί. Παράλληλα, ένα ζήτημα piου οφείλει piερισσότερη μελέτη, είναι το capacity της
αρχιτεκτονικής του piερασμένου κεφαλαίου. Πιο συγκεκριμένα, αν ο συνδυασμός 1-D Convolu-
tional και Fully Connected στρωμάτων, εκpiαιδευμένα σε adversarial αρχιτεκτονική, εμφανίζουν
εpiαρκές capacity για την piροσέγγιση σύνθετων κρυpiτογραφικών κατανομών.
Υpiό αυτή την οpiτική, εpiιχειρήσαμε να κατασκευάσουμε ένα GAN δύο νευρωνικών για την
piροσέγγιση της κατανομής του DES. Ο G υιοθετεί την αρχιτεκτονική της Alice, ενώ ο D
της Eve. Ο G, με είσοδο έναν θόρυβο z ∈ [0, 1]196, εξωτερικεύει G(z). Σκοpiός του G είναι
η piροσέγγιση της κατανομής (k,m, c) του DES. Τα output layers των G και D αξιοpiοιούν
σιγμοειδείς συναρτήσεις ενεργοpiοίησης, ώστε το σύνολο τιμών τους να είναι το [0, 1]192 και
[0, 1] αντίστοιχα (D(x) = P [x ∈ data]). Ως συνάρτηση σφάλματος, χρησιμοpiοιήθηκε η binary-
cross entropy. Ο D με είσοδο ένα στιγμιότυpiο x ∈ [0, 1]196 piροσpiαθεί να συμpiεράνει αν αυτό
piροέρχεται αpiό την κατανομή του DES ή αpiό τον G. ΄Ενα θετικό αpiοτέλεσμα σε αυτό το
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piείραμα θα ενίσχυε σημαντικά τα συμpiεράσματα της εφαρμογής piου σας piαρουσιάσαμε στο
piροηγούμενο κεφάλαιο.
Τα piειράματα διεξήχθησαν στην γλώσσα Python, αξιοpiοιώντας την βιβλιοθήκη Keras (Ten-
sorflow Backend). Για το DES χρησιμοpiοιήσαμε την βιβλιοθήκη Crypto.Cipher[98]. Η λει-
τουργία του DES ήταν σε ECB-mode (όpiως και στην εφαρμογή του δευτέρου κεφαλαίου).
Η αξιολόγηση του μοντέλου piραγματοpiοιήθηκε στρογγυλοpiοιώντας την έξοδο του νευρω-
νικού (στο κοντινότερο bit) και συγκρίνοντας το τμήμα piου αντιστοιχούσε στο κρυpiτοκε-
ίμενο c με το piραγματικό. Δηλαδή, αν G(z) = (r1, r2, r3) piρόβλεψη για τα (k,m, c) τότε
στην ευστοχία υpiολογίζουμε το μέσο piλήθος κοινών bits μεταξύ των round(r3) και c =
EDES(round(r1), round(r2)).
Λόγω των ανεpiιτυχών piειραμάτων (ευστοχία ∼ 50%), τροpiοpiοιήσαμε τις συναρτήσεις
ενεργοpiοίησης. ΄Ετσι, αντικαταστήσαμε σταδιακά τις sigmoid των ενδιάμεσων στρωμάτων με
ReLU και piαραλλαγές της, όpiως η soft ReLU, όpiου
softReLU =
x αν x > 0ax διαφορετικά
με a κατάλληλη μεταpiαράμετρος. Η SoftReLU εμφανίζει piαρόμοια χαρακτηριστικά με την ReLU
και έχει piαρουσιάσει αξιόλογα αpiοτελέσματα τα τελευταία χρόνια. Η εpiιτυχία αυτή οφείλεται
στην αpiλή της μορφή, η οpiοία όμως συγκρατεί piερισσότερη piληροφορία για αρνητικές τιμές
του x αpi΄ ότι η κανονική ReLU .
Για την αpiοφυγή overfitting αξιοpiοιήσαμε τεχνικές dropout. Το dropout έχει piαρουσιάσει
εντυpiωσιακά piειραματικά αpiοτελέσματα και η λειτουργία του είναι αρκετά αpiλή. ΄Οταν εφαρ-
μόζουμε dropout σε ένα στρώμα, τότε δίνουμε σε κάθε του νευρώνα μια piιθανότητα p (το οpiοίο
piαρέχεται ως piαράμετρος) να μην λειτουργήσει. Εpiομένως, για κάθε είσοδο x ∈ train-set, εκ-
piαιδεύεται ένα υpiοσύνολο του νευρωνικού (piου αpiοτελείται αpiό τους νευρώνες piου δεν έγιναν
dropout). Το κάθε στρώμα είναι piλέον piιο ανεξάρτητο, καθώς αυτή η τυχαιότητα δεν το εpiι-
τρέpiει να βασίζεται εξ΄ ολοκλήρου στο piροηγούμενο ή εpiόμενο στρώμα. Στην piραγματικότητα
αpiοτελεί ένα είδος bagging, καθώς η τελική αpiόφαση στο στάδιο αξιολόγησης στηρίζεται στις
εpiιμέρους εξόδους των νευρωνικών-υpiοσύνολα (τα οpiοία piροέκυψαν λόγων του dropout) piου
εκpiαιδεύτηκαν piαράλληλα.
Σκοpiεύουμε να συνεχίσουμε τα piειράματα μας μέχρι να βρούμε ικανοpiοιητική ακρίβεια.
Εpiειδή γνωρίζουμε την δυσκολία του εγχειρήματος μας, σε piρώτο στάδιο ευελpiιστούμε να
piετύχουμε ακρίβεια piου αpiοκλίνει 1 − 2% αpiό το τυχαίο μάντεμα (50%) σε ένα υpiοσύνολο
K ′ ⊆ K των κλειδιών. Εpiιpiλέον, εpiιδιώκουμε την εpiέκταση της αρχιτεκτονικής και μετατρο-
piής του GAN σε Conditional Generative Adverserial Network [99]. Τα cGAN ενσωματώνουν
στην piαραδοσιακή GAN αρχιτεκτονική ένα εpiιpiλέον διάνυσμα y στην είσοδο των G και D, το
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οpiοίο χαρακτηρίζει την εpiιθυμητή έξοδο του G. Για piαράδειγμα, ας υpiοθέσουμε ότι εpiιθυμούμε
την piαραγωγή εικόνων ψηφίων αpiό 0 έως 9. Αν υιοθετήσουμε την piαραδοσιακή GAN αρχιτε-
κτονική, τότε ο G με είσοδο έναν τυχαίο θόρυβο z piαράγει μια εικόνα G(z). Αν θέλουμε την
piαραγωγή εικόνας ενός συγκεκριμένου ψηφίου, τότε piρέpiει να το εισάγουμε ως είσοδο στο G,
μέσω ενός διανύσματος y (pi.χ. y ∈ [0, 1]9). ΄Ετσι, το G(z|e1) piαράγει μια τυχαία εικόνα του 1.
Η αρχιτεκτονική συνοψίζεται στην piαρακάτω εικόνα:
Σχήμα 5.1: Αρχιτεκτονική cGAN [99]
Το αντίστοιχο piαίγνιο, μοντελοpiοιείται μέσω του piαρακάτω min-max:
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x|y)] + Ez∼pG(z)[log (1−D(G(z|y)))]
Στην εφαρμογή μας θα ενσωματώσουμε την piαραpiάνω αρχιτεκτονική, αpiομονώνοντας την
κατανομή για ένα συγκεκριμένο κλειδί (y = k).
Η δεύτερη εφαρμογή με την οpiοία θα ασχοληθούμε σε μελλοντική εργασία είναι η εκpiα-
ίδευση νευρωνικού δικτύου με στόχο το mining σε κρυpiτονομίσματα. Στα κρυpiτονομίσματα οι
συναλλαγές καταγράφονται σε blocks. ΄Οpiως στα piαραδοσιακά χρηματικά συστήματα συναλ-
λαγής, η αξία των χρημάτων γεννάται αpiό τον φόρτο εργασίας piου καλείσαι να εκτελέσεις για
να τα αpiοκτήσεις, έτσι και στα κρυpiτονομίσματα, η αξία τους piροέρχεται αpiό την δυσκολία δη-
μιουργίας τέτοιων έγκυρων block. Εμείς εστιάζουμε στο δυσεpiίλυτο piρόβλημα piου εμφανίζεται
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στην δημιουργία ενός block στο Bitcoin [2], το οpiοίο οφείλει να ενσωματώνεται κατάλληλα
στην έως τώρα block chain αλυσίδα.
Το Proof of Work piρόβλημα αpiαιτεί την εύρεση του κατάλληλου αλατιού (nonce), ώστε:
sha2562(id||nonce) < 2256−T
Το id αντιστοιχεί στην hash αναpiαράσταση του piροηγούμενου block, ενώ το T αναpiαριστά
τον δείκτη δυσκολίας, καθώς όσο μεγαλύτερη είναι η τιμή του, τόσο δυσκολότερο γίνεται
το piρόβλημα. Λόγω της σύνθετης δομής της sha2562 η piαραpiάνω αναζήτηση εpiιτυγχάνεται
τυχαία. Εpiομένως, για την εpiίλυση του, οι miners δοκιμάζουν τυχαίες τιμές του nonce μέχρι να
εντοpiίσουν τιμή της sha2562 piου εμpiεριέχεται στο ζητούμενο διάστημα. Αν θεωρήσουμε την
δυαδική αναpiαράσταση του sha2562, τότε το piαραpiάνω piρόβλημα συνοψίζεται στον εντοpiισμό
μιας δυαδικής ακολουθίας piου αpiαρτίζεται αpiό T διαδοχικά μηδενικά στην αρχή. Συνεpiώς,
αν υpiοθέσουμε ότι P [digiti = 0] = P [digiti = 1] = 12 , τότε P [∩Ti=1{digitsi = 0}] = 12T και
εpiομένως το αναμενόμενο piλήθος δοκιμών μέχρι την εpiιτυχή εύρεση είναι E[∩Ti=1{digitsi =
0}] = 2T .
Για την piροσέγγιση του piαραpiάνω piροβλήματος υpiό την οpiτική της Μηχανικής Μάθησης,
εpiιθυμούμε να εκpiαιδεύσουμε ένα Νευρωνικό Δίκτυο για την piροσέγγιση της κατανομής των
nonce. Σε piρώτο στάδιο, θα θεωρήσουμε την αpiλοpiοιημένη εκδοχή του, όpiου το id αγνοείται,
T = 1 και η δυαδική αναpiαράσταση του nonce βρίσκεται σε συμpiαγές χωρίο. Δηλαδή:
sha2562(nonce) < 2255 , |nonce| ≤ q
Θα υιοθετήσουμε adversarial αρχιτεκτονική, όμοια με αυτή της piροηγούμενης εφαρμογής.
Ο G με είσοδο έναν τυχαίο θόρυβο στο [0, 1]q θα εξωτερικεύει ένα διάνυσμα στο [0, 1]q το
οpiοίο θα αντιστοιχεί (μετά αpiό στρογγυλοpiοίηση) στην δυαδική αναpiαράσταση του nonce. Ο
D καλείται να εντοpiίσει αν το στιγμιότυpiο piου δέχεται ως είσοδο piροέρχεται αpiό τον G ή
αpiό την κατανομή των nonce piου εpiιλύουν το piαραpiάνω piρόβλημα. Για την piαραγωγή του
δείγματος, θα αξιοpiοιήσουμε το εργαλείο Cryptii [100]. Μετά την εκpiαίδευση, εpiιδιώκουμε
P [sha2562(round(G(z))) < 2255] > 1
2
, piαρουσιάζοντας, έτσι, piροβάδισμα έναντι του τυχαίου
μαντέματος. Εφόσον λάβουμε θετικά αpiοτελέσματα, μpiορούμε να εpiεκτείνουμε το piροαναφερ-
θέν GAN για να συμpiεριλάβει το id και την δυσκολία, θεωρώντας το αντίστοιχο cGAN με
y = (id, T ). Πλέον, στοχεύουμε P [sha2562(id||round(G(z|(id, T )))) < 2255−T ] > 1
2T
.
Εμpiνευστήκαμε την piρώτη εφαρμογή, ορμώμενοι αpiό τα αpiοτελέσματα της εpiίθεσης piου
αναλύσαμε στο δεύτερο κεφάλαιο, του adversarial μοντέλου του τετάρτου κεφαλαίου και την
δυνατότητα γραμμικής piροσέγγισης της κατανομής (για δεδομένο κλειδί), όpiως piραγματοpiοιε-
ίται στο linear cryptanalysis. Η δεύτερη εφαρμογή είναι αρκετά piιο σύνθετη, καθώς η sha256
είναι μια piολύpiλοκη κρυpiτογραφική συνάρτηση σύνοψης η οpiοία χρησιμοpiοιείται εκτενώς, α-
κόμα και σήμερα. Για τον λόγο αυτό, δεν ευελpiιστούμε να εpiιλύσουμε το Proof of Work
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piρόβλημα γρήγορα, αλλά αρκούμαστε στην οσοδήpiοτε μικρή, στατιστικά σημαντική βελτίωση
στον μέσο αριθμό κλήσεων της συνάρτησης. Ενδεικτικά, βελτίωση της τάξης του 1% στο c του
DES και στο αναμενόμενο piλήθος αναζητήσεων του nonce θα ήταν εpiαναστατικό.
Οι εpiόμενες δυο ενότητες θα ασχοληθούν με την piαραγωγή αpiόκρυφου κώδικα (obfuscated
code). Στην piρώτη ενότητα, θα σας piαρουσιάσουμε την θεωρητική θεμελίωση της χρήσης α-
piόκρυφου κώδικα στην Κρυpiτογραφία, όpiως την ανέλυσαν οι [81]. Στην δεύτερη, θα σας
αναλύσουμε ένα μοντέλο RNN το οpiοίο σκοpiεύουμε να αξιοpiοιήσουμε για την piαραγωγή α-
piόκρυφου κώδικα.
5.2 Code obfuscation στην Κρυpiτογραφία
Το code obfuscation ασχολείται με την piαραγωγή κώδικα αpiό τον οpiοίο είναι αδύνατη η εξόρυ-
ξη οpiοιασδήpiοτε piληροφορίας για την λειτουργία και σημασιολογία του και αpiοτελεί ενεργό
κλάδο της Εpiιστήμης Υpiολογιστών. Πιο συγκεκριμένα, η αpiόκρυψη (obfuscation) O ενός
piρογράμματος P οφείλει να piληροί δυο λειτουργίες:
1. Αξιοpiοιώντας το O, μpiορούμε να υpiολογίσουμε την τιμή του piρογράμματος P
2. Το O δεν piροσφέρει piερισσότερη piληροφορία αpiό όση piαρέχει ένα μαντείο piάνω στο P
Στην piραγματικότητα, το O αpiοτελεί ένα μαντείο της P (μας δίνει αpiλά την δυνατότητα υpiο-
λογισμού του piρογράμματος για διάφορες τιμές εισόδου). ΄Ετσι, μολονότι το O είναι αισθητά
διαφορετικό (οpiτικά και δομικά) αpiό το αρχικό piρόγραμμα P , η λειτουργία του piαραμένει ίδια.
Σχήμα 5.2: Αpiλό piαράδειγμα code obfuscation [80]
Η αpiόκρυψη ενός piρογράμματος (ή γενικότερα μιας συνάρτησης F ) έχει μελετηθεί εκτενώς
στην βιβλιογραφία, γεννώντας μια piληθώρα διαφορετικών ορισμών. Η διαφοροpiοίηση υpiόκειται
στην υιοθέτηση ισχυρότερων ή ασθενέστερων υpiοθέσεων για την λειτουργία του O, ανάλογα
με τον σκοpiό piου οφείλει να εpiιτελέσει. Θεωρείστε ότι θέλουμε να αpiοκρύψουμε μια κλάση
συναρτήσεων F = {F n}n∈N, όpiου F n = {Fk}k∈Kn . Τότε, στο μοντέλο μας, ο αλγόριθμος μας
αpiοτελεί μια δυάδα PPT αλγορίθμων (O,G), όpiου το O αpiοκρύpiτει την ευαίσθητη piληροφορία
(pi.χ. κλειδί), ενώ το G δρα ως μαντείο piάνω στο O. Πιο συγκεκριμένα, αν υpiοθέσουμε ότι
κάθε συνάρτηση F n piαίρνει ως είσοδο ένα k ∈ Kn και ένα μήνυμα x ∈ Xn, τότε θεωρούμε O :
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∪nKn −→ ∪nK ′n, όpiου K ′n χώρος μετασχηματισμένων (αpiόκρυφων) κλειδιών, ενώ GO(k)(x) =
Fk(x).
Μια piρώτη piροσέγγιση, όpiως piαρουσιάζεται αpiό τους [81], είναι αυτή της οικουμενικής
αpiόκρυψης (universal obfuscation):
Ορισμός 4. ΄Ενας PPT αλγόριθμος O αpiοτελεί universal obfuscator μιας κλάσης ντετερμι-
νιστικών συναρτήσεων F αν ισχύουν τα ακόλουθα
• Προσεγγιστική λειτουργία (Approximate Functionality): Για κάθε n ∈ N, k ∈ Kn,
x ∈ Xn Fk(x) 6= GO(k)(x) με αμελητέα piιθανότητα.
• Virtual Black-Box: ΄Ενας αντίpiαλος, έχοντας εpiίγνωση του O(k) μιας Fk, αpiοκτά όση
piληροφορία θα του piαρείχε η χρήση ενός μαντείου piάνω στην Fk.
Στην piραγματικότητα, η δεύτερη συνθήκη μpiορεί να αναλυθεί piεραιτέρω:
Ορισμός 5. Simulation-Based Virtual Black-Box property: Μια συνάρτηση αpiόκρυψης O
piάνω στην κλάση συναρτήσεων F έχει την Simulation-Based Virtual Black-Box ιδιότητα αν και
μόνο αν για κάθε PPT αλγόριθμο D (distinguisher), υpiάρχει ένας αλγόριθμος S (Simulator)
ώστε
|Pk∈Kn [DFk(1n, O(k)) = 1]− Pk∈Kn [DFk(1n, SFk(1k)) = 1]| ≤ negl(n)
Ο αλγόριθμος S piροσομοιάζει την σημασιολογία και την piληροφορία piου φέρει το O(k).
΄Ετσι, αν η piαραpiάνω piοσότητα είναι αμελητέα, ο διακριτής D εpiωφελείται εξίσου αpiό την
γνώση του S, ο οpiοίος έχει piρόσβαση μόνο σε ένα μαντείο της Fk.
Σε αυτό το σημείο αξίζει να σημειωθεί, ότι υpiάρχουν θεωρητικά αpiοτελέσματα για την ε-
piιτευξιμότητα του piαραpiάνω εγχειρήματος, δηλαδή της εύρεσης μιας οικουμενικής συνάρτησης
αpiόκρυψης. Οι [82] έδειξαν ότι για κάθε αλγόριθμο O, υpiάρχει μια οικογένεια συναρτήσεων piου
δεν αpiοκρύpiτεται αpiό αυτό. Αυτές, όμως, οι οικογένειες είναι ειδικά και τεχνικά κατασκευα-
σμένες. ΄Ετσι, η αpiόκρυψη piιο εpiίλεκτων και συγκεκριμένων συναρτήσεων (piρογραμμάτων)
εξακολουθεί να piαρουσιάζει ενδιαφέρον.
Υpiοθέστε ότι έχουμε στην διάθεση μας ένα σχήμα συμμετρικής κρυpiτογράφησης, όpiου η
κρυpiτογράφηση και η αpiοκρυpiτογράφηση piραγματοpiοιείται με το ίδιο κρυφό κλειδί. Τότε, μpiο-
ρούμε να το μετασχηματίσουμε σε ένα ασύμμετρο σχήμα, όpiου piλέον θα έχουμε ένα ζεύγος
κλειδιών (sk, pk), στο οpiοίο sk = ksymmetric, pk = O(Ek), όpiου Ek η συνάρτηση κρυpiτο-
γράφησης, με είσοδο το μυστικό κλειδί k (ίδιο με αυτό του αρχικού συμμετρικού σχήματος
κρυpiτογράφησης). Εpiομένως, ο καθένας piλέον θα έχει στην διάθεση του το μυστικό του κλει-
δί και θα δημοσιοpiοιεί ως δημόσιο κλειδί το O(Ek). Πλέον, θα κρυpiτογραφούμε το μήνυμα μας
τρέχοντας GO(Ek)(m), το οpiοίο αpiοκρυpiτογραφείται D(GO(Ek)(m), k) = m.
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Τυpiικά, το σχήμα συμμετρικής κρυpiτογραφίας είναι μια τριάδα αλγορίθμων:
• ΄Εναν PPT αλγόριθμο piαραγωγής κλειδιού KeyGen το οpiοίο με είσοδο 1n, n ∈ N
(piαράμετρος ασφαλείας) piαράγει ένα κλειδί k.
• ΄Εναν (ντετερμινιστικό ή μη) αλγόριθμο κρυpiτογράφησης Ek, ώστε Ek(m) = c.
• ΄Εναν ντετερμινιστικό αλγόριθμο αpiοκρυpiτογράφησης Dk, ώστε Dk(c) = m
Οι [81] έδειξαν το ακόλουθο:
Θεώρημα 2. ΄Εστω ένα IND-CPA σχήμα συμμετρικής κρυpiτογράφησης και O μια συνάρ-
τηση αpiόκρυψης piου ικανοpiοιεί τον ορισμό 3 και 4. Τότε, το σχήμα δημοσίου κλειδιού piου
piροκύpiτει θεωρώντας ως sk = ksymmetric, pk = O(Ek) είναι IND-CPA ασφαλές σχήμα δημο-
σίου κλειδιού
Να υpiενθυμίσουμε στον αναγνώστη, ότι ένα σχήμα είναι IND-CPA (chosen plaintext at-
tack) ασφαλές, όταν ένας αντίpiαλος, εφοδιασμένος με ένα μαντείο κρυpiτογράφησης, αδυνατεί
να διακρίνει, γνωρίζοντας c, m0, m1 και c = Ek(mb) για b ∈ {0, 1}, την τιμή του b.
Σχήμα 5.3: Παίγνιο IND-CPA. Ο αντίpiαλος (δεξιά) είναι σε θέση να ζητήσει τις κρυpiτογραφήσεις c∗
piολυωνυμικών το piλήθος μηνυμάτων m∗ piριν την εpiιλογή m0, m1 piου καλείται να διακρίνει.[42]
Εντελώς ανάλογο αpiοτέλεσμα ισχύει και για την μετατροpiή MAC (Message Authetication
Code) σε σχήματα υpiογραφών. Τυpiικά, το MAC είναι μια τριάδα αλγορίθμων:
• KeyGen(1n) = k ∈ K: συνάρτηση piαραγωγής ιδιωτικού κλειδιού
• Sign(1n, k,m) = t: συνάρτηση υpiογραφής μηνύματος m.
• V erify(1n, k,m, t): συνάρτηση εpiαλήθευσης όpiου η υpiογραφή t αντιστοιχεί στο κλειδί
k και το μήνυμα m, δηλαδή ελέγχει την αληθοτιμή Sign(1n, k,m) == t.
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Αν ένας αντίpiαλος, εφοδιασμένος με ένα μαντείο piάνω στο V erify (μαντείο εpiαλήθευσης),
piαρασκευάζει υpiογραφή για ένα νέο μήνυμα m με αμελητέα piιθανότητα, τότε λέμε ότι το σχήμα
είναι MAC-VOA (verificiation only attack) ασφαλές.
Το αντίστοιχο σχήμα υpiογραφών piροκύpiτει διατηρώντας το ίδιο κρυφό κλειδί (με το οpiοίο
γίνεται η υpiογραφή) και piαίρνοντας ως δημόσιο κλειδί (piου αξιοpiοιείται για εpiαλήθευση της
υpiογραφής) το O(V erify(1n, k,. ,. )).
Θεώρημα 3. ΄Εστω ένα MAC piου είναι MAC-VOA, O μια συνάρτηση αpiόκρυψης piου ικανο-
piοιεί τον ορισμό 3 και 4. Τότε, το σχήμα ψηφιακής υpiογραφής piου piροκύpiτει με την piαραpiάνω
κατασκευή είναι SIG-VOA.
Σε αυτό το σημείο αξίζει να σημειωθεί ότι σε piερίpiτωση ισχυρότερων αντιpiάλων, τα piα-
ραpiάνω αpiοτελέσματα piαύουν να ισχύουν. Πιο συγκεκριμένα, οι piαραpiάνω κατασκευές όταν
εφαρμόζονται σε IND-CCA (chosen ciphertext attack) (εpiιpiλέον μαντείο αpiοκρυpiτογράφησης)
ή σε MAC-CMA (adaptive chosen message attacks) (εpiιpiρόσθετο μαντείο υpiογραφής), δεν
διατηρούν κατά ανάγκη την ασφάλεια τους. Εpiιpiλέον, ισχύει το ακόλουθο θεώρημα:
Θεώρημα 4. Η αpiόκρυψη μιας ψευδοτυχαίας συνάρτησης μέσω μιας συνάρτηση O piου υpiα-
κούει στον ορισμό 3 και 4 είναι αδύνατη
΄Υστερα, είναι σημαντικό να διαpiιστώσουμε ότι τα θεωρήματα piου διατυpiώσαμε piροϋpiο-
θέτουν την ύpiαρξη IND-CPA σχημάτων κρυpiτογράφησης στα οpiοία η συνάρτηση Ek είναι
αpiοκρύψιμη (αντίστοιχα για τα MAC). Εύλογα διερωτάται κανείς αν υpiάρχει τέτοιο σχήμα.
΄Αλλωστε, η αpiαίτηση αpiοκρυψιμότητας σύμφωνα με τον ορισμό 3 εpiιβάλλει ορισμένους piε-
ριορισμούς. Υpiοθέστε, για piαράδειγμα, ότι έχουμε στην διάθεση μας ένα συμμετρικό σχήμα
κρυpiτογράφησης το οpiοίο θέλουμε να είναι ασφαλές αpiέναντι σε ενεργητικό αντίpiαλο. ΄Ενας
αντίpiαλος είναι ενεργητικός, όταν έχει την δυνατότητα να τροpiοpiοιήσει ή να piαρεμβάλει ένα
δικό του κρυpiτοκείμενο c στο κανάλι εpiικοινωνίας μεταξύ των Alice, Bob. ΄Ενας τρόpiος για
να εξασφαλίσουμε την ακεραιότητα του μηνύματος είναι η ενσωμάτωση MAC υpiογραφής piου
αναλογεί στο μήνυμα m (authenticated encryption). Εpiομένως, για να τροpiοpiοιήσει το c σε c′
ο αντίpiαλος υpiοχρεούται να βρει την ανάλογη υpiογραφή. Ο ασφαλέστερος συνδυασμός αυτών
των δυο σχημάτων εpiιτυγχάνεται με την λεγόμενη «Κρυpiτογράφηση-μετά-Γνησιότητα», όpiου
c = Ekenc(m), t = Sign(kmac, c). Ακολουθώντας την piαραpiάνω κατασκευή, η αpiόκρυψη θα
εμpiεριέχει και τις δυο λειτουργίες. Εpiομένως, θα είναι σε θέση να δρα ως μαντείο για την κρυ-
piτογράφηση και την υpiογραφή. ΄Ομως, αν το piρόγραμμα O ακολουθεί τον ορισμό 4, τότε μpiορεί
να υpiοκατασταθεί με έναν piροσομοιωτή S ο οpiοίος δεν έχει καμία σημασιολογική εpiίγνωση του
piρογράμματος. Εpiομένως, θα μpiορούσαμε, έχοντας piρόσβαση μόνο σε ένα μαντείο, να αναpiα-
ράξουμε υpiογραφές, piράγμα piου έρχεται σε αντίθεση με τον ορισμό ασφάλειας ακεραιότητας
του μηνύματος μας.
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Συνοψίζοντας, η θεωρία piου ανέpiτυξαν οι [81] μας δίνουν μια piρώτη ιδέα και δρα ως ένα
έναυσμα για την αpiόpiειρα αpiόκρυψης σύνθετου κώδικα. Είδαμε, piώς η εύρεση αpiόκρυψης
μιας συνάρτησης κρυpiτογράφησης Ek οδηγεί άμεσα στη κατασκευή ενός ανάλογου κρυpiτοσυ-
στήματος δημοσίου κλειδιού. ΄Ισως piιο ουσιαστική είναι η χρησιμότητα κατασκευής ψηφιακών
υpiογραφών, ένα piεδίο με τεράστιες εφαρμογές σε ηλεκτρονικές ψηφοφορίες. Εφοδιασμένοι
με αυτή την γνώση, και λαμβάνοντας υpi΄ όψιν τους piεριορισμούς αυτής της θεωρίας, θα εpiι-
χειρήσουμε στην εpiόμενη ενότητα να υιοθετήσουμε ένα μοντέλο κατασκευής κώδικα το οpiοίο
σκοpiεύουμε να αξιοpiοιήσουμε για την piαραγωγή αpiόκρυφου κώδικα. Λόγω της αυξημένης δυ-
σκολίας του ζητήματος θα ανατρέξουμε στην βιβλιογραφία για την αξιοpiοίηση ενός σύνθετου
και κομψού μοντέλου νευρωνικού δικτύου piου εpiιλύει ένα piαρεμφερές piρόβλημα.
5.3 Αξιοpiοίηση Νευρωνικού Δικτύου για code obfuscation
΄Ενα piρώτο βήμα στην αξιολόγηση μεθόδων Μηχανικής Μάθησης σε αυτό τον κλάδο piραγμα-
τοpiοιήθηκε αpiό τους [80], οι οpiοίοι μελέτησαν την δυνατότητα εντοpiισμού (κατηγοριοpiοίηση)
javascript κώδικα σε obfuscated, minified ή κανονικό (μη piαραλλαγμένο) αξιοpiοιώντας SVM,
RF, LDA. Λέμε ότι ένας κώδικας είναι minified, όταν έχει τροpiοpiοιηθεί κατά τρόpiο piου βελ-
τιστοpiοιεί (ελαχιστοpiοιεί) την χωρική του αpiαίτηση (pi.χ. αφαιρώντας κενά μεταξύ εντολών).
Πρόκειται για μια συνήθη τακτική code optimization piου αξιοpiοιείται ευρέως σε κώδικα δια-
δικτυακής χρήσης. Μολονότι οδηγεί σε τροpiοpiοιημένο κώδικα, piρώτο μέλημα piαραμένει η
βελτιστοpiοίηση της αpiόδοσης με αpiοτέλεσμα η σημασιολογία του piρογράμματος να piαραμένει,
εν γένει, αντιληpiτή και piροσδιορίσιμη. Τα χαρακτηριστικά piου μελετήθηκαν στην εφαρμογή
(pi.χ. piλήθος γραμμών) φανερώνουν ορισμένες ιδιότητες τις οpiοίες θα θέλαμε να ενσωματώσει
στον αpiόκρυφο κώδικα piου θα piαράγει το Νευρωνικό μας Δίκτυο.
Το βασικότερο, ίσως, ζήτημα αυτής της αpiόpiειρας αpiοτελεί η piαραγωγή κώδικα, αξιοpiοι-
ώντας Νευρωνικά Δίκτυα. Μάλιστα, θα piροτιμούσαμε αυτή η piαραγωγή να βασίζεται όσο το
δυνατόν piερισσότερο στην σημασιολογία του κώδικα, καθώς η αpiόκρυψη της αpiοτελεί το τελικό
μας εγχείρημα. Εpiιpiλέον, εpiιδιώκουμε να μpiορούμε να piεριγράψουμε στο Νευρωνικό Δίκτυο
την λειτουργία του κώδικα piου θα αpiοκρύψει. Οι [83] ασχολήθηκαν με την δημιουργία ενός
καινοτόμου μοντέλου piαραγωγής κώδικα βασισμένο στην σημασιολογία του. Δημιούργησαν
ένα Νευρωνικό Δίκτυο, το οpiοίο, δεχόμενο μια piεριγραφή της λειτουργίας του piρογράμμα-
τος (σημασιολογία) piαράγει το συντακτικό δέντρο piου του αναλογεί (AST-Abstract Syntactic
Tree).
΄Ετσι, δοθέντος μιας σημασιολογικής piεριγραφής σε φυσική γλώσσα x, θέλουμε να εντο-
piίσουμε το βέλτιστο δέντρο ŷ, ώστε:
ŷ = argmax
y
p(y|x)
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Σχήμα 5.4: Συντακτικό δέντρο Ευκλείδιου αλγόριθμου. Η ανάγνωση του γίνεται αpiό αριστερά piρος
τα δεξιά και κατά βάθος (left-to-right depth first) [94].
Ο μετασχηματισμός του δέντρου ŷ στον αντίστοιχο κώδικα c είναι αρκετά αpiλός, καθώς,
ανάλογα με την γλώσσα piρογραμματισμού, μpiορεί να αξιοpiοιηθούν αντίστοιχα έτοιμα εργαλεία
(στην εργασία τους εργάστηκαν στη Python, όpiου αξιοpiοίησαν την βιβλιοθήκη astor [84]).
Γενικότερα, η piαραγωγή κώδικα piροσεγγίζεται ως Natural Language Processing, όpiου
αpiοσκοpiούμε στην δυνατότητα ανάλυσης και piαραγωγής κειμένων φυσικής γλώσσας (pi.χ. αγ-
γλικών κειμένων). Η piαραγωγή AST (και η εκpiαίδευση piάνω σε αυτά) piροτιμήθηκε έναντι της
αpiευθείας piαραγωγής piηγαίου κώδικα c για να δοθεί μεγαλύτερη έμφαση στο συντακτικό και τη
γραμματική της γλώσσας piρογραμματισμού. Το δέντρο piαράγεται σε στάδια, όpiου στο καθένα
δύναται εpiέκτασης (piροσθήκη κόμβου) εφαρμόζοντας κανόνες piαραγωγής ή εξωτερικεύοντας
τελικούς κόμβους. Οι κανόνες γραμματικής και οι τελικοί κόμβοι αναλογούν στα τερματικά
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και μη τερματικά σύμβολα μιας τυpiικής γραμματικής. Η γραμματική piροσδιορίζεται piλήρως αpiό
τον ακριβή piροσδιορισμό των piαραpiάνω δυο δυνατοτήτων, και έτσι, είναι ενσωματωμένη εκ των
piροτέρων στο μοντέλο μας, και δεν αpiοτελεί learnable piαράμετρο.
Αν υpiοθέσουμε ότι το δέντρο μας αpiαρτίζεται αpiό T κόμβους-ενέργειες, τότε
p(y|x) =
T∏
t=1
p(at|x, a<t)
όpiου at είναι η ενέργεια την χρονική στιγμή t (pre-order ιεραρχία), ενώ a<t η ακολουθία piου
εμpiεριέχει όλες τις piρογενέστερες ενέργειες. Στόχος μας είναι η εύρεση των at piου μεγιστο-
piοιούν την piαραpiάνω piιθανότητα.
Τα at είναι δυο κατηγοριών:
• APPLYRULE[r]: εφαρμόζει τον κανόνα r στο έως τώρα δέντρο.
• GENTOKEN[v]: εμpiλουτίζει μια μεταβλητή, piροσαρτώντας σε αυτήν το v.
Σχήμα 5.5: Παράδειγμα εφαρμογής (σε γλώσσα Python) της piαραpiάνω μεθόδου κατασκευής AST. (a)
Το τελικό AST. (b) Η διαδικασία κατασκευής του (σε βήματα 1-21) [83]
Οι κανόνες piαραγωγής στην Python είναι συγκεκριμένοι και οφείλουν να ακολουθήσουν
δομή Father 7−→ Child1, Child2, ..., όpiου Father, Child είναι μη τερματικά σύμβολα-κανόνες.
Για piαράδειγμα:
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Σχήμα 5.6: Ορισμένοι βασικοί κανόνες piαραγωγής στην Python [83]
΄Εστω nft (frontier node) ο τελευταίος κόμβος στο έως τώρα piαραγόμενο δέντρο. Τότε, το
APPLYRULE[r] εφαρμόζει τον κανόνα r το οpiοίο αρμόζει (δύναται να έχει ως piατέρα-father
node το nft) στο nft , εpiεκτείνοντας το, piροσαρτώντας σε αυτό κόμβους-piαιδιά. Για piαράδειγμα,
στο 5.4(b), την χρονική στιγμή 4, ο κανόνας r = expr[func] expr∗[ars] keyword∗[keywords]
εpiεκτείνει το Call, piροσθέτοντας του τα ανάλογα piαιδιά. Η έκφραση r μpiορεί να piεριέχει άλλους
κανόνες piαραγωγής, όpiου αναδρομικά συνεχίζουμε την διαδικασία σύνθεσης ή ένα τερματικό
σύμβολο (δήλωση βασικού τύpiου μεταβλητής, όpiως str για αλφαριθμητικό). Στα τερματικά
σύμβολα αξιοpiοιούμε το GENTOKEN[v], το οpiοίο ενσωματώνει στο piροϋpiάρχων τερματικό
σύμβολο nft την τιμή v. Το v είναι μεταβλητή βασικού τύpiου (pi.χ. str, int, boolean). ΄Οταν
έχουμε ολοκληρώσει την εpiεξεργασία του τερματικού συμβόλου, piροσαρτίζουμε το σύμβολο <
\n >. ΄Ετσι, στο δοθέν piαράδειγμα (σχήμα 5.4) βλέpiουμε ότι το AST εντοpiίζει ότι χρειάζεται να
καλέσουμε μια συνάρτηση (Call) η οpiοία αpiαρτίζεται αpiό το όνομα της (func), τα ορίσματα της
(args) και τις τιμές ορισμένων αpiό αυτών (keywords). Στο τέλος, κάθε μη τερματικό σύμβολο
αντικαθίσταται αpiό ένα τερματικό. Το όνομα με την λέξη sorted, τα ορίσματα με το my list και
το keyword με το reverse = True. Το σύνολο των διαθέσιμων κανόνων είναι εκ των piροτέρων
καθορισμένο (καθορίζεται αpiό την γλώσσα piρογραμματισμού). Το λεξιλόγιο του GENTOKEN
αpiοτελείται, ομοίως, αpiό a-priori καθορισμένες λέξεις (pi.χ. ονόματα συναρτήσεων), καθώς και
νέες OOV (Out Of Vocabulary) λέξεις piου εντοpiίζει στην piεριγραφή. Παρατηρήστε, piως στο
σχήμα, το my list είναι αντίγραφο (piράσινο χρώμα), της λέξης my list piου piαρατηρεί στην
piεριγραφή piου δέχεται ως είσοδο.
Το Νευρωνικό Δίκτυο piου αξιοpiοιείται, ακολουθεί μια encoder-decoder δομή. Οι encoder-
decoder αρχιτεκτονικές χρησιμοpiοιούνται συχνά στην μηχανική μάθηση. Μας εpiιτρέpiουν την
piροσέγγιση sequence-to-sequence piροβλημάτων, στα οpiοία οι ακολουθίες piαρουσιάζουν μετα-
βλητό μήκος. Εpiιpiλέον, το encoder τμήμα αpiοτελεί ένα είδους learnable data preprocessing.
Εpiεξεργάζεται τα δεδομένα-χαρακτηριστικά, αφομοιώνοντας τις σημαντικότερες piληροφορίες
τους και μετασχηματίζοντας τα σε έναν κατάλληλο (συνήθως μικρότερων διαστάσεων) χώρο.
Το encoder τμήμα στη piερίpiτωση μας λαμβάνει ως χαρακτηριστικά-δεδομένα τις λέξεις
{wi}ni=1 της piεριγραφής x, piαράγοντας για κάθε μια αpiό αυτές ένα μετασχηματισμένο χα-
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ρακτηριστικό hi. Πιο συγκεκριμένα η ακολουθία λέξεων διαβάζεται και με την φυσιολογική
σειρά {wi}ni=1, άλλα και αντίστροφα {wi}1i=n:
−→
hi = f−−−−→LSTM(wi,
−−→
hi−1)
←−
hi = f←−−−−LSTM(wi,
←−−
hi+1)
Η μονάδα LSTM (Long short-term memory) είναι μια ειδική αρχιτεκτονική στρώματος
piου εpiιτρέpiει την εpiεξεργασία και αξιοpiοίηση piληροφορίας αpiό piρογενέστερα στάδια εκpiαίδευ-
σης/piαραγωγής. Αυτή και τα RNN γενικότερα αξιοpiοιούνται σε εφαρμογές όpiου το νευρωνικό
δίκτυο εpiωφελείται αpiό την ύpiαρξη μνήμης και εpiίγνωσης του piαρελθόντος, όpiως συμβαίνει
στην φυσική εpiεξεργασία γλώσσας, όpiου η λέξη την χρονική στιγμή t εξαρτάται αpiό τις piροη-
γούμενες (στην piρόταση ή ακόμα και στην piαράγραφο).
Τελικά:
hi = [
−→
hi ,
←−
hi ]
Το decoder τμήμα εκμεταλλεύεται piαρόμοια RNN αρχιτεκτονική. Πιο συγκεκριμένα, η
εσωτερική κατάσταση (μνήμη) st του Νευρωνικού δίνεται αpiό την σχέση:
st = fLSTM([at−1, ct, pt, nft ], st−1)
όpiου at−1 η piροηγούμενη ενέργεια, ct είναι το διάνυσμα συμφραζομένων (context vector),
το οpiοίο piροκύpiτει αpiό τα hi, ενώ τα pt, nft εμpiεριέχουν την piληροφορία για τον γονέα
κόμβο (αντίστοιχη ενέργεια και κατάσταση) και τον τελευταίο αντίστοιχα. ΄Ολες οι piοσότητες
μοντελοpiοιούνται ως διανύσματα piραγματικών αριθμών. Πιο συγκεκριμένα, η piεριγραφή x
τεμαχίζεται (tokenized) και η κάθε λέξη-token κωδικοpiοιείται σε ένα διάνυσμα piραγματικών
αριθμών αξιοpiοιώντας την βιβλιοθήκη NLTK [101]. Η NLTK piαρέχει διάφορες υλοpiοιήσεις
(pi.χ. word2vec [102]) για την εκμάθηση του μετασχηματισμού, ο οpiοίος μετατρέpiει piαρεμφερής
λέξεις σε κοντινά (pi.χ. Ευκλείδεια αpiόσταση ή cosine distance) διανύσματα. Η σχέση μεταξύ
των λέξεων βασίζεται σε ένα piλήθος φράσεων-κειμένων (corpus) piου τροφοδοτούνται στον
αλγόριθμο. Στην piαρούσα εφαρμογή τροφοδότησαν τον αλγόριθμο με τις piεριγραφές x των
κωδίκων. Οι υpiόλοιpiες κωδικοpiοιήσεις (pi.χ. pt, at,nf t) είναι learnable piαράμετροι.
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Σχήμα 5.7: Μονάδα LSTM. Η έξοδος του piροηγούμενου σταδίου ht−1 συνδυάζεται με την τωρινή
είσοδο xt. Η έξοδος αυτού του κελιού είναι το ht το οpiοίο συγχρόνως τροφοδοτείται αναδρομικά στο
εpiόμενο. Το ct−1 αpiοτελεί μεταβλητή μνήμης το οpiοίο συγκρατεί piληροφορίες αpiό όλα τα piρογενέστερα
στάδια εκpiαίδευσης. Αναβαθμίζεται κατάλληλα (ct) ανάλογα με το piεριεχόμενο αυτού του κύκλου [95]
Σχήμα 5.8: Λειτουργία decoder-RNN για t = 9. Παρατηρήστε ότι στο p9 εμpiεριέχεται piληροφορία
για την ενέργεια (a4) και την κατάσταση (s4) του father-κόμβου (ο οpiοίος δημιουργήθηκε την χρονική
στιγμή t = 4) [83]
Γνωρίζουμε ότι το at αναλογεί είτε σε APPLYRULE[r] ή σε GENTOKEN[v].
Στην piρώτη piερίpiτωση θεώρησαν:
p(at = APPLY RULE[r]|x, a<t) = softmax(WR · g(st))T · e(r)
όpiου g(st) = tanh(W · st + b), WR piίνακας κωδικοpiοίησης όλων των APPLYRULE ενεργειών
(ανά γραμμή), ενώ το e(r) αpiοτελεί ένα one-hot vector για τον κανόνα r. Παρατηρήστε ότι
το softmax τμήμα piεριέχει την συνολική piληροφορία όλων των δυνατών κανόνων piαραγωγής
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WR. Η δυαδική φύση του one-hot vector e(r) καταφέρνει να εστιάσει στο τμήμα piου αναλογεί
στην δοσμένη ενέργεια r.
Στη δεύτερη piερίpiτωση έχουμε ότι η piαραγωγή LSTM μpiορεί να δημιουργήσει τελική μετα-
βλητή αpiό το δοσμένο λεξιλόγιο ή μια μεταβλητή-αντίγραφο (όpiως αναφέραμε piροηγουμένως):
p(at = GENTOKEN [v]|x, a<t) = p(gen|x, a<t)p(v|gen, x, a<t)+p(copy|x, a<t)p(v|copy, x, a<t)
όpiου p(gen|·), p(copy|·) = softmax(WS·st) (WS αντίστοιχο με τοWR). Εpiιpiλέον, p(v|gen, x, a<t) =
softmax(WS ·g(st||ct))T e(v). Τέλος, p(v|copy, x, aa<t) = p(wi|copy, x, a<t) (αφού αpiοφασίσα-
με να αντιγράψουμε μια αpiό τις λέξεις). Μοντελοpiοίησαν αυτή την piιθανότητα ως:
p(wi|copy, x, a<t) = e
w(hi,st,ct)∑n
j=1 e
hj ,st,ct
όpiου w(·) η έξοδος ενός νευρωνικού μονού κρυφού στρώματος.
Το ct piροκύpiτει αpiό τα hi αξιοpiοιώντας soft attention. Το soft attention είναι μια τεχνική
piου μας εpiιτρέpiει την εpiεξεργασία των διανυσμάτων hi, συνδυάζοντας τα κατάλληλα σε ένα
συνολικό διάνυσμα. Πιο συγκεκριμένα, αναθέτει σε κάθε βήμα εκpiαίδευσης ένα βάρος at,i
στο καθένα (εκφράζει τον βαθμό piροσοχής του κάθε hi) και piαίρνει το σταθμικό άθροισμα.
Ενδεικτικά:
at,i =
exp et,i∑n
j=1 exp et,j
et,i = vatanh(Wstatest−1 +Whhi)
ct =
n∑
i=1
at,ihi
Το soft attention piροτιμάται, καθώς η διαδικασία εστίασης piαραμένει διαφορίσιμη.
Τα δεδομένα αpiαρτίζονται αpiό ζευγάρια (xi, ci), όpiου xi οι φυσικές piεριγραφές των piρο-
γραμμάτων ci. Τα ci μετασχηματίζονται στα αντίστοιχα AST yi, τα οpiοία αναλύονται ως μια
αλληλουχία δράσεων {at}t<T . Η εκpiαίδευση του νευρωνικού βασίζεται στην μεγιστοpiοίηση της
piιθανοφάνειας αυτής της αλληλουχίας, δηλαδή του log p(y|x), p(y|x) =∏Tt=1 p(at|x, a<t).
Μετά την εκpiαίδευση, η piαραγωγή του αντίστοιχου δέντρου piραγματοpiοιείται αξιοpiοιώντας
το piαραpiάνω νευρωνικό. Για κάθε piεριγραφή x η εύρεση του βέλτιστου δέντρου ŷ piραγματο-
piοιείται σε στάδια (για κάθε {at}t≤T ), όpiου εξετάζεται η καλύτερη δυνατή εpiέκταση των K έως
τώρα καλύτερων δέντρων (K-beam search). Αναλυτικότερα, ο αλγόριθμος είναι ο ακόλουθος:
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Σχήμα 5.9: Αλγόριθμος εύρεσης βέλτιστου δέντρου ŷ. Σε κάθε χρονική στιγμή t εξετάζουμε την
εpiέκταση K piιθανών δέντρων, τα οpiοία έχουν λάβει το μεγαλύτερο σκορ (αpiέδωσαν την μεγαλύτερη
τιμή στην piιθανοφάνεια p(y|x)) [83]
Προτιμήθηκαν δυο μετρικές: ακρίβεια (accuracy) και η BLEU-4. Για ένα ζευγάρι (xi, ci)
αpiό το δείγμα μας και το piαραγόμενο c του νευρωνικού μας, η ακρίβεια συγκρίνει τα (c, ci),
αpiοδίδοντας θετικό αpiοτέλεσμα μόνο σε piερίpiτωση piου συμpiίpiτουν τελείως (ίδιες λέξεις, ίδια
σειρά). Το BLEU-4 αpiοτελεί ένα λογικότερο μέτρο, το οpiοίο λαμβάνει υpi΄ όψιν του και piιθανές
μεταθέσεις των ενδεχομένως σωστών εντολών. ΄Ετσι, αpiοτελεί piιο αξιόpiιστο μέτρο της αpiοτε-
λεσματικότητας του μοντέλου. Πιο συγκεκριμένα, εξετάζει τα c, ci ως μια ακολουθία λέξεων.
Στη συνέχεια, τεμαχίζει αυτές τις ακολουθίες σε φράσεις (υpiοακολουθία διαδοχικών λέξεων)
μεγέθους i1≤i≤4. Για κάθε μια αpiό αυτές, υpiολογίζει το precision = correct|c| . Τελικά
BLEU − 4 = min (1, |c||ci|)(
4∏
i=1
precisioni)
1
4
Παρατηρήστε ότι αpiοδίδει piοινή στο μέγεθος της έκφρασης c (αν min (1, |c||ci|) < 1⇔ |c| < |ci|),
piροτιμώντας, έτσι, εκτενέστερες και μεγαλύτερες αναpiαραγωγές της φράσης c.
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Σχήμα 5.10: Παράδειγμα αξιολόγησης piαραγωγής φράσεων, μέσω της μετρικής BLEU-4 [85]
Ο λόγος piου εξετάζουμε αυτό το μοντέλο είναι λόγω των θετικών αpiοτελεσμάτων piου
piαρουσίασε (ως piρος τις piαραpiάνω μετρικές) στα piειράματα piου διεξήγαν. Ενδεικτικά, μελε-
τήθηκε η εpiίδοση του μοντέλου piάνω στο Hearthstone (HS) [96] και DJANGO [97] δείγμα. Το
Hearthstone (HS) αpiοτελεί ένα piαιχνίδι καρτών και το δείγμα αpiαρτίζεται αpiό τις υλοpiοιήσεις
τους (σε python). Το Django piεριέχει κώδικα αpiό την ομώνυμη ιστοσελίδα. Το piαρόν μοντέλο
piαρουσίασε καλύτερη εpiίδοση, έναντι άλλων piρογενέστερων:
Σχήμα 5.11: Εpiίδοση του μοντέλου και σύγκριση του με άλλα piαρεμφερή. [83]
΄Ενα ενδιαφέρον χαρακτηριστικό αpiοτελεί η piοιοτική μελέτη της συμpiεριφοράς των μετρικών
συναρτήσει του μεγέθους του AST (της piολυpiλοκότητας του κώδικα). ΄Αλλωστε, αpiώτερος
σκοpiός είναι η δημιουργία αpiόκρυφου κώδικα για piιο σύνθετα piρογράμματα. Τα piειραματικά
τους αpiοτελέσματα δείχνουν ενθαρρυντικά, καθώς το BLUE-4 σκορ στο HS piαραμένει ικανο-
piοιητικά υψηλό για μεγάλου μεγέθους δέντρα.
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Σχήμα 5.12: BLUE-4 συναρτήσει του μεγέθους των AST για το HS δείγμα . [83]
Πληροφορίες για το δείγμα αναγράφονται στο piαρακάτω piίνακα:
Σχήμα 5.13: Χαρακτηριστικά δείγματος και γραμματικής [83]
Παρατηρήστε ότι τα δυο δείγματα (ιδιαίτερα το HS), έχουν σχετικά μικρό μέγεθος. Για
την αpiοφυγή overfitting υιοθέτησαν recurrent dropout, τα οpiοία αφαιρούν με μια piιθανότητα
p (όpiως στο κανονικό dropout) τις αναδρομικές συνδέσεις-ακμές, διακόpiτοντας τις συνδέσεις
μεταξύ νευρώνων στον χρόνο.
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Ενδεικτικά αpiοτελέσματα κώδικα:
Σχήμα 5.14: Παραγωγή κώδικα αpiό το django δείγμα . [83]
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Σχήμα 5.15: Παραγωγή κώδικα αpiό το HS δείγμα. [83]
Για να αξιοpiοιήσουμε το μοντέλο τους, χρειαζόμαστε ένα δείγμα αpiό AST αpiόκρυφου κώδι-
κα. Για τον σκοpiό αυτό piροτείνουμε το pyminifier [90]. ΄Ετσι, μpiορούμε να piάρουμε οpiοιοδήpiο-
τε δείγμα piρογραμμάτων στο οpiοίο έχουμε έτοιμο μια φυσική piεριγραφή x (για piαράδειγμα αυτό
piου αξιοpiοίησαν οι [83]) και να το μετασχηματίσουμε αξιοpiοιώντας ένα έτοιμο εργαλείο δημιουρ-
γίας αpiόκρυφου κώδικα. Εpiιpiλέον, θα χρειαστεί να τροpiοpiοιήσουμε το δυνατό GENTOKEN
λεξιλόγιο. Η συλλογή των token θα piραγματοpiοιηθεί σαρώνοντας τα δείγμα αpiόκρυφων piρο-
γραμμάτων, αpiοθηκεύοντας όσα αpiό αυτά εμφανίζονται piάνω αpiό ένα δεδομένο κάτω όριο (pi.χ.
συχνότητα εμφάνισης piάνω αpiό 1%).
5.4 Ανακεφαλαίωση
Στο piαρόν κεφάλαιο piαρουσιάστηκαν τρεις εφαρμογές τις οpiοίες θα εpiεξεργαστούμε και θα
αναλύσουμε σε μελλοντικές εργασίες. Θεωρούμε piως η piροσέγγιση ακόμα piιο σύνθετων κατα-
νομών, βασισμένοι σε αρχιτεκτονικές piου έχουν piαρουσιάσει αξιόλογα αpiοτελέσματα αpiοτελεί
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ένα εύφορο piεδίο έρευνας αυτού του κλάδου. Στην piρώτη ενότητα σας piεριγράψαμε δυο GAN
αρχιτεκτονικές για την piροσέγγιση της κατανομής του DES και των λύσεων του Proof-Of-Work
piροβλήματος piου εμφανίζεται στο crypto-mining. Στην δεύτερη ενότητα, σας piαρουσιάσαμε
τα θεωρητικά θεμέλια piου συνδέουν την κρυpiτογραφία με την piαραγωγή αpiόκρυφου κώδικα,
τα οpiοία μας ώθησαν στην αξιοpiοίηση μοντέλων Deep Learning για την piαραγωγή του. Στην
τρίτη ενότητα, piροτείνουμε ένα τέτοιο μοντέλο, το οpiοίο piαρουσίασε αξιόλογα αpiοτελέσματα
και piεριγράφουμε τον τρόpiο με τον οpiοίο θα μpiορέσουμε να το αξιοpiοιήσουμε.
Τα piρώτα τέσσερα κεφάλαια εφοδίασαν τον αναγνώστη με μια σφαιρική και κατάλληλα δο-
μημένη αναφορά σε σpiουδαίες εφαρμογές της Μηχανικής Μάθησης στην Κρυpiτογραφία. Τα
μοντέλα piου piαρουσιάστηκαν, piέρα αpiό νέα ερεθίσματα και ιδέες piου ευελpiιστούμε να γέν-
νησαν, μpiορούν να αξιοpiοιηθούν αpiό ερευνητές του κλάδου ως αρχική αρχιτεκτονική ενός
μοντέλου piάνω σε ένα piαρεμφερές piρόβλημα (όpiως συνηθίζεται στην εpiιστήμη της Μηχανικής
Μάθησης). Το τελευταίο κεφάλαιο piροτείνει μοντέλα τα οpiοία σκοpiεύουμε να αξιοpiοιήσουμε
σε καινοτόμες εφαρμογές, με σκοpiό την piεραιτέρω ανάpiτυξη του κλάδου.
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