The results presented in the paper are threefold. Firstly, a new class of reduced-by-matching directed graphs is defined and its properties studied. The graphs are output from the algorithm which, for a given 1-graph, removes arcs which are unnecessary from the point of view of searching for a Hamiltonian circuit. In the best case, the graph is reduced to a quasiadjoint graph, what results in polynomial-time solution of the Hamiltonian circuit problem. Secondly, the systematization of several classes of digraphs, known from the literature and referring to directed line graphs, is provided together with the proof of its correctness. Finally, computational experiments are presented in order to verify the effectiveness of the reduction algorithm.
Introduction
The Hamiltonian circuit problem (HCP) is frequently studied in the scientific literature for its significance in both theoretical and practical branches of computer science. It is one of the most well known combinatorial problems, commonly used for modeling more complex and real-life problems. In light of this, its strong NP-completeness is an ongoing motivation for developing better and faster algorithms. Researchers have put a lot of effort in defining wider and wider classes of graphs being "easy" for the problem, together with dedicated polynomial-time exact algorithms. This research is often done autonomously for directed and undirected graphs, since polynomial-time solvability of HCP for one kind of graph does not imply that it is suitable for the other one. As an example we can give directed line graphs and line graphs: while the former have polynomial-time exact algorithm solving HCP [8] , HCP for the latter is strongly NP-complete [6] . Our work is focused on directed graphs and their classes containing or intersecting directed line graphs.
While many papers are concerned with classes of undirected graphs which are easy from the point of view of searching for HCP (see e.g. [21] for interval graphs, [15] for co-comparability graphs, [20] for distance-hereditary graphs, or [1] for some partly claw-free graphs), analogous classes of directed graphs have not been so widely studied. An example is the class of adjoints of other directed graphs, which strictly contains directed line graphs (e.g. see [5, 24] ). HCP is easily solved in an adjoint by transforming the adjoint into its original graph and then by searching for an Eulerian circuit within it. The existence of an Eulerian circuit in the original directed graph is a necessary and sufficient condition of the existence of a Hamiltonian circuit in its adjoint [8] . Other papers on the topic define HCP as an easy problem for the classes of strongly connected tournaments [12] , semicomplete multipartite digraphs [4] and other related graphs [3] .
The paper by Blais and Laporte [7] deals with a transformation for directed, undirected, and mixed graphs, related to the generalized routing problem. The transformation replaces vertices, arcs and edges of the initial graph by vertices in a new complete weighted digraph, and then the (generalized) traveling salesman problem is solved. However, this approach preserves computational hardness of the problems before and after the transformation. This transformation is carried out inversely to the transformation for adjoints, where (in the latter) vertices are replaced by arcs.
In a recent paper by Blazewicz et al. [11] a new class of quasi-adjoint graphs was defined, which extends the set of known graph classes, for which HCP is polynomially solvable. The class of quasi-adjoint graphs is a generalization of, among others, adjoints and the graphs modeling the problem of isothermic DNA sequencing by hybridization without errors in experimental data [9] . The algorithm proposed in [11] tends to reduce a digraph into a quasi-adjoint graph by removing some arcs unnecessary from the point of view of searching for a Hamiltonian circuit. Even if the graph does not become a quasi-adjoint graph, it gets simpler and looking for a solution takes less time. None of feasible solutions of the Hamiltonian circuit problem is lost after this reduction.
In this paper, this theoretical algorithm is studied and the contribution is threefold. Firstly, the algorithm is slightly modified, the class of graphs on the output of the algorithm is defined and its properties studied. Secondly, the systematization of several classes of digraphs, known from the literature and referring to directed line graphs, is provided together with the proof of its correctness. Finally, the algorithm has been implemented and verified on a wide set of instances. The graphs reduced by the algorithm have been compared with their initial forms, for demonstrating the effectiveness of the algorithm. Two algorithms solving HCP known from the literature [23, 13] and two other simple algorithms have been used in the experiment in order to compare their performance for the graphs before and after the reduction.
The organization of the paper is as follows. Section 2 contains the descrip-tion of the algorithm for graph reduction that simplifies the Hamiltonian circuit problem, and presents the resulting class of graphs. In Section 3 the systematization of digraph classes is presented. In Section 4 computational results are discussed. We conclude the paper in Section 5.
Reduction of graphs toward simplifying HCP
Throughout the paper we use a standard terminology from graph theory, see e.g. [5, 14] . We are dealing with directed graphs (digraphs), for which notions of interest are recalled below.
The Hamiltonian circuit is a circuit in a graph including every vertex exactly once. The Eulerian circuit is a circuit including every arc of a graph exactly once. The 1-graph is a graph having, for all ordered pairs of vertices (x, y), at most one arc from vertex x to vertex y. A 1-graph can be represented as 0-1 adjacency matrix M , where M [x, y] = 1 means the existence of the arc from vertex x to vertex y. The indegree of vertex x (being the number of arcs entering x) is denoted by d − (x), the outdegree of x (being the number of arcs leaving x) by d + (x). In the following, using the term "successor" or "predecessor" we always mean the immediate one.
Definition 1. [5]
The adjoint G = (V, A) of a graph H = (U, V ) is a 1-graph whose vertices represent arcs of H, and which has an arc from x to y if the terminal endpoint of the arc in H corresponding to x is the initial endpoint of the arc corresponding to y.
The directed line graph is defined as an adjoint G of a 1-graph H. 
where From Theorem 2 it follows that the problem of searching for a Hamiltonian circuit in a digraph, which is in general strongly NP-hard, becomes easy for adjoints. In [11] a wider class of graphs, for which the solution of HCP is polynomially solvable, was defined.
Theorem 3. [11]
A graph is a quasi-adjoint graph if, for any two vertices x and y, the following property holds:
where N + (x) is the set of successors of vertex x.
For the class of quasi-adjoint graphs a polynomial-time exact algorithm solving HCP was proposed in [11] , which also used the rule of transforming an adjoint into its original graph.
The motivation of our work is to apply this rule to an enlarged class of graphs, which could be reduced into quasi-adjoint graphs by removing some superfluous arcs. The proposed algorithm (Algorithm 1) accepts as an input any 1-graph and attempts to reduce it through a series of arc removals, which are guaranteed not to belong to any feasible solution of the Hamiltonian circuit problem. It uses the concept of a cluster in an adjacency matrix of a 1-graph, defined below.
Definition 2.
A cluster in an adjacency matrix M is a collection of rows and columns of M tied by 1s, both rows and columns of non-zero cardinality. In other words, a cluster can be identified in M by the successive addition to a selected non-zero row, alternately, these columns and rows of M which have 1s on the intersection with the rows/columns already belonging to the cluster.
A cluster can be interpreted as a bipartite graph C = (V C1 , V C2 , A C ) with V C1 corresponding to the cluster's rows, V C2 corresponding to the cluster's columns, and A C corresponding to the set of 1s at their intersection. One vertex may be present both in V C1 (as the tail of an arc) and V C2 (as the head of the same or another arc).
Algorithm 1
Input: An adjacency matrix M of 1-graph G.
Output: A modified M corresponding to the reduced 1-graph G. Later, when we refer to "a perfect matching in a cluster" we mean a perfect matching in the bipartite graph corresponding to the cluster. Similarly, we denote cluster C like a bipartite graph, i.e. C = (V C1 , V C2 , A C ). Proof. The instruction "exit" in step (2) of Algorithm 1 is executed for graphs having at least one vertex without incoming/outgoing arcs. In step (3) it is executed for graphs having a cluster without any perfect matching. The latter means that there exists at least one vertex without a predecessor/successor in a circuit. From the definition of the Hamiltonian circuit it follows that such graphs have no feasible solution to this problem. Proof. The correctness of the previous version of this algorithm was proven in [11] . The current version, despite distinct notation, is logically the same except step (2) which does not remove any arcs. Recalling the arguments, the reduced arcs are either self-loops (in step (1)) or do not belong to any perfect matching in clusters (step (3)), thus they are not parts of any feasible solution of the Hamiltonian circuit problem.
At the end of the algorithm if graph G becomes a quasi-adjoint graph, the solution for HCP can be found in polynomial time. Otherwise, the reduced graph becomes an easier instance for some (exact or heuristic) algorithm. The following example visualizes the former case when the reduced graph becomes an adjoint. Example 1. Let graph G be defined as in Fig. 1A (it is not a quasi-adjoint graph). In the graph two clusters can be distinguished: the one composed only of arc (b, g) and the second one involving the remaining arcs. After applying Algorithm 1, the arcs unnecessary from the point of view of searching for a Hamiltonian circuit in the graph are removed (here 8 of the 20 arcs are removed). The algorithm will output the reduced graph shown in Fig. 1B (it is an adjoint). Now, HCP can be solved for this graph in polynomial time.
Let us now define the class of non-trivial graphs reduced by Algorithm 1. "Non-trivial" means here that it is not obvious whether the graph has a Hamiltonian circuit, i.e. instruction "exit" in Algorithm 1 has not been used for the graph. The reduced-by-matching graphs have the following properties.
Theorem 4. If graph G is reduced-by-matching, then the following properties hold:
(A) For every cluster C = (V C1 , V C2 , A C ) of G, |V C1 | = |V C2 |. (B) For every cluster C = (V C1 , V C2 , A C ) with |V C1 | > 1, x ∈ V C1 ⇒ d + (x) > 1 and x ∈ V C2 ⇒ d − (x) > 1. (C) If, for every cluster C = (V C1 , V C2 , A C ) of G, |V C1 | ≤ 2, then G is an adjoint. (D) Cluster C = (V C1 , V C2 , A C ) has
exactly two perfect matchings if and only if
∀ x ∈ V C1 , d + (x) = 2 or ∀ x ∈ V C2 , d − (x) = 2.
Proof. (A)
The property follows from the definition of RBM graphs, because every cluster of G possesses a perfect matching.
(B) If cluster C with |V C1 | > 1 had a vertex with only one outgoing (incoming) arc a, then a would be a part of every possible perfect matching in C. Then, the second vertex incident to a would have no other incident arc (no other matching of this vertex would be possible). Therefore, arc a together with the two incident vertices would compose a separate cluster, which is a contradiction.
(C) All clusters with |V C1 | ≤ 2 are complete bipartite graphs (see (B)), thus G satisfies the condition for being an adjoint, i.e. the sets of successors for each pair of its vertices are either disjoint or the same.
(D) One should note that if one of the components in the "or" condition is true then the second one is also true. This is because neither in V C1 nor in V C2 a vertex with one outgoing/incoming arc can appear (see (B)). If every vertex has degree equal to 2, then the choice of one arc in a matching determines the choice of all other arcs as the ones not incident to vertices matched till now. The choice of the other arc at some vertex at the beginning similarly implies the choice of all other arcs. Thus, we obtain exactly two perfect matchings. Considering the "only if" part of the statement, having an RBM graph possessing exactly two perfect matchings we know from (B) that vertices must have degrees at least 2. Also none of the vertices can have degree equal to 3, because it would imply three possible matchings of this vertex to other ones and then at least three perfect matchings since in RBM graphs there are only arcs participating in feasible solutions.
Part (D) of Theorem 4 allows for some restriction on the estimation of a number of possible HCP solutions in a graph. For RBM graphs with outdegrees equal to 2 the upper bound is equal to 2 c , where c is the number of clusters in the graph.
Systematization of graph classes
In [2] numerous results concerning partial directed line graphs (PDLG) were presented, the graphs being subgraphs of directed line graphs. A recognition algorithm as well as an algorithm for a minimum completion of a PDLG to a directed line graph were proposed, both of polynomial-time complexity. Also detailed characterization of partial directed line graphs was provided. The graphs are partitioned into structures named kernels, which are similar to our clusters. Both kernels and clusters are bipartite graphs, but kernels have more restricted structure: for every pair K i , K j of kernels (with i = j possible)
Our clusters are not restricted in this manner.
The minimum completion of a PDLG to a directed line graph does not preserve the property of the existence of a Hamiltonian circuit in the graph before and after the completion. Although the new PDLG class does not have a special meaning from the point of view of the solvability of HCP, we mention the class as an interesting piece of work in this area and place it in the following classification scheme.
In Fig. 2 the relationship between graph classes, which were mentioned in the paper, is shown. For most of the classes there exist algorithms solving HCP in polynomial time. Fig. 2 ). of quasi-adjoint graphs with PDLG and RBM graphs.
Theorem 5. The relationships among the digraph classes: directed line graphs (DLG), partial directed line graphs (PDLG), adjoints, quasi-adjoint graphs, reduced-by-matching graphs (RBM graphs), and 1-graphs, together with their reference to HCP solvability, are characterized by the following properties (presented together in
(F) In all quasi-adjoint graphs HCP can be solved in polynomial time [11] . The membership in PDLG or RBM graphs does not have such implication. It remains to show that subsets under the line in Fig. 2 and outside quasi-adjoint graphs are not empty. Assume that the subsets are composed, among others, of graphs constructed in the following manner. Take any quasi-adjoint graph from the intersection with the considered subset (PDLG, RBM graphs, both, or none of them, respectively). Replace one (or any number) of its vertices by a subgraph such as that shown in Fig. 5 . Now the graph is no longer quasi-adjoint graph, but still PDLG, or RBM graph, etc. In such graphs a solution of HCP can be always found in polynomial time. Namely, all appearances of the inserted subgraphs change back to vertices, solve HCP in the quasi-adjoint graph using the algorithm from [11] , and every of the vertices replace in the solution by the corresponding subpath (see the caption of Fig. 5 for an example). If no solution of HCP exists, also no solution in its extended counterpart exists.
Computational experiments
Since the Hamiltonian circuit problem is both widely used for modeling real-life problems and computationally hard, there is the need to look for approaches reducing its complexity. (For our previous approach to simplify HCP with the application to DNA sequence assembly see [10] .) One of these approaches may be the use of Algorithm 1, which can either reduce a directed 1-graph into a quasi-adjoint graph (making HCP polynomially solvable) or reduce the set of arcs of the graph (making the instance easier for an exact or heuristic algorithm).
In this section the usefulness of Algorithm 1 in simplifying the problem of searching for Hamiltonian circuits is checked and the results are presented. The 
The relationship between DLG, PDLG, adjoints, RBM graphs, and quasi-adjoint graphs.
(A) is replaced by two vertices x s and x t , all arcs entering x now enter x s , all arcs leaving x now leave x t . (C) The inserted subgraphs, respectively, for the RBM graphs, PDLG, the intersection of PDLG and RBM graphs, and for none of them. (D) After the insertion the initial graph is no longer the quasi-adjoint graph, but the HCP solution can be still found in polynomial time. Vertex x in a circuit found for the quasi-adjoint graph should be replaced in the example by subpath x s , x 1 , x 2 , x t . aim of these tests is to measure, for random and benchmark instances, both the effectiveness of the reduction (i.e. the number of the reduced arcs) and the effectiveness of algorithms gained by the reduction (i.e. the computational time and the quality of the solutions).
The benchmark instances for the problem are of two kinds. Instances of the first kind come from the TSPLIB page [25] , the section "HCP" (the same instances are pointed to on the Hamiltonian page [19] ). The graphs are placed in files "albX.hcp", where X ∈ 1000, 5000 stands for the number of vertices. For every instance its solution is provided (files "albX.opt.tour"). Because the graphs originally were undirected, we have adapted them by simple modification: all edges have been replaced by arcs with their direction based on the order of vertices within pairs in the file, and next the directions of the arcs constituting the given solution have been corrected to guarantee the Hamiltonicity. Instances of the second kind were derived from largest asymmetric TSP instances from the TSPLIB page (they are also available via the page of the 8th DIMACS Implementation Challenge for TSP [16] ). Files "rbgX.atsp" with X ∈ 323, 443 encode complete graphs with weights on arcs. The derived HCP instances have taken from them only arcs with weights less than a given bound, and have been supplemented by arcs guaranteeing their Hamiltonicity.
Four algorithms solving HCP have been used in the computational experiments, two heuristics and two exact algorithms. Two methods are known from the literature: the heuristic randomized algorithm of Gopal Pandurangan [23] and the exact backtracking algorithm invented by William Kocay and improved by Andrew Chalaturnyk [22, 13] . The Pandurangan's algorithm was implemented by us while the implementation of the Chalaturnyk's algorithm comes from the Groups & Graphs page [18] . Although Pandurangan's algorithm is guaranteed to find only a 2-factor, in sparse graphs (which are of main interest here) it often finds long cycles and even Hamiltonian ones. The Chalaturnyk's algorithm was designed for undirected graphs, but has appeared to be suitable for our purposes. In addition, two simple algorithms were implemented by us: Algorithm 2 is an exact, enumerative method and Algorithm 3 is a heuristic. Both algorithms are not sophisticated, but it is of little significance here because mainly the relative improvement of their outcomes is of interest. As they are rather intuitive, their results can somehow predict how other algorithms incorporating similar rules could respond for the reduction.
Algorithm 2
Input: A digraph G with n vertices.
Output: A Hamiltonian circuit in G saved in table solution, if exists.
(1) Initialize variables:
Execute the following recurrent procedure. We started the experiment with random instances. The computations were done on a PC with an Intel T2300 1.7 GHz processor with 1 GB RAM. The instances were generated randomly with a uniform distribution. For a given number n of vertices of the graph and a given average outdegree d, arcs were added according to the following rule. Firstly, a random Hamiltonian circuit was built on the vertices to ensure at least one feasible solution. Next, the remaining n(d − 1) arcs were added randomly provided that the graph must be a 1-graph. Table 1 contains results of reduction of random initial graphs from Algorithm 1. The graphs were generated with the use of two parameters: the number of vertices n and the initial average outdegree d, and for every pair of their values 100 instances were produced. The initial numbers of arcs in the graphs are present in the left half of the table. The right half shows the average numbers of arcs after the reduction. We see in Table 1 that the number of reduced arcs in the graphs reaches almost 50% of their initial cardinality in column d = 2. In other words, after the reduction vertices have usually only one outgoing arc in the graphs. It means that thanks to Algorithm 1 the detection of the Hamiltonian circuit in these graphs has become easy (on average).
Figures 6 and 7 visualize the results from Table 1 in the form of two functions: the average number of reduced arcs and the effectiveness of the reduction, respectively. The first function is defined as the difference between the numbers of arcs in graphs before and after the reduction done by Algorithm 1. The second function is the first one taken as the percentage of the maximum number of reduced arcs, i.e. it is the ratio of the average number of reduced arcs to the difference between the initial number of arcs and the number of vertices. Figure 7 shows that the fewer the initial outdegree is, the greater the effectiveness of the reduction of arcs is. It is almost independent of the instance size. The value of 100% means that all arcs not composing a solution were removed by Algorithm 1. The graphs with vertices having two outgoing arcs on average result in the mean effectiveness equal to 91%. The graphs with vertices having the average number of outgoing arcs equal to 3 result in the mean effectiveness equal to 41%.
Even if the reduction from Algorithm 1 does not transform a graph into a quasi-adjoint, the solution can be found much more effectively in the reduced graph by some exact or heuristic algorithms. In Tables 2 and 3 the gain is shown to be significant -the computation time in the case of exact Algorithm 2 (see Table 2 ) and the quality of the generated solutions in the case of heuristic The effectiveness of the reduction as the function of the number of vertices (X-axis) and the initial average outdegree in the graphs (the key on the right). The effectiveness is defined as the ratio of the average number of reduced arcs to the difference between the initial number of arcs and the number of vertices. Table 3 ). The missing results in Table 2 represent cases when acceptable computation time was exceeded. The improvement in computational time after the graph reduction is significant. For example, for n = 50 and d = 3 the speedup is 746-fold, and more than 12499-fold for n = 80 and d = 2. For n = 90 or n = 100 and d = 2 the speedup is even greater -the empty entries versus less than 10 milliseconds are meaningful. Table 3 shows the improvement in quality of solutions generated by Algorithm 3. It can be observed that the data series in the right of Table 3 have their local minima. After very good results for sparse graphs, Algorithm 3 was returning worse circuits, reaching the minima on average at 3 outgoing arcs per a vertex. After that, solution quality gradually increases. The average quality for graphs with d = 2 is equal to 15.04 for the initial graphs and to 43.92 for the reduced graphs. For d = 3 the average quality is equal to 16.92 for the initial graphs and to 21.03 for the reduced graphs. Figure 8 presents the improvement of the quality of the results produced by Algorithm 3. This function is defined as the ratio of the difference of the qualities for the graphs before and after the reduction, to the maximum possible difference (the latter being the number of vertices in the graph minus the quality in the initial graph). Thus, the quality improvement equal to 100% means that the quality in the reduced graphs could not be improved. The quality improvement for the graphs with vertices having two outgoing arcs on average is 73%, and 16% for three outgoing arcs.
It is worth noting how many initial graphs were transformed into quasiadjoint graphs by applying Algorithm 1. Table 4 presents this information. The results for graphs with d = 2 are very good, on average 51% of instances Initial average outdegree Figure 8 : The improvement of the quality as the function of the number of vertices (X-axis) and the initial average outdegree in the graphs (the key on the right). The improvement is defined as the ratio of the difference between the qualities for the graphs after and before the reduction, to the maximum possible difference. Table 4 : The number of quasi-adjoint graphs among 100 random instances, for the initial graphs (the left half of the table) and for the reduced graphs (the right half) as functions of changing parameters n (the number of vertices in the graphs) and d (the initial average outdegree). passed to the class of graphs of polynomial-time solvability of HCP. Although more dense graphs did not become quasi-adjoint graphs, yet they lost a number of arcs and they became simpler from the point of view of solvability of HCP. In order to verify the usefulness of Algorithm 1 on different kind of instances, we selected to further tests much greater benchmark graphs (described at the beginning of this section). Tables 5 and 6 show the results of the reduction made for them by Algorithm 1. In the tables, "#arcs" is the number of arcs in the graph, "avg d + " means the average outdegree, "q-adj." means the quasi-adjoint ("Yes" or "No"), and b stands for the bound for the ATSP graphs (i.e. the arcs with weights less than b were accepted).
As we see, Algorithm 1 is still very useful, not only for sparse graphs with average outdegree equal to 2, but also for instances with much greater average Table 7 ). The same algorithm could not be used for these instances before the reduction, its computations for the smallest instance with 1000 vertices had to be broken after several hours. In the face of the time of its reduction consumed by Algorithm 1 (97 seconds), the gain is visible. In Table 7 , the values in columns "PA" are mean values for 100 runs of this randomized algorithm. The results for "CA" have been obtained for undirected graphs derived from their directed counterparts by replacing arcs with edges. The difference between the performance of the algorithms for the initial and reduced graphs is significant. Let us focus on algorithm CA. It immediately checked for Hamiltonicity of graphs before the reduction alb1000.hcp and alb2000.hcp, however, for alb3000a.hcp we decided to stop its computations after 5 hours. The same algorithm had no problems with the reduced instances.
The similar comparison for ATSP-descended instances has appeared to be not such spectacular, especially because of very long computational time for even the smallest graph. Both algorithms A2 and CA could not handle the smallest graph (rbg323.atsp with b = 1) within reasonable time (5 hours). A gain on the quality was also not impressive, for PA it was 203.7 (after the reduction) vs. 193.1 (before the reduction). As we observed, even after the reduction many vertices remained with a large number of incident arcs, what made these instances intractable.
Conclusions
In this paper both theoretical and practical aspects of simplifying the Hamiltonian circuit problem in digraphs have been studied. We have examined our algorithm from [11] , carrying out a reduction of arcs toward simplifying searching for a Hamiltonian circuit in a graph (Algorithm 1). In the previous work the theoretical correctness of the algorithm was proved, but till now we knew nothing about the practical significance of the reduction proposed there. In the computational experiments from the preceding section, the effectiveness of Algorithm 1 has been verified together with the performance of four algorithms solving HCP, executed for initial and reduced graphs, for random and benchmark instances. The tests demonstrate the effect of Algorithm 1, which reaches, for example, 91% of the effectiveness of the reduction for random graphs having two outgoing arcs per a vertex on average. For benchmark graphs with mean outdegree equal to two, its effectiveness has appeared to be very close to 100% (99.75% on average). Algorithm 2 and Algorithm 3 improved their efficiency for reduced random graphs, reaching even 12499-fold speedup or 4.6-fold better quality, respectively, with even better results for benchmark HCP-descended graphs. Also algorithms known from the literature worked much better for the reduced instances.
Concerning the more theoretical aspects of this paper, the new class of reduced-by-matching graphs has been defined and studied, the graphs being output of Algorithm 1. Optimally, the graphs are reduced to quasi-adjoint graphs, what results in polynomial-time solution of the Hamiltonian circuit problem. Although among graphs generated randomly in the experiment no one appeared to be a quasi-adjoint graph, the application of Algorithm 1 changed this state a lot for sparse graphs. For mean initial outdegree equal to 2, 51% of graphs on average became quasi-adjoint graphs and thus appeared to be easy for the Hamiltonian circuit problem (similar proportion is satisfied for benchmark graphs). From the practical point of view, Algorithm 1 identifies these graphs (on average) as computationally easy instances, what follows the reduction of the mean initial outdegree from 2 to almost 1. More dense random graphs also became simpler from the point of view of solving HCP, the loss of arcs resulted in much more effective searching for a solution by an exact or heuristic algorithm.
In addition to the above work, nevertheless being an important piece of work never before presented in the literature, the relationship between reduced-bymatching graphs, quasi-adjoint graphs and other related digraph classes has been visualized here and its correctness proved.
