Abstract. This article considers the error of the scrambled equidistribution quadrature rules in the worst-case, random-case, and average-case settings. The underlying space of integrands is a Hilbert space of multidimensional Haar wavelet series, Hwav. The asymptotic orders of the errors are derived for the case of the scrambled (λ, t, m, s)-nets and (t, s)-sequences. These rules are shown to have the best asymptotic convergence rates for any random quadrature rule for the space of integrands Hwav.
Introduction
Base b scrambling quadrature, proposed by Owen [Owe95] , is a hybrid of Monte Carlo and quasi-Monte Carlo methods. One starts with a low discrepancy set or sequence and randomly permutes the digits of the points. When applied to a (t, m, s)-net or a (t, s)-sequence [Nie92, Lar98] , the result is a new net or sequence with the same t-value. Since each scrambled point is uniformly distributed over the unit cube, the resulting scrambled quadrature rule is unbiased. Moreover, the quadrature error may be estimated by performing a number of replications of the scrambled rule. Furthermore, there is a central limit theorem for (0, m, s)-nets as m tends to infinity [Loh01] .
The purpose of this article is to show that scrambled net quadrature rules are optimal for spaces of functions that are multidimensional Haar wavelet series. This means that the asymptotic convergence rate for scrambled net quadrature is the highest possible for any quadrature rule. This result holds for worst-case, randomcase and average-case error analyses, and the asymptotic convergence rates are obtained explicitly.
The integration problem studied here is integration over the s-dimensional unit cube:
I(f ) = for some set of nodes P = {x 1 , . . . , x n } ⊂ [0, 1) s and some set of weights {w i } = {w 1 , . . . , w n }. Quasi-Monte Carlo quadrature methods choose P to be a set of points evenly distributed over the integration domain, and w i = n −1 for all i. The quality of a quadrature rule can be assessed by a worst-case, random-case, or average-case error analysis [HW01] . Let H denote some separable Hilbert space of measurable functions, and let B be the unit ball in H, i.e., B = {f ∈ H :
f H ≤ 1}. The quadrature error for a specific integrand in H and a specific quadrature rule Q is given by Err(f ; Q) = I(f ) − Q(f ; P, {w i }). Suppose that Q is random, i.e., the nodes, weights, and number of function evaluations are all chosen randomly. Specifically, let Q be chosen from some sample space Q n equipped with some probability distribution µ, where the average number of function evaluations is n. (Deterministic quadrature rules are the case where Q n has a single element.) It is assumed that any particular quadrature rule makes at least one function evaluation, so that (1) makes sense. In the average case we assume that H is equipped with a probability measure such that E f 2 H = 1. The worst-case, random-case, and average-case error criteria for a given Hilbert space of integrands and type of rules are:
The operator rms means root mean square (or the respective expression with the upper integral if the function to which rms is applied is not measurable).
The optimal error criteria for a Hilbert space are defined as the infima of the above with respect to all possible quadrature rules:
A sequence of random quadrature rules (Q nm ) m=0,1,2,... is said to be optimal if it has the same asymptotic order as the best possible quadrature rules. Specifically, one has worst-case, random-case, and average-case optimality, respectively, if there exists some nonzero constant C independent of n such that for all n = 1, 2, . . . ,
where x = w, r, a, respectively. It is possible for a sequence of quadrature rules to be optimal for one of the above criteria and not for the others. This article is concerned with Haar wavelet spaces, H wav , defined in Section 2, and quadrature rules based on scrambled (λ, t, m, s)-nets and (t, s)-sequences in base b and weights all chosen to be w i = 1/n. It is shown in Corollary 11 that scrambled net rules, Q sc,n , are optimal for integrating functions in H wav in the worst, random, and average cases. This is done by showing that for some constants C up and C lo and some function h x (n),
in Theorem 8, and
in Theorems 9 and 10. Here x ∈ {w, r, a} again. The formula for h x (n) is found explicitly, so the asymptotic convergence rate is known. Equation (4) can be derived by applying the results of [Hic96, HH99, HY00] for worst-case and average-case error and the results of [Owe97a, Owe97b, Owe98, Yue99, YM99] for random-case error. The problem of tractability (unbounded dimension) is not considered here, but has been studied by [YH01] . Obtaining lower bounds relies on constructing test functions (or systems of such, with a measure on them, in the random-case) that cannot be integrated too well by any quadrature rule. This approach is explained in [Nov88] and [Hei93] .
There are a couple of reasons for considering the Hilbert space H wav . First, the technical details of computing the upper bounds in (4) for scrambled nets are relatively easy for this space compared to other spaces. In other words, H wav seems to be the natural space for studying scrambled net quadrature. Second, it is known that for many other spaces H, computing e w (H; Q sc,n ) is equivalent to computing e w (H wav ; Q sc,n ) [HY00] . A similar relationship holds for average-case error analysis, but unfortunately the situation is not so simple for random-case error analysis.
Function spaces spanned by Haar wavelets
This section defines the multidimensional spaces of Haar wavelets that are used in [Owe97a] and elsewhere. Let b be an integer greater than one that will denote the base of the Haar wavelets and the (t, s)-sequences. Define the univariate basic wavelet functions,
where 1 {·} denotes the characteristic function, and x denotes the floor function of x or greatest integer less than or equal to x. For integers 0 ≤ κ and 0 ≤ τ < b κ the dilated and translated versions of the above functions are the following univariate wavelets:
For each subset u of the coordinate axes {1, . . . , s}, let |u| denote the cardinality of u, and letū denote the complement, {1, . . . , s} − u. For each r ∈ u let κ r , τ r and γ r be integers with κ r ≥ 0, 0 ≤ τ r < b κr and 0 ≤ γ r < b. Define the vectors κ = (κ r ) r∈u , τ = (τ r ) r∈u , and γ = (γ r ) r∈u . Let ψ uκτ γ be a product over r ∈ u of the dilated and translated wavelets, i.e.,
where |κ| = r∈u κ r . For u = ∅ we take by convention ψ uκτ γ (x) = ψ ∅ (x) = 1. The wavelets defined above are not orthogonal nor linearly independent, but they are nearly so. As observed in [Owe97a] ,
where δ is the Kronecker delta function.
From [Owe97a] any function f ∈ L 2 ([0, 1) s ) can be represented as
where the coefficientsf uκτ γ are given by
The coefficients satisfy 
The space of integrands, H wav , considered in this article consists of all wavelet series whose coefficients converge to zero quickly enough. Let ω uκ denote some positive scalars defined for all u and κ, satisfying (11) sup
endowed with the inner product 
Formulae for the error criteria under scrambled quadrature
Now we turn to the problem of computing the error criteria defined in (2). The derivations in this section follow the arguments given by [HW01] . A key ingredient in this analysis is the ∞×∞ matrix whose elements are the expectations of products of integration errors of any two wavelet functions by a randomized quadrature. Define
For the worst-case analysis one must assume that the quadrature rule is welldefined for any choice of sample points P . This means that function evaluations must be bounded linear functionals on the Hilbert space H wav . To ensure this it is assumed that
which implies that the series defining the integrands in H wav is pointwise absolutely convergent.
For the random-case and average-case error analyses it is only necessary that the integrand be in L 2 ([0, 1) s ), which is guaranteed by the definition of H wav . For the average-case error analysis the integrand f is assumed to be defined in terms of random series coefficientsf ω uκτ γ . Specifically the vectorf ω of series coefficients is assumed to have zero mean and covariance matrix Σ. In this article this matrix is assumed to be block diagonal with blocks of the form
, and ⊗ |u| H b means taking the Kronecker product of H b with itself |u| times. This form of the covariance is consistent with condition (10). As noted in [HW01] ,
In order to ensure that this quantity is unity, the positive scalars σ uκ must satisfy the following condition: 
Proof. To prove (18a), first define the vectorξ Q,ω = Err(ψ ω ; Q) and the function ξ Q (x) =ξ T Q,ω ψ ω (x) for any quadrature rule Q. By assumption (14) it follows that the vectorξ Q,ω has finite 2 -norm, and by (6) it follows thatξ Q,ω satisfies (10). Thus, ξ Q ∈ H wav . For any integrand f =f T ω ψ ω ∈ H wav , its quadrature error may be expressed as the inner product of f with ξ Q :
Let B wav denote the unit ball in H wav . Then applying the Cauchy-Schwarz inequality yields a tight worst-case error bound for this quadrature rule:
The quantity ξ Q Hwav is often called the discrepancy. Note that the discrepancy may be expressed as the trace of a matrix:
It follows from the definitions in (2a) and (13) that the worst-case error criterion is e w (H wav ; Q n ) = trace(Λ).
To prove (18b), it is required to compute the root mean square error in integrating an arbitrary integrand f (x) =f
The random-case error criterion is then given by
Without condition (10) this would be simply ρ(Λ), the square root of the spectral radius (largest absolute eigenvalue) of Λ.
In fact, e r (H wav ; Q n ) = ρ(Λ) even with condition (10). To prove this, we show that the eigenvector v of Λ corresponding to the maximum eigenvalue satisfies constraint (10). By definition Λ is a symmetric, nonnegative definite matrix. Without loss of generality, assume that the largest eigenvalue is positive. For any fixed u, κ, τ , r ∈ u, and γ u−{r} , let w be the vector whose uκτ γ elements are all one for γ r = 0, . . . , b − 1 and zero otherwise. By the definition of Λ and (6) it follows that this w is an eigenvector of Λ with zero eigenvalue, i.e., Λw = 0. Since Λ is symmetric, w T v = 0, which implies that v satisfies (10).
For the average-case error criterion defined in (18c), note that the order of the two root mean squares can be exchanged. Starting from (19) and applying the standard formulas for expectations of quadratic forms of random variables yields
From Theorem 1 it is clear that
Since the matrix Λ is positive semi-definite, its eigenvalues are all nonnegative, and so its trace must be at least as large as its spectral radius. This proves the first inequality. The second inequality follows because the trace of ΛΣ is no larger than
The formulas for the worst-case and average-case errors are quite similar, and in fact, in a certain sense equivalent. This equivalence in a general setting is wellknown (e.g., see [Rit00] ). It is now applied to the problem at hand. Let Λ be the matrix associated with H wav andΛ the matrix associated with H wav . By the definition of these matrices, Theorem 1, and the discussion above,
It then follows that e w (H wav ; Q n ) = trace(Λ) = trace(Σ 1/2 ΛΣ 1/2 ) = trace(ΛΣ) = e a (H wav ; Q n ). Now we consider the specific randomization where the quadrature rules are scrambled as proposed by Owen. For details of this scrambling, readers are referred to [Owe95, Owe00] and the references therein. Although this scrambling is typically applied to (t, m, s)-nets and (t, s)-sequences, we do not yet need to assume anything about the points being scrambled. Given any P = {z 1 , · · · , z n } as the initial point set (before scrambling) to be used for quasi-Monte Carlo quadrature as defined in (1), with w i = 1/n, we denote by Q sc (P ) the space of scrambled quadratures. 
Lemma 3. Let
The gain coefficients Γ uκ (P ) of the set P are defined in [Owe97a] as
and Γ ∅ = 0. 
From [Owe97a, Lemmas 4-5] it is known that
where
It then follows from the definition of the gain coefficients in (22) that
This completes the proof of (21).
Given the formula for Λ sc , one can now apply Theorem 1 to compute the three error criteria for scrambled quadrature rules. These calculations are feasible because Λ sc is block diagonal. The simple structure of Λ sc results from the good match between the space of integrands H wav and Owen's scrambled quadrature rules Q sc (P ).
Theorem 4. Consider the case of Owen's scrambled quadrature rules applied to integrands that take the form of wavelet series. The three error criteria defined in (2) are given by
Proof. To prove (23a), note from (18a) that e w (H wav ; Q sc (P )) = trace(Λ sc ). This trace can then be computed by Lemma 3 in straightforward manner to give (23a):
Formula (23b) follows directly from (18b) and Lemma 3. Formula (23c) is a consequence of (23a) and Lemma 2.
Asymptotic behavior of error criteria for nets
The gain coefficients were defined to measure the performance of an arbitrary set against a simple random sample. Let Q mc,n denote the sample space of the simple Monte Carlo quadrature, that is, the points in P ∈ Q mc,n are independent and uniformly distributed over [0, 1) s random variables and the weights are w i = 1/n. The space Q mc,n is invariant under scrambling. Moreover, E P ∈Qmc,n Γ uκ (P ) = 1 for all uκ. This leads to the following formulas in (24) for the error criteria for classical Monte Carlo quadrature. Note that these three error criteria all decay proportionally to n −1/2 , but the constants in front are largest for the worst-case and smallest for the average-case. 
Corollary 5. Consider the case of Monte Carlo quadrature rules based on simple random samples applied to integrands that take the form of wavelet series. The
, assuming (14), (24a)
assuming (17).
In order for the error criteria to decay faster than O(n −1/2 ), the gain coefficients must become small or even zero, especially for larger ω uκ . The gain coefficients for (λ, 0, m, s)-nets and (0, s)-sequences in base b can be computed precisely [Owe97a, HY00] . For general (λ, t, m, s)-nets and (t, s)-sequences with t > 0, one can only obtain upper bounds on the gain coefficients [Owe97a, HY00] . In the case of digital nets and sequences, precise formulae for the gain coefficients can be obtained [NP01, YH02] , but these offer no improvement in the asymptotic decay rates over the upper bounds on the gain coefficients for general nets and sequences. The results mentioned in this paragraph are summarized in the following two lemmas.
Lemma 6. Let P be a (λ, t, m, s)-net in base b. Then the gain coefficients of P have the following upper bounds:
For the case of t = 0, the gain coefficients can be computed exactly as
The right-hand side reduces to 0 for |κ| ≤ m − |u| and 1 for |κ| ≥ m + 1. Let P contain the first n terms of a (t, s)-sequence in base b. Let n be expressed as
where q = log b (n) and where λ m ∈ {0, 1, . . . , b − 1}. Then the gain coefficients of P have the following upper bounds:
For t = 0, these gain coefficients can be computed precisely as
and
Lemma 7. Let a > 0 be a scalar, and let u be a subset of {1,
where n = λb m . If P consists of the first n points of a (t, s)-sequence in base b, then
with constants in the O-notation not depending on n and P .
According to Theorem 1 the asymptotic convergence rates of the three error criteria depend not only on the decay rates of the gain coefficients, which are given in the lemma above, but also on the decay rates of the ω uκ (and σ uκ for the average case). From here on it is assumed that
where θ 0 , θ 1 , η are positive numbers, and α is nonnegative. The summability condition in (14) for worst-case analysis is equivalent to α > 1/2, while condition (11) is equivalent to α ≥ 0. Condition (17) for the average-case analysis is equivalent to β > 1/2. The constants α and β determine the asymptotic rates of decay of the three error criteria. Let Q sc,n denote Owen's scrambled quasi-Monte Carlo quadrature using a 
Proof. This theorem is obtained by applying the formulas in Lemma 7 to those of Theorem 1 under the assumption of (25). The key step is to note that the value of a in the term b −a|κ| determines the asymptotic rate of decay. Figure 1. Performance of scrambled (λ, 0, m, s)-net quadrature for the space H wav with the ω uκ and σ uκ specified in (27). The three reference lines are for Monte Carlo quadrature: e w (H wav ; Q mc,n ) (solid), e r (H wav ; Q mc,n ) (dashed) and e a (H wav ; Q mc,n ) (dot-dashed), respectively.
In the worst-case and average-case settings there are factors of log n, but these factors disappear in the random-case. The reason for this is the structure of Λ sc . In the random-case setting one looks for the maximum eigenvalue of Λ sc , but in the worst-case and average-case settings one must sum up on the order of [log n] s−1 eigenvalues of the same size.
The formulae given in Theorem 4 have been evaluated numerically for scrambled (λ, 0, m, s)-nets in base 11 with λ = 1, . . . , 10 and for s = 4, 7. The ω uκ and σ uκ are assumed to be as follows:
This corresponds to a choice of α = β = 1 in (25), with the values of θ 0 , θ 1 , and η being chosen for convenience. Conditions (14) and (17) are automatically satisfied. The worst-case, average-case, and random-case errors for these scrambled nets are shown in Figure 1 . These plots obey the inequalities e w (H wav ; Q sc,n ) ≥ e r (H wav ; Q sc,n ) ≥ e a (H wav ; Q sc,n ) given in (20). The three error criteria for simple Monte Carlo quadrature as given in Theorem 5 are also shown for comparison.
The Monte Carlo error criteria all decay proportional to n −1/2 . These lines coincide with the scrambled nets for n = 1, and the error criterion for scrambled net quadrature is never larger than the corresponding criterion for simple Monte Carlo. The random-case error criterion for scrambled nets decays like O(n −3/2 ), as expected. Apart from the [log n] (s−1)/2 terms, worst-case and average-case criteria for nets should decay like O(n −1 ) and O(n −2 ), respectively. Their slower than expected decay is due to the powers of log n. However, since e r (H wav ; Q sc,n ) ≥ e a (H wav ; Q sc,n ), the powers of log n can never make the average-case error worse than the random-case. As the dimension s increases, e w (H wav ; Q sc,n ) increases, e r (H wav ; Q sc,n ) stays about the same, and e a (H wav ; Q sc,n ) decreases.
Lower bounds for the error criteria
In the previous section the asymptotic convergence rates of worst-case, randomcase and average-case quadrature errors were determined for scrambled net quadrature applied to integrands in H wav . In this section it is shown that these convergence rates are optimal, i.e., they are the best possible for any random quadrature rule. 
for some constants C w and C a that are independent of n.
Proof. This proof proceeds by constructing a function in H wav that cannot be integrated very well by any quadrature rule. Let n be any given positive integer. Choose an integer m such that where c 1 is a positive constant.
To complete the proof, the norm of f 0 must be estimated. For any |u|-vector κ and any s-vector ν, the notation κ ≤ ν means that κ r ≤ ν r for all r ∈ u. The wavelet series expansion for the function f ν defined above is a finite sum: 
