INTRODUCTION
Restenosis affects 30%-40% of the 400 000 patients in the U.S. who undergo balloon coronary angioplasty every year and remains a critical problem limiting the procedure's longterm success. 1 Endoluminal radiation treatment immediately following angioplasty inhibits neointimal proliferation. 2, 3 Different types of radioactive sources are presently being investigated. It is not clear yet if ␥-sources such as 192 Ir, soft x-ray sources such as 103 Pd or 125 I, or ␤-sources such as 186 Re, 188 Re, 90 Y, or 32 P will be best suited for this task. Advantages of ␤-sources are a typical treatment range of several millimeters, which prevents toxicity to distal tissue; easy shielding with less than 1 cm of plastic; and the relatively low source activity necessary to achieve treatment times of just a few minutes. One of the disadvantages of the higher energy ␤-emitters is their relatively short half-life. One way to overcome this is to use a parent/daughter nuclide tandem such as has been done with 90 Sr/ 90 Y, 4, 5 where the radiation of the parent nuclide has no significant influence on the depth-dose profile distribution. With the 90 Sr/ 90 Y pair, the half-life of the parent isotope 90 Sr is 27 years. In many countries, disposing of such long-lived sources is problematic and expensive, especially if one considers that the useful life of a source is limited by mechanical strength and other factors, and thus may be much shorter than the radioactive half-life. As a result, using 90 Sr/ 90 Y sources might produce long-lived radioactive waste. An easier-to-dispose-of parent-daughter nuclide tandem is 188 Re͒ is able to deliver treatment doses of 15 Gy to tissue depths of 2 mm within 1.3 min on the third day after neutron-activation of the rhenium wire. 6 What makes such a source not very easy to use is the fact that 188 Re and 186 Re decay at different half-lives of 17.0 and 90.6 h, respectively. Treatment times will thus rapidly increase to 6.6 min during the next two days. After that, they become too long to be practical because the main doses will then be delivered by the less energetic Re source on the first treatment day, but would be much easier to use because the depth dose distribution would not change and a simple daily decay correction is all that is required.
In this study, the depth-dose distribution of a prototype whether it could be clinically useful. To ensure accurate results and to identify the most convenient dosimetric method for this type of source, we compared results from three methods: Thermoluminescence dosimetry using lithium fluoride rods; radiation-sensitive film; and an aqueous gel of acrylic monomers that become polymerized by radiation. We also computed the dose distribution using Monte Carlo methods to determine whether the program was accurate enough to be used in future simulations.
MATERIALS AND METHODS
A tightly wound coil 40 mm long and 0.48 mm in diameter made from 0.1 mm tungsten wire of 99.95% purity was neutron-activated for 78.1 h at a neutron flux of 1 Re, as determined by a high-purity germanium-detector coupled to a multichannel analyzer ͑EG&G Ortec, Oak Ridge, TN͒. The source was positioned 69.2 cm away from the surface of the detector, with the coil being parallel to the surface. Three beryllium disks totaling 1.9 cm were used to cover the detector, both during the measurement and the calibration. The calibration was performed earlier with a NIST ͑National Institute of Standards and Technology͒-traceable point source containing nine radionuclides and two radionuclide impurities with the exact same configuration.
Lithium fluoride thermoluminescent detectors
A phantom consisting of two 1.9 cm thick square plates (10ϫ10 cm 2 ) of RMI 457 solid water ͑Gammex, Middleton, WI͒ with a 0.60 mm wide hole drilled in the middle was used to hold the thermoluminescent dosimeters ͑TLDs͒ at fixed distances from the source. Solid water is a plastic material, which simulates the dosimetric properties of water. Twentyone rod-shaped TLDs 2 mm in length and 1.0 mm in diameter ͑LiF-100; Bicron, Solon, OH͒ were placed in holes drilled into the phantom in a spiral around the center hole. This spiral pattern was designed to minimize attenuation by other TLD ͑Fig. 1͒. Lithium fluoride is a radiation detector which, when heated following irradiation, emits light in proportion to the radiation dose it absorbed. 7 Each detector was calibrated for a range of absorbed doses and for different radiation energies. For this purpose, the TLD-filled phantom was repeatedly irradiated with photons from a linear accelerator operated at 6 MV and at 6 Gy/min with doses of 0, 0.2, 0.5, 1, 2, 4, 6, 10, 20, 35, 50, and 70 Gy. The phantom was stored for 16-20 h at room temperature and the TLDs read in a thermoluminescence detector model 2000 ͑Bicron, Solon, OH͒. After they were read, the TLDs were annealed in a planchet by heating for 1 h at 400°C followed by 2 h at 100°C. Each detector was assigned a unique number and its calibration curve was produced and fitted by a third-or fourth-order polynomial curve. The choice was made by visually comparing the measured points and the fitted curve and deciding on the better fit at different ͑low and high͒ dose ranges.
In five separate trials, a radioactive 188 W/
188
Re source was inserted perpendicularly through the center of the TLD spiral and left in place for up to 30 min. The dose given to each TLD was then measured using luminosity readings, compared with the calibration curve, and the dose in cGy calculated per minute and per source activity per cm. No corrections for source decay during the experiment were applied because the irradiation time was never more than 30 min.
The attenuation of electrons in tissue or water is different from their attenuation in the LiF TLD material. To measure this effect, we examined the dose response of dosimeters of different thicknesses. We had 3 mmϫ3 mm TLDs of different thicknesses fabricated ͑0.1, 0.15, 0.38, 0.9, and 2.0 mm; 10 of each thickness; Bicron, Solon, OH͒ and calibrated them with four irradiations of 6 Gy ͑6 MV photons͒. A linear calibration curve for each TLD through the zero point and the 6 Gy average was used after confirming that the TLD's response was linear up to and including 10 Gy with an R-value of better than 0.999. The TLDs were placed on solid water in grooves of different depths so that each TLD was flush with the solid water surface, which was only covered with a 10 m Mylar sheet. In three trials TLDs were then exposed at a distance of 150 cm with 14 000 monitor units of a 6 MeV energy-modified electron beam ͑one monitor unit equaled 1.00 cGy at 1 m distance͒. The energy-modification was accomplished by mounting a 2 cm thick piece of solid water directly on the gantry of the linear accelerator. According to Task Group 21, 8,9 the average electron energy E 0 on the surface of this moderator is E 0 ϭ2.33ϫd 50 ϭ5.13 MeV.
According to Harder's relationship, the average energy of the electrons after passing the moderator is then
with Z being the thickness of the moderator and R P being the practical range. Applying the continous slowing down approximation in air from the ICRU 37 report, 10 we also increased the distance from the gantry to the TLD's to 150 cm. The final average energy of the electrons is then E avg ϭE Z Ϫ͑stopping power of electrons in air ϫdistanceϫdensity of air͒ϭ0.75 MeV, which is approximately the average electron energy of 188 Re ͑see Table I͒ .
Gafchromic film
Gafchromic film is a thin, almost colorless polyester sheet embedding a chromophore that turns dark blue under the influence of radiation. [11] [12] [13] Gafchromic film was calibrated with 6 MV photon doses ranging from 0 to 200 Gy within one day of measurement. In four separate trials, a 0. 26 Re coil was inserted perpendicularly through a central 0.53 mm drill hole. The radioactive source was left in place for 3 h due to the relatively low sensitivity of Gafchromic film. The Gafchromic film samples ͑Fig. 2͒ and calibration pieces were scanned together at 300 dpi with a x-ray scanner ͑VXR-12; Vidar Systems Corp., Herndon, VA͒ to obtain the radiation dose distribution curve.
Inhomogeneous dose measurements may occur as the result of ͑a͒ edge effects from drilling a hole into the Gafchromic film, ͑b͒ background inhomogeneities coming from the film itself, ͑c͒ dust and scratches that show up in the scans, and ͑d͒ imperfect centering of the source in the solid water phantom hole. To minimize these effects, we processed the Gafchromic film scans in five steps. We ͑1͒ subtracted background, ͑2͒ removed impulse noise by filtering with a 3ϫ3 pixel median filter which replaces the center pixel with the median value of its neighbors, ͑3͒ polar-transformed the scan around the center of the drill hole, ͑4͒ averaged the polar transformations from three scans, and finally ͑5͒ reverse-polar-transformed the averaged data to produce a two-dimensional graph.
The polar transform is a nonlinear coordinate system transform that can be performed by either forward or inverse mapping.
14 Forward mapping scans the original image and computes angle and radius from the Cartesian coordinates. Inverse mapping traverses the coordinate space of the polar result image and determines the Cartesian location from which to transfer the image value. Forward mapping will leave unmapped points in the result image whereas inverse mapping does not map all points in the original image. An adaptive inverse mapping scheme was used to maximize the number of original image points sampled. Radial resolution of the result image is determined by the original image dimensions ͑largest distance from center to image boundary͒; azimuthal resolution is specified by the user. The adaptive inverse mapping method locally refines the azimuthal sampling resolution based on the observed distance moved in the original image. If two consecutive scan points are more than one pixel apart, the azimuthal sampling is repeated in that region with higher resolution. The extra sample points are averaged to yield the final value to be transferred to the result image. The algorithm keeps track of the coordinates sampled to prevent the same point from being included in the average multiple times and biasing the average.
Azimuthal resolutions of 90°, 180°, and 360°were tested, and all of them led to congruent dose-fall-off curves. For the final curve, the 180°resolution was chosen. The fourth Gafchromic film measurement was excluded from the final processing because edge effects from drilling the hole led to very noncircular distributions in the first 0.7 mm around the center.
Bang gel
The third method we used to analyze the 188 W/ 188 Re source was polymer gel dosimetry. This method measures the radiation-induced free-radical chain polymerization of acrylic monomers dispersed in an aqueous gel. The NMR ͑nuclear magnetic resonance͒ relaxation of water protons in this gel is affected strongly by polymerization, and the extent can be made visible by magnetic resonance imaging ͑MRI͒. 15 The advantage of this method over TLDs and Gafchromic film is that three-dimensional analysis is possible in a single measurement. The proprietary Bang gel ͑MGS Research, Inc., Guilford, CT͒, an acrylamide/agarose gel, was received inside 25 mm diam glass tubes. The tubes were calibrated with 6 MV photon doses of 0, 0.8, 2, 5, and 10 Gy. Similar tubes of Bang gel contained polyimide tubes 0.8 mm in diameter, with an inner diameter of 0.6 mm ͓Fig. 3͑a͔͒. The radioactive sources were placed inside the inner tubes for 1 and 2 h, respectively, and the gels were subsequently imaged using a 25 mm diam bird-cage imaging coil and several Hahn spin echoes at Yale University in a 2 Tesla MRI scanner ͑SMIS, Guilford, UK͒. With the imaging matrix of 256ϫ256 pixels, the R2 maps have a spatial resolution of 136.7 m ͑field of view 35 mm͒ ͓Fig. 3͑b͔͒. Three MRI measurements each from the two different gels were taken at 2 mm intervals in the middle of the source. The six measurements were averaged, and a dose fall-off curve was constructed showing dose in Gy/min/͑source activity/cm͒.
Monte Carlo simulation
A Monte Carlo PC-program was developed using the beta transport formalism of Molière 16 with adjustments to his scattering distribution as proposed by Bethe. 17 Basically the program works as follows. Each ␤-history starts at a randomly chosen position within the source wire. A ␤-energy is randomly selected from the probability distribution for the source nuclei as calculated using the method of Prestwich et al. 18 Its direction of emission is chosen randomly based on an isotropic emission distribution. The electron proceeds in this direction for a fixed fraction of its initial energy traveling a distance obtained from the continuous slowing down approximation ͑ϭC.S.D.A. range͒ as calculated by Berger and Seltzer. 19 At that point a new direction is chosen based on the Molière-Bethe distribution and the electron followed for the same fractional decrease in energy. A history consisted of following each electron until its energy became less than E min , which was chosen as 50 keV. Our formalism is essentially that of EGS4 with the exception that bremsstrahlung is disregarded. The rational for this approach is the fact that we are interested in tissue like materials and the radiation yield for 2 MeV electrons in tissue is only about 1%, and less for lower energy electrons. 19 Additionally, photons have large radiation lengths ͑e.g., 50 mm for a 50 keV photon in water͒ and hence would not deposit significant dose in the surrounding tissue. This program was developed to simulate the conditions of endovascular brachytherapy from a beta source centered within a catheter and was used to simulate the dose distribution surrounding the 188 W/
188
Re source. Our program considers three infinitely long concentric cylindrical regions in a cylindrical coordinate system with the z axis as the center. Nitinol ͑Ni-Ti͒ fills region 1, the central core, and has a radius r 1 . Region 2 is bounded by radii r 1 and r 2 and consists of an infinite tungsten-annulus. Region 3 encompasses all space beyond r 2 and is the region for which the dose distribution is calculated. The source is confined to region 2 and is uniformly distributed in the material filling this region over an annulus of length L. Each of the 3 regions may be filled with any of the following materials: air, water, muscle, brain, fat, bone, Gafchromic film, aluminum, yttrium, tungsten, rhenium, or gold. Parameters for other materials can be generated in a separate program. Parameters used in the calculation of the beta spectra for the following sources, 32 Re are in a look-up table integral to the program and were obtained from the ICRU 56 report. 20 Parameters for other sources can easily be added. The source region may contain a mixture of up to three beta sources.
The axial symmetry of this calculation allows to consider all electrons from the annular source to originate from an elemental area between r 1 and r 2 and of length L on an axial half plane Z,r,0. Source electrons are emitted isotropically from this area and have a radial density distribution where the integral of N(r) over r from r 1 to r 2 is equal to the source strength per unit length in the source annulus. Electrons are followed from the point of origin until they reach an energy E min in either region 1 or region 2, or until they enter region 3. They are then followed in region 3 until they reach E min or are reflected back to region 2. The energy deposited by the electrons while in region 3 is sorted amongst annular volumes of length dL and radial width dr. If an electron reaches energy E min while in an annular volume, the energy deposited so far in that region plus E min is added to that volume. The program assumes that the source volume and the annular energy deposition volumes are symmetrically centered on the z axis. To obtain the radial dose distribution along a radial line normal to and at Zϭ0, dL is generally set equal to the maximum energy electron range in the region three material (Range max ), providing that LϾ3 ϫRange max and dr is set to about 0.02ϫRange max . Based on 10 calculations of 10 000 histories each, the standard deviation at a radial distance of 2 mm in tissue is 5.1%. To simulate the TLD, Gafchromic film, and Bang gel geometries, calculations were performed at 200 000 histories each. The germanium-detector detects only ␥-rays that are able to escape the source wire. The true source strength is thus higher, since a certain percentage of ␥-rays is absorbed in the source material. In order to correctly simulate the dose falloff with our Monte Carlo method, an exact knowledge of the source strength is required. We recently developed a simple program to calculate the probability of ␥-ray escape and detection P esc (r 1 ,r 2 ) from a uniformly radioactive annulus on a nonradioactive core placed normal to the central axis and at a large distance from the detector of a calibrated ␥-ray detection system. We used this program to estimate P esc (r 1 ,r 2 ) for our tightly wound tungsten spiral by assuming an annulus of the same length and with the same mass as the coil. While this does not truly simulate P esc , the error is assumed small. Our simulation using r 1 ϭ0.144 mm and r 2 ϭ0.226 mm, a Ni-Ti core and a tungsten annulus resulted in a value of P esc ϭ0.741. Our true source strength is thus 1.35 times larger than the source strength as measured by ␥-spectroscopy. The detailed description of how to obtain this correction factor has been published recently.
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RESULTS
The TLD measurement results are shown in Fig. 4͑A͒ . The average overall standard deviation of the 5 TLD measurements was 6.61Ϯ3.18% when all TLDs out to a radius of 12 mm were considered. The therapeutically useful range of 1-3 mm showed an average overall standard deviation of 2.96Ϯ1.31%. No corrections were made for the ␤-electron attenuation in the TLD material, because irradiating 3 ϫ3 mm 2 TLD squares of different thickness with an electron beam did not produce a statistically significant attenuation in squares of up to 1.0 mm thickness ͑Fig. 5͒, and our TLD rods were 1.0 mm in diameter.
The Gafchromic film measurements were the simplest to perform and yielded the highest resolution. The polar transformation was able to smooth out local inhomogeneities and average out the results ͓Figs. 6 and 4͑B͔͒. The average overall standard deviation over the therapeutically useful range of 1-3 mm was 5.75Ϯ1.36%.
The Bang gel calibration up to 10 Gy yielded a linear fit of yϭ4.004ϩ0.832x( PϽ0.001) for the R2 values ͑Fig. 7͒. The dose-fall off in the middle of the source was averaged from two different Bang gels with 3 MRI-measurements each, taken 2 mm apart ͓Fig. 4͑C͔͒. The average overall standard deviation over the therapeutically useful range of 1-3 mm was 7.1Ϯ4.0%.
The Monte Carlo simulation of the dose fall-off is shown in Fig. 4 . The setups were slightly different for each dosimetric method, and we therefore, calculated and graphed the results for each method separately.
DISCUSSION
Accurate short-range data around a radiation source intended for endovascular coronary brachytherapy is important when one considers that the source will most often be placed within 2 mm of the vessel wall. The typical lumen diameter of a healthy coronary vessel is between 2.5 and 3.5 mm with a vessel wall thickness of about 0.3 mm. 22 The plaque in atherosclerotic vessels grows mainly into the lumen area, and endovascular brachytherapy must thus be able to cover a cylindrical volume at least 4 to 5 mm in diameter. Figure 8 shows that the currently recommended dose of 20 Gy can be delivered to a 2 mm radius within 2 min using the source activities tabulated in Table II. The measurements made by TLDs, Gafchromic film, and Bang gel show approximate agreement, but each method has advantages and disadvantages. The resolution is best with Gafchromic film ͑84.7 m, but depending on the scanner͒, followed by Bang gel ͑136.7 m͒. The TLDs have the crudest ͑500 m͒ resolution. The TLDs are also the most laborintensive because of the annealing procedure. The easiest to use method is the Gafchromic film, followed by the Bang gel. The consistency of all three methods is good, but Bang gel and Gafchromic film require calibration irradiations in close temporal proximity to the experimental irradiations. In contrast, for the more established thermoluminescence dosimetry, an initial calibration allows the TLDs to be used up to several weeks without re-calibration. One important difference between the three methods is that thermoluminescence dosimetry returns point measurements, Gafchromic film returns two-dimensional information, and Bang gel can give three-dimensional data. Each of the methods agrees reasonably well with the Monte Carlo simulation within the treatment range between 1 and 3 mm ͑Fig. 9͒. The comparisons were done separately because it was not possible to use identical phantoms and setups for the three methods. Both the Gafchromic film and TLD dose measurements were higher than the simulation results beyond 3 mm ͓Figs. 4͑A͒-4͑C͔͒. We expected this, as dose deposited by ␥-rays was not considered in the Monte Carlo simulation.
Why the Bang gel did not show a similar increase is not clear. The Bang gel method is still in its infancy, and temperature changes, light exposure, or oxygen diffusion during the transport between the irradiation at one institution and the MRI measurement at another may have influenced the results. A dedicated microscopic optical CT ͑charge transfer͒ scanner for imaging three-dimensional dose distributions from small radioactive sources to be used for intravascular brachytherapy is currently being developed 23 and should make the readouts possible within 1 h after irradiation without all these external influences.
Another limitation of our study is that the calibrations employed may not be ideal. The energy spectrum of the ␤-rays emitted from the 188 W/ 188 Re source is significantly lower than the average electron energy employed in the calibration with 6 MV photons. Any energy dependence of the detectors may thus lead to inaccurate results. We do not expect this energy dependence to be a major factor. Between 0 and 2 MeV, Robar reported that TLDs produce a measurement error smaller than 10%, since the reduced TLD response per unit dose at low electron energies is offset by an ever-increasing relative contribution of bremsstrahlung photons to the total dose. 24 Also, Gafchromic film has been reported to be up to 30% less sensitive than the ionization chamber used for calibration when the effective electron energy decreased from 1710 keV ͑4 MV x-rays͒ to 28 keV ͑60 kV x-rays, 2 mm Al filter͒. 25 The Re source, not found in the pure beta-emitters 32 P and 90 Y. As a result, radiation safety precautions are necessary, however, the 155 keV ␥-emissions allow for the penetration of stents and calcified atherosclerotic lesions more so than with a pure ␤-emitter. The exposure rate from a source containing 100 mCi 188 Re and placed in the coronary artery of a swine is about 50 mR/h at contact, 30 mR/h at 10 cm, and 4 mR/h at 1 m in air. This is comparable to the exposure from a low dose-rate 192 Ir manual afterloading procedure, and thus the use of such a source can be considered safe from the standpoint of radiation exposure. For transportation, storage, and ''stand-by'' in the catheterization lab, a few centimeters of shielding material ͑lead or tungsten͒ will FIG. 9 . Detailed comparison of the experimental results to the Monte Carlo simulations in the treatment range of 1-3 mm from the source center. The difference is given in percent (simulationϭ100%). The average difference after combining all experimental methods has also been graphed. Re is 18.3 mm. 28 Our Monte Carlo simulations are useful not only for verifying the dosimetric measurements of a endovascular brachytherapy source, but also for predicting how changing geometries will effect the dose fall-off. Specifically, distinct set-ups and different catheters can be simulated, and different source diameters or source wire sizes can be tested without having to activate the actual source. Two limitations of the program are that it will simulate only radially symmetric setups and that dose deposition from ␥-decay is not yet taken into account.
In conclusion, doses of 20 Gy at 2 mm, currently recommended for preventing restenosis after balloon angioplasty, could be delivered in 2 min with a 1385 MBq/cm 188 W/ 188 Re source of the tested dimensions. The maximum treatment range would be between 3.5 and 4.0 mm, depending on the treatment time. More than 90% of the atherosclerotic lesions seen today could thus be treated with this beta-source. Earlier clinical restenosis trials using 192 Ir have shown that treatment times of 20 min are relatively well tolerated, although times at the upper limit are not ideal.
3 Doses could be adjusted simply by adjusting treatment time. In addition, health care staff would not have to leave the catheterization lab during endovascular brachytherapy because of radiation exposure concerns.
