Abstract. A pairing-friendly curve is a curve over a finite field whose Jacobian has small embedding degree with respect to a large prime-order subgroup. In this paper we construct pairing-friendly genus 2 curves over finite fields Fq whose Jacobians are ordinary and simple, but not absolutely simple. We show that constructing such curves is equivalent to constructing elliptic curves over Fq that become pairing-friendly over a finite extension of Fq. Our main proof technique is Weil restriction of elliptic curves. We describe adaptations of the Cocks-Pinch and Brezing-Weng methods that produce genus 2 curves with the desired properties. Our examples include a parametric family of genus 2 curves whose Jacobians have the smallest recorded ρ-value for simple, nonsupersingular abelian surfaces.
Introduction
Let q be a prime power and F q be a finite field of q elements. In this paper we study two types of abelian varieties:
• Elliptic curves E, defined over F q d , with j(E) ∈ F q .
• Genus 2 curves C, defined over F q , whose Jacobians are isogenous over F q d to a product of two isomorphic elliptic curves defined over F q . Both types of abelian varieties have recently been proposed for use in cryptography. In the first case, Galbraith, Lin, and Scott [17] showed that arithmetic operations on certain elliptic curves E as above can be up to 30% faster than arithmetic on generic elliptic curves over prime fields. In the second case, Satoh [31] showed that point counting on Jacobians of certain genus 2 curves C as above can be performed much faster than point counting on Jacobians of generic genus 2 curves.
We consider the construction of these two types of abelian varieties for use in pairing-based cryptography (see e.g. [27] ). To be suitable for this application, the variety must be pairing-friendly, which means that it must have
• a subgroup of large prime order r, and • a small embedding degree k = [F q (ζ r ) : F q ] with respect to r. Our main result is to show that constructing pairing-friendly abelian varieties of the above two types is in a sense equivalent. Specifically, if we can construct an elliptic curve E/F q whose base extension to F q d is pairing-friendly (and d is minimal with this property), then there is a simple pairing-friendly abelian variety A/F q that is isogenous over F q d to E e , where e = ϕ(d) or ϕ(d)/2. If e = 2 and certain further conditions are met, then we can construct a genus 2 curve C over F q whose Jacobian is isogenous to A. Conversely, given certain genus 2 curves C/F q as above whose Jacobians are simple and pairing-friendly, we can construct elliptic curves E/F q whose base extensions to F q d are pairing-friendly. (We focus on simple abelian surfaces A because we can replace a non-simple A by one of its elliptic curve factors in any application.)
In our principal application of the main result, we take previous methods that construct pairing-friendly elliptic curves and adapt them to produce pairing-friendly genus 2 curves. Our technique has the advantage that the fields F q over which the resulting abelian surfaces are defined can be made much smaller relative to the pairing-friendly subgroup orders r than previous techniques would allow. This ratio is measured by the ρ-value, defined as ρ(A) = dim A · log q/ log r. Our construction produces pairing-friendly abelian surfaces with ρ-values that are generically around 4, and we achieve a "record" ρ-value of approximately 2.2 in the case k = 27. (The corresponding figures when A is absolutely simple are ρ ≈ 8 generically [14] and ρ ≈ 4 for certain examples [12] . When A is supersingular we can achieve ρ ≈ 1, but are restricted to k ≤ 12 [29] .)
Our constructions properly contain those of Kawazoe and Takahashi [22] , who consider a single isomorphism class of genus 2 curves with split Jacobians. In addition, our analysis of the splitting of certain families of genus 2 curves extends work of Satoh [31] , Gaudry and Schost [20] , and Duursma and Kiyavash [11] and may be of interest outside the field of cryptography.
Outline. In Section 2 we introduce notation and recall some basic facts about abelian varieties. In Section 3 we introduce and study Weil restriction, which is the process by which, given a finite, separable extension of fields L/K, we can interpret a variety V over L as a higher-dimensional variety V over K. Our main result is that Jacobians that are isogenous over F q d to a product of isomorphic elliptic curves E/F q are isogenous over F q to subvarieties of the Weil restriction of E from F q d to F q . We also study when these subvarieties are simple.
In Section 4 we study two specific families of genus 2 curves with split Jacobians, paying careful attention to the minimal field over which this splitting occurs. We apply the theory developed in Section 3 to determine precisely the subvarieties of Weil restrictions to which these Jacobians are isogenous.
In Section 5 we put the theory to work in the form of algorithms that can be used to produce genus 2 curves with pairing-friendly Jacobians. We give two algorithms that produce a pairing-friendly Frobenius element: one modeled on the algorithm of Cocks and Pinch [9] that is very flexible, and one modeled on the algorithm of Brezing and Weng [6] that is more restrictive but leads to smaller ρ-values. Section 6 gives examples of pairing-friendly genus 2 curves produced by our algorithms.
In Section 7 we describe an extension of our techniques that generalizes a method of Freeman, Scott, and Teske [13, Section 6.4] , and give some examples produced by this method. We conclude in Section 8 with some open questions.
Abelian varieties
We assume throughout that all fields are perfect. We first recall some background on abelian varieties. An abelian variety is a complete, connected group variety. An elliptic curve is a one-dimensional abelian variety, and an abelian surface is a twodimensional abelian variety.
An isogeny of abelian varieties is a surjective morphism of varieties that is a group homomorphism. Two varieties A, A over F are isogenous if there is an isogeny between them that is defined over F . (If there is an isogeny defined over an extension field F then the two varieties are isogenous over F .) An abelian variety A over F is simple if it is not isogenous (over F ) to a product of two abelian varieties of positive dimension. We say A is absolutely simple if it remains simple when base-extended to an algebraic closure F of F .
If A is an abelian variety over a field F , we use End(A) to denote the ring of endomorphisms of A that are defined over F , and we use End F (A) to denote the ring of endomorphisms of A that are defined over F . If A is an ordinary, absolutely simple abelian variety over a finite field, then these two rings are equal.
A twist of an abelian variety A over F is an abelian variety A over F that is isomorphic to A over F . The degree of the twist is the degree of the smallest field extension F /F such that there is an isomorphism φ : A → A defined over F .
Let F q be a finite field of q elements and p = char(F q ). An abelian variety A/F q is ordinary if #A(F q )[p] = p dim A , and A is supersingular if it is isogenous over F q to a product of non-ordinary elliptic curves. If dim A ≥ 2, then it is possible that A is neither ordinary nor supersingular.
If A is an abelian variety over F q , we let f A,q (x) denote the characteristic polynomial of the q-power Frobenius endomorphism of A. This is a q-Weil polynomial: a monic polynomial in Z[x] all of whose roots have absolute value
We will make extensive use of the following facts. 
Proof. 
1/e ) is isomorphic to the center of End(A) ⊗ Q, and if e is as in part (c) then e 2 is the degree of End(A) ⊗ Q over its center. By [37, Theorem 7.2 ], if A is ordinary then End(A) is commutative, and the result follows.
If A is ordinary and simple, we say that f A,q is an ordinary q-Weil polynomial and its roots are ordinary q-Weil numbers.
Weil restrictions
We now recall the concept of Weil restriction, also known as restriction of scalars. Let L/K be a finite (separable) extension of fields. The Weil restriction from L to K, denoted Res L/K , is a functor from varieties over L to varieties over K. On the level of affine varieties, the Weil restriction of a variety X defined over L can be obtained by the following process: It holds that dim X = [L : K] dim X. For projective varieties X we can apply this procedure on affine open subsets and glue the results together to obtain X . If X is an abelian variety, then X is as well, since on affine patches we can apply the same process to the equations defining the group law. For further details see [38, Section 1.3] .
In this paper we focus on abelian varieties described by the following proposition, whose proof was shown to us by Marco Streng. We repeat that all fields are assumed to be perfect. Proposition 3.1. Let A be a g-dimensional simple abelian variety defined over a field K. Let L be a finite extension of K, and suppose A is isogenous over L to a product of g isomorphic simple abelian varieties B defined over K. Then A is isogenous over K to a subvariety of the Weil restriction Res L/K (B).
Proof. By the functoriality of Weil restriction, any map φ :
be a basis of L as a K-vector space, with α 1 ∈ K, and let x i be the variables defining A/L on some affine open subset U . Then B ∩ U is defined by writing x i = y i1 α 1 + · · · + y id α d and intersecting Res L/K (A) with the hyperplanes defined by y ij = 0 for all i and j = 2, . . . , d, and these patches can be glued to obtain all of B. Thus A is isogenous to a subvariety of (Res L/K (B)) g , and since A is simple it must be isogenous to a subvariety of Res L/K (B).
When L and K are finite fields, it is important to know how the characteristic polynomials of Frobenius of A and Res L/K (A) are related. It is known that for any prime = char K, the -adic representation of Gal(K/K) on the Tate module V (X ) is the induced representation of Gal(K/L) on V (X). The next proposition is an immediate consequence of this fact (see [10, Proposition 1.21] ). We give here a direct elementary proof starting from the fact that for any variety X and any K-algebra R, we have
scheme-theoretically [4, Section 7.6]. Furthermore, if X is a group variety then (3.1) is a group isomorphism.
Proposition 3.2. Let A be an abelian variety over a finite field F q d , and let A = Res
Proof. Our proof uses the properties of resultants. If K is a perfect field and f, g ∈ K[x], the resultant of f and g is
Let X be an abelian variety over F q and let π be the q-power Frobenius endomorphism of X. Since X(F q ) is the kernel of π − 1, then #X(F q ) = f X,q (1). Furthermore, since π m is the q m -power Frobenius endomorphism for any m ≥ 1, we have
The expression on the right-hand side is the mth cyclic resultant of f X,q . Now fix positive integers m and d, and let a, b, c be such that a = gcd(m, d), m = ab, and
We thus have
by taking ath roots of ζ,
(Note that we can ignore the minus signs arising in (3.2) since f A,q d has even degree.) It now follows from (3.3) that for all m,
By an argument of Kedlaya [23, Section 8] , a q-Weil polynomial is determined uniquely by its sequence of cyclic resultants, so we conclude that
3.1. Primitive subgroups. Our main construction involves taking an abelian variety defined over a field K, base extending to a finite extension L, and then taking the Weil restriction back down to K. If L/K is cyclic, then this Weil restriction decomposes nicely into factors that correspond to the subfields of L containing K. The factor which is "new" for L, in other words, which does not appear as a factor in the Weil restrictions for proper subfields of L, was studied by Frey, Kani, and Völklein [15] , and in cryptographic contexts by Rubin and Silverberg [29, 28] . This factor, known as a primitive subgroup, is defined as follows. 
where Tr L/F ∈ End(Res L/K (A)) is the natural map induced by the usual trace map from A(L) to A(F ); more precisely, it is the image of 
Now suppose K is a finite field F q ; in this case we use 
Over extension fields of F q we cannot determine the group structure of V d (A) so precisely, but we can determine the characteristic polynomial of Frobenius, which allows us to compute the number of points of V d (A) over any extension of F q . . Let A be a g-dimensional abelian variety over F q , and write
Then the characteristic polynomial of Frobenius of
where ζ is a primitive dth root of unity and ϕ is the Euler totient function.
is isogenous to the quadratic twist A of A, with A defined over F q and isomorphic to A over F q 2 .)
Corollary 3.7. Let A be an abelian variety defined over a finite field F q . Then there is an isogeny decomposition 
Diem [10, Theorem 5] proves the statement using representation theory; we give an alternative proof.
Proof. Let α be the q-power Frobenius element of A (so K = Q(α)) and let ζ be a primitive dth root of unity. Since α d is the q d -power Frobenius element of A, our hypotheses on A imply that Q(α d ) has degree 2·dim A, and therefore
, this implies that α ∈ Q(ζα) and thus Q(ζα) = Q(ζ, α). Since
.
By Proposition 3.4, the algebraic integer ζα is a root of f V d ,q , which has degree 2 · dim A · ϕ(d). We conclude that f V d ,q is irreducible, and thus
We will use the result Q(ζα) = Q(ζ, α) in subsequent proofs, so we state it here as a lemma.
Lemma 3.9. Let A be an abelian variety over F q . Let α be the q-power Frobenius endomorphism of A, and let ζ be a root of unity. If A is ordinary and absolutely simple, then Q(ζα) = Q(ζ, α).
If A is an elliptic curve, we can determine the structure of V d precisely in the cases where it splits; see also [10, Corollary 8] .
Proposition 3.10. Let E/F q be an ordinary elliptic curve, and let d ≥ 3 be an
is isogenous to the product of two simple, non-isogenous abelian varieties of dimension ϕ(d)/2.
Proof. Let α ∈ K be a root of f E,q . By Proposition 3.4, the roots of
If these are not all distinct, then α/α = α 2 /q is a root of unity and therefore E is supersingular, a contradiction. By Lemma 3.9, we have Q(
is isogenous to the product of two simple abelian varieties of dimension ϕ(d)/2. Since the roots of f V d ,q are distinct, these factors are not isogenous.
Non-simple abelian surfaces.
We now give some examples of genus 2 curves whose Jacobians are isogenous over an extension field to a product of isomorphic elliptic curves. We will see that in certain cases, the Jacobians of these curves realize, up to isogeny, the primitive subgroups discussed in the previous section.
In the following we let K be a perfect field of characteristic not equal to 2 or 3. Our first example was described by Satoh [31] and Gaudry and Schost [20, Section 4]; we give an alternative construction that allows us to determine explicitly the fields of definition of the various maps. Proposition 4.1. Let C : y 2 = x 5 + ax 3 + bx be a hyperelliptic curve over K, let c = a/ √ b ∈ K, and let i ∈ K be a primitive fourth root of unity. Then Jac(C) is isogenous over K(b 1/8 , i) to E × E, where
is an elliptic curve defined over K(b 1/2 ) with
Proof. The curve C is isomorphic to C :
, and the curve C is defined over K(b 1/2 ). We write C in weighted projective coordinates [x : y : z], where x, y, z have weights 1, 3, 1, respectively. Substituting u = (x+z)/2, v = (x − z)/2 gives a map ρ to the curve
with both ρ and C defined over
give maps from C to E (in standard projective coordinates) that are restrictions of maps on P 2 defined over K and
2 ; the fact that C is nonsingular implies c = ±2 and thus E is nonsingular. The calculation of j(E) is straightforward.
It remains to show that Jac(C) is isogenous over
) and induces a map λ : Jac(C) → E × E. We claim that λ is an isogeny. Since ρ and φ are isomorphisms, it suffices to show that ((ψ 1 × ψ 2 )∆) * : Jac(C ) → E × E has finite kernel. This fact follows from an argument of Cassels and Flynn [8, p.155 , footnote]; we include a detailed proof for completeness.
Let O = [0 :
with P, Q ∈ C (F q ), where denotes the hyperelliptic involution [u : . If y 1 and y 2 are both nonzero, then it follows that P = Q, in which case the divisor D is linearly equivalent to zero. On the other hand, if y 1 = y 2 = 0, then
where α is a root of the right hand side of (4.1). Since α can take three distinct values, we conclude that the kernel of ((ψ 1 × ψ 2 )∆) * has order four.
We now consider an analogous family of degree 6 curves. These curves have also been studied by Duursma and Kiyavash [11, Section 4.2] and Gaudry and Schost [20, Section 3] . As before, our construction allows us to keep track of the fields of definition over which the various maps are defined. Proposition 4.2. Let C : y 2 = x 6 + ax 3 + b be a hyperelliptic curve over K, let c = a/ √ b ∈ K, and let ζ 3 ∈ K be a primitive cube root of unity. Then Jac(C) is isogenous over K(b 1/6 , ζ 3 ) to E × E, where
The map φ is defined over K(b 1/6 ), and the curve C is defined over K(b 1/2 ). Writing C in weighted projective coordinates [x : y : z] and substituting u = (x + z)/2, v = (x − z)/2 gives a map ρ to the curve
3 ; the fact that C is nonsingular implies c = ±2 and thus E is nonsingular. The calculation of j(E) is straightforward.
Let E c be the elliptic curve of (4.3), parametrized by c. Then the function
] maps C to the elliptic curve E −c (also in standard projective coordinates). Both ψ 1 and ψ 2 are are restrictions of maps on P 2 defined over K. Thus the map
). An argument as in the proof of Proposition 4.1 shows that this map induces an isogeny λ : Jac(C) → E c × E −c .
It remains to show that E c and E −c are isogenous over K(b 1/6 , ζ 3 ). By taking the second derivative of the equation for E c , we find that E c has rational 3-torsion points at (1, ±8). Taking the quotient of E c by the order-3 subgroup generated by these points gives a curve
The curve E c is isomorphic to E −c over K(ζ 3 ) by the map
We conclude that E c and E −c are 3-isogenous over K(b 1/6 , ζ 3 ).
Remark 4.3. If x 6 +ax 3 +b has a root in K, then we can move that root to infinity to obtain a degree 5 model for C. In general, arithmetic and pairing operations on a hyperelliptic curve with an imaginary (i.e., odd-degree) model are faster than the same operations on a curve with a real (i.e., even-degree) model, though there have been some recent advances in the latter case [18, 19] . However, to unify our presentation we will continue to use the degree 6 model when working with the curves of Proposition 4.2.
For the remainder of this section we let K = F q be a finite field of characteristic greater than 3. Combining Propositions 4.1 and 4.2 with the results of Section 3 gives the following.
Theorem 4.4. Let C : y 2 = x 5 + ax 3 + bx be a hyperelliptic curve over F q , and suppose Jac(C) is ordinary. Let E be the elliptic curve given by (4.1), with
, then Jac(C) is simple and isogenous over F q to V 4 (E).
Proof. The hypothesis on b implies that i ∈ F q and
C → E be as in Proposition 4.1. Since i ∈ F q , the maps ψ 1 ρ, ψ 2 ρ : C → E are both defined over F q . Thus the map (ψ 1 × ψ 2 )∆ρ :
We claim that one of ±iα is a root of f Jac(C),q . To show this, we first observe that C is isomorphic over
is not a square in F q 2 , and therefore
2 is a root of f Jac(C),q 2 (x) and thus one of ±iα is a root of f Jac(C),q . Since Jac(C), and hence E, is ordinary, we may now apply Lemma 3.9 to A = E to conclude that Q(iα) = Q(i, α). Since α ∈ Q(i), the field Q(i, α) has degree 4 over Q. Thus f Jac(C),q is a degree 4 polynomial with a root that defines a degree 4 number field, so it is irreducible. By Theorem 2.1, Jac(C) is simple.
By Proposition 3.1, Jac(C) is isogenous over F q to a subvariety of X = Res Fq 4 /Fq (E). By Corollary 3.7, the variety X is isogenous to
Since Jac(C) is simple, it must be isogenous to V 4 (E).
Theorem 4.5. Let C : y 2 = x 6 + ax 3 + b be a hyperelliptic curve over F q , and suppose Jac(C) is ordinary. Let E be the elliptic curve given by (4.3),
, then Jac(C) is simple and isogenous over F q to V 3 (E).
Proof. The hypothesis on b implies that ζ 3 ∈ F q and F q (b 1/6 ) = F q 3 . By Proposition 4.2, Jac(C) is isogenous over F q 3 to E ×E. By Proposition 3.1, Jac(C) is isogenous over F q to a subvariety of X = Res F q 3 /Fq (E). By Corollary 3.7, X is isogenous to
is simple by Proposition 3.8. Since Jac(C) is two-dimensional, it must be isogenous to V 3 (E).
In both of the above cases, the condition that Jac(C) is ordinary is easy to test: if Jac(C) is not ordinary then the elliptic curve E given by (4.1) or (4.3) is supersingular and has q + 1 − t points over F q , with t ∈ {0, ± √ q, ±2 √ q} (since char F q > 3). Choosing a random point P ∈ E(F q ) and multiplying by the possible group order(s) will quickly determine (with high probability) whether E, and thus Jac(C), is ordinary. If b is not a square, we can perform the same analysis as in Theorems 4.4 and 4.5, but in this case equations (4.2) and (4.4) lead us to expect that the elliptic curve E has j(E) ∈ F q . In the cases where j(E) ∈ F q , we have the following results: Proposition 4.6. Let C : y 2 = x 5 + ax 3 + bx be a hyperelliptic curve over F q , and let p = char F q . Let E be the elliptic curve given by (4.1)
2 and j(E) ∈ F q , then one of the following holds:
(1) a = 0, j(E) = 8000, and Jac(C) is:
• supersingular, if p ≡ 5, 7 (mod 8).
• ordinary, simple, and isogenous to V 4 (E), if q ≡ 3 (mod 8), or • ordinary, simple, and isogenous to a subvariety of
√ −7, j(E) = −3375, and Jac(C) is supersingular.
Proof. Set c = a/ √ b and let j(c) denote the right hand side of (4.2). Since the
gives all values of c for which j(c) ∈ F q . We find the solutions {0, ±2, ± 10 9 √ −7}. The solutions c = ±2 give singular curves so we can ignore them. If c = 0, then Propositions 4.1 and 3.1 imply that j(E) = 8000 and Jac(C) is isogenous over F q to a subvariety of Res F q 8 /Fq (E). Since C is isomorphic over F q to the curve y 2 = x 5 + x, we can apply [16, Theorem 3] to conclude that Jac(C) is ordinary if p ≡ 1, 3 (mod 8) and supersingular otherwise. In the ordinary case the fact that j(E) = 8000 implies End(E) ⊗ Q ∼ = Q( √ −2). Suppose Jac(C) is ordinary. Let φ : C → C , ρ : C → C , ∆ : C → C × C , and ψ 1 , ψ 2 : C → E be as in Proposition 4.1. The maps ψ 1 ρ, ψ 2 ρ : C → E are defined over F q and F q (i), respectively. Furthermore, we note that
by the map (x, y) → (b 1/4 x, y). We consider the two cases q ≡ 1, 3 (mod 8) separately.
If q ≡ 1 (mod 8), then i ∈ F q and F q (b 1/4 ) = F q 4 . Thus the map (ψ 1 × ψ 2 )∆ρ : C → E ×E induces an isogeny from Jac(C ) to E ×E defined over F q . By Theorem 2.1, we have f Jac(C ),q (x) = f E,q (x) 2 . Write f E,q (x) = (x−α)(x−α). Since b 5/4 is a nonsquare in F q 4 , our observation (4.5) implies that f Jac(C),q 4 (x) = f Jac(C0),q 4 (−x). Since α 4 is a root of f Jac(C ),q 4 (x) = f Jac(C0),q 4 (x), it follows that −α 4 is a root of f Jac(C),q 4 (x) and thus ζ 8 α is a root of f Jac(C),q (x) for some primitive 8th root of unity ζ 8 ∈ Q.
Since Jac(C), and hence E, is ordinary, we may apply Lemma 3.9 to A = E to deduce that Q(ζ 8 α) = Q(ζ 8 , α) = Q(ζ 8 ), with the last equality following from
. It follows from Proposition 3.4 that f Jac(C),q divides f V8(E),q , and thus Jac(C) is isogenous to a subvariety of V 8 (E). By Proposition 3.10, Jac(C) is simple.
If q ≡ 3 (mod 8), then i ∈ F q 2 \ F q and F q (b 1/4 ) = F q 2 . Let g(X) be the right hand side of (4.1). Then θ : (X, Y ) → (−X, iY ) gives an isomorphism from E to the quadratic twist E : −Y 2 = g(X), and furthermore, the map θψ 2 is defined over F q . An argument as in the proof of Proposition 4.1 shows that the map (ψ 1 × θψ 2 )∆ρ : C → E × E induces an isogeny from Jac(C ) to E × E defined over F q . By Theorem 2.1, we have f Jac(C ),
it follows that −α 2 is a root of f Jac(C),q 2 (x) and thus one of ±iα is a root of f Jac(C),q . Continuing the analysis as in Theorem 4.4, we conclude that Jac(C) is simple and isogenous to V 4 (E).
Finally, if c = ± 10 9 √ −7, then from (4.2) we have j(E) = −3375, so E is the reduction of the curve over Q with CM by Z[ √ −7] (see [32, Section A.3] ). If c = 0 then p = 5 or 7 and Jac(C) is supersingular by the analysis above. If c = 0 then our assumption on b implies that −7 is a non-square in F * q , and therefore p is inert in Q( √ −7). By a standard result of CM theory (see [24, Theorem 13.12] ), this implies that E is supersingular, and thus Jac(C) is as well.
Remark 4.7. If a = 0 and q ≡ 1 (mod 8) we have obtained the "Type I" case of Kawazoe and Takahashi [22] , while if a = 0 and q ≡ 3 (mod 8) we have obtained the "Type II" case. Further analysis of the special case a = 0, including a formula for f Jac(C),q (x) in terms of b and q only, can be found in [16] .
(1) a = 0, j(E) = 54000, and either Jac(C) is supersingular or Jac(C) is ordinary and not simple;
, and Jac(C) is supersingular; or
, and Jac(C) is supersingular.
Proof. We set c = a/ √ b and let j(c) be defined by the right hand side of (4.4). The solutions to j(c) = j(−c) are {0, ±2, ±5 √ −2, ± 1 2 √ −11}. The solutions c = ±2 give singular curves so we can ignore them. If c = 0, then Propositions 4.2 and 3.1 imply that Jac(C) is isogenous over F q to a subvariety of Res F q 6 /Fq (E ) with j(E ) = 54000. If E is supersingular then Jac(C) is supersingular. If E is ordinary then End(E ) ⊗ Q ∼ = Q(ζ 3 ) (see [32, Section A.3] ). By Proposition 3.10, the varieties V 3 (E) and V 6 (E) are not simple, and thus Jac(C) is ordinary and not simple.
If c = ±5 √ −2 or c = ± q , so Jac(C) is supersingular. If c = 0 then either p (= char F q ) = 5 and j(E) = 0, or p = 11 and j(E) = 1728. In both cases the curve E is isomorphic over F p to an elliptic curve E /F p that has an automorphism that does not commute with the p-power Frobenius endomorphism of E . Thus E is supersingular.
Constructing Pairing-Friendly Curves
We now turn our attention to constructing pairing-friendly abelian varieties, which informally are abelian varieties that have small embedding degree with respect to a large prime-order subgroup. We call a curve pairing-friendly if its Jacobian is so. We first define the embedding degree, which is the degree of the field extension of F q in which the Weil and Tate pairings take their values.
Definition 5.1. Let A be an abelian variety defined over F q , where q = p m for some prime p and integer m. Let r = p be a prime dividing #A(F q ). The embedding degree of A with respect to r is the smallest integer k such that r divides q k − 1.
Let A be a simple (though not necessarily absolutely simple) abelian variety over F q . Let π be the Frobenius endomorphism of A; we will also use π to refer to a root of f A,q . From this point on we will assume that K = Q(π) is the full endomorphism algebra End(A) ⊗ Q; in particular, this is the case when A is ordinary. Under these assumptions, we have [K : Q] = 2 · dim A (see Theorem 2.1), and the number of F q -rational points of A is given by #A(
We can thus express the conditions for A being pairing-friendly as follows.
Proposition 5.2. Let A/F q be a simple abelian variety with Frobenius endomorphism π, and assume K = Q(π) equals End(A) ⊗ Q. Let k be a positive integer, let Φ k be the kth cyclotomic polynomial, and let r be a prime not dividing kq. If
then A has embedding degree k with respect to r.
It follows from Proposition 5.2 that the property of being pairing-friendly depends only on the isogeny of class of A.
The following result relates the "pairing-friendliness" properties of elliptic curves over extension fields and primitive subgroups of Weil restrictions.
Proposition 5.3. Let A be an ordinary, simple abelian variety defined over a finite field F q . Let r be prime and k, d be integers with r kq. Assume that (1) d is the smallest integer such that A(F q d ) has a point of order r, and (2) Φ k (q) ≡ 0 (mod r). Then A base extended to F q d has embedding degree k/ gcd(k, d) with respect to r, and V d /F q has embedding degree k with respect to r.
Proof. Assumption (1) implies that V d (F q ) has a point of order r. Assumption (2) thus implies directly that V d /F q has embedding degree k with respect to r. Furthermore, one can show (see e.g. [29, Lemma 5.2 
, and thus A/F q d has embedding degree k/ gcd(k, d) with respect to r.
Remark 5.4. If A/F q has embedding degree k with respect to r and q is not prime, then the Weil and Tate pairings on E may take values in a proper subfield of F q k , called the minimal embedding field [21] . If p = char(F q ), then the minimal embedding field is F p (ζ r ), where ζ r is a primitive rth root of unity in F p . In this case, the security of cryptosystems based on A will be determined not by the embedding degree but by the size of the minimal embedding field. For example, if A is as in Proposition 5.3 and d k, then A/F q d has embedding degree k = k/ gcd(k, d) but the minimal embedding field is F q k , which is a proper subfield of F (q k d ) . For the remainder of our discussion we will have q prime and d | k, so we may safely continue to work with the embedding degree only.
Combining Proposition 5.3 with the results of Section 3.1, we see that for any integer d, we can construct simple pairing-friendly abelian varieties
by constructing elliptic curves E/F q that become pairing-friendly when base extended to F q d . In general the variety V d will not be the Jacobian of a curve, so one will have to use the "compression" technique of Rubin and Silverberg [29, Section 10] 
Condition (1) holds if and only if N K/Q (π d −1) ≡ 0 (mod r) and N K/Q (π e −1) = 0 (mod r) for all e < d. These two conditions, in turn, hold if and only if there is a prime r of O K over r such that π d ≡ 1 (mod r) and both π e ≡ 1 and π e ≡ 1 (mod r) for all e < d. It follows that we must have
for some primitive dth root of unity ζ d ∈ F r and some prime r | r in O K . Condition (2) holds if and only if ππ is a primitive kth root of unity ζ k mod r; without loss of generality we may assume that this congruence is modulo the same r as above. This implies that
Since condition (1) requires π e ≡ 1 (mod r) for all e < d, we must also require that the order of ζ k /ζ d in (O K /rO K ) * be at least d. This order may depend on the specific kth and dth roots of unity chosen, but if we assume k > d then ζ k /ζ d always has order k.
We can use the congruences (5.1) and (5.2) as the basis for either a Cocks-Pinch type algorithm or a Brezing-Weng type algorithm to construct π. The former has the advantage of applying to arbitrary embedding degree k and imposing few conditions on the subgroup size r; the latter has the advantage of producing smaller field sizes q relative to r for certain embedding degrees k and a more restricted set of subgroup sizes r.
Our first algorithm is based on Freeman, Stevenhagen, and Streng's generalization of the Cocks-Pinch algorithm [14] , and is as follows:
Algorithm 5.5. Input: integers k, d with d | k and d < k, a quadratic imaginary field K, and a real number b. Output: a q-Weil number π ∈ K, with q prime, and a prime r.
(1) Choose a prime r > 2 b−1 such that r ≡ 1 (mod k), r > 2 · disc(O K ), and r splits in O K . (2) Choose a primitive kth root of unity ζ k ∈ F r and a primitive dth root of unity
and q = ππ is prime. (5) Output π and r.
The method of Brezing and Weng [6] has the same structure as the Cocks-Pinch algorithm, except we replace the ring of integers O K with the polynomial ring K[x]. The algorithm generates polynomials π(x) and r(x) and searches for values of x for which q(x) = π(x)π(x) is prime and r(x) is prime or has a large prime factor. For this to be possible q(x) must satisfy certain conditions, incorporated in the following definition.
Definition 5.6. Let f (x) ∈ Q[x] be a non-constant, irreducible polynomial with positive leading coefficient. We say f is a Bateman-Horn polynomial if (1) f (x) ∈ Z for some x ∈ Z, and (2) gcd({f (x) : x, f (x) ∈ Z}) = 1. Definition 5.6 derives its nomenclature from the conjecture of Bateman and Horn [2] , which says that if f ∈ Q[x] satisfies conditions (1) and (2), then f (x) takes on an infinite number of prime values, and furthermore gives a heuristic asymptotic formula for the number of prime values.
1
Our algorithm is based on Freeman's generalization of the Brezing-Weng algorithm [12] , and is as follows:
Algorithm 5.7. Input: integers k, d with d | k and d < k, a quadratic imaginary field K, and a real number b. Output: a q-Weil number π ∈ K, with q prime, and a prime r.
contains K and a primitive kth root of unity. (2) Choose a primitive kth root of unity ζ k ∈ L and a primitive dth root of unity
and q(x) = π(x)π(x) ∈ Q[x] is a Bateman-Horn polynomial. (5) Find an integer x 0 such that π(x 0 )π(x 0 ) is prime and r(x 0 ) has a prime factor greater than max(2 b−1 , 2 · disc(O K )). (6) Output π(x 0 ) and the largest prime factor of r(x 0 ).
If π(x) and r(x) are as produced by Algorithm 5.7, we say that (π(x), r(x)) parametrizes a family of pairing-friendly Frobenius elements, and we often refer to (π(x), r(x)) as a family.
Theorem 5.8. Suppose π, r are output by Algorithm 5.5 or 5.7, on inputs k, d, and K. Let q = ππ and assume r = q. Let E/F q be an elliptic curve with Frobenius endomorphism π. Then E is ordinary, E base extended to F q d has embedding degree k/d with respect to r, and V d (E) has embedding degree k with respect to r.
Furthermore, if d is even then the quadratic twist of E over F q d/2 has embedding degree 2k/d with respect to r.
Proof. To prove the statements in the first paragraph it suffices to show that E satisfies the hypotheses of Proposition 5.3. To start, the assumption r > 2 disc(K) implies that q > disc(K), and thus q is unramified in O K . Since q is prime, the curve E is supersingular if and only if π = ± √ −q, so we deduce that E is ordinary. Since E is an elliptic curve it is necessarily simple. Next, in both cases we have r ≡ 1 (mod k) and thus r k, and by assumption r q. By construction, since r d and k > d, d is the smallest integer such that N K/Q (π d − 1) ≡ 0 (mod r) and thus the smallest integer such that E(F q d ) has a point of order r. Finally, the fact that Φ k (q) ≡ 0 (mod r) follows immediately from the construction. The "furthermore" statement follows from Corollary 3.6.
Remark 5.9. The "furthermore" clause of Theorem 5.8 shows that when d = 4, we can use our algorithms to construct pairing-friendly elliptic curves of the type considered by Galbraith, Lin, and Scott [17] , i.e., curves E over F q 2 with j(E) ∈ Let π be a q-Weil number output by Algorithm 5.5 or 5.7. We can use the complex multiplication method (or CM method) to construct an ordinary elliptic curve E with Frobenius endomorphism π. This method, developed originally by Atkin and Morain [1] , constructs an elliptic curve E whose endomorphism ring is isomorphic to a given order O in a quadratic imaginary field K. If H is the Hilbert class field of O then j(E) ∈ H. Since p = (π) is a principal degree one prime of K over q, the prime p splits completely in H. It follows that E has good ordinary reduction at all primes of H over p, any reduction E also has endomorphism ring isomorphic to O, and the Frobenius endomorphism of any such E is equal to ζπ for some root of unity ζ ∈ O. (See [7, Section 3] for further details.)
This discussion leads naturally to the issue of twisting. Algorithms 5.5 and 5.7 produce q-Weil numbers π, but the CM method produces an elliptic curve E whose Frobenius endomorphism is ζπ for some root of unity ζ. The curve E is a degree e twist of E , where e is the order of ζ. Thus for any order O = Z[i] or Z[ζ 3 ], the desired curve E is isomorphic to the constructed curve E over at most a quadratic extension of F q . In this case the integer e is usually determined by taking a random point P ∈ E and multiplying it by (p + 1 − Tr K/Q (π)). If the result is O then (with high probability) e = 1; otherwise e = 2. (Rubin and Silverberg [30] have offered an alternative, deterministic method for determining the correct twist.)
We will return to the special cases of O = Z[i] or Z[ζ 3 ] in Section 5.4 below. For now we note the following result, which we will apply when we use the outputs of Algorithms 5.5 or 5.7 to construct pairing-friendly curves of the types discussed in Section 4.
Proposition 5.10. Suppose E and E are elliptic curves over F q that are quadratic twists of each other.
(
are quadratic twists of each other.
Proof. If π and π are the Frobenius elements of E and E respectively, then since E and E are quadratic twists of each other we have π = −π . The statement now follows from Proposition 3.4 and properties of cyclotomic polynomials.
5.2.
Constructing pairing-friendly genus 2 curves. In the previous section we showed how to construct the Frobenius element of an elliptic curve E such that
is isogenous to the Jacobian of a genus 2 curve. We now describe step-by-step the method for finding a curve whose Jacobian is isogenous to V d (E). Again let K be a quadratic imaginary field and let π ∈ K be output by Algorithm 5.5 or 5.7, with q = ππ prime. Let E be an elliptic curve over F q with Frobenius endomorphism π. For future reference, we let j 0 be the j-invariant of E. By construction, E satisfies conditions (1) and (2) of Proposition 5.3, and therefore V d (E) has embedding degree k with respect to r.
is not simple let A be a simple factor of V d (E) that has a point of order r.
We now consider the case where A has dimension 2. By Propositions 3.8 and 3.10, this occurs if and only if
In most cases where (5.3) holds, we can use the following algorithm to construct a genus 2 curve whose Jacobian is isogenous over F q to V d (E). (a) Choose a random point P ∈ Jac(C)(F q ).
We see from this description that the "Type I" curves of Kawazoe and Takahashi [22] are produced by our algorithm when K = Q( √ −2), d = 4 or 8, and c = 0. The "Type II" curves can be produced by a similar procedure when K = Q( √ −2), d = 4, and q ≡ 3 (mod 4): in Step (3) we set a = 0 and choose b to be a nonsquare.
Theorem 5.12. Suppose π, r are output by Algorithm 5.5 or 5.7 on inputs k, d, and K, with K not isomorphic to Q(i) or Q(ζ 3 ). Assume ππ = r. Suppose Algorithm 5.11 is run on inputs π and d. If the algorithm outputs a curve C, then Jac(C) is ordinary and simple and (with high probability) has embedding degree k with respect to r. (The fact that Jac(C) is ordinary is guaranteed by Theorem 5.8.) It follows from these results that Jac(C) is isogenous over F q to a subvariety of V d (E), where E is an elliptic curve over F q with j-invariant as computed in Step (1). Since K is not isomorphic to Q(i) or Q(ζ 3 ), any elliptic curve over F q with this j-invariant is either E or its quadratic twist E .
By Step (6) allows us to determine the correct twist with high probability.
Remark 5.13. If we want to guarantee that Algorithm 5.11 does not output ⊥ in
Step (2), we must ensure that the appropriate equation (4.2) or (4.4) has a root in F q . To find inputs where this is the case, we substituted j-invariants of CM elliptic curves over Q into the two equations and determined when the appropriate polynomial has a root c in either Q or a quadratic extension of Q. The results appear in the following table: 
5.3.
Measuring efficiency: ρ-values. Let A/F q be a g-dimensional abelian variety that has embedding degree k with respect to a subgroup of order r. If we are using A in a cryptographic protocol, then the cryptographic elements (e.g., keys, ciphertexts, signatures) usually include points on A(F q ), while security depends on the size r of the pairing-friendly subgroup. Since points on A(F q ) are described in terms of elements of F q , then to minimize bandwidth and storage space we want q to be as small as possible. Since #A(F q ) = q g + O(q g−1/2 ), the "optimal" size of q is approximately r 1/g . To measure how far A strays from this optimum, we define a parameter ρ as follows:
Now suppose we are given a pair of polynomials (π(x), r(x)) as in Algorithm 5.7 that parametrize Frobenius elements and group orders. If π ∈ K[x] we set g = 
If A is an abelian variety with Frobenius element π(x 0 ), then for large values of x 0 we have ρ(A) ≈ ρ(π(x), r(x)). We now examine the ρ-values of the abelian varieties produced using Algorithms 5.5 and 5.7. We start with Algorithm 5.5. That algorithm takes as input a CM field K = Q( √ −D) and constructs a π = u + v √ −D ∈ O K with a prescribed residue modulo a factor r of r. We have no way a priori to control the size of u and v, so heuristically we expect π to be randomly distributed in O K /r. Since r has norm r, we expect |π| to be on average around the size of r. Thus heuristically we expect q = ππ to be roughly the size of r 2 . If C is output by Algorithm 5.11 on input π produced by Algorithm 5.5, then we expect ρ(Jac(C)) ≈ 4. Indeed, this is what we will observe in practice in Section 6.
On the other hand, we may do better with Algorithm 5.7. Here π(x) and r(x) are polynomials where r(x) has a prescribed residue modulo r(x). We can thus always find a π(x) with the desired residues and degree strictly less than deg r. Setting q(x) = π(x)π(x), we see that deg q < 2 deg r, and thus for large values of x the ρ-values of varieties produced by Algorithm 5.11 will be less than 4. Note that in this case 2ρ(π(x), r(x)) is a good estimate of the ρ-values of varieties produced by Algorithm 5.11; the factor of 2 comes from the increase in dimension when taking the Weil restriction. See Section 6 for examples.
While the optimal ρ-value is ≈ 1, in certain cases we have larger lower bounds for the ρ-value. Specifically, we have the following, Proposition 5.14. Let E/F q be an ordinary elliptic curve that satisfies the conditions of Proposition 5.3 for some r, k, and d. Let K = End(E) ⊗ Q and assume r is unramified in O K . Assume that ϕ(k) = ϕ(d) ≥ 2. Assume moreover that if ϕ(d) > 2 then d is a power of 2. Then for any > 0, there exists an N (depending on k and d but independent of q) such that whenever q > N , we have
Proof. Let π ∈ K be the Frobenius endomorphism of E. By Proposition 5.2, we have Φ k (ππ) ≡ 0 (mod r), while by Proposition 3.4, we have we have
We first consider the case where d is a power of 2. Observe that
so π + π ≡ 0 (mod q), contradicting the assumption that E is ordinary. Thus we have
Applying the triangle inequality to the right hand side of (5.5), we find that for sufficiently large q,
It follows that for < 2 and sufficiently large q we have
. We may assume that 2 √ q < q/2, and since |t| ≤ 2 √ q this implies that t = 0 or δ. If t = 0, then E is supersingular, a contradiction. On the other hand, if
). Since ϕ(k) = 2, the possible values of k are 3, 4, or 6. Thus we obtain
It now follows from (5.6) and the Hasse bound |t| ≤ 2 √ q that
| ≥ r for sufficiently large q. We conclude that for < 4/3 and sufficiently large q we have
5.4.
CM fields with extra roots of unity. In Theorem 5.12, which proves the correctness of Algorithm 5.11, we specifically excluded the CM fields Q(ζ 3 ) and Q(i), corresponding to (the isogeny classes of) elliptic curves with j-invariant 0 and 1728, respectively. The difficulty with these fields stems from the fact that the fields have more than two roots of unity, and thus over any given field F q there are more than two isogeny classes of elliptic curves with these j-invariants. We first consider the case K = Q(i). Fix an elliptic curve E/F q with j-invariant 1728. By Propositions and 3.8 and 3.10, if (5.3) holds then d = 3, 6, 8, or 12. For the case d = 8, it follows from Propositions 4.1, 4.2, 4.6, and 4.8 that no genus 2 curve having one of the forms considered in Section 4 can be defined over F q and isogenous over F q to a subvariety of V 8 (E). It is thus an open question to construct a genus 2 curve over F q with this property.
For the remaining values of d, we first observe that V 12 (E) has four simple twodimensional factors. It follows from Proposition 3.4 that each of these factors is isogenous to V 3 (E a ) for a distinct twist E a of E. Suppose π is a q-Weil number output by Algorithm 5.5 or 5.7 on inputs K = Q(i), d = 3, and any k divisible by 3. Then the curve C output by Algorithm 5.11 will be isogenous over F q to V 3 (E a ) for one of the twists E a , but it may not be the twist with Frobenius endomorphism π. By Proposition 5.10, we can take the quadratic twist of C to get V 3 of the quadratic twist of E a . However, if the correct curve is a quartic twist of E a then we cannot twist C to get V 3 of the correct curve -the quartic twist is defined over F q 4 but all twisting isomorphisms of C are defined over F q 6 .
If K = Q(i) and d = 3 we can still run Algorithm 5.11 and hope to produce a curve with embedding degree k, but even if Jac(C) is simple the algorithm is not guaranteed to output a curve with the desired properties. The above discussion suggests that heuristically, given a sufficiently random set of elements π we should expect Algorithm 5.11 to output the correct curve half the time. Indeed, this is what we find in practice: we ran Algorithm 5.5 2000 times with K = Q(i), d = 3, and k a random multiple of 3 in [6, 99] . We produced 1000 pairs π, r with r having 160 bits, and 1000 pairs π, r with r having 256 bits. Running Algorithm 5.11 on the outputs produced 507 pairing-friendly genus 2 curves in the first case and 519 pairing-friendly genus 2 curves in the second case.
The analysis is similar for the case K = Q(ζ 3 ). Fix an elliptic curve E/F q with j-invariant 0. By Propositions and 3.8 and 3.10, if (5.3) holds then d = 4 or 12. For the case d = 12, we see that no genus 2 curve that has one of the forms considered in Section 4 and is defined over F q can be isogenous over F q to a subvariety of V 12 (E). It is thus an open question to construct a genus 2 curve over F q with this property.
For the case d = 4 the analysis is as above: there are six twists of the curve E, grouped into three pairs of quadratic twists (E a , E a ), and the curve C output by Algorithm 5.11 is not necessarily isogenous to V 4 (E a ) for the twist E a with Frobenius endomorphism π. As before, we can still run Algorithm 5.11 and hope to find a curve with the desired properties; here we expect (heuristically) to find the correct curve one third of the time. The same experiment as above supports this reasoning: we found 332 pairing-friendly curves with a 160-bit r and 333 pairingfriendly curves with a 256-bit r, out of 1000 Frobenius elements π in each case.
6. Examples 6.1. Cocks-Pinch curves. We begin with examples of Cocks-Pinch type curves constructed using Algorithm 5.5. 6.2. Brezing-Weng families. We implemented Algorithm 5.7 in Magma [5] and did a systematic search for families with embedding degree k ≤ 100. For each k we did the following:
• If 3 | k, do the following for each D ∈ {1, 2, 5, 6, 7, 10, 11, 13, 14, 15}:
For each α ∈ A and β ∈ B, run Algorithm 5.7, with -r(x) = Φ (x) in
Step (1),
Step (2).
• If 4 | k, repeat the above for each D ∈ {2, 3, 5, 6, 7, 10, 11, 13, 14, 15}.
• If 8 | k, repeat the above with D = 2. Observe that the computed in
Step (2) is such that Q(ζ ) is the smallest cyclotomic field containing a primitive kth root of unity and the field K. We ignore values with ϕ( ) > 60 because for such it will difficult to find values of r(x) with a large prime factor of cryptographic size. (See the discussion of [13, Section 8] .) The sets A and B are constructed so that x α and x β range over primitive kth and dth roots of unity mod r(x), respectively. Table 1 lists all the embedding degrees for which we found families of Frobenius elements such that the ρ-value of the resulting genus 2 curve is less than 3.5. For each such embedding degree we list the smallest ρ-value of a family that we could use to produce an explicit curve, and the corresponding value of D. Embedding degrees marked with * indicate that the corresponding families were already found by Kawazoe and Takahashi [22] . A list of the values of π(x) for each k can be found in the Appendix. We now give some specific examples. Since q k has 2047 bits, this curve is suitable for applications at a security level equivalent to a 112-bit symmetric-key system. The precise ρ-value of Jac(C) is 2.976. Since q k has 17839 bits, this curve is suitable for applications at a security level equivalent to a 256-bit symmetric-key system. The precise ρ-value of Jac(C) is 3.491.
As discussed in Section 5.4, we can run Algorithms 5.5 or 5.7 with K = Q(i) or Q(ζ 3 ), but it is not guaranteed that we can use the output to find a genus 2 curve using Algorithm 5.11.
Example 6.5. Input to Algorithm 5.7:
Output from Algorithm 5.7:
2ρ(π(x), r(x)) = 8/3
x 0 = 2877297 With x 0 as above, we compute a 342-bit prime q(x 0 ) and a 258-bit prime group order r(x 0 ). The output from Algorithm 5.11 is C : y 2 = x 5 + 2x 3 + bx, where
Since q k has 3072 bits, this curve is suitable for applications at a security level equivalent to a 128-bit symmetric-key system. The precise ρ-value of Jac(C) is 2.651.
Let π(x), r(x) be as in Example 6.5. A sampling of a large number of values of x 0 such that π(x 0 )π(x 0 ) and r(x 0 ) are both prime suggests that Algorithm 5.11 will output a pairing-friendly curve in approximately one third of such cases. This finding conflicts with the analysis of Section 5.4, which suggests we should expect to find a pairing-friendly curve one half of the time, and we have no explanation for this phenomenon. However, we will see in the next section how to improve this probability.
Varying the CM field
Freeman, Scott, and Teske [13, Section 6.4] showed that if the polynomials π(x) ∈ K[x] and r(x) ∈ Z[x] generated in the Brezing-Weng method have a certain form, then one can perform a substitution to produce a different CM field K and polynomials π (x) ∈ K [x] and r (x) ∈ Z[x] that have the same embedding degree properties as the original π(x) and r(x). They suggest that one might wish to make such a change for reasons of security -being able to change the CM field K might foil any potential attacks on the discrete logarithm problem that are effective for specific CM fields (though at present we know of no such attacks). They also use the substitution in some cases where π(x)π(x) never takes on prime values; after the substitution π (x)π (x) may take on prime values.
In this section we describe how the observation of Freeman, Scott, and Teske applies to the polynomials constructed in Algorithm 5.7. We then apply this result to Example 6.5. Once we replace the CM field Q(i) with a field K that has only two roots of unity, Theorem 5.12 guarantees that for any x 0 such that π(x 0 )π(x 0 ) is prime, we can use Algorithm 5.11 to find a genus 2 curve whose Jacobian has the specified embedding degree.
Our construction uses the following result.
be an irreducible polynomial that is not even, and let
is irreducible, and We apply this result in the following construction, which generalizes Example 6.5. Proposition 7.2. Let k ≡ 9 or 15 (mod 18), let u(x) = Φ k (x), and define
Let K = Q(α) be a quadratic number field with α 2 ∈ Z square free and α
. Then r(x) is irreducible, and
where ζ 3 , ζ k ∈ Q are primitive 3rd and kth roots of unity, respectively.
Since k is a multiple of 3, x k/3 is a primitive cube root of unity mod u(x). Since gcd(k/3 + 2, k) = 1 if and only if k ≡ 0 or 6 (mod 9), we see that π(x)π(x) ≡ x 2k/3+2 mod u(x) is a primitive kth root of unity mod u(x). The fact that α 2 k implies that α ∈ Q[x]/(u(x)) ∼ = Q(ζ k ). The result now follows from Proposition 7.1.
Fix k and let η(x) be as in Proposition 7.2. Computations with Magma [5] show that η(x) is irreducible for all k < 1000 divisible by 3, and we conjecture that η(x) is irreducible for all such k. For any α as in Proposition 7.2, let π α (x) = η(αx); then π α (x) ∈ Q[x] (since k/3 is odd), so q α (x) = π α (x)π α (x) is irreducible if and only if η(x) is. In addition, if α 2 is odd then q α (x) is an odd integer, so there is hope that q(x) will take on prime values. However, we cannot say in general whether q α (x) is a Bateman-Horn polynomial; rather, we must check each value of α individually.
Let r α (x) = Φ k (αx)Φ k (−αx). In the case where q α (x) is a Bateman-Horn polynomial, we have ρ(π α (x), r α (x)) = (2k/3 + 2)/ϕ(k) (note that this is independent of α). The entries in Table 1 .) The smallest ρ-value for an abelian surface constructed using these families is for k = 27, in which case 2ρ(π(x), r(x)) = 20/9. Performing a search over α and x found the following example. Since q k has 15342 bits, this curve is suitable for applications at a security level equivalent to a 256-bit symmetric-key system. The precise ρ-value of Jac(C) is 2.214. The improvement in ρ-value by a factor of 1.5 over Example 6.4 means that computations on this curve will run much faster than computations on the curve of Example 6.4, which has the same security level.
If we fix α = √ −1, the closest we are able to get to the parameters of Example 7.3 is a 510-bit value for r and a 579-bit value for q (q 27 = 15608 bits), with x 0 = 23205. Thus to specify the bit sizes more precisely it is necessary to vary the field K = Q(α) in the search. Current methods to compute Hilbert class polynomials (required for
Step (1) of Algorithm 5.11) are feasible for discriminants D with |D| < 10 12 [33] ; the field of Example 7.3 is well within this range.
Open Questions
Our algorithms in Section 5 produce an algebraic integer π in a quadratic imaginary field K such that an elliptic curve E with Frobenius element π is pairingfriendly over some extension field F q d (where q = ππ and we assume d is minimal). The theory developed in Section 3 tells us that there is a simple subvariety A of the Weil restriction Res F q d /F q (E) that is also pairing-friendly. If A is two-dimensional and certain conditions hold, then we can realize A (up to isogeny) as the Jacobian of one of the genus 2 curves described in Section 4.
It is an open question to efficiently realize A as the Jacobian of a genus 2 curve in all cases where it has dimension 2. One obstacle to our method is that we cannot always find an elliptic curve E with Frobenius element π; this occurs when equations (4.2) or (4.4) have no solutions in F q for any root j of the Hilbert class polynomial for O K . One avenue for further research is to find conditions on q and K that guarantee that these equations have a solution in F q .
Even when we can find an elliptic curve E with Frobenius element π, we cannot use the genus 2 curves discussed in Section 4 in the following cases:
• d = 3 and q ≡ 2 (mod 3), • d = 4 and q ≡ 3 (mod 4).
The problem in both these cases is that the Jacobians of the curves discussed in Section 4 either split over the base field or split over an extension field into products of elliptic curves defined over F p 2 . Thus beyond a few exceptional cases (cf. Propositions 4.6 and 4.8) there is no "middle ground" where the Jacobian is simple over the base field yet splits over an extension field into a product of elliptic curves defined over F p . It is thus an open question to find genus 2 curves whose Jacobians are isogenous over F q to a simple subvariety of V d (E) when d and q are as above.
One idea for solving this problem is to investigate genus 2 curves constructed by gluing elliptic curves along -torsion subgroups with > 2. The genus 2 curves in Section 4 come from elliptic curves glued along 2-torsion; gluing elliptic curves along higher torsion subgroups is considerably more complicated.
Another idea is to use the genus 2 CM method [36] , which, given an order O in a quartic CM field K and a prime p, produces all abelian surfaces over F p with endomorphism ring isomorphic to O. If π ∈ O is the Frobenius endomorphism of V d (E), then any Jacobian produced by the CM method will solve our problem. However, it may happen that for all orders O small enough for the CM method to be inefficient, all abelian surfaces A with End(A) ∼ = O are products of elliptic curves. This is especially likely to happen if K has small class number and the primes dividing [O K : Z[π, π]] are all large. In a few test cases we found that the CM method does not help us find Jacobians where we could find none via our other methods; however, the method requires more study.
The curves of Section 4 also cannot be used when d = 8 and K = Q(i), or when d = 12 and K = Q(i) or Q(ζ 3 ). It is also an open question to find genus 2 curves whose Jacobians are isogenous to a simple subvariety of V d (E) in these cases.
Finally, when d = 3 and K = Q(i) or d = 4 and K = Q(ζ 3 ), the fact that the elliptic curve E is isogenous to a curve with extra automorphisms means we can only sometimes use the curves of Section 4. The heuristic reasoning and experiments discussed in Section 5. 
