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SOLITON RESOLUTION ALONG A SEQUENCE OF TIMES WITH
DISPERSIVE ERROR FOR TYPE II SINGULAR SOLUTIONS TO
FOCUSING ENERGY CRITICAL WAVE EQUATION
HAO JIA
Abstract. In this paper, we study the soliton resolution conjecture for Type II singular
solutions −→u (t) to the focusing energy critical wave equation in Rd× [0, T+), with 3 ≤ d ≤ 5.
Suppose that −→u has a singularity at (x, t) = (0, T+), we show that along a sequence of times
tn ↑ T+ and in a neighborhood of (0, T+), −→u (tn) can be decomposed as the sum of a regular
part in the energy space, a finite combination of modulated solitons (translation, scaling and
Lorentz transform of steady states) and a residue term which goes to zero in the Strichartz
norm. In addition, the residue term is asymptotically radial and can concentrate energy only
in a thin annulus near |x| = T+ − tn. Our main tools include a Morawetz estimate, similar
to the one used for wave maps, and the use of a virial identity to eliminate dispersive energy
in |x| < λ(T+ − tn) for any λ ∈ (0, 1).
1. Introduction
Consider the energy critical wave equation:
∂ttu−∆u = |u|2∗−2u, in Rd × (0,∞) (1.1)
with initial data (u0, u1) ∈ H˙1×L2(Rd), 3 ≤ d ≤ 5. We use the notation 2∗ = 2dd−2 . Equation
(1.1) is invariant under space-time translations and the scaling for λ > 0
u(x, t) → uλ(x, t) := λ d2−1u(λx, λt), (1.2)
(u0(x), u1(x)) → (u0λ(x), u1λ(x)) := (λ d2−1u0(λx), λ d2u1(λx)). (1.3)
If u is a solution to equation (1.1) with initial data (u0, u1), then uλ is also a solution to
equation (1.1) with initial data (u0λ, u1λ). A less obvious invariance for equation (1.1) is the
Lorentz transform:
u(x, t) → uℓ(x, t) := u
(
x− x · ℓ|ℓ|2 ℓ+
x·ℓ
|ℓ|
ℓ
|ℓ| − ℓt√
1− |ℓ|2 ,
t− x · ℓ√
1− |ℓ|2
)
, (1.4)
for each ℓ ∈ Rd, with |ℓ| < 1. If u is a solution to equation (1.1), then uℓ is also a solution
where it is defined.
The Cauchy problem for equation (1.1) has been well studied. For each (u0, u1) ∈
H˙1×L2(Rd), there exists a unique solution−→u (t) = (u, ∂tu) satisfying −→u ∈ C([0, T+), H˙1×L2)
and u ∈ L
d+2
d−2
t L
2 d+2
d−2
x (Rd × [0, T )) for any T < T+. Moreover, the energy
E(−→u (t)) :=
∫
Rd
[ |∂tu|2
2
+
|∇u|2
2
− |u|
2∗
2∗
]
(x, t) dx (1.5)
1
2is preserved for t ∈ [0, T+). Here T+ denotes the maximal time of existence for the solution−→u . In addition, if ‖(u0, u1)‖H˙1×L2 is sufficiently small, then T+ = ∞ and the solution
scatters, i.e., u ∈ L
d+2
d−2
t L
2 d+2
d−2
x (Rd × [0,∞)). It is also well known that in general finite energy
solutions to equation (1.1) may blow up in finite time, i.e., T+ <∞. Indeed, using the finite
speed of propagation for equation (1.1) to localize ODE type blow up solutions, one can
easily construct finite time blow up solution −→u with ‖−→u (t)‖H˙1×L2 → ∞, as t → T+. To
rule out the ODE type behavior, one can focuse on the type II solutions. A solution −→u (t) is
called Type II, if
sup
t∈[0,T+)
‖−→u (t)‖H˙1×L2 <∞.
Equation (1.1) admits infinitely many finite energy steady states Q ∈ H˙1, i.e.,
−∆Q = |Q|2∗−2Q , in Rd. (1.6)
Among them, a distinguished role is played by the ground state W , which is the unique (up
to scaling symmetry and sign change) radial H˙1 steady state. W can be characterized as the
minimizer of the Sobolev embedding H˙1 ⊂ L2∗(Rd), see [23]. We can use the symmetries
of equation (1.1) and the steady states to obtain travelling wave solutions for ℓ ∈ Rd with
|ℓ| < 1:
Qℓ(x, t) := Q
(
x− x · ℓ|ℓ|2 ℓ+
x·ℓ
|ℓ|
ℓ
|ℓ| − ℓt√
1− |ℓ|2
)
(1.7)
Qℓ travels in the direction of ℓ with speed |ℓ|.
Type II solutions can have rich dynamics. Firstly, small solutions are Type II, exist
globally and scatter. The travelling wave solutions Qℓ are global, but do not scatter. In
addition, in [12,18], Type II blow up solutions in the form of a rescaled ground state plus a
small dispersive term were constructed. More precisely the solution is given by
u(x, t) = λ(t)−
d
2
+1W
(
x
λ(t)
)
+ ǫ(x, t),
where λ(t) → 0+ as t → T+, and −→ǫ (t) = (ǫ, ∂tǫ) is small in the energy space. It is
expected that multi-soliton concentration is also possible for Type II blow up solutions, and
it is an open problem to construct such a solution. Similar blow up solutions have been
constructed for the energy critical equivariant wave maps and the radial energy critical Yang
Mills equation, see [17, 19–21].
The question of characterization of singularity formation or long time dynamics for
type II solutions to equation (1.1) has been intensively studied. The central problem is
to prove the “soliton resolution conjecture”. In the context of equation (1.1), the soliton
resolution conjecture predicts that any type II solution should asymptotically decouple into
a finite sum of modulated solitons, a regular part in the finite time blow up case or a free
radiation in the global case, plus a residue term that vanishes asymptotically in the energy
space as time approaches the maximal time of existence. The soliton resolution conjecture
was proved in a remarkable work [5] by Duyckaerts, Kenig and Merle, in the radial case for
d = 3. For other dimensions in the radial case, only soliton resolution along a sequence of
times was available, see [3, 13, 22]. In the nonradial case, the soliton resolution was proved
3in [7] for d = 3, 5, under an extra smallness condition. Without any smallness condition,
perhaps the best result was [8], where along a sequence of times, the smallest scale behavior
of the solution was characterized as modulated solitons.
In this paper, we consider the case of Type II blow up solution −→u (t), and prove the
following result.
Theorem 1.1. Let −→u ∈ C([0, T+), H˙1 × L2(Rd)), with u ∈ L
d+2
d−2
t L
2 d+2
d−2
x (Rd × [0, T )) for any
T < T+ <∞, be a Type II blow up solution to equation (1.1). Here T+ denotes the maximal
existence time of u. Define the singular set
S :=
{
x∗ ∈ Rd : ‖u‖
L
d+2
d−2
t L
2 d+2
d−2
x (Bǫ(x∗)×[T+−ǫ, T+))
=∞, for any ǫ > 0
}
. (1.8)
Then S is a set of finitely many points only. Let x∗ ∈ S be a singular point. Then there exist
integer J∗ ≥ 1, r∗ > 0, −→v ∈ H˙1×L2, time sequence tn ↑ T+, scales λjn with 0 < λjn ≪ T+−tn,
positions cjn ∈ Rd satisfying cjn ∈ Bβ(T+−tn)(x∗) for some β ∈ (0, 1) with ℓj = lim
n→∞
cjn
T+−tn well
defined, and travalling waves Qℓj , for 1 ≤ j ≤ J∗, such that inside the ball Br∗ we have
−→u (tn) = −→v +
J∗∑
j=1
(
(λjn)
− d
2
+1Qℓj
(
x− cjn
λjn
, 0
)
, (λjn)
− d
2 ∂tQℓj
(
x− cjn
λjn
, 0
))
+ (ǫ0n, ǫ1n).
(1.9)
Let −→ǫ Ln be the solution to linear wave equation with initial data (ǫ0n, ǫ1n) ∈ H˙1 × L2, then
the follwing vanishing condition holds
‖ǫLn‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×R)
+ ‖(ǫ0n, ǫ1n)‖H˙1×L2({x∈Rd: |x|<λ(T+−tn) or |x|>T+−tn}) + ‖/∂ ǫ0n‖L2(Rd) → 0,
(1.10)
as n→∞, for any λ ∈ (0, 1). In the above /∂ denotes the tangential derivative. In addition,
the parameters λjn, c
j
n satisfy the pseudo-orthogonality condition
λjn
λj
′
n
+
λj
′
n
λjn
+
∣∣cjn − cj′n ∣∣
λjn
→∞, (1.11)
as n→∞, for each 1 ≤ j 6= j′ ≤ J∗.
Remark. Theorem 1.1 gives a partial proof of the soliton resolution conjecture for equation
(1.1) along a sequence of times. Unfortunately our arguments do not rule out the disper-
sive energy completely, and it remains open to show the most natural vanishing condition
‖(ǫ0n, ǫ1n)‖H˙1×L2 → 0 as n→∞.
Our main new input in the proof of Theorem 1.1 is the observation that the main part∫ T+
t
∫
|x|=T+−s
[ |∇u|2
2
+
|∂tu|2
2
− x|x| · ∇u ∂tu
]
(x, s) dxds (1.12)
of the energy flux∫ T+
t
∫
|x|=T+−s
[ |∇u|2
2
+
|∂tu|2
2
− x|x| · ∇u ∂tu−
|u|2∗
2∗
]
(x, s) dxds
4can be controlled, despite the fact that the energy flux may not be positive in general. The
control on the main flux term (1.12) allows us to use a Morawetz estimate, similar to the
one used in the energy critical wave maps, see [11,24,25]. The Morawetz estimate is already
sufficient to obtain a characterization of all profiles which are in some sense centered at time
t = 0, in the profile decomposition of −→u (tn) along a well chosen time sequence tn. As a
result, we obtain a preliminary decomposition similar to the decomposition (1.9) but with
the residue term vanishing in L2
∗
only. To characterize other profiles that come from time
infinity and obtain the refined vanishing condition (1.10), we use a virial identity. The idea
of using additional virial identities to eliminate dispersive energy was first introduced in [13].
In our case, an interesting new feature is that the virial identity can be useful only after we
have obtained the preliminary decomposition, unlike the radial case in [13] where the virial
identity gives good vanishing condition immediately. The difference is that in the radial
case, we know that there is asymptotically no energy in the self similar region, see [3, 13],
while this is not true in general in the nonradial case. The use of an additional vanishing
condition coming from the virial identity allows us to further characterize the residue term,
and eventually prove (1.10). We remark that the use of the virial identity appears to be
crucial not only for ruling out dispersive energy in Bλ(T+−tn) for λ ∈ (0, 1), but also for ruling
out certain profiles coming from time infinity, and the Morawetz estimate, although sufficient
for the purpose of characterzing profiles centered at t = 0, seems not strong enough to ruling
out certain other profiles, in our arguments.
Our paper is organized as follows. In section 2 we recall basic properties of profile
decompostions for wave equations and properties of solutions to the linear wave equation,
in section 3 we derive the Morawetz estimate, in section 4 we obtain some vanishing con-
dition from the Morawetz estimate, in section 5 using the vanishing condition we obtain a
preliminary decomposition, in section 6 we use the virial identity to derive further vanishing
condition and in section 7 we conclude the proof.
2. Preliminaries on Profile decompositions
We briefly recall the profile decompositions, which was firstly introduced to wave equations
by Bahouri and Gerard [1] in R3, and was then extended to general dimensions by Bulut [2].
Let (u0n, u1n) ∈ H˙1 × L2 satisfy sup
n
‖(u0n, u1n)‖H˙1×L2 ≤ M < ∞. Then passing to a
subsequence there exist scales λjn > 0, positions c
j
n ∈ Rd, time translations tjn ∈ R, and finite
energy solutions ULj to the linear wave equation for each j, such that we have the following
decomposition
(u0n, u1n) =
J∑
j=1
((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
, − t
j
n
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
, − t
j
n
λjn
))
+
(
wJ0n, w
J
1n
)
, (2.1)
where the parameters satisfy
tjn ≡ 0, for all n, or lim
n→∞
tjn
λjn
∈ {±∞}, (2.2)
5and for j 6= j′
lim
n→∞
(
λjn
λj
′
n
+
λj
′
n
λjn
+
∣∣cjn − cj′n ∣∣
λjn
+
∣∣tjn − tj′n ∣∣
λjn
)
=∞. (2.3)
In addition, let −→w Jn be the solution to the linear wave equation with −→w Jn(0) =
(
wJ0n, w
J
1n
)
,
then wJn vanishes in the sense that
lim
J→∞
lim sup
n→∞
(
‖wJn‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×R)
+ ‖wJn‖L∞t L2∗x (Rd×R)
)
= 0. (2.4)
Moreover, if we write for j ≤ J
−→w Jn(x, t) =
(
(λjn)
− d
2
+1w˜Jjn
(
x− cjn
λjn
,
t− tjn
λjn
)
, (λjn)
− d
2 ∂tw˜
J
jn
(
x− cjn
λjn
,
t− tjn
λjn
))
, (2.5)
then
−→˜
w Jjn(t) =
(
w˜Jjn, ∂tw˜
J
jn
)
⇀ 0, as n→∞ for each j ≤ J .
For later applications, we also need to recall some properties of free radiations (i.e,
finite energy solutions to the linear wave equation) and of the profile decomposition. We
begin with the following lemma which describes the concentration property of free radiations.
Lemma 2.1. Let U be the solution to the d+1 dimensional linear wave equation in Rd×R
with initial data (U0, U1) ∈ H˙1 × L2(Rd). Then
lim
λ→∞
sup
t∈R
∫
||x|−|t||>λ
[|∂tU |2 + |∇U |2] (x, t) dx = 0. (2.6)
Proof. For any ǫ > 0, there exists Schwartz class initial data (u0, u1) such that
‖(u0, u1)− (U0, U1)‖H˙1×L2 < ǫ. (2.7)
Let −→u be the solution to the d+1 dimensional linear wave equation with initial data (u0, u1).
Then by Theorem 1.1 in [4],
sup
(x,t)∈Rd×R
(1 + |x|+ |t|) d−12 (1 + ||x| − |t||) d−12 |∇x,tu(x, t)| <∞. (2.8)
Hence for u, we can verify directly from (2.8) that
lim
λ→∞
sup
t∈R
∫
||x|−|t||>λ
[|∂tu|2 + |∇u|2] (x, t) dx = 0. (2.9)
Note that by energy conservation for linear wave equation, we have that
‖−→u (t)−−→U (t)‖H˙1×L2 < ǫ.
Thus,
lim sup
λ→∞
sup
t∈R
∫
||x|−|t||>λ
[|∂tU |2 + |∇U |2] (x, t) dx . ǫ2. (2.10)
Since ǫ > 0 is arbitrary, (2.6) follows.
6We shall also need the following lemma on the “absolute continuity” of energy distri-
bution for the free radiation on its concentration set ||x| − |t|| = O(1), adapted to profiles.
Denote
−→
U Ljn(x, t) =
((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
,
t− tjn
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
,
t− tjn
λjn
))
. (2.11)
We have
Lemma 2.2. Let
−→
U Ljn(0) be a linear profile in H˙
1×L2 with lim
n→∞
tjn
λjn
∈ {±∞}. Suppose that
a sequence of sets Ejn ⊆ Rd satisfy for all M > 0 that∣∣{x ∈ Rd : ∣∣|x− cjn| − |tjn|∣∣ < Mλjn} ∩ Ejn∣∣ = o(∣∣tjn∣∣d−1 λjn) , (2.12)
as n→∞. Then we have
lim
n→∞
‖−→U Ljn(0)‖H˙1×L2(Ejn) = 0. (2.13)
Proof. If
−→
U Ljn has Schwartz class initial data, the lemma follows from the bound (2.8). The
general case follows from approximation.
We shall also need the following orthogonality property for the profiles. We have
Lemma 2.3. Suppose that (u0n, u1n) is a bounded sequence in H˙
1 × L2 and has the profile
decomposition (2.1). Then for each J
‖(u0n, u1n)‖2H˙1×L2 =
J∑
j=1
‖−→U Lj ‖2H˙1×L2 + ‖wJ0n‖2H˙1×L2 + on(1), (2.14)
as n→∞, and for all t∫
Rd
[
(u1n + ∂1u0n)
2 + |∇x′u0n|2
]
(x) dx
=
J∑
j=1
∫
Rd
[(
∂tU
L
j + ∂1U
L
j
)2
+ |∇x′ULj |2
]
(x, t) dx
+
∫
Rd
[(
wJn + ∂1w
J
n
)2
+ |∇x′wJn|2
]
(x, t) dx+ on(1), (2.15)
as n→∞. In the above, x = (x1, x′).
Proof. The proof follows easily from the fact that for the linear wave
−→
U , the quantities
‖−→U ‖2
H˙1×L2 and
∫
(∂tU + ∂1U)
2 + |∇x′U |2 dx are conserved, and the orthogonality condition
for the profiles. Indeed, the first quantity is the energy, and the second quantity is a sum of
the energy and the momentum in the x1 direction. For the sake of completeness, we briefly
outline the proof of (2.15). It suffices to prove that for each 1 ≤ j 6= j′ ≤ J
7lim
n→∞
∫
Rd
[(
∂t U
L
jn + ∂1 U
L
jn
) (
∂t U
L
j′n + ∂1 U
L
j′n
)
+∇x′ ULjn · ∇x′ ULj′n
]
(x, t)dx = 0;(2.16)
lim
n→∞
∫
Rd
[(
∂t U
L
jn + ∂1 U
L
jn
) (
∂tw
J
n + ∂1w
J
n
)
+∇x′ ULjn · ∇x′ wJn
]
(x, t)dx = 0.(2.17)
It is easy to check that the left hand sides without taking limit are constant in time. Recalling
the definition (2.5) of
−→˜
w Jjn from the profile decompositions, we see by taking t = t
j
n and
rescaling that the left hand side of (2.17) is∫
Rd
[(
∂t U
L
j + ∂1 U
L
j
) (
∂t w˜
J
jn + ∂1 w˜
J
jn
)
+∇x′ULj · ∇x′w˜Jjn
]
(x, 0) dx→ 0,
as n→∞, since w˜Jjn(·, t)⇀ 0. The proof of (2.16) is similar.
The orthogonality conditions can be localized. More precisely we have
Lemma 2.4. Suppose that (u0n, u1n) is a bounded sequence in H˙
1 × L2 and has the profile
decomposition (2.1). Fix 1 ≤ j ≤ J and assume that
lim
n→∞
tjn
λjn
∈ {±∞}.
Then for any β > 1,
lim inf
n→∞
‖(u0n, u1n)‖2
H˙1×L2
({
x:
|t
j
n|
β
<|x−cjn|<β|tjn|
}) ≥ ‖−→U Lj ‖H˙1×L2 , (2.18)
and
lim inf
n→∞
∫
|t
j
n|
β
<|x−cjn|<β|tjn|
(u1n + ∂1u0n)
2 + |∇x′u0n|2 dx
≥
∫
Rd
[(
∂tU
L
j + ∂1U
L
j
)2
+ |∇x′ULj |2
]
(x, t) dx. (2.19)
Proof. Let us only prove (2.19), the proof of (2.18) is similar. Let us assume lim
n→∞
tjn
λjn
= ∞,
the other case is identical. By Lemma 2.1 we get that
lim
n→∞
∫
|x−cjn|>βtjn, or |x−cjn|< t
j
n
β
|∇x,tULjn|2(x, 0) dx = 0. (2.20)
Write
(u˜0n, u˜1n) = (u0n, u1n)−−→U Ljn(·, 0). (2.21)
8Then ∫
t
j
n
β
<|x−cjn|<βtjn
|u1n + ∂1u0n|2 + |∇x′u0n|2 dx
=
∫
t
j
n
β
<|x−cjn|<βtjn
[(
∂tU
L
jn + ∂1U
L
jn
)2
+ |∇x′ULjn|2
]
(x, 0) dx+
+
∫
t
j
n
β
<|x−cjn|<βtjn
|u˜1n + ∂1u˜0n|2 + |∇x′u˜0n|2 dx+
+2
∫
Rd
(
∂tU
L
jn + ∂1U
L
jn
)
(u˜1n + ∂1u˜0n) +∇x′ULjn(x, 0) · ∇x′u˜0n dx+ on(1)
≥
∫
Rd
[(
∂tU
L
jn + ∂1U
L
jn
)2
+ |∇x′ULjn|2
]
(x, 0) dx+ on(1).
In the above, we have used the orthogonality between
−→
U Ljn(x, 0) and (u˜0n, u˜1n). The lemma
is proved.
For applications below, we shall also need the following version of the localized orthogo-
nality with a small set removed.
Lemma 2.5. Suppose that (u0n, u1n) is a bounded sequence in H˙
1 × L2 and has the profile
decomposition (2.1). Fix 1 ≤ j ≤ J and assume that
lim
n→∞
tjn
λjn
∈ {±∞}.
Assume that a sequence of sets Ejn ⊆ Rd satisfy for all M > 0 that∣∣{x ∈ Rd : ∣∣|x− cjn| − |tjn|∣∣ < Mλjn} ∩ Ejn∣∣ = o(∣∣tjn∣∣d−1 λjn) , (2.22)
as n→∞. Then for any β > 1,
lim inf
n→∞
‖(u0n, u1n)‖2
H˙1×L2
({
x:
|t
j
n|
β
<|x−cjn|<β|tjn|
}
\Ejn
) ≥ ‖−→U Lj ‖H˙1×L2. (2.23)
Proof. Assume that lim
n→∞
tjn
λjn
=∞, the other case is identical. Fix β > 1, denote
F jn :=
{
x : |x− cjn| > β tjn or |x− cjn| <
tjn
β
}⋃
Ejn. (2.24)
By Lemma 2.1 and Lemma 2.2, we see that∥∥∥−→U Ljn(0)∥∥∥
H˙1×L2(F jn)
→ 0, as n→∞. (2.25)
Write
(u˜0n, u˜1n) = (u0n, u1n)−−→U Ljn(·, 0). (2.26)
9Then by Lemma 2.2 and Lemma 2.4, we get that∫
{x: t
j
n
β
<|x−cjn|<βtjn}\Ejn
|u1n|2 + |∇u0n|2 dx
=
∫
{x: t
j
n
β
<|x−cjn|<βtjn}\Ejn
[(
∂tU
L
jn
)2
+ |∇ULjn|2
]
(x, 0) dx+
+
∫
{x: t
j
n
β
<|x−cjn|<βtjn}\Ejn
|u˜1n|2 + |∇u˜0n|2 dx+
+2
∫
Rd
∇ULjn(0)∇u˜0n + ∂tULjn(0) ∂tu˜1n dx
+O
(
‖−→U Ljn(0)‖H˙1×L2(F jn)
)
≥
∫
Rd
[(
∂tU
L
jn
)2
+ |∇x′ULjn|2
]
(x, 0) dx+ on(1).
In the above, we again used the pseudo-orthogonality of the profile
−→
U Ljn and (u˜0n, u˜1n). The
lemma is proved.
To apply the linear profile decompositions to the nonlinear equation (1.1), we need the
following perturbation lemma.
Lemma 2.6. Let I be a time interval with 0 ∈ I. Let −→U ∈ C(I, H˙1 × L2), with
‖U‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×I)
≤ M <∞,
be a solution to
∂ttU −∆U = |U |2∗−2U + f, in Rd × I. (2.27)
Then we can find ǫ∗ = ǫ∗(M, d) > 0 sufficiently small, such that if
‖f‖L1tL2x(Rd×I) + ‖(u0, u1)−
−→
U (0)‖H˙1×L2 ≤ ǫ ≤ ǫ∗, (2.28)
then the unique solution −→u to equation (1.1) with initial data (u0, u1) ∈ H˙1 × L2 exists in
Rd × I. Moreover, −→u verifies the estimate
sup
t∈I
‖−→u (t)−−→U (t)‖H˙1×L2 + ‖u− U‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×I)
≤ C(M, d)ǫ. (2.29)
Remark. This perturbation lemma is often termed “long time perturbation” lemma, due to
the fact there is no restriction on the size of the time interval I. Such results are well known,
see for example Theorem 2.14 in [15] and Lemma 2.1 in [14]. We give a proof for the sake of
completeness.
Proof. By splitting the interval I and the time reversibility of equation (1.1), we can assume
without loss of generality that I = [0, T ]. Fix β = β(d) > 0 small, whose value is to be
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determined below. We divide the interval I into
⋃N−1
j=0 [tj , tj+1], such that t0 = 0, tN = T ,
and that
‖U‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[tj , tj+1])
≤ β. (2.30)
Clearly we shall need N = N(M, d) intervals. Fix a K(d) > 1 sufficiently large whose value
is to be determined below, we shall prove by induction that
sup
t∈[tj , tj+1]
‖−→u (t)−−→U (t)‖H˙1×L2 + ‖u− U‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[tj , tj+1])
≤ Kj+1ǫ, (2.31)
for each 0 ≤ j ≤ N − 1. Let ω = u− U , then ω satisfies the equation
∂ttω −∆ω = |U + ω|2∗−2(U + ω)− |U |2∗−2U − f, (2.32)
with initial data −→ω (0) = (u0, u1)−−→U (0). Let us note that the nonlinear term
N (ω) := |U + ω|2∗−2(U + ω)− |U |2∗−2U (2.33)
verifies
|N (ω)| .d |U |2∗−2|ω|+ |ω|2∗−1. (2.34)
For j ≥ 0, assume that
‖−→ω (tj)‖H˙1×L2 ≤ Kjǫ, (2.35)
we shall establish the bound (2.31) for the interval [tj , tj+1]. By local existence theory, for
some τ > 0, we have
sup
t∈[tj , tj+τ ]
‖−→ω (t)‖H˙1×L2 + ‖ω‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[tj , tj+τ ])
≤ Kj+1ǫ. (2.36)
We shall show that as long as the bound (2.36) holds and K is chosen large, we actually
have the improved bound
sup
t∈[tj , tj+τ ]
‖−→ω (t)‖H˙1×L2 + ‖ω‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[tj , tj+τ ])
≤ 1
2
Kj+1ǫ. (2.37)
Then by standard continuity arguments, we will be done. By the inequality (2.34) and the
bound (2.35), we can estimate the nonlinear term as
‖N (ω)‖L1tL2x(Rd×[tj , tj+τ)) .d β2
∗−2Kj+1ǫ+K(2
∗−1)(j+1)ǫ2
∗−1.
Using the bound (2.35) and Strichartz estimates, we then get that
sup
t∈[tj , tj+τ ]
‖−→ω (t)‖H˙1×L2 + ‖ω‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[tj , tj+τ ])
≤ C(d)Kjǫ+ C(d)β2∗−2Kj+1ǫ+ C(d)K(2∗−1)(j+1)ǫ2∗−1. (2.38)
Now we choose β = β(d) > 0 such that
C(d)β2
∗−2 ≤ 1
8
.
Then we fix K = K(d) > 0 such that
C(d) ≤ K
8
.
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Then we fix ǫ∗(M, d) > 0 such that
C(d)K(2
∗−1)N ǫ∗ <
1
8
.
With these choices of parameters, we can then conclude from (2.38) that
sup
t∈[tj , tj+τ ]
‖−→u (t)‖H˙1×L2 + ‖u‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[tj , tj+τ ])
≤ 1
2
Kj+1ǫ.
The lemma is proved.
The perturbation lemma 2.6 has important applications to the nonlinear profile decom-
positions. Assume that the sequence of initial data (u0n, u1n) is uniformly bounded in the
energy space with respect to n and that (u0n, u1n) has the profile decomposition (2.1). For
each j, introduce the nonlinear profile Uj as follows.
• if lim
n→∞
tjn
λjn
= L ∈ {±∞}, then define −→U j as the unique solution to equation (1.1) in a
neighborhood of −L, with
lim
t→−L
‖−→U j(t)−−→U Lj (t)‖H˙1×L2 = 0.
The existence of
−→
U j follows from standard perturbative arguments.
• if tjn ≡ 0 for all n, then define
−→
U j as the solution to equation (1.1) with initial data−→
U j(0) =
−→
U Lj (0).
We have the following nonlinear approximation lemma for the linear profile decomposition,
see Bahouri and Gerard [1] for details.
Lemma 2.7. Let (u0n, u1n) be a sequence of initial data that are uniformly bounded in
the energy space. Assume that (u0n, u1n) has the profile decomposition (2.1). Let
−→
U j be
the nonlinear profile associated with
−→
U Lj , λ
j
n, t
j
n. Denote T+(Uj) as the maximal time of
existence for Uj. We adopt the convention that T+(Uj) = ∞ if lim
n→∞
−tjn
λjn
= ∞, and that the
maximal interval of existence of
−→
U j is (−∞, T+(Uj)) if lim
n→∞
−tjn
λjn
= −∞. Let θn ∈ (0,∞).
Assume that ∀ j and large n
θn − tjn
λjn
< T+(Uj), for ∀n, and lim sup
n→∞
∥∥U j∥∥
L
d+2
d−2
t L
2 d+2
d−2
x
(
Rd×
(
− t
j
n
λ
j
n
,
θn−t
j
n
λ
j
n
)) <∞. (2.39)
Let −→u n be the solution to equation (1.1) with initial data (u0n, u1n). Then for sufficiently
large n, −→u n has the following decomposition
−→u n =
J∑
j=1
((
λjn
)− d
2
+1
Uj
(
x− cjn
λjn
,
t− tjn
λjn
)
,
(
λjn
)− d
2 ∂tUj
(
x− cjn
λjn
,
t− tjn
λjn
))
+−→w Jn +−→r Jn,
(2.40)
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in Rd × [0, θn), where −→r n vanishes in the sense that
lim
J→∞
lim sup
n→∞
(
sup
t∈[0,θn)
‖−→r Jn(t)‖H˙1×L2 + ‖rJn‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[0, θn))
)
= 0. (2.41)
The principle of finite speed of propagation plays an essential role in the study of wave
equations. Below we shall use the following version of this principle. Let us set a ∧ b :=
min{a, b} for any a, b ∈ R.
Lemma 2.8. Let −→u , −→v ∈ C([−T, T ], H˙1 × L2), with u, v ∈ L
d+2
d−2
t L
2 d+2
d−2
x (Rd × [−T, T ]), be
two solutions to equation (1.1), with initial data (u0, u1) ∈ H˙1 × L2 and (v0, v1) ∈ H˙1 × L2
respectively. Assume that for some R > 0,
(u0(x), u1(x)) = (v0(x), v1(x)) in BR.
Then
u(x, t) = v(x, t) for (x, t) ∈ {(x, t) : |x| < R− |t|, |t| < R ∧ T}. (2.42)
The perturbation lemma 2.6 combined with finite speed of propagation implies the follow-
ing local-in-space approximation result.
Lemma 2.9. Let −→u n and −→v n be two sequences of solutions defined in Rd × [−T, T ] with
initial data (u0n, u1n) ∈ H˙1 × L2 and (v0n, v1n) ∈ H˙1 × L2 respectively. Assume that
‖un‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[−T,T ])
≤M <∞,
and that
‖(u0n, u1n)− (v0n, v1n)‖H˙1×L2(BR+ǫ) + ‖u0n − v0n‖L2∗ (BR+ǫ) → 0,
as n→∞, for some R > 0 and ǫ > 0 . Then we have for τ = R ∧ T that
sup
t∈(−τ, τ)
‖−→u n(t)−−→v n(t)‖H˙1×L2(|x|<R−|t|)+‖un−vn‖
L
d+2
d−2
t L
2 d+2
d−2
x ({(x,t): |x|<R−|t|, |t|<τ})
→ 0, (2.43)
as n→∞.
Proof. We define the following modified initial data (v˜0n, v˜1n), with
(v˜0n, v˜1n) :=

(u0n, u1n) if |x| > R + ǫ,
|x|−R
ǫ
(u0n, u1n) +
R+ǫ−|x|
ǫ
(v0n, v1n), if R < |x| < R + ǫ,
(v0n, v1n) if |x| < R.
(2.44)
Then it is straightforward to verify that
‖(v˜0n, v˜1n)− (u0n, u1n)‖H˙1×L2(Rd) → 0, as n→∞,
and that
(v0n, v1n) ≡ (v˜0n, v˜1n), in BR.
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Let
−→˜
v n be the solution to equation (1.1) with initial data
−→˜
v n(0) = (v˜0n, v˜1n). Then by the
principle of finite speed of propagation, we see that
vn ≡ v˜n, in {(x, t) : |x| < R − |t|, |t| < τ}. (2.45)
By the perturbation Lemma 2.6, we get that
lim
n→∞
(
sup
t∈[−T, T ]
‖−→u n(t)−−→˜v n(t)‖H˙1×L2(Rd) + ‖un − v˜n‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[−T,T ])
)
= 0. (2.46)
Combining (2.46) with (2.45) finishes the proof of the lemma.
3. Control of energy flux and Morawetz identity
In this section we begin the study of the type II singular solutions to equation (1.1).
Assume without loss of generality (by a rescaling argument) that −→u ∈ C((0, 1], H˙1 × L2),
with u ∈ L
d+2
d−2
t L
2 d+2
d−2
x (Rd × (ǫ, 1]) for all ǫ > 0, is a Type II solution to equation (1.1) in
Rd × (0, 1] with Cauchy data prescribed at time t = 1, and that t = 0 is the blow up time
for u, i.e., ‖u‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×(0,1])
=∞. This choice of convention saves us some trouble with
notations below. Define the set of singular points
S :=
{
x∗ ∈ Rd : ‖u‖
L
d+2
d−2
t L
2 d+2
d−2
x (Bǫ(x∗)×(0,ǫ])
=∞, for all ǫ > 0
}
. (3.1)
By small data global existence theory for equation (1.1) and finite speed of propagation, we
see that if x∗ ∈ S, then there exists a ǫ0(d) > 0, with
∀ ǫ > 0, lim inf
t→0+
∫
|x−x∗|<ǫ
[ |∇u|2
2
+
|∂tu|2
2
+
|u|2∗
2∗
]
(x, t) dx > ǫ0. (3.2)
By the assumption that −→u is Type II, i.e., sup
t∈(0,1]
‖−→u (t)‖H˙1×L2 < ∞, Sobolev embedding
H˙1(Rd) ⊂ L2∗(Rd) and the concentration of energy near singular points (3.2), we conclude
that S is a non-empty set of finitely many points. Below we shall assume that 0 ∈ S and
the main focus is to study the asymptotics of u near this singular point. The finite speed of
propagation, together with local Cauchy theory for equation (1.1), implies that
‖u‖
L
d+2
d−2
t L
2 d+2
d−2
x ((Rd\BR)×(0,1])
<∞
for some sufficiently large R > 1. Hence via a compactness argument, we see that
‖u‖
L
d+2
d−2
t L
2 d+2
d−2
x ((Rd\
⋃K
j=1 Bǫ(xj))×(0,1])
≤ C(ǫ) <∞, (3.3)
where S = {x1, . . . , xK}. In addition, −→u ∈ C([0, 1], H˙1×L2(Rd\∪Kj=1Bǫ(xj))) for any ǫ > 0.
Thus
(f, g) := w − lim
t→0+
−→u (t) (3.4)
is well defined as a function in H˙1 × L2(Rd).
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Let −→v ∈ C([0, δ], H˙1×L2) with v ∈ L
d+2
d−2
t L
2 d+2
d−2
x (Rd× [0, δ]) be the local in time solution
to equation (1.1) with initial data −→v (0) = (f, g). Using finite speed of propagation again,
we have that
u(x, t) = v(x, t) for (x, t) ∈ Rd × (0, δ]\
K⋃
j=1
{(x, t) : |x− xj | ≤ t, t ∈ (0, 1]}. (3.5)
v is called the regular part of u. (3.5) shows that there is a sharp division of the singular
and regular regions for type II solutions.
We now make the following simple observation. Since v ∈ L
d+2
d−2
t L
2 d+2
d−2
x (Rd × [0, δ]) and−→v ∈ L∞([0, δ], H˙1 × L2), we see that∣∣∇x,t |v|2∗∣∣ .d |∇x,tv||v|2∗−1 ∈ L1(Rd × [0, δ]). (3.6)
This regularity property implies that v is well defined on any sufficiently regular hypersurfaces
as L2
∗
function. Similar arguments can be made for u in the region Rd× (ǫ, 1] for any ǫ > 0.
In particular we conclude that u ≡ v ∈ L2∗({(x, t) : |x| = t, t ∈ (0, δ)}) is well defined.
This observation, although simple, opens up the possibility of using more monotonicity
quantities than previously known for equation (1.1). One obstacle in the study of equation
(1.1) is that the energy flux is in general not positive. The main issue is the term |u|2∗
which comes with a minus sign in the energy flux. However, since |u|2∗ is integrable on the
boundary of the lightcone, this negative term can controlled. In the end we can then control
the main flux term ∫ t2
t1
∫
|x|=t
|∇x,tu|2
2
+ ∂tu
x
|x| · ∇u dσdt. (3.7)
The control on the flux term (3.7) is very useful. In particular we can now use a variant of
Morawetz identity from the study of energy critical wave maps [11, 24, 25]. We turn to the
details. The energy flux identity in our setting is
1√
2
∫ t2
t1
∫
|x|=t
|∇x,tu|2
2
+ ∂tu
x
|x| · ∇u−
|u|2∗
2∗
dσdt
=
∫
|x|≤t2
[ |∇x,tu|2
2
− |u|
2∗
2∗
]
(x, t2) dx−
∫
|x|≤t1
[ |∇x,tu|2
2
− |u|
2∗
2∗
]
(x, t1) dx, (3.8)
for 0 < t1 < t2 < δ. Since a priori, |∇x,tu| is not classically defined on the boundary of the
lightcone, the term
∫ t2
t1
∫
|x|=t
|∇x,tu|2
2
+∂tu
x
|x| ·∇u dσdt requires an appropriate interpretation.
Note however that the term
∫ t2
t1
∫
|x|=t
|u|2∗
2∗
dσdt is well defined by discussions above. Hence
by approximation by smooth solutions,
1√
2
f(t1, t2) :=
∫
|x|≤t2
[ |∇x,tu|2
2
− |u|
2∗
2∗
]
(x, t2) dx−
∫
|x|≤t1
[ |∇x,tu|2
2
− |u|
2∗
2∗
]
(x, t1) dx
+
1√
2
∫ t2
t1
∫
|x|=t
|u|2∗
2∗
dσ dt
is well defined. This function can be interpreted as the main flux term. We claim that
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Claim 3.1.
lim
t→0+
∫
|x|<t
|∇x,tu|2
2
− |u|
2∗
2∗
(x, t) dx exists, (3.9)
and
lim
τ→0+
∫ t
τ
∫
|x|=s
|/∂u|2
2
+
∣∣∣∂tu+ x|x| · ∇u∣∣∣2
2
dσds ≤ C(u), (3.10)
for some C(u) independent of t ∈ [0, δ], where |/∂u|2 denotes the tangential derivative |∇u|2−∣∣∣ x|x| · ∇u∣∣∣2.
The proof of Claim 3.1 is straightforward. The claimed bound (3.10) is a direct conse-
quence of the assumption that −→u is type II, u ∈ L2∗({|x| = t, t ∈ (0, δ)}) and the energy
flux identity. (3.9) follows easily from the energy flux identity.
Now we can state and prove the crucial Morawetz estimates.
Lemma 3.1. Let u be as above. Then for any 0 < 10 t1 < t2 < δ, we have∫ t2
t1
∫
|x|<t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
dx
dt
t
≤ C
(
log
t2
t1
) d
d+1
, (3.11)
for some C independent of t1, t2.
Remark. Estimates of this type have played an important role in the study of energy critical
wave maps, see Grillakis [11], Tao [25], and Sterbenz-Tataru [24]. Our calculations below
are essentially the same as those in [25]. We will however provide a detailed proof, due to
an extra term u coming from the scaling in our case, and the importance of the estimate in
our analysis below.
Proof. In the calculations below, we can initially assume that u is smooth by standard
approximation. Note that it is in general not possible to achieve an approximation up to
the singular time t = 0. However since we are interested in the estimates for the fixed t1, t2,
such approximation is harmless, as long as the bound only depend on the bounds on u, such
as the bound on the energy flux of u, but not on any additional smoothness assumptions.
For 0 < 10 t1 < t2 < δ, fix ǫ > 0 to be determined below. Set
ρ = ρǫ =
(
(1 + ǫ2) t2 − |x|2)− 12 , for |x| < t. (3.12)
Set xα = t if α = 0, and xj = xj if 1 ≤ j ≤ d. Let ∂α = −∂α = −∂t if α = 0, and ∂j = ∂j
for 1 ≤ j ≤ d. We note that
xα∂αρ = −ρ3 (1 + ǫ2) t2 + xjρ3 xj = −ρ.
We can rewrite equation (1.1) as
∂α∂αu+ |u|2∗−2u = 0. (3.13)
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Multiplying equation (3.13) with ρ (xα∂αu+
(
d
2
− 1)u), and integrating in the region {(x, t) :
|x| < t, t ∈ (t1, t2)}, we get that
0 =
∫ t2
t1
∫
|x|<t
(
∂α∂αu+ |u|2∗−2u
)
ρ
(
xβ∂βu+
(
d
2
− 1
)
u
)
dxdt
=
∫ t2
t1
∫
|x|<t
ρ xβ(∂α∂αu) ∂βu+ ρ x
β∂β
|u|2∗
2∗
+
(
d
2
− 1
)
ρ (∂α∂αu) u+
(
d
2
− 1
)
ρ |u|2∗ dxdt
=
∫ t2
t1
∫
|x|<t
ρ xβ∂α (∂αu∂βu)− ρ xβ∂β ∂αu∂
αu
2
+ ρ xβ∂β
|u|2∗
2∗
+
+
(
d
2
− 1
)
ρ ∂α (∂αu u)−
(
d
2
− 1
)
ρ ∂αu∂
αu+
(
d
2
− 1
)
ρ |u|2∗ dxdt,
= boundary terms B + interior terms I.
In the above we use integration by parts to obtain the boundary terms B and interior terms
I. We shall treat B and I separately. Let us firslty record the following bounds for ρ in the
region {(x, t) : |x| < t, t ∈ (0, δ)}:
|ρ(x, t)| ≤ ǫ−1t−1. (3.14)
Note also that the bound on the energy flux (3.10) implies that∫ t2
t1
∫
|x|=t
∣∣∣∣xαt ∂αu
∣∣∣∣2 dσdt ≤ C(u) <∞ (3.15)
for some constant C(u) independent of t1, t2. Note that the unit outer normal on the lateral
boundary of the lightcone |x| = t is −→n = (nα) = 1√2
(
−1, x|x|
)
, and that
xβ nβ ≡ 0, on |x| = t. (3.16)
The boundary term B can be written as
1√
2
∫ t2
t1
∫
|x|=t
ρ xβ
xα
t
∂αu ∂βu− ρ
(
−t ∂αu ∂αu+ xj xj
t
∂αu ∂
αu
)
+ρ
(
−t + xjx
j
t
) |u|2∗
2∗
+
(
d
2
− 1
)
ρ
xα
t
∂αu u dσdt
+O
(
ǫ−1
∫
|x|≤t2
|∇x,tu|2 + |∇x,tu| |u|
t2
+ |u|2∗(x, t2) dx
)
+
+O
(
ǫ−1
∫
|x|≤t1
|∇x,tu|2 + |u|2∗ + |∇x,tu| |u|
t1
(x, t2) dx
)
.
=
1√
2
∫ t2
t1
∫
|x|=t
ρ xβ
xα
t
∂αu ∂βu+
(
d
2
− 1
)
ρ
xα
t
∂αu u dσdt+O(ǫ
−1).
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In the above the O(ǫ−1) denotes a term bounded in magnitude by Cǫ−1. Using the bound
on the energy flux (3.15) and estimate (3.14), we can bound the boundary terms B as
|B| .
∫ t2
t1
∫
|x|=t
ǫ−1
(
xα
t
∂αu
)2
dσdt+O
(
ǫ−1
)
+
(
d
2
− 1
)[∫ t2
t1
∫
|x|=t
ρ t
(
xα
t
∂αu
)2
dσdt
]1
2 [∫ t2
t1
∫
|x|=t
ρ
u2
t
dσdt
]1
2
. ǫ−1 + ǫ−
1
2
(∫ t2
t1
∫
|x|=t
ǫ−1 t−2 u2 dσdt
) 1
2
. ǫ−1 + ǫ−1
(∫ t2
t1
∫
|x|=t
|u|2∗ dσdt
) 1
2∗
(∫ t2
t1
∫
|x|=t
t−d dσdt
) 1
d
. ǫ−1 + ǫ−1
(
log
t2
t1
) 1
d
.
The interior terms I are
I =
∫ t2
t1
∫
|x|<t
−∂α (ρ xβ) ∂αu ∂βu+ 1
2
∂β
(
ρ xβ
)
∂αu ∂αu− ∂β
(
ρ xβ
) |u|2∗
2∗
−
(
d
2
− 1
)
∂αρ ∂αu u−
(
d
2
− 1
)
ρ ∂αu ∂
αu+
(
d
2
− 1
)
ρ |u|2∗ dxdt,
which is
I =
∫ t2
t1
∫
|x|<t
−∂αρ ∂αu xβ ∂βu− ρ ∂αu ∂αu+ 1
2
xβ ∂βρ ∂
αu ∂αu
+
d+ 1
2
ρ ∂αu ∂
αu− d+ 1
2∗
ρ |u|2∗ − xβ ∂βρ |u|
2∗
2∗
−
(
d
2
− 1
)
∂αρ ∂αu u−
(
d
2
− 1
)
ρ ∂αu ∂
αu+
(
d
2
− 1
)
ρ |u|2∗.
Recalling that xβ ∂βρ = −ρ and simplifying the above expression, we get that∫ t2
t1
∫
|x|<t
−∂αρ ∂αu xβ∂βu−
(
d
2
− 1
)
∂αρ ∂αu u dxdt = I = −B = O
(
ǫ−1
(
log
t2
t1
) 1
d
)
,
by the estimates on the boundary terms. Equivalently∫ t2
t1
∫
|x|<t
∂αρ ∂αu x
β∂βu+
(
d
2
− 1
)
∂αρ ∂αu u dxdt = O
(
ǫ−1
(
log
t2
t1
) 1
d
)
,
that is ∫ t2
t1
∫
|x|<t
∂αρ ∂αu
(
xβ∂βu+
(
d
2
− 1
)
u
)
dxdt = O
(
ǫ−1
(
log
t2
t1
) 1
d
)
. (3.17)
18
We can rewrite (3.17) as
O
(
ǫ−1
(
log
t2
t1
) 1
d
)
=
∫ t2
t1
∫
|x|<t
(
∂αρ ∂αu+
(
d
2
− 1
)
ρ3 u
) (
xβ∂βu+
(
d
2
− 1
)
u
)
dxdt
−
∫ t2
t1
∫
|x|<t
(
d
2
− 1
)
ρ3 u
(
xβ∂βu+
(
d
2
− 1
)
u
)
dxdt.
Let us now look at the term Z :=
∫ t2
t1
∫
|x|<t ρ
3 u
(
xβ∂βu+
(
d
2
− 1)u) dxdt. We can calculate
Z =
∫ t2
t1
∫
|x|<t
ρ3 xβ∂β
u2
2
+
(
d
2
− 1
)
ρ3 u2 dxdt
=
1√
2
∫ t2
t1
∫
|x|=t
ρ3
u2
2
xβ nβ dσdt+
∫
|x|<t2
ρ3 t2
u2
2
(x, t2) dx−
∫
|x|<t1
ρ3 t1
u2
2
(x, t1) dx
+
∫ t2
t1
∫
|x|<t
−∂β
(
ρ3 xβ
) u2
2
+
(
d
2
− 1
)
ρ3 u2 dxdt
=
∫
|x|<t2
ρ3 t2
u2
2
(x, t2) dx−
∫
|x|<t1
ρ3 t1
u2
2
(x, t1) dx
+
∫ t2
t1
∫
|x|<t
−3ρ2 xβ ∂βρ u
2
2
− d+ 1
2
ρ3 u2 +
(
d
2
− 1
)
ρ3 u2 dxdt
=
∫
|x|<t2
ρ3 t2
u2
2
(x, t2) dx−
∫
|x|<t1
ρ3 t1
u2
2
(x, t1) dx
.
Hence we can estimate
|Z| .
2∑
i=1
∫
|x|<ti
ǫ−3
u2
t2i
(x, ti) dx . ǫ
−3. (3.18)
Hence, we have by (3.17) and (3.18) that∫ t2
t1
∫
|x|<t
(
∂αρ ∂αu+
(
d
2
− 1
)
ρ3 u
) (
xβ∂βu+
(
d
2
− 1
)
u
)
dxdt
= O
(
ǫ−1
(
log
t2
t1
) 1
d
+ ǫ−3
)
.
Observe that
∂αρ ∂αu = ρ
3 (xα∂αu) + ǫ
2 ρ3 t∂tu. (3.19)
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Thus ∫ t2
t1
∫
|x|<t
(
∂αρ ∂αu+
(
d
2
− 1
)
ρ3 u
) (
xβ∂βu+
(
d
2
− 1
)
u
)
dxdt
=
∫ t2
t1
∫
|x|<t
ρ3
(
xβ∂βu+
(
d
2
− 1
)
u
)2
dxdt
+ ǫ2
∫ t2
t1
∫
|x|<t
ρ3 t ∂tu
(
xβ∂βu+
(
d
2
− 1
)
u
)
dxdt
≥ 1
2
∫ t2
t1
∫
|x|<t
ρ3
(
xβ∂βu+
(
d
2
− 1
)
u
)2
dxdt
− 4 ǫ4
∫ t2
t1
∫
|x|<t
ρ3 t2 |∂tu|2 dxdt
=
1
2
∫ t2
t1
∫
|x|<t
ρ3
(
xβ∂βu+
(
d
2
− 1
)
u
)2
dxdt
+O
(
ǫ
∫ t2
t1
∫
|x|<t
|∂tu|2 dxdt
t
)
=
1
2
∫ t2
t1
∫
|x|<t
ρ3
(
xβ∂βu+
(
d
2
− 1
)
u
)2
dxdt +O
(
ǫ log
t2
t1
)
.
In summary, we get that ∫ t2
t1
∫
|x|<t
(
xβ
t
∂βu+
(
d
2
− 1
)
u
t
)2
dx
dt
t
.
∫ t2
t1
∫
|x|<t
ρ3
(
xβ∂βu+
(
d
2
− 1
)
u
)2
dxdt
. ǫ log
t2
t1
+ ǫ−1
(
log
t2
t1
) 1
d
+ ǫ−3,
for any ǫ ∈ (0, 1). Fix ǫ =
(
log t2
t1
)− 1
d+1
, we then obtain that
∫ t2
t1
∫
|x|<t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
dx
dt
t
≤ C
(
log
t2
t1
) d
d+1
. (3.20)
The lemma is proved.
This is an extremely useful estimate. Since the right hand side grows slower than
log t2
t1
, (3.20) forces
∫
|x|<t
(
∂tu+
x
t
· ∇u+ (d
2
− 1) u
t
)2
dx to vanish on average, which plays
an essential role in our analysis below.
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4. Applications of the Morawetz inequality
The Morawetz estimate implies the following vanishing condition.
Lemma 4.1. Let u be as in the last section. Then there exist µj ↓ 0, tj ∈ (43µj, 139 µj) and
t′j ∈ (149 µj, 53µj), such that
1
µj
∫ 2µj
µj
∫
|x|<t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
dx dt→ 0, as µj → 0+,
and that
sup
0<τ<
tj
16
1
τ
∫
|tj−t|<τ
∫
|x|<4t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
(x, t) dx dt
+ sup
0<τ<
t′
j
16
1
τ
∫
|t′j−t|<τ
∫
|x|<4t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
(x, t) dx dt→ 0,
as j →∞.
Proof. Recall the following bound for Type II solution −→u (t) in Rd× (0, 1] with 0 ∈ S, proved
in the last section:∫ t2
t1
∫
|x|<t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
dx
dt
t
≤ C
(
log
t2
t1
) d
d+1
. (4.1)
For each large natural number J , apply inequality (4.1) to t1 = 4
−J and t2 = 2−J , we get
that
J−1∑
j=0
∫ 2j+1 4−J
2j 4−J
∫
|x|<t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
dx
dt
t
≤ CJ dd+1 .
Hence, there exists 0 ≤ j ≤ J − 1, such that∫ 2j+1 4−J
2j 4−J
∫
|x|<t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
dx
dt
t
≤ CJ− 1d+1 .
For a decreasing subsequence µj of 2
j 4−J , we get that
1
µj
∫ 2µj
µj
∫
|x|<t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
dx dt→ 0, as µj → 0 + . (4.2)
Since u(x, t) = v(x, t) for (x, t) ∈ {(x, t) : x ∈ Bδ, |x| > t, t ∈ (0, δ)} and v is regular, we
also have
lim
µj→0
1
µj
∫ 2µj
µj
∫
|x|<4t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
dx dt = 0. (4.3)
Let
g(t) =
∫
|x|<4t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
(x, t) dx, (4.4)
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then 1
µj
∫ 2µj
µj
g(t) dt→ 0+ as j → ∞. Denote M(gχ(µj , 2µj)) as the Hardy-Littlewood maxi-
mal function of gχ(µj , 2µj). Passing to a subsequence, we can assume that
1
µj
∫ 2µj
µj
g(t) dt ≤ 4−j.
Then using the fact that the Hardy-Littlewood maximal operator M is bounded from L1 to
L1,∞, we get that ∣∣{t ∈ (µj, 2µj) : M(gχ(µj , 2µj ))(t) > 2−j}∣∣ ≤ C2−jµj.
Thus we can find sequences tj and t
′
j such that tj ∈ (43µj, 139 µj) and t′j ∈ (149 µj, 53µj), such
that M(gχ(µj , 2µj))(tj) → 0+ and M(gχ(µj , 2µj))(t′j) → 0+ as j → ∞. Consequently along
sequences 0 < tj < t
′
j, we have
sup
0<τ<
tj
16
1
τ
∫
|tj−t|<τ
g(t) dt+ sup
0<τ<
t′
j
16
1
τ
∫
|t′j−t|<τ
g(t) dt→ 0, as j →∞. (4.5)
That is
sup
0<τ<
tj
16
1
τ
∫
|tj−t|<τ
∫
|x|<4t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
(x, t) dx dt
+ sup
0<τ<
t′
j
16
1
τ
∫
|t′j−t|<τ
∫
|x|<4t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
(x, t) dx dt→ 0,
as j →∞.
The lemma is proved.
The reason why we need two sequences tj, t
′
j approaching zero will become clear below.
5. Characterization of solutions along a time sequence with the vanishing
condition
In this section, we use the asymptotic vanishing of the quantity∫
|x|<4t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
(x, t) dx, (5.1)
to obtain a preliminary decomposition along a sequence of times in the spirit of decom-
position (1.9), albeit with a remainder term that vanishes only in L2
∗
. Suppose that
−→u ∈ C((0, 1], H˙1 × L2), with u ∈ L
d+2
d−2
t L
2 d+2
d−2
x (Rd × (ǫ, 1]) for any ǫ > 0, is a type II so-
lution to equation (1.1). We assume that x∗ = 0 is a singular point. Then by Lemma 4.1,
there exists a sequence of times tn ↓ 0, such that
lim
n→∞
sup
0<τ< tn
16
1
τ
∫
|tn−t|<τ
∫
|x|<4t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
(x, t) dx dt = 0. (5.2)
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Our main goal in this section is to prove the following theorem.
Theorem 5.1. Let −→u , tn be as above. Let −→v ∈ C([0, δ], H˙1×L2), with v ∈ L
d+2
d−2
t L
2 d+2
d−2
x (Rd×
[0, δ]) for some δ > 0, be the regular part of −→u . Then passing to a subsequence there exist
integer J0 ≥ 0 1, r0 > 0, scales λjn with 0 < λjn ≪ tn, positions cjn ∈ Rd satisfying cjn ∈ Bβ tn
for some β ∈ (0, 1), with ℓj = lim
n→∞
cjn
tn
well defined, and travalling waves Qℓj , for 1 ≤ j ≤ J0,
such that
−→u (tn) = −→v (tn) +
J0∑
j=1
(
(λjn)
− d
2
+1Qℓj
(
x− cjn
λjn
, 0
)
, (λjn)
− d
2 ∂tQℓj
(
x− cjn
λjn
, 0
))
+ (ǫ0n, ǫ1n),
(5.3)
where (ǫ0n, ǫ1n) vanishes asymptotically in the following sense:
‖ǫ0n‖L2∗ (|x|≤r0) → 0, as n→∞; (5.4)
if we write −→ǫ n = (ǫ0n, ǫ1n) as
−→ǫ n(x) =
(
(λjn)
− d
2
+1ǫ˜0n
(
x− cjn
λjn
)
, (λjn)
− d
2 ǫ˜1n
(
x− cjn
λjn
))
, (5.5)
then
−→˜
ǫ n ⇀ 0 as n → ∞, for each j ≤ J0. In addition, the parameters λjn, cjn satisfy the
pseudo-orthogonality condition
λjn
λj
′
n
+
λj
′
n
λjn
+
∣∣cjn − cj′n ∣∣
λjn
→∞, (5.6)
as n→∞, for 1 ≤ j 6= j′ ≤ J0.
Proof. Fix φ ∈ C∞c (B4) with φ|B3 ≡ 1. Let
(u0n, u1n) =
−→u (tn)φ
(
x
tn
)
.
Clearly (u0n, u1n) is a bounded sequence in H˙
1 × L2. Passing to a subsequence if necessary,
we can assume that (u0n, u1n) has the profile decomposition
(u0n, u1n)
=
J∑
j=1
((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
, − t
j
n
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
, − t
j
n
λjn
))
+ (wJ0n, w
J
1n),
where the parameters satisfy
tjn ≡ 0 for all n, or lim
n→∞
tjn
λjn
∈ {±∞}, (5.7)
and for j 6= j′
lim
n→∞
(
λjn
λj
′
n
+
λj
′
n
λjn
+
∣∣cjn − cj′n ∣∣
λjn
+
∣∣tjn − tj′n ∣∣
λjn
)
=∞. (5.8)
1If J0 = 0, then there is no sum of solitons. We shall show in the last section that J0 ≥ 1.
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We note that (u0n, u1n) has the following concentration property
lim
n→∞
‖(u0n, u1n)‖H˙1×L2(|x|≥tn) = 0. (5.9)
By the concentration property (5.9) of (u0n, u1n) and the linear profiles, we can assume that
λjn . tn, and if λ
j
n ∼ tn along a subsequence, then passing to a subsequence and rescaling
the profile, we choose λjn = tn. Additionally, if t
j
n ≡ 0, we can assume that c
j
n
tn
is bounded,
and by passing to a subsequce also that ℓj = lim
n→∞
cjn
tn
is well defined for such j. We divide
the profiles into three cases.
• Case I: tjn ≡ 0, λjn ≡ tn. We shall show that the nonlinear profile Uj is a compactly
supported self similar solution, which we know must be trivial from [15];
• Case II: tjn ≡ 0, λjn ≪ tn. In this case, we shall show that |ℓj| < 1 and
−→
U Lj (·, 0) =−→
Q ℓj ;
• Case III: λjn ≪ |tjn|. We show that these profiles can be absorbed into the residue
term.
Let us firstly consider Case I. To simplify notations, we assume that the profile is UL.
By the support property of (u0n, u1n), we can also assume that the position is c
j
n ≡ 0,
then we see that supp
−→
U L ⊆ B1. Denote the nonlinear profile as U . Assume that U exists
in Rd × [−T, T ], with ‖U‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[−T,T ])
≤ M < ∞. Fix ǫ > 0 sufficiently small,
determined by the small data Cauchy theory for equation (1.1). By the energy expansion
for the profile decomposition, there exists J(ǫ) such that∑
j≥J(ǫ)
‖−→U Lj ‖2H˙1×L2 < ǫ2. (5.10)
The profiles with j ≥ J(ǫ) are small, and will be controlled perturbatively by Lemma
2.7. For the remaining profiles, passing to a subsequence if necessary, we can assume that
lim
n→∞
tjn
tn
∈ {±∞}, or lim
n→∞
tjn
tn
exists and is finite. We destinguish two categories:
• j ≤ J(ǫ), lim
n→∞
tjn
tn
6= 0. Then for some γ > 1 sufficiently large, we have∥∥∥∥((λjn)− d2+1ULj (x− cjnλjn , t− t
j
n
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
,
t− tjn
λjn
))∥∥∥∥
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×(− tnγ , tnγ ))
→ 0,
as n→∞. These profiles have asymptotically vanishing interaction with the profile
U , and can be controlled perturbatively at least for a short time that is comparable
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to tn;
• tjn = o(tn), or, tjn ≡ 0 and λjn ≪ tn. By the concentration property of (u0n, u1n),
passing to a subsequence, we can assume that lim
n→∞
cjn
tn
= ℓj is well defined. These
profiles may have nontrivial interaction with the first profile, and will be removed.
Denote the set of such j as J1.
Recall that
−→
U Ljn(·, 0) :=
((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
, − t
j
n
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
, − t
j
n
λjn
))
.
For any τ > 0 and j ∈ J1, by Lemma 2.1, one can verify that∥∥∥−→U Ljn(0)∥∥∥
H˙1×L2(Rd\Bτtn(ℓjtn))
+ ‖ULjn(0)‖L2∗(Rd\Bτtn(ℓjtn)) −→ 0, as n→∞. (5.11)
Define
(v0n, v1n) =
(
t
− d
2
+1
n U0
(
x
tn
)
, t
− d
2
n U1
(
x
tn
))
+
∑
j≤J, j 6∈J1
((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
, − t
j
n
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
, − t
j
n
λjn
))
+ (wJ0n, w
J
1n).
Consider the rescaled sequences
(u˜0n, u˜1n) =
(
t
d
2
−1
n u0n(tn x), t
d
2
n u1n(tn x)
)
;
(v˜0n, v˜1n) =
(
t
d
2
−1
n v0n(tn x), t
d
2
n v1n(tn x)
)
.
Hence
(v˜0n, v˜1n) = (U0, U1) +
(
t
d
2
−1
n w
J
0n(tnx), t
d
2
n w
J
1n(tnx)
)
+
∑
j≤J, j 6∈J1
((
t−1n λ
j
n
)− d
2
+1
ULj
(
x− t−1n cjn
t−1n λ
j
n
, − t
−1
n t
j
n
t−1n λ
j
n
)
,
(
t−1n λ
j
n
)− d
2 ∂tU
L
j
(
x− t−1n cjn
t−1n λ
j
n
, − t
−1
n t
j
n
t−1n λ
j
n
))
.
Let u˜n and v˜n be the solutions to equation (1.1) with intial data (u˜0n, u˜1n) and (v˜0n, v˜1n)
respectively.
By (5.11), and a rescaling, we see that
‖(u˜0n, u˜1n)− (v˜0n, v˜1n)‖H˙1×L2(Rd\ ⋃j∈J1 Bτ (ℓj)) → 0, (5.12)
as n→∞, for any τ > 0.
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For T1 sufficiently small, by Lemma 2.7,
−→˜
v n exists in R
d × [−T1, T1], with bound
‖v˜n‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[−T1,T1])
≤M1 <∞.
For any R > 0, σ > 0 and any y with
inf {|y − ℓj |, j ∈ J1} ≥ R + σ,
(5.12) implies that
‖(u˜0n, u˜1n)− (v˜0n, v˜1n)‖H˙1×L2(BR+σ2 (y)) + ‖u˜0n − v˜0n‖L2∗ (BR+σ2 (y)) → 0, as n→∞.
Hence by Lemma 2.9, for R1 = min {T1, R}, we get that
sup
t∈[−R1, R1]
‖−→˜v n(t)−
−→˜
u n(t)‖H˙1×L2(|x−y|≤R−|t|)
+ ‖v˜n − u˜n‖
L
d+2
d−2
t L
2 d+2
d−2
x ({(x,t): |x|≤R−|t|, |t|≤R1})
→ 0 + . (5.13)
On the other hand, by Lemma 2.7, the solution
−→˜
v n admits the following expansion for
|t| ≤ R1
−→˜
v n =
−→
U (x, t) +
(
t
d
2
−1
n w
J
n(tnx, tnt), t
d
2
n ∂tw
J
n(tnx, tnt)
)
+−→r Jn
+
∑
j 6∈J1
((
t−1n λ
j
n
)− d
2
+1
Uj
(
x− t−1n cjn
t−1n λ
j
n
,
t− t−1n tjn
t−1n λ
j
n
)
,
(
t−1n λ
j
n
)− d
2 ∂tUj
(
x− t−1n cjn
t−1n λ
j
n
,
t− t−1n tjn
t−1n λ
j
n
))
,
where lim
J→∞
lim sup
n→∞
sup|t|≤R1 ‖−→r Jn(t)‖H˙1×L2 = 0. By pseudo-orthogonality of parameters (5.8)
and the approximation (5.13), we get that
−→˜
u n ⇀
−→
U in {(x, t) : |x− y| ≤ R− |t|, |t| ≤ R1}. (5.14)
By finite speed of propagation and rescaling, we have that
u˜n(x, t) = t
d
2
−1
n u(tnx, tn + tnt), (5.15)
for |x| < 2 and |t| < 1. After rescaling, (5.14) and (5.2) with τ = tn
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imply that∫
{(x,t): |x−y|≤R−|t|, |t|≤R1}
(
∂tU +
x
t+ 1
· ∇U +
(
d
2
− 1
)
U
t+ 1
)2
(x, t) dxdt = 0.
Hence
∂tU +
x
t+ 1
· ∇U +
(
d
2
− 1
)
U
t + 1
≡ 0, in {(x, t) : |x| < 2, |x− y| ≤ R− |t|, |t| ≤ R1}.
Moving y around and thrinking σ to 0, we can conclude that in fact
∂tU +
x
t + 1
· ∇U +
(
d
2
− 1
)
U
t+ 1
≡ 0, (5.16)
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in {(x, t) : |t| < dist (x, {ℓj, j ∈ J1}) , |x| < 2, |t| < R1}. Equation (5.16) implies that for
some Ψ
U(x, t) = (t+ 1)−
d
2
+1Ψ
(
x
t+ 1
)
, (5.17)
in
{
(x, t) : |t| < 1
4
dist (x, {ℓj, j ∈ J1}) , |t| < R1, |x| < 2
}
. Since supp
−→
U (0) ⊆ B1, we con-
clude that
−→
U (0) =
(
Ψ, −x · ∇Ψ−
(
d
2
− 1
)
Ψ
)
in Rd. (5.18)
Since
−→
U is supported in B1 and satisfies equation (1.1) in R
d × [−T, T ], we get from the
above that suppΨ ⊆ B1 and
−∆Ψ + y · ∇(y · ∇Ψ) + (d− 1)y · ∇Ψ+ d(d− 2)
4
Ψ = |Ψ|2∗−2Ψ, (5.19)
in Rd\{ℓj, j ∈ J1}. By the regularity condition that Ψ ∈ H˙1, which follows directly from−→
U ∈ H˙1 × L2 and the representation (5.17), we can conclude that equation (5.19) is in fact
satisfied “across” the points ℓj, i.e., ℓj are removable singularities. Thus equation (5.19)
holds in Rd. By standard elliptic regularity theory, we see that Ψ ∈ C2(B1). Hence
U˜(x, t) := (t + 1)−
d
2
+1Ψ
(
x
t + 1
)
is a classical solution to equation (1.1) for |x| < 1−|t|. By (5.18), we see that −→U (0) =
−→˜
U (0).
Hence, by finite speed of propagation, U˜ ≡ U for |x| < 1 − |t|. Consequently U˜ ∈
L
d+2
d−2
t L
2 d+2
d−2
x (|x| < 1−|t|). By the support property of Ψ, thus U˜ ∈ L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[−1/2, 1/2])
and is a solution to equation (1.1) with the same initial data as that of U . Therefore U ≡ U˜
is a compactly supported finite energy self similar solution. By [15], we see that U must be
trivial.
Remark. Since we have an exact self similar solution, in principle, we might be able to use
simpler arguments than those in [15] to prove that U must be trivial.
Case II: Now we consider Case II, tjn ≡ 0, λjn ≪ tn. To simplify notations, we assume that
the profile is UL1 with parameters λ
1
n, c
1
n satisfying lim
n→∞
c1n
t1n
= ℓ1. Suppose that the nonlinear
profile U1 associated with U
L
1 , λ
1
n exists in R
d × [−T, T ] with
‖U1‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[−T,T ])
≤M <∞.
The idea in the characterization of U1 is similar to Case I. We shall still remove the profiles
which contain more energy than the threshold energy provided by small data theory and
which have nontrivial interactions with U1, (these profiles are only finitely many), and then
use perturbative arguments to deal with other small profiles. After a rescaling, we can still
pass to limit in the region with several lightcones removed. Using the vanishing condition
(5.2), we then obtain a first order equation for U1 which will enable us to classify U1. The
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difference with Case I here is that due to the fact that λ1n ≪ tn, the first order equation we
obtain in the end is different from the self similar case, and as a consequence U1 has to be a
travelling wave, instead of a self similar solution.
Fix ǫ = ǫ(d) > 0 sufficiently small, determined by the small data Cauchy theory for
equation (1.1), we can find large natural number J(ǫ), such that
∑
j≥J(ǫ)
‖−→U Lj ‖2H˙1×L2 ≤ ǫ2.
These profiles can be controlled perturbatively. For the remaining profiles, we distinguish
several categories.
• 1 < j < J(ǫ), the profile satisfies the properties that λjn ≪ |tjn|, and (passing to
a subsequence if necessary) that |tjn| & λ1n for all n. These profiles have negligible
interference with the profile UL1 , λ
1
n at least for a short time (comparable to λ
1
n), and
can be controlled perturbatively. More precisely, we have
lim
n→∞
∥∥∥∥(λjn)− d2+1ULj (x− cjnλjn , t− t
j
n
λjn
)∥∥∥∥
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[−T1λ1n, T1λ1n])
→ 0, (5.20)
as n→∞, if T1 > 0 is sufficiently small;
• 1 < j < J(ǫ) and the profile satisfies the property that λjn ≪ |tjn|, tjn = o(λ1n) as
n→∞. Denote the set of these j as J1. These profiles may have nontrivial interac-
tion with the profile UL1 , λ
1
n, and have to be removed;
• 1 < j < J(ǫ), and the profile satisfies the property that tjn ≡ 0, and passing to a
subsequence if necessary that λjn ≪ λ1n. Denote the set of such j as J2. These profiles
also have to be removed.
• 1 < j < J(ǫ), tjn ≡ 0, and passing to a subsequence if necessary that λjn ∼ λ1n,|cjn−c1n|
λ1n
→∞. These profiles have no interaction with the first profile locally in space
in the limit.
• 1 < j < J(ǫ), and tjn ≡ 0, λ1n = o(λjn). These profiles have asymtotically vanishing
interaction with the first profile for a time interval ∼ λ1n, and can be controlled per-
turbatively.
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Define
(v0n, v1n) =
(
(λ1n)
− d
2
+1UL1
(
x− c1n
λ1n
, 0
)
, (λ1n)
− d
2∂tU
L
1
(
x− c1n
λ1n
, 0
))
+
∑
1<j≤J, j 6∈J1∪J2
((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
, − t
j
n
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
, − t
j
n
λjn
))
+ (wJ0n, w
J
1n).
We can check that
‖(v0n, v1n)− (u0n, u1n)‖H˙1×L2(B
Mλ1n
(c1n)\
⋃
j∈J1∪J2
B
ǫλ1n
(cjn)
)
+‖v0n − u0n‖L2∗(B
Mλ1n
(c1n)\
⋃
j∈J1∪J2
B
ǫλ1n
(cjn)
) → 0, (5.21)
as n→∞, for any M > 1 and ǫ > 0.
Consider the rescaled sequences
(u˜0n, u˜1n) =
(
t
d
2
−1
n u0n(tn x), t
d
2
nu1n(tn x)
)
;
(v˜0n, v˜1n) =
(
t
d
2
−1
n v0n(tn x), t
d
2
nv1n(tn x)
)
.
Let u˜n, v˜n be the solution to equation (1.1) with initial data (u˜0n, u˜1n) and (v˜0n, v˜1n), re-
spectively. By the principle of finite speed of propagation and rescaling, we get that
u˜n(x, t) = t
d
2
−1
n u(tnx, tn(t+ 1)), for |x| < 2, |t| < 1
2
. (5.22)
By Lemma 2.7, v˜n admits the following decomposition for |t| < T1λ1n
v˜n =
(
(t−1n λ
1
n)
− d
2
+1U1
(
x− t−1n c1n
t−1n λ1n
,
t
t−1n λ1n
)
, (t−1n λ
1
n)
− d
2∂tU1
(
x− t−1n c1n
t−1n λ1n
,
t
t−1n λ1n
))
+
∑
1<j≤J, j 6∈J1∪J2
((
t−1n λ
j
n
)− d
2
+1
Uj
(
x− t−1n cjn
t−1n λ
j
n
,
t− t−1n tjn
t−1n λ
j
n
)
,
(
t−1n λ
j
n
)− d
2 ∂tUj
(
x− t−1n cjn
t−1n λ
j
n
,
t− t−1n tjn
t−1n λ
j
n
))
+
(
t
d
2
−1
n w
J
n(tnx, tnt), t
d
2
n∂tw
J
n(tnx, tnt)
)
+−→r Jn,
where −→r Jn vanishes asymptotically:
lim
J→∞
lim sup
n→∞
sup
|t|<T1λ1n
∥∥−→r Jn(t)∥∥H˙1×L2 = 0; (5.23)
and v˜n verifies the bound
‖v˜n‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×[−T1t−1n λ1n, T1t−1n λ1n])
≤M1 <∞, (5.24)
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for J, n sufficiently large. Consider the rescaled and translated u˜n and v˜n as follows:
(˜˜u0n, ˜˜u1n) := ((t−1n λ1n) d2−1 u˜n (t−1n λ1n (x+ t−1n c1n), t−1n λ1n t) ,
(t−1n λ
1
n)
d
2 ∂tu˜n
(
t−1n λ
1
n (x+ t
−1
n c
1
n), t
−1
n λ
1
n t
))
(˜˜v0n, ˜˜v1n) := ((t−1n λ1n) d2−1 v˜n (t−1n λ1n (x+ t−1n c1n), t−1n λ1n t) ,
(t−1n λ
1
n)
d
2 ∂tv˜n
(
t−1n λ
1
n (x+ t
−1
n c
1
n), t
−1
n λ
1
n t
))
.
By rescaling and translation, (5.21) implies that for M > 1 and ǫ > 0∥∥∥(˜˜v0n, ˜˜v1n)− (˜˜u0n, ˜˜u1n)∥∥∥
H˙1×L2
(
BM (0)\
⋃
j∈J1∪J2, j>1
Bǫ(
c
j
n−c
1
n
λ1n
)
)
+ ‖˜˜v0n − ˜˜u0n‖
L2∗
(
BM (0)\
⋃
j∈J1∪J2, j>1
Bǫ(
c
j
n−c
1
n
λ1n
)
) → 0, (5.25)
as n→∞.
Denoting
J∗ :=
{
j ∈ J1 ∪ J2 : c
j
n − c1n
λ1n
is bounded in n
}
. (5.26)
Passing to a subsequence, we can assume that c
j
n−c1n
λ1n
→ xj as n → ∞ for each j ∈ J∗. For
any R > 0, σ > 0, y ∈ Rd with
dist (y, {xj , j ∈ J∗}) > R + σ,
by Lemma 2.9 and (5.25), we see that
sup
|t|<T1∧R
∥∥∥∥−→˜u˜ n(t)−−→˜v˜ n(t)∥∥∥∥
H˙1×L2(|x−y|<R−|t|)
+
∥∥∥˜˜un − ˜˜vn∥∥∥
L
d+2
d−2
t L
2 d+2
d−2
x ({(x,t): |x−y|<R−|t|, |t|<T1∧R})
→ 0,
(5.27)
as n→∞.
The vanishing condition (5.2), with a simple rescaling argument, implies in particular that
for any M > 1
lim
n→∞
1
t−1n λ1n
∫ t−1n λ1n
−t−1n λ1n
∫
∣∣∣∣x− c1ntn
∣∣∣∣<Mt−1n λ1n
∣∣∣∣∂tu˜n + xt+ 1 · ∇u˜n +
(
d
2
− 1
)
u˜n
t+ 1
∣∣∣∣2 dxdt = 0.
Note that
1
t−1n λ1n
∫ t−1n λ1n
−t−1n λ1n
∫
∣∣∣∣x− c1ntn
∣∣∣∣<Mt−1n λ1n
∣∣∣∣ u˜nt+ 1
∣∣∣∣2 dxdt
.
[
sup
t∈(−t−1n λ1n, t−1n λ1n)
‖u˜n(·, t)‖2L2∗(Rd)
]
(t−1n λ
1
n)
2 → 0,
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as n→∞. Noting also that
lim
n→∞
c1n
t1n
= ℓ1, and λ
1
n ≪ tn,
we get that
lim
n→∞
1
t−1n λ1n
∫ t−1n λ1n
−t−1n λ1n
∫
∣∣∣∣x− c1ntn
∣∣∣∣<Mt−1n λ1n
|∂tu˜n + ℓ1 · ∇u˜n|2 dxdt = 0. (5.28)
Rescaling and translating (5.28), we obtain that
lim
n→∞
∫ 1
−1
∫
|x|<M
∣∣∣∂t˜˜un + ℓ1 · ∇˜˜un∣∣∣2 dxdt = 0. (5.29)
By the expansion of v˜n, ˜˜vn admits the following expansion˜˜vn = −→U (x, t) +−→˜r Jn
+
∑
1≤j≤J, j 6∈J1∪J2
((λ1n)−1λjn)− d2+1 Uj
x− cjn−c1nλ1n
(λ1n)
−1λjn
,
t− (λ1n)−1tjn
(λ1n)
−1λjn
 ,
(
(λ1n)
−1λjn
)− d
2 ∂tUj
x− cjn−c1nλ1n
(λ1n)
−1λjn
,
t− (λ1n)−1tjn
(λ1n)
−1λjn

+
(λ1n)− d2+1wJn
x+ c1nλ1n
λ1n
,
t
λ1n
 , (λ1n)− d2∂twJn
x+ c1nλ1n
λ1n
,
t
λ1n
 .
By the pseudo-orthogonality condition on the parameters, we conclude that
−→˜
v˜ n ⇀
−→
U in {(x, t) : |x− y| < R ∧ T1 − |t|, |t| < R ∧ T1} . (5.30)
By (5.27), we also have
−→˜
u˜ n ⇀
−→
U in {(x, t) : |x− y| < R ∧ T1 − |t|, |t| < R ∧ T1} . (5.31)
Hence
∂tU + ℓ1 · ∇U ≡ 0, (5.32)
in {(x, t) : |x− y| < R ∧ T1 − |t|, |t| < R ∧ T1}.
Moving y around and shrinking σ → 0+, we conclude that
∂tU + ℓ1 · ∇U ≡ 0, (5.33)
in {(x, t) : |t| < dist (x, {xj, j ∈ J∗}) ∧ T1}. (5.33) implies that U satisfies
U(x, t) = Ψ(x− ℓ1t),
in {(x, t) : |t| < dist (x, {xj, j ∈ J∗}) ∧ T1}. Since U is a solution to equation (1.1), we
conclude that
ℓ1 · ∇ (ℓ1 · ∇Ψ)−∆Ψ = |Ψ|2∗−2Ψ, (5.34)
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in Rd\ {xj, j ∈ J∗}. By the regularity condition Ψ ∈ H˙1(Rd), equation (5.34) is actually
satisfied across xj , i.e., xj are removable singularities. Hence
ℓ1 · ∇ (ℓ1 · ∇Ψ)−∆Ψ = |Ψ|2∗−2Ψ, in Rd. (5.35)
By Lemma 2.1 in [8], for nontrivial Ψ, we must have |ℓ1| < 1 and Ψ ≡ Qℓ1 . Hence in this
case, the profile is a travelling wave. By the energy expansion, there can be only boundedly
many such profiles.
For profies in Case III, we have 0 < λjn ≪ |tjn|, then we have
lim
n→∞
∥∥∥∥(λjn)− d2+1ULj (x− cjnλjn , − t
j
n
λjn
)∥∥∥∥
L2∗ (Rd)
= lim
n→∞
∥∥∥∥ULj (x, − tjnλjn
)∥∥∥∥
L2∗ (Rd)
= lim
t→±∞
∥∥ULj (x, t)∥∥L2∗(Rd)
= 0,
by the property of free waves. These profiles can therefore be absorbed into the error term.
Recall that v is the regular part of u, the theorem is proved.
6. virial identity and exclusion of dispersive energy in the region
{(x, t) : |x| < λt} for λ ∈ (0, 1) along a sequence of times
In this section, we use a virial identity to obtain a decomposition with better residue term.
Theorem 6.1. Let u be as in the last section. Then there exists a time sequence tn ↓ 0,
such that −→u (tn) has asymptotic decomposition (7.16) with properties as in Theorem 5.1. In
addition the residue term (ǫ0n, ǫ1n) satisfies the following refined vanishing condition:
‖/∂ǫ0n‖L2(Br∗ ) + ‖∇ǫ0n‖L2(Bλtn ) + ‖ǫ1n‖L2(Bλtn ) +
∥∥∥∥ǫ1n + rtn∂rǫ0n
∥∥∥∥
L2(Btn )
→ 0, (6.1)
as n→∞, for any λ ∈ (0, 1).
Remark. The only missing vanishing condition, in comparison with the main Theorem 1.1
is that the Strichartz norm of the free radiation with initial data (ǫ0n, ǫ1n) goes to zero.
Proof. By Lemma 4.1, there exists a sequence µn ↓ 0, such that
lim
n→∞
1
µn
∫ 2µn
µn
∫
|x|<4t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
(x, t) dx dt = 0, (6.2)
and that along two sequences of times t1n and t2n with t1n ∈ (43µn, 139 µn), t2n ∈ (149 µn, 53µn),
we have that
sup
0<τ<
t1n
16
1
τ
∫
|t−t1n|<τ
∫
|x|<4t
(
∂tu+
x
|x| · ∇u+
(
d
2
− 1
)
u
t
)2
dxdt→ 0, as n→∞, (6.3)
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and
sup
0<τ<
t2n
16
1
τ
∫
|t−t2n|<τ
∫
|x|<4t
(
∂tu+
x
|x| · ∇u+
(
d
2
− 1
)
u
t
)2
dxdt→ 0, as n→∞. (6.4)
By Theorem 5.1, along t1n and t2n approaching zero, we have the following decomposition
−→u (tιn) = −→v (tιn) +
Jι∑
j=1
(
(λjιn)
− d
2
+1Qℓιj
(
x− cjιn
λjιn
, 0
)
, (λjιn)
− d
2 ∂tQℓιj
(
x− cjιn
λjιn
, 0
))
+−→ǫ ιn,
(6.5)
where ι ∈ {1, 2}, and λjιn ≪ tιn, cjιn ∈ Bβtιn for some β ∈ (0, 1) and ℓιj = lim
n→∞
cjιn
tιn
. λjιn, c
j
ιn
satisfy the pseudo-orthogonality condition (5.6). In the above, with slight abuse of notation,
we denote −→ǫ ιn := (ǫιn, ∂tǫιn) ∈ H˙1 × L2. Moreover, ǫιn vanishes in the sense that for some
fixed r0 > 0
‖ǫιn‖L2∗(|x|≤r0) → 0, as n→∞. (6.6)
We observe that by the decomposition (6.5), for any ǫ > 0 small, it holds that
‖u(·, tιn)‖L2(Btιn ) . ‖v(·, tιn)‖L2(|x|<tιn) + ‖ǫιn‖L2(|x|<tιn)
+
∥∥∥∥∥
Jι∑
j=1
(λιn)
− d
2
+1Qℓιj
(
x− cjιn
λιn
, 0
)∥∥∥∥∥
L2
(⋃Jι
j=1Bǫ tιn(c
j
ιn)
)
+
∥∥∥∥∥
Jι∑
j=1
(λιn)
− d
2
+1Qℓιj
(
x− cjιn
λιn
, 0
)∥∥∥∥∥
L2(Btιn\(
⋃Jι
j=1 Bǫ tιn (c
j
ιn)))
. ‖v(·, tιn)‖L2∗(Btιn ) tιn + ‖ǫιn‖L2∗(Btιn ) tιn
+
∥∥∥∥∥
Jι∑
j=1
(λιn)
− d
2
+1Qℓιj
(
x− cjιn
λιn
, 0
)∥∥∥∥∥
L2∗
(⋃Jι
j=1Bǫ tιn(c
j
ιn)
) ǫ tιn
+
∥∥∥∥∥
Jι∑
j=1
(λιn)
− d
2
+1Qℓιj
(
x− cjιn
λιn
, 0
)∥∥∥∥∥
L2∗(Btιn\(
⋃Jι
j=1Bǫ tιn(c
j
ιn)))
tιn
. o(tιn) + ǫ tιn, as n→∞.
Since this is true for all small ǫ > 0, we obtain that
lim
n→∞
1
tιn
‖u(·, tιn)‖L2(Btιn ) = 0. (6.7)
Thanks to the vanishing condition (6.7), we can use the following virial identity. Multiply
equation (1.1) with u, and integrate over the region {(x, t) : |x| < t, t ∈ (t1n, t2n)}. We
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obtain
0 =
∫ t2n
t1n
∫
|x|<t
∂t (∂tu u)− (∂tu)2 − div (∇u u) + |∇u|2 − |u|2∗ dxdt
=
1√
2
∫ t2n
t1n
∫
|x|=t
(
−∂tu− x|x| · ∇u
)
u dσdt
+
∫
|x|<t2n
[∂tu u](x, t2n) dx−
∫
|x|<t1n
[∂tu u](x, t1n) dx
+
∫ t2n
t1n
∫
|x|<t
−(∂tu)2 + |∇u|2 − |u|2∗ dxdt.
Noting that t2n ∼ t1n and t2n− t1n ∼ t1n, with the help of the control on the energy flux, we
can estimate ∣∣∣∣∫ t2n
t1n
∫
|x|=t
(
−∂tu− x|x| · ∇u
)
u dσdt
∣∣∣∣
.
(∫ t2n
t1n
∫
|x|=t
(
∂tu+
x
|x| · ∇u
)2
dσdt
) 1
2 (∫ t2n
t1n
∫
|x|=t
u2 dσdt
) 1
2
. o(1) ·
(∫ t2n
t1n
∫
|x|=t
|u|2∗ dσdt
) 1
2∗
|t2n − t1n|
. o (t2n − t1n) , as n→∞.
Using crucially (6.7), we can also estimate∣∣∣∣∫|x|<tιn ∂tu u(x, tιn) dx
∣∣∣∣ . ‖∂tu‖L2(Btιn ) (∫|x|<tιn u2(x, tιn) dx
) 1
2
. o(tιn) . o(t2n − t1n).
Summarizing the above, we conclude that
1
t2n − t1n
∫ t2n
t1n
∫
|x|<t
|∇u|2 − |∂tu|2 − |u|2∗ dxdt→ 0, as n→∞.
We emphasize that t2n − t1n ∼ µn, which is important for us. Passing to a subsequence, we
can assume that∣∣∣∣ 1t2n − t1n
∫ t2n
t1n
∫
|x|<t
|∇u|2 − |∂tu|2 − |u|2∗ dxdt
∣∣∣∣ ≤ 4−n; (6.8)
1
µn
∫ 2µn
µn
∫
|x|<4t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
(x, t) dx dt ≤ 8−n. (6.9)
Denoting
g(t) =
∫
|x|<4t
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
(x, t) dx.
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Then using the boundedness of Hardy-Littlewood maximal functions from L1 to L1,∞, we
get that ∣∣{t ∈ (t1n, t2n) : M(gχ(µn, 2µn))(t) > 2−n}∣∣ . 4−n|t2n − t1n|. (6.10)
Since
∫
Rd
|∇x,tu|2 + |u|2∗(x, t) dx ≤M , by (6.8), we see that∣∣∣∣{t ∈ (t1n, t2n) : ∫|x|<t [|∇u|2 − |∂tu|2 − |u|2∗] (x, t) dx < 2−n
}∣∣∣∣ & M−12−n|t2n − t1n|.
(6.11)
Hence we can find a sequence tn ∈ (t1n, t2n), such that along the sequence tn, we have that
lim
n→∞
M(gχ(µn, 2µ))(tn) = 0, (6.12)
lim sup
n→∞
∫
|x|<t
[|∇u|2 − |∂tu|2 − |u|2∗] (x, tn) dx ≤ 0. (6.13)
The vanishing condition (6.12), by Theorem 5.1, implies that there exist λjn ≪ tn, cjn ∈ Bβtn
for some β ∈ (0, 1) with ℓj = lim
n→∞
cjn
tn
well defined, for 1 ≤ j ≤ J0 <∞, such that
−→u (tn) := −→v (tn)+
J0∑
j=1
(
(λjn)
− d
2
+1Qℓj
(
x− cjn
λjn
, 0
)
, (λjn)
− d
2∂tQℓj
(
x− cjn
λjn
, 0
))
+−→ǫ n, (6.14)
with −→ǫ n vanishes asymptotically in the sense that for some r0 > 0,
‖ǫn‖L2∗ (Br0 ) → 0, as n→∞. (6.15)
In addition, the parameters λjn, c
j
n satisfy the pseudo-orthogonality condition (5.6).
We now use (6.13) to obtain refined vanishing property of −→ǫ n. We remark that (6.13) is not
coercive for general solutions. However it is zero for travelling waves (see Claim 6.1) and
coercive for dispersive part −→ǫn of the solution. Hence it is particularly suited for controlling−→ǫ n along the sequence tn. The idea of using additional virial type quantity such as (6.13)
to eliminate dispersive energy was firstly introduced in [13]. We claim
Claim 6.1. Let ℓ ∈ Rd with |ℓ| < 1, and let Qℓ be a travelling wave with velocity ℓ. Then
Qℓ(x, t) satisfies ∫
Rd
[|∇Qℓ|2 − |∂tQℓ|2 − |Qℓ|2∗] (x, t) dx = 0, for all t. (6.16)
The proof will be given at the end of this section.
For the regular part −→v , we clearly have
lim
t→0+
∫
|x|<t
[|∇v|2 − |∂tv|2 − |v|2∗] (x, t) dx = 0. (6.17)
By Claim 6.1, and the pseudo-orthogonality of the profiles in the decomposition (6.14), we
can conclude from (6.13) that
lim sup
n→∞
∫
|x|<tn
|∇ǫn|2 − |∂tǫn|2 − |ǫn|2∗ dx ≤ 0. (6.18)
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By the vanishing condition ‖ǫn‖L2∗(|x|<tn) → 0, we see that
lim sup
n→∞
∫
|x|<tn
|∇ǫn|2 − |∂tǫn|2 dx = 0. (6.19)
On the other hand, (6.12) implies that∫
|x|<tn
(
∂tu+
x
t
· ∇u+
(
d
2
− 1
)
u
t
)2
(x, tn) dx→ 0, as n→∞.
By the estimates
∫
|x|<tn |u|2 dx = o(t2n) as n → ∞, which follows from similar arguments as
in the proof of (6.7), we also have∫
|x|<tn
(
∂tu+
x
t
· ∇u
)2
(x, tn) dx→ 0, as n→∞. (6.20)
Using the fact that ∫
Rd
|∂tQℓ + ℓ · ∇Qℓ|2 (x, t) dx ≡ 0, (6.21)
from the decomposition (6.14) and the orthogonality of the profiles, we conclude that
lim
n→∞
∫
|x|<tn
∣∣∣∣∂tǫn + xtn · ∇ǫn
∣∣∣∣2 dx = 0. (6.22)
Combining (6.15), (6.18) and (6.22), we see that
lim sup
n→∞
∫
|x|<tn
|∇ǫn|2 −
∣∣∣∣ xtn · ∇ǫn
∣∣∣∣2 dx ≤ 0. (6.23)
(6.23) implies that for any λ ∈ (0, 1)∫
|x|<tn
|/∂ǫn|2 dx→ 0, as n→∞, (6.24)∫
|x|<λtn
|∇ǫn|2 dx→ 0, as n→∞. (6.25)
Combining (6.25) with (6.22), we see that in fact for any λ ∈ (0, 1)∫
|x|<λtn
|∇x,tǫn|2 dx→ 0, as n→∞. (6.26)
The theorem is proved.
Proof of Claim 6.1. We can assume without loss of generality that ℓ = le1, where e1 =
(1, 0, . . . , 0) ∈ Rd. Then
Qℓ = Q
(
x1 − lt√
1− l2 , x2, x3
)
.
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Then direct calculations imply that∫
Rd
( |∇Qℓ|2 − |∂tQℓ|2 − |Qℓ|2∗) (x, t) dx
=
∫
Rd
(|∇Q|2 − |Q|2∗)( x1 − lt√
1− l2 , x2, x3
)
dx
=
√
1− l2
∫
Rd
(|∇Q|2 − |Q|2∗) (x) dx
= 0.
In the last identiy we have used the fact that Q is a steady state to equation (1.1). The
claim is proved.
7. Ruling out profiles from time infinity and proof of the main theorem
In this section, we use the refined vanishing condition (6.1) to rule out any remaining
nontrivial profiles, and conclude the proof of the main theorem.
Let us firstly prove the following result, which describes profile decomposition of a
sequence of special initial data.
Lemma 7.1. Suppose that (u0n, u1n) is a bounded sequence in H˙
1×L2. In addition, assume
that there exists λn ↑ 1, such that
‖u0n‖L2∗(Rd) + ‖u1n‖L2(Rd\B1) + ‖/∂ u0n‖L2(Rd) → 0, (7.1)
and
‖u1n + ∂ru0n‖L2(B1) + ‖∂ru0n‖L2(B|x|<λn ⋃{x: |x|>1}) → 0, (7.2)
as n→∞. Then passing to a subsequence, (u0n, u1n) has the following profile decomposition
(u0n, u1n) =
J∑
j=1
((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
, − t
j
n
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
, − t
j
n
λjn
))
+
(
wJ0n, w
J
1n
)
, (7.3)
where the profiles and parameters satisfy, in additional to the usual orthogonality conditions
(2.2) (2.3), that
lim
n→∞
tjn
λjn
∈ {±∞}; (7.4)
lim
n→∞
|tjn| = 1; (7.5)
lim
n→∞
cjn = 0, (7.6)
for each j.
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Proof. Passing to a subsequence, we can assume that (u0n, u1n) has the following profile
decomposition
(u0n, u1n) =
J∑
j=1
((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
, − t
j
n
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
, − t
j
n
λjn
))
+
(
wJ0n, w
J
1n
)
. (7.7)
Let us firstly show that lim
n→∞
tjn
λjn
∈ {±∞}. Assume for some j, tjn ≡ 0. By the concentration
property of (u0n, u1n), c
j
n is bounded. By the assumption that ‖u0n‖L2∗(Rd) → 0 as n→∞,
the profile must satisfy ULj (·, 0) ≡ 0. Hence∫
Rd
|∂tULj + ∂rULj |2(x, 0) dx =
∫
Rd
|∂tULj |2(x, 0) dx > 0. (7.8)
By orthogonality of profiles, we then have
lim inf
n→∞
‖u1n + ∂ru0n‖2L2(B1) ≥
∥∥(∂tULj + ∂rULj ) (·, 0)∥∥2L2(Rd) > 0. (7.9)
A contradiction with (7.2). Hence there are no profiles with tjn ≡ 0.
For the remaining profiles, we divide into several cases.
Case I. Let us firstly rule out profile
−→
U Lj with (by passing to a subsequence if necessary)
τ = lim
n→∞
|tjn| 6= 1. From (7.4), we see that λjn → 0. A moment of reflection, using elementary
geometry, shows that the set
Ejn := {x : λn < |x| < 1} (7.10)
satisfies for all M > 0 that∣∣{x ∈ Rd : ∣∣|x− cjn| − |tjn|∣∣ < Mλjn} ∩ Ejn∣∣ = o(∣∣tjn∣∣d−1 λjn) , (7.11)
as n→∞. Thus we can apply Lemma 2.5 and conclude that for any β > 1 and sufficiently
large n,
‖(u0n, u1n)‖
H˙1×L2
({
x:
|t
j
n|
β
<|x−cjn|<β|tjn|
}
\Ejn
) ≥ ‖−→U Lj ‖H˙1×L2 > 0. (7.12)
This is a contradiction with the property of (u0n, u1n) that the energy is concentrated in E
j
n.
Case II. Now we rule out the profile
−→
U Lj , with (passing to a subsequence if necessary)
limn→∞ tjn ∈ {±∞}. This case is similar to Case I. We omit the routine details.
Case III. We have tjn = o(1) as n → ∞. We note that by the concentration property
of (u0n, u1n), |cjn| → 1. Passing to a subsequence and by rotating the coordinate system if
necessary, we can assume that cjn → e1 := (1, 0 . . . , 0) ∈ Rd. The vanishing conditions (7.1)
and (7.2) of (u0n, u1n) imply that∫
B
2t
j
n
(cjn)
|u1n + ∂1u0n|2 + |∇x′u0n|2 dx→ 0, (7.13)
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as n→∞. By Lemma 2.4, we have that for any β > 1
lim inf
n→∞
∫
t
j
n
β
<|x−cjn|<βtjn
(u1n + ∂1u0n)
2 + |∇x′u0n|2 dx
≥
∫
Rd
[(
∂tU
L
j + ∂1U
L
j
)2
+ |∇x′ULj |2
]
(x, t) dx > 0. (7.14)
(7.14) contradicts with (7.13).
Case IV. We have τ = lim
n→∞
|tjn| = 1. Using the same arguments as in Case I, we also have
lim
n→∞
cjn = 0. These are the profiles that appear in the decomposition (7.3).
The lemma is proved.
Now we are ready to prove the main theorem.
Theorem 7.1. Let −→u ∈ C((0, 1], H˙1 × L2(Rd)), with u ∈ L
d+2
d−2
t L
2 d+2
d−2
x (Rd × (ǫ, 1]) for any
ǫ > 0, be a Type II blow up solution to equation (1.1) with blow up time t = 0. Define the
singular set
S :=
{
x∗ ∈ Rd : ‖u‖
L
d+2
d−2
t L
2 d+2
d−2
x (Bǫ(x∗)×(0,ǫ])
=∞, for any ǫ > 0
}
. (7.15)
Then S is a set of finitely many points only. Assume that 0 ∈ S is a singular point. Then
there exist integer J0 ≥ 1, r0 > 0, −→v ∈ H˙1 × L2, time sequence tn ↓ 0, scales λjn with
0 < λjn ≪ tn, positions cjn ∈ Rd satisfying cjn ∈ Bβtn for some β ∈ (0, 1) with ℓj = lim
n→∞
cjn
tn
well defined, and travalling waves Qℓj , for 1 ≤ j ≤ J0, such that inside the ball Br0 we have
−→u (tn) = −→v +
J0∑
j=1
(
(λjn)
− d
2
+1Qℓj
(
x− cjn
λjn
, 0
)
, (λjn)
− d
2 ∂tQℓj
(
x− cjn
λjn
, 0
))
+ (ǫ0n, ǫ1n).
(7.16)
Moreover, let −→ǫ Ln be the solution to linear wave equation with initial data (ǫ0n, ǫ1n) ∈ H˙1×L2,
then the following vanishing condition holds:
‖ǫLn‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×R)
+ ‖(ǫ0n, ǫ1n)‖H˙1×L2({x: |x|<λtn, or |x|>tn}) + ‖/∂ ǫ0n‖L2(Rd) → 0, (7.17)
as n→∞ for any λ ∈ (0, 1). In the above /∂ denotes the tangential derivative. In addition,
the parameters λjn, c
j
n satisfy the pseudo-orthogonality condition
λjn
λj
′
n
+
λj
′
n
λjn
+
∣∣cjn − cj′n ∣∣
λjn
→∞, (7.18)
as n→∞, for each 1 ≤ j 6= j′ ≤ J0.
Proof. By Theorem 6.1, we only need to show that J0 ≥ 1 and
lim
n→∞
‖ǫLn‖
L
d+2
d−2
t L
2 d+2
d−2
x (Rd×R)
= 0. (7.19)
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By Lemma 7.1 with a rescaling, passing to a subsequence, (ǫ0n, ǫ1n) has the following profile
decomposition
(ǫ0n, ǫ1n) =
J∑
j=1
((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
, − t
j
n
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
, − t
j
n
λjn
))
+
(
wJ0n, w
J
1n
)
, (7.20)
where the profiles and parameters satisfy, in additional to the usual orthogonality conditions
(2.2) (2.3) and vanishing condition for wJn , that
lim
n→∞
tjn
λjn
∈ {±∞}; (7.21)
lim
n→∞
|tjn|
tn
= 1; (7.22)
lim
n→∞
cjn
tn
= 0, (7.23)
for each j.
We shall firstly rule out the profiles with lim
n→∞
tjn
tn
= 1. Consider the following sequence of
initial data
(u˜0n, u˜1n) :=
J∑
j=1
((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
, − t
j
n
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
, − t
j
n
λjn
))
+−→v (tn) + (wJ0n, wJ1n). (7.24)
Hence we have removed any possible solitons from −→u (tn), in order to be able to control the
evolution of solution
−→˜
u to equation (1.1) with
−→˜
u (tn) = (u˜0n, u˜1n). Note that
lim
n→∞
‖(u0n, u1n)− (u˜0n, u˜1n)‖H˙1×L2(|x|> 1+β
2
tn)
= 0. (7.25)
Lemma 2.7 and the definition of nonlinear profiles imply that for t ∈ [ tn
2
, tn],
−→˜
u has the
following asymptotic expansion
−→˜
u (t) =
J∑
j=1
((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
,
t− tn − tjn
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
,
t− tn − tjn
λjn
))
+−→v (t) +−→w Jn(t) +−→r Jn(t), (7.26)
where we recall that −→w Jn(t) is the solution to the linear wave equation with −→w Jn(tn) =
(wJ0n, w
J
1n), and
lim
J→∞
lim sup
n→∞
sup
t∈[tn/2,tn]
‖−→r Jn‖H˙1×L2 = 0.
40
At t = tn
2
, if lim
n→∞
tjn
tn
= 1, then by Lemma 2.1 and (7.21, 7.22, 7.23), the energy of((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
,
t− tn − tjn
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
,
t− tn − tjn
λjn
))
is concentrated in {x : 3tn
2γ
< |x| < 3γtn
2
}, for any γ > 1. Hence by Lemma 2.4, −→˜u ( tn
2
) has
uniform amount of nontrivial energy accumulation in {x : 3tn
2γ
< |x| < 3γtn
2
}. Note also by
(7.25) and Lemma 2.9, we have
‖−→u (tn)−
−→˜
u (tn)‖H˙1×L2({x: 3tn
2γ
<|x|< 3γtn
2
}) → 0, (7.27)
as n→∞ if γ is chose close to 1. Thus −→u (tn) also has uniform amount of nontrivial energy
accumulation in {x : 3tn
2γ
< |x| < 3γtn
2
}, as n → ∞. A contradiction with the fact that
outside the lightcone |x| > t, −→u is regular.
Next we rule out profiles with lim
n→∞
tjn
tn
= −1, keeping in mind that the profiles with
lim
n→∞
tjn
tn
= 1 have been ruled out. Introduce
−→˜
u as in the first part of the proof. By Lemma
2.7 and the definition of nonlinear profiles,
−→˜
u has the following asymptotic expansion for
t ∈ [tn, δ]:
−→˜
u (t) =
J∑
j=1
((
λjn
)− d
2
+1
ULj
(
x− cjn
λjn
,
t− tn − tjn
λjn
)
,
(
λjn
)− d
2 ∂tU
L
j
(
x− cjn
λjn
,
t− tn − tjn
λjn
))
+−→v (t) +−→w Jn(t) +−→r Jn(t), (7.28)
where −→w Jn(tn) = (wJ0n, wJ1n), and
lim
J→∞
lim sup
n→∞
sup
t∈[tn,δ]
‖−→r Jn‖H˙1×L2 = 0.
Fix β < β1 < β2 < 1. Define the modified sequence of initial data
(u′0n, u
′
1n) :=

−→u (tn) if |x| > β2tn,
t−1n |x|−β1
β2−β1
−→u (tn) + β2−t
−1
n |x|
β2−β1
−→˜
u (tn) if β1tn < |x| < β2tn,
−→˜
u (tn) if |x| < β1.
(7.29)
It is easy to verify that for r0 > 0 sufficiently small,
lim
n→∞
‖(u′0n, u′1n)−
−→˜
u (tn)‖H˙1×L2(Br0 ) = 0.
Let
−→
u′ be the solution to equation (1.1) with
−→
u′ (tn) = (u′0n, u
′
1n). By finite speed of propa-
gation, we see that
u(x, t) = u′(x, t), for |x| > β2 tn + t− tn, t ∈ [tn, δ]. (7.30)
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By Lemma 2.6, and by choosing δ smaller if necessary, we see that
sup
t∈[tn, δ]
‖−→u′ (t)−−→˜u (t)‖H˙1×L2(Br0−δ) → 0, as n→∞. (7.31)
By (7.28) and Lemma 2.4, at time t = δ,
lim inf
n→∞
∥∥∥−→˜u (δ)∥∥∥
H˙1×L2(δ+β2tn−tn<|x|<δ+tn)
≥ ‖−→U Lj ‖H˙1×L2(Rd).
Hence by (7.31) and (7.30), −→u (δ) has uniform nontrivial energy concentration δ+β2tn−tn <
|x| < δ + tn, as n→∞. A contradicition with the fact that −→u (δ) ∈ H˙1 × L2.
In summary, there are no nontrivial profiles in the decomposition (7.20). Thus, ǫL
verifies (7.19). Then J0 ≥ 1 follows since 0 ∈ S. The theorem is proved.
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