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INTRODUCTION 
Speech is one of the primary modes of communication that can simuhaneously 
convey linguistic intelligence, speaker's emotional state, identity, gender and the 
very physical state of being. These are readily decoded from speech by experienced 
listener. One of our distinct ability is, to listen to, and follow, one speaker in the 
presence of many others. This is called "cocktail party problem". This is man's extra 
ordinary power of perception and recognition. 
At the beginning of the seventh century Ben Jonson wrote'°- speech is the only 
benefit man hath to express his excellency of mind above other creatures. It is 
instrument of society. In all speech, words and sense are as the body and soul. The 
sense is as the life and soul of language, without which all words are dead. 
Man is the only living creature that can speak. When it is young child then he does 
not know how to communicate, therefore, he makes babbling sounds and in doing 
this, he gets pleasure but these sovinds can not be called language as it does not form 
a social communication process. But as the child learns arbitrary symbolic function 
of words and his vocal sounds begin to acquire value, his mind undergoes adjustment 
and he becomes integrated with the society and now he can communicate with others 
with words. 
To express his ideas, a person arranges them into a series of proper words according 
to grammatical rules of language and then his brain commands to move diifcrcnt 
articulatory muscles to produce the desired words. When he speaks, his own sound 
reaches in his own ear, so that he can control on articulatory muscles to produce the 
desired word. Thus it is a closed loop system. In this way man's speech comes out. 
We can say acoustically, speech is a series of sound signals. Signal is a physical 
quantity that varies with time or any other variable. The information, which is 
transferred through speech, is mainly contained in sound waves and its fundamental 
frequency, intensity etc. Its spectral distributions vary from instant to instant. Such 
sounds radiate through mouth and nostrils into the air, and ears detect them, and then 
by these waves eardrums are vibrated. This vibration energy is then converted into 
nerve impulse that is sent to brain through auditory nerve for interpretation. 
All of us can express and experience emotion. Emotion is a driving force oi' our 
action. Number of basic emotions varies from 2 to 18 among theorists. It has been 
suggested that there are four most common basic emotions that are "happiness. 
sorrow, anger and fear". Recognition of emotion can be important for improving 
voice quality etc. The problem lies in the complexities of emotional speech, such as 
texts, semantics and emotion. This dissertation proposes approaches for recognition 
of emotional speech. The hypothesis of this study was that if we could create an 
emotional speech corpus with natural phonetic and prOsodic characteristics 
appropriate to that particular emotion, we could recognize emotional speech using 
the parameters of neutral and emotional speech. Then it may be used for synthesis of 
emotional speech. 
Studies on acoustic correlates of emotion 
Fairbank and Pronovost (1939)'s research" was one of the attempts to measure 
acoustic correlates of emotional speech using instruments. They first conducted a 
forced choice test with speech produced by six amateur actors in five different 
emotional states (anger, contempt, fear, grief and indiffemce). They then analyzed 
the fundamental frequency (Fo) of the speech stimulus that the largest percentage oi" 
subjects identified emotions correctly. Akemi lida (2002) reported a new approach 
to synthesize emotional speech with a corpus based concatenative speech synthesis 
system, using speech corpora of emotional speech. The results of perceptual 
experiments indicated that the method could synthesize recognizably emotional 
speech that had high intelligibility and that gave a favorable impression. Turk and 
Sawusch^ (1999) presented results from two experiments designed to show how 
duration and intensity are processed during speech perception. The results of the fust 
experiment made the prediction that listeners would not use loudness by itself in 
making prominence judgments, since the extraction of loudness in the presence of 
** Reference does not contain 
duration variation appears to require a (relatively) high processing load. In the 
second experiment, listeners' responses were predicted from computed measures ol 
length and loudness in a linear multiple regression analysis. Results showed a 
negligible independent contribution of loudness to listeners' responses. Listeners" 
behavior was best predicted by computed measures of length. Laukkanen et al. 
(1995) noted that surprise, sadness and anger were especially correctly identified and 
as the differences in Fo level were artificially eliminated, neutrality, surprise and 
anger were still identified due to differences in intrasyllabic FQ change and glottal 
waveform. Utterances were nonsense utterance expressing neutral stale, surprise. 
sadness, enthusiasm and anger. Protopapas and Lieberman^ (1997) investigated the 
effect of short-and long-term Fo measures on perceived emotional stress using 
stimuli synthesized with the LPC coefficients of a steady vowel and varying Fo 
tracks. A demonstrably perceptible amount of Jitter did not seem to play a role in 
perceived emotional stress. Mean and maximum Fo within an utterance correlated 
highly with stress ratings, but the range of Fo did not correlate significantly with the 
stress ratings. Williams and Stevens (1972) described identification and 
measurements of those parameters in the speech signal that reflect the emotional 
state of speaker. In this study dialogues of short scenario were specifically written to 
contain various emotional situations. A comparison was made of recordings from a 
real-life situation, in which the emotions of a speaker were clearly defined, with 
recordings fi-om an actor who simulated the same situation. Situations were- anger, 
fear, and sorrow. While the parameters were fundamental frequency, average speech 
spectrum, temporal characteristics, precision of articulation, and waveform regularity 
of successive glottal pulses. Attributes for a given emotional situation were not 
always consistent firom one speaker to another. Lee et al." (2004) investigated the 
effects of emotion on different phoneme classes using short term spectral features. In 
this study, based on hypothesis that different emotions have varying effect on the 
properties of the different speech sounds, they investigated the usefulness of 
phoneme-class level acoustic modeling for automatic emotion classification. 
Comparison of classification results indicated that different phoneme classes were 
affected differently by emotional change and the vowel sounds are the most 
important indicator of emotions in speech. The acoustic and perceptual analysis of 
the emotive speech with following emotions: anger, joy, sorrow, and tenderness in 
Korean and French by Chung Soo-Jin'^  (1995) were presented. Statistic analysis 
found the factors, which affected the identification of emotions, such as emotion-
type, comprehension level of a given language, modality of phrase, etc. They 
reported also the acoustic filtering experience, which had an effect on the 
identification of emotions in relation to the mother tongue of listeners. Klasmeyer"" 
(2000) said that speech databases used in studies on emotional expression are often 
too small to represent a realistic survey on how humans express their emotions in 
spoken language. Large databases can give a better survey, but with them acoustic 
analyses can hardly be performed manually. Therefore, he proposed an automatic 
description tool for time contours and long term average voice features in large 
emotional speech databases. Klasmeyer and Sendlmeier '^ (1995) tested the 
hypothesis that voice parameters derived from clinical measurement of pathological 
voices (Jitter, Shimmer, Harmonics -To-Noise- Ratio) and the glottal pulse shape 
could serve as useful features to characterize specific emotional contents in spoken 
utterances. The emotional content was produced by 3 students of acting (2 male, 1 
female). Emotions taken were happiness, sadness, anger, fear, boredom and disgust. 
It was shown that parameters derived from clinical measurement of pathological 
voices and glottal pulse shapes are usefiil to characterize specific emotions in spoken 
utterances. Zhou et al. (1998) investigated a number of linear and nonlinear features 
and processing methods for stressed speech classification. Nonlinear processing was 
based on their newly proposed Teager Energy Operator (TEO) speech feature, which 
incorporates frequency domain critical band filters and properties of the resulting 
TEO autocorrelation envelope. Results showed that pitch was the best of the five 
linear features for stress classification; while the new nonlinear TEO-based feature 
outperforms the best linear feature by +5.2%, with a reduction in classification rate 
variability from 8.66 to 3.90. Karlsson and Liljencrants^^ (1996) analyzed voice 
source for different voice qualities by inverse filtering and by comparisons with a 
glottal model. From the results it was obvious that in some cases the two speakers 
disagreed on how a particular voice quality should be produced. This was 
particularly apparent for the voice qualities pressed and high FQ. A report was 
presented by Cimimings and Clements^' (1998) on an extensive investigation of the 
variations that occur in the glottal excitation of eleven commonly encountered 
speech styles. The glottal wave form from each style of speech have been shown to 
be significantly and identifiably different from all other styles, thereby confirming in 
the importance of the glottal waveform in conveying speech style information and in 
causing speech wave form variations. Lea Leinonen et al.^ ' (1997) studied different 
expressions and examined the acoustic differences between the categories for Fo, 
duration, and soimd pressure. The investigation on the effectiveness of prosodic and 
spectral modification in phoneme level on emotion-to-emotion speech conversion 
was done by Bulut et al. (2004).''^  Prosodic speech parameters (Fo, duration, and 
energy) for target phonemes were estimated from the statistics obtained from the 
analysis of an emotional speech database. Listening experiments indicated that the 
modification of prosody only or spectrum only is not sufficient to elicit targeted 
emotions. The simultaneous modification of both prosody and spectrum results in 
higher acceptance rates of target emotions, suggesting that not only modeling speech 
prosody but also modeling spectral patterns that reflect underlying speech 
articulations are equally important synthesize emotional speech with good quahty. 
Lieberman and Michaels'* (1962) derived pitch pulses electronically from the 
utterances of three male native speakers of American English. Sentences were eight 
neutral sentences and emotions were questionable, objective, fearfiil and happiness. 
A fixed-vowel POVO-type synthesizer was excited by these pitch pulses. Tapes were 
recorded and presented to separate groups of naive listeners who categorized the 
emotional modes in a forced judgment tests. Results showed that with unprocessed 
speech, the listeners were able to correctly identify the emotional content 85% ol" the 
time. When only pitch information was presented, correct identification was made 
44% of the time. When amplitude information was added to the pitch information. 
the identification rose to 47%. Smoothing the pitch information with a 40-msec time 
constant reduced the identifications to 38%, while 100-msec smoothing reduced the 
identifications to 25%. A 120-cps monotone with amplitude information derived 
from the original speech envelope amplitude resulted in 14% identifications. Ihe 
purpose of the study of Story BH, et al.''^  (2001) was to determine some ways in 
which the vocal tract shape can be manipulated to alter voice quality while retaining 
a desired phonetic quality. They found that relative to normal speech, both the vowel 
area functions and mean area functions showed, in general, that the oral cavity is 
widened and tract length increased for the yawny productions. The twangy vowels 
were characterized by shortened tract length, widened lip opening, and a slightly 
constricted oral cavity. The resulting acoustic characteristics of these articulatory 
alterations consisted of the first two formants (Fi and F2) being closer together for all 
yawny vowels and far apart for all the twangy vowels. Petrushin (2000) described 
an experimental study on vocal emotion expression and recognition and development 
of a computer agent for emotion recognition. To build emotion recognizers, they 
tried the following approaches: K-nearest neighbors, neural networks and ensemble 
of neural network classifiers. And it was found that the best results were obtained 
using the ensemble of neural networks recognizers. Hozjan and Kacic"*^  (2006) 
presented a rule based method to determine emotion-dependent features, which are 
defined from high level features derived from the statistical measurements of 
prosodic parameters of speech. Emotional speech was analyzed in order to find any 
similarities and differences among individual speakers. The comparison among 
speakers showed that the expressed emotions could be analyzed according to two 
criteria. The first criterion is defined set of emotion dependent features and the 
second is an emotion dependent feature value. 
We observe that speech material produced under basic emotions such as anger, joy. 
fear, disgust, sadness, and surprise are most commonly used for studies among 
researchers . In addition, researchers often study speech produced in "neutral state" 
for comparison. We can say neutral state to "unemotional state" or "non-emotional 
state". Several researchers have also taken as a question, an objective statement. 
tenderness, enthusiasm, breathy, pressed, creaky, loud, soft voice, naming, 
commanding, pleading, astonished, satisfied, admiring, and scornful. 
In most studies speech materials were created from the read speech in which 
sentences were neutral sentences. In some rare cases, researchers used recordings of 
radio programs, movies and theatrical plays. In 1995, Laukkanen et al. produced 
nonsense utterance. The importance of "field recordings of natural emotional 
speech" has been pointed out, but its actual use in research is still extremely difficLilt. 
Due to practical difficulties of obtaining data from naturally occurring emotions, 
most studies asked professional amateur actors to speak or read for the recordings of 
simulated emotions since they are presumably able to portray clear and unambiguous 
emotions'"'^'^'. 
The acoustic parameters measured are FQ, duration, energy, and, more recently, .litter. 
Shimmer, Harmonics -To-Noise- Ratio, glottal pulse shape^', intrasyllabic Fo change 
and glottal waveform'*' ^', Guojun Zhou et al. included linear features that described 
properties of pitch, duration, intensity, glottal source, and the vocal tract spectrum 
and nonlinear processing was based on their newly proposed Teager Energ> 
Operator (TEO) speech feature which incorporates frequency domain critical band 
filters and properties of the resulting TEO autocorrelation envelope^^. Akemi lida 
measured prosodic parameters such as Fundamental frequency (Fo), duration, and 
RMS energy and also the formants of steady state vowels^, speaking rate''^ Thus in 
general, prosodic parameters such as Fo, duration and energy are the important 
parameters for studying emotion. 
Most of the studies have been for American English, but some researchers also have 
studied emotions for other languages, e.g., Chung Soo-Jin (1995) studied in Korean 
and French, while Akemi lida studied in Japanese. 
This chapter gave a short overview over the related studies. All researchers do agree 
that human speech carries emotional information. Emotion recognition tests sliow 
that people can identify speakers' emotion with recognition rates much higher than 
chance level. The most commonly studied emotions have been those included in 
basic emotions. Acoustic parameters measured in general are FQ, duration, and 
1 
intensity. More recently, researchers measure other parameters also. Studies all agree 
that these parameters are the important correlates of emotion. Researchers reported 
that there were also speaker-to-speaker variations in emotional expressions. 
As we have observed, capturing emotion is a difficult task. There are a number of 
opinions about number of basic emotions and about how we can conceptualize 
emotion. We have decided to take four main emotions - anger, fear, happiness and 
sadness in our study, supposing them to be good starting point for the recognition of 
emotion. As we see that several studies have been done for emotion and its 
parameters but most of the studies are for English and other languages. There is also 
requirement to improve the quality of Hindi speech. So we have decided to study the 
emotion for Hindi language. 
Research motivation 
The motivation is to obtain detailed acoustic knowledge on how the speech signal is 
modulated from a neutral state to any emotional state. Such knowledge is necessan,' 
for the automatic assessment of emotional content and strength, and also for 
emotional speech synthesis, which may help in developing a more efficient and user-
friendly man-machine communication system. 
For instant suppose an automated call center application, where during the 
interaction, system can detect user's emotional state-such as displeasure or anger due 
to errors in imderstanding user's requests. System could fransfer the troubled user to 
a human operator before premature man-machine dialogue disruption. 
Development of speech synthesis systems for emotional state can lead to enable the 
computer to interact with user more naturally such as by adopting an appropriate 
tone of the voice suitable to a given situation. Thus emotion recognition may be 
helpful in various applications, such that this can be used for increasing the voice 
quality, can be used to produce artificial emotive speech in various machines, for 
example, in robots, mobiles, and many others. 
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FOUNDATION OF SPEECH RESEARCH 
2.1 Human speech production process 
It is necessary to xinderstand human speech production for speech research. Fig (2.1) 
shows a longitudinal cross section X-ray of human vocal apparatus. Vocal tract 
begins from the glottis or vocal cords and ends at the lips. It consists of phaiyn.x 
(connection from the esophagus to the lips) and oral cavity or mouth. In an average 
male, the length of the vocal tract is about 17 cm. Its cross sectional area depends 
upon the position of various articulators i.e. tongue, lips, jaw and velum. It varies 
from 0 (in case of total closure) to nearly 20 square cm. The nasal tract begins iVom 
velum and ends at the nostrils. When the velum is lowered, nasal tract is acoustically 
coupled to the vocal tract and the speech sound produced is nasalized. 
Fig (2.2) shows a schematic diagram of human vocal mechanism. When we take 
breath, air enters into the lungs. As it is expelled from the lungs through the trachea 
(wind pipe), the tensed vocal cords are caused to vibrate by the airflow. This airflow 
is chopped into quasi-periodic pulses, which are then modulated in frequency when it 
passes through pharynx (throat cavity), oral cavity and possibly the nasal cavity. 
Different sounds are produced depending upon the position of various articulators 
(i.e. jaw, tongue, velum, lips, and mouth). 
Fig (2.3) shows a simplified representation of human vocal mechanism. Lungs and 
the associated muscles act as a source of air to excite the vocal mechanism. Muscle 
force pushes air outside the lungs. Due to this tensed vocal cord start vibrate. And the 
speech, which is produced, is voiced, and if the vocal cords are relaxed, then in order 
to produce soimd, the air enters either through narrow constriction and the resultant 
speech is unvoiced or it makes pressure behind the closure, and as the closure is 
opened, it suddenly abrupt and a brief transient sound is produced. 
The sequence of sound is called speech. According to the state of vocal cords, and 
position of different articulators (jaw, lips, mouth, lungs, etc.), different speech 
sound is produced. 
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2.2 Classification of speech sounds 
Speech sound classification is usually attained according to their manner and 
production. For example, articulation of vowel sound is described by the longLic-
hump position and degree of constrictioa Speech sound is broadly classified in 
vowels and consonants. 
Vowels 
Vowels are long in duration. These are produced by exciting the essentially fixed 
vocal tract shape with quasi-periodic pulses of air due to vibration of vocal cords. 
The manner by which the cross sectional area along the vocal tract varies, determines 
the resonance firequencies of the vocal tract (formants) and the sound is produced. 
Table 2.1 Classification of Hindi vowels according to the tongue hump position and 
degree of constriction. 
Degree 
of constriction 
High 
Medium 
Low 
Tongue hump position 
Front 
III 
III 
IQI 
Izl 
IAI 
Back 
lul 
IVI 
lol 
101 
/ a / 
The vowel produced is determined primarily, by the position of tongue but also the 
position of lips, mouth and possibly the velum make influence upon it. There are 10 
Hindi vowels, which are frequently used and their classification by the tongue-hump 
position and degree of constriction are, as shovra in Table 2.1 for Hindi vowels (IPA 
symbol). 
Consonants 
10 
A consonant is a sound in spoken language that is characterized by a closure or 
stricture sufficient to cause audible turbulence, at one or more points along the vocal 
tract. The word consonant comes from Latin meaning "sounding with" or ''sounding 
together", the idea being that consonants don't sound on their own, but only occur 
with a nearby vowel . 
There are 31 consonants in Hindi language. In which 16 are stops, 4 affricates, 4 
nasals, 3 fricatives, and 4 semi-vowels. Out of which, 2 nasals are rarely found in 
normal spoken language. Hence only 29 consonants are there in frequently spoken 
Hindi language. According to the manner of articulation, consonants are classiliod as 
follows (IPA symbol): 
1. Fricatives: Fricatives produce a narrow constriction in the oral passage way. 
If the pressure behind the constriction is fast enough and the constriction is 
sufficiently narrow then airflow becomes fast enough to generate pressure at 
the end of the constriction. If the vocal cords are in conjunction with the 
noise source then the fricative is voiced and if only noise source is associated 
then fricative produced is unvoiced fHcative. Unlike English voiced and 
unvoiced fricatives, Hindi speech possess only three unvoiced fricatives / s, j , 
h / are considered as fricatives. 
2. Affricates: These are produced by the combination of fricatives and stops. 
Sounds/tJ, tf ,d^d^V are called affricates. 
3. Nasal Consonants: Nasal consonants are also called as murmur and 
sometimes nasal stops. These are glottaly excited, the vocal tract is totally 
constricted along the oral passage way. Hence the air flows through the nasal 
tract and when the velum is lowered, the sound being radiated at the nostrils. 
Although the oral cavity is constricted in front, it is acoustically coupled to 
the pharynx, thus the mouth serves as the resonant cavity that traps the 
acoustical energy at some natural frequencies. In Hindi speech, nasal 
consonants are / m, n, h, r\ I. Among them, / m, n / are most common. 
W 
4. Semi-Vowels: These are called semi-vowels because of their vowel like 
nature. These are characterized as gliding transition in vocal tract area 
function in the adjacent phonemes. Thus the acoustic characteristic of these 
sounds is affected by the context in which they occur. As in English, the 
Hindi semi-vowels are divided into glides / w, j / and liquids /1 , r /. 
5. Stop Consonants: These sounds are also called plosives. Stop con.soiiaiUs are 
transient, non-continuant sounds, produced by building up pressure behind a 
point of constriction in somewhere in oral passage way and suddenh 
releasing the pressure. During the period, if there is total constriction in the 
vocal tract then there is no sound radiated at the lips however, there is a 
sovmd radiated at the walls of the throat due to vocal cord vibration. As stop 
consonants are dynamic in nature, these are influenced by the vowels, which 
follow them. Sixteen sounds / p, t,; , k; b, d, d g; p'' t'' f, k^b'' d\d'' g'' /are 
treated as stop consonants. 
There are some other characteristics of the consonants described above, which are as 
follows: 
Voicing: If the vocal cords vibrate during the production of sounds, the sound is 
called voiced soimd otherwise it is imvoiced. Nineteen consonants are treated as 
voiced soimds. These are / b, d, d, g, b", d", d", g", d^ d^", m, n, 1, f, f, r, ii, w, j /. 
Aspiration: Aspiration is defined as glottal friction produced with (for voiced 
soimds) or without (for imvoiced sounds) glottal pulsing, while the glottis is 
narrowly or widely open and supraglottal vocal tract is unobstructed. 12 consonants 
/p^ t^ J^ k \ b^ d^ d^ g^ h, tr , d^, r''/are treated as aspirated sound. The sound /h/ 
is affricative but is shown as an aspirated character and hence is included in this 
category. The remaining sounds are unaspirated. 
Further, according to the place of articulation, there are five categories of 
consonants: 
1. Front sounds: In this category, those sounds have been grouped that are 
bilabial (i.e., both the lips constrict). Six sounds / p, p'\ b, b'\ m, w / are front 
sounds. 
2. Middle front sounds: Dental (i.e., the tongue tip or tongue blade touches the 
alveolar ridge) sounds, /1 , t'',d, d'',n, s, 1 / are middle front sounds. 
3. Middle sounds: Retroflex sounds (the tongue tip is curled up and back) are 
placed in this category. These are / J, j'', d, d*^ , r, j , x^, n /. 
4. Middle back sounds: Those sounds, which are spoken with the help of soft 
palate, come into this category. These are / tj, tf, dz, d^'\ I, j /. flieso arc 
palatal and palatal alveolar. 
5. Back sounds: The sounds that are velar (the back of the tongue approaches 
the soft palate or velum) and glottal (complete obstruction of airflow at the 
glottis) are classified as back sounds. These are / k, k*^ , g, g"^ , h /. 
2.3 Sound spectrograms and spectra 
Since sound is a transitory phenomenon and is to be perceived subjectively by 
listeners only, one use methods of making the sound permanent by displaying it in 
visual form. The commonest visual display of an acoustic signal is called the sound 
spectrogram. To make a spectrogram, a Fourier transform is applied to an acoustic 
wave, deriving the fi-equencies and amplitudes of its component waves. Depending 
on the size of the Fourier analysis window, different levels of resolution are 
achieved. There are two main kinds of voice analysis performed by the spectrograph, 
wideband (with a bandwidth of 300-500 Hz) and narrowband (with a bandwidth of 
45-50 Hz). If a small window is used, adjacent harmonics are smeared together and 
time resolution is better, wideband spectrogram is produced, shown in Fig. 2.4(a). 
A Wideband (or broadband) spectrogram makes broader distinction in frequency and 
finer distinction in time. Generally, wideband spectrograms are used in spectrogram. 
A long time window resolves frequency at expense of time and we get narrow band 
spectrogram, as shown in Fig. 2.4 (b), which reveals harmonics. 
The narrowband spectrogram has other advantages. 
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Fig. 2.4 (a) Wide band spectrogram (b) narrow band spectrogram for utterance 
/rad'^ a/ /dllli/ /aksAr/ /dzati/ /rAhAti/ /he / 
It makes narrower distinction in frequency but broader distinction in time. It is able 
to pick out each individual harmonic, but its time resolution is not good enough to 
isolate each individual cycle of vibration, and the formant structure of the sound is 
not rendered as clearly as with a wideband analysis. The display takes the form of a 
graph on a computer screen; for a more permanent record this graph can be printed 
on paper. Basically the computer does the following: 
i. Divide the acoustic signal into samples, 
ii. Examine the spectral content (what frequencies are present) of each sample 
independently, and 
iii. Display the resultant individual spectra in successive columns across the 
screen from left to right. 
In general, the darker is the color, the greater is the amplitude of that particular 
frequency component. Voice researchers use the spectrograph as a tool for analyzing 
vocal output. 
A spectra or spectrum is a two dimensional representation. In spectrum, frequency is 
along horizontal axis and intensity is along vertical axis. For a section of sound 
wave, spectrum shows what the frequency components are present and what the 
relative intensities are. Spectrum has no time representation and therefore, provides a 
static picture while spectrogram gives dynamic picture of the stretch of a sound. It 
shows the change of acoustic parameters over time. Spectra are helpful in an 
utterance, where more precise amplitude - frequency measurements are desired at a 
certain point. 
2.4 Formants 
Sound generated at the glottis (or at some constriction above the glottis), travels 
through a number of cavities in the vocal tract. 
The shapes and sizes of these cavities vary according to the position and shape of the 
lips, the tongue hump position, degree of opening of mouth and so on. fhe aii 
m 
contained in a cavity has a preferred frequency. When sound travels through these 
cavities, its frequency components that are closed to the preferred frequency of the 
cavity, amplify, i.e., they become stronger than the surrounding frequenc> 
components. Thus resonances occur. Resonances that are associated with cavities in 
the vocal tract are called formants. Formant is a dark band on a wideband 
spectrogram, as shown in Fig.2.5 (a), which corresponds to a vocal tract resonance. 
Technically it represents a set of adjacent harmonics, which are boosted by a 
resonance in some part of the vocal tract. Thus different vocal tract shapes will 
produce different formant patterns, regardless of what the source is doing. 
Formants are seen in narrow band spectrograms, as shown in Fig.2.5 (b), as groups 
of adjacent harmonics and are darker than neighboring harmonics. In broadband 
spectrograms, a formant is shown as a single dark horizontal band. In broadband 
spectrograms, frequency resolution is not fine enough to show separate harmonics. 
Most of the time, it is easy to spot formants in broadband spectrograms, particularly 
on lower frequency ranges. Formants are clearly seen in vertical areas that belong to 
vowels. Formants are numbered from bottom to top like harmonics. The lormani 
with lowest center frequency is called the first formant, formant with next higher 
frequency, is the second formant, and so on. First formant is often represented as IV 
second with F2, third with F3 and so on. 
Extraction of formants (or formant frequency) 
The formant frequency might be measured either by measuring the axis-crossing rate 
of the time waveform, by spectral moments, or by measuring the frequency of the 
peak in the spectral envelope. It can also be measured by digital computers. 
(i) Axis-crossing measures of formant frequency 
One of the earliest attempts at automatic tracking of formant frequencies was an 
average zero-crossing count^^. The idea was to take the average density of zero-
crossings of the speech wave and of its time derivative as approximations to the 
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first and second formants, respectively. The reasoning was that in the unriltcrcd, 
voiced speech the first formant is the most prominent spectral component, hi the 
differentiated signal, on the other hand, the first formant is deemphasized and the 
second formant is dominant. The results of these measures, however, were found 
to be poor, and the conclusion was that the method did not give acceptable 
precision. 
A number of refinements of the zero-crossing technique had been made. In one. 
the speech signal is pie-fiUered into ftequency ranges appropriate to individual 
formantsi'*' •'''. The axis-crossing rate and the amplitude are measured for the 
signal in each of the bands. A remaining disadvantage, however, is that the 
method is still to overlapping of the formant frequency ranges. 
(ii) Spectral moments 
Formant fi-equency can be approximated by 
Tu = I w j A (w i) / EA (w i) 
Difficulty in moment techniques is the asymmetry or skewness of the spectral 
resonances. The measured formant frequency may be weighted toward the 
"heavier" side of the spectrum, rather than placed at the spectral peak. 
(iii) Spectrum scanning and peak-picking methods 
Two methods of this type have been used. One is based upon locating points of 
zero slope in the spectral envelope, and the other is the detection of local spectral 
maxima by magnitude comparison. In the first - a short time amplitude spectrum 
is first produced by a set of band pass filter, rectifiers, and integrators. The 
outputs of the filter channel are scanned rapidly (on the order of 100 times per 
sec). The second method segments the short-time spectrum into frequency ranges 
that ideally contain a signal formant. The frequency of the spectral maximum 
within each segment is than measured. 
(iv) Digital computer methods 
One analysis procedure in which the formant tracking procedure is basically a 
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peak-picking scheme. In principle, the procedure for a given spectral scan is as 
follows. Find the peak filter in the frequency range appropriate to the first formant. 
Store the frequency and amplitude values of this channel. On the basis ot the l\ 
location, adjust the frequency range for locating F2. Locate the peak fillei in ihc 
adjusted F2 range and store its frequency and amplitude values. Finally, examine the 
next spectral scan and find Fi and F2, subject to continuity constraints with 
previously determined values. Large abrupt changes in Fi and F2 of small duration 
are ignored. 
Another computer formant tracker uses a principle related to the pole-zero model 
of speech'^. The analyzing strategy is a combined peak-picking and spectral fitting 
approach. A filter bank, associated rectifiers and lowpass filters produce a short-time 
spectrum. The filter outputs are scanned by an electronic commutator, and the time 
waveform representing the spectral sections is led to an analog-to-digital convcitci. 
The output digital signal describing the successive spectra is read into the computer. 
and the short-time spectra are stored in the memory. 
The automatic analyzing procedure, prescribed by a program, first locates the 
absolute maximimi of each spectrum. A single formant resonance is then fitted to the 
peak. The single resonance is positioned at a fi-equency corresponding to the first 
moment of that spectral portion lying, say, fi-om zero to 6db down from the peak on 
both sides. The single formant resonance is then inverse-filtered from the real speech 
spectrum by subtracting the log-amplitude spectral curves. The operation is repeated 
on the remainder until the required numbers of formants are located. 
The logarithm of the magnitude of the Fourier transform of the segment of the 
speech can be thought of as consisting of an additive combination of a rapidly-
varying periodic component, which is associated primarily with the vocal-cord 
excitation, and a slowly-varying component primarily due to the vocal-tract 
transmission fiinction. Therefore, the excitation and vocal-tract components arc 
mixed and must be separated to facilitate estimation of formant values. The standard 
approach to the problem of separating a slowly varying signal and a rapidly varying 
m 
signal is to employ linear filtering. Such an approach applied to the log magnitude of 
o 
the short-time Fourier transform leads to the computation of the cepstrum . 
The formant frequencies correspond closely with the resonance peaks with the 
smoothed spectrum. Therefore, a good estimate of the formant frequencies is 
obtained by determining which peaks in the smoothed spectrum are vocal tract 
resonances. 
2.5 Pitch (Fundamental frequency)^^^' 
One representation of the speech signal is produced by pitch analysis. Speech is 
normally looked upon as a physical process consisting of two parts: a product of a 
sound source (the vocal chords) and filtering (by the tongue, lips, teeth etc). The 
pitch analysis tries to capture the fundamental frequency of the sound source b\ 
analyzing the final speech utterance. 
The fundamental frequency (FQ) is the strongest correlate of perception oi^ the 
speakers' intonation and stress. It is the inverse of fundamental period of vocal chord 
vibration (i.e. the duration of one complete cycle of a periodic waveform). Its unit is 
Hertz (HZ). 
There are several possible ways to define fiindamental period and fundamental 
frequency. As that the relation 
Fo=lA'o 
Always holds. To or Fo (fundamental period and fundamental frequency) are defined 
in several different ways. The basic definition of pitch can be read as follows: 
• To is defined as the elapsed time between two successive glottal pulses. 
Measurement starts at a well-defined point within the glottal cycle, preferably 
at the point of glottal closure or if the glottis does not close completely at the 
point where the glottal area reaches its minimum. 
Pitch determination algorithm (PDA) that obeys this definition will be able to locate 
the point of glottal closure. These PDAs are suited for high-accuracy tasks. 
• To is defined as the elapsed time between two successive glottal pulses. 
Measurement starts at an arbitrary noint within the glottal cycle. Which point 
that depends on the individual PDA, but for a given PDA, this point is always 
located at the same position within the glottal cycle. 
Ordinary time-domain PDAs follow this definition. PDAs that follow this definition 
usually track the signal period by period in a synchronous way. 
• To is defined as the elapsed time between two successive glottal cycles. 
Measurement starts at an arbitrary instant, which is fixed according to 
external conditions and ends when a complete period has elapsed. 
This is the definition of To for those PDAs that are situated between the categoi ies. 
To is defined as the average length of several periods, i.e., as the average elapsed 
time between a small numbers of successive excitation cycles. In which way the 
averaging is performed, and- how many periods are involved, is a matter of the 
individual method. 
This is the standard definition of To for all the short-term analysis PDAs that appK 
stationary short-term analysis, including the implementations of frequency-domain 
PDAs. For the firequency domain this definition would read as follows: 
• Fo is defined as the fimdamental firequency of an (approximately) harmonic 
pattern in the (short-term) spectral representation of the signal. It depends on 
the particular method whether Fo is calculated as the frequency of a certain 
harmonic divided by the respective harmonic number m (including m=l). as 
the firequency difference between adjacent spectral peaks, or as the greatest 
common divisor of the frequencies of the individual harmonics. In counting, 
missing hamionic (if any) should also be counted. 
The perception point of view of the problem leads to a different definition of pilch. 
Pitch perception happens in the fi-equency domain. According to the existing theories 
• Fo is defined as the frequency of the sinusoid that evokes the same perceived 
pitch as the complex sound, which represents the input speech signal. 
If vocal cords vibrate during a segment of speech, the segment is voiced. 
Correspondingly, if there is turbulence in the speech tract causing a noise-like signal 
during a segment (and no vocal cord vibration), the segment is voiceless. If we label 
a segment unvoiced, we only mean that it is not voiced. It can thus be voiceless or 
\B 
silent. This distinction between voiceless and imvoiced can be important for pitch 
determination. 
Pitch can exist only where voicing exists. Unvoiced segments do not have a pitch. 
On the other hand there is the widespread misconception that statement is reversible. 
i.e., that voicing exists only where a pitch can be found. But this is not true. A good 
deal of voiced signals has an irregular excitation. 
Extraction of fundamental frequency 
Fundamental frequency analysis or pitch extraction is a problem nearly as old a.s 
speech analysis itself. It is one for which a complete solution remains to be found. 
Pitch determination started with the manual methods. Manual pitch determination 
methods can be subdivided into two categories: time-domain and frequency-domain 
(i) Time-Domain manual pitch determination 
Time domain pitch determination means determination of the fundamental period 
from a visual display of the speech signal. Each period, which is found significant 
for the overall pitch contour, has to be investigated, and its duration has to be 
measured. Pitch can be calculated by taking inverse of period for each period, li" the 
phone is of brief duration, say around fifty milliseconds, it is enough to allov/ for a 
single average frequency. But if the phone is long (for example a long vowel), it is 
necessary to average the Fo of every fifty milliseconds so as to catch the possible 
changes in pitch. It is especially the pitch of the vowels. Speech waveform is shown 
in Fig (2.6) for word / bAhUt / and pitch periods are marked by afrows. 
(ii) Frequency-Domain manual pitch determination 
Sound spectrograph can also be used for pitch determination. Pitch inflection may be 
brought out by two methods. If the analyzing band is made narrow enough, the 
separate voice harmonics appear and their rise and fall with pitch can be seen. Ihc 
other method is to permit the beats between harmonics in a wide band to register. 
producing characteristic striations vertically across the pattern. 
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Fig. 2.7 Pitch determination from (a) wide band spectrogram (b) narrow band 
spectrogram 
For male speakers, the wide-band spectrogram (bandwidth 300Hz) cannot resolve 
the individual harmonics, but it resolves the individual periods whose beginnings can 
be seen as faint black lines parallel to the frequency axis (Fig. 2.7 a). The reason for 
this is quite obvious: in any period all the harmonics are excited simultaneously at 
the instant of glottal closure and decay exponentially during the remainder of the 
period. The fundamental period To can thus be measured from the distances of these 
lines in a wide-band spectrogram. This also holds when the signal is irregular. 
The narrow-band filter (45 Hz) resolves the individual harmonics of the signal 
almost for the whole measuring range of FQ. It enables the researcher to read the 
shape of the FQ contour directly from the spectrogram. The technique of pitch 
determination from a narrow-band spectrogram is simple. It is only necessary to 
measure the frequency FQ directly or derive it from the frequency of a higher 
harmonic (as shown in Fig. 2.7(b) by dotted lines). 
If for any reason whatever (noise, filtering, etc.) the fundamental is absent from the 
spectrum of a vowel, one can always deduce its pitch from- that of any two 
consecutive harmonics. By the same token it is advisable to calculate the frequcncx 
from the tenth harmonic. 
(iii) Pitch determination by computer 
(a) cepstrum analysis 
One method for machine pitch extraction utilizes properties of the cepstrum to reveal 
signal periodicity^^' ^^ . The cepstrum is defined as the Fourier transform of the 
logarithm of the amplitude spectrum of a signal. Since it is a transform of a 
transform and since the resulting independent variable is reciprocal frequency, or 
time, the term "cepstrum" and "quefrency" were coined by its inventors^ to designate 
the transform and its independent variable. 
The log-taking operation has the desirable property of separating source and system 
characteristic. If the output speech wave, f(t), is the convolution of the vocal tract 
impulse response, v(t), and the vocal excitation source, s(t), the magnitudes of theii 
Fourier transforms are related as 
% ! 
|F(w)h|V(w)|.lS(w)|, 
where, all the amplitude spectra are even functions. Taking the logarithm of both 
sides gives 
In |F(w)| = In |V(w)| + In |S(w)|. 
Similarly, taking the Fourier transform of both sides yields 
-Tin |F (w)| = Tin |V (w)| + -Tin |S (w)|. 
For voiced sounds, | S(w) | is approximately a line spectrum with components spaced 
at pitch frequency 1/T. 1'ln |S(w)| ,therefore, exhibits a strong component at the 
"quefrency", T. |V(w)|, on the other hand, exhibits the relatively "slow" formant 
maxima. Consequently I" In |V (w)| has its strongest component at a very low 
quefrency. 
Measurement of pitch and voiced-unvoiced excitation is accomplished by using a 
suitable strategy to detect the quefrency components associated with ?'ln |S (w)|. 
(b) Inverse-filtering technique 
Perhaps a more basic measurement of voiced excitation is that of the glottal volume-
velocity wave ' . Approximations to this flmction can be obtained by so-called 
inverse-filtering techniques. The idea is to pass the speech signal through a network 
whose transmission function is the reciprocal of that of the vocal tract for the 
particular sound. Zeros of the network are adjusted to nullify vocal tract poles, and 
the resulting output is an approximation to the input glottal volume current. 
The inverse-filtering analysis presumes that the source and system relations lor ihc 
speech producing mechanism do not interact and can be uniquely separated and 
treated independently. But in the real vocal tract they interact to a certain extent 
(particularly at the first-formant frequency). Another difficulty is that it is not always 
clear whether to ascribe certain properties (primarily, zeros) to the tract or to the 
source. The estimate obtained for the glottal wave obviously depends upon the vocal-
tract model adopted for the inverse filter. 
2.6 Prosody^^ 
The term Prosody refers to certain properties of the speech signal such as audible 
ni. 
changes in pitch, loudness, and syllable length. The prosody of an utterance olten 
depends upon words and sentences structures as well as on speaker's emotions or his 
physical state. For some authors, the set of prosodic features also include speech 
timing such as rhythm and speech rate. Prosodic events appear to be time aligned 
with syllables or groups of syllables, rather than with segments (sound, phonemes), 
they are also referred to as suprasegmentals. The term Intonation is used as a 
synonym for prosody. 
Levels of representation of prosodic phenomena 
As for other properties of speech signal, prosodic events were studied at various 
levels of representation (Table 2.2). 
Table 2.2 Links between levels of representation of prosodic phenomenon 
Acoustic 
Fundamental 
frequency (Fo) 
Amplitude, energy, 
intensity 
Duration 
Amplitude dynamics 
Perceptual 
Pitch 
Loudness 
Length 
Strength 
Linguistic 
Tone, intonation, 
aspect of stress 
Aspect of stress 
Aspect of stress 
Aspect of stress 
L Acoustic level: The acoustic manifestation of prosody (fundamental frequency. 
amplitude, and duration) can be measured directly, using specialized hardware or 
algorithms (such as pitch determination algorithms). 
2. Perceptual level represents the prosodic events as heard by the (average) listener. 
As for spectral properties of speech sounds, acoustic characteristics that can be 
measured are not always perceptible. 
3. The linguistic level represents the prosody of an utterance as a sequence ol' 
abstract units (signs, symbols), some of which have a communicative function in 
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speech, while others may just fulfill syntactic requirements. The linguistic model is a 
structural interpretation of the data, which resuhs from distributional or functional 
analysis of prosodic data by a linguist. Linguistic representations cannot be 
"measured"; they cannot be verified or falsified beyond the level of mere descriptive 
adequacy. 
Measuring loudness does not equal measuring signal energy. It is obvious lluil the 
perception of loudness is not exclusively related to the amplitude at one point ol' the 
signal, but also dependent on the duration of speech fragment, and relative tu the 
loudness of other parts in the signal. 
As one moves away from the acoustic level towards the perceptual and/or linguistic 
levels, the measurement of some given prosodic property will progressively imolve 
segmentation (e.g., into syllables), context (such as relative prominence), and 
structural information (the linguistic interpretation of a syllabic tone, for example. 
often depends on whether the related syllable is stressed or not. 
Major components of prosody 
Among prosodic events, the most popular are changes in pitch, which together 
constitute the pitch contour of the utterance. 
Stress is a prosodic property that was said to be related to loudness and phonatory 
force. Both these characterizations refer to the perceptual form of prosody: the 
syllable carrying stress is prominent with respect to the surrounding syllables, either 
due to its loudness, or to its dynamic properties. Some model of prosody have tried 
to capture stress in terms of pitch and syllable length, in which case it is sometimes 
referred to as accent. However, in linguistic analyses stress is inevitable because it is 
a necessary concept for explaining the relation between prosodic structures and 
segmental structure (such as word stress). 
Syllabic length plays a role in the indication of boundaries and of stress. Although 
the absolute duration of an event is easily measured, this is only a trivial aspect of the 
measurement of length. First of all, h is not obvious which events should be 
measured: entire syllables, voiced parts, syllabic nuclei, and so on. Second, the 
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duration of syllables and speech sounds depends on several (dependent or 
independent) factors such as speech rate, rhythm, phonetic nature, and so on. 
The acoustic parameters related to prosody (mainly Fo, intensity, and duration). 
exhibit short-term variations that can be measured, but cannot be perceived. These 
variations are referred as microprosody. 
The meaning of prosody 
Prosodic features have specific functions in speech communication. The most 
apparent effect of prosody is that of focus. For instance, certain pitch events make a 
syllable stand out within the utterance, and indirectly the word or syntactic group it 
belongs to, will be highlighted as an important or new component in the meaning of 
that utterance. 
Prosodic features create a segmentation of the speech chain into groups of syllables. 
they give rise to the grouping of syllables and words into larger chunks. 
The well-known declarative or sentence-final intonation, marked in many languages 
by a very low pitch near the bottom of the speaker's pitch range, is often seen as a 
specialized prosodic marker indicating the sentence is closed. A high pitch at the end 
of the utterance indicates question intonation. A prosodic structure is completed once 
a sentence final tone is encountered, and a closed structure is a declaration; when the 
low tone is not encountered by the time we reach the end of the utterance, the 
structure is unfinished, or left open by the speaker, indicating a link with what is to 
follow. 
There is, however, another range of phenomena that are also expressed by prosodic 
means (such as pitch), but are independent from functional ones. They could be 
called emotional aspects because they convey information about the emotional or 
physical state of the speaker. Angry people, for example, usually have faster pitch 
changes, a larger pitch range, and a larger dynamic amplitude range; whereas 
depressed people typically show the opposite trend. But while the pitch range may be 
affected by such emotional factors, the basic functional' pitch shapes and 
configurations remain unaffected. The emotional state does not alter the linguistic 
IS 
code; it merely affects its realization. This is why these aspects are sometimes called 
paralinguistic aspects, together with other phenomenon such as voice quality. 
2.7 Concepts and approaches in studies of emotion 
Recognizing emotion is a difficuU job. Therefore, there are a number of opinions for 
the recognition of emotional speech. Emotion plays an important role in 
communication. It is not a simple phenomenon, but a complex phenomenon. It is 
affected by both natural and cultural factors. 
2.7.1 Emotion 
A given emotion is considered as a result of the interaction among acoustical. 
psychological, and physiological features. Emotion is experienced at that time when 
something unexpected happens, to which evaluation has not adapted. In such 
situations, emotional effects ?.tart to take control. 
Signs such as, tears, blushes, whitening may show it. Emotion is not the same as it is 
experienced. For example, someone says, "I was about to die!" he is telling the past 
experience. So now this time he may not be as terrified as at the past time, he may be 
quite stable and happy at this time. Emotions arise suddenly in response to particular 
event, and remain for seconds or minutes, while moods are uncertain in nature and 
remain for hours or days. Emotion can be assumed as being concerned with 
something changing and moods with maintaining something. It is impossible to 
define when an emotion becomes a mood. Just for this reason, emotion is generally 
referred as mood also. 
Frijda'^ (1986) describes emotion as a change in the state of readiness for 
maintaining or modifying relationships with the environment. 
Darwin'^ (1872) stated in his "The expression of the emotions in Man and Animals" 
that emotional expression among animals including human are considerably common 
and universal. 
Emotion is the entity to experience and express. Emotional experience is the human 
internal reaction on any emotional situation. 
a4 
While emotional expression is the human action on how he feels. 
2.7.2 The Discrete emotions approach 
It has been suggested that there are four most common basic emotions that are 
"happiness, sorrow, anger, fear". However, the number of basic emotions varies 
from two to eighteen among emotion theorists. Tabic 2.3" is a sclcclcd lisi o\' Ixisic 
emotions. 
Theorists do not always agree about what emotions are. One example ol" 
disagreement is "surprise, although, it is very often included in the lists of basic 
emotions'^. Ortony and Turner (1990) claim that it is not self-evident that, it is an 
emotion. One reason for this is that, unlike non-debatable basic emotions such as 
fear, anger, shame, relief, surprise is not an affectively valence (i.e., states that can be 
either positive or negative depending on the locus). 
In the same respect, "desire" is also a questionable example to be called an emotion. 
although Descartes and some other theorists''' '^  included desire in their lists of basic 
emotions. From these perspectives, we might better view surprise and desire as 
intrinsically unvalenced mental states rather than emotions. Another questionable 
example in the lists of basic emotions is interest. Some theorists'^ call it a basic 
emotion. 
2.8 Recognition of speech 
Decoding of the acoustic speech signal into its equivalent, in the form of some 
sequence of recognizable symbols or printed words, is called recognition of speech 
by machine. There are many problems in recognition of speech. The speech 
waveform of same word spoken by same person at different occasion is not same. 
This variability of speech from one person to another or even for same person is due 
to pitch, accent, emotion & speech habits etc. so a phonetician have to make 
compromise in order that his system does not become so vast as to defeat its own 
object. 
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Table 2.3 Selection of lists of basic emotions 
Reference 
Arnold (1960) 
Ekman, Friesen, 
Ellsworth (1982) 
Frijda(1986) 
Gray (1982) 
Izard (1971) 
James (1884) 
McDougall(1926) 
Oatley and 
Johnson-
Laid (1987) 
Plutchik(1980) 
Tomkins (1984) 
Watson (1930) 
Basic emotion 
Anger, aversion, courage, dejection, 
desire, despair, fear, hate, hope, love, 
sadness 
Anger, fear, disgust, joy, sadness, 
surprise 
Desire, happiness, interest, surprise, 
wonder, sorrow 
Rage and terror, anxiety, joy 
Anger, contempt, disgust, distress, 
fear, guilt, interest, joy, fear, shame, 
surprise 
Fear, grief, love, rage 
Anger, disgust, elation, fear, 
subjection, tender-emotion, wonder 
Anger, disgust, anxiety, happiness, 
sadness 
Acceptance, anticipation, joy, fear, 
anger, sadness, surprise, disgust 
Interest, distress, anger, joy, contempt, 
fear, shame, surprise, disgust 
Fear, love, rage 
Basis of inclusion 
Relation to action 
tendencies 
Universal facial 
expressions 
Forms of action 
readiness 
Hardwired 
Hardwired 
Bodily involvement 
Relation to instincts 
Do not require 
propositional content 
Relation to adaptive 
biological processes 
Density of neural 
firing 
Hardwired 
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The problem of speech recognition can be understood and reduced by studying the 
information contained in speech signal, movement of articulators, and from then 
spoken message, which is composed of discrete entities of various levels, sentences, 
phrases, words, syllables, phoneme, features etc. Speech recognition is generally 
carried out in two stages (1) Segmentation, i.e., to divide the speech signal into many 
segments, and (2) classification or recognition of speech segments as one of the 
finite numbers of vocabulary. 
Segmentation and classification is performed on the basis of acoustic properties of 
speech signal. To do these operations quantitatively, it becomes necessary to select a 
small number of convenient parameters and to extract their values from speech 
signal at different points of time. 
Phoneme is a minimal set of shortest segments of a language, e.g., / i /. /1 /. / a /. /U/. 
/ p /, /1 / etc. If one phoneme is substituted for other, the word and its meaning arc 
changed. Also certain changes of stress, duration or pitch impressed upon the same 
dictionary words, may also be said to have communication significance. The) can 
express speaker's attitude, emotion etc. The numbers of phonemes are different lor 
different languages. 
Some methods of recognition of emotions in speech 
There are various methods of recognition of speech. We are here describing only a 
few: minimum distance classifier, discriminant classifier, neural network classifier. 
and hidden Markov model. 
Minimum distance classifiers 
Minimum distance classifiers are based on the notion that we can lean or stcnc 
pattern examples that are representative of each class, and then we can identify the 
class of new examples by comparison to the stored values. In a minimum distance 
classifier, a key point is the definition of a distance function that accepts as input two 
feature vectors, one representing a new example and one a stored vector, and returns 
the distance between two vectors. 
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Discriminant classifiers 
Discriminant analysis is a statistical approach for classifying samples of unknown 
classes, based on training samples with known classes. There are two procedures in 
discriminant analysis. 
The first procedure, discriminant predictive analysis, is used to optimize the 
predictive functions. The second procedure, discriminant classification analysis, uses 
the predictive functions derived in the first procedure to either classify fresh sets of 
data of known group membership, thereby validating the predictive function; or if 
the function has previously been validated, to classify new sets ot observations of 
unknown group membership. 
In the prediction procedure, for a t-class problem, t linear discriminant functions are 
derived from a set of weighted independent variables. Discriminant analysis 
conducted for predictive purposes is based on an initial set of observations, the group 
membership of which is known. The purpose of a classification of observations oi 
known grouping is merely to see how well the derived function predicts group 
membership using the subject data from which it was derived. The classification 
procedure associated with the predictive analysis may be thought of as a base line 
analysis that establishes a standard of comparison for future discriminant 
classification analysis. This baseline classification analysis produces a t x t confusion 
matrix that compares predicted versus actual group membership. This confusion 
matrix is one measure of how well the derived functions predict group membership. 
Discriminant analysis conducted for predictive purposes formulates a linear 
discriminant function describing the importance of the independent variables in 
differentiating observations of known group membership. Discriminant analysis 
conducted for classification purposes validates the predictive discriminant funclion 
as a means of classifying fresh observations of unknown group membership sampled 
fi-om the same populations. In the event of previous validation of the predicti\'e 
function, the classification analysis is purely for classification Purposes. The central 
research objectives by which discriminant analysis is most often evaluated are lo 
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maximize either the discriminating power of the predictive function or the overall 
correct classification within the confusion matrix. 
Discriminant analysis for prediction 
Discriminant analysis is based on the linear model of the familiar matrix notation 
form: D = X^, Which may be expanded to: 
where, 
D t = the predicted discriminant score for group t 
t = the number of groups differentiated by the t discriminant functions 
X = the measured values of the p independent variables used to predict group 
membership 
The vector of weights associated with the p variables that predict category t. 
The discriminant analysis when conducted for predictive purposes maximizes the 
amount of subject variance explained by the linear fiinction. This maximization 
procedure is the rule for all procedures that comprise the family of general linear 
models (regression, principal components, and canonical analysis). Discriminant 
analysis uses a set of p variables with associated weights (X i p) that are derived in a 
best fit, linear unbiased fashion to predict the score of the dependent variable. D to 
these discriminant scores are predictors of group membership that can be used to 
classify groups of observations that are of either known or unknown group 
membership. 
Clearly, "testing the procedure on the data that gave it birth is almost certain to 
overestimate performance. For the optimizing process that chose it Irom among 
many possible procedures will have made the greatest use possible of any and all 
idiosyncracies of those particular data. Sometimes we say that optimization 
capitalizes on chance". Optimization based on chance creates a degree of fit, but in 
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the case of the predictive analysis, this fit may be upward biased and not 
representative of the real world. Thus we see that while the predictive analysis 
explains differences between the t-groups described in the current data sample, it 
does not validate the model as explaining differences in the population as a whole. 
The derived discriminant coefficients may be interpreted as indicative oi the 
importance of the respective p independent variables entered into the discriminant 
analysis. Although these coefficients indicate importance, they are not appropriate 
for assessing the relative importance or discriminatory power of the variables, i.e.. 
the proportion of total discriminating power attributable to a specific variable. 
Classification of observations from initial and new data sets 
Discriminant analysis conducted for predictive purposes uses an initial data set 
having known group membership to both derive the discriminant function and 
predict group classification. This classification of observation is but an extension of 
the predictive discriminant analysis in that the predictive discriminant scores. D ,,. 
form the basis of the decision rule used to classify this same set of objects into the i 
groups. 
In contrast to the classification of the initial data set, where group membership is 
known- the same decision rule may be applied to other sets of data. However, when 
we classify data sets other than the initial set from which the predictive analysis was 
conducted, we are no longer engaged in predictive discriminant analysis, but rather 
in discriminant classification analysis. It is crifical that this distinction is clear. 
Predictive discriminant analysis requires no validation procedures be implemented. 
since derivation of an optimal discriminant function is the only relevant issue. 
However, if fresh sets of data with either known or unknown grouping are classified-
then the discriminant function must be validated to be generalizable to these data 
sets. The following discussion of the methodology for classification and for 
extending the classificafion analysis applies equally well to both predictive and 
classification analyses. 
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The classification rules described are commonly used in both predictive and 
classification analyses when group membership is known to develop a t x t matrix 
designated a confusion matrix. Although this confusion matrix shows the frequency 
of correct and incorrect classification resulting firom the decision rule, it has not been 
subject to the further analysis necessary to test for the presence of specific 
relationships or even overall significance. (Note that if a classification analysis with 
unknown grouping of objects is run, then a confusion matrix cannot be constructed. 
thus showing the critical nature of the validation analysis). 
Confusion matrix analysis 
The computation of the confusion matrix has traditionally ended the discriminant 
analysis procedure. However, the confusion matrix, when viewed as a contingcncv 
table, is subject to a variety of analyses that may be directed toward unanswered 
questions, specifically, given the level of observed correct classification. 
1. What level of overall classification is expected from chance alone, and is this 
classification significantly different from observed classification? (An analysis of the 
aggregate confusion matrix) 
2. Which groups arc best classified by the discriminant function, and is each 
respective group classified significantly better than expected by chance alone'/ 
(Analysis of individual rows of the confusion matrix) 
3. Within each group, does the proportion of subjects correctly classified or 
misclassified differ significantly from chance? (Analysis of individual cells of ihe 
confusion matrix) 
Neural network classifiers 
Models of a neuron 
A neuron is an information-processing unit that is fundamental to the operation of a 
neural network. The block diagram of Fig 2.8 shows the model of a neuron, which 
forms the basis for designing (artificial) neural networks. 
Here we define three basic elements of the neuronal model: 
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1. A set of synapses or connecting links, each of which is characterized by a 
weight or strength of its own. Specifically, signal x j at the input of synapse j 
connected to neuron k is multiplied by the synaptic weight w k ,. The first 
subscript refers to the neuron in question and the second subscript refers to 
the input end of the synapse to which the weight refers. Unlike a synapse in 
the brain, the synaptic weight of an artificial neuron may lie in a range that 
includes negative as well as positive values. 
2. An adder for summing the input signals, weighted by the respective synapses 
of the neuron (linear combiner in this case). 
3. An activation function for limiting the amplitude of the output of a neuron. 
The activation function is also referred to as a squashing function in that it 
squashes (limits) the permissible amplitude range of the output signal to some 
finite value. 
Typically, the normalized amplitude range of the output of a neuron is written as the 
closed unit interval [0,1] or alternatively [-1, +1]. 
The neural model of Fig. 2.9 also includes an externally applied bias, denoted by b i,. 
the bias b k has the effect of increasing or lowering the net input of the activation 
function, depending on whether it is positive or negative, respectively. 
In mathematical terms, we may describe a neuron k by writing the following pair o\' 
equations: 
Uk= ZwkjXj , j = 1 torn (1) 
and 
yk = cp (Uk + b k ) (2) 
where x i, x 2, , x „, are the input signals; w ki, w k2, w km are the synaptic 
weights of neuron k, u k is the linear combiner output due to the input signals; b k is 
the bias; (p(.) is the activation fiinction; and y k is the output signal of the neuron. The 
use of bias b k has the effect of applying an affine transformation to the output u k ol" 
the linear combiner in the model Fig. 2.8 as shown by 
V k = ( u k + b k ) (3) 
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In particular, depending on whether the bias b k is positive or negative, the 
relationship between the induced local field or activation potential v >, of neuron k 
and the linear combiner output u k is modified in the manner illustrated in Fig.2.9. 
Note that as a result of this affine transformation, the graph of v k versus u k no longer 
passes through the origin. The bias b kis an external parameter of artificial neuron k. 
we may account for its presence as in Eq. (2). Equivalently, we may formulaic ihc 
combination of Eqs. (1) to (3) as follows: 
Vk= EwkjXj ,j = otom. (4) 
and y k == (!) (v k) (5) 
In Eq. (4) we have added a new synapse. Its input is 
xo = +l (6) 
and its weight is 
Wko = bk (7) 
We may therefore, reformulate the model of neuron k as in Fig. 2.10. In this figuic. 
the effect of the bias is accounted for by doing two things: (1) adding a new input 
signal fixed at +1, and (2) adding a new synaptic weight equal to the bias b k-
Although the models of Figs. 2.8 and 2.10 are different in appearance, they arc 
mathematically equivalent. 
Neural Network 
A neural network is a massively parallel distributed processor made up of simple 
processing units, which has a natural propensity for storing experimental knowledge 
and making it available for use. It resembles the brain in two respects: 
1. Knowledge is acquired by the network from its environment through a learning 
process. 
2. Intemeuron connection strengths, known as synaptic weights, are used to store the 
acquired knowledge. 
Hebb's Learning Rule 
This is the simplest way of training an artificial neuron. 
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Fig. 2.10 Another nonlinear model of a neuron 
The synapse between two neurons is reinforced if there is co-activity, or equivalenlK 
if for a given neuron its input is 1 and simultaneously its output is 1. 
If w j j is the weight in the graphic network from input x j to output a „ then in case c^ l 
an output, w j i changes by the value 
A w j i = a * X j * a i (Hebb'srule) 
Here CT is a constant, x j the input and a i the output. In the learn algorithm, Ilchb's 
rule is mostly used in changed form. Instead of the output a ,. one select Aa ,. 
whereby Aa j is the difference between the desired output and the output actual!) 
reached at the time of learning. One then has 
A w j i = a * X j * A a i (Delta-rule) 
One can see that no correction of the weights is made if the achieved oiitpiii 
conforms to the desired output. 
This form of learning rule can be traced back to Widrow and Hoff and is called 
"Widrow-Hoff-rule" or "Delta-rule". 
Feedforward neural network 
A feedforward neural network is a biologically inspired classification algorithm. It 
consists of a large number of simple neuron-like processing units, organized in 
layers. Every unit in a layer is connected with all the units in the previous layer. 
These cormections are not all equal; each connection may have a different strength or 
weight. The weights on these connections encode the knowledge of a network. Often 
the units in a neural network are also called nodes. 
Data enters at the inputs and passes through the network, layer by layer, until it 
arrives at the outputs. During normal operation, that is when it acts as a classifier. 
there is no feedback between layers. This is why they are called feedforward neural 
networks. 
Backpropagation neural network 
The differences between the actual outputs and the idealized outputs are propagated 
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back from the top layer to lower layers to be used at these layers to modify 
connection weights. 
The error signal at the output of neuron k at iteration n (i.e., presentation of the nth 
training example) is defined by 
e k(n) = d k(n) - y k(n), neuron k is an output node 
We define the instantaneous value of the error energy for neuron k as 1 / 2 c^ k (n) 
Correspondingly, the instantaneous value t, (n) of the total error energy is obtained 
by summing 1 / 2 e^ k (n) over all neurons in the output layer. We may thus write 
^(n) = '/2 5:e\(n), j e C 
Where, the set C includes all the neurons in the output layer of the network. Let N 
denote the total number of patterns (examples) contained in the training set. The 
average squared error energy is obtained by summing ^ (n) over all n and then 
normalizing with respect to the set size N, as shovra by 
^ a v = l / N S ^ ( n ) , where, n = 1 to N. 
The instantaneous error energy ^ (n), and therefore the average error energy £ ;,v, is a 
function of all the free parameters (i.e., synaptic weights and bias levels) of the 
network. For a given training set, ^ av represents the cost function- as a measure of 
learning performance. The objective of the learning process is to adjust the free 
parameters of the network to minimize ^ av-
hi the Fig. 2.11, we see an example of a 3-layered network with, from top to bottom: 
an output layer with 5 units, two hidden layers each with 8 units, respectively. The 
network has 4 input units. 
The 4 inputs are shown as circles and do not belong to any layer of the network 
(sometimes are considered as a virtual layer with layer number 0). Any layer that is 
not an output layer is a hidden layer. This network therefore, has 2 hidden layers and 
1 output layer. The figure also shows all the connections between the units in 
different layers. A layer only connects to the previous layer. 
The operation of this network can be divided into two phases: 
The Learning Phase: The process used to perform the learning process is called a 
learning phase, the flinction of which is to modify the synaptic weights of the 
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Fig. 2.12 Block diagram of learning with a teacher 
network in such a way that when a pattern is presented, the output unit with the 
correct category, hopefully, will have the largest output value. 
Now we first turn our attention to learning paradigms. We begin by consideruig 
learning with a teacher, which is also referred to as supervised learning. 
(i) Learning with a teacher 
Fig. 2.12 shows a block diagram that illustrates this form of learning. In conceptual 
terms, we may think of the teacher as having knowledge of the environment, wiih 
that knowledge being represented by a set of input-output examples. Ihe 
envirormient is, however, unknown to the neural network of interest. Suppose now 
that the teacher and the neural network are both exposed to a training vector (i.e.. 
example) drawn from the environment. By virtue of built-in knowledge, the teacher 
is able to provide the neural network with a desired response for that training vector. 
Indeed, the desired response represents the optimum action to be perlbrmed by the 
neural network. The network parameters are adjusted under the combined influence 
of the training vector and the error signal. The error signal is defined as the 
difference between the desired response and the actual response of the network. I his 
adjustment is carried out iteratively in a step-by-step fashion with the aim of 
eventually making the neural network emulate the teacher; the emulation is 
presumed to be optimum in some statistical sense. In this way knowledge of the 
environment available to the teacher is transferred to the neural network through 
training as fully as possible. When this condition is reached, we may then dispense 
with the teacher and let the neural network deal with the environment completely by 
itself 
(ii) Learning without a teacher 
In supervised learning, the learning process takes place under the guidance of a 
teacher. However, in the paradigm known as learning without a teacher, as the name 
implies, there is no teacher to oversee the learning process. That is to say, there are 
no labeled examples of the function to be learned by the network. This paradigm can 
be further subdivided as follows: 
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Reinforcement learning / Neurodynamic programming 
In reinforcement learning, ,the learning of an input-output mapping is performed 
through continued interaction with the environment in order to minimize a scalar 
index of performance. Fig. 2.13 shows the block diagram of one form of a 
reinforcement learning system built around a critic that converts a priniar> 
reinforcement signal received from the environment into a higher quality 
reinforcement signal, called the heuristic reinforcement signal, both of which arc 
scalaj- inputs. 
The system is designed to learn under delayed reinforcement, which means that the 
system observes a temporal sequence of stimuli (i.e., state vectors) also received 
from the environment, which eventually result in the generation of the heuristic 
reinforcement signal. The goal of learning is to minimize a cost-to-go function, 
defined as the expectation of the cumulative cost of actions taken over a sequence of 
steps instead of simply the immediate cost. It may turn out that certain actions taken 
earlier in that sequence of time steps are in fact the best determinants of overall 
system behavior. The function of the learning machine, which constitutes the second 
component of the system, is to discover these actions and to feed them back to the 
environment. 
Delayed-reinforcement learning is difficult to perform for two basic reasons: 
• There is no teacher to provide a desired response at each step of the learning 
process. 
• The delay incurred in the generation of the primary reinforcement signal 
implies that the learning machine must solve a temporal credit assignment 
problem. By this we mean that the learning machine must be able to assign 
credit and blame individually to each action in the sequence of time steps thai 
led to the final outcome, while the primary reinforcement may only evaluate 
the outcome. 
Unsupervised learning 
In unsupervised or self-organized learning there is no external teacher 
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or critic to oversee the learning process, as indicated in Fig. 2.14. Rather, provision 
is made for a task-independent measure of the quahty of representation that the 
network is required to learn, and the free parameters of the network are optimized 
with respect to that measure. Once the network has become tuned to the statistical 
regularities of the input data, it develops the ability to form internal representations 
for encoding features of the input and thereby to create new classes automatically. 
To perform xmsupervised learning we may use a competitive learning rule. For 
example, we may use a neural network that consists of two layers-an input layer and 
a competitive layer. The input layer receives the available data. The competive layer 
consists of neurons that compete each other (in accordance with a learning rule) lor 
the "opportunity" to respond to features contained in the input data. In its simplest 
form, the network operates in accordance with a "winner-takes-all" strategy. In such 
a strategy the neuron with the greatest total input "wins" the competition and turns 
on; all the other then switched off 
Learning by feedforward neural network 
The FFNet uses a supervised learning algorithm: besides the input pattern, the neural 
net also needs to know to what category the pattern belongs. Learning proceeds as 
follows: a pattern is presented at the inputs. The pattern will be transformed to the 
output layer through the layers of the network. The units in the output layer all 
belong to a different category. The outputs of the network as they are now are 
compared with the outputs as they ideally would have been if this pattern were 
correctly classified: in the latter case the unit with the correct category would have 
had the largest output value and the output values of the other output units would 
have been very small. On the basis of this comparison all the connection weights are 
modified a little bit to guarantee that, the next time this same pattern is presented at 
the inputs, the value of the output unit that corresponds with the correct category is a 
little bit higher than it is now and that, at the same time, the output values of all the 
other incorrect outputs are a little bit lower than they are now. If the above the 
procedure is performed once for every pattern and category pair in the data set then it 
means that 1 epoch of learning is performed. 
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Maximum number of epochs means the maximum number of times that the complete 
Pattern dataset will be presented to the neural net. The hope is that cvcnluall>. 
probably after many epochs, the neural net will remember these pattern-categoi> 
pairs. We even hope that the neural net when the learning phase has terminated, will 
be able to generalize and has learned to classify correctly any unknown pattern 
presented to it. Because real-life data many times contains noise as well as paiil\ 
contradictory information these hopes can only be partly fulfilled. 
Learning curves 
The learning curve, (shown in Fig. 2.15) is a plot of the mean square value of the 
estimation error (i.e., the difference between the desired response and the actual filter 
output), called cost fimction, versus the number of iterations. 
Classification phase: In the classification phase the weights of the network are 
fixed. A pattern, presented at the inputs, will be transformed to the output layer from 
layer to layer until. Now classification can occur by selecting the category associated 
with the output unit that has the largest output value. 
Benefits of neural networks 
It is clear that a neural network derives its computing power through-!. Its massively 
parallel distributed structure and, 2. Its ability to learn and therefore generalizing. 
Generalization refers to the neural network producing reasonable outputs for inputs 
not encountered during training (learning). These two information processing 
capabilities make it possible for neural networks to solve'complex (large-scale) 
problems that are currently intractable. In practice, however, neural networks cannot 
provide the solution by working individually. Rather they need to be integrated into a 
consistent system engineering approach. A complex problem of interest is 
decomposed into a number of relatively simple tasks, and neural network is assigned 
a subset of the tasks that match their inherent capabilities. We used lhrec-la\ci 
feedforward neural network architecture with 4 input vector, 5 output vectors and 8 
nodes in the first hidden layer and 8 nodes in the second hidden layer. 
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The number of inputs corresponds to the number of features and the number of 
outputs corresponds to the number of emotional categories. 
Hidden Markov model (HMM) 
An HMM is a parametric model that is particularly suitable for describing speech 
events. It is a powerful technique capable of robust and succinct modeling of speech. 
It is typically interconnected groups of states that are assumed to emit a new feature 
vector for each frame according to an emission probability density function 
associated v^th that state. Each new observation frame can in principle be associated 
with any state (as any frame of an input template can be associated with any frame of 
a reference template). However, the topology of the HMM (i.e., the pattern of 
interstate connections) and the associated transition probabilities provide temporal 
constraints; for instance, a high self-loop probability for a state means that it will 
tend to be repeated more than once. 
Recognition of emotive speech can have following applications: 
• This can be used for increasing the voice quality. 
• This can be used for business, in particular, in a call center environment. One 
potential application is the detection of the emotional state in telephone 
conversations, and providing a feedback to an operator or a supervisor for 
monitoring purposes. 
• This can be used for the artificial emotive speech for such persons who have 
lost their ability to speak and also the expression of their feelings, for 
example in paralysis. Thus can be used in medical. 
• This can be used to produce artificial emotive speech in various machines, for 
example, in robots, mobiles, and many others. 
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• Another application is sorting voice mail messages according to the emotions 
expressed by the caller. One more challenging problem is to use emotional 
content of the conversation for the operator performance evaluation. 
• One more application is emotion recognition game (ERG) in which the 
program allows a user to compete against the computer or another person to 
see who can better recognize emotion in recorded speech. The program 
serves mostly as a demonstration of the computer's ability to recognize 
emotions, but one potential practical application of the game is to help 
autistic people in developing better emotional skills at recognizing emotion in 
speech. 
• Also a dialog emotion recognition program (Speak softlyj, which just adds a 
different user interface to the core of the ER system, demonstrates the real 
time emotion recognition. 
2.9 "PRAAT" software package 
We have used "PRAAT" software for various feature extraction and recognition ol" 
emotion. This is a freeware program for the analysis and reconstruction ol" acoustic 
speech signals. The software can be downloaded from the following website: 
http.7/www.fon.hum.uva.nl/praat/. PRAAT is a very flexible tool to do speech 
analysis. It offers a wide range of standard and non-standard procedures, including 
spectrographic analysis, articulatory synthesis, neural networks, and discriminant 
analysis, as given below: 
1. Finding information in the Manual 
2. Create a speech object 
3. Process a signal 
4. Label a waveform 
5. General analysis (waveform, intensity, sonogram, pitch, duration) 
6. Spectrographic analysis 
7. Intensity analysis 
8. Pitch analysis 
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Information about the program and all its procedures can be found in the PRAA1 
manual by simply clicking on the Help button in the main menu of the PRAA 1 
objects window. Remember that we can always invoke this Help function from 
anywhere in the program, and that most procedures allow we to invoke specific help 
information directly from their window menus. PRAAT offers a general extremely 
flexible tool in the 'Edit' function to visualize, play and extract information from a 
sound object. For clinicians this is probably the most useful option in the program. 
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EXPERIMENTAL STUDY 
3.1 Material 
It would be ideal if we could collect the speech data from daily natural conversations 
since these include real emotional speech. However, recording such naUiial 
conversation in good quality, selecting and collecting utterances expressing our 
target emotion to sufficient data size is extremely difficull. A compromise appritacli 
is to have, as often has been done in previous studies, the speaker read the same 
material under different emotional states. In such approaches, researchers used a 
small number of semantically neutral or meaningless sentences as reading material 
and others used recordings of radio programs, movies and theatrical plays. 
We selected six male graduate student actors of "Drama Club" Aligarh Muslim 
University, Aligarh for recording of sentences. All of the speakers were of age group 
of 20-23 years. All speakers had Hindi and Urdu as their native languages, and they 
had English as a medium of their study. The advantage of asking professionals is thai 
they are suitable in expressing clear emotions.^' '^' ^' 
The utterances, given below, were five short Hindi sentences (In IPA symbol), which 
could appear in all the emotions. 
1. / rad^a / / dllli / / aksAr / / dzatW / rAhAti / / he / 
2. / wAh / / sitar / / bAhUt / / Atjtf a / / bAd^tL/ / he / 
3. / Us / / wlfal / / murti / / ke_/ / samAne / / WAh / / bAhUt / / ifotL/ / Ug , 
/rAhi / / he / 
4. / msrine / / ApAna / / kam / / SAmAJ / / se_/ / pAhAle / / pura_/ / kAr / /llja/ 
/ h e / 
5. / r ody / ek / / seb / / k"ane / / se / / sehAt / / AtjtPi / / rAhAtL/ / h^ ; / 
Each utterance was repeated four times in a neutral and each of the 4 emotions-
happiness, anger, sadness, and fear. These emotions, of course, would not cover the 
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entire emotional space but we considered them a good starting point to verify for our 
study of emotions. 
3.2 Recording arrangement 
Recordings were obtained using "PRAAT" software package on Pentium PC with an 
electrocret microphone at 16 kHz / 16bit in a partially sound treated room with eacli 
of the following emotions- neutral, happiness, anger, sadness, and I'car. Al llic time 
of recording, distance between mouth and microphone was adjusted to be nearly 30 
cm. As we have six speakers, five categories (neutral plus four emotions). 5 
sentences and 4 repetitions, thus there were 6*5*5*4 = 600 sentences. 
3.3 Listening test 
From 600 sentences, the most appropriate emotional sentences were selected by the 
listening test. Above sentences were first randomized in sentences and speakers, and 
then were presented to 20 naive listeners to evaluate the emotions within five 
categories: neutral, happiness, anger, sadness, and fear. It was a forced choice test. 
All the listeners were educated and of age group of 18 to 28 years. Only those 
sentences, whose emotions were identified by at least 50% of all the listeners, wcic 
selected for this study. After selection, we had left with 400 sentences for our study. 
3.4 Parameters measurement 
As it has been shown in previous studies that there are observable differences in 
pitch and formants between neutral and emotional speech, therefore, it would be 
useful to evaluate the performance of these parameters for emotion classification. 
Since pitch, and formant frequencies are meaningful for vowels; therefore, we have 
studied suitable vowel section of sentences. We have segmented central 60 nis 
portion of vowels from middle selected words of given sentences. Vowels taken arc 
/a/. Id, l\l, and /I/ as these occurred in our sentences (underlined in section 3.1). 
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Feature extraction method 
We have used "PRAAT" software for the feature measurements. For this, select ihc 
speech object of the vowel and then choose 'Edit', from the main menu on the right-
hand side of the 'object window'. A new window will appear, where, by default the 
pitch signal is shown in a bright blue solid line and the cursor position is indicated on 
the right hand side of the panel in a dark blue font, while formants are shown in rod 
dotted line, as shown in Fig. 3.1. 
In the top menu, we see 'Pitch' and 'Formants' options along with other options. I o 
extract pitch value, position the cursor in a stable middle part (50-60 ms) of ihc 
vowel and go to 'Pitch' and select 'Get pitch (FIG will also do the trici<). A local 
pitch value will be displayed in a separate window. 
For extracting the values of formant frequencies for the same set of vowel segments 
used in the Pitch value, go to 'Formant' and select 'Get first formant'. The local first 
formant value will be displayed in a separate window. Do the same for second 
formant (F2), Third formant (F3), and so on. It is also possible to get a complete 
report on all formant values at the selected location of the signal by selecting the 
'formant report' option in the 'Formant menu'. If we make a selection in the signal 
(Instead of single point with the cursor), the formant report will list several temporal 
indices and their corresponding formant values within the selection boundaries. The 
number of indices depends on the value specified for the number of time steps 
('Formant'>Fonnant settings>time steps). We have measured first three formant 
frequencies (Fi, F2, & F3). 
3.5 Recognition of emotion 
By using measured features (Fo, Fi, F2, and F3), we have attempted recognition oi 
emotion. This has been done by two classifiers (i) Discriminant classifier, and (ii) 
Neural network classifier using "PRAAT". 
(i) Discriminant classifier 
To perform a discriminant analysis, there are two steps: (1) training, and (2) 
M"l 
classification (test). For this, first of all we split our data, randomly into two 
independent sets, training (70% of the data) and test (30% of data). After this we first 
create a 'TableOfReal' for training set and test set. A "TableOfReal" object contains 
a number of cells. Each cell belongs to a row and a column. For instance, a 
TableOfReal with 10 rows and 3 columns has 30 cells. Each row and each cokimn 
may be labeled with a title. It can be created as follows: 
Creating a "TableOfReal" from data in a text file 
(i) Suppose we have Fi and F2 data for vowels. We can create a simple text file like 
the following: 
"ooTextFile" ! The line by which Praat can recognize the file 
"TableOfReal"! The line that tells Praat about the contents 
2 "p," "F2"! Number of columns, and column labels 
3! Number of rows 
"a" 800 1100! Row label (vowel), F, value, F2 value 
"i" 280 2800! Row label (vowel), Fi value, F2 value 
"u" 260 560! Row label (vowel), Fi value, F2 value 
(ii) We will often have our data in a file with a self-describing formal, i.e., in wliich 
the number of values on a line equals the number of columns of the table: 
800 1100 
280 2800 
260 560 
Such a file can be read with "Read Matrix from raw text file". This creates a Matrix 
object, which can be cast to a "TableOfReal" object by "Matrix: To TableOfReal'". 
The resulting "TableOfReal" does not have any row or column labels yet. We can 
add column labels with: 
Set column label (index) 1 Fi 
Set column label (index) 2F2 
Me 
How to train the discriminant classifier 
To train the classifier, we select the TableOfReal of training set and choose from the 
dynamic menu the option "To Discriminant". This command is available in the 
"Multivariate statistics" action button. The resulting Discriminant object will bear the 
same name as the TableOfReal object. Now this discriminant classifier is trained 
with correct categories. 
How to test 
Now select together the Discriminant object (the classifier), and a TableOfReal 
object of test set. Next we choose "To Classification Table". The Classification 
Table can be converted to a "confusion" object and its fraction correct can be 
obtained with: "confusion: Get fraction correct". We can also draw confusion table 
by selecting "confusion objecf and then selecting "draw". In this way, we can do 
classification of emotions by discriminant classifier. 
(ii) Neural network 
Also by neural network, to train and test our algorithms we randomly split our data 
into training (70% of data) and test (30%) subsets. Now we create pattern and 
categories for both of the subsets in "PRAAT" software. "Pattern" refers to the input 
value, i.e., the values of different parameters for different categories. "Categories" 
refers to the output value (in our case, there are five categories: neutral, happiness, 
anger, sadness, and fear). "PRAAT" can also create pattern and categories directly 
from TableOfReal. We have just to select table of real and choose from the dynamie 
menu the option "To Pattern and Categories". This command is available in the 
"Convert" action button. 
How to train the neural network 
Now select pattern and categories together for training set, and select "To ITNei", 
We used three-layer feedforward neural network architecture (i.e., two hidden lavers. 
K 3 
and one output layer), with 4-element input vector, 8-8 nodes in the hidden layers 
and five nodes in the output layer. The number of inputs corresponds to the nuinbci 
of features and the number of outputs corresponds to the number of categories 
(emotions in our case). In this way FFNet (classifier) is built. For learning, we have 
to select 3 different objects together: a FFNet (the classifier), a Pattern (the inputs) 
and a Categories (the correct outputs) and click on learn. By doing this FFNet 
classifier will learn (trained) the categories. For learning (training), wc have io 
choose number of epochs (i.e., the number of iteration, for which, the complete data 
set will be presented to network). We have selected this number as 4000. We have 
repeated this procedure 4 times by changing the order of our data. In this way data 
was presented to the network 16000 times. The hope is that eventually, probably 
after many epochs, the neural net will remember pattern-category pairs. 
We have selected 8-8 nodes for hidden layers and 4000 epochs with 4 repetitions 
because below these values network was not able to learn total categories and above 
these values there was not much increment in performance. So we have decided to 
take these values, as these values were suitable for our data size. 
How to classify 
For classification of emotion from our rest of the data (i.e., test set), we first create 
pattern and categories from the test set. Now select the FFNet, (which has been 
trained) and pattern together. And select "To Categories". Now a different categor} 
object appears. Selecting this category object and older category object (of the test 
set), click on "To Confasion" object and its fi-action correct can be obtained with: 
"Confusion: Get fraction correct". We can also draw confusion table by selecting 
"confiision" object and then selecting "draw". 
In this way, we obtained classification of emotions by neural network classifier. 
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RESULT AND DISCUSSION 
We had chosen 4 acoustic parameters - Fo, Fi, F2 and F3 to be used as input 
parameters for emotion recognition. These parameters were measured by "PRAA'l" 
software package from 460 vowel portions out of 400 sentences. 
Table 4.1 shows mean and SD of Pitch (Fo). The value of pitch for different vowels 
(IPA symbol) for different emotions is shown in Table 4.2. In Table 4.1. the mean 
and SD (written as mean ± SD) of Fofor each emotion are as follows: for (i) Neutral; 
136.3±15.7Hz (ii) Happiness: 191.85±19.49Hz (iii) Anger: 234.6i25.9Hz (iv) 
Sadness: 110.18±15.82Hz and (v) Fear: 173.2±98Hz. 
Table 4,1 Statistics of pitch (Hz) for different emotions 
Category 
Neutral 
Happiness 
Anger 
Sadness 
Fear 
Mean± SD 
136.3±15.7 
191.8±19.4 
234.6±25.9 
110.1±15.8 
i73.2±98.0 
Median 
137.1 
193.2 
226.5 
107.2 
173.2 
Minimum 
89.6 
134.6 
173.4 
75.9 
71.0 
Maximum 
210.3 
247.0 
333.0 
147.7 
208.5 
Table 4.2 Average pitch (Hz) for different vowels and emotions 
Category 
Neutral 
Happiness 
Anger 
Sad 
Fear 
Vowel 
/ a / 
134.5 
194.5 
237.3 
107.2 
160.9 
/ e / 
131.0 
190.9 
218.3 
110.4 
163.7 
III 
132.5 
189.1 
222.2 
106.0 
162.3 
l\l 
146.9 
189.2 
244.4 
111.0 
171.2 
SI 
From Table 4.1 and 4.2, we observe that mean pitch for anger is highest and also the 
range of pitch in anger is considerably greater than any other emotion. The mean 
pitch of sadness is lowest and the range of pitch is narrow. Happiness has pitch value 
greater than neutral but its range is less than neutral. For fear, mean Fo and range o\' 
pitch both are higher than neutral. In this way, it is observed that the mean value of 
pitch for various emotions is in the order: anger > happiness > fear > neutral > sad. 
We measured the first ? formants for the same vowel segments used for the pitch 
measurement. The values for first, second and third formant frequencies for diflcrcnt 
emotions and vowels are shown in Tables 4.3, 4.4, and 4.5 respectively. 
Table 4.3 Average first formant frequency (Hz) for different vowels and emotions 
Category 
Neutral 
Happiness 
Anger 
Sad 
Fear 
/ a / 
736.0 
724.0 
710.0 
581.9 
692.9 
Vowel 
/ e / 
417.3 
465.1 
477.5 
411.4 
430.0 
/ I / 
364.7 
379.9 
400.0 
376.0 
429.9 
/ i / 
332.2 
355.2 
414.5 
329.2 
327.8 
From Table 4.3, we observe that anger has the highest first formants For all the 
vowels except / a /. / a / has highest first formant frequency for neutral emotion. / a 
and / e / have lowest values for sadness, but / I / and / i / do not have so. lor 
happiness, / e /, / 1 / and / i / have higher Fi than neutral speech, but / a / does not 
have so. For fear, / e / and /1 / have higher Fi than neutral but / a / and / i / don"t 
have. 
Similarly fi-om Table 4.4, we observe that anger has the highest F2 for all vowels 
except / i /. Here, happiness has lowest Fj except 1x1.1x1 has lowest Fi for sati 
emotion. For fear, / a / and / e / have higher F2 than neutral, but not for /1 / and / i /. 
S X 
Table 4.4 Average second formant frequency (Hz) for different vowels and emolions 
Category 
Neutral 
Happiness 
Anger 
Sad 
Fear 
/ a / 
1326.4 
1321.7 
1483.6 
1410.4 
1359.4 
Vowel 
/ e / 
1844.3 
1830.4 
1957.6 
1907.7 
1935.7 
III 
1988.3 
1890.0 
2049.8 
1909.8 
1919.8 
/ i / 
2208.2 
2107.3 
2131.3 
2100.2 
"2143.0 
From Table 4.5, we observe that for anger, / a /, / e /, and /1 / have higher F3 value 
than neutral, but / i / does not have so. For happiness, / a / and / e / have higher F; 
than neutral. / a /, / e / and /1 / have higher F3 for fear than neutral. / a /, /1 / and / i / 
have lower F3 than neutral for sad emotion. 
Table 4.5 Average third formant frequency (Hz) for different vowels and emotions 
Category 
Neutral 
Happiness 
Anger 
Sad 
Fear 
Vowel 
/ a / 
2530.9 
2665.7 
2661.8 
2412.1 
2574.1 
/ e / 
2529.0 
2598.2 
2735.2 
2655.7 
2651.0 
/ I / 
2659.4 
2431.7 
2876.3 
2592.7 
2686.1 
/ i / 
2951.4 
2789.4 
2704.0 
2732.1 
2816.9 
The graphical representations of fundamental frequency (pitch) and first thicc 
formant frequencies as a function of different vowels and emotions arc shown in 
Figs. 4.1, 4.2, 4.3 and 4.4, respectively. We observe from Fig. 4.1, that fundamental 
frequency is distinguishable for different emotions. Therefore, it can be useful 
parameter for recognition of emotion. 
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Further, from Figs. 4.2, 4.3 & 4.4, we see that these formant frequencies do nol 
distinguish among emotions, but give information about vowels, hence may be 
useful for vowel recognition. 
Recognition of emotion 
Two classifiers are used for recognition of emotion in the present study, which aiv 
discriminant and neural network classifier. Both classifiers are implemented with Ihe 
help of "PRAAT" software package. The result of recognition of emotions bv 
discriminant classifier is 56.2%, while from neural network classifier is 64.3%. We 
evaluated the performance of recognizing emotions by people, which was 78,32%. 
We undertook these studies to find the answers to the following questions: 
• How well can people without special training portray and recognize emotions in 
speech? 
• Which kinds of emotions are easier/harder to recognize? 
• Which classifier and parameters are suitable for recognition of emotion? 
Recognition of emotion by people 
Total recorded sentences (600 sentences) were presented to 20 naive listeners for the 
identification of emotions: neutral, happiness, anger, sadness and fear. By analyzing 
responses of listeners, we selected sentences for study for which emotions were 
identified correctly by at least 50% of all listeners. In this way, we had selected 400 
sentences for present study. People performances' confusion matrix for these 
sentences (400 in number) is shown in Table 4.6 and the histogram of percentage 
correct recognition of emotion by people is shown in Fig. 4.5. 
However, people performan.ee confusion matrix by taking all the sentences (600 in 
number) is given in Table A in Appendix. 
In confusion matrix, rows and columns represent portrayed and recognized emotions 
respectively. For example, second row shows responses of sentences ol" happiness. 
SM 
4.1 % of sentences that were portrayed as happy were evaluated as neutral. 76.5 % a.s 
correct happiness, 7.8 % as anger, 5.4% as sadness, and 6.2 % as fear. 
Table 4.6 Confusion Matrix of recognition of emotion by People Performaiux 
Category 
Neutral 
Happiness 
Anger 
Sadness 
Fear 
Neutral 
77.0 
4.1 
7.2 
7.3 
5.1 
Happiness 
1.0 
76.5 
5.0 
1.7 
4.5 
Anger 
3.8 
7.8 
82.3 
3.4 
2.8 
Sadness 
14.2 
5.4 
2.1 
80.0 
11.8 
P'ear 
4.0 
6.2 
3.4 
7.6 
75.8 
We observe that the nvost recognizable emotion is anger (82.3%) and the least 
recognizable emotion is fear (75.8%). Happiness is recognized by 76.5%, sadness b\ 
80%), and neutral is recognized by 77%. The average result of recognizing emotion is 
78.3 %. In this way we had assured that sentences, we used in our study, depict 
emotion satisfactorily. 
The order of people recognition of emotion is in the order anger > sad > neutral > 
happy > fear. We observe that neutral is much confused with sadness. Happiness is 
confused with anger, anger with neutral. Sadness is confused with both the neutral 
and fear, and fear is much confused with sadness. 
Discriminant classifier (DC) 
We divided our data of 460 vowels taken from 400 sentences randomly into two 
independent sets: training and test sets. We used 70%) of the data as training set and 
30%) as a test set. Confusion matrix for test set obtained for discriminant classiller 
using "PRAAT" software is shown in Table 4.7. Fig. 4.6 shows histogram ot 
percentage correct recognition of emotion by discriminant classifier. The average 
result of recognition of emotion by discriminant classifier is 56.2%. Anger is 
correctly identified by 78.1 % but fear is identified poorly (31.2%). 
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Sad is identified by 75%, neutral by 50% and happy by 46.8%. We see that anger is 
more confused with happiness, neutral with sadness, happiness with fear, but sadness 
is only confused with neutral. Fear is much confused with happiness. 
Table4.7 Confusion Matrix of recognition of emotion by DC 
Category 
Neutral 
Happiness 
Anger 
Sadness 
Fear 
Neutral 
50.0 
12.5 
— 
25.0 
18.7 
Happiness 
-
46.8 
18.7 
-
25.0 
Anger 
6.2 
12.5 
78.1 
-
3.3 
Sadness 
25.0' . 
-
-
75.0 
21.8 
Fear 
18.8 
28.2 
3.2 
-
31.2 
Neural network classifier (NNC) 
We have used 3-layered (two hidden layers and one output layer) feedforward neural 
network, in which both hidden layers have 8-8 nodes. We have 4 input units, which 
represent used acoustic parameters. Output layer has 5 units, which represents output 
categories (neutral and 4 emotions in our case). We have used epochs as 4000. The 
expectation is that after many epochs, the neural net will remember pattern-categors 
pairs. In case of NNC to train and test our algorithms we randomly split our data into 
training (70% of vowel parameters) and test (30%) sets. Confusion Matrix obtained 
by neural network classifier using "PRAAT" software is shown in Table 4.8. 
Table4.8 Confusion Matrix of recognition of emotion by NNC 
Category 
Neutral 
Happiness 
Anger 
Sadness 
Fear 
Neutral 
59.3 
12.5 
-
25.0 
15.6 
Happiness 
— 
56.2 
-
-
25.0 
Anger 
6.3 
12.6 
96.8 
-
3.2 
Sadness 
25.0 
-
-
75.0 
21.9 
Fear 
9.4 
18.7 
3.1 
— 
34.3 
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Fig. 4.7 shows the histogram of percentage correct recognition of emotion by NNC. 
This method gave the average resuU about 64.3% with the following distribution for 
emotional categories: neutral state is 59.3%, happiness is 56,2%, anger is 9(-).?,%. 
sadness is 75.0%, and fear is 34.3%. We see that here anger is highly recognized and 
is only confused with fear. Neutral is more confused with sadness, and happiness 
with fear, but sadness is only confused with neutral and fear with happiness. 
Fig. 4.8 shows the comparison of both the classifiers along with people performance. 
We can see that NNC gave better recognition in comparison to DC and was 
comparable with people performance, but this was also only 64.3%. 
The aspect of the speech signal that appears to provide the clearest indication of the 
emotional state of a speaker may be FQ value. While at present, it is certainly not 
possible to specify any quantitative automatic procedures that reliably indicate the 
emotional state of a speaker. 
Measurements of mean Fo and range of FQ for a sample of speech may at least serve 
to classify a speaker's emotional state, provided for neutral state, Fo and range of lo 
for the speaker are known. 
As we want to obtain the best recognition of emotion, we also tried to take 
parameters (Fo, Fi, F2 and F3) individually, and in pairs of 2 and 3. We also tried 10 
change the topology of the network by increasing the number of hidden nodes and 
number of epochs. Results are shown in Table B in Appendix. 
Several combinations of parameters are given in first column. In other columns, 
results of recognition with different topologies starting with 8-8 nodes, 4000 epochs 
are given for all combinations. For further complicated topologies, only those results 
are mentioned, for which recognition scores had improved. In general, results are not 
improved for any other case than our results obtained for 4 parameters, 8-8 nodes 
and 4000 epochs. Therefore, we expect that results can only be improved by 
choosing/devising more parameters such as, formant transition, duration and 
intensity of vowels, duration of pauses, LPC parameters, average speech spectrum, 
temporal characteristics, precision of articulation, and waveform rcgularii\ o\' 
successive glottal pulses, their variations and combinations etc. 
ST 
We can also use ensemble of neural networks, HMM and other classifiers (bi 
recognition. 
For future work, we can also take other emotions such as surprise, excitement. 
laughter etc. In present study, we have taken neutral sentences and spoken them for 
different emotions; we can also study by taking emotive sentences and can compare 
them with neutral sentences. 
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Table A: Confusion Matrix for the recognition of emotion by People Performance 
(For 600 sentences) 
Category 
Neutral 
Happiness 
Anger 
Sadness 
Fear 
Neutral 
70.0 
6.7 
6.9 
9.2 
10.7 
Happiness 
1.9 
64.7 
4.8 
2.2 
8.9 
Anger 
5.1 
10.2 
83.1 
5.4 
6.4 
Sadness 
17.6 
8.6 
1.8 
72.9 
22.2 
Fear 
5 A 
9.8 
3.4 
10.3 
51.8 
Table B: Percentage recognition of emotion for different combination of parameters 
for neural networks of different topology 
Parameters 
Fo 
F, 
F2 
F3 
F2-F, 
Fo,F, 
F,,F2 
Fo, F3 
Fo, F2 
F,, F3 
F2,F3 
Fo, F2-F1 
Fi, F2, F3 
Fo, Fi, F3 
Fo, F|,F2 
Fo, F2, F3 
Fo, F2-F1, F3 
Fo, F|, F2, F3 
Percentage recognition of emotion 
Hidden nodes-8, 
No. of epochs-4000 
20.0 
20.0 
24.3 
28.1 
18.7 
20.0 
29.9 
60.6 
62.5 
25.6 
22.5 
52.5 
31.8 
63.1 
59.9 
61.2 
44.0 
63.7 
Hidden nodes-12, 
No. ofepochs-8000 
64.3 
13.7 
23.7 
27.5 
18.7 
63.1 
27.5 
63.1 
64.3 
31.8 
25.0 
53.1 
35.6 
59.9 
59.9 
61.2 
56.8 
-
Hidden nodes-15, 
No. ofepochs-8000 
-
29.9 
-
18.7 
-
— 
-
— 
— 
50.6 
37.5 
-
— 
— 
50.6 
