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Abstract—Surface Integral Equation (SIE) methods routinely
require the integration of the singular Green’s function or its
gradient over Basis Functions (BF) and Testing Functions (TF).
Many techniques have been described in the literature for the
fast and accurate computation of these integrals for TF that is
located close to the BF. In this paper, we propose an all-analytical
formula for the singular part of the integral for both the Electric
and Magnetic Field Integral Equations (EFIE and MFIE). The
method works for any flat polygonal BF and TF of any order,
and proves to be competitive with existing techniques.
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I. INTRODUCTION
In computational electromagnetics, Surface Integral Equa-
tions (SIE) based methods are popular since only the sur-
faces need to be discretized, leading to a limited number
of unknowns. These methods also offer a great flexibility
for physics-based acceleration techniques (see e.g: fast mul-
tipoles [35], macro-basis functions [36], ...). However, such
techniques require to efficiently evaluate singular (1/R) and
hypersingular (1/R2) 4-dimensional (4D) integrals over both
Basis Functions (BF) and Testing Functions (TF), which
appear in the Electric Field Integral Equation (EFIE) and
Magnetic Field Integral Equation (MFIE), respectively. The
evaluation of these integrals can be challenging if the TF is
located close to the BF (R→ 0).
In the literature, many techniques have been proposed to
speed up the evaluation of these integrals. They can mainly
be classified into two categories: singularity extraction based
techniques [1]–[15], [33], [34], and singularity cancellation
based techniques [16]–[32].
The singularity extraction techniques rely on the analytical
evaluation of the part of the integral that is singular and
the numerical computation of the remaining part, which is
either a integral of reduced dimensionality or a 4D integral
whose integrand is bounded. In [1], the authors propose an
analytical formula for the integration of the static kernel of
the Green’s function over the BF. As suggested in [34], the
remaining 2D integral over the TF is sufficiently smooth to
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be integrated numerically using Gaussian quadrature schemes.
In [2], an analytical formula is even proposed for the full
4D integral of the static Green’s function over coincident BF
and TF. Once the static kernel have been removed from the
dynamic Green’s function, the integrand of the remaining 4D
integral is bounded. However, its derivatives are not, so that
its numerical integration may remain challenging. In [3], [33],
the convergence of the numerical integral is further accelerated
by extracting additional terms analytically.
The analytical integral of the MFIE term over the BF has
been proposed in [6], [7] for linear BF, and extended to higher
orders BF in [4], [5]. However, the remaining integral over the
TF includes a logarithmic singularity that has to be handled
carefully if the BF and TF share a common point [3], [14]. The
technique has even been extended to the super-hypersingular
kernel (1/R3) that may arise in some formulation of the
EFIE [8], [9]. More recently, techniques in which the two
2D integrals over the BF and TF are decomposed into four
1D integrals whose order can be switched has been proposed,
leading to even better results [10]–[13], [15].
The singularity cancellation based techniques are purely
numerical techniques. Generally, an irregular sampling of the
integrand is used in order to minimize the number of sampling
points required to reach a prescribed accuracy. The problem
is formulated as a change of the variables of integration.
The new variables are chosen such that the Jacobian of the
transformation compensates for the singular behaviour of the
integrand, so that the new integrand is smooth and can be
integrated using classical quadrature schemes.
An elegant alternative technique has been proposed in [20],
[21]. The authors use a non-singular approximate of the
Green’s function, which corresponds to the exact Green’s
function that has been filtered in spectral domain. The error
introduced when filtering the Green’s function is mitigated by
the mesh used to discretize the geometry, which naturally acts
as a low-pass filter.
In this paper, we propose an approach to solve analytically
the 4D singular integrals that appear in EFIE and MFIE
formulations. The method we propose can be used to solve
the 4D integral of the static kernel of the Green’s function and
its gradient, but also the higher order terms [3], [33]. Instead
of decomposing the integral over the BF and TF into a sum
of 2D or 1D integrals, the initial 4D integral is treated as a
whole. The proposed formulation starts by identifying a 4D
volume of integration in a 6D space, on which the distance
function only varies over three of the six dimensions. By using
the divergence theorem, the 4D integral can be reduced to 3D,
2D and then 1D integrals, the latter being solved analytically.
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Note that the framework of the proposed method is also
valid for integral over 3D BF and TF. Therefore the proposed
method can be straightforwardly extended to volumetric MoM.
Preliminary results for the static EFIE and non-parallel BF and
TF have been presented in [43].
In Section II, the different types of integrals that may arise in
the EFIE and MFIE for polynomial BF and TF are highlighted.
Then, in Section III, the 6D geometry in which the integration
takes place is described. In Section IV, the 4D integral taking
place in the 6D space is reduced to a sum of classical 3D or 2D
integrals taking place in the 3D space. The latter integrals are
solved in Section V. Section VI is dedicated to the treatment
of the hypersingular integral that appears in the MFIE. Finally,
the technique is validated through representative examples in
Section VII.
II. PROBLEM DEFINITION
Consider the interaction between two flat polygonal BF and
TF that are div-conforming. The BF and TF vector fields
are polynomial functions of the coordinates, FB(x, y, z) and
FT (x, y, z). Without losing generality, we will chose a right-
handed coordinate system such that zˆ corresponds to the
normal to the BF nˆB , xˆ is the direction that is parallel to both
the BF and TF xˆ = (nˆB×nˆT )/|nˆB×nˆT |, with nˆT the normal
to the TF, and the yˆ direction is chosen accordingly. If the BF
and TF are parallel, then xˆ is any direction parallel to the BF.
The impedance matrix entries for a pair of div-conforming BF
and TF are given by [37]
ZEJ =
jη
4pik
∫
S′
∫
S
(
k2FB(r) · FT (r′) (1a)
− (∇ · FB(r))(∇′ · FT (r′)))e−jkR
R
dS′(r′)dS(r),
ZEM =
1
4pi
−
∫
S′
∫
S
∇′
(
e−jkR
R
)
(1b)
× FB(r) · FT (r′)dS′(r′)dS(r),
with ZEJ and ZEM the electric field generated on the TF
by electric (J) and magnetic (M ) currents flowing on the
BF, r = (x, y, z) and r′ = (x′, y′, z′) the position in the BF
and TF respectively, ∇ and ∇′ the derivative operators with
respect to coordinates r and r′, respectively, R = |R| the
distance function, R = r′ − r, k and η the wavenumber and
impedance corresponding to the medium through which the BF
and TF are interacting, S and S′ the surfaces of the BF and TF,
respectively, and −
∫
the integral in the Cauchy principal value
meaning. Note that the overlap integral have been removed
from (1b) since the Poggio-Miller-Chew-Harrington-Wu-Tsai
(PMCHWT) formulation of the MoM is considered in [37].
However, this integral can be easily computed numerically if
required [5] and won’t be treated hereafter.
The exponential term in the integrands of (1) can be
expanded into a Taylor series of order N around the value
Ro [38], leading to
e−jkR = e−jkRoe−jk(R−Ro)
' e−jkRo
N∑
i=0
(− jk(R−Ro))i
i!
= e−jkRo
N∑
i=0
KNi (k,Ro)R
i.
(2)
with
KNi (k,Ro) =
N∑
α=i
(−jk)α
α!
(
α
i
)
(−R0)α−i. (3)
Substituting (2) into (1), using the linearity of the derivative
operator and isolating the wavenumber k gives
ZEJ =
jη exp(−jkR0)
4pik
N∑
i=0
KNi (k,Ro)(k
2Ai −Bi), (4a)
ZEM =
exp(−jkR0)
4pi
N∑
i=0
KNi (k,Ro)Ci (4b)
with the frequency and material independent terms [38]
Ai =
∫
S′
∫
S
R(i−1)
(
FB · FT
)
dS dS′, (5a)
Bi =
∫
S′
∫
S
R(i−1)
(∇ · FB)(∇′ · FT )dS dS′, (5b)
Ci = (i− 1)−
∫
S′
∫
S
R(i−3)R× FB · FT dS dS′. (5c)
The r and r′ dependencies have been omitted for clarity.
This formulation is very convenient since each term of (5)
is independent from frequency and material parameters, so
that they can be used for any frequency and materials, as
long as the geometry does not change. Moreover, since the
Taylor expansion (2) is applied to the phase term only, the
convergence of the series is very rapid (Taylor expansion of a
complex exponential). Last, if R0 is chosen to correspond to
the mean distance between the BF and TF, the convergence of
(5) is independent from the distance between the BF and TF.
An extensive investigation of the number of terms required to
reach a prescribed level of accuracy has already been carried
out in [38] and is out of the scope of the present paper.
It can be noticed that the three sets of integrals in (5) can
be reduced to two sets of canonical integrals. As mentioned
in the beginning of this Section, the vector fields of the BF
and TF can be expressed as polynomials of the coordinates, so
that the generic shapes of Ai and Bi and of Ci, respectively
Ai and Ci, read:
Ai =
∫
S′
∫
S
R(i−1)P1(r, r′)dS dS′, (6a)
Ci = (i− 1)−
∫
S′
∫
S
R(i−3)
(
R ·P1(r, r′)
)
dS dS′, (6b)
with Pk(r, r′) and Pk(r, r′) corresponding to polynomial
scalar and vector functions of the positions r and r′. The
evaluation of the terms of (6) may be difficult to handle
numerically, since the integrand and/or its higher derivatives
are not bounded for even i [3], [33], requiring semi-analytical
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techniques or advanced quadrature schemes. The goal of this
paper is to solve analytically these integrals.
Most of the time, in the literature, R = R(r − r′) is seen
as a 3D function R : R3 → R : r→ |r|. Due to this, the two
surface integrals of (6) are difficult to merge into a single 4D
integral since this 4D integral would take place in a 3D space.
For this reason, the starting point of this paper is to consider
that R = R(r, r′) is a 6D function R : R6 → R : (r, r′) →
|r− r′|. The advantage of this formulation is that, now, the r
and r′ vectors can be seen as two orthogonal vectors in the
6D space, (r,0) and (0, r′) respectively, such that the two
consecutive 2D integrals of (6), which both take place in a
3D space, can be merged into a single 4D integral in the 6D
space.
Note that the Ci term is a particular case of the Ai−1 term,
but with additional properties that will prove to be useful to
treat the singular case R→ 0. The method used for both terms
being essentially identical, the treatment of the Ai term will be
used as an illustration, while the specificities in the treatment
of the Ci term are provided in Section VI.
III. THE 6D GEOMETRY
Each term of (6) corresponds to two consecutive surface
integrals (2D) over BF and TF, which lie in the 3D space.
Therefore, it can be reformulated in the sense of a 4D integral
that takes place within a 6D space, each point (r, r′) of the
6D space corresponding a pair of points, one on the BF and
one on the TF, of coordinates r and r′, respectively. Then, the
4D volume of integration within this 6D space corresponds to
the combination of the BF with the TF in the 6D space.
To begin with, let us illustrate this manipulation with a 1D
example. Consider the integration of the distance function R
over a 1D BF and a 1D TF within a 1D space, as illustrated
in Fig. 1(a). If x denotes the coordinate of the points in the
BF, and x′ denotes the coordinate of the points in the TF,
the distance function becomes R(x − x′) = |x − x′|. At first
glance, the two 1D integrals must be solved sequentially.
 
𝑥1
𝑥2
 
𝑥1
′
𝑥2
′
𝑅(𝑥 − 𝑥′) 𝑑𝑥′ 𝑑𝑥
≡
𝑥1
𝑥2 𝑥1
′ 𝑥2
′𝑥, 𝑥′0
𝑅 (𝑥1, 𝑥1
′) (𝑥2, 𝑥1
′)
(𝑥2, 𝑥2
′ )(𝑥1, 𝑥2
′ )
𝑅 = 𝑐𝑠𝑡𝑡
𝑥
𝑥’
𝑢1
𝑢2
 𝑅 𝑥, 𝑥′ 𝑑𝑆(𝑥, 𝑥′)
(a) (b)
Fig. 1. The two 1D integrals of (a) are merged into a single 2D integral over
the gray surface of (b), which can be solved more easily. First, the divergence
theorem can be used. Second, rotating the system of coordinates from {x, x′}
to {u1, u2}, the R function is independent from the u2 coordinate.
Re-writing the problem in two dimensions, one obtains
Fig. 1(b). Since x and x′ are independent, they correspond
to two independent directions. In this new 2D space, the
two 1D integrals become a single surface (2D) integral. This
reformulation has two main advantages. First, the divergence
theorem can be applied to the surface of Fig. 1(b) to reduce
the 2D integral to a sum of 1D integrals. Second, it can be
seen that the R function is very easy to deal with using a
change of coordinates. Indeed, using the {u1, u2} system of
coordinates indicated in Fig. 1(b), the R function only varies
along the uˆ1 direction and is constant along the uˆ2 direction.
Similar reasoning will prove to be very useful for the analytical
solution of (6).
Going back to the original problem, since the whole tech-
nique is based on the manipulation of the 4D volume in 6D
space, it is worth spending some times to clarify the geometry
considered.
First of all, consider the 4D volume itself. Since the integra-
tion takes place in a 6D space, the 4D space spanned by the
4D volume is characterized by two normal directions, nˆ6v,1 and
nˆ6v,2 (just as a line is in the 3D space). These unit vectors are
corresponding to the normals to the BF and TF, respectively
nˆB and nˆT . It is important to notice that the scalar product of
a normal with the position of any point within the volume is
constant. Since the BF and TF are polygonal, the 3D boundary
of the 4D volume corresponds to 3D polyhedra, just as the 2D
boundary of a 3D polyhedron corresponds to polygons.
Each 3D polyhedron corresponds to the combination of one
edge of the BF with the whole TF or one edge of the TF
with the whole BF. In order to characterize the 3D space
spanned by these volumes, one additional normal direction
is required. For volume p, this normal will be noted nˆ6p. Note
that many volumes p are contiguous and therefore share a
common surface.
The 2D boundary of one 3D polyhedron corresponds to flat
polygons. They are obtained either by convolving one edge of
the BF and one edge of the TF, or convolving one vertex of
the BF (or TF) with the TF (or BF). The additional normal
direction required to describe the 2D space spanned by the 2D
surface q will be noted nˆ6q .
The 1D edges delineating the 2D surfaces are the combi-
nation of edges of the BF (or TF) with vertices of the TF (or
BF). Their corresponding normals will be noted nˆ6r .
Last come the vertices of all these geometrical entities. They
correspond to the combination of the vertices of the BF with
the vertices of the TF, so that the coordinate of the 6D vertex
corresponding to the combination of the vertex i of the BF
located in ri and the vertex j of the TF located in r′j is located
in (ri, r′j).
Now, we consider a “sum-and-difference” change of coor-
dinates:
u1 =
x− x′√
2
, u4 =
x+ x′√
2
,
u2 =
y − y′√
2
, u5 =
y + y′√
2
,
u3 =
z − z′√
2
, u6 =
z + z′√
2
.
(7)
Using this new basis gives R =
√
2(u1uˆ1 + u2uˆ2 + u3uˆ3),
which is independent from u4, u5 and u6. This will be
fundamental for the analytical evaluation of (6). Moreover,
it can be seen that, except for BF and TF defined on parallel
domains (nˆB = nˆT ), neither the uˆ5 nor the uˆ6 direction is
contained within the space spanned by the 4D volume of
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integration. The case of parallel BF and TF will be treated
in a dedicated Section.
In order to perform the integral over the 4D volume within
the 6D space, three different tools will be repetitively used.
𝑆1
𝑆2
 𝑧
𝑧 = 0
Fig. 2. The orthogonal projection of the surface of integration S1 along the zˆ
direction does not change the value of the integral (excepted for the constant
Jacobian) as long as the integrand does not depend on z.
1) TOOL 1: If the integrand is modified outside the domain
of integration, it does not modify the value of the
integral. This can be used to create a new integrand
that is independent from one chosen coordinate. For
example, consider a xˆ − yˆ − zˆ Cartesian coordinate
system. The z coordinate within a non-vertical 2D
surface linearly depends on the two other coordinates:
z = k1x+ k2y + k3. Thus, the integral of any function
f(x, y, z) within this surface can be reformulated as the
integral of g(x, y) = f(x, y, k1x + k2y + k3), with k1,
k2 and k3 three constants that depend on the surface.
2) TOOL 2: If the integrand is independent from one
coordinate ui, and if the corresponding direction uˆi is
not contained within the space spanned by the domain
of integration, this domain can be projected into the
subspace ui = 0. The new integral will be equal to the
previous one within a constant factor, which corresponds
to the Jacobian of the transformation. Using this method,
the dimensionality of the space in which the integration
takes place is reduced. For example, consider the integral
of g(x, y) over the surface S1 represented in Figure 2.
S2 is the orthogonal projection of S1 on the z = 0
subspace. The value of the integral of g(x, y) over S2 is
the same as its integral over S1 within a constant factor
corresponding to the Jacobian of the transformation.
3) TOOL 3: If a vector field can be found, whose di-
vergence matches the integrand within the domain of
integration, applying the divergence theorem reduces the
dimensionality of the domain of integration:
if ∇ ·G = f on Ω,∫
Ω
f dV =
∫
Ω
∇ ·G dV =
∫
∂Ω
G · nˆ dS, (8)
with Ω the domain of integration, ∂Ω its boundary
and nˆ the outward-pointing unit normal. Note that the
derivative operator ∇ has to be limited to the space
spanned by the domain of integration. For example, if
the divergence theorem is applied on a surface in the 3D
space, the surface divergence must be considered instead
of the volume divergence, and the surface integral can
be reformulated as a line (1D) integral.
IV. FROM 6D TO 3D
In this section, the 4D integral within 6D space of Equation
(6a) is reduced to a sum of 2D or 3D integrals within 3D
space.
Formulated in the 6D space, (6a) becomes
Ai =
∫
R(i−1)(u1, u2, u3)
× P2(u1, u2, u3, u4, u5, u6)dV 64 ,
(9)
with dV ji indicating that the integration is performed over a
iD volume within the jD space.
First of all, consider the two normals to the 4D volume
within the 6D space. Since these normals correspond to the
normals to the BF and TF, using (7) and considering the
specific definitions of the xˆ and zˆ directions described in
Section II gives
nˆ6v,1 = (nˆB , nˆB)/
√
2 = (0, 0, 1, 0, 0, 1)/
√
2 (10a)
nˆ6v,2 = (−nˆT , nˆT )/
√
2 = (0,−a,−b, 0, a, b)/
√
2, (10b)
with a2 + b2 = 1. Note that in the case of parallel BF and TF,
a = 0. This case will be treated in Section IV-D.
The next step consists in the orthogonal projection of the
4D volume into the 5D subspace u6 = 0. First, the orthogonal
vectors are combined to obtain:
nˆ5v,1 =
(nˆ6v,2 · uˆ6)nˆ6v,1 − (nˆ6v,1 · uˆ6)nˆ6v,2√
(nˆ6v,1 · uˆ6)2 + (nˆ6v,2 · uˆ6)2
(11a)
=
b nˆ6v,1 − nˆ6v,2√
1 + b2
,
nˆ5v,2 =
(nˆ6v,1 · uˆ6)nˆ6v,1 + (nˆ6v,2 · uˆ6)nˆ6v,2√
(nˆ6v,1 · uˆ6)2 + (nˆ6v,2 · uˆ6)2
(11b)
=
nˆ6v,1 + b nˆ
6
v,2√
1 + b2
,
so that nˆ5v,1 · uˆ6 = 0 and nˆv,1 · nˆv,2 = 0. In that way, nˆ5v,1 is
orthogonal to both the original volume and its projection into
the u6 = 0 subspace.
A. From 6D to 5D
Now, the u6 dependency of the integrand in (9) can be
removed using TOOL 1. If dji is the distance between the
volume of integration and the origin in the nˆji direction, then
nˆ5v,2 · u = d5v,2 ∀u ∈ Ω6v, (12)
with Ω6v the 4D domain of integration lying in the 6D space.
Isolating the u6 term provides
u6 =
d5v,2 −
∑5
α=1(nˆ
5
v,2 · uˆα)uα
nˆ5v,2 · uˆ6
∀u ∈ Ω6v. (13)
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It can be easily checked that, using the particular basis
described in Section II, nˆ5v,2 · uˆ6 6= 0. Substituting (13) into
(9) gives
Ai =
∫
R(i−1)(u1, u2, u3)
× P3(u1, u2, u3, u4, u5)dV 64 .
(14)
Now that the integrand of (14) is independent from u6,
an orthogonal projection of the volume of integration over
the u6 = 0 subspace is performed (TOOL 2) in order to
reduce the dimensionality of the space we are working on.
Multiplying the resulting integral by the (constant) Jacobian
of the projection provides
Ai = 1|nˆ5v,2 · uˆ6|
∫
R(i−1)(u1, u2, u3)
× P3(u1, u2, u3, u4, u5)dV 54 .
(15)
As mentioned previously, since nˆ5v,1 · uˆ6 = 0, nˆ5v,1 is
orthogonal to both the original volume and the projected one.
The projected volume being a 4D volume within a 5D space,
its orthogonal space is 1D and is therefore entirely spanned
by the nˆ5v,1.
B. From 5D to 4D
This Section is treating the case where the BF and TF are
not parallel. The parallel case will be treated in Section IV-D.
If the BF and TF are not parallel, it means that a 6= 0 in (10b).
Consequently, nˆ5v,1 · uˆ5 6= 0, so that the procedure to reduce
the dimensionality of the space is identical when going from
6D to 5D and from 5D to 4D.
First, within the volume of integration, the u5 coordinate can
be expressed as a linear combination of the other coordinates
(TOOL 1):
u5 =
d5v,1 −
∑4
α=1(nˆ
5
v,1 · uˆα)uα
nˆ5v,1 · uˆ5
. (16)
Substituting (16) into (15), the u5 dependence of the integrand
is removed. Putting the 1/|nˆ5v,2 · uˆ6| factor of (15) inside the
polynomial P4 gives:
Ai =
∫
R(i−1)(u1, u2, u3)P4(u1, u2, u3, u4) dV 54 . (17)
Since the integrand of (17) no longer depends on u5, the
5D space is projected into the 4D subspace u5 = 0 (TOOL 2),
leading to
Ai = 1|nˆ5v,1 · uˆ5|
∫
R(i−1)(u1, u2, u3)
× P4(u1, u2, u3, u4) dV 44 .
(18)
It is interesting to consider the behaviour of the method for
the case where the BF and TF are close to parallel, without
being exactly so. Indeed, in that case, nˆ5v,1·uˆ5  1.The RHS of
(16) then corresponds to a nearly canceling difference between
large numbers. Therefore, for very small angles (smaller than
1◦), one may consider interpolating the value of the integral
from its value for parallel BF and TF and for non-parallel BF
and TF with a higher angle between them (e.g. 1◦, 2◦, ...). An
example using polynomial interpolation of various orders is
studied in Section VII, where the proposed fix is illustrated.
C. From 4D to 3D
Equation (18) is dealing with a 4D volume of integration
within a 4D space. The dimensionality of the volume of
integration needs to be reduced using the divergence theorem
(TOOL 3). Looking at (18), one can notice that the depen-
dence of the integrand on u4 is polynomial, so that a vector
field whose divergence corresponds to that integrand can be
easily found. Introducing P5(u1, u2, u3, u4) such that
P5(u1, u2, u3, u4) ,
∫ u4
0
P4(u1, u2, u3, u′4)du′4. (19)
It leads to
∇ ·
[
R(i−1)P5uˆ4
]
= R(i−1)P4. (20)
Substituting (20) into (18) and applying the divergence
theorem (TOOL 3), it can be proven (cf. Appendix) that no
special care is required for the possibly singular zone where
R → 0. This zone can be removed from the domain of
integration, leading to
Ai =
∑
p
(nˆ4p · uˆ4)−
∫
Ω4p
R(i−1)(u1, u2, u3)
× P5(u1, u2, u3, u4)dV 43 ,
(21)
with Ω6p the p
th 3D polyhedron that is part of the boundary of
Ω6v , the original volume of integration (cf. Section III), Ω
4
p the
projection of Ω6p into the subspace u6 = u5 = 0, nˆ
4
p the outer
normal to nˆ4p and −
∫
denoting the integration in the Cauchy
principal value sens. nˆ4p can be computed by combining nˆ
6
p
with nˆ5v,2 and nˆ
5
v,1 to remove its u6 and u5 components:
n4p = nˆ
6
p −
nˆ6p · uˆ6
nˆ5v,2 · uˆ6
nˆ5v,2
−
(
nˆ6p · uˆ5
nˆ5v,1 · uˆ5
− nˆ
6
p · uˆ6
nˆ5v,1 · uˆ5
nˆ5v,2 · uˆ5
nˆ5v,2 · uˆ6
)
nˆ5v,1
(22)
and nˆ4p = n
4
p/|n4p|.
Using a development similar to the one in the Appendix,
it can be shown that the value of the integrals of (21)
are bounded, so that contribution of the terms for which
nˆ4p · uˆ4 → 0 vanishes. Removing the vanishing terms from
the summation, (21) becomes
Ai =
∑
(p|nˆ4p·uˆ4 6=0)
(nˆ4p · uˆ4)−
∫
Ω4p
R(i−1)(u1, u2, u3)
× P5(u1, u2, u3, u4) dV 43 .
(23)
Now that we are dealing with a 3D volume within a 4D
space, we can proceed as we did in Sections IV-A and IV-B.
First, the u4 dependence of the integrand of (23) is elim-
inated (TOOL 1) using the fact that, within the volume of
integration,
u4 =
d4p −
∑3
α=1(nˆ
4
p · uˆα)uα
nˆ4p · uˆ4
, (24)
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After, we project the 3D volumes of integration Ω4p into the
u4 = 0 subspace (TOOL 2), leads to
Ai =
∑
(p|nˆ4p·uˆ4 6=0)
(nˆ4p · uˆ4)
|nˆ4p · uˆ4|
−
∫
Ω3p
R(i−1)(u1, u2, u3)
× P6(u1, u2, u3) dV 33 .
(25)
Equation (25) corresponds to a “classical” volume integral
of the R(i−1) function multiplied by a given polynomial. The
analytical treatment of that kind of integrals will be tackled in
Section V.
D. Parallel BF and TF
In the case where the BF is parallel to the TF, Equation (16)
in Section IV-B is no longer valid due to the fact that nˆ5v,1·uˆ5 =
0. Indeed, in the parallel case, nˆ5v,1 = (0, 0,±1, 0, 0, 0), so that
the u5 coordinate is independent from the other coordinates
within the volume of integration, in (15).
However, for the same reason, the uˆ5 direction is entirely
contained within the space spanned by this 4D volume of
integration. It will be useful to apply the divergence theorem
(TOOL 3). Introducing P‖4 such that
P‖4 ,
∫ u5
0
P3 du′5 (26)
leads to
∇ ·
[
R(i−1)P‖4 uˆ5
]
= R(i−1)P3. (27)
Substituting (27) into (15) and using the divergence theorem
gives
Ai =
∑
(p|nˆ5p·uˆ5 6=0)
(nˆ5p·uˆ5)−
∫
Ω5p
R(i−1)(u1, u2, u3)
× P‖4 (u1, u2, u3, u4, u5) dV 53 ,
(28)
with nˆ5p the outer normal of the 3D volume p within the 5D
space. No special care is required for the possibly singular
zone where R → 0 (cf. Appendix). Note that the vanishing
terms corresponding to nˆ5p · uˆ5 = 0 have been removed from
the summation (cf. Section IV-C).
Since nˆ5p ·uˆ5 6= 0 for all the remaining terms, u5 is no longer
linearly independent from the other coordinates (TOOL 1):
u5 =
d5p −
∑4
α=1
(
nˆ5p · uˆα
)
uα
nˆ5p · uˆ5
. (29)
The substitution of (29) into (28), followed by the orthogonal
projection of the 3D volumes of integration into the 4D
subspace u5 = 0 (TOOL 2) leads to
Ai =
∑
(p|nˆ5p·uˆ5 6=0)
(nˆ5p · uˆ5)
|nˆ5p · uˆ5|
−
∫
Ω4p
R(i−1)(u1, u2, u3)
× P‖5 (u1, u2, u3, u4)dV 43 ,
(30)
 𝑛𝑠1
 𝑛𝑠3 𝑛𝑠2
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 𝑢2
 𝑢3
 𝑛𝑟1  𝑛𝑟2
 𝑛𝑟3
 𝑙𝑟3
 𝑙𝑟2
 𝑙𝑟1
O
 𝑛𝑠1
 𝑣1
 𝑣2
 𝑣3
(a) (b)
O
𝑹𝑟1
+ = 𝑹𝑟2
−
𝑹𝑟3
+ = 𝑹𝑟1
−
 𝑛𝑟1
 𝑙𝑟1
 𝑛𝑠1
𝑑𝑞
(c)
Fig. 3. Geometry of the (a) 3D, (b) 2D and (c) 1D domains of integration
and illustration of the associated quantities.
We can iterate to transform (30) into a sum of 2D surface
integrals taking place in the classical 3D space:
Ai =
∑
(p|nˆ5p·uˆ5 6=0)
(nˆ5p · uˆ5)
|nˆ5p · uˆ5|
Ω4q∈∂(Ω4p)∑
(q|nˆ4q·uˆ4 6=0)
(nˆ4q · uˆ4)
|nˆ4q · uˆ4|
× −
∫
Ω3q
R(i−1)(u1, u2, u3)P‖6 (u1, u2, u3)dS32 ,
(31)
with nˆ4q the outward unit vector perpendicular to the surface
Ω4q that is part of the boundary of the volume Ω
4
p.
(31) is dealing with the surface integration of the “classi-
cal” R function multiplied by a polynomial function of the
coordinates, which will be solved in Section V.
V. ESTIMATING THE 3D INTEGRAL
In this section, we solve the 3D and 2D integrals of Equa-
tions (25) and (31). These types of integrals have already been
solved by the authors of [4]. The method is summarized here
for self-completeness. The geometries described throughout
the development are illustrated in Figure 3.
We start from (25). The polynomial contribution of some
coordinate uα in P6 can be isolated by rewriting
P6(u1, u2, u3) =
∑
s
Ps(uβ , uγ)u
s
α, α 6= β 6= γ 6= α.
(32)
Each term of (32) is treated separately. To reduce the
dimensionality of the integrals of (25), the following identities
are used:
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If s > 0:
Ps(uβ , uγ)usαR(ζ−1) =
1
ζ + 1
×
[
∇ ·
(
Ps(uβ ,uγ)u(s−1)α R(ζ+1)uˆα
)
(33a)
−(s− 1)Ps(uβ , uγ)u(s−2)α R(ζ+1)
]
,
If s = 0 and Ps(uβ , uγ) = cstt:
R(ζ−1) =
1
(ζ + 2)
∇ ·
(
RζRˆ
)
, (33b)
Otherwise:
Ps(uβ , uγ)R(ζ−1) =
∑
t
Pt(uγ)utβR(ζ−1). (33c)
Substituting these identities recursively into (25) and ap-
plying the divergence theorem, the volume integral can be
expressed as a sum of surface integrals. Note that the R(Rˆ·nˆq)
and uˆα · nˆq factors are constant on surface q and can therefore
be removed from the integral.
Using the development in the Appendix, it can be shown
that no special treatment is required for the possibly singular
zone where R→ 0.
We now have to deal with surface integrals of the type
−
∫
Ps(u1, u2, u3)R(ζ−1)dS, ζ ≥ 0. (34)
First of all, the {uˆ1, uˆ2, uˆ3} orthonormal right-handed basis
is rotated to match the {vˆ1, vˆ2, vˆ3} orthonormal right-handed
basis, with vˆ1 and vˆ2 parallel to the surface. In this new basis,
the v3 coordinate is constant along the surface of integration,
so that
−
∫
Ps(u1, u2, u3)R(ζ−1)dS = −
∫
Pvs (v1, v2)R(ζ−1)dS. (35)
To reduce the 2D integral of (35) into a sum of 1D integrals,
the different terms treated separately using (33c) and the
following identities are recursively used:
If s > 0:
Pvs (vβ)vsαR(ζ−1) =
1
ζ + 1
×
[
∇ ·
(
Pvs (vβ)v(s−1)α R(ζ+1)vˆα
)
(36a)
−(s− 1)Pvs (vβ)v(s−2)α R(ζ+1)
]
,
If s = 0 and Ps(vβ) = cstt:
R(ζ−1) =
1
ζ + 1
∇ ·
(
R(ζ+1)
P 2q
Pq
)
, (36b)
Otherwise:
Pvs (vβ)R(ζ−1) =
∑
w
Kwv
w
β R
(ζ−1), (36c)
with Kw a constant, Pq = (v1vˆ1 + v2vˆ2), which corresponds
to the projection of R into the plane of the surface q, and
Pq = |Pq|. 1D integrals are obtained after application of the
divergence theorem. In those integrals, denoting by nˆr the
outward unit normal to the edge r, the factors (Pq · nˆr) and
vˆα · nˆr are constant along the edge, so that they can be moved
outside the integrals.
As explained in [1], [33], a special care is required if the
surface contains one point for which Pq = 0. Indeed, in that
case, the vector field of (36b) becomes singular. Following
[33], separating the integral into two parts, it can be shown
that∫
Ω3q
∇ ·
(
R(ζ+1)
P 2q
Pq
)
dS32 =
∑
r|Ω3r∈∂Ω3q
[
(Pq · nˆr)
∫
lr
R(ζ+1)
P 2q
dl31 (37)
− d(ζ+1)q
(
tan−1
(
lˆr ·R+r
nˆr ·R+r
)
− tan−1
(
lˆr ·R−r
nˆr ·R−r
))]
,
with dq = |nˆq · R| for R ∈ Ω3q the distance between the
surface and the origin, Ω3r the projection of edge r into the
3D space, R−r and R
+
r the position of the beginning and
end of Ω3r , respectively, and lˆr = (R
+
r − R−r )/|R+r − R−r |.
The beginning of one edge is chosen to always correspond
to the end of another one. The second term of the RHS of
(37) accounts for the singularity if the point Pq = 0 is on
the surface, and otherwise vanishes. For more details about
the development that leads to (37), the reader is referred to
Equation (5) of [1] or Equations (39) and (40) of [4]. In this
work, contrarily to [1], [4], Equation (37) is used for both the
EFIE and MFIE terms when the whole 4D integral is evaluated
analytically.
Last comes the 1D integration. Following the same guide-
lines as for the 3D and 2D integrations, we use the {lˆr, nˆr, nˆq}
coordinate system, so that the 1D integrals that need to be
solved all correspond to
−
∫
lnR(ζ+1)dl (38)
or
(Pq · nˆr)−
∫
R(ζ+1)
P 2q
dl, (39)
with l = R · lˆr. If Pq · nˆr = 0 on an edge, the first and second
terms of the right-hand side of (37) mutually cancel for that
edge, so that this case can be treated by omitting the whole
contribution of the edge to (37).
We can solve these integrals recursively using the following
identities:∫
R(ζ+1)
P 2q
dl = d2q
∫
R(ζ−1)
P 2q
dl +
∫
R(ζ−1)dl, (40a)∫
R(ζ+1)dl = (d2q + d
2
r)
∫
R(ζ−1)dl (40b)
+
∫
l2R(ζ−1)dl,
∫
lnR(ζ+1)dl =
[
l(n−1)R(ζ+3)
ζ + 3
]R+
R−
(40c)
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− n− 1
ζ + 3
∫
l(n−2)R(ζ+3)dl,
∫
R−2dl =
[
1√
d2q + d
2
r
tan−1
(
l√
d2q + d
2
r
)]R+
R−
, (40d)
∫
R−1dl =
[
ln(R+ l)
]R+
R−
, (40e)∫
R−1
P 2q
dl =
[
1
dqdr
tan−1
(
dql
drR
)]R+
R−
, (40f)∫
1
P 2q
dl =
[
1
dr
tan−1
(
l
dr
)]R+
R−
, (40g)
with [f(R)]R2R1 = f(R2) − f(R1) and dr = |R · nˆr|. (40a)
is obtained noticing that R2 = P 2q + d
2
q and that dq is
constant along the edge. (40b) is obtained noticing that dr
is also constant along the edge. The case dq → 0 in (40f)
can be straightforwardly treated considering that Pq → R and
manipulating (40b) to increase the power of R−3.
This last step ends our quest for the 4D integral. It is
important to notice that among the large number of terms that
need to be computed to solve the original 4D integral, there
are many repetitions. Therefore, using an appropriate book-
keeping, a significant time saving can be obtained.
VI. SOLVING THE Ci MFIE TERM
The solution of the Ci term, which is necessary when setting
up the discretized MFIE, is similar to the solution of the Ai−1
term. The only difference lies in the treatment of the singular
case R→ 0, which is described in this Section.
To treat the singular case for the Ai term (cf. Appendix),
we first separated the domain of integration into two parts: the
singular and the non-singular zones. Since (6b) correspond
to a Cauchy integral, only the non-singular zone needs to
be treated; more specifically the additional surface Sa that is
created when the singular zone is removed from the volume
of integration (cf. Figure 7).
First, since the normal to Sa is orthogonal to the u4 and
u5 directions, no additional treatment is required w.r.t. Section
IV. Moreover, since it is well known that (6b) vanishes for BF
and TF lying in the same plane, contrary to the EFIE case,
the case of touching parallel BF and TF does not need to be
treated, leading to an integral of the type:
−
∫
R(i−3)
(
R ·P2(u1, u2, u3)
)
dV 33 . (41)
The factor R ·P2 corresponds to a polynomial that vanishes
for R → 0, i.e. a polynomial whose minimum degree is 1.
Therefore, in order to apply the divergence theorem to (41),
the identity (33a) must be used at least once. After using it, it
can be seen that the power of the distance term is increased:
R(i−3) becomes R(i−1). The resulting 2D integrals thus match
the generic shape of Equation (34), which has already been
treated in Section V. Moreover, as explained in the Appendix,
the contribution of Sa to the 3D volume integral vanishes for
a vanishing singular zone.
VII. NUMERICAL VALIDATION
In order to validate the method, we first computed the A0,
B0 and C0 terms of (5). The reference results were obtained
using the methods of [1], [4], [6], which consist of a 2D
analytical integration of the singular term over the BF and
the 2D numerical integration of the result over the TF. The
numerical integration was performed using the integral2
function of MATLAB R© [39], [40]. We computed these terms
for half-RWG [41] BF and TF that are close by, sharing a
common edge or even interleaved, and for various relative
orientations. The geometry considered can be seen in Figure
4. The position of the vertices is given by
p1 =
(
0, 0, 0
)
, p2 =
(
1, 1, 0
)
,
p3 =
(
1, 0, 0
)
, p4 = p1 + t,
p5 = p3 + t, p6 =
(− cos θ, 1, sin θ)+ t, (42)
with t = (−0.1, 0, 0) when the BF and TF are nearby, t =
(0, 0, 0) when they are touching and t = (0.3, 0,−0.2) when
they are interleaved. The geometry and the results for the three
cases can be seen in Fig. 4. The error in A0, B0 and C0 can
be seen in Fig. 4(b), (c) and (d), respectively. Note that if
t = (0, 0, 0) (common edge), C0 = 0. The results are therefore
not displayed for that case in Figure 4(d).
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Fig. 4. Comparison between analytical results and numerical results for the
(b) A0, (c) B0 and (d) C0 terms for the three geometries illustrated in (a).
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The error has been normalized w.r.t. the maximum value
obtained for each term. Whatever the geometry considered,
the relative error remains below 10−7 and is generally smaller
than 10−10. It corresponds to the maximum accuracy we could
reach for the numerical solution used as a reference.
When the distance between the BF and TF becomes large,
some of the analytical integration steps become numerically
ill-conditioned, i.e. they involve differences between large
values of same order. When the BF and TF are nearly
parallel, the non-parallel case becomes ill-conditioned as well.
Therefore, we studied both limits, the results for the A0 term
being displayed in Fig. 5. Note that a similar behaviour was
observed for the Ai and Ci terms (i ≥ 0) while a much better
accuracy was observed for the Bi terms. The latter observation
is due to the degree of the polynomial in (6), which is 2 for
the Ai and Ci terms, and 0 for the Bi term in the case of
RWG basis functions.
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Fig. 5. Round-off error in the A0 term for (a) an increasing distance between
the BF and TF and (b,c) for nearly parallel BF and TF sharing a common edge.
In the latter graphs, the error made using polynomial interpolation techniques
is also drawn.
First, we study the numerical error for increasing distances
between the BF and TF. We studied the same configuration
as in the previous example (Fig. 4(a)) with t = (−t, 0, 0)
and t = 2, 4, 8, 15 and 30. As shown in Fig. 5(a), the
accuracy rapidly drops if the distance between the BF and
TF becomes large (t larger than 5 to 10 times the typical
size of an edge of the mesh). This is not expected to pose a
problem in MoM applications since at such distances classical
Gaussian quadratures perform very well (see e.g. [44]). For
this reason, the analytical method should be used only for
close-range singular interactions, smaller than about 5 times
the typical length scale of the mesh.
Second, we studied the evolution of the error for small
angles between the BF and TF. To do so, we considered
again a geometry similar to the first example (Fig. 4(a))
with t = (0, 0, 0). The error for nearly-parallel BF and TF
is displayed in blue in Fig. 5(b-c). Note that θ = 180◦
corresponds to the TF that has been folded back into the
BF (identical BF and TF). The other curves correspond to
polynomial interpolation of order n of the value obtained for
θ = 0◦, 1◦, ...n◦ and θ = 180◦, 181◦, ...180 + n◦ (cf. end of
Section IV-B). An accuracy better than 10−4 can be easily
achieved using a second order interpolation.
Finally, in order to compare our method with the state of the
art for practical geometries, we computed ZEJ and ZEM of
(1) using the proposed method (in-house C++ code) and the
“Direct Evaluation Method” (DEMCEM) of A. Polimeridis
[10]–[13], whose C++ implementation can be found on the
website of the author [42]. Both codes were compiled using
the -O2 optimization flag and run on a single CPU of an Intel
i7-3770 chip. The accuracy was checked for varying numbers
of points for the 1D numerical integrations in [42] and various
orders of the Taylor expansion for the proposed method (N
in Equation (4)). The comparison was lead for BF and TF
sharing a common edge or a common vertex, as illustrated in
Fig. 6(a).
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Fig. 6. Comparison of the proposed method with the method of [42] for the
two geometries illustrated in (a). (b) ZEJ and (d) ZEM for BF and TF with
a common vertex. (c) ZEJ and ZEM for BF and TF sharing a common
edge.
To obtain a fair comparison, the time required to compute
the value of one integral was averaged over 104 integrals
(100 BF interacting with 100 TF). It is worth noting that
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the results displayed varied slightly from run to run and
may change for different numerical implementations of both
methods. However, comparisons have been made as fair as
possible, considering that both codes are reasonably optimized
and have been compiled and executed on the same computer
and the results are averaged over a large number of different
interactions.
The times provided for the fully analytical method are
actually covering the computation of the two integrals of (4),
since many factors are reused and therefore both calculations
cannot be decoupled efficiently. The results can be seen in
Figure 6(b-e). The reference solution used to estimate the error
corresponds to the results obtained using the code of [42] for
15 points of integration. The first bullet of the DEMCEM
results corresponds to one point of integration for each 1D
numerical integral, the second one to two points of integration
for each 1D numerical integral, etc. Concerning the proposed
method, the first bullet corresponds to N = 0, the second
one to N = 1, etc. Relative errors of the order of 10−10 are
achieved 10 to 40 times faster than with the code of [42].
The convergence of the fully analytical method is not
expected to change significantly with respect to the distance
between the BF and TF (except for the numerical error that
may grow, see Fig. 5(a)) since R0, the central point of the
Taylor expansion of Equation (4), is changing accordingly
[38]. However, it will strongly vary with the density of the
mesh. For BF and TF whose characteristic length is λ/10, the
trends shown in Fig. 6 are typical and an accuracy of 10−10
is achieved with 9 to 11 terms (N = 8 to 10).
VIII. CONCLUSION
In this paper, we provided a fully analytical solution to the
4D singular integrals that appear in the static kernel of the
PMCHWT formulation of the MoM involving both EFIE and
MFIE operators. First, the double 2D integrals over the BF and
TF taking place in the 3D classical space are reformulated into
a 4D integral over a 4D volume of integration lying inside a
6D space. Using a sum-and-difference change of coordinates
followed by alternating use of the divergence theorem and
orthogonal projection of the volume of integration into smaller
subspaces, the 6D integral can be reformulated as a sum of
3D integrals taking place in the classical 3D space. These
integrals have already been solved analytically in the literature
[4], leading to a final closed-form expression.
Using a rapidly converging Taylor expansion of the phase
factor that appears in the dynamic kernel [38], the presented
method can be straightforwardly extended to the computation
of the 4D integral arising in the dynamic kernel of the MoM.
The method presented is applicable to any kind of flat polyg-
onal BF and TF of any order and can be straightforwardly
extended to the volumetric MoM. Moreover, the time required
to analytically evaluate the 4D singular integrals proves to be
competitive with efficient numerical techniques, such as [42].
This method should be used to compute the close-range
interactions between BF and TF, i.e. for BF and TF separated
by less than about 5 edge lengths. It is not suited in its present
form for distant BF and TF since some of the operations
involved in the 4D analytical integration are ill-conditioned.
However, for these distant interactions, the integrand is not
singular and classical Gaussian quadratures rapidly provide
accurate results.
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APPENDIX
In this section, we will show that, most of the time, no
particular treatment is required for the possibly singular region
where R→ 0. This section follows the same reasoning as [1],
but extends it to higher dimensions.
Since the divergence theorem is only valid for sufficiently
smooth functions, singular integrands need a special care. Fol-
lowing a “divide-and-conquer” strategy, the integration domain
is split into two parts, one corresponding to the singular region
of vanishing extent and the other one corresponding to the
rest of the domain of integration, over which the integrand is
regular.
Consider the regular function f and the vector field gi such
that
f(u)R(i−1)(u) = ∇ · gi(u), ∀u ∈ {u|R(u) ≥ R0}. (43)
with R the distance function, R0 > 0 and i ≥ 0. In the
following, we will consider the limit R0 → 0+. We want to
solve the following integral over a k-D domain Ω:
IS =
∫
Ω
fR(i−1)dV kk . (44)
+
Ω
=
Ω𝑛𝑠 Ω𝑠𝑅0
 𝑛  𝑛
 𝑛  𝑛
 𝑛  𝑛
 𝑛
𝑆𝑎
𝑅 = 0
Fig. 7. Singularity treatment of a 3D volume with the R function varying
only along two dimensions.
First, we separate the domain of integration Ω into two parts,
Ωns and Ωs, such that
Ωs = Ω ∩ {u|R(u) < R0}, (45a)
Ωns = Ω\Ωs. (45b)
In Figure 7, an example is provided for a 3D volume with a
distance function varying along two out of the three coordi-
nates. Splitting the integral of (44) and substituting (43) where
the equation is valid gives
IS =
∫
Ωns
∇ · g dV kk +
∫
Ωs
fR(i−1) dV kk . (46)
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The goal of this section is to provide a sufficient condition to
simply neglect the singular zone, i.e. a sufficient condition for
the following identity to hold true:∫
Ωns
∇ · g dV kk +
∫
Ωs
fR(i−1) dV kk = −
∫
∂Ω
g · nˆ dV kk−1, (47)
with ∂Ω the surface of Ω and nˆ the outer unit normal of ∂Ω.
First, we will derive a sufficient condition for the contribution
of the integral over Ωs to be negligible. Then, we will tackle
the contribution of the surface {∂Ωns}\{∂Ω} (surface Sa in
Figure 7).
a) Singular volume: Consider the shape of the volume
Ωs. Along the uˆ1→3 directions, which the R function depends
on, it will correspond to a circle (2D) or a sphere (3D) of radius
R0. Along the uˆ4→6 directions, the volume corresponds to a
line (1D), polygon (2D) or polyhedron (3D) whose length,
surface or volume will be denoted by h. Figure 7 depicts the
case of a 3D volume, with a R function that only varies along
two out of the three dimensions spanned by the volume.
We introduce fmax such that ∀u ∈ Ω, we have |f(u)| <
fmax. We can then write∣∣∣∣∣
∫
Ωs
fR(i−1) dV kk
∣∣∣∣∣ ≤
∫
Ωs
∣∣fR(i−1)∣∣ dV kk (48a)
< fmax
∫
Ωs
R(i−1) dV kk . (48b)
It can be noticed that the integrand of the RHS of (48b) is
only depending on R, so that the integration over dimensions
uˆ4→6 can be done in a trivial way:
fmax
∫
Ωs
R(i−1) dV kk = fmaxh
∫
ΩRs
R(i−1) dV 3N , (49)
with ΩRs the section of Ωs in the uˆ1→3 space and N the
dimensionality of this section (N = 2 for a circle, and N = 3
for a sphere). Then, performing the integration over a circle
or a sphere, one can find that
fmaxh
∫
ΩRs
R(i−1) dV 3N ≤ fmaxh
4pi
i+ 2
R
(i+N−1)
0 . (50)
Since R0 → 0+, the RHS of (50) vanishes as long as (i +
N − 1) > 0, which will always be the case.
b) Singular surface: Since the second term of the LHS
of (47) vanishes for all the cases encountered in this paper, we
want to derive a sufficient condition for the following identity
to be true: ∫
Ωns
∇ · g dV kk = −
∫
∂Ω
g · nˆ dV kk−1. (51)
It can be noticed that, removing Ωs from Ω, the surface of
the new volume of integration has been modified in two ways.
First, a small part of the surface of Ω corresponding to the part
where R < R0 has been removed. In Figure 7, it corresponds
to the top and bottom surfaces of Ωs. Moreover, a new surface
Sa corresponding to the interface between Ωns and Ωs has
been created. Applying the divergence theorem and splitting
the LHS of (51) into two parts gives
−
∫
∂Ω
g · nˆ dV kk−1 +
∫
Sa
g · nˆ dV kk−1 = −
∫
∂Ω
g · nˆ dV kk−1, (52)
were the Cauchy integral of the LHS appears due to the fact
that the singular zone R = 0 has been removed from the
surface of integration. We can now consider three different
cases:
1) g · uˆ1→3 = 0 :
Since nˆ is orthogonal to the uˆ4→6 directions on Sa, if g
is a linear combination these directions, (52) is always
true.
2) g · uˆ1→3 6= 0, but limR→0
(|g|R(N−1)) = 0 :
Then, (52) is again verified. Indeed,∫
Sa
g · nˆ dV kk−1 ≤
∫
Sa
|g| dV kk−1
≤ h
∫
∂ΩRs
|g|dV 3N
< hgmax4piR
(N−1)
0 → 0,
(53)
with gmax that has been chosen such that ∀u ∈ Sa, we
have gmax > |g|.
3) Otherwise :
The case where none of the conditions above is verified
and thus (52) is not true is never appearing throughout
the paper for the singular zone R→ 0.
However, in Equation (36b), another singular zone ap-
pears for R 6= 0 and Pq → 0. Redoing the development
of this section for that particular case, it can be seen
that the contribution of the small area Pq < Pq,0, with
Pq,0 → 0+, vanishes while the contribution of the
additional boundary Pq = Pq,0 is not negligible and
corresponds to the second term of the RHS of (37). For
a detailed development, the reader is referred to Equation
(5) of [1] or Equations (39) and (40) of [4].
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