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1. Extensión de la morfología matemática a imágenes en color 
A la hora de extender la morfología matemática a imágenes en color es necesario poder ordenar 
los píxeles de las imágenes, pues las operaciones básicas en morfología se basan en extraer el 
mínimo y máximo local bajo la definición del elemento estructurante. 
Independientemente del modelo de representación de la imagen cromática (RGB, HSI1, HLS…) 
cada píxel (ahora vectorial) deberá ser ordenado con un método. De todos lo métodos existentes, 
el más avanzado es el lexicográfico. 
El orden lexicográfico se conoce también como de diccionario y se basa en la asignación de 
prioridades a los elementos del vector para que unos posean más peso o importancia que otros, 
en el momento de definir el orden. El proceso es el siguiente: el orden se determina con la 
componente de mayor prioridad, si los valores son iguales se pasa a comparar la siguiente 
componente y así sucesivamente. El orden lexicográfico es un orden total, de forma que todos 
los vectores son comparables. Para vectores de tres componentes, el orden lexicográfico puede 
definirse formalmente tal como se muestra a continuación: 
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donde p(1) se corresponde con la componente del vector p de mayor prioridad, p(2) la 
componente de segunda prioridad y p(3) el elemento de menor prioridad. 
Por la definición de orden lexicográfico, los elementos del vector no van a ser tratados todos por 
igual y, a priori, se puede deducir que este método de ordenación va a estar orientado a espacios 
de color cuyas componentes cromáticas poseen una diferente importancia visual para la 
percepción humana: HSI, HLS, HSV,.. etc, En estos modelos de color, la luminancia o 
intensidad es el atributo que mejor define los objetos y escenas en una imagen. Cabe pensar en 
este atributo como el elemento de mayor prioridad para el orden lexicográfico. Sin embargo, 
habrá ocasiones que el matiz o saturación sea un valor determinante en la identificación de 
1 HSI es el modelo de color que codifica los píxeles de una imagen en formato H - matiz, S - 
saturación e I - intensidad ó luminancia. HLS y HSV son modelos equivalentes al anterior.  
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objetos. En general y en imágenes reales, los operadores morfológicos basados en orden 
lexicográfico con intensidad, luminancia o valor en primera posición o prioridad, serán los 
adecuados para preservar los contornos de los objetos en la imagen. En situaciones en que los 
objetos de interés sean altamente coloreados y de elevada saturación, los operadores con matiz 
en primer lugar serán los idóneos para discriminar unos objetos de otros.  
En relación a las permutaciones posibles de los tres canales de información de la familia HSI, 
hasta seis combinaciones son posibles. Sin embargo, en las investigaciones realizadas, dos 
permutaciones van a destacarse por su importancia frente al resto, en concreto: 
• Retículo orientado a matiz, (H→I→S), claramente destinado a discriminar unos objetos 
de matiz determinado frente a otros. 
• Retículo orientado a intensidad, (I→H→S), para aplicaciones de atenuación o aumentos 
de objetos según la intensidad luminosa que poseen. 
2. Introducción 
Desde hace años, el análisis automático de imágenes biomédicas está aumentando en 
importancia para la generación de diagnósticos y en la propia investigación médica. El uso de 
herramientas de procesamiento de imágenes es ahora esencial para analizar y comparar entre sí 
un gran número de imágenes procedentes de radiografías, microscopios, etc. Concretamente, un 
requerimiento en investigaciones biomédicas es la cantidad, forma y diámetro que poseen las 
células capturadas en imágenes biológicas. El software comercial existente para este propósito 
es muy útil y se encuentra actualmente muy extendido. El problema es que las imágenes a 
analizar necesitan ser binarizadas. La binarización automática desde una imagen en escala de 
grises o color causa una pérdida de información que en algunos casos es considerable.  
La investigación se centra en imágenes procedentes de retinas de monos sanos para identificar 
en ellas la cantidad de células amacrinas dopaminérgicas inmunoreactivas a la tirosina 
hidroxilasa y las células domapinérgicas amacrinas e inmunoreactivas a la calretinina. En la 
enfermedad de parkinson ambas células son alteradas en número y tamaño, causando perdida de 
visión en el mono. Una cuantificación de las células permite determinar el grado de enfermedad 
padecido por el animal.  
El objetivo del algoritmo a desarrollar es la segmentación y una identificación de los dos tipos 
de células presentes en la retina de monos para elaborar estadísticas. La imagen retiniana 
empleada en este ejemplo para mostrar el funcionamiento del algoritmo se muestra en la figura 
1. Se distinguen en la imagen dos tipos de células por el matiz que poseen.  
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Figura 1. Imagen original de retina de mono. 
El proceso químico realizado en la imagen biológica provoca la sensibilización diferente de 
cada tipo de célula, de forma que la célula dopaminérgica es etiquetada en verde, mientras que 
la inmunoreactiva a la calretinina es coloreada en rojo. Se observa la gran cantidad de éstas 
últimas, con forma circular e incluso solapadas entre ellas, frente a las primeras, menos 
numerosas, presentando agujeros y ramificaciones. La figura 2 muestra en detalle los dos tipos 
de células. 
 
(a) 
 
(b) 
Figura 2. Detalle de retina de mono. (a) Células dopaminérgicas. (b) Célula inmunoreactiva a la 
calretinina. 
3. Algoritmo 
El algoritmo que se propone para el propósito anterior se divide en cuatro módulos generales 
cuya definición se corresponde con: 
1. Reconstrucción. 
2. Filtrado. 
3. Separación de células. 
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4. Gradiente y estadísticas. 
3.1 Reconstrucción 
El propósito del primer modulo es la clasificación de los objetos de la imagen original en dos 
tipos de células diferentes: rojas y verdes. Por las características de la imagen, en la que los 
objetos de interés son muy luminosos y saturados, se elige para la representación del color el 
modelo HSV (matiz, saturación y valor o intensidad) que se puede apreciar en la figura 3. En el 
procesamiento se descarta el empleo único de información acromática, pues en la imagen los 
diferentes objetos se identifican más bien por su matiz. En la figura 4 se aprecia una región 
determinada de la imagen original dividida en mapa de matiz original, en mapa de saturación y 
en mapa de valor. Se aprecia como los dos últimos canales no distinguen claramente unas 
células de otras. Frente a una umbralización manual del mapa de matiz que sólo conseguiría los 
objetos medianamente segmentados, se propone el empleo de operaciones geodésicas de 
reconstrucción.  
 
Figura 3. Espacio de color HSV. 
 
(a) 
 
 
(b) 
 
(c) 
 
(d) 
Figura 4. Separación de una región de la imagen de retina en mapas HSV. (a) Región cromática. (b) 
Matiz. (c) Saturación. (d) Valor. 
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Las operaciones de reconstrucción planteadas tienen el objetivo de atenuar en la imagen una 
clase de objetos frente a otros. En particular, la operación de apertura por reconstrucción 
recupera, mediante la dilatación geodésica hasta la idempotencia, la forma de los objetos que no 
han sido eliminados por la erosión vectorial. Para cada clase de objeto presente en la imagen se 
establece un matiz de referencia en el mapa de distancias de matiz. Para los objetos rojos se fija 
el matiz de referencia en 0º, mientras que para los verdes se establece en 90º.  
La erosión vectorial de la imagen original se realiza con un elemento estructurante de tamaño 
7x7 y ordenación lexicográfica guiada por el uso de la señal de matiz, seguida de valor 
(intensidad) y saturación: H→V→S. Se ofrece en la figura 5.a una sección de la imagen original 
a procesar. El resultado de la erosión es utilizado como marcador en la operación de 
reconstrucción por dilatación. En esta operación, la imagen original actúa de máscara que 
detiene la propagación del marcador. En el caso de las células rojas, la erosión vectorial, 
realizada con matiz de referencia en 0º, provoca el aumento de definición de los objetos rojos y 
la práctica desaparición de los verdes (figura 5.b). La erosión vectorial implementada con un 
ínfimo de matiz en 90º produce el efecto contrario, el aumento de las partículas verdes y la 
fuerte atenuación de las rojas (figura 5.c). La dilatación geodésica de ambas erosiones hasta la 
idempotencia, con respecto a la imagen original, produce los resultados de las figuras 5.d y 5.e. 
 
(a) 
 
 
(b) 
 
(c) 
 
 
(d) 
 
(e) 
Figura 5. Detalle de aperturas por reconstrucción de la imagen de retina. (a) Región de la imagen original. 
(b) Erosión vectorial con ínfimo de matiz en 0º. (c) Erosión vectorial con ínfimo de matiz en 90º. (d) 
Reconstrucción por dilatación, matiz de referencia en 0º. (e) Reconstrucción por dilatación con ínfimo de 
matiz en 90º. 
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Véase en las figuras 6.a y 6.b la imagen completa procedente de la reconstrucción de células 
rojas y verdes, respectivamente. 
 
(a) 
 
 
(b) 
Figura 6. Reconstrucción de células en la imagen de retina. (a) Células dopaminérgicas. (b) Células 
inmunoreactivas a la calretinina. 
Contrariamente a la apertura vectorial clásica, la apertura por reconstrucción preserva los bordes 
y contornos de los objetos que no han sido eliminados en la erosión. Asimismo, se puede 
destacar que la operación geodésica permite la reconstrucción de cualquier tonalidad cromática, 
variando únicamente el matiz de referencia en las operaciones básicas. El canal de valor de cada 
una de las imágenes reconstruidas permite identificar cada tipo de célula. 
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3.2 Filtrado 
El módulo número dos constituye la etapa de filtrado del algoritmo. Ahora, cada imagen 
resultado del primer modulo es procesada separadamente ya en escala de grises o de forma 
binaria. Para eliminar aquellas partículas que por su tamaño no pueden ser células se emplea un 
filtro geodésico de apertura por área. Esta operación geodésica elimina los objetos que poseen 
un área menor a un determinado umbral, no alterando la forma de las partículas que superan el 
área seleccionada. Para la imagen utilizada el umbral de área se establece en 30. Los resultados 
del filtro de apertura por área se observan en la figura 7. Una operación de cierre elimina los 
posibles huecos o agujeros de las células. Esta última operación es muy útil para el caso de las 
células verdes (figura 8). 
 
(a) 
 
(b) 
Figura 7. Filtrado geodésico de apertura por área. (a) Imagen binaria de células rojas. (b) Resultado del 
filtro de apertura por área con umbral de 30. 
 
Figura 8. Eliminación de agujeros en células inmunoreactivas a la claretinina (verdes). 
 
3.3 Separación de células 
El tercer módulo del algoritmo tiene el propósito de separar las células que permanecen 
conectadas o que se solapan con otras. La segmentación morfológica controlada por marcadores 
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proporciona una poderosa herramienta para resolver este problema. El algoritmo implementa la 
transformación de watershed2 del complemento de la imagen de distancias. Las distancias son 
calculadas en cada célula desde su contorno con procedimiento morfológico (en cada pixel el 
valor de esta métrica se corresponde con el número de erosiones que hacen desaparecer el 
píxel). El máximo local de la imagen de distancias se emplea como marcador para evitar la 
sobresegmentación del wartershed y separar la zona de influencia de cada célula. En la figura 9 
se ofrece en detalle del procedimiento anterior para la separación de células. La distancia 
respecto al borde de las dos células permite la extracción de máximos locales, cada uno de ellos 
identifica la presencia de una célula. 
 
Línea de 
watershed 
Figura 9. Ejemplo visual del proceso de separación de células. 
La imagen de la figura 10 visualiza la imagen binaria de las células dopaminégicas (rojas) en la 
que se pueden observar células conectadas. Las distancias calculadas en las células, con 
respecto a su contorno, se muestra en la imagen 11. El cálculo de la distancia transforma la 
imagen original binaria a una imagen topográfica de escala de grises. El resultado del watershed 
controlado se ofrece en la figura 12. La línea del watershed separa las zonas de influencia de 
cada célula de forma que su intersección con el mapa identificativo de cada tipo de célula rompe 
la conectividad existente entre algunas células. 
                                                     
2 Una operación de watershed (o línea divisoria de aguas, en español), implementa la división de 
la imagen por líneas que separan los objetos presentes en la imagen. Si esta operación se realiza con 
marcadores, el watershed marcará con líneas la zona de influencia de cada marcador en la imagen. 
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Figura 10. Imagen binaria de células clasificadas como dopaminérgicas. 
 
 
Figura 11. Imagen de distancias con respecto al contorno de las células. 
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Figura 12. Transformación de watershed. Separación de células. 
3.4 Gradiente y estadísticas 
Finalmente, en el cuarto y último módulo del algoritmo se calcula el gradiente morfológico por 
erosión para determinar los contornos de los objetos identificados como células. La 
superposición entre el gradiente y una sección de la imagen original se muestra en la figura 13. 
En las figuras 14 y 15 se ofrece la segmentación de las células dopaminérgicas y las 
inmunoreactivas a la calretinina, respectivamente, de la imagen original. 
Diferentes estadísticas pueden calcularse a partir de la identificación y segmentación de las 
células. Un etiquetado de las imágenes segmentadas por gradiente se emplea para contar el 
número de partículas. El etiquetado proporciona la cantidad de 179 como número de células 
rojas y 2 como número de células verdes. 
  
 
(a) 
 
(b) 
Figura 13. Detalle del gradiente calculado en los mapas celulares. (a) Superposición de gradiente para 
células rojas. (b) Superposición de gradiente para células verdes. 
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Figura 14. Segmentación de células dopaminérgicas. 
 
Figura 15. Segmentación de células inmunoreactivas a la calretinina. 
En la figura 16 se resumen las diferentes etapas del algoritmo morfológico empleado en esta 
aplicación. El algoritmo se divide en los cuatro módulos que se han comentado anteriormente. 
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Figura 16. Módulos del algoritmo para la clasificación y segmentación de células. 
Conclusiones 
En esta aplicación se ha presentado un novedoso algoritmo para el análisis de imágenes de 
biología celular, en particular, el estudio se ha centrado en imágenes de retinas de monos. Se ha 
demostrado la eficacia de la reconstrucción en color para la segmentación y clasificación de 
objetos, evitando la pérdida de definición de objetos producida por la umbralización manual.  
 
