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ABSTRACT 
In connection with a question about matrix periods, it proved necessary to discuss 
the degrees of primitive roots of unity over arbitrary fields. This can be reduced to a 
question about subfields of cyclotomic extensions of the prime fields, and in positive 
characteristics it is easy to answer. In characteristic zero, there is a nontrivial problem: 
if we fix relatively prime r and s, what relations are there among the degrees a, b, c 
of K( &.J, K( &), and K( 5,) over K? In addition to the obvious divisibility conditions, 
there is exactly one nontrivial one: be/a must divide g, the size of the largest group 
that is isomorphic to a subgroup of both (Z/r-Z)” and (Z/sZ>“. 
INTRODUCTION 
This paper is a sequel to a paper by Richter and Wardlaw [4]. Defining 
the period of a matrix A to be the smallest nonnegative integer m (if any) for 
which A” = I, they fixed m and the field K and set out to determine the 
smallest r for which an r X r matrix could have period m. Clearly, for 
instance, the answer is T = 1 if the field contains a primitive mth root of 
unity &,. More generally, their analysis reduced this question to knowledge of 
the values of I K( &> : K I for n not divisible by the characteristic of K. They 
established some properties of these values but posed two open questions: 
(1) How is IL(&): LI related to IK(&,): K] when L/K is an algebraic 
extension? 
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(2) When gcd(r, S) = 1, can JK( &.,I : K 1 have any values other than 
the product 1 K( 5,) : KI . I( 5,) : KI and the least common multiple 
lcm(l KC 5,) : K I, I KC Q : K I)? 
The first question has a fairly simple answer, as does the second in 
positive characteristics. But in characteristic zero, it turns out to be quite 
interesting to study the possible triples of values 
for fixed r, s and varying K. All conceivable triples occur in some cases but 
not all; the crucial case is whether we can get I K( &.;,I : K I = I KC 5,) : K I = 
I KC&): KI = gcdM-), 4(s)). Th a in turn depends on the structure of the t 
finite abelian groups (Z/T-Z>” and (Z/sZ)“. 
1. NATURAL IRRATIONALITIES 
The only extra idea needed for the first question in the introduction is the 
following theorem. 
THEOREM 1. Let Chad K) = p > 0. Let n be a positive integer not 
divisible by p, and let F be the prime field of characteristic p. Then 
IWn’,): KI =IFK):Wn) n KI. 
Proof. Expanding the base field can only lower the degree. But the 
minimal polynomial of I&, over K has all its roots equal to powers of I&,, so its 
coefficients are in F( l”) as well as in K. n 
This is really just a special case of what is sometimes called the theorem 
on natural irrationalities [l, p. 681. 
This result implies in particular that I L( 5,) : LI = I K( &,) : K I when L is a 
pure transcendental extension of K, as was proved in [4]. More generally, it 
shows that only subfields of the basic cyclotomic field F( 5,) affect the value 
of /KC&,): KI. Alg b e raic extensions of K change the value of 1 K( cn’,) : K 1 
only and precisely to the extent that they introduce new elements in the basic 
cyclotomic field. 
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2. POSITIVE CHARACTERISTICS 
In positive characteristic p, if t is the order of p modulo n, it is well 
known [2, Chapitre 5, $121 that IF( 5,): FI = t. The subfields of F(t&,) 
correspond to the divisors of t. Hence we have the following evaluation. 
THEOREM 2. Let K he a field of characteristic p > 0. Let n be a number 
prime to p, and let t be the order of p module n. Let d be the largest divisor 
of t such that K contains a copy of the field with p” elements. Then 
IK(&J: KI = t/d. 
We also get a full answer to the second question in positive characteristics. 
THEOREM 3. Let K be a field of characteristic p > 0. Let r and s be 
relatively prime integers not divisible by p. Then 
1 K( S,,) : K 1 = lcm(I K( 6) : K I,1 K( L) : K 1). 
Proof. We can replace K by its intersection with F( &.,>, as that will not 
affect the intersections with the two smaller cyclotomic fields. Now for finite 
K, we just observe that K(&;,) is the composite of K([,) and Kc&); for 
finite fields the degree of a composite extension is always the least common 
multiple of the degrees of the two fields being composed, as the Galois group 
of the composite is cyclic [2, Chapitre V, $12; 3, p. 2781. n 
For K itself finite, Theorems 2 and 3 were proved in [4]. 
3. GENERAL RESULTS IN CHARACTERISTIC ZERO 
By Theorem 1, we can restrict K to subfields of a suitable Q( [,), which is 
Galois over Q with group (Z/nZ)” of order 4(n). 
EXAMPLE 4. Let K = Q(m). Then 
IK(&):KI=IK(&):KI=4, but IK(&,,):KI=8. 
Proof. It is easy to see that the quadratic subfields of Q(ls) are Q(a) 
and Q(R) and Q(m), while the only quadratic subfield of Q(.&;> is 
Q(6). As K is e ual to none of these, we have the first two equalities. But 
clearly m = fi 5 ?- is in the composite, and thus the degree of Q( &a> over 
K is only 4(40)/2. n 
184 WILLIAM C. WATERHOUSE 
For K = Q, we know of course that the degrees satisfy 4(rss) = +(r)+(s) 
when T and s are relatively prime. But Example 4 shows that in general 
(in characteristic zero) we can have 1 K( &,> : K 1 strictly between the least 
common multiple and the product of IK(&‘,): K 1 and /K(b): K 1. Thus the 
possible behavior of such triples is a matter for further study. 
Let us then f= two relatively prime numbers T and s. Let G, be 
Gal(Q( 5,.)/Q> = (Z/rZY, and define G, similarly. Then the Galois group of 
Q( &.,>/Q is canonically isomorphic to G, X G,. We identify G, with the 
subgroup G, X {l}, and similarly for G,. Thus G,. is the subgroup fixing 
Q( &), and vice versa. As in the proof of Theorem 3, we know we only need 
to consider subfields K of Q( &,>. E ac h such field is defined by the subgroup 
A of G,. X G, that leaves it fEed, and IQ([,,) : K 1 is equal to I Al. The 
subgroup fting K( &.;) is that fting both K and Q( [,.I, which is A n G,; and 
hence the degree I Kc&.): K I equals 1 Al/l A n G,I. Similarly, I Kc&,): K I 
equals 1 Al/l A n G,l. Thus we have a general result. 
THEOREM 5. Let r and s be relatively prime. Let a, b, and c be posi- 
tive integers. Let G, = (Z/rZ)x, and G, = (Z/sZ>‘. There is a field K of 
characteristic zero with 
IK(f;,):Kj =a (K(&.):K( =b, and (K(&):K[ =C 
if and only if there is a subgroup A of G, X G, with 
IA1 = a, 
IAl IAl 
l~nG,l =b7 and lAnG,l =” n 
In principle, it is possible now to take r and s and compute all possible 
subgroups, and thus the triples occurring can be determined in any particular 
case. But no such effort is necessary, as we shall be able to determine in 
general which triples occur. 
4. SUBGROUPS OF PRODUCTS OF ABELIAN GROUPS 
In this section, we shall deal entirely with abelian group theory, and I 
have changed the notation slightly to suggest that. Our goal is to prove the 
following theorem. 
THEOREM 6. Let M and N be finite abelian groups of orders m and n, 
and identify them with subgroups M x N. Let G be the largest group 
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isomorphic to subgroups of both M and N. Let A run through all subgroups 
of M x N. Then the values occurring as 
(a,b,c) = ([~l,l~: A n Nl,lA: A n MI) 
are all those for which 
(1) b divides m and c divides n, 
(2) b and c divide a, 
(3) a divides bc, and 
(4) be/a divides ICI. 
Proof. For a given A, we let S = A n M and T = A n N. Let B and C 
denote the projections of A into M and N. We have then B = A/T and 
C = A/S. 
LEMMA 7. We have S < B and T < C and (S X T) < A, and there are 
isomorphisms B/S - A/(S X T) = C/T. 
Proof. The inclusions are obvious. Using projection into M, we get 
B/S = ( A/T)/[(S x T)/T] 2: A/(S x T). 
Projection into N similarly gives C/T = A/(S X T). n 
Lemma 7, of course, has nothing to do with finiteness. Our main tool for 
the results that do is the following theorem [2, Chapitre VII, $4, Exercise 8; 
3, p. 1881: 
THEOREM ON SUBGROUPS AND QUOTIENTS. Let H be a finite abelian 
group with invariant factors {hi} (th a is, H is a direct product of cyclic t 
groups of the orders hi, and each hi is a multiple of hi+ 1>. Let K be another 
finite abelian group, with invariant factors {ki}. Then H is isomorphic to a 
subgroup of K if and only if hi divides ki for every i. Exactly the same 
condition is necessary and su.icient for H to be isomorphic to a quotient 
ofK. 
REMARKS. 
(1) The lists of invariant factors can be extended by any number of factors 
equal to 1, and so we can always assume they have the same length. 
(2) The necessity and sufficiency for quotients can be derived from that 
for subgroups using the duality theory for finite abelian groups. 
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(3) Since all quotients are isomorphic to subgroups, and vice versa, we 
see (for instance) that a quotient of a subgroup of K is itself isomorphic to a 
subgroup of K. 
(4) For any prime p dividing 1 K 1, suppose we take the last invariant 
factor divisible by p and divide it by p. In this modified sequence, each 
element is still a divisor of the one before it, and thus the modified sequence 
gives the invariant factors for an abelian group. Hence K has a quotient (and 
subgroup) of order 1 K I/p. By induction, we see that K has subgroups 
and quotients of all orders dividing 1 K 1. (This can also be proved from 
scratch.) 
LEMMA 8. Let M and N have invariant factors (m,} and (n,}. Let G be 
the group with invariant factors gi = gcd(m,, n,). Then a group is isomorphic 
to subgroups of M and of N if and only if it is isomorphic to a subgroup of G. 
Proof. It is easy to check that gi+ i divides gi, and thus these numbers 
are indeed the invariant factors of a group. The result then follows directly 
from the theorem on subgroups and quotients. n 
It is now easy to prove the necessity of conditions (1) and (4) in Theorem 
6. The first three are rudimentary. Indeed, we have (1) true because B < M 
and C < N, and (2) is true because B and C are quotients of A. Likewise, 
we have a = blTl = clS1, and since ITI divides c, we get (3). Finally, now, 
B/S is a quotient of a subgroup of M, and hence it is isomorphic to a 
subgroup of M; Lemma 7 shows that it is isomorphic to C/T and hence also 
isomorphic to a subgroup of N. By Lemma 8, it must be isomorphic to a 
subgroup of G, and hence its order divides IGI. But I SI = a/c, so I B/S1 = 
be/a. 
The basic idea in the proof of the converse is that if two groups have 
isomorphic subgroups, then the graph of an isomorphism between the 
subgroups is a subgroup of the product having trivial intersections with 
the two factors. Specifically, suppose we have numbers a, b, c satisfying the 
conditions in Theorem 6. By (2) we can define integers s = a/c and 
t = a/b. By (3) the ratio d = be/a is an integer, and by (1) it divides me/a 
and rib/a.. By condition (4) we have d dividing ICI, and hence there is a 
quotient D of G of order d. As G in turn occurs as a quotient of M and of 
N, we can find homomorphisms of M and N onto D. The kernel of the map 
from M has order m/d. As d divides m.c/a, we have s = a/c dividing 
m/d, and thus there is a subgroup S of the kernel having order s. Similarly 
we can find a subgroup T of order t = a/b inside the kernel of the map 
from N onto D. 
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We know that D is isomorphic to a quotient of both M/S and N/T, and 
hence there are subgroups E and F of M/S and N/T that are isomorphic 
to D. Consequently, there is an abelian group isomorphism 4 : E + F. Let 
A, be the graph of 4 inside (M/S) X (N/T). As $ is a homomorphism, A, 
is a subgroup. As 4 is also a bijection, the projections of A,, onto the two 
factors are one-to-one, and the intersections of A, with the factors are zero. 
We now let A be the inverse image of A,, in M X N. Clearly then 
A n M = S and A n N = T. The order of A is 
ISI. ITI. 1 Aal = std = (a/~)( a/b)( be/a) = a. 
Clearly IA: A n MI = u/s = c and 1 A : A n N I = a/t = b. This completes 
the proof of Theorem 6. n 
For later use, we should add one further remark. The group M is the 
direct product of its primary components M(p) for various primes dividing 
the order, and similarly N is the product of the N(p). Any subgroup is also 
the product of its intersections with the primary components. Thus we see 
that if we let G( p) be the largest subgroup type common to both M( p) and 
N(p), then G will be the direct product of the G(p), and IGI = lllG(p)l. 
5. PRECISE RESULTS IN CHARACTERISTIC ZERO 
Combining Theorems 5 and 6 gives us our main result. 
THEOREM 9. Let r and s be relatively prime. Let a, b, and c be positive 
integers. Let g be the order of the largest group that is isomorphic to a 
subgroup of both (Z/rZ)” and (Z/sZ>“. There is a field K of characteristic 
zero with 
IK(5,-,):KI=a, IK(&):Kl =b, and IK(<,):K~ =c 
if and only 
(1) b divides 4(r) and c divides 4(s), 
(2) b and c divide a, 
(3) a divides bc, and 
(4) be/u divides g. 
REMARKS. 
(1) The structure of a group (Z/rZ)” can be computed if we know the 
appropriate integer factorizations. Indeed, if r = np”‘“) for distinct primes 
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p, the Chinese remainder theorem tells us that (Z/rZ)” 2: Fl(Z/p”‘?“Z>x. 
We also know [2, Chapitre VII, $2; 3, p. 2661 that (Z/p”Z>” for an odd prime 
p is cyclic of order (p - l)p”-i, and (Z/2eZ)X is the product (Z/22> X 
(Z/2e-2Z> for e > 2. The invariant factors of a group can be computed 
directly from any expression of it as a product of cyclic groups [2, Chapitre 
VII, 94.51, so the number g can be computed just from the factorizations of r 
and s. Of course the factors of the various p - 1 must also be determined to 
find all the triples a, b, c. 
(2) It is no harder to prove conditions (l), (21, and (3) directly using field 
theory, and all three were mentioned by Richter and Wardlaw [4]. The 
precise extra condition (4) is what we have gained by the group-theoretic 
approach. To see what it means in practice, let us look back at the case in 
Example 4, with T = 8 and s = 5. Here 
(Z/82) x ” (Z/22) x (Z/22)) (Z/52) x = z/42. 
Thus g = 2. The numbers b and c both take values 1, 2, 4, and conditions 
(11, (21, (3) allow 14 different triples. Exactly one of them is excluded by (4): 
if b = c = 4, then we can indeed have a = 16 and a = 8, but we cannot 
have a = 4. 
(3) It is easy to see in general that the triples with a = bc occur for all 
b, c satisfying (1). Thus “small” values of a are the ones forbidden by the 
extra condition (4). More striking is the fact that there is actually one triple 
that is “as hard as possible”; that is, it occurs only if every triple satisfying (11, 
(21, and (3) occurs. We can conclude the paper with the proof of this result. 
THEOREM 10. Let r and s be relatively prime. The following are 
equivalent: 
(1) For every triple a, b, c satisfying (l), (2>, and (3) in Theorem 9, there 
is a field K of characteristic zero such that 
IK(&;,):Kl =a, IK(&):K\ =b, and IK(&):K~ =c 
(2) There is a field of characteristic zero such that 
(3) The number g is equal to gcd(+(r)4(s)). 
(4) For each prime p dividing $(rs), either the p-prima y component of 
(Z/rZ>” is isomorphic to a subgroup of the p-prima y component of (Z/sZ>” 
or vice versa. 
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Proof. Clearly (1) here implies (2). By the previous theorem, (2) implies 
that g is divisible by gcd(+(r), 4(s)); f rom its definition it can be no larger, 
and so it is equal to the gtd. Conversely, that value of g will make condition 
(4) true automatically for triples satisfying (11, (21, and (3). The remark at the 
end of Section 4 shows that g can be computed one prime at a time, and we 
get the full gcd only when we can take G(p) to be all of the smaller 
p-component. W 
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