Gravitomagnetic tidal currents in rotating neutron stars by Poisson, Eric & Doucot, Jean
Gravitomagnetic tidal currents in rotating neutron stars
Eric Poisson and Jean Douc¸ot
Department of Physics, University of Guelph, Guelph, Ontario, N1G 2W1, Canada
(Dated: January 25, 2017)
It was recently revealed that a rotating compact body responds dynamically when it is subjected to
a gravitomagnetic tidal field, even when this field is idealized as time-independent. The dynamical
response is characterized by time-changing internal currents, and it was suspected to originate
from zero-frequency g-modes and r-modes driven by the tidal forces. In this paper we provide
additional insights into the phenomenon by examining the tidal response of a rotating body within
the framework of post-Newtonian gravity. This approach allows us to develop an intuitive picture for
the phenomenon, which relies on the close analogy between post-Newtonian gravity and Maxwell’s
theory of electromagnetism. In this picture, the coupling between the gravitomagnetic tidal field
and the body’s rotational velocity is naturally expected to produce an unbalanced Lorentz-like force
within the body, and it is this force that is responsible for the tidal currents. The simplicity of
the fluid equations in the post-Newtonian setting allows us to provide a complete description of the
zero-frequency modes and demonstrate their precise role in the establishment of the tidal currents.
We estimate the amplitude of these currents, and find that for neutron-star binaries of relevance to
LIGO, the scale of the velocity perturbation is measured in kilometers per second when the rotation
period is comparable to 100 milliseconds. This estimate indicates that the tidal currents may have
a significant impact on the physics of neutron stars near merger.
I. INTRODUCTION
The tidal interaction between neutron stars in a close binary system has recently been the subject of intense inves-
tigation, following the remarkable observation [1, 2] that the tidal deformation of each body could have a measurable
impact on the emitted gravitational waves. The effect depends on the tidal polarizability of each neutron star, and
a large effort was devoted to the computation of relativistic Love numbers [3–5] for realistic models of neutron stars,
and to ascertain the importance of the tidal deformation on the gravitational-wave signal [6–26]. While this work was
restricted to the regime of static tides (or adiabatic tides), in which the external, orbital time scale is long compared
with the internal, hydrodynamical time scale of the neutron star, an extension to the regime of dynamical tides was
recently developed [27–30], following the pioneering work of Flanagan and Hinderer [1]. The dynamical aspects of the
tidal interaction, during which the body’s internal fluid modes are driven by the external tidal forces, were shown to
be significant for binaries with mass ratios up to approximately 3, when they implicate stiff neutron stars with large
radii [30].
An unexpected aspect of the tidal dynamics of compact binaries was recently revealed by Landry and Poisson
[31]. These authors demonstrated that a rotating compact body responds dynamically when it is subjected to
a gravitomagnetic tidal field — the inhomogeneous piece of the gravitational field produced by the mass current
associated with the orbital motion of the companion body. Most strikingly, the phenomenon was revealed in the
idealization in which the gravitomagnetic tidal field is taken to be stationary; in this case the tidal interaction
produces an internal velocity field that grows linearly with time. The phenomenon was attributed to zero-frequency
fluid modes, which do not provide a restoring force that would balance out the external tidal forces and keep the fluid
stationary.
The analysis presented in Ref. [31] was performed within a perturbative context in which the tidal forces are weak
and idealized as time-independent, and in which the body is only allowed to rotate slowly. The calculations, however,
were carried out in full general relativity, and therefore incorporated all strong-field effects in the interior of the
compact body. The intrinsic complexity of the computations prevented these authors from developing an intuitive
physical picture for the phenomenon, and kept them from assessing its significance. In particular, the zero-frequency
modes were presented as a likely culprit for the phenomenon, but their precise role could not be ascertained.
In this paper we provide the physics insights that were missing from the original analysis. Our strategy is to
approach the problem anew in the framework of post-Newtonian gravity, assuming that the internal gravity of the
compact body is not too strong. While the predictions of this analysis are likely to have limited accuracy from a
quantitative point of view, they will be qualitative robust, and they come with an intuitive understanding that was
not easily accessible in the general-relativistic treatment. We retain the assumption that the tidal forces are weak,
but we no longer rely on the stationary idealization; our tidal field can now vary with time, on a time scale that’s
assumed to be long compared with the body’s internal, hydrodynamical time scale. We also retain the assumption
that the body is rotating slowly.
In this post-Newtonian setting, the generation of gravitomagnetic tidal currents inside a rotating neutron star can
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2be revealed with a relatively simple analysis. More importantly, the close analogy between post-Newtonian gravity and
Maxwell’s electromagnetism provides us with a strong intuitive basis. The phenomenon no longer looks so mysterious
when viewed in this particular way.
We may now state the problem more precisely, and develop the intuition behind the phenomenon. We consider a
body of mass M , radius R, and angular velocity Ω immersed in a gravitomagnetic tidal environment created by a
remote companion of mass M ′ moving with velocity v′ on an orbit of radius r′. Just as an orbiting electric charge
would create a magnetic field, the orbiting companion creates a gravitomagnetic field B around the body. The
inhomogeneous piece of this field, the one responsible for the tidal interaction, scales as GMv′x/r′3, in which x is
the position from the body’s center-of-mass. The tidal field couples to the body’s rotational velocity v = Ω× x and
creates, inside the body, a force density given by
f =
1
c2
ρv ×B, (1.1)
the gravitational analogue of the Lorentz force. Unlike the typical situation encountered in Newtonian tides, or in
general relativistic, gravitoelectric tides, this force is not balanced out by pressure-gradient forces within the fluid.
Instead, the gravitomagnetic tidal forces act on the body and establish a velocity perturbation δv proportional to the
time integral of the tidal field. In the idealization of a time-independent B, the velocity field would grow linearly in
time, just as revealed in Ref. [31]. In the more realistic case of a time-changing B, δv is modulated by the changes
in the tidal environment.
The root of the phenomenon is therefore an unbalanced force that arises from the coupling between the gravit-
omagnetic tidal field and the body’s rotational velocity. These elementary considerations imply that the velocity
perturbation must scale as
δv =
GM ′v′ΩR2
c2ω′r′3
, (1.2)
where ω′ := v′/r′ is the orbital angular velocity, which corresponds to the frequency of oscillation of the tidal field.
In this expression, the factor GM ′/r′3 indicates that the effect is the result of a tidal interaction, the factor v′/c2
further reveals that it is a post-Newtonian, gravitomagnetic effect, the factor ΩR shows that the effect results from
the coupling with the body’s rotational velocity, the factor R comes from the scaling of B with the position relative
to the body’s center-of-mass, and the last factor 1/ω′ comes from the time integral of the force density.
The scale of the velocity perturbation can be re-expressed in terms of the masses M and M ′, the body’s rotation
period P := 2pi/Ω and radius R, and the orbital frequency f ′ := ω′/(2pi). We rely on Kepler’s law ω′2 = G(M+M ′)/r′3
to eliminate the orbital radius r′, and get
δv =
(2pi)7/3G1/3
c2
M ′
(M +M ′)2/3
R2
P
f4/3. (1.3)
Inserting fiducial values for a typical binary system of neutron stars near merger, we find that the scale of the velocity
perturbation is given by
δv = 2
(
M ′
1.4 M
)(
2.8 M
M +M ′
)2/3(
R
12 km
)2(
100 ms
P
)(
f
100 Hz
)4/3
km/s. (1.4)
The amplitude of the tidal currents is measured in kilometers per second, and should therefore be significant in these
systems.
In the remaining sections of the paper we give a precise statement of these results and provide a complete derivation,
taking the compact body to be a rigidly rotating perfect fluid, and considering generic tidal environments. As we
stated previously, our treatment is based on four key assumptions. First, we take the gravitational field inside the
body to be sufficiently weak to permit a post-Newtonian approximation carried out to the first order. Second, we
assume that the tidal perturbation is small and can be adequately described by a first-order perturbative treatment.
Third, we assume that the gravitomagnetic tidal field changes on a time scale that is long compared with the body’s
internal, hydrodynamical time scale. And fourth, we assume that the body rotates slowly, so that all equations can
be linearized with respect to the angular velocity Ω.
We begin in Sec. II with a presentation of those aspects of post-Newtonian gravity that are relevant for our purposes.
In particular, we introduce the vector potential U associated with the gravitomagnetic field, and describe a generic
gravitomagnetic tidal environment in terms of a symmetric-tracefree tensor Bab(t). In Sec. III we introduce the
post-Newtonian version of Euler’s equation, which governs the behavior of a perfect fluid. We first integrate this
equation for the unperturbed configuration of a nonrotating star, and then switch on the tidal field and the rotation.
3We find that the perturbation equations take the same form as those governing a nonrotating fluid in Newtonian
gravity, but with a driving force that couples the gravitomagnetic tidal field to the body’s rotational velocity. In
Sec. IV we recast the perturbation equations in a convenient form involving a Lagrangian displacement vector ξ.
This reformulation provides the basis for the schematic mode analysis carried out in Sec. V, in which we introduce
the crucial zero-frequency modes and describe how they can give rise to a velocity perturbation that behaves as in
Eq. (1.2).
In Sec. VI we prepare the way for an actual integration of the perturbation equations by expanding each variable
in spherical harmonics. Because the overall perturbation is a composition of an ` = 1 rotational perturbation with
an ` = 2 tidal perturbation, the decomposition involves spherical harmonics with ` = 1, ` = 2, and ` = 3. These
come in two types, even-parity harmonics to represent scalars and vectors, and odd-parity harmonics to represent
pseudovectors. The decomposition turns the perturbation equations into three decoupled sets of equations, one set for
each value of `. The explicit integration of these equations is carried out in Sec. VII. For concreteness and simplicity
we adopt a stellar model based on the polytropic equation of state p ∝ ρ2, and the solution is obtained with a mixture
of analytical and numerical methods. The precise expression of Eq. (1.2) is provided by Eq. (7.6) and the following
equations, as well as by Eq. (7.28) and the following equations. The integration reveals that the velocity field includes
dipole (` = 1) and quadrupole (` = 2) components only; the expected octupole (` = 3) contribution is absent because
of a fortuitous cancellation of the driving force at first post-Newtonian order.
We return to the mode analysis in Sec. VIII, and convert the schematic discussion of Sec. V into an actual method
to solve the perturbation equations for δv. We confirm that the solution constructed in Sec. VII is indeed generated
by a degenerate family of zero-frequency modes, which can be segregated into even-parity g-modes (those relevant for
the dipole piece of the velocity perturbation) and odd-parity r-modes (which are relevant for the quadrupole piece
of the perturbation). We therefore validate the suggestion of Ref. [31], that zero-frequency modes are responsible for
the gravitomagnetic tidal currents inside a rotating compact body.
A number of additional results are worked out in appendices. In Appendix A we calculate the post-Newtonian
approximation to the octupole, rotational-tidal Love number of a p ∝ ρ2 polytrope. In Appendix B we justify the
subtle boundary conditions of the ` = 1 perturbation equations at the stellar surface. And finally, in Appendix
C we show that the ` = 1 acceleration field inside the body averages to a zero overall acceleration for the body’s
center-of-mass.
II. GRAVITOMAGNETIC TIDAL FIELD
Throughout this work we adopt the post-Newtonian approximation to relativistic gravity (see Chapter 8 of Poisson
and Will’s Gravity [32]), based on the (Newtonian) gravitoelectric potential U and the gravitomagnetic vector potential
Ua. These satisfy the field equations
∇2U = −4piGρ, ∇2Ua = −4piGρva, (2.1)
in which ρ is the mass density of the matter distribution (denoted ρ∗ in Gravity), and v is its velocity field. The
potentials are assumed to satisfy the harmonic gauge condition
∂tU + ∂aU
a = 0, (2.2)
and the matter variables satisfy the continuity equation
∂tρ+ ∂a(ρv
a) = 0. (2.3)
A complete description of post-Newtonian gravity also involves an additional potential Ψ, which provides a correction
of order (v/c)2 to the gravitoelectric potential. This potential, however, is not required for our purposes in this work.
We consider a rotating, self-gravitating body of mass M , radius R, and angular velocity Ω immersed in a tidal
environment created by remote objects. Our considerations are limited to a spherical domain M described by
0 < r < rmax, where r is the distance to the body’s center-of-mass, and rmax > R is a maximum distance from the
body. This domain includes the body, but it excludes the remote objects that create the tidal environment.
A Newtonian description of the tidal environment is provided in Sec. 2.5 of Gravity. The gravitoelectric potential
is decomposed into a body piece Ubody and an external piece U ext, and since the sources of the external potential
are outside M , it must satisfy Laplace’s equation ∇2U ext = 0. Assuming that the scale of variation of the external
potential is large compared with R, we express it as the Taylor expansion U ext(xa) = U ext(0)+gax
a− 12Eabxaxb+ · · · ,
where ga := ∂aU
ext(0) and Eab := −∂abU ext(0), with xa denoting the position relative to the body’s center-of-mass.
4The leading term is an irrelevant constant, the linear term is responsible for the motion of the center-of-mass, and
the additional terms are responsible for the tides. To leading order in the tidal interaction, we have that
U tidal = −1
2
Eab xaxb, (2.4)
with the gravitoelectric tidal quadrupole moment Eab(t) providing a complete characterization of the tidal environment.
The definition of Eab implies that this tensor is symmetric, and the field equation ∇2U tidal = 0 further implies that it
is tracefree: Eaa = 0. The tidal moment is therefore a symmetric-tracefree (STF) tensor that possesses 5 independent
components.
We shall assume that the time scale of variation of Eab is very long compared with the internal, hydrodynamical
time scale of the body, which is comparable to
√
R3/GM . This will allow us to neglect the time derivatives of the
tidal gravitoelectric potential.
The gravitomagnetic potential Ua also contributes to the tidal environment. We examine the external piece of this
potential, which is sourced by the remote objects; it satisfies∇2U exta = 0 in addition to the gauge condition ∂aU exta = 0,
in which we have neglected the term ∂tU
ext, as motivated previously. A gauge transformation U exta → U exta + ∂af
preserves the gauge condition provided that f satisfies Laplace’s equation.
We perform a Taylor expansion of the external gravitomagnetic potential, and discard the irrelevant constant
term and the linear term responsible for the center-of-mass motion. The tidal potential therefore leads with U tidala =
Aabcx
bxc, with Aabc(t) defined to be symmetric in the last two indices; this tensor contains 18 independent components.
The gauge condition gives rise to the three constraints Aaab = 0, and the number of independent components reduces
to 15. An additional reduction is made possible by a gauge transformation generated by f = Cabcx
axbxc, where Cabc
is completely symmetric by virtue of its definition, and satisfies Caab = 0 by virtue of the requirement that ∇2f = 0.
There are 7 independent components in Cabc, and these can be chosen to eliminate an equal number of components in
Aabc; the count is therefore reduced to 8 independent components. Finally, the field equations ∇2U tidala = 0 introduce
3 new constraints, and the number of independent components has finally settled to 5. These can be encoded in the
STF tensor Bab(t), and it can be verified that
U tidala = −
1
6
abcBcd xbxd (2.5)
satisfies the gauge condition (because Bab is symmetric) and the field equations (because Bab is tracefree). Equation
(2.5), therefore, provides a correct description of a gravitomagnetic tidal potential [33].
The gravitomagnetic tidal quadrupole moment Bab can be expressed as Bab = 2cd(a∂b)cU extd (0), in terms of second
derivatives of the external potential evaluated at xa = 0. For a tidal environment created by a single companion of
mass M ′ moving with velocity v′ at a position r′ from the body, U exta = GM ′v′a/r′, and
Bab = 6GM
′
r′3
(n′ × v′)(an′b), (2.6)
where n′ := r′/r′. When the companion moves on a circular orbit of radius r′ in the x-y plane of the coordinate
system, the nonvanishing components of Bab are
Bxz =
3GM ′v′
r′3
cos Φ, Byz =
3GM ′v′
r′3
sin Φ, (2.7)
where Φ := ω′t is the orbital phase, with
ω′ :=
√
G(M +M ′)
r′3
(2.8)
denoting the orbital angular velocity, related to the orbital velocity by v′ = r′ω′.
III. BODY’S RESPONSE TO A GRAVITOMAGNETIC TIDAL FIELD
In this section we derive the equations that govern the response of a rotating body to the tidal gravitomagnetic
potential of Eq. (2.5). We ignore the influence of the gravitoelectric tidal field, which gives rise to the well-understood
Newtonian tides (see, for example, Sec. 2.5 of Gravity [32]). The body is modelled as a perfect fluid with a zero-
temperature equation of state of the form p = p(ρ), with p denoting the pressure. Its response is determined by the
post-Newtonian version of Euler’s equation, displayed in Eq. (8.119) of Gravity,
ρ
dva
dt
= −∂ap+ ρ∂aU + 1
c2
[(
1
2
v2 + U + Π +
p
ρ
)
∂ap− va∂tp
]
5+
ρ
c2
[
(v2 − 4U)∂aU − va
(
3∂tU + 4v
b∂bU
)
+ 4∂tUa + 4v
b
(
∂bUa − ∂aUb
)
+ ∂aΨ
]
+O(c−4), (3.1)
where d/dt := ∂t + v
b∂b is the convective time derivative, Π is the fluid’s internal energy per unit mass, and Ψ is the
post-Newtonian potential mentioned previously.
We begin with a nonrotating body in an unperturbed state, in the absence of a perturbing tidal field. In this context
the body is static and spherically symmetric, and its structure is determined by the equations ∂ap = ρ∂aU +O(c
−2)
and ∇2U = −4piGρ. We allow ourselves to neglect all post-Newtonian corrections to the structure equations, which
take, in this approximation, the explicit form
dp
dr
= ρ
dU
dr
= −Gmρ
r2
,
dm
dr
= 4pir2ρ, (3.2)
with m(r) denoting the internal mass function.
We next switch on the gravitomagnetic tidal field, but keep the body nonrotating. We assume that the tidal field
is small and creates a change in the fluid configuration that can adequately be described by a first-order perturbative
treatment. We further assume that Bab(t) changes on a time scale that is long compared with the time scale of
internal hydrodynamical processes. And we assume that Bab(t → −∞) → 0, so that the body’s initial state is the
unperturbed state described previously. As we shall see presently, the fluid acquires a velocity field va as a result of
the tidal interaction, and the total gravitomagnetic potential is Ua = U
body
a + U
tidal
a , with the body piece satisfying
∇2Ubodya = −4piGρva.
The gravitomagnetic tidal perturbation keeps all scalar quantities (such as ρ, p, U , Π, and Ψ) unchanged to first order
in perturbation theory. The reason is tied to their behavior under a parity transformation, in which xa → −xa. Scalar
quantities are not affected by the transformation, while a vector such as Ua changes sign. Now, Eq. (2.5) reveals that
Bab → −Bab under the transformation (abc is unaffected), and the gravitomagnetic tidal moment therefore behaves
as a pseudotensor. Because a perturbation in a scalar quantity would have to be proportional to Babxaxb to be a
scalar, and because this does change sign under a parity transformation (it is a pseudoscalar instead of a true scalar),
we must rule out such perturbations.
With δρ = δp = δU = 0, the post-Newtonian Euler equation implies that ρdva/dt = O(c
−2), so that the velocity
field must be of order c−2. This immediately implies that Ubodya = O(c
−2), so that
Ua = U
tidal
a +O(c
−2) = −1
6
abpBpc xbxc +O(c−2). (3.3)
These observations give rise to a huge simplification in Eq. (3.1). A careful examination of the equation, neglecting all
terms that are beyond first order in the perturbation, and all terms that are beyond the first post-Newtonian order,
reveals that it reduces to ∂t(va − 4Ua/c2) = O(c−4). Because the fluid is assumed to be unperturbed initially, the
time independence of va − 4Ua/c2 guarantees that
va =
4
c2
Ua +O(c
−4) (3.4)
at all times. The gravitomagnetic tidal interaction therefore creates a velocity field within the fluid, which gradually
builds up as the tidal field is switched on. This velocity field is required by the relativistic circulation theorem [34, 35].
We now allow the body to rotate. For simplicity we take the body to rotate rigidly with an angular velocity Ω.
Aligning the rotation axis with the z-direction, we define the vector Ωa = [0, 0,Ω] and the rotational velocity field is
vrota = abcΩ
bxc. (3.5)
We assume that Ω is sufficiently small that centrifugal effects on the body’s structure can be neglected. This amounts
to demanding that Ω2  Gm(r)/r3 throughout the body, and the assumption allows us to work to first order in vrota .
The rotating body is perturbed by the gravitomagnetic tidal field, and the coupling between vrota and U
tidal
a ensures
that in addition to the fluid’s velocity field, ρ, p, and U also acquire perturbations; parity considerations no longer
rule them out, because the pseudovector vrota can combine with the pseudotensor Bab and the vector xa to form scalar
quantities. Because the interaction with the gravitomagnetic tidal field is a post-Newtonian effect, all perturbations
will be post-Newtonian quantities of order c−2.
We let ρ → ρ + δρ, p → p + δp, U → U + δU , va → vrota + δva, and Ua = U tidala in the post-Newtonian Euler
equation, and expand the equation to first order in all perturbations, taking into account the important fact that
these are all of order c−2. After simplification we arrive at
∂tδva + v
b∂bδva + (∂bva)δv
b − Pa = 4
c2
Wa +O(c
−4), (3.6)
6where
Pa := −1
ρ
∂aδp+
δρ
ρ
∂aU + ∂aδU (3.7)
and
Wa := ∂tUa + v
b
(
∂bUa − ∂aUb
)
. (3.8)
To simplify the notation we let va ≡ vrota and Ua ≡ U tidala , as given by Eq. (2.5).
Equation (3.6) is the starting point of the perturbative analysis. Because δva = 4Ua/c
2 when Ω = 0, we write
δva =
4
c2
Ua + wa (3.9)
and consider wa to be a post-Newtonian quantity of order Ω. Making the substitution in Eq. (3.6) and neglecting all
terms beyond first order in Ω, we arrive at the simpler equation
∂twa − Pa = − 4
c2
Aa +O(c
−4), (3.10)
where
Aa := (∂bva)U
b + vb∂aUb. (3.11)
The left-hand side of Eq. (3.10) features the familiar linearization of the Newtonian Euler equation for the perturbation
of a nonrotating fluid, and the right-hand side features a post-Newtonian driving force Aa that originates from the
coupling between the gravitomagnetic tidal field Ua and the rotational velocity va. The equation is mathematically
equivalent to one describing a nonrotating body perturbed by a prescribed driving force.
Equation (3.10) must be supplemented by Poisson’s equation
∇2δU = −4piGδρ (3.12)
for the perturbation of the Newtonian potential, the continuity equation expressing mass conservation, and an equation
of state for the perturbed fluid. Throughout this work we shall assume that the perturbed fluid satisfies the same
equation of state as the unperturbed fluid.
IV. LAGRANGIAN DESCRIPTION OF THE FLUID PERTURBATION
The perturbative treatment of the previous section was couched in the language of Eulerian perturbations, with
a perturbation such as δρ comparing the perturbed and unperturbed fluids at the same spatial position. We next
introduce a Lagrangian description, in which a perturbation such as ∆ρ compares the perturbed and unperturbed fluids
at the same fluid element. The relation between the two descriptions is provided by the Lagrangian displacement
vector ξa, which gives the position of a given fluid element in the perturbed fluid relative to its position in the
unperturbed fluid. The Eulerian and Lagrangian perturbations are related by ∆ = δ + ξa∂a. In the Lagrangian
description, the perturbation in the velocity field is ∆va = dξa/dt, mass conservation is embodied in ∆ρ = −ρ∂aξa,
and with the assumption placed earlier on the equation of state, ∆p = (dp/dρ) ∆ρ. In terms of Eulerian variations,
we have
δva = ∂tξ
a + vb∂bξ
a − ξb∂bva, δρ = −∂a(ρξa), (4.1)
and δp = (dp/dρ) δρ.
We have seen that δva = 4Ua/c
2 when the body is nonrotating (va = 0). In this case δva = ∂tξ
a, and to reflect the
change of variables of Eq. (3.9) to account for the rotation, we write
ξa(t, xb) =
4
c2
∫ t
Ua(t′, xb) dt′ + ζa(t, xb), (4.2)
where ζa is a post-Newtonian quantity of order Ω. Making the substitution in Eq. (4.1) yields
wa(t, x
b) = ∂tζa(t, x
b) +
4
c2
∫ t
Ca(t
′, xb) dt′ (4.3)
7with
Ca := v
b∂bUa − U b∂bva, (4.4)
and
δρ = −∂a(ρζa). (4.5)
There is no integral term in the last equation, because ∂aU
a = 0 and Ua∂aρ = r
−1(dρ/dr)xaUa = 0. The Euler
equation (3.10) becomes
∂ttζa − Pa = − 4
c2
Ba +O(c
−4), (4.6)
with
Ba := v
b
(
∂aUb + ∂bUa
)
. (4.7)
The equation is again supplemented by Eq. (3.12). The continuity equation has already been incorporated in Eq. (4.5),
and as we have seen, the pressure perturbation is given by δp = (dp/dρ) δρ.
The integral term in Eq. (4.3) suggests that wa might be expected to grow in time, on a short time scale compared
with the scale of variation of the tidal potential. We shall see this expectation confirmed when we construct the
solution to the perturbation equations.
V. MODE ANALYSIS
Equation (4.6) can be integrated by performing a mode analysis. We examine the homogeneous equation, ∂ttζa −
Pa = 0 with Pa given by Eq. (3.7), and recognize that by virtue of Eqs. (3.12) and (4.5), Pa is a linear functional of
ζa. We express it as Pa = −L ba ζb, in which L ba is an integro-differential operator that is known to be self-adjoint
with respect to the measure ρ d3x [36]. Writing
ζa(t, x
b) = fa(x
b)e−iωt, (5.1)
we find that the homogeneous equation turns into the eigenvalue equation L ba fb = ω
2fa for the modes fa. With L ba
self-adjoint, the eigenvalues ω2 are guaranteed to be real, and modes with different frequencies are guaranteed to be
orthogonal. Introducing the mode label λ, we denote the eigenvalues ωλ, the corresponding mode functions f
a
λ , and
the orthogonality property is expressed by ∫
ρfλ · fλ′ d3x = Nλδλλ′ , (5.2)
with Nλ denoting the normalization of each mode. The spectrum of L ba is also known to include an infinitely
degenerate set of zero-frequency modes that satisfy L ba fb = 0. These are necessarily orthogonal to those with
nonzero frequency, and they can be made mutually orthogonal by implementing a Gram-Schmidt procedure. We
label the zero-frequency modes with the index I, and express their orthogonality as∫
ρfI · fI′ d3x = NIδII′ . (5.3)
We take it for granted that the entire collection of modes faλ and f
a
I forms a complete set. Completeness under certain
assumptions was proved by Beyer and Schmidt [37].
Returning to Eq. (4.6), we decompose ζa and Ba into modes,
ζa(t, xb) =
∑
I
zI(t)f
a
I (x
b) +
∑
λ
zλ(t)f
a
λ (x
b), (5.4a)
Ba(t, xb) =
∑
I
BI(t)f
a
I (x
b) +
∑
λ
Bλ(t)f
a
λ (x
b), (5.4b)
with mode amplitudes given by
zI =
1
NI
∫
ρ ζ · fI d3x, BI = 1
NI
∫
ρB · fI d3x (5.5)
8and analogous equations for zλ and Bλ. We make the substitutions, invoke the mode equation and the orthogonality
relations, and obtain
z¨I = − 4
c2
BI , z¨λ + ω
2
λzλ = −
4
c2
Bλ, (5.6)
with an overdot indicating differentiation with respect to t. Each mode is seen to behave as a driven harmonic
oscillator, and with the assumption that the fluid begins in an unperturbed state at t = −∞, the solutions are
zI(t) = − 4
c2
∫ t
−∞
(t− t′)BI(t′) dt′, zλ(t) = − 4
ωλc2
∫ t
−∞
dt′Bλ(t′) sin
[
ωλ(t− t′)
]
. (5.7)
While the modes faλ give rise to oscillating contributions to ζa, the zero-frequency modes f
a
I produce a growing
contribution that can be expressed as
ζgrowa (t, x
b) = − 4
c2
∫ t
−∞
(t− t′)Bzfa (t′, xb) dt′, (5.8)
where Bzfa (t, x
b) :=
∑
I BI(t)f
I
a (x
b) is the projection of Ba, as defined by Eq. (4.7), onto the zero-frequency subspace.
This gives rise to a second growing contribution to the velocity field, in addition to the one already displayed in
Eq. (4.3). The growing piece of the velocity field is then given by
wgrowa (t, x
b) =
4
c2
∫ t[
Ca(t
′, xb)−Bzfa (t′, xb)
]
dt′, (5.9)
with Ca defined by Eq. (4.4). The zero-frequency modes f
a
I play a crucial role in the response of a fluid body to
a gravitomagnetic tidal field, giving rise to a velocity perturbation that can be expected to grow in time. We shall
examine them in detail in Sec. VIII.
VI. SPHERICAL-HARMONIC DECOMPOSITION
The mode analysis carried out in Sec. V supplies us with a powerful conceptual framework to analyze the perturba-
tion equation (4.6), and it provides us with an expectation that thanks to the zero-frequency modes, the solution ζa
will contain growing terms. To make further progress we return to Eq. (4.6) and perform a decomposition in spherical
harmonics.
To prepare the way for this decomposition we rely on Sec. II of Ref. [38] — see also Sec. II of Ref. [39] — and
construct tidal potentials that form an irreducible basis in which to decompose the driving force Ba displayed in
Eq. (4.7). We first introduce the spherical coordinates (r, θA), with θA = (θ, φ), which are related to the Cartesian
coordinates by xa = rna, with na := [sin θ cosφ, sin θ sinφ, cos θ]. We also introduce the spherical-harmonic functions
Y `m(θA) displayed in Table I; these are defined to be real functions, they are not normalized in the usual way, and
the label m describes their dependence on φ. The association
Babnanb =
∑
m
BqmY 2,m (6.1)
allows us to package the five independent components of Bab into the five harmonic coefficients Bqm. The superscript
q stands for “quadrupole”, and the explicit relations between Bab and Bqm are listed in Table II.
The pseudovector Ωa and pseudotensor Bab can be combined to form the vector and symmetric-tracefree (STF)
tensor
Ka := BabΩb, Kabc := B〈abΩc〉, (6.2)
in which the angular brackets instruct us to symmetrize all indices and remove all traces. They can also be combined
into the STF pseudotensor
Bˆab := 2Ωccd(aBdb). (6.3)
The associations
Kana =
∑
m
KdmY 1,m, Kabcnanbnc =
∑
m
KomY 3,m, Bˆabnanb =
∑
m
BˆqmY 2,m (6.4)
9TABLE I. Spherical-harmonic functions Y `m. The functions are real, and they are listed for the relevant modes l = 1 (dipole),
l = 2 (quadrupole), and l = 3 (octupole). The abstract index m describes the dependence of these functions on the angle φ;
for example Y `,2s is proportional to sin 2φ.
Y 1,0 = cos θ
Y 1,1c = sin θ cosφ
Y 1,1s = sin θ sinφ
Y 2,0 = 1− 3 cos2 θ
Y 2,1c = 2 sin θ cos θ cosφ
Y 2,1s = 2 sin θ cos θ sinφ
Y 2,2c = sin2 θ cos 2φ
Y 2,2s = sin2 θ sin 2φ
Y 3,0 = cos θ(3− 5 cos2 θ)
Y 3,1c = 3
2
sin θ(1− 5 cos2 θ) cosφ
Y 3,1s = 3
2
sin θ(1− 5 cos2 θ) sinφ
Y 3,2c = 3 sin2 θ cos θ cos 2φ
Y 3,2s = 3 sin2 θ cos θ sin 2φ
Y 3,3c = sin3 θ cos 3φ
Y 3,3s = sin3 θ sin 3φ
TABLE II. Spherical-harmonic coefficients of tidal potentials.
Bq0 = 12 (B11 + B22)
Bq1c = B13
Bq1s = B23
Bq2c = 12 (B11 − B22)
Bq2s = B12
Kd0 = K3 = −2ΩBq0
Kd1c = K1 = ΩBq1c
Kd1s = K2 = ΩBq1s
Ko0 = 12 (K113 +K223) = 35ΩBq0
Ko1c = 12 (K111 +K122) = − 415ΩBq1c
Ko1s = 12 (K112 +K222) = − 415ΩBq1s
Ko2c = 12 (K113 −K223) = 13ΩBq2c
Ko2s = K123 = 13ΩBq2s
Ko3c = 14 (K111 − 3K122) = 0
Ko2s = 14 (3K112 −K222) = 0
Bˆq0 = 12 (Bˆ11 + Bˆ22) = 0
Bˆq1c = Bˆ13 = −ΩBq1s
Bˆq1s = Bˆ23 = ΩBq1c
Bˆq2c = 12 (Bˆ11 − Bˆ22) = −2ΩBq2s
Bˆq2s = Bˆ12 = 2ΩBq2c
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define the harmonic coefficients Kdm, Kom, and Bˆqm, which are given explicitly in Table II. We may note that
Kdm = λdm ΩBqm, Kom = λom ΩBqm, (6.5)
where the numbers λdm and λ
o
m can be extracted from the table. The superscripts d and o stand for “dipole” and
“octupole”, respectively.
The tidal potentials are divided into scalar and vector potentials. For our purposes here, a “scalar” is a quantity that
stays invariant under a transformation of the angular coordinates θA, while a “vector” is a quantity that transforms
as a one-form under this transformation. The scalar potentials can be decomposed into scalar harmonics Y `m, but
the vector potentials require the even-parity vector harmonics
Y `mA := ∂AY
`m (6.6)
and the odd-parity vector harmonics
X`mA := − BA ∂BY `m, (6.7)
in which  BA is the Levi-Civita tensor on the unit 2-sphere, with nonvanishing components 
φ
θ = 1/ sin θ and 
θ
φ =− sin θ.
We may now state the definition of the tidal potentials. They are given by
Kd :=
∑
m
Kdm Y 1,m, KdA :=
∑
m
Kdm Y 1,mA , (6.8a)
Ko :=
∑
m
Kom Y 3,m, KoA :=
1
3
∑
m
Kom Y 3,mA , (6.8b)
BˆqA :=
1
2
∑
m
BˆqmX2,mA = −
1
2
Ω
∑
m
Bqm ∂φX2,mA , (6.8c)
and they can be used as a basis to decompose the driving force Ba displayed in Eq. (4.7). Simple manipulations reveal
that
Br := Ban
a =
1
10
r2Kd − 1
6
r2Ko, (6.9a)
BA := rBa∂An
a =
1
5
r3KdA −
1
6
r3KoA +
1
9
r3BˆqA. (6.9b)
The vector Ca defined by Eq. (4.4) can also be decomposed in this basis. Here we find that
Cr := Can
a = 0, CA := rCa∂An
a =
1
6
r3BˆqA. (6.10)
The fact that Br can be decomposed in spherical harmonics with ` = 1 and ` = 3 implies that all scalar perturbations
can be decomposed in a similar way. And the fact that BA can be decomposed in even-parity vector harmonics with
` = (1, 3) and in odd-parity harmonics with ` = 2 ensures that all vector perturbations can be decomposed in the
same way. We therefore write
δp = Ω
∑
m
λdm p
d(t, r)Y 1,m + Ω
∑
m
λom p
o(t, r)Y 3,m, (6.11a)
δU = Ω
∑
m
λdm U
d(t, r)Y 1,m + Ω
∑
m
λom U
o(t, r)Y 3,m, (6.11b)
ζr = Ω
∑
m
λdm ζ
d
r (t, r)Y
1,m + Ω
∑
m
λom ζ
o
r (t, r)Y
3,m, (6.11c)
wr = Ω
∑
m
λdm w
d
r(t, r)Y
1,m + Ω
∑
m
λom w
o
r(t, r)Y
3,m (6.11d)
(6.11e)
as well as
ζA = Ω
∑
m
λdm ζ
d(t, r)Y 1,mA +
1
3
Ω
∑
m
λom ζ
o(t, r)Y 3,mA −
1
2
Ω
∑
m
ζˆq(t, r) ∂φX
2,m
A , (6.12a)
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wA = Ω
∑
m
λdm w
d(t, r)Y 1,mA +
1
3
Ω
∑
m
λom w
o(t, r)Y 3,mA −
1
2
Ω
∑
m
wˆq(t, r) ∂φX
2,m
A . (6.12b)
A decomposition for δρ is not required, because the equation of state provides a direct relation to δp. Factors of λdm
and λom are inserted within the sums over m to simplify the resulting equations, and m labels on the various coefficients
pd, · · · , wˆq are omitted to keep the notation uncluttered. As we shall see, the perturbation equations satisfied by these
quantities will all be independent of m, except for the driving terms involving the gravitomagnetic tidal moments
Bqm. The infrastructure put in place here, elaborate though it may seem, produces a substantial simplification of the
resulting perturbation equations.
We next transform Eqs. (4.3), (4.5), and (4.6) from the Cartesian coordinates xa to the spherical coordinates (r, θA),
and substitute the decompositions in spherical harmonics. This returns a large set of equations, with subsets that
decouple from one another. In the dipole sector we have
0 = ∂ttζ
d
r + ∂r
(
pd/ρ− Ud)+ 2
5c2
r2Bqm(t), (6.13a)
0 = ∂ttζ
d + pd/ρ− Ud + 4
5c2
r3Bqm(t), (6.13b)
0 = ρ∂rζ
d
r + (ρ
′ + 2ρ/r)ζdr −
2ρ
r2
ζd − ρ
′r2
Gm
(pd/ρ), (6.13c)
0 = ∂rrU
d +
2
r
∂rU
d − 2
r2
Ud − 4pir
2ρ′
m
(pd/ρ), (6.13d)
wdr = ∂tζ
d
r , w
d = ∂tζ
d, (6.13e)
where ρ′ := dρ/dr. In the octupole sector we have
0 = ∂ttζ
o
r + ∂r
(
po/ρ− Uo)− 2
3c2
r2Bqm(t), (6.14a)
0 = ∂ttζ
o + 3
(
po/ρ− Uo)− 2
3c2
r3Bqm(t), (6.14b)
0 = ρ∂rζ
o
r + (ρ
′ + 2ρ/r)ζor −
4ρ
r2
ζo − ρ
′r2
Gm
(po/ρ), (6.14c)
0 = ∂rrU
o +
2
r
∂rU
o − 12
r2
Uo − 4pir
2ρ′
m
(po/ρ), (6.14d)
wor = ∂tζ
o
r , w
o = ∂tζ
o, (6.14e)
and the quadrupole sector is limited to
0 = ∂ttζˆ
q +
4
9c2
r3Bqm(t), (6.15a)
wˆq = ∂tζˆ
q +
2
3c2
r3
∫ t
Bqm(t′) dt′. (6.15b)
VII. SOLUTION TO THE PERTURBATION EQUATIONS
In this section we integrate the perturbation equations displayed in Eqs. (6.13), (6.14), and (6.15). For concreteness
and simplicity we choose a stellar model corresponding to the polytropic equation of state p = Kρ2, where K is a
constant. The structure equations for this model return
ρ =
M
4R2r
sin(pir/R), m =
M
pi
[
sin(pir/R)− pir
R
cos(pir/R)
]
(7.1)
for the density and mass functions, respectively, and
p =
GM2
8piR2r2
sin2(pir/R) (7.2)
for the pressure. The equations also return K = 2GR2/pi for the constant appearing in the equation of state.
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A. Quadrupole sector
The solution to Eq. (6.15a) is immediate, and actually independent of the equation of state:
ζˆq = − 4
9c2
r3
∫ t
−∞
(t− t′)Bqm(t′) dt′. (7.3)
Equation (6.15b) then gives
wˆq =
2
9c2
r3
∫ t
−∞
Bqm(t′) dt′, (7.4)
and this represents a growing contribution to the velocity field. Substituting this within Eq. (6.12b) and recalling
Eq. (6.8c), we find that the quadrupole term in the velocity perturbation is given by
w`=2A =
2
9c2
r3
∫ t
−∞
BˆqA(t′) dt′; (7.5)
the radial component of the velocity field vanishes.
The velocity perturbation becomes
w`=2a =
2
9c2
abcx
bxd
∫ t
−∞
Bˆcd(t′) dt′ (7.6)
after conversion to Cartesian coordinates, with Bˆab defined by Eq. (6.3). For the specific tidal environment described
by Eq. (2.7) and corresponding to a companion body of mass M ′ moving on a circular orbit of radius r′ in the body’s
equatorial plane, the quadrupole velocity field is
w`=2x = −
GM ′v′R2
3c2r′3
Ω
ω′
[
(3 cos2 θ − 1) sin Φ + sin2 θ sin(Φ− 2φ)
]
r¯2, (7.7a)
w`=2y =
GM ′v′R2
3c2r′3
Ω
ω′
[
(3 cos2 θ − 1) cos Φ− sin2 θ cos(Φ− 2φ)
]
r¯2, (7.7b)
w`=2z =
2GM ′v′R2
3c2r′3
Ω
ω′
sin θ cos θ sin(Φ− φ) r¯2, (7.7c)
where v′ = r′ω′ is the orbital velocity, ω′ the orbital angular velocity of Eq. (2.8), Φ := ω′t the orbital phase, (θ, φ)
the polar angles associated with the coordinates xa, and r¯ := r/R. To arrive at these expressions it was assumed
that r′ varies over a radiation-reaction time scale that is much longer than 1/ω′, and that r′ =∞ at t = −∞; this is
consistent with our previous assumption that the body begins in an unperturbed state.
B. Octupole sector
Combining Eqs. (6.14a) and (6.14b) yields ∂tt(ζ
o
r − 13∂rζo) = 0, with the terms involving the driving force cancelling
out. The vanishing initial conditions at t = −∞ imply that ζor − 13∂rζo = 0 at all times, and this combination of
perturbation quantities is therefore unable to grow in time. While ζor and ζ
o could grow individually, we assume that
this does not occur. In view of Eq. (5.8), this amounts to an assumption that the ` = 3 piece of Bzfa actually vanishes,
which prevents the growth of the octupole piece of the Lagrangian displacement vector. This assumption will be
justified in Sec. VIII.
To reflect this assumption we make the ansatz
ζor = y
o
r(r)Bqm(t), ζo = yo(r)Bqm(t) (7.8)
for the Lagrangian displacement, with yor =
1
3dy
o/dr, and we write
po = po(r)Bqm(t), Uo = Uo(r)Bqm(t) (7.9)
for the remaining perturbations. We neglect the time derivatives when we make the substitutions into the perturbation
equations. Equation (6.14b) then produces
po/ρ = Uo +
2
9c2
r3, (7.10)
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and inserting this in Eq. (6.14d) yields
d2Uo
dr2
+
2
r
dUo
dr
−
(
12
r2
+
4pir2ρ′
m
)
Uo =
2
9c2
4pir5ρ′
m
. (7.11)
Equation (6.14c) gives rise to a second-order differential equation for yo, which we shall not concern ourselves with,
since the physical aspects of the perturbation are completely captured by Eqs. (7.10) and (7.11).
Equation (7.11) can be solved analytically for the polytropic model introduced previously. We require the solution
to be regular at r = 0, and to match smoothly with an external solution of the form Uo ∝ r−4 at r = R. This solution
is given by
Uo = − 2
9c2
r3
[
1 +
7R5
pi3r7
(
2pi2r2 − 5R2) sin(pir/R)− 7R4
3pi2r6
(
pi2r2 − 15R2) cos(pir/R)]. (7.12)
The function within square brackets behaves as 1 − pi4/45 + O(r2/R2) close to r = 0, and as 5(2pi2 − 21)/(3pi2) +
O(1− r/R) close to r = R. Equation (7.10) then gives
po/ρ = − 2
9c2
r3
[
7R5
pi3r7
(
2pi2r2 − 5R2) sin(pir/R)− 7R4
3pi2r6
(
pi2r2 − 15R2) cos(pir/R)]. (7.13)
In this expression, the function within square brackets behaves as −pi4/45 +O(r2/R2) close to r = 0, and as 7(pi2 −
15)/(3pi2) +O(1− r/R) close to r = R.
It can be observed that po/ρ approaches a nonzero value at r = R; with ρ(R) = 0, this means that po itself vanishes
at the stellar surface. The correct surface condition can be inferred from ∆ρ = 0 at r = R, which implies δρ+ρ′ζr = 0.
On the other hand, the equation of state and the structure equations imply δp/ρ = −(Gm/r2)δρ/ρ′, and combining
these equations yields
δp
ρ
∣∣∣∣
r=R
=
GM
R2
ζr(r = R). (7.14)
Because ζr 6= 0 at the surface, it follows that δp/ρ must be nonvanishing as well.
Inserting Eqs. (7.12) and (7.13) into Eqs. (6.11b) and (6.11a), respectively, and recalling Eqs. (6.4), (6.5), and
(6.8b), we find that the octupole piece of the potential and pressure perturbations are given by
δU `=3 = − 2
9c2
Kabcxaxbxc
[
1 +
7R5
pi3r7
(
2pi2r2 − 5R2) sin(pir/R)− 7R4
3pi2r6
(
pi2r2 − 15R2) cos(pir/R)] (7.15)
and
δp`=3/ρ = − 2
9c2
Kabcxaxbxc
[
7R5
pi3r7
(
2pi2r2 − 5R2) sin(pir/R)− 7R4
3pi2r6
(
pi2r2 − 15R2) cos(pir/R)], (7.16)
where Kabc is defined by Eq. (6.2).
Our expression for δU `=3 is used in Appendix A to calculate the rotational-tidal Love number of the polytropic
stellar model.
C. Dipole sector
Combining Eqs. (6.13a) and (6.13b) gives
∂tt
(
ζdr − ∂rζd
)
=
2
c2
r2Bqm(t), (7.17)
and in this case we see a nonzero driving force on the right-hand side of the equation. This implies that ζdr − ∂rζd
must grow with time, and to proceed we assume that ζdr and ζ
d grow individually. To reflect this we make the ansatz
ζdr = z
d
r(r)
∫ t
−∞
(t− t′)Bqm(t′) dt′ + ydr(r)Bqm(t), (7.18a)
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ζr = z
d(r)
∫ t
−∞
(t− t′)Bqm(t′) dt′ + yd(r)Bqm(t) (7.18b)
for the Lagrangian displacement vector, and
pd = pd(r)Bqm(t), Ud = Ud(r)Bqm(t) (7.19)
for the remaining perturbations. The assumption leading to Eq. (7.18) will be justified in Sec. VIII, where we show
that the dipole piece of Bzfa does not vanish and therefore leads to a growing displacement vector.
We insert the preceding equations into Eqs. (6.13), neglect terms involving second derivatives of Bqm(t), and obtain
the system of equations
0 = zdr −
dzd
dr
− 2
c2
r2, (7.20a)
0 = zd + pd/ρ− Ud + 4
5c2
r3, (7.20b)
0 = ρ
dzdr
dr
+ (ρ′ + 2ρ/r)zdr −
2ρ
r2
zd, (7.20c)
0 =
d2Ud
dr2
+
2
r
dUd
dr
− 2
r
Ud − 4pir
2ρ′
m
(pd/ρ) (7.20d)
for the radial functions zdr, z
d, pd, and Ud. An equation can also derived for yor and y
o, but these variables are of no
concern to us.
Equation (7.20b) allows us to eliminate zd from the system, and substitution into Eqs. (7.20a) and (7.20c) produces
0 = r
dzdr
dr
+
rρ′ + 2ρ
ρ
zdr +
2
r
(pd/ρ− Ud) + 8
5c2
r2, (7.21a)
0 = r
d
dr
(pd/ρ) + rzdr − r
dUd
dr
+
2
5c2
r3. (7.21b)
These equations, together with Eq. (7.20d), form a closed set of equations for zdr, p
d, and Ud. These must be integrated
numerically.
To facilitate the numerical work we introduce the new variables e1, · · · , e4 defined by
zdr =
R2
c2
e1, p
d/ρ =
R2
c2
re2, U
d =
R2
c2
re3,
dUd
dr
=
R2
c2
e4. (7.22)
We further define the dimensionless radial variable r¯ := r/R, density function ρ¯ := (R3/M)ρ, and mass function
m¯ := m/M . In terms of all this we have that
zd =
R2
c2
re5, e5 := −e2 + e3 − 4
5
r¯2, (7.23)
and the perturbation equations become
r¯e′1 = −
r¯ρ¯′ + 2ρ¯
ρ¯
e1 − 2e2 + 2e3 − 8
5
r¯2, (7.24a)
r¯e′2 = −e1 − e2 + e4 −
2
5
r¯2, (7.24b)
r¯e′3 = −e3 + e4, (7.24c)
r¯e′4 =
4pir¯4ρ¯′
m¯
e2 + 2e3 − 2e4, (7.24d)
in which a prime now indicates differentiation with respect to r¯.
An examination of Eqs. (7.24) near r¯ = 0 indicates that the functions en all tend to a nonvanishing constant at
r¯ = 0, and that they admit an expansion in powers of r¯2. Furthermore, the local analysis reveals that e1(0) and e3(0)
are freely specifiable constants that determine all other coefficients in the power expansions. On the other hand, an
examination of the equations near r¯ = 1 shows that except for e1, all functions tend to a nonvanishing constant at
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FIG. 1. Numerical solution for the functions e1 and e5 that substitute for the variables z
d
r and z
d, respectively, plotted as
functions of r¯ = r/R. The numerical error is well within the thickness of the curves.
r¯ = 1; for e1 we must impose e1(1) = 0 to account for the singular factor ρ¯
−1 in Eq. (7.24a). All functions admit an
expansion in powers of 1− r¯. We also find that e′1(1), e3(1), and e4(1) are freely specifiable and determine all other
coefficients in the power expansion.
A boundary condition at r¯ = 1 is required to make the problem well posed. As we discuss in Appendix B, the
external solution for Ud must be linear in r¯, so that eext3 = constant. Equation (7.24c) further implies that e
ext
4 = e
ext
3 ,
and the required surface condition is therefore that e4(1) = e3(1). With this we have a total of four boundary values
that cannot be determined solely from a local analysis near r¯ = 0 and r¯ = 1; these are e1(0), e3(0), e
′
1(1), and e3(1).
A global integration is required to determine all four constants, and a practical approach is to shoot toward a middle
point: We first integrate the equations from r¯ = 0 up to a middle point r¯ = r¯1, then integrate them again from r¯ = 1
down to r¯1, and search for the boundary values that force the two sets of solutions to agree with each other at r¯ = r¯1.
A concrete implementation of this method is described in Sec. 17.2 of Numerical Recipes [40].
For the numerical work we adopt the polytropic model described by Eqs. (7.1) and (7.2). For this specific case we
have
r¯ρ¯′ + 2ρ¯
ρ¯
=
sin(pir¯) + (pir¯) cos(pir¯)
sin(pir¯)
,
4pir¯4ρ¯′
m¯
= −(pir¯)2. (7.25)
The numerical solutions for e1, e2, e3, and e5 are displayed in Figs. 1 and 2; the solution for e4 is not shown, because
it can be obtained directly from e3 by exploiting Eq. (7.24c).
According to Eqs. (6.13e) and (7.18), we have that
wdr = z
d
r
∫ t
−∞
Bqm(t′) dt′, wd = zd
∫ t
−∞
Bqm(t′) dt′, (7.26)
in which we neglected terms proportional to ∂tBqm. Substituting this within Eqs. (6.11d) and (6.12b) and recalling
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functions of r¯ = r/R. The numerical error is well within the thickness of the curves.
Eqs. (6.5) and (6.8a), we find that the dipole piece of the velocity perturbation is given by
w`=1r = z
d
r
∫ t
−∞
Kd(t′) dt′, w`=1A = zd
∫ t
−∞
KdA(t′) dt′. (7.27)
If we next express this in terms of the radial functions e1 and e5 by invoking Eqs. (7.22) and (7.23), and convert to
Cartesian coordinates, we get
w`=1a =
R2
c2
[
e1 nan
b + e5 (δ
b
a − nanb)
] ∫ t
−∞
Kb(t′) dt′, (7.28)
where Ka is defined by Eq. (6.2). For the specific tidal environment provided by a companion body of mass M ′
moving on a circular orbit of radius r′ in the body’s equatorial plane, the quadrupole velocity field is
w`=1x =
3GM ′v′R2
2c2r′3
Ω
ω′
{
sin2 θ
[
sin Φ + sin(Φ− 2φ)]e1 + [(cos2 θ + 1) sin Φ− sin2 θ sin(Φ− 2φ)]e5}, (7.29a)
w`=1y = −
3GM ′v′R2
2c2r′3
Ω
ω′
{
sin2 θ
[
cos Φ− cos(Φ− 2φ)]e1 + [(cos2 θ + 1) cos Φ + sin2 θ sin(Φ− 2φ)]e5}, (7.29b)
w`=1z =
3GM ′v′R2
c2r′3
Ω
ω′
sin θ cos θ sin(Φ− φ) (e1 − e5), (7.29c)
where v′ = r′ω′ is the orbital velocity, ω′ the orbital angular velocity of Eq. (2.8), Φ := ω′t the orbital phase, and
(θ, φ) the polar angles associated with the coordinates xa.
A calculation similar to the one leading to Eq. (7.28) reveals that the dipole piece of the pressure and potential
perturbations are given by
δp`=1/ρ =
R2
c2
e2Kaxa, δU `=1 = R
2
c2
e3Kaxa. (7.30)
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In Appendix C we construct the dipole piece of the acceleration field, and verify that its mass-weighted average gives
a vanishing acceleration for the body’s center-of-mass.
VIII. ZERO-FREQUENCY MODES
In this section we examine the zero-frequency modes faI introduced in Sec. V, and show that they are directly
responsible for the velocity fields displayed in Eqs. (7.6) and (7.28). The completion of the mode analysis initiated
in Sec. V provides a complete justification of the assumptions made in Sec. VII concerning the form of solution to
the perturbation equations in the dipole and octupole sectors. As in the rest of the paper we assume that the fluid is
barotropic, with the perturbed fluid possessing the same equation of state as the unperturbed fluid. In this case it is
known (see Ref. [41] for a clear presentation) that the zero-frequency modes separate into even-parity g-modes and
odd-parity r-modes. (The g-modes do not exist when the perturbed fluid possesses a distinct equation of state.)
A. Mode equation
Returning to the notation introduced in Sec. V, the zero-frequency modes satisfy L ba fb ≡ −Pa = 0, which takes
the explicit form displayed in Eq. (3.7). Writing the equation in spherical coordinates (r, θ, φ), we see that the angular
components reduce to δp − ρδU = 0, and that the radial component, simplified with the structure equations (3.2),
merely reproduces δp = (dp/dρ)δρ. Inserting these relations into Eq (3.12) produces ∇2δU − (4pir2ρ′/m)δU = 0,
and it is not difficult to show that the general solution to this equation cannot be smoothly matched to an external
solution that is required to decay with increasing r. One way to establish this is to perform a decomposition in
spherical harmonics, observe that each δU`m(r) satisfies a homogeneous equation, that the solution regular at r = 0
comes with a single integration constant (an overall multiplicative factor), and that this single constant is insufficient
to match both δU`m(r) and its first derivative to the external solution δU`m ∝ r−`+1 at r = R.
The conclusion is that the zero-frequency modes describe a perturbation with δρ = δp = δU = 0. Equation (4.5)
then implies that the mode functions are constrained by
∂a(ρf
a) = 0. (8.1)
A displacement vector ζa = fa would describe an entirely trivial perturbation with vanishing δρ, δp, δU , and δva.
But the displacement vector ζa = fat also satisfies ∂ttζa − Pa = 0, and it does give rise to a nontrivial velocity field
δva = ∂tζa = fa. A zero-frequency perturbation is therefore a velocity field constrained by Eq. (8.1).
B. Basis of zero-frequency modes
We transform Eq. (8.1) to spherical coordinates (r, θA) and consider solutions of the factorized form
fr = f
`m
r Y
`m, fA = f
`m Y `mA (8.2)
for the even-parity g-modes, and
fr = 0, fA = fˆ
`mX`mA (8.3)
for the odd-parity r-modes, where Y `m, Y `mA , and X
`m
A are the spherical harmonics introduced in Sec. VI; the functions
f `mr , f
`m, and fˆ `m depend on r only. Making the substitutions in Eq. (8.1) reveals that the g-mode functions are
constrained by
`(`+ 1)ρf `m =
d
dr
(
r2ρf `mr
)
, (8.4)
so that f `m is determined once f `mr is specified. The exercise further reveals that the r-mode function is completely
unconstrained. The zero-frequency modes are therefore characterized by two freely specifiable functions, f `mr and fˆ
`m.
We have two infinitely degenerate sets of modes.
Two g-modes, a and b, which share the same values of ` and m, have a scalar product defined by
〈a, b〉 :=
∫
ρa · b d3x = N `m
[∫ R
0
ρ a`mr b
`m
r r
2 dr + `(`+ 1)
∫ R
0
ρ a`mb`m dr
]
, (8.5)
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where N `m :=
∫
(Y `m)2 sin θ dθdφ; modes with different values of either ` or m are orthogonal. Similarly, r-modes p
and q have the scalar product
〈p, q〉 = `(`+ 1)N `m
∫
ρ pˆ`mqˆ`m dr (8.6)
when they share the same values of ` and m. All g-modes are orthogonal to all r-modes.
We wish to construct a basis of orthogonal modes, labelled by k = 0, 1, 2, · · · in addition to the spherical-harmonic
labels `m; the complete mode label is therefore I := `mk. The procedure is simple, and we describe it in detail in
the case of g-modes. We begin with a set of seed modes ak characterized by a freely-specified a`mkr and an a
`mk
determined by Eq. (8.4). These modes are not mutually orthogonal, but they can be turned into a set of orthogonal
modes by implementing a Gram-Schmidt procedure. We first set f0 = a0, and then set
f `mkr = a
`mk
r −
k−1∑
n=0
〈fn,ak〉
〈fn,fn〉a
`mn
r (8.7)
for each successive k, with f `mk determined at each stage by Eq. (8.4).
The overlap integrals of Eq. (5.5) can now be evaluated. Again we describe the procedure in detail in the case of
g-modes. The components of the external force B are expanded in spherical harmonics according to
Br =
∑
`m
B`mr Y
`m, BA =
∑
`m
B`mY `mA +
∑
`m
Bˆ`mX`mA , (8.8)
and Eq. (5.5) turns into the explicit form
B`mk =
N `m
〈fk,fk〉
[∫ R
0
ρB`mr f
`mkr2 dr + `(`+ 1)
∫ R
0
ρB`mf `mk dr
]
(8.9)
for the mode amplitudes BI . This can be simplified by inserting Eq. (8.4) within the second integral and integrating
by parts; we arrive at
B`mk =
N `m
〈fk,fk〉
∫ R
0
ρ
(
B`mr −
dB`m
dr
)
f `mkr r
2 dr. (8.10)
With this, the components of Bzf defined below Eq. (5.9) are given by
Bzfr =
∑
`mk
B`mk f `mkr Y
`m, BzfA =
∑
`mk
B`mk f `mk Y `mA , (8.11)
and these are then ready to be inserted within Eq. (5.9) to obtain the growing piece of the velocity perturbation.
C. Quadrupole sector
According to Eq. (6.9), the quadrupole piece of the driving force B has the nonvanishing components
B`=2A =
1
9
r3BˆqA, (8.12)
and these admit a decomposition in odd-parity harmonics X2,mA with coefficients Bˆ
2,m. Because the r-modes are
unconstrained, we have the freedom to assign fˆ2,m,0 = Bˆ2,m. And because all other members of the basis of modes
are orthogonal to the zeroth member, we immediately find that
B`=2zf = B
`=2. (8.13)
The growing solution of Eq. (5.8) can then be seen to give rise to the velocity field of Eq. (7.5). In this specific case
the mode analysis is entirely trivial and merely reproduces our previous results.
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D. Octupole sector
Returning to Eq. (6.9), we see that the octupole piece of the driving force has the components
B`=3r = −
1
6
r2Ko, B`=3A = −
1
6
r3KoA, (8.14)
which admit a decomposition in even-parity harmonics Y 3,m and Y 3,mA with coefficients B
3,m
r = − 16r2Kom and B3,m =
− 118r3Kom, respectively. These are related by
B3,mr −
dB3,m
dr
= 0, (8.15)
and Eq. (8.10) implies that all mode amplitudes B3,m,k necessarily vanish. In this case we have that
B`=3zf = 0, (8.16)
and this justifies the assumption made at the beginning of Sec. VII B, that the octupole piece of the velocity field
does not possess a growing term.
E. Dipole sector
Returning once more to Eq. (6.9), we see that the dipole piece of the driving force has the components
B`=1r =
1
10
r2Kd, B`=1A =
1
5
r3KdA, (8.17)
which admit a decomposition in even-parity harmonics with coefficients B1,mr =
1
10r
2Kdm and B1,m = 15r3Kdm, respec-
tively. We choose the mode functions to be independent of m, denote them fkr and f
k to simplify the notation (with
the label ` = 1 omitted), and find that in this case, the mode amplitudes are given by
B1,m,k = −1
2
Kdm Γk, (8.18)
where
Γk :=
N1,m
〈fk,fk〉
∫ R
0
ρ r4fkr dr; (8.19)
these quantities are independent of m by virtue of the definition of the scalar product in Eq. (8.5). With this we have
that
Bzfr = −
1
2
Kd
∑
k
Γkf
k
r , B
zf
A = −
1
2
KdA
∑
k
Γkf
k, (8.20)
and substitution into Eq. (5.9) produces the velocity field of Eq. (7.27), with zdr = (2/c
2)
∑
k Γkf
k
r and z
d =
(2/c2)
∑
k Γkf
k. With the definitions of Eqs. (7.22) and (7.23), this is
e1 =
2
R2
∑
k
Γkf
k
r , re5 =
2
R2
∑
k
Γkf
k. (8.21)
At this stage we have justified the assumption made at the beginning of Sec. VII C, that the dipole piece of the
velocity field possesses a growing term. In addition, the mode equation (8.4) implies that e1 and e5 are related by
2rρ e5 = (r
2ρ e1)
′, with a prime indicating differentiation with respect to r. This relation can also be derived on the
basis of Eq. (7.24a), and we see that the mode analysis is entirely compatible with the developments of Sec. VII C.
We have yet to verify that the e1 constructed here is precisely equal to the e1 obtained in Sec. VII C. For this we
must introduce an actual set of modes fk, calculate the overlap integrals Γk, and carry out the sum over modes. To
accomplish this we adopt
akr = cos
[
1
2 (2k + 1)pir/R
]
, k = 0, 1, 2, · · · (8.22)
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FIG. 3. Mode-sum representation of e1 compared with the result displayed in Fig. 1. The curve obtained by numerical
intergation in Sec. VII C is shown in solid red. A construction of e1 involving 10 terms in the mode sum is shown in short
dashed blue. A construction involving 30 terms is shown in long dashed green. The plot focuses on the interval 0 < r/R < 0.2;
the curves are indistinguishable beyond this interval.
as a convenient set of seed modes, with the corresponding ak determined by Eq. (8.4). These mode functions are
chosen so that akr vanishes at r = R, as required by the mode equation in view of the fact that ρ vanishes at the
surface, that it tends to a nonvanishing constant at r = 0, as required of a dipolar vector field, and that its derivative
with respect to r vanishes at r = 0, as expected of e1(r). We feed the seed modes into the Gram-Schmidt machine,
using the density function of Eq. (7.1) to evaluate the integrals, and obtain a set of orthogonal modes fk. These,
finally, are involved in the computation of Γk and the mode sum of Eq. (8.21).
At the end of this computation we find that indeed, the e1 of Eq. (8.21) agrees with the e1 displayed in Fig. 1; the
comparison is shown in Fig. 3. The mode sum converges rapidly when r/R & 0.2; in this range a handful of terms
suffice to produce a curve that is visually identical to the one shown in Fig. 1. The sum converges much more slowly
when r is small; we find that at least thirty terms are required to adequately reproduce the curve near the smallest
values of r displayed in Fig. 1.
F. Conclusion
We have shown that the zero-frequency modes are directly responsible for the velocity fields displayed in Eqs. (7.6)
and (7.28). These modes, therefore, play a crucial role in the gravitomagnetic tidal response of a rotating body.
Zero-frequency modes, however, are typically not involved in the response of a Newtonian fluid driven by an external
force, and they are rarely given consideration. The reason is that in the typical case, the external force Ba is the
gradient of a scalar potential, Ba = ∂aψ, and this guarantees that the corresponding mode amplitudes BI vanish:
NIBI =
∫
V
ρfI ·∇ψ d3x =
∮
S
ρψfI · da−
∫
V
ψ∇ · (ρfI) d3x = 0. (8.23)
The integration domain V , bounded by the surface S, is chosen to extend slightly beyond the body, which ensures
that ρ always vanishes on S; the second volume integral vanishes by virtue of Eq. (8.1). The zero-frequency modes
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are involved in the gravitomagnetic tidal response of a rotating body because in this case, the driving force Ba is not
a gradient vector field.
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Appendix A: Octupole rotational-tidal Love number
The octupole, rotational-tidal Love number Ko was introduced in Secs. III and IV of Ref. [39]. As explained there,
the Love number provides a (partial) description of the body’s gravitational response to the coupled rotational and
gravitomagnetic tidal perturbations. For our purposes here, the Love number is defined by their Eq. (4.4), in which
the external metric of a slowly rotating, tidally deformed body is presented in Regge-Wheeler gauge. The relevant
term in gtt is
δg`=3tt = −
8G
c6
(
2GM
c2r
)4
Ko S〈aBbc〉nanbnc, (A1)
in which we have replaced χa by Sa/M
2, where Sa is the body’s spin angular momentum, restored factors of G and
c, and neglected all higher post-Newtonian corrections. This result can be expressed as
δU `=3eff = −
4G
c4
(
2GM
c2r
)4
Ko S〈aBbc〉nanbnc (A2)
if we introduce an effective gravitational potential via gtt = −1 + 2Ueff/c2. In our post-Newtonian treatment, the
body’s spin Sa is related to its angular velocity Ωa through the moment of inertia I, given by
I =
8pi
3
∫
ρr4 dr. (A3)
The relation is Sa = IΩa, and making the substitution in Eq. (A2) yields
δU `=3eff = −
2
c2
(
2GM
c2
)5
I
MR2
Ko
R2
r4
Kabcnanbnc, (A4)
with Kabc defined by Eq. (6.2).
This external expression for the octupole gravitational perturbation must be matched to the internal expression of
Eq. (7.15) at r = R, and this provides the value of Ko for the polytropic model considered in this work. In this case
the moment of inertia evaluates to I/(MR2) = 2(pi2 − 6)/(3pi2), and we arrive at
Ko = −ko
(
c2R
2GM
)5
, ko =
5
18
21− 2pi2
pi2 − 6 ' 9.0505× 10
−2. (A5)
Making the substitution in Eq. (A2) gives
δU `=3eff =
2ko
c2
R5
r4
Sˆ〈aBbc〉nanbnc, (A6)
where Sˆa := Sa/M is the body’s spin per unit mass. The expression reveals that the body’s response to a coupled
rotational and gravitomagnetic tidal perturbation is a post-Newtonian effect that scales with R5.
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Appendix B: External dipole
In this Appendix we justify the boundary condition e4(1) = e3(1) imposed in Sec. VII C to integrate the perturbation
equations in the dipole sector. The condition derives from the statement that in the body’s exterior, Ud ∝ r: the
dipole piece of δU grows linearly with the distance to the body’s center-of-mass. We note first that the external
perturbation satisfies
r2
d2Ud
dr2
+ 2r
dUd
dr
− 2Ud = 0, (B1)
with the linearly independent solutions Ud ∝ r and Ud ∝ 1/r2. Our boundary condition states that we must keep the
growing solution and reject the decaying solution.
The justification of this statement comes from an examination of the external metric of a slowly rotating body
subjected to a gravitomagnetic tidal field. This metric is presented to all post-Newtonian order in Ref. [39], and the
first post-Newtonian approximation of the relevant component gtt is displayed in Eq. (8.17a) of Ref. [38]. We have
δg`=1tt =
2
c4
BabSˆb xa, (B2)
where Sˆb := Sb/M is the body’s spin angular momentum per unit mass. (This expression was derived in Ref. [38]
for the specific case of a black hole, but at first post-Newtonian order it applies equally well to any material body.)
As explained in detail in Ref. [38], this growing term is intimately tied to the fact that the body does not follow a
geodesic in the external spacetime of the remote objects responsible for the tidal field, but is in fact accelerated in
this spacetime; its acceleration vector — the acceleration of the body’s local frame relative to the global, barycentric
frame — is given by −BabSˆb/c2, a form of the well-known Mathisson-Papapetrou spin force, which gives rise to the
spin-orbit and spin-spin acceleration of a rotating body (see Sec. 9.5 of Gravity [32]).
Defining an effective gravitational potential as in Appendix A, the preceding discussion implies that this potential
possesses a dipole perturbation
δU `=1eff =
1
c2
BabSˆb xa (B3)
in the body’s exterior. As we have seen, this growing term is tied to the failure of the body to move on a geodesic
in the external spacetime of the remote objects. On the other hand, the absence of a decaying term is tied to the
definition of the body’s center-of-mass. In an analogous Newtonian discussion, a multipole expansion of the potential
would normally contain a decaying, dipole term of the form Gpax
a/r3, with pa =
∫
ρxa d3x representing the mass
dipole moment. But such a term is eliminated with a judicious choice of center-of-mass, which enforces pa = 0. In
the relativistic setting considered here, the choice of center-of-mass is made implicitly by demanding the absence of a
decaying term in δU `=1eff .
Inserting Sa = IΩa into Eq. (B3) — refer to Appendix A — and incorporating the definition of Eq. (6.2), we find
that
δU `=1eff =
I
Mc2
Kaxa. (B4)
Comparison with the expression of Eq. (7.30) implies that e3 = I/(MR
2) in the body’s exterior. We have therefore
arrived at the appropriate surface condition for the internal e3.
For the polytropic model adopted in the main text, the moment of inertia evaluates to I/(MR2) = 2(pi2−6)/(3pi2) '
0.26138193210. The numerical search described in Sec. VII C returned e3(1) ' 0.26138193211 for the same quantity.
The relative numerical error is of the order of 10−10, in line with the expectations placed on the code.
Appendix C: Acceleration of the center-of-mass
The dipole velocity field of Eq. (7.28) gives rise to the acceleration field
a`=1a := ∂tw
`=1
a =
R2
c2
[
e1 nan
b + e5 (δ
b
a − nanb)
]Kb. (C1)
We aim to prove that this yields a vanishing acceleration for the body’s center-of-mass,
aCMa =
1
M
∫
ρa`=1a d
3x. (C2)
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We begin by making the substitution and carrying out the angular integrals, using the identity (4pi)−1
∫
nan
b sin θdθdφ =
1
3δ
b
a . This returns
aCMa =
4pi
3
R2
c2
Ka
∫ 1
0
ρ¯(e1 + 2e5)r¯
2 dr¯, (C3)
in which ρ¯ := R3ρ/M and r¯ := r/R. The definition of e5 in Eq. (7.23) and the differential equation (7.24a) imply
that the integrand is
ρ¯(e1 + 2e5)r¯
2 =
(
r¯3ρ¯e1
)′
, (C4)
in which a prime indicates differentiation with respect to r¯. Integration is immediate, and the vanishing of ρ¯ at r¯ = 1
guarantees that
aCMa = 0. (C5)
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