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Resumen: El objetivo de este trabajo es desarrollar una metodolog´ıa para la de-
teccio´n y clasificacio´n de nombres propios (NP) en las categor´ıas de antropo´nimo,
topo´nimo y nombre de organizacio´n. La hipo´tesis sobre la que se basa la investigacio´n
es que el contexto de aparicio´n de los NP –definido como las n palabras previas– as´ı
como los elementos que componen el NP mismo, pueden aportar pistas para predecir
el tipo de entidad. Para tal fin, se disen˜o´ un algoritmo de clasificacio´n supervisado
que se entrena con un corpus ya anotado por otro sistema, que en el caso de nuestros
experimentos fue la suite de analizadores de idiomas FreeLing anotando el corpus
de la Wikipedia en castellano. En el entrenamiento, nuestro sistema aprende a rela-
cionar tipos de entidades con palabras del contexto as´ı como las que componen los
NP anotados. Se evalu´an los resultados en el corpus CONLL-2002 y tambie´n con
un corpus de geopol´ıtica perteneciente a la revista Le Monde Diplomatique en su
edicio´n en castellano. Se compara adema´s el desempen˜o en ese corpus de distintos
sistemas de extraccio´n y clasificacio´n de NP en castellano.
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Abstract: The purpose of this research is to develop a methodology for the detection
and categorisation of named entities or proper names (PPNN), in the categories of
geographical place, person and organisation. The hypothesis is that the context of
occurrence of the entity –a context window of n words before the target– as well as
the components of the PN itself may provide good estimators of the type of PN. To
that end, we developed a supervised categorisation algorithm, with a training phase
in which the system receives a corpus already annotated by another NERC system.
In the case of these experiments, such system was the open-source suite of language
analysers FreeLing, annotating the corpus of the Spanish Wikipedia. During this
training phase, the system learns to associate the category of entity with words of
the context as well as those from the PN itself. We evaluate results with the CONLL-
2002 and also with a corpus of geopolitics from the journal Le Monde Diplomatique
in its Spanish edition, and compare the results with some well-known NERC systems
for Spanish.
Keywords: Named entities, proper names, text linguistics
1 Introduccio´n
El presente art´ıculo sintetiza una investiga-
cio´n en curso cuyo objetivo es desarrollar una
metodolog´ıa de deteccio´n y clasificacio´n de
∗ Investigacio´n financiada por CONICYT (Gobierno
de Chile), Proyecto Fondecyt 11140686: “Induccio´n
automa´tica de taxonomı´as de sustantivos generales y
especializados a partir de corpus textuales desde el
enfoque de la lingu¨´ıstica cuantitativa”. Agradecemos
tambie´n a los revisores por sus comentarios.
nombres propios (NP) o named entities, tal
como se conocen generalmente en la comuni-
dad del Procesamiento del Lenguaje Natural
(PLN). La tarea se descompone en dos fases
que se resuelven de manera independiente pe-
ro consecutiva: en primer lugar la deteccio´n
del NP, que incluye el problema de su deli-
mitacio´n, y luego su clasificacio´n en las cate-
gor´ıas de antropo´nimos, topo´nimos y nom-
bres de organizaciones. Identificamos como
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POL a nuestro algoritmo por Persona, Or-
ganizacio´n, Lugar.
Basa´ndonos en el trabajo previo de Arria-
gada (2016), la hipo´tesis en la que la inves-
tigacio´n se basa es que el contexto de apari-
cio´n de los NP –definido como las n palabras
previas– adema´s de las palabras que compo-
nen el NP mismo, pueden aportar elementos
predictores del tipo de entidad. Por ejemplo,
un verbo, un adverbio o un adjetivo, pue-
den ofrecer pistas respecto al tipo de entidad
que acompan˜an cuando esta´n en una relacio´n
predicado/argumento con un NP (De Miguel,
1999). As´ı, cabe esperar que el sujeto de un
verbo como considerar sea un sujeto humano.
Incluso sin ana´lisis sinta´ctico, se hipotetiza
que la mera coocurrencia de estos elementos
puede aportar informacio´n u´til.
El disen˜o experimental para poner a prue-
ba esta hipo´tesis se basa en el desarrollo de un
algoritmo supervisado, con una etapa de en-
trenamiento en que recibe texto anotado por
otro sistema, y una etapa de prueba en la que
detecta y clasifica entidades en texto sin ano-
tar. Durante el entrenamiento, el algoritmo
aprende a relacionar palabras que componen
los NP y las que aparecen en el contexto de
estos con la categor´ıa de entidad asignada por
el otro sistema. En el caso de los experimen-
tos descritos en este art´ıculo, ese sistema es
la suite de analizadores de idiomas FreeLing1
(Carreras et al., 2004), pero podr´ıa utilizarse
otro sistema sin inconveniente y, al menos en
teor´ıa, incluso una anotacio´n manual, aunque
esto ser´ıa poco pra´ctico debido a los volu´me-
nes de datos que se requieren. En los experi-
mentos aqu´ı descritos, se utilizo´ como corpus
de entrenamiento la Wikipedia en castellano.
Nuestro enfoque tambie´n asume el supues-
to de partida de la lingu¨´ıstica textual de la
correspondencia entre un referente y un tex-
to, es decir que todas las menciones de un NP
en un texto refieren a una misma entidad. Por
tal motivo, el ana´lisis procede con un texto a
la vez y no un corpus como aglomeracio´n de
varios textos.
Los resultados muestran una tasa de acier-
to en las tareas de deteccio´n y clasificacio´n de
entidades comparables a las de los sistemas
ma´s conocidos. Cabe destacar, adema´s, la
simplicidad de la metodolog´ıa ya que, al con-
trario de herramientas como FreeLing, no uti-
liza ningu´n tipo de pre ni post procesamiento
1http://nlp.lsi.upc.edu/freeling/
de los textos. No requiere lematizacio´n, eti-
quetado morfolo´gico ni ana´lisis sinta´ctico.
En el sitio web que acompan˜a a este
art´ıculo se ofrece una implementacio´n del
algoritmo en co´digo abierto, en forma de
dos scripts Perl, uno para entrenamiento y
otro para clasificacio´n. Los dos scripts son
muy sencillos, con menos de 100 l´ıneas ca-
da uno. Adema´s del co´digo, ofrecemos una
demo en l´ınea en la que se puede compa-
rar el desempen˜o con otros clasificadores:
http://www.tecling.com/pol
2 Marco teo´rico
El NP ha sido estudiado por disciplinas tan
diversas como la geograf´ıa lingu¨´ıstica, la fi-
losof´ıa, la grama´tica comparada, la lexico-
log´ıa y la traductolog´ıa, entre otras. Ofrece-
mos a continuacio´n una breve caracterizacio´n
del NP y una s´ıntesis del trabajo relacionado
que se ha producido en el a´mbito del PLN.
2.1 Caracter´ısticas de los NP
En la teor´ıa lingu¨´ıstica existe consenso res-
pecto a algunos rasgos protot´ıpicos que ca-
racterizan al NP (Ferna´ndez Leborans, 1999;
RAE, 2009), entre los que podemos encontrar
los siguientes: 1) Introduccio´n mediante
mayu´scula: al menos en castellano y otras
lenguas europeas, el NP se distingue gra´fica-
mente del nombre comu´n (NC) por medio de
este rasgo2; 2) Flexio´n fija: el NP se distin-
gue en general del NC por carecer de flexio´n,
salvo en casos muy espec´ıficos como los co-
mentados por Coseriu (1982) donde el plural
de los NP es indicio de un uso que se asimi-
la al de un NC (ej.: En la galer´ıa se exhiben
varios Picassos); 3) Monorreferencialidad
o unicidad referencial: ser´ıa un defecto de
forma que en un mismo texto un NP hiciera
referencia a entidades distintas sin adverten-
cia por parte del autor. Esto conlleva el hecho
de que el NP no requiera el uso de art´ıcu-
lo (definido o indefinido) y que de hecho su
uso sin art´ıculo sea normativo en todos los
contextos (*El Jorge Luis Borges...3); 4) Fal-
ta de significado le´xico: los NP no poseen
significado sino referencia (Russell, 1905) y
2Esto no es as´ı en alema´n, donde la mayu´scula
inicial es rasgo distintivo de la categor´ıa gramatical
nombre en general (Das Auto).
3A pesar de esto, el habla coloquial en Barcelona
o regiones como Cuyo en Argentina registra el uso
de art´ıculo en el NP, posiblemente por influencia del
catala´n.
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por esta razo´n no aparecen en los dicciona-
rios lexicogra´ficos, a menos que su uso pase
a denominar una clase en lugar de un parti-
cular, como suele suceder por ejemplo en el
caso de las marcas comerciales (Comprar un
kleenex ); 5) Imposibilidad de traduccio´n
exacta: la traduccio´n o transliteracio´n de los
NP es a menudo problema´tica a menos que se
trate de nombres ya convencionalizados (ej.
Miguel/ Michael/ Mijail).
Estos o algunos de estos rasgos, que son
inherentes a los NP, podr´ıan ser objeto de
intere´s para detectarlos y clasificarlos. Otros
rasgos, aunque menos estudiados, podr´ıan
servir tambie´n, como por ejemplo un patro´n
de coocurrencia caracter´ıstico del NP. Esta es
una de las variables que se pretende explorar
en este trabajo, como indicador del valor o
funcio´n referencial de una unidad le´xica.
2.2 Deteccio´n/clasificacio´n de NP
En el campo del PLN, el reconocimiento y
la clasificacio´n de NP tiene una larga histo-
ria en aplicaciones de recuperacio´n o extrac-
cio´n de informacio´n y en la bu´squeda de res-
puestas, dentro de la especialidad del named
entity recognition & classification (Manning,
Raghavan, y Schu¨tze, 2008). Existen en la
actualidad diversos sistemas para detectar y
clasificar los NP, que en esta comunidad dis-
ciplinaria se denominan de manera gene´rica
“entidades nombradas”. Las categor´ıas son
principalmente las de antropo´nimo, topo´ni-
mo o nombre de organizacio´n, aunque en ri-
gor las entidades nombradas incluyen tam-
bie´n fechas y signos diversos para designar
valores o cantidades. Sin embargo, las clasifi-
caciones pueden ser incluso ma´s finas, como
las exhibidas por Nadeau y Sekine (2007).
Un antecedente importante en la historia
de este tipo de sistemas es el trabajo reali-
zado en las Message Understanding Confe-
rences (MUC) celebradas desde 1987, donde
se demuestra que el reconocimiento de enti-
dades es un componente fundamental de los
sistemas de extraccio´n de informacio´n, que
requiere tanto del ana´lisis le´xico, sinta´ctico y
en algunos casos hasta textual (Grishman y
Sundheim, 1996; Wilks, 1998). T´ıpicas estra-
tegias utilizadas entonces y en la actualidad
son el uso de trigger-words o palabras asocia-
das a un tipo de entidad, como “Inc.” en el
caso de las corporaciones, y las gazetteer, o
listados de NP de distinto tipo.
Otro hito particularmente importante en
el caso de la lengua castellana fue la celebra-
cio´n de la Conference on Computational Na-
tural Language Learning (CoNLL-2002) por
la tarea de reconocimiento de entidades uti-
lizando un corpus de la agencia de noticias
EFE (Tjong Kim Sang, 2002). Este corpus
se convirtio´ en un esta´ndar para medir el
desempen˜o de los clasificadores que apare-
cieron despue´s, e impuso la notacio´n BIO
(Ramshaw y Marcus, 1995; Tjong Kim Sang
y Veenstra, 1999) para determinar el comien-
zo de un NP (B), su interior (I) o su finaliza-
cio´n (0).
Carreras, Ma`rquez, y Padro´ (2002) obtu-
vieron el mejor desempen˜o en esta compe-
tencia con un algoritmo de aprendizaje au-
toma´tico (AdaBoost) y utilizando distintas
pistas tales como las palabras del contexto,
las categor´ıas gramaticales, rasgos ortogra´fi-
cos, as´ı como las trigger-words y gazetteers.
Reportaron un 79 % de precisio´n y cobertura
en la deteccio´n y un 81 % tambie´n en am-
bos valores en la clasificacio´n, valores cerca-
nos a los de algunos competidores como Flo-
rian (2002) con 78 % de precisio´n y 79 % de
cobertura en la tarea de clasificacio´n. Padro´
y Padro´ (2005) intentaron un modelo ma´s
econo´mico en te´rminos computacionales, ba-
sado en el algoritmo Causal-States Splitting
Reconstruction, aunque sin llegar a superar
esos resultados. Gamallo et al. (2014), pre-
sentando el programa CitiusNEC, describen
una propuesta ma´s compleja y de alto cos-
te computacional, que integra diversas estra-
tegias y que, sin embargo, tampoco supe-
ran los resultados informados por Carreras,
Ma`rquez, y Padro´ (2002). Agerri, Bermudez,
y Rigau (2014) son los que ma´s se acercan,
con una propuesta basada en el algoritmo de
aprendizaje automa´tico Maximum Entropy.
Sen˜alamos, sin embargo, el riesgo de evaluar
siempre con ese mismo corpus ya que cuando
se utilizan corpus distintos, y especialmen-
te de otros ge´neros, las cifras de desempen˜o
var´ıan significativamente (van Hooland et al.,
2015).
Se ha avanzado mucho desde las prime-
ras conferencias MUC, y sin embargo el ni-
cho de investigacio´n continu´a abierto hasta
la actualidad, pues los sistemas de ana´lisis
au´n no alcanzan su plenitud de desarrollo.
Quedan adema´s algunas lagunas. Si bien dis-
ponemos de algunos ana´lisis detallados como
el de Tkachenko y Simanovsky (2012) en cor-
pus en ingle´s, queda por hacer un estudio del
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peso relativo que tienen los distintos elemen-
tos gramaticales que acompan˜an al NP, como
ser´ıa el caso de la colocacio´n verbo-nominal,
l´ınea que sigue abierta a pesar de que Grish-
man y Sundheim (1996) ya la mencionaban.
Otro vac´ıo que se puede percibir en la litera-
tura es la escasez de estrategias basadas en
el enfoque de la lingu¨´ıstica textual, ya que en
general no consideran al texto como unidad
comunicativa con sentido completo (van Dijk,
1992). En el sentido ma´s elemental, de esto
se desprende por ejemplo que si una entidad
es mencionada ma´s de una vez dentro de un
texto, cabe esperar que la referencia sea la
misma en cada mencio´n.
De todo el trabajo relacionado, el de Solo-
rio (2004) es el que ma´s se parece al presente
art´ıculo. Ella tambie´n utiliza FreeLing como
una “caja negra” con la cual entrenar un cla-
sificador. En su caso, el clasificador es Sup-
port Vector Machines y las pistas para el en-
trenamiento son las categor´ıas gramaticales
de las dos palabras anteriores y posteriores a
la palabra analizada. Se puede decir, por tan-
to, que en este art´ıculo exploramos y desarro-
llamos algunas consecuencias y variantes de
esta idea.
La Tabla 1 exhibe los sistemas que uti-
lizamos para evaluar el desempen˜o de nues-
tro me´todo. Adema´s de FreeLing y Citius-
NEC, son Stanford-NERC (Finkel, Grenager,
y Manning, 2005), una implementacio´n de un
algoritmo basado en el muestreo de Gibbs, y
Semantria, un producto comercial de la em-
presa Lexalytics4, basado en aprendizaje au-
toma´tico (Conditional Random Fields), ex-
presiones regulares y extensas bases de datos







Tabla 1: sistemas utilizados en la evaluacio´n
3 Metodolog´ıa
La metodolog´ıa se basa en el disen˜o de un al-
goritmo de clasificacio´n supervisado que, en
una etapa de entrenamiento, recibe un cor-
pus anotado y, en la etapa de prueba, utiliza
4https://www.lexalytics.com/
este aprendizaje para detectar y clasificar NP
en corpus sin anotar. Describimos a continua-
cio´n materiales y procedimiento.
3.1 Materiales utilizados
Los materiales utilizados son un etiquetador
de nombres propios, en nuestro caso Free-
Ling, y un corpus para utilizar como entre-
namiento, en este caso la Wikipedia en caste-
llano5 (aprox. 586 millones de tokens). Cabe
aclarar que esto incluye solamente el texto,
es decir que se descartan todos los metadatos
y la estructura de categor´ıas de este recurso.
No es necesario, por tanto, que el algoritmo
se entrene u´nicamente con la Wikipedia, ya
que podr´ıa ser entrenado con cualquier otro
corpus que tenga un taman˜o similar. Adema´s
de este recurso, tambie´n realizamos pruebas
con el corpus de enegramas de Google Books
(Lin et al., 2012) como una fuente para ex-
traer nombres propios, aunque esto no es in-
dispensable. Recalcamos que estos recursos
solo se requieren durante la fase de entrena-
miento ya que, una vez entrenado, el sistema
funciona de manera completamente indepen-
diente.
Para la evaluacio´n utilizamos el ya men-
cionado corpus CONLL-2002 (53.049 tokens)
y un segundo corpus que confeccionamos a
partir de una muestra intencionada de 8
art´ıculos del perio´dico Le Monde Diploma-
tique en su edicio´n en castellano (21.205 to-
kens). Las razones para utilizar este segun-
do corpus son diversas. En primer lugar, el
corpus CONLL-2002 es menos apropiado pa-
ra nuestra evaluacio´n porque nuestro sistema
esta´ disen˜ado para analizar textos individua-
les. Otro motivo es disponer de un corpus de
taman˜o ma´s reducido que nos permitiera te-
ner mayor control para un ana´lisis cualitati-
vo y un control riguroso de lo que ocurre, ya
que el corpus de CONLL-2002 contiene una
considerable tasa de error en el etiquetado.
Finalmente, un corpus de naturaleza tan dis-
tinta al de entrenamiento muestra un esce-
nario ma´s realista. En este caso, un corpus
de geopol´ıtica es especialmente exigente por
las mu´ltiples referencias a figuras pol´ıticas,
territorios y organizaciones en situaciones di-
versas.
3.2 Procedimiento
La metodolog´ıa se divide primero en fases de
entrenamiento y clasificacio´n, y luego cada
5https://dumps.wikimedia.org/eswiki/20160920/
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una de estas se divide a su vez en dos.
3.2.1 Fase de entrenamiento
El entrenamiento tiene una primera fase ma´s
simple de recoleccio´n de NP y una segunda
en la que asocia la categor´ıa asignada por el
otro sistema a cada NP con sus componentes
y con elementos del contexto.
a) Extraccio´n de un listado de NP:
el primer paso consiste en obtener un listado
de nombres propios, para lo cual utilizamos
el corpus de enegramas Google Books (Lin
et al., 2012) debido a su gran taman˜o y li-
bre disponibilidad. Para extraer los nombres
propios se definio´ un coeficiente r (ecuacio´n
1) que expresa la razo´n entre la frecuencia
de una unidad le´xica j escrita con mayu´scu-






rj ≥ u→ j ∈ NP (2)
Luego, (2), se considero´ como pertenecien-
te al conjunto de los NP a cualquier unidad
j con un coeficiente r superior a un umbral
arbitrario u6.
b) Registro de las palabras del con-
texto: el paso anterior permite extraer lista-
dos de nombres propios, pero nuestro me´todo
requiere tambie´n asociar estos nombres a una
categor´ıa. Como ya se menciono´, esta parte
del aprendizaje consiste en relacionar el vo-
cabulario que aparece en el contexto del NP
(en una ventana de n palabras) con los ti-
pos de entidades. Para esta parte del entrena-
miento utilizamos el corpus de la Wikipedia
etiquetado previamente con el clasificador de
entidades de FreeLing. A modo ilustrativo,
conside´rese la Tabla 2 con un ejemplo de un
fragmento de texto etiquetado.
Una considerable proporcio´n de las apa-
riciones de Ottawa y Toronto contendra´n la
palabra ciudad en su contexto inmediato, y
lo mismo ocurrira´ en el caso de muchas otras
6En la versio´n original del art´ıculo defin´ıamos un
umbral u de 0.8, lo que resulta en un algoritmo muy
conservador (Tabla 3). Por sugerencia de los evalua-
dores, experimentamos con u = 0 y obtuvimos un
mejor equilibrio entre precisio´n y cobertura. No eli-
minamos esta parte del art´ıculo, sin embargo, porque


















Tabla 2: ejemplo del ana´lisis de FreeLing en la
clasificacio´n de entidades
ciudades. Esto sugiere que la aparicio´n de es-
ta palabra en el contexto de estos NP ser-
vira´ como predictor de que dicho NP sea un
topo´nimo.
Del entrenamiento se deriva entonces un
modelo que registra la frecuencia de aparicio´n
del vocabulario en el entorno de cada clase de
NP. Podemos representar este modelo como
una estructura de datos dividida en las tres
claves que hemos considerado: P para la ca-
tegor´ıa de persona, O para organizacio´n y L
para lugar (opcionalmente se puede incluir la
categor´ıa “otros”). As´ı, cuando en el entre-
namiento el sistema encuentra una instancia
de NP a la que se ha asignado una determi-
nada categor´ıa, se registrara´n en cada caso
las palabras que ocurren en las n posiciones
anteriores, si es que estas no pertenecen a la
lista de exclusio´n S, que contiene signos de
puntuacio´n y gramemas de alta frecuencia.
La funcio´n L (3) registra los elementos
contextuales indicadores de lugar, aunque la






1 if j ∈ Ci ∧ j /∈ S
0 otherwise
(3)
Por cada elemento i del conjunto C de
contextos de aparicio´n de los NP de cate-
gor´ıa L en el entrenamiento, con n = card(C),
se registra la frecuencia del elemento contex-
tual j, que podr´ıa ser por ejemplo la pala-
bra ciudad. Por simplicidad, representamos el
contexto Ci como un conjunto y no como se-
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cuencia de palabras, ignorando por tanto po-
sicio´n y distancia. Registramos adema´s solo
la frecuencia absoluta. No hay normalizacio´n,
lematizacio´n ni etiquetado morfosinta´ctico.
Solo se registran las formas flexionadas de las
palabras tal como aparecen en el corpus sin
distinguir categor´ıas gramaticales.
c) Registro de componentes del NP:
Adema´s de las palabras del contexto, de ma-
nera independiente el algoritmo asocia tipo
de entidad con los componentes del mismo
NP, con la misma meca´nica que en el caso
de los elementos del contexto. En el caso de
un antropo´nimo, por ejemplo, tendr´ıamos la
distincio´n entre nombres de pila y apellidos.
De esta manera, si en el corpus de entrena-
miento se ha observado en reiteradas ocasio-
nes que el componente Vincent forma parte
de entidades que han sido clasificadas como
antropo´nimos, entonces el sistema tendra´ in-
dicios para clasificar luego un nombre como
Vincent Heredia, aunque este u´ltimo nunca
haya aparecido en el corpus de entrenamien-
to.
3.2.2 Fase de deteccio´n y clasificacio´n
A partir de texto no anotado, la primera fase
consiste en la deteccio´n de los NP, delimitan-
do principio y final, para su posterior clasifi-
cacio´n en las categor´ıas ya mencionadas.
Para la primera parte se analiza de ma-
nera secuencial cada palabra del corpus de
entrada, definida como una pieza le´xica entre
espacios en blanco o signos de puntuacio´n. Si
una palabra aparece con mayu´scula inicial y
no cumple un patro´n de nu´mero romano ni
adverbio y no ha recibido normalmente eti-
quetas distintas a la de NP en el corpus de
entrenamiento, se declara el comienzo de un
posible NP. Si la siguiente palabra comienza
con minu´scula y no es un gramema, entonces
se delimita el final del candidato a NP. Esto
permite la deteccio´n correcta de secuencias
como Ciudad del Cabo, Isla de Pascua, etc.
De estar definido el para´metro u, ser´ıan des-
cartados los candidatos que no tengan al me-
nos un componente que haya sido visto for-
mando parte de un NP en el corpus de entre-
namiento.
Luego, la etapa de clasificacio´n consiste en
dos partes. Primero, por cada componente j
del NP, se seleccionara´ la categor´ıa Kj que
registre la frecuencia ma´s alta para ese ele-
mento (4). As´ı, si j es V incent, entonces Pj
registrara´ probablemente el valor ma´s alto.
Kj = max(Pj , Oj , Lj) (4)
La segunda etapa es ide´ntica a la anterior,
con la u´nica diferencia de que no son las pala-
bras del NP mismo las que se consideran sino
las que aparecen en las n posiciones anterio-
res. Es en este punto donde cobra importan-
cia tomar el texto completo como unidad de
ana´lisis en lugar de usar un contexto u´nica-
mente oracional, porque esto quiere decir que
se estudian todas las menciones de la entidad
en el texto y se dispone de ma´s elementos
para tomar la decisio´n sobre su categor´ıa.
Para la decisio´n final se procede por vo-
tacio´n simple, lo cual trae aparejeado el pro-
blema de los empates. En el caso de un NP
de dos palabras, cada componente podr´ıa ser
clasificado de manera distinta. Y siendo dos
clasificadores (contexto y componentes) hay
casos en que un mismo NP es clasificado de
manera distinta. Una funcio´n de desempate
calcula la certeza k de cada clasificador como
la razo´n entre su primera y su segunda opcio´n
(k = O1O2 ), y otorga precedencia el clasificador
que se muestre ma´s seguro.
4 Resultados
Presentamos a continuacio´n una evaluacio´n
comparativa de los resultados tomando como
referencia los sistemas presentados en otros
trabajos. Evaluamos primero midiendo por-
centajes de precisio´n y cobertura en la de-
teccio´n de NP en el corpus CONLL-2002 en
comparacio´n con los de sistemas ma´s conoci-
dos, tal como son reportados por Gamallo et
al. (2014). La Tabla 3 informa los valores to-
tales que se obtienen con el script conlleval.pl
que proveen los organizadores de CONLL-
2002, y el distinto desempen˜o segu´n co´mo se
ajusten los para´metros u y n.
Sistema precisio´n cobertura F1
CitiusNEC 67.47 66.33 66.89
FreeLing 3.1 75.08 76.60 75.98
POL u = 0,8 90.24 53.56 67.21
POL ¬u ∧ n = 1 76.04 81.52 78.68
POL ¬u ∧ n = 2 75.95 82.78 79.22
POL ¬u ∧ n = 3 76.06 83.28 79.51
POL ¬u ∧ n = 4 76.03 83.33 79.51
OpenNLP 78.96 79.09 79.02
Tabla 3: Evaluacio´n comparativa de los diversos
sistemas para la deteccio´n de NP en el corpus
CONLL-2002
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En general se aprecia que los resultados
son similares a los informados por otros au-
tores, excepto cuando se define un u alto, que
resulta en alta precisio´n y baja cobertura.
Repetimos los experimentos utilizando el
segundo corpus de evaluacio´n, el de la revis-
ta Le Monde Diplomatique, y comparamos el
desempen˜o en ese corpus con los cinco siste-
mas NERC mencionados en la Tabla 1. Pa-
ra ello, los autores detectamos y clasificamos
manualmente todos los NP en este corpus, re-
visando mutuamente nuestra anotacio´n para
evitar posibles casos de desacuerdo. Este pro-
cedimiento arrojo´ un total de 537 entidades
distintas. La Tabla 4 muestra los resultados
de la deteccio´n (Pol con n = 3). Se aprecia
que en general los valores son comparables,
con un patro´n similar al caso anterior. POL
con u = 0,8 es preciso pero excesivamente
conservador, y Semantria muestra esta ten-
dencia de manera incluso ma´s acusada.
Sistema preciso´n cobertura F1
CitiusNEC 67 88 76
FreeLing 3.1 74 88 80
FreeLing 4.0 77 88 82
POL u = 0,8 83 66 73
POL ¬u 74 79 76
Semantria 94 38 54
Stanford 73 76 74
Tabla 4: Evaluacio´n comparativa de los diversos
sistemas para la deteccio´n de NP en el corpus de
Le Monde Diplomatique en castellano
Sistema Correctos Totales Precisio´n
CitiusNEC 336 477 70
FreeLing 3.1 358 476 75
FreeLing 4.0 359 477 75
POL u = 0,8 273 358 76
POL ¬u 302 429 70
Semantria 179 205 87
Stanford 313 409 76
Tabla 5: Evaluacio´n comparativa de los diversos 
sistemas en la clasificacio´n de las entidades antes 
detectadas en el corpus de Le Monde Diplomati-
que en castellano
En la Tabla 5 se exhiben los resultados
de la tarea de clasificacio´n de las entidades
que han sido previamente detectadas por ca-
da sistema. En este caso tambie´n, Semantria
lleva la delantera en precisio´n, aunque la co-
bertura es muy escasa. El resto de los siste-
mas muestra una precisio´n similar.
Las limitaciones de espacio impiden la in-
clusio´n de ma´s variantes en los para´metros,
pero las que probamos, como el uso del con-
texto derecho, no ofrecen mejores resultados.
Tampoco podemos ofrecer un ana´lisis porme-
norizado de los errores que pudimos obser-
var en los resultados de los distintos sistemas
evaluados, aunque en general podemos resal-
tar, en la tarea de deteccio´n, la dificultad de
desambiguar palabras que se introducen con
una mayu´scula pero no son NP ni ejercen fun-
cio´n de sustantivo en la oracio´n, lo que suce-
de particularmente en CitiusNEC y las dos
versiones de FreeLing, estas dos u´ltimas muy
similares entre s´ı.
En cuanto a la tarea de clasificacio´n, son
fuente de problemas los casos de polisemia
regular, donde resulta dif´ıcil distinguir por
ejemplo si un NP actu´a como un topo´nimo o
nombre de organizacio´n. En al caso de nues-
tro algoritmo, el error ma´s frecuente es clasi-
ficar nombres de organizaciones que tambie´n
aplican a nombres de personas, como Louis
Vuitton.
5 Conclusiones y trabajo futuro
Hemos presentado una metodolog´ıa para de-
teccio´n y clasificacio´n de NP por medio de un
algoritmo que se entrena con los resultados de
otro sistema. La propuesta se caracteriza por
su simplicidad y bajo coste computacional al
no requerir ningu´n procesamiento del corpus.
El corpus CONLL-2002 se procesa en menos
de un segundo en un PC de escritorio, lo cual
representa una ventaja importante. En cuan-
to a desempen˜o, la evaluacio´n comparativa
demuestra que es comparable al de otros sis-
temas ma´s complejos. Los resultados sugie-
ren que un enfoque cuantitativo de este tipo
con entrenamiento y test es adecuado, ya que
extrae los datos directamente del corpus y
no de la introspeccio´n del investigador, como
los modelos basados en reglas. La simplicidad
del me´todo, adema´s, facilita su portabilidad
a otras lenguas con menos recursos.
Como trabajo futuro, debemos continuar
experimentando con distintos taman˜os y ti-
pos de ventanas de contexto y de corpus de
entrenamiento, as´ı como reproducir los expe-
rimentos en otras lenguas. Otra v´ıa de inves-
tigacio´n es estudiar el poder predictor de las
unidades del contexto en funcio´n de su ca-
tegor´ıa gramatical y tambie´n en funcio´n de
las relaciones sinta´cticas que contraen los ele-
mentos del contexto con el NP.
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