This paper studies the analytical properties of the reinforcement learning model proposed in Erev and Roth (1998) , also termed cumulative reinforcement learning in Laslier et al (2001) . This stochastic model of learning in games accounts for two main elements: the law of effect (positive reinforcement of actions that perform well) and the law of practice (the magnitude of the reinforcement effect decreases with players' experience).
Introduction
Over the last two decades there has been a growing body of research within the field of experimental economics aimed at analyzing learning in games. Various learning models have been fitted to the data generated by experiments with the aim of providing a learning based foundation to classical notions of equilibrium. The family of stochastic learning theories known as positive reinforcement seem to perform particularly well in explaining observed behaviour in a variety of interactive settings. Although specific models differ, the underlying idea of these theories is that actions that performed well in the recent past will tend to be adopted with higher probability by individuals who repeatedly face the same interactive environment. Despite their wide applications, however, little is known on the analytical properties of this class of learning models.
Consider for example a normal form game that admits a strict Nash equilibrium. Suppose players have almost learned to play that equilibrium, meaning that they have been playing for some time and their behaviour is close to that equilibrium prescription. Since the equilibrium is strict, any unilateral deviation will necessarily lead to lower payoffs. One would hence expect players to consistently reinforce their choice of their equilibrium action and, by this doing, to eventually learn to play that Nash equilibrium. This seems to be a basic requirement for a learning theory. Yet, it is not satisfied by some reinforcement learning models (e.g. the Cross model as studied in Börgers and Sarin (1997) ), and most results available to date can only guarantee that in some reinforcement learning models, it may (e.g. the Erev and Roth model analyzed in Hopkins (2002) , Beggs (2005) and Laslier et al. (2001) ). This paper complements this literature by providing sufficient conditions under which a strict Nash equilibrium is reached with probability one.
We study the stochastic reinforcement learning model introduced by Roth and Erev (1995) and Erev and Roth (1998) , also termed cumulative proportional reinforcement in Laslier et al. (2001) . In this model, there is a finite number of players who are to repeatedly play a normal form game with strictly positive payoffs. At each round of play, players choose actions probabilistically, in a way that accounts for two main features. The first effect (labelled the Law of Effect) is the positive reinforcement of the probability of choosing actions that have been played in the previous round of play, as a function of the payoff they led to. The second effect (labelled the Law of Practice) is that the magnitude of this reinforcement is endogenously decreasing over time.
The main results of this paper show that, if players have been learning for sufficiently long, and if play is found close to a strict Nash equilibrium of the underlying game, then players will learn to play it with probability one. While doing so, they will in fact choose actions in a way that is close to a deterministic multi-population replicator dynamics. The latter dynamics have been studied extensively in biology, as well as in economics. The reinforcement learning process we model offers a micro-foundation for replicator dynamics, by showing that they provide a good approximation of the stochastic process of learning that players use to update their action choices. Specifically, our results exploit the fact that in proximity of a strict Nash equilibrium, convergence of the deterministic replicator dynamics occurs at an exponentially fast rate. As in our learning process the step size decreases endogenously, over time (due to the Law of Practice), we are able to define a timescale over which the stochastic component of the reinforcement learning process, which in principle could move the process away from any equilibrium, is in fact overcome by this deterministic effect. 1
The results we obtain rely on stochastic approximation techniques (Ljung (1978 ), Arthur et al. (1987 ), (1988 , Benaim (1999) ) to establish the close connection between the reinforcement learning process and the underlying deterministic replicator equation. We show that, up to an error term, the behaviour of the stochastic process is well described by a system of discrete time difference equation of the replicator type (Lemma 4). The main result (Theorem 1) shows that if the trajectories of the underlying system of replicator equations converge sufficiently fast and if the learning process has been going on for sufficiently long, then the probability that all the pathwise realizations of the learning process over a given spell of time, possibly infinite, lie within a given small distance of the solution path of the 1 A more detailed account of this logic is offered in Section 4.
replicator dynamics, becomes arbitrarily close to one. The property of fast convergence, as required in the main result, is always satisfied in proximity 2 of a strict Nash equilibrium of the underlying game (Remark 2) and is sufficient to guarantee that the approximation error converges uniformly over any spell of time.
A number of recent studies emphasize the fact that the deterministic replicator dynamics act as a driving force for several stochastic reinforcement learning process (Börgers and Sarin (1997) ), Laslier et al. (2001 ), Hopkins (2002 , Beggs (2005) ). These results are very compelling, in that they can be used to approximate the dynamics of these learning processes over any finite time interval. For example, Laslier et al (2001) , Lemma 1, applies results from Benaïm (1999) to show that the replicator dynamics act as an asymptotic-pseudotrajectories of the learning process. Since multi-population replicator dynamics are pulled towards asymptotically stable Nash Equilibria, these findings allow to show that the probability that the stochastic reinforcement process gets absorbed in any such state is strictly positive. This is surprising, as Nash behaviour yields even in an environment that imposes very minimal informational and computational requirements on players.
The limit of this approach is, however, that it provides only a partial characterization: as convergence does not necessarily obtain with probability one, it might very well be that the long run behaviour of the learning process is dramatically different from its finite time approximation. This is stressed, for example, in the analytical study of the Cross learning model of Börgers and Sarin (1997) , and is validated by the simulations presented in Izquierdo et al. (2007) . The results we obtain in this paper improve upon these findings by showing that, for the reinforcement learning model we study, the approximation in terms of replicator dynamics is suitable to describe its transient behaviour over finite time spells, as well as asymptotically. A direct implication is that we are able to identify sufficient conditions under which Nash behaviour obtains with probability one.
A fruitful line of research, alternative to ours, to address general properties of convergence to 2 More precisely, within an open subset of the basin of attraction of a strict Nash equilibrium, under deterministic multi-population replicator dynamics.
Nash equilibria of reinforcement learning models is to rule out convergence to all the other rest points of the replicator dynamics. As Hopkins and Posch (2005) note, this heuristic approach raises significant issues and can only be done on an ad hoc basis, typically for very simple games (see therein references for further clarifications on this issue). Relative to the above logic, our results provide a more direct and more general way to achieve the aim.
The paper is organized as follows. Section 2 describes the reinforcement learning model we study. Section 3 states the main result of this paper. Since the logic followed in the proof is more general and could fruitfully be applied to the study of other learning models, an explicit outline is provided in Section 4. Detailed proofs are instead contained in the Appendix. Finally, Section 5 contains some concluding remarks.
The model
Consider an N -player, M -action normal form game G ≡ ({i = 1, ..., N}; A i ; π i ), where A i = {j = 1, ..., M} is player i's action space and π i : N l=1 A l ≡ A → is player i's payoff function 3 . Given a strategy profile a ∈ A, we denote by π i (j, a −i ) the payoff to player i when (s)he chooses action j and all other players play according to a −i , where the subscript −i refers to all players other than i. Throughout the paper we assume that payoffs are strictly positive.
We shall think of player i's behaviour as being characterized by urn i, an urn of infinite capacity containing γ i balls, b i j > 0 of which are of colour j ∈ {1, 2, ..., M}. Clearly γ i ≡ j b i j > 0. We denote by x i j ≡ b i j /γ i the proportion of colour j balls in urn i. Player i behaves probabilistically in the sense that we take the composition of urn i to determine i's action choices and postulate that x i j is the probability with which player i chooses action j.
Behaviour evolves over time in response to payoff consideration in the following way. Let
x i j (n) be the probability with which player i chooses action j at step n = 0, 1, 2.... Suppose that (j, a −i (n)) is the profile of actions played at step n and π i (j, a −i (n)), shortened to π i j (n), is the corresponding payoff gained by player i who chose action j at step n. Then, exactly π i j (n) balls of colour j are added to urn i at step n. At step n + 1 the resulting composition of urn i, will be:
where σ i k (n) = π i j (n) for k = j (i.e. if action j is chosen at step n) and zero otherwise, and l = 1, 2, ...M. Although the interpretation in terms of urns is novel, the model is not: in the terminology of Roth and Erev (1995) the b i k (·) are called propensities, and, since γ i (n + 1) = γ i (0) + r=1,...,n l σ i l (r), this learning process is termed cumulative reinforcement learning in Laslier et al. (2001) .
The above new urn composition reflects two facts: first the proportion of balls of colour j (vs. k = j) increases (vs. decreases) from step n to step n + 1, formalizing a positive (vs. negative) reinforcement for action j (vs. action k), and second, since γ i appears at the denominator, the strength of the aforementioned reinforcement is decreasing in the total number of balls in urn i. It is usual to label the first effect as the Law of Effect (reinforcement) and the second as the Law of Practice.
To better understand the micro-foundation of this learning model, it is instructive to rewrite (1), by recalling that b i j (n) ≡ x i j (n)γ i (n), as:
where j denotes the action chosen at step n.
These equations show that conditional upon the strategy profile a(n) being played at step n, player i updates her choice probabilities to x i (n + 1) by taking a weighted average of x i (n) and a unit vector that puts mass one on action j (the chosen one) and mass zero on any other action k.
Step n weights depend on step n realized payoff and on step n total number of balls contained in urn i 4 .
Since the relative effect of payoffs on action choices becomes smaller as players gain more experience in the learning routine, gains decrease endogenously. Since payoffs are random, so are the updated weights given to payoffs experienced at any given point in time. Furthermore, since different players may get different streams of payoffs over time, each player's learning process may display a different sequence of decreasing gains.
Given an initial condition, [γ(0), x(0)], for any n > 0, the above choice probabilities define a stochastic process over the state space [x(n), γ(n)], described by the following system of
x lies in the Cartesian product of the N unit simplexes ∆ i . It can be easily checked that, conditional upon a realization of a(n) the system of equations (3) reproduces exactly the system of equations (2). Note that, by construction, the process is Markovian in the state variables [x(n), γ(n)].
In analogy with Hopkins and Posch (2005) , we re-label the system in terms of new variables µ i (n) ≡ n −1 γ i (n) and re-write the dynamics as a process with a constant step size, equal to n −1 . This leads to an N (M + 1) system, entirely analog to (3), in the new state variables
Let {n} denote the sigma algebra generated by{x(l); µ(l) l = 1, ..., n}. Consider the term in square brackets in the first of the equations in (4) and compute its expected value conditional
, it is the expected payoff to player i from playing action k at step n (given other players' choices). By the same
, it is the expected payoff to player i at step n. As a result:
where the term of the right hand side of this equation defines a (discrete time) system of deterministic replicator dynamics. Its continuous time version
and is a direct generalization of the Taylor (1979) multi-population replicator dynamics. It has been extensively studied in the literature on evolution, usually in the context of large population and random matching models (see for ex. Fudenberg and Levine (1998), Weibull (1995) , Benaim and Weibull (2003) and references therein) and has been applied to the study of learning models by Börgers and Sarin (1997) ), Posch (1997), Ianni (2007) , Hopkins (2002) , Vega-Redondo (2003), among others.
Lemma 2 in Hopkins and Posch (2005) shows that, under the assumption that payoffs are strictly positive, the ODEs associated with these dynamics are
and it can be easily seen that for µ i = ( l x i l π i l ) −1 (i.e., for stationary values of µ i s):
which corresponds exactly to the Maynard Smith replicator dynamics (see, for example, Weibull (1995) , and Beggs (2005)), where the excess payoff of action k over the average payoff to player i is renormalized by the latter quantity.
It is clear that the two types of replicator dynamics share the same rest points and it is known (see Hopkins (2002) and Hopkins and Posh (2005) ) that the two dynamics share the same set of asymptotically stable rest points. It is also known (see Ritzberger and Weibull (1995) ) that a stationary point is asymptotically stable in the Taylor's replicator dynamics if and only if it is a strict Nash equilibrium of the underlying game. What has not been exploited in the literature to date is an additional property of strict Nash equilibria under replicator dynamics: namely, the fact that different trajectories started within the basin of attraction of a strict Nash equilibrium, not only converge, but do so exponentially fast. This property will prove to be key to our results.
In the next Sections we shall state the main result we obtain and outline the logic of its construction.
The main result
Let I = {n l | l ≥ 0} be a collection of indices such that 0 < n 0 < n 1 < .... < n l < ..... Let x(n 0 ), x(n 1 ), .....x(n l ), .... denote a realization of the stochastic process (3) at steps n 0 , n 1 , ...., n l , .... Introduce the following fictitious time scale: let t l = k=n 0 ,n l−1 k −1 and ∆t l = t l+1 − t l . Consider the collection of points {(x(n l ), t l ) | n l ∈ I}. Suppose also that the solution of the system of differential equations (6), started at time t 0 with initial condition equal to x(n 0 ) is plotted against the same time scale.
The main result of this paper estimates the probability that all points x(n l ) for n l ∈ I simultaneously are within a given distance ε from the trajectory of the solution of the system of differential equations. In words, Theorem 1 shows that, if and whenever, the solutions of the system of differential equations (6) converge sufficiently fast, there exists constants ε, n that depend on the payoffs of the game, such that, for ε < ε and n 0 > n, the probability that all pathwise realizations of the process in I simultaneously lie in an ε-band of the trajectory of the ODE, becomes arbitrarily close to one.
Theorem 1 Consider the stochastic learning process x defined by system (3). Suppose payoffs of the underlying game are strictly positive. Let the system of ODE (6) denote a system of deterministic replicator dynamics and x(t, t 0 , x) denote any time t ≥ 0 solution, when the initial condition is taken to be x at time t 0 . Suppose that the following property holds over a compact set D ⊆ ∆:
with 0 < λ < 1 and |.| denoting the Euclidean norm.
Then there exists constants C, ε, n that depend on the game, such that, for ε < ε, n 0 > n and x(n 0 ) ∈ D:
Pr sup
for n l ∈ I = {n 0 , n 1 , ...... N }, where N = sup I n l .
The Theorem shows that the learning process stays close to the corresponding trajectory of the replicator dynamics with higher probability as n 0 increases, for a given ε.
The first important thing to notice is that, since the right hand side of inequality (10) is square summable, the statement holds for any N , possibly infinite. This amount to saying that, under the assumptions of the Theorem, the reinforcement learning process is stochastically approximated, to an arbitrarily high degree of precision 5 , by a replicator dynamics over any interval of the form [t, +∞[. This property is known not to hold for a learning process à la Cross as, there, the step size does not decrease endogenously.
The second important thing to notice is that the result holds, after some n, and it would not, in general, be correct to infer any global convergence property. Global convergence for models à la Erev and Roth could be established for games with a unique strict Nash equilibrium along the lines of Laslier et al. (2001) and Hopkins and Posch (2005) .
Next, condition (9) is shown to hold for any strict Nash equilibrium of the underlying game:
Remark 2 Let x * be a strict Nash equilibrium of G and denote its basin of attraction by: A straightforward implication of the above Remark is that if the stochastic process is found, at some step of its dynamics, in a suitably defined neighbourhood of a strict Nash equilibrium, then the probability with which the process converges to that Nash equilibrium can be made arbitrarily close to one.
Remark 3 Let x * be a strict Nash equilibrium of G and suppose x(n 0 ) ∈ B r (x * ), defined in Remark 2. Then, for n > n 0 :
Proof For N = ∞ in inequality (10) reads:
Hence:
An outline of the Proof
The technical proofs of the main results are contained in the Appendix. In this Section, we remark on the key ingredient that is novel, i.e. the use of the notion of exponential stability as applied to our non linear time varying system, and we outline the logic we follow.
We say that an equilibrium x = 0 is exponentially stable for d dt x(t) = f (x(t)) if there exists positive constants, c, k and γ, independent of the initial condition t 0 , such that
for all t ≥ t 0 ≥ 0 and for all | x(t 0 ) |< c. It can be shown (see Khalil (1996) ) that, for linear systems, this requirement is equivalent to asymptotic stability of the solution, holding uniformly with respect to the initial condition 6 .
Exponential stability is what will allow us to extend the approximation result to the infinite interval. To see this, consider any two solution trajectories, labelled as y(t) and z(t), with initial conditions y(t 0 ) and z(t 0 ) respectively. If the solutions are exponentially stable, then the following is an upper bound to the time t distance between the two trajectories:
where k, γ and β are positive constants. This bound is valid also on infinite time intervals
The main result relies on a series of Lemmas. Lemma 4 allows us to re-write the process x 6 We say that a solution x = 0 is stable if for each ε > 0 , there is δ = δ(ε, t 0 ) such that | x(t 0 ) |< δ ⇒ | x(t) |< ε for all t ≥ t 0 ≥ 0. We say that a solution x = 0 is asymptotically stable if it is stable and there is c = c(t 0 ) > 0 such that x(t) → 0 as t → ∞ for all | x(t 0 ) |< c. We say that a solution is uniformly asymptotically stable if c does not depend on t 0 , i.e. if for each ε > 0 there is T = T (ε) > 0 such that | x(t) |< ε for all t ≥ t 0 + T (ε) and for all | x(t 0 ) |< c. These definitions are standard and can be found for example in Khalil (1996) p. 134. 7 Note that this bound is tighter than the one obtained by applying the Gronwall-Bellman inequality:
where δ > 0 and L is the Lipschitz constant. This latter bound is valid only on compact time intervals, since the exponential term grows unbounded for t → ∞.
as:
for j(n) ≥ n + 1, where the last term can be made arbitrarily small by an appropriate choice of n, since it is the difference between two converging martingales.
Lemma 5 then proceeds to show that if the process is, at step n of its dynamics, within a small ρ-neighbourhood of some value x, then it will remain within a ρ-neighbourhood of x converge, then after this time interval, f (x(t + ∆t)) will be in some interval B ⊂ A, for all
x that started in A. Exponential stability guarantees that the distance between any two such trajectories will decrease over this time interval, the more so, the longer is the time interval. According to Lemma 5, the realization of the stochastic process will differ from the corresponding trajectories by a small quantity, say ±C, the more so, the smaller is the time interval. Hence the stochastic process will not diverge from its deterministic counterpart if
In order for this to hold, the time interval ∆t needs to be large enough to let the trajectories of the deterministic part converge sufficiently, but small enough to limit the stochastic effect. To this aim, Lemma 6 shows that if the realization of our process x(.) lies within ε distance from the corresponding trajectory of x(.) at time n l , then this will also be true at time n l+1 , provided ε is small enough to guarantee that ∆t l is a) big enough for any two trajectories of x(.) to converge sufficiently, and b) small enough to limit second order effects and the effects of the noise.
To conclude the proof of Theorem 1 it is then sufficient to estimate the probability that Lemma 5 holds simultaneously for all n l .
Conclusions
This paper studies the analytical properties of a reinforcement learning model that incorporates the Law of Effect (positive reinforcement of actions that perform well), as well as the Law of Practice (the magnitude of the reinforcement effect decays over repetitions of the game). The learning process models interaction, among a finite set of players faced with a normal form game, that takes place repeatedly over time. The main contribution to the literature relies on the full characterization of the asymptotic paths of the learning process in terms of the trajectories of a system of replicator dynamics applied to the underlying game. Regarding the asymptotics of the process, the paper shows that if the reinforcement learning model is found, after sufficiently many steps, in a neighbourhood of a strict Nash equilibrium, then convergence to that equilibrium will take place with probability arbitrarily close to one. As for the dynamics of the process, the results show that, from some time on, any realization of the learning process will be arbitrarily close to the trajectory of the replicator dynamics started with the same initial condition.
The convergence result we obtain relies on two main facts: first by explicitly modelling the Law of Practice, we are able to construct a fictitious time scale over which any realization of the process can be studied; second, the observation that whenever the solution of the system of replicator dynamics converge exponentially fast, the deterministic part of the process drives the stochastic dynamics. Both requirements are shown to be essential to establish the result.
We conclude with two further remarks. First, since the methodology we used is not specific to the reinforcement learning model analyzed in this paper, it could be fruitfully applied to the study of different learning models. This is an intriguing prospect in relation to the analogies between fictitious play and a perturbed version of reinforcement learning, identified in Hopkins (2002) , or to the study of the Experience Weighted Attraction model proposed in Camerer et al. (1999) . Second, and more technically, we conjecture that an alternative sufficient condition to achieve the results we obtain in this paper could rely on modelled fast convergence properties of the learning algorithm (for example a sequence of weights given by [γ(n)] −p for p > 1), rather than on those of the underlying deterministic dynamics (i.e. the
properties of the f (x(n)). Although conceptually this would amount to considering different learning models for which the micro-foundations used in this paper would not directly apply, the results of Benaïm (1999) on shadowing do support this conjecture.
Also, since:
it follows that, for all i and for all k:
As a result, we can now write:
where:
For n ≥ 2, for Ξ(0) ≡ 0, and for each given i, k we then construct:
Note that:
and since δ i k is bounded by 1 n [π] 2 , it follows that:
Hence, we can construct an auxiliary stochastic process:
where the series of which in the second term converges, and show that this is a supermartingale relative to {n}. By the convergence theorem for supermartingales, there exists a random variable Z(∞) and, for n → ∞, Z(n) converges pointwise to Z(∞) with probability one. Hence, also Ξ δ (n) converges to Ξ δ (∞) with probability one.
With regard to Ξ η (n), since E[η i k (n) | {n}] = 0, Ξ η (n) is a quadratically integrable martingale relative to {n}. Hence (see for ex. Karlin and Taylor (1975) , p. 282), there exists a random variable Ξ η (∞) and Ξ η (n) → Ξ η (∞) for n → ∞ a.s..
, the assert follows.
Lemma 5 Consider the reinforcement learning model defined by (3) Then there exists a value ∆t 0 (x , ρ) and a number N 0 = N 0 (x , ρ) such that, for ∆t < ∆t 0 and n > N 0 , x(k) ∈ B(x , ρ) for all n ≤ k ≤ m(n, ∆t).
Proof. By Lemma 4, for j(n) ≥ n + 1, the process can be re-written as:
and an upper bound for x(j(n)) can be constructed as follows.
Since the function f is Lipschitz in x:
where L is global Lipschitz constant. Hence, by letting ∆t(n, j(n)) ≡ j(n)−1 s=n s −1 we obtain:
|x(j(n))| ≤ |x(n)| + ∆t(n, j(n)) | f (x ) | + +∆t(n, j(n))L max
As for the last term, from Lemma 4 we know that, for all α > 0 there exists an n = n(α)
such that for all n > n(α) with probability one:
since these are differences between converging martingales. Now consider j(n) = m(n, ∆t), where m is such that lim n→∞ ∆t(n, m(n, ∆t)) = ∆t. Note that the number m is finite for any n and for any ∆t < ∞, since s s −1 = ∞ and s s −2 < ∞. Denote j(n)−1 s=n ε(s) by α(n) and suppose x(k) ∈ B(x , 2ρ) for all n ≤ k ≤ m(n, ∆t)−1.
Inequality (13) states that:
and, as a result, we can choose N 0 (ρ) = n( ρ 2 ) such that, for all n > N 0 , α(n) < ρ 2 and ∆t 0 (x , ρ) = ρ 2 (|f (x )| + 2Lρ) −1 > 0 and show that, for all ∆t < ∆t 0 and n > N 0 :
Hence if x(k) ∈ B(x , 2ρ) for all n ≤ k ≤ m − 1, this implies that also x(m) ∈ B(x , 2ρ). By induction it then follows that x(k) remains in B(x , 2ρ) also for all k up to m(n, ∆t) − 1.
Lemma 6 Beyond the assumptions of Lemma 5, suppose that the system of ODE (6) satisfies property (9) on a compact set D ⊆ ∆. Suppose x(n l ) ∈ D with probability one, and
Then,
Proof.
Let I = {n l | l ≥ 0} be a collection of indices such that 0 < n 0 < n 1 < .... < n l < n l+1 < ..... and let ∆t l = t l+1 − t l , with t l = n l−1 k=n 0 k −1 . Lemma 4 states that the value of the process at time n l+1 is given by:
x(n l+1 ) = x(n l ) + ∆t l f (x(n l )) + α(n l )
and Lemma 5 shows that, for ∆t l small and n l large, α(n l ) < ρ/2, meaning that if the process is started at x(n l ), it stays close to it for some time.
Solve the system of differential equations (6) from t l to t l + ∆t l Since f (.) is Lipschitz continuous:
where x(t + ∆t, t, x) denotes the solution at time t + ∆t, when the initial condition is taken to be x at time t and L is a constant.
Now take x(n l ) = x and compute the distance between the stochastic process at step n l+1 , x(n l+1 ), and the differential equation at time t l+1 , with initial condition x at time t l , x(t l+1 , t l , x) shortened to x l (l + 1) :
|x(n l+1 ) − x l (l + 1)| = |x(n l ) + ∆t l f (x(n l )) + α(n l ) − x l (l + 1)| ≤ L∆t 2 + α(n l )
As a result:
where the first term is the distance between two trajectories of the ODE, one started at
x(n 0 ) and one at x(n l ) at time t 0 and t l respectively, and the second term is the distance between the ODE and the stochastic process at time t l+1 . We know from Lemma 5 that the last two terms on the right hand side of (14) can be made arbitrarily small by an appropriate choice of ∆t l and n l . We also know that, if the two trajectories of which in the first term of the right hand side of (14) converge, their distance will become increasingly small. An assumption that is sufficient to establish the result that follows requires:
with 0 < λ < 1. If property (9) holds, then:
|x 0 (l + 1) − x l (l + 1)| ≤ (1 − λ∆t l ) |x 0 (l) − x(n l )| and as a result, inequality (14) can be rewritten as:
x 0 (l + 1) − x(n l+1 ) ≤ (1 − λ∆t l ) |x 0 (l) − x(n l )| + L∆t 2 l + α(n l )
We can now show that, if x(n l ) lies in an ε-neighbourhood of the trajectory of the ODE, so will x(n l+1 ), for a suitable choice of ε and ∆t.
Under the assumptions of this Lemma, inequality (16) yields:
x 0 (l + 1) − x(n l+1 ) ≤ (1 − λ∆t l )ε + L∆t 2 l + α(n l ) By Lemma 5 α(n l ) < r(ε) ≡ λ 2 ε 2 3 4L < ρ 2 , which holds for 0 < ε < 4ρL 6λ 2 as assumed. Hence:
(1 − λ∆t l )ε + L∆t 2 l + α(n l ) ≤ ε − λ∆t l ε + L∆t 2 l + λ 2 ε 2 3 4L = ε + L ∆t l − λε 2L ∆t l − 3λε 2L < ε as stated.
We also need to show that for λε(2L) −1 ≤ ∆t l ≤ 3λε(2L) −1 , ∆t l also satisfies Lemma 5, i.e. ∆t l < ∆t 0 (x, ρ) for all x ∈ D. The radius ρ depends on x and is a measure of how fast f (x)
changes in a neighbourhood of x. Since f (x) is Lipschitz and D is compact, this radius will have a positive lower bound, as x moves in D. Let this be ρ > 0. Hence:
and since ε < (3λ) −1 2L∆t 0 by assumption, the assert follows.
Hence:
Pr[α(n l ) ≥ r(ε); n l > n 0 , n l ∈ I] ≤ C ε 2 N j=n 0 1 j 2 where C = (3λ 2 ) −1 4L √ NMπ 2 since r(ε) ≡ 3(4L) −1 λ 2 ε 2 . In the statement of the theorem n = N 0 (ρ), defined in Lemma 5 and ε = min{(3λ) −1 2L, (6λ 2 ) −1 4ρL} as from Lemma 6.
Proof of Remark 2
To prove the statement we need to show that every strict Nash equilibrium satisfies condition (9), i.e.:
|x(t + ∆t, t, x + ∆x) − x(t + ∆t, t, x)| ≤ (1 − λ∆t) |∆x| (17) This condition holds if the system of ODE (6) admits the following quadratic Ljapunov function (see, for example, Ljung (1977) ):
V (∆x, t) = |∆x| 2 (a) d dt V (∆x, t) < −C |∆x| 2 C > 0 (b) Suppose x * is a strict Nash equilibrium and w.l.g. let x * = 0. Consider the linearization of the system (6) around x * = 0 : d dt x(t) = Ax + g(x)
where A ≡ Df (x)| x * =0 denotes the Jacobian matrix of f (x) at x * and lim x→0 g(x) |x| = 0. From Ritzberger and Weibull (1995) , Proposition 2, we know that a Nash equilibrium is asymptotically stable in the replicator dynamics if and only if it is strict. Hence we also know that all the eigenvalues of A at x * have negative real part and we can consider the following scalar product in NM :
x, y = 
