A challenge in supporting Wide Area Applications (WAA) is that of scalable performance management. In particular, the unpredictable behavior of a dynamic WAN results in a considerable variability of latencies, which calls for models to predict the access latency (end-to-end delay) between a client and a server. Networking research has had significant success in developing models to predict latency, based on physical topologies and grounded in network protocols and behavior. However, such solutions are not designed to scale to the continuous monitoring and maintenance required for end-to-end support of millions of clients. Individual Latency Profiles (iLPs) were proposed in the literature to capture latency distributions experienced by clients when connecting to a server; it is a passive measurement made by client applications and is gathered on a continuous basis. In this paper, we propose a technique for managing millions of iLPs, and aggregating them into aggregate Latency Profiles (aLPs). We use measures such as mutual information and correlation to compare the similarity of pairs of iLPs and we propose Relevance Networks to manage a large collection of iLPs and to group them into aLPs. The proposed method can enhance network based models, and has the advantage of not requiring explicit knowledge of topology and network characteristics. We have conducted experiments demonstrating that aLPs can benefit from the considerable non-random associations between iLPs, to improve their ability to predict latencies.
Introduction
Wide area applications (WAAs) utilize a WAN infrastructure, e.g., the Internet, to connect a federation of hundreds of servers, typically content providers, with tens of thousands of clients. Servers provide services that may range from simple downloads of digital content to complex Web services with multiple interchanges between client and server. It is expected that WAA must scale to millions of client and server pairs. As an example, consider a global name service such as the Handle protocol, an IETF/IRTF standard from CNRI-Corporation for National Research Initiatives [20] . Handle provides a namespace, a name resolution service, and protocols for digital object location and access. The International Digital Object Identifier (DOI) Foundation (www.doi.org) and the community of publishers utilize handles to facilitate the identification and exchange of intellectual property in the digital environment. It is expected that such applications must scale to tens of millions of Handles and thousands of content servers, representing the digital content managed by the publishing community, and large numbers of Handle clients.
A significant challenge in deploying WAA is that of scalable performance management for large numbers of clients. The unpredictable behavior of a dynamic WAN [16, 19] results in a wide variability in access latency (end-to-end delay). There has been extensive research in the networking literature to develop metrics and models to predict latencies, including Internet distance and points of congestion [5, 9, 14, 16, 19] . There has been research on route aggregation based on IP prefixes exchanged via the Border Gateway Protocol (BGP) and exploiting BGP information to monitor and predict performance [10, 12] . The Network Weather Service, NWS [23, 21, 22 ] is a tool that provides dynamic resource performance forecasts for wide area networks and for the computational grid. Commercial solutions e.g., Keynote and Appliant [1, 2] , are typically based on proprietary technology and the focus of these products is to monitor traffic, bandwidth, or server utilization for (possibly limited number of) servers, so as to identify performance bottlenecks and improve or ensure quality of service for some specific applications or services.
While such prediction models are both accurate and valuable, their primary objective was understanding the behavior of wide area networks. It was not to develop scalable performance monitoring for large numbers of clients and servers. This motivates the need for a complementary methodology based on passive performance gathering that does not rely as heavily on complete (and perhaps expensive) knowledge of the underlying network topology and network behavior. In [15] , we proposed latency profiles as a conceptual model to characterize the behavior of sources over a WAN. Latency profiles (LPs) are time-dependent latency distributions that capture the changing latencies clients experience when accessing a server. Our empirical analysis in [15] confirmed the significance of network topology in characterizing LPs. Another significant feature was recurrent behavior over time [8, 24] . For example, we observed a repetitive latency behavior over a single week, with different days having different latency distributions. In this paper, we propose scalable performance monitoring based on LPs, to complement network-topology based prediction models.
The MCoop project [18] share the objective of this work of wide area performance prediction. BGP routes expressed as paths via Autonomous Systems (ASes) have been used to predict latencies. However, an entire AS may not demonstrate homogeneous behavior, e.g., whenever it spans a large geographic area. Further, the effort to acquire knowledge of the BGP paths between different clients and servers may vary, since some clients and servers do not provide a looking glass service. This motivates the need for methodology that does not rely as heavily on complete knowledge of the underlying network topology and network behavior. More recently, Ganglia [17] has developed promising techiques for scalable performance monitoring for clusters and the grid.
Finally, while network topology is often a good predictor of latency, it may be the case that there is no available latency data for a closely matching client and server pair.
Alternately, a client and server pair with similar BGP routing may not always be a good predictor of latency for the client and server of interest, e.g., if the two servers experience dissimilar workloads, or were associated with dissimilar points of congestion. Latency prediction models based on network characteristics alone would not be appropriate, or would not differentiate the cases described above. This too motivates the complementary need for a management tool and measures that do not rely on extensive (and sometime unavailable) knowledge of the network and its characteristics.
Individual Latency Profiles (iLPs) capture latency experienced by clients when they access a server; it is measured by client applications or middleware and is gathered passively and on a continuous basis. Latency profiles can be utilized as a WAA monitoring tool, to predict latencies that clients should expect in response to requests, using historical data and recurrent behavior patterns. However, in the presence of hundreds of servers and tens of thousands of clients, managing millions of latency profiles cannot scale. Therefore, we explore in this paper a method for aggregating latency profiles. We propose information theoretic and statistical measures such as mutual information and correlation to compare the similarity of pairs of iLPs. Individual latency profiles (iLPs) will be aggregated into an aggregate latency profile (aLP). We propose Relevance Networks (RN) [4] to manage a large collection of iLPs and to determine how to group them into aLPs. A representative latency profile for this aggregate will then be maintained. Whenever a request for service arrives, a prediction will be based on the representative latency profile. As will be seen in the paper, RNs can provide a birds eye view of aggregate performance patterns that would have been difficult to obtain using network topology and characteristics alone.
We have conducted experiments with latency profiles, demonstrating the feasibility of constructing and aggregating them. The experimental data was collected over the CNRI Handle testbed [20] . We empirically show that there is a considerable amount of non-random associations between iLPs. While some of the strong associations can be explained based on physical network topology and characteristics, our experiment also shows that given a group of client and server ASes, with similar (overlap) of BGP routes, there may be a wide variation of the strength of non-random associations between pairs of iLPs. This motivates the need for a management tool to visualize these associations and to make decisions about constructing aLPs.
The paper is organized as follows. We introduce our architecture for WAA performance monitoring and describe individual latency profiles and aggregate latency profiles. We define similarity measures based on mutual information and correlation. We then describe the results of a performance monitoring experiment. We demonstrate how the RN groups iLPs into aLPs and we demonstrate that an aggregate latency profile could benefit from the associations among the iLPs to improve prediction. We conclude with some limitations of the proposed method and directions for future research.
Wide Area Performance Monitoring
Figure presents a WAA performance monitoring architecture. There are three types of nodes, namely clients, content servers, and performance monitors (PMs). Clients continuously download data from content servers and passively construct individal iLPs. PMs manage large collections of iLPs; this is done by aggregating iLPs into a smaller number of aLPs; PMs then manage some number of aLPs and the associated iLPs. PMs form an overlay network similar in spirit to the control and measurement overlays of the MCoop architecture [18] . Clients consult PMs to obtain a prediction. The scope of an aLP is depicted in Figure 1 by elipses, where each elipse contains clients and servers for each an iLP can be constructed. It is worth noting that some aLPs overlap, to illustrate a situation in which a single client (or server) belong to one aLP for some servers (clients) and to another aLP for other servers (clients).
Suppose a latency prediction is requested for a pair (c, s) respresenting client c and server s. Suppose also the PM does not have an associated iLP , from the same client AS of c to the same server AS of s, that can be directly used to predict latency. Alternatively, the system does not have sufficient resources to continuously maintain all profiles. Assume further that there exist an iLP 1 associated with a client/server pair (c 1 , s) for a different client AS than that of c, but to the same server AS as of s. Similarly, there is an iLP 2 for client/server pair (c, s 1 ) (same client AS as c and different server AS) and iLP 3 for client/server pair (c 1 , s 1 ) (different client AS as c and different server AS as s). Now the PM can choose either iLP 1 or iLP 2 to make a prediction for the client/server pair (c, s). It is also possible that there exists strong non-random associations between iLP 1 , iLP 2 and iLP 3 . In this case, the best estimate of access latency for (c, s) is possibly obtained by aggregating iLP 1 , iLP 2 and iLP 3 into an aggregate latency profile aLP , and choosing a representative profile.
The number and placement of PMs should maximize scalability of performance monitoring by reducing the number of aLPs to be monitored and maintained. It should also minimize uncertainty in latency estimation by increasing the number of aLPs. In this section we give a definition of iLPs and elaborate on grouping non-randomly associated iLPs into aLPs. We then discuss information theoretic and statistical measures and Relevance Networks.
Individual Latency Profiles
Given a client c, a server s, an object of size b, and a temporal domain T , an individual latency profile is a function iLP c,s :
represents the end-to-end delay for a request from server s at time t, given as either a real number or using T O to represent a timeout. iLP c,s comes in two flavors, similar to [8] . One flavor measures time-to-first, which depends on factors such as workload at the server and size of the requested object. The other flavor measures time-to-last, which has a greater dependency on network bounds.
Due to the stochastic nature of the network, iLP c,s (t, b) is clearly a random variable, yet its specific representation can vary. Below assume iLP c,s (t, b) = iLP c,s (b) for all t, to be a discrete time-independent random variable, represented as an L p matrix 
. Individual latency profiles can also be represented using continuous probability functions, most typically a normal distribution. For the sake of clarity, we use the notation given above throughout the paper.
Example 1. Consider the following probability distributions corresponding to two iLPs; X and Y represent two client/server pairs:
More generally, latency profiles can be time varying functions that still show some regularity, such as a repetitive latency pattern, where similar latencies are observed at the same day of each week. The modeling of latency profiles is based on recurrent piecewise constant latencies, as suggested in [7] . The underlying assumption of such models is that there is a time period, e.g., a week, whose latency pattern is repetitive. Therefore, one can partition a latency history into equal time periods with similar latency patterns. To represent latency patterns we use a time-varying parameter µ(t), representing the latency "expected" change over time. A basic model of latency patterns that assumes a homogeneous latency behavior (µ) over time is inadequate for representing latencies over WAN, as our experiments show [8] . Therefore, we present a more refined analysis of µ. Within a given repetitive time cycle, µ may vary, representing, for example, change of latencies between workdays and weekends. Therefore, µ becomes time-dependent. To simplify calculations, one may assume that while µ changes over time, it may be represented as a combination of intervals, in which µ is constant, hence the term piecewise constant.
Aggregate Latency Profile
An aggregate latency profile aLP iLP combines a set of n individual latency profiles
. We construct an aLP by grouping iLP s with similar characteristics that are non-randomly associated with each other; this will ensure that the grouping will benefit the prediction ability of the aLP. For this grouping, we rely on information theoretic and statistical measures computed for the pair-wise association of iLPs.
We define a similarity function Σ : CS × CS × T → SM , where CS is the set of all possible client/server pairs, T is a set of finite time regions (possibly intervals), and SM is a domain of similarity measure values (typically a real number between 0 and 1). Σ is a function that measures, given two latency profiles, their similarity over τ ∈ T .
We define two measures of similarity, namely an information theoretic measure, mutual information [6] , and a statistical measure, correlation [13] . To estimate the similarity of two iLP s, we consider their joint behavior described by a joint probability matrix [P (X, Y )]. [P (X, Y )] provides the probabilities of the joint occurrence of two latencies.
Example 2. Consider X and Y , given in Example 1. Their joint probability distribution is given as: P (X, Y ) = (1, 2) (1, 3) (2, 2) (2, 3) 0.5 0 0.25 0.25
Mutual information between two random variables M I (X, Y ) is defined as
where p i,j , p i , p j are joint and individual probabilities of the latencies X and Y , respectively. A higher mutual information between two iLP s means that those iLP s are non-randomly associated. Conversely, a mutual information of zero means that the join distribution of iLP s holds no more information than their individual distributions. Correlation between two random variables Corr (X, Y ) is as follows: 
A Management Tool for aLPs using Relevance Networks
We propose Relevance Networks (RN) [4] as an approach to analyze and visualize meaningful relationships among iLP s. RN was developed for functional genomic clustering to reveal non-random associations between genes on the basis of their biological characteristics. The RN based methodology computes pair-wise measures of the associations (e.g., correlation or mutual information), for all iLP pairs. Consider a graph where the nodes represent iLP s. There is an edge in the graph between 2 nodes if the corresponding iLP s have some non-random association. Assume that we compute all pair-wise measures for the iLP s. We then choose a threshold for the measure, either for correlation or mutual information; an edge exists in the graph only if the measure exceeds the threshold. Thus the graph can highlight clusters of iLP s whose relationship to each other is "stronger" as defined by the threshold and the measure. Such clusters are called Relevance Networks. Thus, RNs help in providing a birds-eye view of potential aLPs. In addition, by observing the changes of the RN, as the threshold is changed, one can also determine how strongly associated is a cluster, compared to the entire graph, or to other clusters. Such management features are not provided by network based prediction models. We will use our experiment data in the next section to illustrate some features.
Fig. 2. Relevance network example
Example 4. Figure 2 provides an example of a relevance network generated during the experiment. Each node is a client-server pair (e.g., pubs-qew) and an edge between two nodes represents a non-random association; details of the measure and threshold are provided in the next section. The RN in this example has two connected components; one of size 2 at the top of the figure does not appear to reflect a common client or server AS. The second component on the right hand side of the figure is of size 8 and represents a cluster corresponding to a sepecific client AS (nem).
Latency Prediction Using Aggregate Latency Profiles
Relevance networks can be utilized to group strongly related iLP s in aLP . After constructing an aLP from a set of iLP s, we can improve the prediction of an iLP by using observations of other iLP s in the aLP . For the example presented in this section we demonstrate that the meaningful relationships within an aLP can be used to improve latency prediction; we do so by using latency estimations using conditional expectation (CE). Recall that the expected value E (X) of a random variable X minimizes the expected value of the mean-square-error of estimation E (X − est X ) 2 [13] . Using an observation of a second random variable Y which is related to X in some way, e.g., Y is non-randomly correlated with X, an optimal mean-square-error estimator of X given Y is the conditional expectation of X given Y , E (X|Y ) [13] :
Here p (x i |y i ) is the conditional probability of x i given y i , and it can be easily calculated from the joint probability distribution p i,i as
pi,i p(yi)
Example 5. Using latency distribution from Example 1 and Example 2, we calculate the following conditional probability distribution:
Then, the expected value of X given Y is 2 (or Y is 3) is as follows: E(X|Y = 2) = 1 * 0.67 + 2 * 0.33 = 1.33 E(X|Y = 3) = 1 * 0 + 2 * 1 = 2. The expected value based on simple expectation is E(X) = 1*0.5+2*0.5=1.5; it is clear that the conditional expectation based estimation outperforms estimation using the simple expectation for X, given some non-random association of X and Y .
Experiments
We are now ready to report our experiences with constructing aLP s. We explore two approaches for choosing aLP members, namely using maximum mutual information and using maximum correlation. In this section, we are interested in validating the following two hypotheses:
1. There is a considerable amount of non-random associations between iLP s in wide area environments. 2. Non-random associations between iLP s can be utilized to build aLP s that improve the overall prediction quality of distributed performance monitoring.
Experimental Methodology
In this section we report on the experimental methodology, including data preparation and the evaluation methodology. The Relevance Network analysis and visualization was done using Tom Sawyer Graph Analysis and Visualization Software [3] .
Data Preparation
Based on an analysis of the access logs of the DOI server, we determined the most popular content repositories for DOI data. The data is typically PDF files that are reachable via Handle resolution. We identified data objects of approximately similar size (between 70 to 100 KBytes) at these content servers. We note that a majority of these content servers were topologically located in North America and Europe. For this experiment, our location of client sites was dictated by our access and ability to deploy multiple Handle clients within different subnetworks of an AS; typically these were university ASes and they were located in the Americas, Europe, and Australasia. At each of these client ASes, we deployed between 4+ Handle clients. Multiple clients scattered within a client AS were needed to verify if clients within a client AS exhibit similar performance. In our experiment, most client ASes are not geographically distributed and almost without exception, all clients within a client AS did correspond to the same aggregate LP. While we deployed multiple clients on each client AS, technical issues during the data preparation only allowed us to analyze 2 clients per client AS.
In order to simulate passive performance gathering, the Java Handle client was modified to periodically awake, resolve a group of Handles using the Handle protocol, and download the corresponding digital content using HTTP requests. The client recorded the end-to-end delays for Handle resolution, and the time to contact some repository and download content. We used the sum of both these latencies for our analysis. The client connected to our data analysis site at the University of Maryland via mail messages using the Java SMTP libraries, to return logs of recorded latencies. The design of the client emphasized low bandwidth consumption, and portability and security due to the use of standard libraries for communication.
We gathered data from November to December 2002. We report on the performance of 22 clients (2 each on 11 client ASes) accessing 10 servers, yielding 220 iLPs. We note that 11 client ASes, 10 server ASes and 220 iLPs appear to be a limited dataset. However, even with such a limited dataset, we had to rely on the RN to identify potential aLPs, thus highlighting the management potential of RNs; as seen in later discussion, network topologies and characteristics would have been relatively cumbersome compared to the use of the RN.
For each pair-wise combination of 2 iLP s we performed the following data processing:
• Alignment. Based on the latency timestamps in one iLP , we have identified the corresponding latency in another iLP , where correspondence is taken to be the latency with the closest timestamp. To avoid mismatches, we have defined a minimum granularity of one hour. Two timestamps within a granularity unit are considered to co-occur and can be matched. If a latency sample in iLP 1 does not have a latency sample in iLP 2 within the same granularity unit, this sample is ignored. It is worth noting that alignment is not necessarily symmetric. That is, aligning iLP 1 with iLP 2 may result in a different joint latency sample, compared to aligning iLP 2 with iLP 1 . To ensure the stability of our calculations, we considered all possible permutations. We defer the report of these experiments to an extended paper and note that we did not observe that the alignment order had an impact.
• Normalization. We have generated latency logs of similar sizes, ranging from 970 to 1000 samples for each iLP . Normalization is aimed at ensuring comparable statistical measures.
• Similarity computation. For each synchronized and normalized latency log, we calculated mutual information (MI) and correlation, resulting in two similarity measures, (iLP 1 , iLP 2 , correlation) and (iLP 1 , iLP 2 , MI), for any two iLP s, iLP 1 and iLP 2 .
Evaluation methodology
We have evaluated the relative performance of mutual information and correlation in generating connected components in relevance networks. We have utilized four measures in our analysis, to be discussed shortly. All measures are provided as a function of the relevance network threshold.
• Associations A(th). The number of edges that surpass the threshold. The number of associations ranges from 0 to the number of edges in a full graph, i.e., n(n−1) 2 for a graph with n nodes. The maximum number of associations is reached for a threshold of 0.
• Relevance networks M (th). The number of connected components of size greater than 1. A connected component is defined as a subgraph in which any node is reachable from any other node. Therefore, the number of relevance networks ranges from 1 to n 2 in a graph of size n. At a threshold of 0 the graph contains a single relevance network.
• Participating nodes P (th). The number of nodes that are associated. Connected components of size 1 are excluded from this measure, as they cannot serve in generating aLP s at the given threshold. The number of participating nodes ranges from 2 to n as long as A(th) > 0. Whenever A(th) = 0, P (th) = 0 as well. At a threshold of 0, there are n participating nodes.
• Connectivity C(th). C(th) is computed as follows: , and thus C(th) = 1. This is, for example, the case, whenever the threshold is set to 0. On the other extreme, assume that (th) = 1, yet any participating node is connected through a single association. Therefore,
C(th) =

A(th)
PC(th) = 2n n (n − 1) = 2 n − 1 → n→∞ 0
Impact of Network Topology
Consider the 220 iLPs from the 10 server ASes and 11 client ASes. We extracted simple features from each iLP, e.g., the mean and standard deviation, for some recurrent interval, e.g., from 7 a.m. to 9 a.m. on Mondays. We analysed these 220 feature vectors using simple hierarchical clustering. Details of the analysis are reported in [15] . A key observation of the clustering was that indeed the client and server AS was significant. For example, if we consider all the 22 clients to some particular server, then indeed the clients from the same client AS would be neighbors. The same behavior was observed if we considered the 20 iLPs from some client AS to the same server AS. This is expected and is consistent with the results of other research reported in the networking literature to predict latencies. However, when we consider the entire dataset of 220 iLPs, we noted that hierarchical clustering could not provide results that could be validated against the BGP paths. Similarly, using the BGP paths, there were no hints to indicate why one group of two or more iLPs that share some overlap of BGP paths with each other may appear as neighbors in the hierarchical clustering, whereas a similar group of iLPs, that also share some BGP path overlap, do not appear as neighbors. While there is relevant networking research to explain both phenomena, it is nevertheless difficult and expensive to differentiate such cases, using network topology or behavior alone.
In the rest of this section, we illustrate how mutual information and correlation and the RN based methodology provides a management tool to analyse groups of iLPs.
Discovering Non-Random Associations with Relevance Networks
MI Relevance Networks
We computed MI values for all pair-wise iLP s. We chose a sequence of the MI threshold ranging from 0 to 1.5 in 0.25 increments. For each threshold, we modify the RN by discarding edges whose M I < threshold. Figure 3 summarizes the four characteristics of the graph, i.e., the number of associations, the number of participating nodes, the number of relevance networks and the connectivity, for different values of the threshold for MI. As the threshold increases, the number of associations and participating nodes decreases as is expected. With the highest reported threshold we observe small RNs with only 2 nodes. However, the shape of the RN is surprisingly stable, compared to the change of the MI threshold. As we increase the threshold from 0.0 to 0.5, while we observe a steep decrease in the number of associations (from 14000+ to 1000+) and the number of participating nodes (from 200+ to 100+), there is only a single RN. As we increase the threshold further, the number of relevance networks does increase; it varies between 1 and 3. Finally, we observe that as the threshold is increased from 0 to 0.5, the connectivity of the networks drops from 1 to 0.17 and then quickly increases in response to a smaller number of participants. This too is expected behavior. To summarize, the key observation is that the MI relevance network is stable to changes in the threshold and is characterized by a small number of dominant iLP s clusters. This is also consistent with results from network based models.
Number of Associations vs MI
While Figure 3 characterized the overall behavior of the graph and the RNs, the visualization of the graph, and the RNs, for the different values of the threshold, is As we increase the threshold from 0.9 to 1.2, the RN associated with the server AS nature lessens in its degree of connectivity. On the other hand, the RN on the right of the figure associated with the client AS nem continues to have reasonably high connectivity, even with the threshold of 1.2. From a management perspective, these iLP s associated with the client AS nem exhibit strong non-random associations, and we can expect significant benefit from constructing an aLP . It is of interest that the RN at the top of the figure survives an MI threshold of 1.2 indicating that this aLP deserves further analysis, perhaps with network based models.
Correlation Relevance Networks
We have also computed pair-wise correlations for all iLP s and constructed correlation RNs. Because of the space limit we do not show the correlation graphs in this paper. Below we provide a brief summary of our observation with correlation RNs:
-The graphs of the number of associations, the number of participating nodes, and the connectivity for different values of the correlation threshold look similar to corresponding MI graphs ( Figure 3 ). However, correlation generates more relevance networks compared to MI. The average size of the corelation relevance networks is also smaller. -Similarly to MI relevance networks, we observe grouping of iLP s either with common server, or with common client. However, different RNs are identified using correlation and using MI. This phenomena cannot be clearly interpreted within network based models. It provides additional motivation for our research.
Latency Estimation Results
. We utilize relevance networks to group strongly related iLP s in aLP . Recall that one motivation for constructing aLP s is to enhance scalability by reducing the number of iLPs that need to be maintained. Therefore, a representative profile needs to be chosen for the aLP. A representative is used for estimating latencies of missing or incomplete iLP s as described in Section 1. A good representative should minimize the estimation error.
We applied conditional expectation to esimate individual latencies using observations of latencies from representative iLP s within one aLP . All our aLP s in this experiment consisted of two iLP s. For each aLP {iLP i, iLP j} we esitmated latencies of iLP i using observations of iLP j, i.e., we choose iLP j as a representative profile. We expected to observe that a higher MI value and a higher correlation helps to choose a good representative iLP that improves the estimation quality. We also expected that latency estimation that avoids choosing representative iLP with low MI value and a low correlation efficiently eliminates large estimation errors.
We computed the average relative estimation errors for all iLP pairs (aLP s) considered in our experiment. Relative estimation error is defined as abs(x − x est )/x, where x and x est are actual and estimated latencies correspondingly. For each aLP {iLP i, iLP j} we average the relative errors of estimation of all individual latencies from iLP i. Figure 5 plots the distribution of the average relative estimation error. We observe that variability of the relative error is considerable. Figure 5 shows that major part of estimation errors (about 9000 estimations) is in a good range of [0, 1]. However, more then 1000 estimation errors are large (above 3), and as we see from Figure 5 , they can be as much as 75. Meanwhile, from our experiments we found that practically all of the large estimation errors spread over areas of low MI (< 0.4) and low correlation (< 0.2). We observed that using MI and correlation to construct aLP s does not always guaranty the best latency estimation, but it helps to maintain good estimation quality. Moreover, avoiding non-related representative iLP s effciently eliminates large estimation errors. We conclude that aggregating non-randomly associated latency profiles can practically assist in wide area performance monitoring.
