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We consider systems of homogenous polynomial equations of degree d in a
projective space Pm over a finite field Fq . We attempt to determine the maximum
possible number of solutions of such systems. The complete answer for the case
r 5 2, d , q 2 1 is given, as well as new conjectures about the general case. We
also prove a bound on the number of points of an algebraic set of given codimension
and degree. We also discuss an application of our results to coding theory, namely
to the problem of computing generalized Hamming weights for q-ary projective
Reed–Muller codes.  1997 Academic Press
1. INTRODUCTION
Consider a system of polynomial equations
5
F1 (x0 : x1 : . . . : xm ) 5 0
F2 (x0 : x1 : . . . : xm ) 5 0
. . .
,
Fr (x0 : x1 : . . . : xm ) 5 0
(1)
where Fi are linearly independent homogenous polynomials in m 1 1
variables over a finite field Fq with q elements. Suppose all Fi have degree
d. The main purpose of this paper is to determine the maximal possible
number of solutions of system (1) in m-dimensional projective space
Pm(Fq ).
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In this paper q is fixed, uX u denotes the number of Fq-points of an algebraic
set X, pm 5 uPmu 5 (qm11 2 1)/(q 2 1).
The case of one equation (r 5 1) was considered a few years ago. Tsfas-
man constructed for each d # q 1 1 a polynomial F of degree d with
dqm21 1 pm22 zeroes and made a conjecture that this is the maximal possible
value. This was proved by Serre [11] and Sørensen [12, 13].
THEOREM 1. Let F(x0 : . . . : xm ) be a homogenous polynomial in
m 1 1 variable with coefficients in Fq and of degree d. The number of zeroes
of F(x0 : x1 : . . . : xm ) in Pm(Fq ) is less than or equal to dqm21 1 pm22 .
Serre used the induction on the dimension m to prove that the number of
zeroes of Tsfasman’s polynomial F is the maximal possible. F is a reducible
polynomial. The zeroset X of this polynomial is a union of d hyperplanes
passing through one common linear space of codimension 2.
Thus the bound given by Theorem 1 is exact for d # q 1 1. When d 5
q 1 1 the theorem gives the upper bound pm . For d $ q 1 1 there exist
polynomials with pm zeroes.
One can study the same problem from another point of view. Let us
consider the Veronese embedding of degree d Vd: Pm R P(
d1m)21m . For
i0 1 i1 1 ? ? ? 1 im 5 d denote the homogenous coordinates in P(
d1m)21m
by (ui0 i1??? im ), and let x0 , . . . , xm be the homogenous coordinates in P
m.
The Veronese embedding is the map given by ui0 i1??? im 5 x
i0
0 x
i1
1 ? ? ? x
im
m .
The image of Pm under this map is called a Veronese variety. Any hyper-
plane section of a Veronese variety is a 1–1 image of an effective divisor
of degree d in Pm. Therefore any section of a Veronese variety by a linear
subspace of codimension r is a 1–1 image of an intersection of r independent
effective divisors of degree d in Pm. Thus the study of solutions of system
(1) is equivalent to the study of linear sections of Veronese varieties.
Suppose r 5 2. Then system (1) consists of 2 equations. In Section 3 we
prove the following theorem.
THEOREM 2. Let F1 (x0 : x1 : . . . : xm ) and F2 (x0 : x1 : . . . : xm ) be
homogenous polynomials in m 1 1 variables of degree d. Suppose they are
linearly independent and d , q 2 1; then the maximal possible number of
their common zeroes in Pm(Fq ) equals (d 2 1)qm21 1 pm22 1 qm22.
Theorem 2 is a direct modification of Theorem 1 to the case r 5 2. The
proof uses similar ideas.
To prove Theorem 2 we need the following Theorem 3, which can be
also considered as a bound for the number of solutions of system (1) when
polynomials Fi are supposed to have no common proper divisors.
THEOREM 3. Let X , Pm be an algebraic set of degree d and dimension
s. Then
uX u # dps .
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For d # q Theorem 3 was proved by Lachaud [6]. This bound is far
better than the bound of Schmidt (see [10], Lemma 4).
Now we give some definitions. The set of solutions of system (1) is called
an (r, m, d)-configuration, corresponding to system (1). An (r, m, d)-
configuration is always an algebraic subset in Pm whose image under the
Veronese embedding of degree d lies in a linear subspace of codimension r.
Note that a given subset of Pm can be an (r, m, d)-configuration for
many different r and d.
An (r, m, d)-configuration is called maximal if it contains maximum
possible number of Fq-points (for given r, m, d, and q).
An (r, m, d)-configuration X is called linear if all Fq-points lie on linear
components of X. Note that there can be non-linear components which
contribute no extra Fq-points.
A linear (r, m, d)-configuration is called dim-maximal if it contains the
maximal possible number of components of high dimension (a strict defini-
tion is given in the next section).
In Section 3, we construct a maximal (2, m, d)-configuration, which
consists of a maximal (1, m, d 2 1)-configuration and of an additional linear
subspace of codimension 2. This configuration as well as a maximal (1, m,
d)-configuration is linear and dim-maximal. We make a conjecture that a
maximal (r, m, d)-configuration is also linear and dim-maximal. This will
be discussed in Section 2. In Section 3, we prove Theorems 2 and 3. Applica-
tions to the coding theory are given in Section 4.
2. CONJECTURES
We know that in the affine case all maximal (r, m, d)-configurations are
linear (see [7] for the binary case and [2] for arbitrary q).
The following conjecture was stated by M. Tsfasman.
Conjecture 1. There exists a maximal (r, m, d)-configuration which
is linear.
By Theorems 1 and 2, this conjecture is true for r 5 1, 2.
Now we introduce the notion of a dim-maximal linear (r, m, d)-configu-
ration
Let us consider linear (r, m, d)-configurations from the point of view of
dimensions of their components. We shall say that (n1 , n2 , . . . , nm) is the
dim-type of a linear (r, m, d)-configuration X if for all i 5 1, . . . , m, X
contains ni components of codimension i not contained in components of
smaller codimensions.
The lexicographical order on the dim-types induces a linear order on
the set of all linear (r, m, d)-configurations: a configuration containing ni
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components of codimension i defined over Fq for all i 5 1, . . . , m is
greater than a configuration containing ei components of codimension i
defined over Fq for all i 5 1, . . . , m, if and only if there exists b such that
ni 5 ei for any i , b and nb . eb .
An (r, m, d)-configuration that is maximal with the respect to this order
is called dim-maximal.
The following conjecture also looks plausible to us.
Conjecture 2. Let x n11 x
n2
2 . . . x
nm11
m11 be the r th in lexicographical order
monomial of degree d in m 1 1 variable. Then the dim-type of a dim-
maximal configuration is (n1 , n2 , . . . , nm ).
Note that for an arbitrary configuration the sum oi ni can exceed d.
Now we shall give another expression for the set hni(r), i 5 1 ? ? ? m 1
1j. Let x n11 x
n2
2 ? ? ? x
nm11
m11 be the rth monomial. For each j1 (n1 , j1 # d)
there exist (d2j11m21m21 ) monomials starting with x
j1
1 . All these monomials pre-
cede x n11 x
n2
2 ? ? ? x
nm11
m11. Further, for each j2 (n2 , j2 # d 2 n1 ) there exist
(d2n12 j21m22m22 ) monomials starting with x
n1
1 x
j2
2 . They also precede x
n1
1 x
n2
2 ? ? ?
x nm11m11. Similarly, for each i (1 # i # m 1 1) and for each ji (ni , ji #
d 2 oi21l51 nl ) there exist (d2o
i21
l51 nl2ji1m2i
m2i ) monomials that start with
x n11 x
n2
2 ? ? ? x
ji
i and precede the monomial x
n1
1 x
n2
2 ? ? ? x
nm11
m11 . Therefore
r 5 Om11
i51
Od2o
i21
l51 nl
j5ni11
Sd 2 O
i21
l51
nl 2 j 1 m 2 i
m 2 1 D. (2)
LEMMA 4. There exists a union of di linear subspaces of Pm of codimen-
sion i (i 5 1, . . . , m) that contains
Om
i5j
di(pm2i 2 pm2i2j ) 1 pm22j
Fq-points, where j is the smallest integer such that dj ? 0. This is the maximum
possible number of points on a union of di linear subspaces of codimension
i (i 5 1, . . . , m).
Proof. We compute the maximal possible number of Fq-points on a
union X of d1 linear subspaces P
m21
l (l 5 1, . . . , d1 ) of codimension 1,
d2 linear subspaces P
m22
l (l 5 1, . . . , d2 ) of codimension 2, . . . , dm linear
subspaces P0l (l 5 1, . . . , dm ) of codimension m. We have
uX u 5 O
i
dipm2i 2 uI u,
where I is a set of points (with multiplicities) that were counted more than
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once; a point P belongs to I with multiplicity t iff P belongs exactly to
t 1 1 linear subspaces Pil . A configuration with the maximal number of
points is a configuration with the minimal number of points in I.
Let j be the smallest integer such that dj . 0. Fix a linear subspace
Pm2j1 . Each linear subspace of codimension i intersects with P
m2j
1 at least
by a space of codimension i 1 j. Thus,
uI u $ (dj 2 1)pm2j 1 Om
i5j11
di pm2i2j 5 Om
i5j
di pm2i2j 2 pm22j .
Now we prove that there exists a configuration with uI u 5 omi5j
di pm2i2j 2 pm22j . Put all components of minimal codimension j so that they
intersect by one common linear subspace M of codimension 2j in Pm. Since
dj # q, we can put all components of codimension j 1 1 so that they do
not intersect with any of Pm2jl outside M, P
m2j21
i > P
m2j21
l , M (i ? l ),
and the dimensions of intersections Pm2j21i > P
m2j21
l and P
m2j21
i > P
m2j
l
are maximal. Since dj11 # q, we can put all components of codimension
j 1 2 so that all intersections Pm2j22i > P
m2j
l , P
m2j22
i > P
m2j21
l , and
Pm2j22i > P
m2j22
l (i ? l ) have maximum dimensions and are contained in
M, etc. Finally, put all linear subspaces of codimension m (points) outside
all other components. It is easy to check that I contains exactly omi5j dipm2i2j
2 pm22j points. Therefore the configuration contains the maximal number
of points. n
Conjecture 3. There exists a maximal (r, m, d)-configuration that is
dim-maximal.
We know that this conjecture is true for r 5 1, 2 and for the plane
case (m 5 2). Clearly, a dim-maximal (1, m, d)-configuration contains d
hyperplanes, so the maximal (1, m, d)-configuration described in Section
1 is dim-maximal. In the proof of Lemma 6, we construct a maximal
(2, m, d)-configuration. It contains d 2 1 hyperplanes and one linear subvar-
iety of Pm of codimension 2 outside these hyperplanes. It is readily seen
that this configuration is also dim-maximal.
After this work was completed, the author discovered the paper [4],
where the affine case is considered. Their maximal affine configuration is
alike configuration from Conjecture 3. The method of the proof is quite
different and it is not clear how it can be extended to the projective case.
From Lemma 4 easily follows the
COROLLARY 5. Suppose conjecture 3 holds; then the maximum possible
number of points on an (r, m, d)-configuration equals
Om
i5j
ni(pm2i 2 pm2i2j) 1 pm22j ,
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where ni are such that x
n1
1 x
n2
2 ? ? ? x
nm11
m11 is the rth (in lexicographical order)
monomial of degree d in m 1 1 variables and j is the smallest integer such
that nj ? 0.
In 1995, Lachaud proposed the following conjecture.
Conjecture 4. Under the conditions of Theorem 3 suppose that
s $ m/2 and d # q 1 1. Then
uX u # dps 2 (d 2 1)p2s2m .
For relevant d and s this conjecture is stronger than Theorem 3. By
Lemma 4, this conjecture holds for a union of linear subvarieties. Moreover,
Lemma 4 implies that if this conjecture is true then its bound is exact.
3. TWO EQUATIONS
In this section we prove Theorems 2 and 3. Let R and S denote divisors
of zeroes of functions F1 and F2 , respectively. Let us show that if Theorem
2 holds, its bound is exact.
LEMMA 6. There exist effective divisors R and S of degree d such that
uR > S u 5 (d 2 1)qm21 1 qm22 1 pm22 .
Proof. Let H1 , . . . , Hd21 be d 2 1 hyperplanes with a common linear
space M of codimension 2. Let N be a linear subspace of codimension 2
such that N intersects M by a linear subspace of codimension 3 and is not
contained in any of Hi . Then N does not intersect any of Hi outside
M. Let Hd and H 9d be any pair of hyperplanes intersecting by N. Let
R 5 H1 1 H2 1 ? ? ? 1 Hd and S 5 H1 1 H2 1 ? ? ? 1 1 Hd21 1 H 9d . Obviously,
uR > S u 5 (d 2 1)uH1\M u 1 uN\M u 1 uM u 5 (d 2 1)qm21 1 qm22 1 pm22 . n
Theorem 3 gives a bound on the number of Fq-points in an algebraic set
X of dimension s and degree in Pm. The bound does not depend on m.
This topic was discussed by Lachaud in [6]. Lachaud proved that if d # q
then there exists a linear subspace of dimension m 2 s 2 1 in Pm defined
over Fq that does not intersect X, the projection of X from this subspace
is a d-sheeted covering of Ps defined over Fq , so
uX u # dps . (3)
This bound can be easily improved when d $ pm/ps : the number of Fq-
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points on X can not exceed pm . The problem of exactness of the bound of
Theorem 3 for d , pm/ps will be discussed in another paper.
Proof of Theorem 3. The proof is by induction on m. For m 5 1 we
have dim X 5 0 and uX u # deg X 5 d. Suppose we proved the theorem
for the dimension m 2 1.
First, we consider the case (I) when X is irreducible and not contained
in a hyperplane. Second, we consider the case (II) when X is contained in
a hyperplane. Finally (III), we deduce from (I) and (II) the bound for an
arbitrary X.
(I) Suppose X is irreducible and X is not contained in any hyper-
plane. Thus, X > H is an algebraic set of dimension s 2 1 and degree
d in H Q Pm21 for any hyperplane H. By the induction hypothesis,
uX > H u # dps21.
Now we use a construction, similar to one Serre used to prove Theorem
1. Consider the set in Pm* 3 Pm consisting of all pairs (H, P), where H
is a hyperplane and P a point of Pm, both defined over Fq, such that
P [ H > X. We compute the number of Fq-points in this set by two
different ways.
We have uX u ways of selecting a point P [ X and for each P we have
pm21 ways of selecting H. On the other hand, we can first select one of pm
hyperplanes in Pm and then select one of points on the intersection
H > X. So,
uX upm21 5 O
H
uH > X u. (4)
Combining this with
uH > X u # dps21 ,
we get
uX upm21 # pmdps21 .
Thus,
uX u # dps
ps21 pm
pspm21
.
The reader will easily prove that ps21 pm/ps pm21 , 1, so
uX u , dps . (5)
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(II) Suppose X is contained in a hyperplane H. Then X is an algebraic
set of dimension s in H Q Pm21 and of degree d. By the induction hypothesis,
uX u # dps . (6)
(III) Let X be an arbitrary algebraic set of dimension s. X can
be decomposed into the sum of (absolutely) irreducible components
X 5 X1 1 X2 1 ? ? ? 1 Xk of degrees d1 , d2 , . . . , dk ; o
k
i51 di 5 d. If Xi is
not contained in a hyperplane than uXi u # dips by inequality (5). If Xi is
contained in a hyperplane the same is true by inequality (6). Note that
some of Xi may be not defined over Fq , some of them may have dimension
less than s; in both cases we have the same bound.
Thus,
uX u # Ok
i51
uXi u # SOk
i51
diD ps 5 dps. n
Now we prove Theorem 2. Let Mq(2, m, d) denote the number of points
on the configuration from Lemma 6: Mq(2, m, d) 5 (d 2 1)qm21 1
qm22 1 pm22 . We show that for any two effective divisors R and S of degree
d in Pm
uR > S u # Mq(2, m, d).
Proof of Theorem 2. (I) Let X be the intersection R > S and let Y
be the maximal divisor such that R 2 Y $ 0 and S 2 Y $ 0. Let X9 be
(R 2 Y) > (S 2 Y). Then X 5 Y < X9 Let b 5 deg Y. Then 0 # b #
d 2 1. By Theorem 1, uY u # bqm21 1 pm22 . X9 is an algebraic set of
codimension 2 and degree d 5 (d 2 b)2. By Theorem 3, uX 9 u # (d 2 b)2pm22 .
(II) Suppose b 5 0; then X 5 X9 and uX u # d 2pm22 . It can easily be
checked that
uX u 2 Mq (2, m, d) #
d 2 1
q 2 1
(2qm 1 (d 1 2)qm21 2 (d 1 1)) 2 qm22.
For d , q 2 1 the last expression is negative, so uX u # Mq(2, m, d).
(III) Suppose b . 0. We have
uX u # uY u 1 uX 9u # bqm21 1 pm22 1 (d 2 b)2pm22 .
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After some calculations we get
uX u 2 Mq(2, m, d) # 2
1
q 2 1
(qm21 (d 2 b 2 1)(q 2 (d 2 b 1 2))
(7)
1 (d 2 b)2 2 qm22)
The sign of the right-hand side of (7) is the same as the sign of
u 5 2qm21 (d 2 b 2 1)(q 2 (d 2 b 1 2)) 2 (d 2 b)2 1 qm22.
(IV) Suppose 0 , b , d 2 1. If (d 2 b 2 1)(q 2 (d 2 b 1 2)) . 0 then
qm21(d 2 b 2 1)(q 2(d 2 b 1 2)) $ qm21
and u , 0. We have d 2 b 2 1 . 0, d 2 b # d 2 1. Combining this with
the assumption d , q 2 1 we get d 2 b , q 2 2 and (d 2 b 2 1)(q 2
(d 2 b 1 2)) . 0.
Thus, u , 0 and uX u # Mq(2, m, d).
(V) Now we consider the last case b 5 d 2 1. We have deg X9 5 1,
so X9 is a linear subspace of codimension 2. We can not apply Theorem 1
directly, since we would get
uX u # uY u 1 uX 9u # (d 2 1)qm21 1 pm22 1 pm22
. (d 2 1)qm21 1 qm22 1 pm22 .
If Y contains an Fq-hyperplane H then H > X9 contains a linear subspace
of dimension m 2 3, whence
uX u # uY u 1 uX 9u 2 pm23 # (d 2 1)qm21 1 pm22 1 pm22 2 pm23
5 (d 2 1)qm21 1 qm22 1 pm22 .
Suppose Y does not contain an Fq-hyperplane, i.e., for any H the intersec-
tion Y > H is a divisor on H. As in the proof of Theorem 3, we use the
induction on the dimension m and Serre’s construction.
The case m 5 1 is trivial. Now suppose we proved the proposition for
the dimension m 2 1. If Y(Fq) , X 9 then the proposition is evident.
Otherwise fix an Fq-point Q [ (Y\X 9). There exists a unique hyperplane
H0 passing through Q and X 9. The intersection H0 > Y is a divisor of
degree d 2 1 in H Q Pm21, H0 > X 9 5 X 9. We have
uH0 > X u # uH0 > Y u 1 uX 9u # (d 2 1)qm22 1 pm23 1 pm22 .
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For any other hyperplane H ? H0 passing through Q the intersection
H > X is an algebraic set in H Q Pm21 consisting of an effective divisor
H > Y of degree d 2 1 and of a linear subspace H > X 9 of codimension
2 in H. By the induction hypothesis,
uH > X u # Mq(2, m 2 1, d).
Consider the set in Pm* 3 Pm consisting of all pairs (H, P), where H is
a hyperplane and P a point of Pm, both defined over Fq , such that Q [ H,
P [ H > X, P ? Q. We compute the number of Fq-points in this set by
two different ways.
We have uX u 2 1 ways of seleting a point P [ X such that P ? Q and
for each P we have pm22 ways of seleting H passing through P and Q. On
the other hand, we can first select one of pm21 hyperplanes in Pm passing
through Q and then select one of points in (H > X)\Q.
Thus,
(uX u 2 1)pm22 k 5 O
H?H0
(uH > X u 2 1) 1 uH0 > X u 2 1
# pm21 (Mq(2, m 2 1, d) 2 1) 1 pm22 2 qm23.
Therefore,
uX u # 1 1 pm21
pm22
(Mq(2, m 2 1, d) 2 1) 1
pm22 2 qm23
pm22
5 Mq(2, m, d) 1
1
pm22
(qm22(d 2 1 2 q) 1 pm23 ).
We have d # q; thus, qm22(d 2 1 2 q) 1 pm23 , 0 and uX u , Mq (2, m,
d). This completes the proof of the theorem. n
4. GENERALIZED WEIGHTS
In this section we discuss applications of our results to coding theory. A
linear k-dimensional subspace C of Fnq is called a linear [n, k]q-code. Ele-
ments of this subspace are called codewords and n is called the length of
C. The most important parameters of a linear code C are n, k and the
minimum Hamming distance d.
DEFINITION. The support x(D) of a code D is defined as
x(D) 5 hi : '(x1, x2, . . . , xn) [ D : xi ? 0j.
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The rth generalized Hamming weight of a linear code C is the minimal
support size of a r-dimensional subcode of C:
dr(C) 5 minhux(D)u : D , C, dim D 5 rj.
Generalized weights of a linear [n, k, d ]q-code are a monotone set of
integers d1 5 d # d2 # ? ? ? # dk21 # dk 5 n. The set of all generalized
weights hd1, d2, . . . , dk j is called the weight hierarchy of a code.
Generalized weights first appeared in the paper [3]. Several applications
of weight hierarchy are described in [17]. More information about general-
ized weights and the bibliography can be found in the survey paper by
Tsfasman and Vla˘dut¸ [15].
Hirschfeld et al. [5] presented a geometric interpretation of generalized
weights. It is well knonw [14] that the study of linear [n, k]q-codes can be
reduced to the study of projective systems, that is, of n-point subsets of a
(k 2 1)-dimensional projective space over Fq .
The minimum distance equals the minimal number of points of a projec-
tive system lying outside a hyperplane and the rth generalized weight equals
the minimal number of points outside a linear subspace of codimension r:
dr 5 min(uX u 2 uX > H u), (8)
The linear subspaces that reach the minimum in Eq. (8) contain the
maximal possible number ofpoints of the projective system X and are called
the maximal sections of X.
Sets of Fq-points of algebraic varieties are a good source of projective
systems (see [14]). Codes, corresponding to algebraic varieties, are called
algebraic–geometric codes.
Generalized weights for codes on several classes of algebraic varieties
have been computed (see [1, 5, 8, 9] and [15] for more references.)
Veronese varieties correspond to q-ary projective Reed–Muller codes.
These codes are one of natural generalizations of binary Reed–Muller
codes. The minimal distance for these codes was computed in [12, 13].
In his paper [16], Wei computed the weight hierarchy for binary Reed–
Muller codes. He implemented a strong result from the extremal set theory,
namely the Kruskal–Katona theorem. Note that in binary case d is always
not less than q 5 2, while our results concern the case d , q and q . 2.
Heijnen and Pelikaan [4] recently computed the weight hierarchy for
affine q-ary Reed–Muller codes. The answer is similar to Corollary 8.
The following is a straightforward consequence of Theorem 2.
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COROLLARY 7. The second generalized Hamming weight of a pro-
jective q-ary Reed–Muller code of order d , q 2 1 is equal to
pm 2 (d 2 1)qm21 2 pm22 2 qm22.
From Corollary 5 follows
COROLLARY 8. Suppose Conjecture 3 holds, then the weight hierarchy
of a projective q-ary Reed–Muller code of order d , q is given by
dr 5 pm 2 Om
i5j
ni(pm21 2 pm2i2j ) 1 pm22j ,
where ni are such that x
n1
1 x
n2
2 ? ? ? x
nm11
m is the rth (in lexicographical order)
monomial of degree d in m 1 1 variables, and j is the smallest integer such
that nj ? 0.
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