In this work, we consider the numerical recovery of a spatially dependent diffusion coefficient in a subdiffusion model from distributed observations. The subdiffusion model involves a Caputo fractional derivative of order α ∈ (0, 1) in time. The numerical estimation is based on the regularized output least-squares formulation, with an H 1 (Ω) penalty. We prove the well-posedness of the continuous formulation, e.g., existence and stability. Next, we develop a fully discrete scheme based on the Galerkin finite element method in space and backward Euler convolution quadrature in time. We prove the subsequential convergence of the sequence of discrete solutions to a solution of the continuous problem as the discretization parameters (mesh size and time step size) tend to zero. Further, under an additional regularity condition on the exact coefficient, we derive convergence rates in a weighted norm for the discrete approximations to the exact coefficient. The analysis relies heavily on suitable nonstandard nonsmooth data error estimates for the direct problem. We provide illustrative numerical results to support the theoretical study.
Introduction
Let Ω ⊂ R d (d = 1, 2, 3) be a convex polyhedral domain with a boundary ∂Ω. Consider the following initial-boundary value problem of the subdiffusion equation:      ∂ α t u(x, t) − ∇ · (q(x)∇u(x, t)) = f (x, t), (x, t) ∈ Ω × (0, T ], u(x, 0) = u 0 (x), x ∈ Ω, u(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ], (1.1) where T > 0 is the final time. The functions f and u 0 are the given source term and initial condition, respectively, and their precise regularity will be specified below. The notation ∂ α t u, denotes the Caputo fractional derivative in time of order α ∈ (0, 1), defined by [24] The fractional derivative ∂ α t u recovers the usual first order derivative as the order α → 1 − for sufficiently smooth functions u. Thus the model is a fractional analogue of the classical diffusion model. The model (1.1) has received enormous attention in recent years, due to their extraordinary capability for describing anomalously slow diffusion processes, also known as subdiffusion, which displays local motion occasionally interrupted by long sojourns and trapping effects. These processes are characterized by sublinear growth of the particle mean squared displace with the time. The model has found many successful applications in physics, biology and finance etc; see the reviews [31, 30] for physical modeling and a long list of applications.
This work is concerned with numerically identifying the diffusion coefficient q ∈ L ∞ (Ω) the model (1.1) from the (noisy) distributed observation u(x, t) = z δ (x, t), (x, t) ∈ Ω × [0, T ].
(1.
2)
The inverse problem is a fractional analogue of the inverse conductivity problem for standard parabolic problems, which has been extensively studied both numerically and theoretically; see the monograph [13, Chapter 9] for relevant mathematical theory and the references [12, 34, 21, 22, 9, 25, 7, 32, 35] for a rather incomplete list of works on numerical identification of a diffusion coefficient in standard parabolic problems. Numerically, most of these existing works formulate the inverse problem into an output leastsquares formulation, with a proper penalty, e.g., Sobolev smoothness or total variation. In this work, we develop a rigorous numerical procedure for recovering a spatially dependent diffusion coefficient. We formulate an output least-squares formulation with an H 1 (Ω) penalty, and provide a complete analysis of both continuous and discrete formulations, including well-posedness and convergence of discrete approximations, for weak regularity assumption on the problem data, in Sections 2 and sec:fully, respectively. Furthermore, in Section 4, we derive some error estimates on the discrete approximation under a mild regularity assumption on the exact diffusion coefficient; see Theorem 4.1 and Corollary 4.1. The results extend the corresponding results for the standard parabolic case [12, 22, 35] . Due to the nonlocality of the Caputo derivative ∂ α t u, many powerful tools from PDE theory and classial numerical analysis, e.g., energy argument, are not directly applicable, and the solution operator has only limited smoothing properties, which represent the main technical challenges in the convergence analysis. Hence, the analysis differs significantly from the standard parabolic counterpart. The error analysis is complicated by the nonlinearity of the forward map, and thus standard techniques from optimal control theory also do not apply. We shall employ the positivity of the fractional derivative operators (in Theorem 2.1 and 3.1), nonsmooth data estimates (in Lemma 4.1) and novel test function ϕ (in Theorem 4.1), to overcome these challenges, which represent the main technical novelties of the work. Now we briefly review relevant works from the inverse problem literature. Inverse problems for fractional diffusion has started to attract much interest, and there has already been a vast literature (see, e.g., the review [19] ). There are a number of interesting works on recovering the diffusion coefficient [4, 26, 27, 37, 23] .
In an influential piece of work, Cheng et al [4] proved the unique recovery of both diffusion coefficient and fractional order from the lateral Cauchy data for the model (1.1) with a Dirac source in the one spatial dimensional case. The proof employs Laplace transform and the classical Sturm-Liouville theory. Very recently, Kian et al [23] proved uniqueness for the recovery of two coefficients from the Dirichlet-to-Neumann map [23] . Li et al [26, 27] discussed the numerical recovery of the diffusion coefficient (simultaneously with the fractional order), and showed various continuity results of the parameter to state map. However, the numerical discretization was not analyzed in [27] . Zhang [37] proved the unique recovery for the case of a time-dependent q ≡ q(t), and devised a numerical scheme for its recovery. See also the work [36] for further numerical results on recovering the diffusion coefficient from boundary data in the one-dimensional case, using a space-time variational formulation, which allows only a zero initial condition. However, there is no analysis of the discretized problem, which is the focus of the present work. In sum, none of these existing works has rigorously studied the discretization schemes in a proper functional analytic setting, and it is precisely this gap that this work aims to fill in. We refer interested readers also to the works [38, 15, 20, 39] and references therein for further numerical methods on related nonlinear inverse problems.
The rest of the paper is organized as follows. In Section 2, we formulate the continuous problem, and analyze its well-posedness, e.g., existence and stability. Then in Section 3, we describe a fully discrete scheme, and show the convergence of the discrete approximations to a solution of the continuous problem as the discretization parameters tend to zero. In Section 4, we provide detailed error estimates for the discrete approximations under suitable regularity assumption on the exact coefficient. Finally, in Section 5, we present illustrative one-and two-dimensional numerical results to complement the theoretical analysis.
We end this section with some useful notation. Throughout, the notation c denotes a generic constant, which may change at each occurrence, but it is always independent of q, the mesh size h and time stepsize τ etc. We shall employ standard notation for Sobolev spaces [1] . The spaces L p (Ω) and H 1 (Ω) are endowed with the norms · L p (Ω) and · H 1 (Ω) , respectively, and the notation (·, ·) denotes the L 2 (Ω) inner product. We denote by H −1 (Ω) the dual space of H 1 0 (Ω). For a Banach space B (endowed with the norm · B ), we define L 2 (0, T ; B) = {u(t) ∈ B for a.e. t ∈ (0, T ) and u L 2 (0,T ;B) < ∞}, and the norm is given by u L 2 (0,T ;B) = T 0 u(t) 
2 Well-posedness of the continuous problem
In this section, we analyze the continuous formulation of the reconstruction approach. To recover the diffusion coefficient q, we employ the following output least-squares formulation with an H 1 (Ω)-penalty:
subject to q ∈ A and u(q) satisfying the variational problem
The admissible set A for the diffusion coefficient q(x) is given by
with constants c 0 , c 1 ∈ R and 0 < c 0 < c 1 . The H 1 (Ω) seminorm penalty is suitable for recovering a Sobolev smooth diffusion coefficient. The scalar γ > 0 is the regularization parameter, controlling the strength of the penalty [14] . The dependence of the functional J γ on z δ will be suppressed whenever there is no confusion. For the analysis in Sections 2 and 3, we make the following assumption on problem data. It is sufficient to ensure the existence of a unique solution u(q) ∈ L 2 (0, T ; H 1 (Ω)) for any q ∈ A [17] .
First we show the well-posedness of problem (2.1)-(2.2), which relies on a continuity result for the parameter-to-state map u(q). First, we recall a stability result on the solution operator. Below, for any q ∈ A, the operator A(q) :
Lemma 2.1. For any q ∈ A, let v solve
Taking the test function φ = v in the weak formulation, and then integrating from 0 to T give
Since v(0) = 0, there holds Lemma 2.3] , and by Poincaré's inequality and Cauchy-Schwarz inequality, we obtain the desired estimate.
The next result gives the continuity of the parameter-to-state map.
Lemma 2.2. If the sequence {q n } ⊂ A that converges to q ∈ A in L 1 (Ω) and a.e., then
Then it satisfies v n (0) = 0 and
Then by Lemma 2.1 and the definition of the
Since q, q n ∈ A and q n converges to q in L 1 (Ω) and almost everywhere, by Lebesgue's dominated convergence theorem [11, Theorem 1.19] , lim
which shows the desired estimate.
The next result gives the existence of a minimizer. Proof. Since the functional J γ is bounded from below by zero, there exists a minimizing sequence {q n } n≥1 ⊂ A such that lim n→∞ J γ (q n ) = inf q∈A J γ (q). Thus, the sequence {q n } n≥1 is uniformly bounded in H 1 (Ω) seminorm, which together with the box constraint q n ∈ A, implies that it is also uniformly bounded in H 1 (Ω). Thus there exists a subsequence, still denoted by {q n } n≥1 that converges to some q * ∈ A weakly in H 1 (Ω), and by compact Sobolev embedding theorem [11] , converges also in L 1 (Ω 
This and weak lower semi-continuity of semi-norms imply that q * is a minimizer to (2.1).
The following continuous dependence results follow from a standard argument [8, 14] .
Theorem 2.2. Under Assumption 2.1, the following statements hold.
, and q * j ∈ A the corresponding minimizer to J γ (·; z j ). Then {q * j } j≥1 contains a subsequence convergent to a minimizer of
(Ω)) = δ j for some exact data z * , and q * j be a minimizer to J γj (·; z δj ) over A. If the sequence {γ j } j≥1 satisfies lim j→∞ γ j = 0 and lim j→∞ δ 2 j γj = 0, then {q * j } j≥1 contains a subsequence converging to a minimum-
Numerical approximation and convergence analysis
Now we describe the discretization of problem (2.1)-(2.2) and show the convergence of the approximations.
Numerical approximation
First, we describe a spatially semidiscrete scheme for problem (1.1) based on the Galerkin FEM; see [17] for a recent overview on the numerical approximation of the subdiffusion model. Let T h be a shape regular quasi-uniform triangulation of the domain Ω into d-simplexes, denoted by T , with a mesh size h. Over T h , we define a continuous piecewise linear finite element space X h by
and similarly the space V h by
The spaces X h and V h will be employed to approximate the state u and the diffusion coefficient q, respectively. We define the
Note that the operator P h satisfies the following error estimate: for any s ∈ [1, 2],
Let I h be the interpolation operator associated with the finite element space V h . Then it has the following error estimates for s = 1, 2 (see e.g., [10, Theorem 1.103]):
Now we partition the time interval [0, T ] uniformly, with grid points t n = nτ , n = 0, . . . , N , and a time step size τ = T /N . The fully discrete scheme for problem (1.1) reads:
where
Upon letting the discrete operator A h (q) :
for all v h , χ ∈ X h , the fully discrete scheme (3.3) can be rewritten as
Now we can formulate the finite element discretization of problem (2.1)-(2.2):
with U 0 h = P h u 0 . The discrete admissible set A h is taken to be
Clearly, A h = A ∩ V h . Problem (3.5)-(3.6) is a finite-dimensional nonlinear optimization problem with PDE and box constraint, and can be solved efficiently. The analysis of problem (3.5)-(3.6) is the main focus of Sections 3.2 and 4.
Existence and convergence
This part is devoted to the convergence analysis of the discrete approximations given by the scheme (3.5)-(3.6) to the continuous formulation (2.1)-(2.2). We begin with some a priori estimate on the solutions of the time-stepping scheme (3.3). The proof relies on positivity of CQ.
Then there holds
Proof. Upon letting χ = V n h ∈ X h and then summing over n leads to
Now we shall show that the first term on the left hand side is nonnegative. To this end, we extend {V
By the property of discrete Fourier transform, we have
Then Cauchy-Schwarz inequality and Poincaré's inequality imply the desired estimate.
Lemma 3.2. The following statements hold
, which shows the second assertion.
The next result gives a discrete analogue of the following inequality: 
Proof. By the definition of the backward Euler CQ in (3.4), we deduce
Now by the definition, the binomial coefficient b
< 0 for j ≥ 1, and thus
Then the desired result follows immediately.
The next result gives a discrete continuity result.
Proof. Using Lemma 3.1, the proof is similar to that of Lemma 2.2, upon noting the fact that in a finitedimensional space V h , all norms are equivalent, and the convergence in L 1 (Ω) implies almost every convergence. Thus the proof is omitted.
Then we can obtain the existence of a discrete minimizer q * h ∈ A h . The proof is identical with that in Theorem 2.1, and hence omitted. Note that the discrete minimizer q * h depends implicitly also on the time step size τ , through the weak formulation (3.6).
Theorem 3.1. Under Assumption 2.1, there exists at least one minimizer q * h ∈ A h to problem (3.5)- (3.6 ). Below we analyze the convergence of the sequence {q * h } h>0 as h, τ → 0. The next result is an analogue of Lemma 2.2, and plays an important role in the convergence analysis. For the sequence of discrete solutions U n h,τ ≡ U n h,τ (q h ) to problem (3.6), we define a piecewise constant in time interpolation u h,τ (t) by
h,τ (q h ) be the discrete solutions to problem (3.6) with q h ∈ A h , and suppose that the sequence {q h ∈ A h } h>0 converges to some q * ∈ A in L 1 (Ω) and almost everywhere. Then under Assumption 2.1, the piecewise constant interpolation u h,τ satisfies
Proof. Taking the test function χ = U n h − U 0 h in (3.6) and summing over n yield
This identity, the nonnegativity of the discrete convolution∂ α τ (see the proof of Lemma 3.1), Poincaré inequality and Young's inequality, and the L 2 (Ω) stability of P h lead to
Thus, the sequence {u h,τ } h,τ >0 is uniformly bounded in L 2 (0, T ; H 1 (Ω)), and thus there exists a subsequence, still denoted by {u h,τ } h,τ >0 , such that
Meanwhile, by taking the test function χ =∂
Then Lemma 3.3 allows bounding the second term by
where the second last line follows from the fact that b (α−1) j > 0 for all j ≥ 0, and the last line from Lemma 3.2. This and Young's inequality imply
Thus the sequence of piecewise constant interpolation, denoted by {∂
, and there exists a subsequence, still denoted by (Ω)) with φ(T ) = 0, and define an approximation φ h,τ by φ h,τ (t) = τ
Then by discrete summation by parts and straightforward computation, there holds
where the notation
By the approximation property of
and meanwhile, by the weak convergence of∂
Comparing these two identities shows that v * = ∂ α t (u * − u 0 ), i.e., v * is the weak fractional order derivative of u * − u 0 . Now taking the test function χ = φ h,τ (t n ) in (3.6) and summing over n, we obtain
and by the definition of piecewise constant interpolations∂ τ (U n h,τ − U 0 h ) and u h,τ (t) and the construction of the test function φ h,τ (t n ), it is equivalent to
where f h,τ (t) = τ −1 tn tn−1 P h f (t)dt, for t ∈ (t n−1 , t n ], n = 1, . . . , N . Upon passing limit on both sides and noting the construction of the approximation f h,τ (t),
Further, to analyze the term T 0
(q h ∇u h,τ , ∇P h φ(t))dt, we employ the following splitting
We bound the three terms separately. By the approximation property of P h and uniform boundedness of u h,τ in L 2 (0, T ; H 1 (Ω)) due to (3.7), we deduce
Next, since q h converges to q * in L 1 (Ω) and almost everywhere and (3.7), by Lebesgues' dominated convergence theorem, we have
The third term III tends to zero as h, τ → 0 + , in view of the weak convergence in (3.7). Consequently, combining the three assertions together yields
In sum, the limit u * satisfies
By the density of the space
, the identity holds also for any φ ∈ L 2 (0, T ; H 1 0 (Ω)). This immediately shows that u * is a weak solution to problem (1.1) with q * , i.e., u * = u(q * ). Since every subsequence contains a convergent sub-subsequence, the whole sequence converges to u(q * ). This completes the proof of the lemma. Now we can state the main result of this part, i.e., the convergence of the discrete solutions {q * h } h>0 to the continuous optimization problem (2.1)-(2.2). Proof. Since the constant function q h = c 0 belongs to the admissible set A h for any h, there holds J γ,h,τ (q * h ) ≤ J γ,h,τ (c 0 ) < ∞, from which it directly follows that the sequence {q * h } h>0 is uniformly bounded in the H 1 (Ω)-seminorm. This and the box constraint in A h imply that the sequence {q * h ∈ A h } h>0 is uniformly bounded in the H 1 (Ω) norm. Thus there exists a subsequence, still denoted by {q * h } h>0 such that it converges weakly in the H 1 (Ω) to some q * ∈ A. We claim that q * is a minimizer to problem (2.1)-(2.2). For any q ∈ A, by the density of W 1,∞ (Ω) in H 1 (Ω) [11] (e.g., by means of mollifier), there exists a sequence {q } >0 ⊂ A∩W 1,∞ (Ω) such that lim →0 + q − q H 1 (Ω) = 0 and almost everywhere. Now let q h = I h q ∈ V h . By the minimizing property of q * h , there holds
By the weak lower semi-continuity of norms, weak convergence of 
and consequently
Meanwhile, by the approximation property of the operator I h in (3.2),
Thus, taking limit as h, τ → 0 + in the inequality (3.9) yields J γ (q * ) ≤ J γ (q ). Further, since q → q in H 1 (Ω) and almost everywhere as → 0 + , by Lemma 2.2, there holds
Combining the three relations (3.10)-(3.12) yields J γ (q * ) ≤ J γ (q) for any q ∈ A. This shows the weak convergence to a minimizer q * in H 1 (Ω). Meanwhile, by the weak lower semi-continuity of the norms and a standard argument by contradiction [14] , we deduce
Therefore, the subsequence {q * h } h>0 converges to q * in H 1 (Ω), completing the proof.
Remark 3.1. Since the continuity results (at both discrete and continuous levels) are stated with respect to L 1 (Ω), the results in Sections 2 and 3 extend straightforwardly to closely related regularized formulations, e.g., total variation penalty or
Error estimates
Now we derive error estimates of approximations q * h under the following regularity on the problem data. Assumption 4.1. The following conditions hold.
(i) There exists some β > max(
) and for any s ∈ [0, β) and r ∈ [0, 2], there holds
See [33, 17] for a proof of the regularity estimate. The better regularity on the observation z δ and u(q) enables slightly modifying the discrete optimization problem J h,τ,γ . instead of using z 
Proof. The first estimate is immediate from [16] 
To show the second estimate, we bound ρ
: X h → X h are the discrete analogues of the elliptic operators A(q † ) and A(q h ) associated with q † and I h q † , respectively. Thus, it can be written as
where E n h,τ is the fully discrete solution operator, which satisfies that for all v h ∈ X h ,
It follows from this estimate and the solution representation (4.4) that
Further, the definitions of P h and A h and the
since q ∈ W 2,∞ (Ω) by Assumption 4.1(i) and (3.2). Thus, we deduce
This and the triangle inequality completes the proof of the lemma.
Next we give an estimate on the CQ approximation of the fractional derivative. The detailed proof is deferred to the appendix. 
The next lemma gives the quadrature error estimate.
Lemma 4.3. Let q † be the exact diffusion coefficient and u ≡ u(q † ) the solution to problem (2.2). Then under Assumption 4.1,
Proof. Let g(t) = z δ (t) − u(t). By the regularity estimate (4.1) and Assumption 4.1,
By the triangle inequality, we have
Next we analyze the two cases n = 1 and n > 1 separately. First, for the case n = 1,
Using (4.5), the term I 1,0 can be bounded by
Similarly, we can deduce I 1,1 ≤ cτ 1+α . Further, for the case n > 1, g(t) is smooth, and thus by standard interpolation error estimates, for some ξ n ∈ [t n−1 , t n ]
In view of the bounds in (4.5),
The last two estimates together imply
Then the assertion follows from the triangle inequality and the definition of the noise level.
Remark 4.1. One can only obtain an O(τ + δ 2 ) rate the discrete objective function J γ,h,τ in (3.5). The α exponent in Lemma 4.3 reflects the limited temporal smoothing property of the solution u(t): the larger the fractional order α is, the smoother is the solution u(t) in time and the faster is the decay of quadrature error.
The next result gives a priori bounds on the bound q * h and error estimates on the approximation U n h (q * h ). This result will play a crucial role in the proof of Theorem 4.1. 
Proof. By the minimizing property of q * h ∈ A h and I h q † ∈ A h , we deduce
By the triangle inequality, we derive
These two inequalities and Lemma 4.3 imply
Since
2). Meanwhile, by Lemma 4.1, we have
Combining the preceding estimates completes the proof of the lemma.
We shall also need the following lemma on backward Euler CQ.
Lemma 4.5. Let q † be the exact coefficient, and u ≡ u(q † ) the solution to problem (1.1). Then for
, and ∈ (0, min(
Proof. By the associativity of CQ, i.e.,∂
Thus, the L 2 (Ω)-stability of P h , the bound on |b
We claim that the integral g(t j ) is decreasing in t j ∈ [τ, t m ]. Indeed, for any 0 <t 1 <t 2 ≤ t m , by changing of variables, there holds
Consequently,
This completes the proof of the lemma.
The next theorem represents the main result of this section, i.e., error estimate of the numerical approximation q * h ∈ A h , with the weight involving q
The proof relies crucially on the choice of the novel test function ϕ = 
Proof. For any test function ϕ to be specified below, we have the splitting
Thus, applying integration by parts to the first term leads to
Next we bound the three terms. Direct computation with the triangle inequality gives
In view of the regularity estimate (4.1), we derive
where the second line is due to Sobolev embedding ∇u L ∞ (Ω) ≤ c u H s (Ω) with s > d 2 + 1 (by the convexity of the domain and elliptic regularity [6, Corollary 19.7, p. 166] ). This and the Cauchy-Schwarz inequality imply that the first term I n 1 is bounded by
Now we choose the test function
, and then straightforward computation gives
. By the box constraint of A and the regularity estimate (4.1), we have
and the approximation property of the projection operator P h implies
Thus, in view of Lemma 4.4, the term I n 1 in the splitting (4.6) can be bounded by
which together with the trivial inequality τ
For the term I n 2 , by the triangle inequality, inverse inequality, H 1 (Ω) stability of P h , we have
and consequently, the Cauchy-Schwarz inequality and Lemma 4.4 imply
≤ c(hγ
Next we bound the third term I n 3 . It follows directly from (2.2) and (3.6) that
It remains to bound the two terms I 
n , n = 1, 2, . . . , N. 
Consequently
Next we appeal to the splitting
By Lemma 3.2, the sum IV
Then Lemma 4.4 and Cauchy-Schwarz inequality imply
where the second inequality is due to τ
. Similarly, by Lemma 4.5,
These two estimates and the triangle inequality lead to
The three estimates (4.7), (4.8) and (4.9) together imply
Finally, this and the identity
lead immediately to the desired assertion. This completes the proof of the theorem. 
Proof. In view of Theorem 4.1, it suffices to bound the quadrature error: 
By the regularity estimate (
Combining the preceding two estimates, we obtain Ω Idx ≤ cτ . The term II can be bounded similarly as Ω IIdx ≤ cτ | ln τ |. Indeed, under Assumption 4.1(i), the regularity estimate (4.1) and (1.1), we have ∂
, and thus the function
Then repeating the argument completes the proof.
First, we let T 0 = 0.75 and study how the reconstruction error changes according to different parameters. The numerical results for the example with different noise levels ε, and fixed h and τ , are summarized in Table 1 . The chosen γ is relatively small, since the magnitude of the exact data u(q † ) is actually very small: for example, upon convergence, the functional value J γ,h,τ (q * h ) is about O(10 −12 ) for exact data and about O(10 −9 ) for ε = 1.00e-2. Clearly, the L 2 (Ω) error of the reconstruction q * h , i.e., q † − q * h L 2 (Ω) , decreases steadily as the noise level ε tends to zero (Note that even at ε = 0, the reconstruction error is nonzero due to the presence of discretization errors). The convergence is consistently observed for all three fractional orders. Interestingly, for a fixed noise level ε, as the fractional order α increases from α = 0.25 to α = 0.75, the reconstruction error tends to deteriorate slightly. It might be related to the fact that for homogeneous subdiffusion, the smaller is the fractional order α, the quicker the state u(t) approaches a "quasi"-steady state; Then the inverse problem reduces to the elliptic counterpart, i.e., −∇ · (q∇u) = f , which is known to be beneficial for numerical reconstruction [19] . However, the precise mechanism remains to be ascertained. We refer to Fig. 1 for reconstructions: the recoveries are qualitatively comparable with each other and all reasonably accurate for up to = 5.00e-2. These observations concur well with the numbers in Table 1 . Next we examine the convergence with respect to the mesh size h and time step size τ ; see Tables 2 and  3 for the empirical convergence with respect to h and τ , respectively. The reference regularized solution q * is computed with h = 1/800 and τ = 1/2048, and it differs slightly from the exact diffusion coefficient q † , due to the presence of data noise (ε = 1e-2). Clearly, the L 2 (Ω) error q * − q * h L 2 (Ω) of the reconstruction q * h (which depends also implicitly on τ via the optimization problem (3.5)-(3.6)) decreases as either the mesh size h or time step size τ tends to zero, and the convergence is generally steady. These observations partially confirm the convergence result in Theorem 3.2. 2 −10 α = 0.25 3.78e-2 3.88e-2 2.03e-2 8.30e-3 2.38e-2 6.27e-3 α = 0.50 3.90e-2 3.80e-2 1.98e-2 1.92e-2 2.07e-2 8.46e-3 α = 0.75 9.31e-2 4.47e-2 2.64e-2 1.06e-2 1.45e-2 6.64e-3
Last, we take T 0 = 0 and examine the convergence of the errors
and The second example has a nonsmooth exact coefficient q † , and the problem is inhomogeneous. The notation min denotes the pointwise minimum.
Example 5.2. u 0 (x) = x 2 (1 − x) 2 , f (x, t) = e x(1−x) x(1 − x)t, q † = 2 + min( 1 2 , sin 4 (2πx)), and T 0 = 0.75.
The numerical results for the example with different noise levels are given in Table 4 and Fig. 3 . The observations from Example 5.1 remain largely valid: the error q † − q * h L 2 (Ω) decreases as the noise level ε decreases to zero. The results are mostly comparable for all three fractional orders. For high noise levels, e.g., ε = 5.00e-2, the error in the reconstruction is clearly dominated by the oscillations within the flat regions, which is reminiscent of the Gibbs phenomenon arising from the approximation of the kinks, and also the deviations in the valley. Nonetheless, all the results are fair and represent acceptable approximations. 
Numerical results in two spatial dimension
Now we present numerical results for the following example on the unit square Ω = (0, 1) 2 . The domain Ω is first uniformly divided into M 2 small squares, each with side length 1/M , and then a triangulation is obtained by connecting the low-left and upper-right vertices of each small square. The reference data is first computed on a finer mesh with M = 100 and a time step size τ = 1/2000. The inversion is carried out with a mesh M = 40 and τ = 1/500. Example 5.3. u 0 (x 1 , x 2 ) = x 1 (1 − x 1 ) sin(πx 2 ), f ≡ 0, q † (x 1 , x 2 ) = 1 + sin(πx 1 )x 2 (1 − x 2 ), and T 0 = 0.8.
The numerical results for the example with different noise levels are presented in Table 5 and Figs. 4-6 . The empirical observations are in excellent agreement with for Example 5.1, e.g., convergence with decreasing noise level ε and slightly improved reconstructions for increasing fractional orders α. Figs. 4-6 indicate that the error e q = q * h − q † lies mainly in recovering the peak, however, the overall shape is well recovered. 1.00e-14 3.00e-12 1.00e-11 3.00e-11 2.00e-10 5.00e-10 α = 0.25 1.51e-3
1.75e-3 2.87e-3 3.64e-3 5.82e-3 7.81e-3 α = 0.50 1.61e-3
1.86e-3 2.80e-3 3.62e-3 6.58e-3 9.57e-3 α = 0.75 1.59e-3 2.21e-3 3.38e-3 4.66e-3 1.13e-2 1.64e-2 ε = 0 ε = 1.00e-2 ε = 5.00e-2 
A Proof of Lemma 4.2
The proof relies on the discrete Laplace transform, and the following two well known estimates 
