Abstract. We study space and time discretizations of the Cahn-HilliardGurtin equations with a polynomial nonlinearity. We first consider a space semi-discrete version of the equations, and we prove in particular that any solution converges to a steady state (as in the continuous case). Then, we study the numerical stability of the fully discrete scheme obtained by applying the Euler backward scheme to the space semi-discrete problem. In particular, we show that this fully discrete problem is unconditionally stable. Numerical simulations in one space dimension conclude the paper.
1. Introduction. In this paper, we study space and time discretizations of the Cahn-Hilliard-Gurtin equations ∂ t u − a · ∇∂ t u = div (B∇w) in Ω × (0, +∞),
together with periodic boundary conditions. Here Ω = Π 
for some c 0 > 0. These equations, which describe qualitative features of two-phases systems, were derived by M. Gurtin in [7] . The variable u is the order parameter and w is the chemical potential. When B = κI (κ > 0), β ≥ 0 and a = b = 0, we obtain the viscous Cahn-Hilliard equation, which was derived independently in [15] . The subcase β = 0 corresponds to the classical Cahn-Hilliard equation: in this latter case, assumption (4) is not satisfied, but the classical Cahn-Hilliard equation can be seen as a singular limit of the viscous Cahn-Hilliard equation [1, 5] . Periodic boundary conditions guarantee the well-posedness of the initial-value problem (1)- (3) . Neumann boundary conditions are usually preferred in the Cahn-Hilliard theory, but it is not clear in general what the proper conditions should be for the system (1)-(3) (see [12, 13] for details).
Global existence [11, 13] of a solution to (1) - (3) is a consequence of the fact that the free energy
is a Liapounov functional [17] , and that the mass is preserved:
In [14] , Miranville and Rougirel also proved, using a generalization of the Lojasiewicz-Simon gradient inequality, that any solution of (1)- (3) converges to a steady state.
In this paper, we are concerned with space and time discretizations of equations (1)- (3) , in view of numerical simulations. We are especially interested in the question of numerical stability as defined in [8] , that is the question of whether, and in which sense, the discretization inherits the dynamical properties of the continuous problem. This question has already been addressed in [2, 4] for the classical CahnHilliard equation (see also [6] ), and in [1] for the viscous Cahn-Hilliard equation. In these papers, the authors use strongly the fact that the classical and the viscous Cahn-Hilliard equations are gradient flows for the energy E in some function space (see also [5, 8, 14] ). The Cahn-Hilliard-Gurtin equations (1)- (3), however, form a dissipative system which is not a gradient flow, and this makes the question of their numerical stability all the more interes ting.
In section 2, we study a space discretization of (1)-(3) by a Galerkin method, which includes the case of conforming finite elements. We prove the space discrete version of Miranville and Rougirel's convergence result [14] . In section 3, we study the numerical stability of the fully discrete scheme obtained by applying the Euler implicit method to the space semi-discrete problem. In particular, we show that this fully discrete problem is unconditionally stable. For both the space semi-discrete problem and the fully discrete problem, we also prove that the discrete solution converges, on finite time intervals, to the solution of the continuous problem, when the discretization parameters (mesh-size and time step, in the fully discrete case) converge to 0. Numerical simulations in one space dimension are presented in section 4.
2.
The continuous and space semi-discrete problems. Let L 2 denote the space L 2 (Ω) with scalar product (·, ·) and norm
Existence and uniqueness results were obtained in [11] (see also [13] and references therein). A priori estimates are based on the fact that E is a Liapounov functional (see (21)), that the mass is preserved (see (23)), and that f is bounded from below:
for some C f ≥ 0. We also use the continuous injection V ⊂ L 2p+2 (Ω) and the Poincaré inequality
The best constant c P is given by [16] 
Uniqueness, obtained by Gronwall's lemma, relies on the inequality
which is itself an immediate consequence of the mean value theorem and the fact that, for some C f ′′ ≥ 0,
A steady state for (5)- (7) is a (u
Notice that the set of steady states does not depend on the coefficients a, b, B and β. Because of the periodic boundary conditions, this set is invariant by translations (see also section 4). We have (see [13, 14] )
and there exists a steady state (u
In fact, Miranville and Rougirel proved the convergence under the assumption that the matrix B is symmetric. We can always assume that this is the case, since for all w, the term div(B∇w) in (1) remains unchanged if B is replaced by its symmetric part, (B + t B)/2.
For the space discretization, we introduce a sequence (V h ) h>0 of suspaces of V such that (i) for every h > 0, V h has finite dimension and contains 1; (ii) ∪ h>0 V h is dense in V . Typically, V h will be a conforming finite element space (see section 4) or the finite dimensional space associated to the first M eigenvalues of the Laplacian with periodic boundary conditions, as in [13] .
The space semi-discrete scheme reads: for u
The proof of the existence in Theorem 2.1 in [13] is based on a Galerkin approximation. It implies, with only minor modifications, namely the choice of the spaces V h , the discrete version of Theorem 2.1:
As a preparation for the analysis in the next sections, we recall the
Then choosing χ = ϕ i , i = 1, . . . , M we see that (15)- (17) may be rewritten
We have used t M a = −M a . Let M denote the matrix in the left-hand side above, let X, Y ∈ R M and denote
Thus, the matrix M is invertible. . Multiplying (19) to the left by (W (t), U ′ (t)) and using (20), we find
for all t ∈ [0, T + ). Integrating from 0 to t gives (18) for all t ∈ [0, T + ). By (8),
for all t ∈ [0, T + ). Moreover, choosing χ = ϕ 1 ≡ 1 in (15) yields
Using the Poincaré inequality (9), we see that u h ∈ L ∞ (0, T + ; V ) so the solution is global: T + = +∞, and the proof is complete.
A steady state for (15)- (17) 
Concerning the asymptotic behaviour of solutions, the space discrete version of the convergence theorem in [14] is also true. However, thanks to the finite dimension, a simpler proof holds.
Proposition 1. There exists a steady state
We write the proof below, following the one given in [9] for parabolic problems. However, we use some of the notations introduced above, as well as additional notations that we prefer to detail in the next section, so we recommend to read it after section 3.
Proof. With the notations of the proof of Theorem 3.2, the affine space
The system (19), or equivalently, the time continuous version of (39)-(41), reads
Taking the Euclidean norm of this equality, and using (25), we find that
where 0 < µ 1 < µ 2 < ∞ are respectively the smallest and largest eigenvalues of the symmetric positive definite matrix tṀṀ . By (21),
As a consequence, t → E(U (t)) is nonincreasing and the set {U(t) : t ≥ 0} is bounded in R M−1 . There exist t n → +∞ andU
It is well known thatU
∞ is a steady state for (28): this is a consequence of the fact that E(U ∞ ) = lim t→∞ E(U (t)) and of the continuity of the Cauchy problem (28) with respect to perturbations of the initial value. If E(U (t)) = E(U ∞ ) for somē t < ∞, then E(U (t)) = E(U ∞ ) for all t ≥t, andU (t) =U ∞ for all t ≥t. From now on, we assume that E(U (t)) > E(U ∞ ) for all t ≥ 0. The discrete energy E is a polynomial function of the variables (v 2 , . . . , v M ) =V . By Lojasiewicz' inequality [9, 14] , there exist θ ∈ (0, 1), σ > 0 and c L > 0 such that
Let n be large enough such that
and let
Using successively (30), (29) and (32), we find that
This shows that t + = +∞ (otherwise we find |U (t + ) −U (t n )| < σ, a contradiction). Moreover, ∞ tnU ′ (s)ds converges absolutely soU(t) has a limit as t → +∞.
Using (28), we see thatẆ (t) = H(U (t)) for some continuous function H, soẆ (t) has a limit as t → +∞, which, by (31), is 0. Similarly, by (27), w 1 (t) has a limit. This concludes the proof.
When V h is a finite element space, it is interesting to notice that (u h , w h ) tends to the solution (u, v) of the continuous problem on finite time intervals, when the mesh-size h tends to 0. This is a consequence of the energy estimate (18).
< ∞, so again by (22) and the Poincaré inequality (9), (w h ) is bounded in L 2 (0, T ; V ). There existū,w such that, up to a subsequence,
If we prove that (ū,w) satisfies (5)- (7), then by uniqueness of the solution, the whole sequence (u h , w h ) will tend to (u, w) and the proof will be complete. This follows by passing to the limit in (15)- (17) and standard compactness arguments (see also the proof of Corollary 3).
3. The space and time discrete problem. Our fully discrete scheme is obtained by applying a backward Euler scheme to the space semi-discrete problem. The spaces (V h ) satisfy (i)(ii) as in the previous section and we choose a time-step δt > 0.
The fully discrete scheme reads: let u h,0 ∈ V h and for n = 1, 2, . . .,
We first state a result which is the fundamental energy estimate in the study of (34)-(35) (see also [8] ). 
Proof. Let u, v ∈ V be such that (u, 1) = (v, 1) and define Φ(t) = E(v + t(u − v)). (10) and (12)), yields the desired estimate.
We have
In particular, if αλ 1 − C f ′′ ≥ 0, there is no restriction on the time step δt. This corresponds to the case where E is convex; the constant is the unique steady state solution [2] .
It is difficult to work with this system because the matrix M B is not invertible. However, we can get rid of the constants by noticing that
where, for any square matrix C = (C ij ) 1≤i,j≤M of size M , we denoteĊ the submatrix of size M − 1 defined byĊ = (C ij ) 2≤i,j≤M . Thus, the nonlinear system (38) is equivalent to
−w
It is therefore sufficient to prove the existence and uniqueness theorem for the system (41), for a given U n−1 . In order to do this, we writeṀ = M S + M A with M S = (Ṁ + tṀ )/2 (symmetric part) and M A = (Ṁ − tṀ )/2 (antisymmetric part) and we use a homotopy method which is detailed in the following lemma. This will conclude the proof.
Moreover,
where
Multiplying to the left by (δW, δV /δt) and using (20), we obtain . By (10), we obtain uniqueness for every δt > 0 such that c 0 + δt(αλ 1 − C f ′′ ) > 0. Existence. We have
The system (42) is therefore equivalent to
When σ = 0, this system has a variational form: (W 0 , V 0 ) satisfies (44)-(45) for σ = 0 if and only if it is a critical point of the function Ψ :
Using (4) with x = (v − u)/ √ δt and y = √ δt∇w, we obtain
By (8), this functional is bounded from below in (R
Minimizing sequences are bounded, so Ψ has a minimizer and we have a solution of (44)-(45) for σ = 0.
In the general case, we shall apply the implicit function theorem to obtain a solution. Let Φ(σ, W σ , V σ ) ∈ (R M−1 ) 2 denote the left-hand side of (44)-(45). We have
Thus,
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Using (4) and (10), we see that the left-hand side of (46) 
where in the last line we used the fact that c 0 + δt(αλ
Passing to the limit in (44)- (45), we see that (W, V ) is a solution for σ = σ + . By the implicit function theorem, (44)-(45) has a solution for σ ∈ (σ + − ǫ, σ + + ǫ) for some ǫ > 0, and this contradicts the definition of σ + . Thus σ + = +∞, estimate (47) is valid for every σ ≥ 0 and this concludes the proof.
The steady states for (34)-(35) are given by (24). Concerning the asymptotic behaviour of (u h,n , w h,n ) as n → ∞, we do not have the discrete version of Proposition 1, because to our knowledge, there is no equivalent of the Lojasiewicz-Simon theorem for the Euler backward scheme. However, we can state, following [2] :
h,0 ∈ V h and let (u h,n , w h,n ) n≥1 be the sequence defined by Theorem 3.2. There exists a subsequence (u
. Furthermore, if the steady states are isolated, then the whole sequence converges to the same limit (u h,∞ , w h,∞ ).
Proof. By (37), the sequence (E(u h,n )) n is nonincreasing, so lim n→∞ E(u h,n ) exists. Using (37) again, |∇w h,n | → 0 and |u
Passing to the limit in (35), we see that (u h,n ′ , w h,n ′ ) solves (24). Now assume that the solutions of (24) are isolated in V h . If the whole sequence (u h,n , w h,n ) does not converge to (u h,∞ , w h,∞ ), then there exist ǫ > 0 and a sequence of integers (n j ) j with n j → +∞ such that u h,nj−1 → u h,∞ and |u h,nj − u h,∞ | ≥ ǫ for all j (see [2, 8] for more details). However, this contradicts the fact that for some constant C ≥ 1 which depends on h and δt,
In order to prove this latter estimate, we proceed as in the proof of uniqueness. With the notations of the proof of Theorem 3.2, we see that (u h,∞ , w h,∞ ) satisfies
Substracting (38) and (49), and letting δW
Multiplying to the left by ( t δW n , t δU n /δt), and using (20),
for some constants C 1 and C 2 which depend only on M . This gives (48), and the proof is complete.
Another consequence of the energy estimate (37) is the convergence of the discrete solution to the solution of the continuous problem, on finite time intervals. More precisely, let T > 0, N ∈ N * and set δt = T /N . Let also u 0 ∈ V and u h,0 ∈ V h be such that u h,0 → u 0 in V as h → 0. Then for N large enough, Theorem 3.2 gives for every h > 0 a sequence (u h,n , w h,n ) n≥1 and we can defineū
for all n ∈ {1, . . . , N }. We have Corollary 3. Let (u, w) be the solution of (5)- (7) given by Theorem 2.1. Then
, as N tends to ∞ and h tends to 0.
Proof. Let N be large enough such that δt = T /N satisfies c 0 + δt(αλ
Then by (37), E(u h,n ) ≤ E(u h,0 ) for every n ∈ {0, . . . , N } and for every h > 0. From (34) we also deduce that (u h,n , 1) = (u h,0 , 1) for all n, so by (9) and (8)
for all n, so by (9), (
We may also assume thatū
Ω × (0, T ), using the compactness of the injection
Taking the limit as h ′ → 0 and N ′ → ∞, we find that (ū,w) satisfies (5) in D ′ (0, T ) . Define, for h > 0 and N large enough,
Then (35) yields
Notice that for all n ∈ {1, . . . , N },
. Thus, we may assume thatū
in Ω × (0, T ). By the same arguments as previously, (ū h,N ) is bounded in L ∞ (0, T ; V ) and we may assume thatū [10] . Hence, passing to the limit in (51) we find that (ū,w) satisfies (6) in D ′ (0, T ) . As a consequence, (ū,w) is a solution of (5)- (7). By uniqueness, the whole sequence (ū h,N ,w h,N ) tends to (ū,w) = (u, w) and this concludes the proof. 
It is well known [16] that the family (V h ) h>0 satisfies assumption ii) of section 2 (assumption i) is clearly satisfied). For the resolution of the fully discrete system (34)-(35), we used the nodal basis (ψ i ) 1≤i≤M ∈ V h defined by
With this nodal basis, we see that the system (34)-(35) is equivalent to a nonlinear system similar to (38). For its resolution, we used a Newton algorithm; the second derivatives for the nonlinear term were computed numerically. The computations were made with the SCILAB software, and we chose the nonlinearity f ′ (s) = s 3 − s. In all our simulations, the Newton algorithm converged always very quickly, typically in 3 or 4 iterations.
The Cahn-Hilliard-Gurtin equations (1)- (2) being a generalization of the viscous Cahn-Hilliard equation, the numerical results that we obtained share many features with the ones described in [1] (see also [3] for the classical Cahn-Hilliard equation). In particular, for h fixed, the computations become spurious for sufficiently small α, since the ratio h/ √ α becomes too large for sufficient resolution of interfaces: starting from random initial values, we obtained in particular spurious steady states for α too small.
Actually, because of the dimension one, the Cahn-Hilliard-Gurtin is very close to the viscous Cahn-Hilliard equation. The major difference that we observed concerns the symmetry of solutions. This aspect can more easily be understood by eliminating the chemical potential w. Assuming that the solution (u, w) is regular, then taking the divB∇ of (2) and injecting in (1), we see that u satisfies [11] 
or equivalently, since d = 1,
In particular, when a + b = 0, we recover the viscous Cahn-Hilliard equation with coefficients a ′ = b ′ = 0, B ′ = B and β ′ =B/B. In [11] , it is proved that equation (52), together with an initial condition u = u 0 and periodic boundary conditions, defines a unique solution u, which is also the solution given by (5)-(7) (see also [14] ). On the other hand, when a + b = 0, equation (53) is invariant by translations x → x + x 0 and reflexions
as we have chosen here), then (53) is invariant by u → −u. From this we conclude that if u 0 has symmetries and a + b = 0, then u also has these symmetries, and the limiting steady state as well. When a + b = 0, the symmetries of the initial state are no longer preserved.
In figures 1-3 , we show the influence of the parameters a and b. The initial value is u 0 (x) = 0.1 cos(2πx), and we have set α = 0.001, B = 1, β = 0.01. The mesh size is equal to h = 1/200 and the time step to δt = 0.005. In the three cases, the solution u of (34)-(35) evolves from u 0 to a steady state which takes values close to ±1 except for two transition layers. We have represented the computed solution at the time iterations n = 5n ′ , n ′ = 0, 1, 2 . . . 10. In figure 1 which represents the case a = 0, b = 0, the solution "reaches" the steady state (up to image resolution) at the time iteration n = 40, so the last representations are equal. We can check that the symmetry of the initial value is preserved. Similarly, in figure 2 which is the case a = 0.1, b = −0.1, the symmetry is preserved, as expected. In this case the steady state is "reached" at time iteration n = 50, and we notice that the evolution is slower than in figure 1 .
In contrast, in figure 3 which represents the case a = 0.1, b = 0, the symmetry is broken. The solution is seen to evolve to the left; it "reaches" its steady state at time iteration n = 45; the speed of evolution is intermediary between the first two cases. Notice that if we had set a = −0.1 and b = 0, the solution u would have evolved to the right instead of to the left as in figure 3 . This can be seen by replacing a by −a, b by −b, and u(x, t) by u(−x, t) in (53).
Let us now be a little more specific about the "speed of evolution". One way to understand it, at least for small initial values and small times, is to linearize equation (53). Let u m be any constant steady state of (53). Setting u(x, t) = u m + εv(x, t) + . . . to be the solution of (53), and letting ε → 0, we obtain the following linearized equation for v:
together with periodic boundary conditions. It is easy to check that a function v k = e ω k t cos(λ k (x − v k t) + ϕ k ) with λ k = 2kπ (k ∈ N * ) satisfies (53) if and only if
This is a nonsingular linear system in (v k , ω k ) which allows to compute (v k , ω k ) as a function of the coefficients a, b, B,B, α and f ′′ (u m ). In particular, when a + b = 0, we find v k = 0 and there is only one speed of evolution, ω k , related to the amplitude of the solution; when a + b = 0, then, in general, v k = 0 and we have a travelling wave as seen on figure 3; in this case, the speed of evolution is charaterized by the two parameters v k and ω k . Notice also that any initial condition v 0 can be written v 0 = +∞ k=1 A k cos(λ k x + ϕ k ), so the general solution of (54) reads v(x, t) = 
