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ПОБУДОВА ФУНКЦІЙ РОЗПОДІЛУ З ПРОГНОЗОВАНОЮ 
ПОВЕДІНКОЮ ІНТЕНСИВНОСТІ ВІДМОВ 
У статті показано, як метод змішування розподілів можна 
використати для побудови функцій розподілу зі змінною ін-
тенсивністю відмов. 
Ключові слова: функція розподілу, метод змішування, 
інтенсивність відмов. 
Вступ. Вивчення сумішей розподілів було розпочато Пірсоном у 
1894 році, і тільки через півстоліття Робінс опублікував завершений 
фрагмент теорії сумісних розподілів. 
Сутність процедури змішування у тому, що за сім’єю функцій 
( , )G x y , що задовольняє такі властивості: а) при кожному y  ( , )G x y  — 
функція розподілу, б) при кожному x  ( , )G x y  — вимірна по y , буду-
ється функція 
 ( ) ( , ) ( ),F x G x y dH y


   (1) 
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де ( )H y  — неспадна і ( ) 1dH y


 . 
Інакше кажучи, ( , )G x y  однопараметрична сім’я функцій розпо-
ділу (параметр y ), причому y  є значенням випадкової величини   
із функцією розподілу ( )H y . Тоді ( , )G x   — функція від випадкової 
величини і її математичне сподівання ( ( , )) ( , ) ( )M G x G x y dH y


   є 
функцією розподілу. 
Потреби практики, зокрема теорії надійності, вимагали нових роз-
поділів, які б швидко й адекватно відображали механізм відмов. Для 
цього бралися однопараметричні закони розподілу, параметр яких усе-
реднювався за повним законом розподілу [4–5; 9–12]. В роботах [6–7] 
параметром сім’ї розподілів служить момент зміни інтенсивності відмов. 
У нашій роботі цей підхід використовується для побудови фун-
кцій розподілу з прогнозованою інтенсивністю відмов.  
Постановка задачі. Будемо вважати, що умовна ймовірність ві-
дмови приладу на інтервалі ( ; )t t t   за умови, що прилад не відмо-
вив до моменту t , рівняється ( ) ( )t t t    , де ( )t  — невід’ємна 
функція. Прилад почав працювати в момент 0t  . Якщо   — час 
безвідмовної роботи приладу і ( ) ( )F t P t  , то 
( ) ( ) ( ) ( )(1 ( ) ( )).F t t P t P t t t F t t t t                  
Розв’язком рівняння ( ) ( ) ( ),d F t t F t
dt
   який задовольняє поча-
ткову умову (0) ( 0) 1F P    , є 
 
0
( ) exp ( ) .
t
F t u du        (2) 
Отже, функція розподілу часу безвідмовної роботи приладу має 
вигляд 
0
0, 0,
( )
1 exp ( ) , 0.
t
t
F t
u du t
             
 
Функцію ( )t  називають [2; 3] функцією інтенсивності відмов. 
Якщо ( )t  зростає, то її називають зростаючою функцією інтенсив-
ності, і спадною інтенсивністю відмов, якщо ( )t  спадає. Фрагмент 
теорії таких функцій побудовано в  1 . 
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Якщо час безвідмовної роботи приладу є абсолютно неперервна 
випадкова величина з щільністю розподілу ( )f t , то функція інтенси-
вності відмов подається у вигляді ( )( ) ,
( )
f tt
F t
   де 
 ( ) ( ) .
t
F t f u du

   (3) 
Як приклад, для розподілу Вейбулла-Гнєденко 
0, 0,
( )
1 , 0,ct
t
F t
e t

   
 
де 0,c   0,   1( )t c t    спадає, якщо 0 1,   стала, якщо 
1,   зростає, якщо 1.   
В демографії як математична модель для розподілу тривалості 
життя людей використовують розподіл Гомпертца-Макегама 
0, 0,
( )
1 exp ( 1) , 0,t
t
F t
t e t 
          
 
для якого ( ) .tt e     
Наша задача — побудувати розподіл, для якого поведінка функ-
ції інтенсивності відмов матиме прогнозований характер, використа-
вши метод змішування. 
Основний результат. Для одержання основного результату ро-
боти доведемо наступну теорему. 
Теорема. Якщо 1( ),F x  2 ( ),F x  ( )Ф x  абсолютно неперервні роз-
поділи невід’ємних незалежних випадкових величин, то функція 
 
1 2 1
0
0, якщо 0,
( )
1 ( ) ( ) ( ) ( ) ( ), якщо 0,
t
x
F t
F u F t u u du F t Ф t x
      
 (4) 
є функцією розподілу. 
Доведення. За функціями інтенсивності 11
1
( )
( ) ,
( )
f tt
F t
   
2
2
2
( )( )
( )
f tt
F t
   побудуємо функцію 1
2
( ), ,
( , )
( ), .
t t u
t u
t u t u
 
   
 
Оскільки вона невід’ємна на (0; ),  то її можна вважати функ-
цією інтенсивності відмов невід’ємної випадкової величини. 
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Тоді відповідна функція розподілу матиме вигляд (для 0f  ) 
1
0
( )
1 2
0
, ,
( , )
exp ( ) ( ) , .
t
x dx
u t
u
e t u
F f u
x dx x u dx t u

 
                
 
Вважаємо, що u  значення невід’ємної випадкової величини з 
щільністю розподілу ймовірностей ( ) ( )u Ф u  , тобто ( , )F t   функ-
ція від випадкової величини  , яка має щільність розподілу ймовір-
ностей ( )u . Тоді 
0
( ( , )) ( , ) ( )M F t F t u u du 

   
1 2
0 0
exp ( ) ( ) ( )
t u t
u
x dx x u dx u du               
1 1 2
0 0 0 0
exp ( ) ( ) exp ( ) ( ) ( )
t t t t u
t
x dx u du x dx s ds u du    
                         
1 1 2 1
0 0
exp ( ) ( ) ( ) ( ) ( ) ( ) ( ).
t t
t
x dx u du F u F t u u du F t Ф t  
             
Покажемо, що ( ) 1 ( ( , ))F t M F t    функція розподілу. Справді, 
( ) 0F t  , якщо 0t  , 
1 2 1
0
lim ( ) 1 lim ( ) ( ) ( ) lim ( ) ( ) 1.
t
t t t
F t F u F t u u du F t Ф t        
Скориставшись формулою диференціювання інтеграла залежно-
го від параметра 
( ) ( )
( ) ( )
( , ) ( , ) ( ) ( ( ), ) ( ) ( ( ), ),
y y
y y
d f x y dx f x y dx y f y y y f y y
dy y
 
 
          
дістанемо 
1 2
0
( ( )) ( ( , )) ( ) ( ) ( )
td dF t M F t F u f t u u du
dt dt
       
1 2 1 1( ) (0) ( ) ( ) ( ) ( ) ( ).F t F t f t Ф t F t t     
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А оскільки 2 (0) 1F  , то 
1 2 1
0
( ( )) ( ) ( ) ( ) ( ) ( ) 0,
td F t F u f t u u du f t Ф t
dt
     
тобто ( )F t  неспадна. Теорему доведено. 
Скориставшись доведеною теоремою (формулою (4)), побудує-
мо ряд оригінальних розподілів, які можна використовувати як мате-
матичні моделі відмов приладів. 
Нехай 11( ) tF t e  , 22 ( ) ,tF t e   3( ) .tФ t e   Якщо 2 1 3    , 
то 
3 31 2 1( )
3
0
( )
t
u tu t u tF t e e e du e e            
 
1 2 3 1 32
1 3 1 32
( ) ( )
3
0
( ) ( )3 3
1 2 3 1 2 3
t
u tt
t tt
e e du e
e e e
    
   

 
     
    
   
  
      

 (5) 
1 32 ( )3 1 2
1 2 3 1 2 3
.tte e         
        
Дослідимо поведінку інтенсивності відмов побудованого розпо-
ділу 
1 32
1 32
( )
2 3 1 2 1 3
( )
3 1 2
( )( )( )( ) .
( ) ( )
tt
tt
e eF tt
F t e e
 
 
        
 
 
        
Очевидно, що 1(0) .   
а) Нехай 2 1 3    , тоді ( )t  подається у вигляді 
1 2 3
1 2 3
( )
2 3 1 2 1 3
( )
3 1 2
( )( )
( ) .
( )
t
t
e
t
e
  
  
        
  
  
      
Звідси дістанемо, що 2lim ( )t t    і 
1 2 3( )
1 2 1 3 1 2 3 3( ) ( )( )( )t e
                      
 1 2 3 2( )3 1 2( ) .te            
( ) 0t  , якщо 1 2  , тобто інтенсивність відмов монотонно спадає 
від 1  до 2 . ( ) 0t  , якщо 1 2  , тобто інтенсивність відмов мо-
нотонно зростає від 1  до 2 . 
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б) Нехай 2 1 3    , тоді ( )t  подається у вигляді 
2 1 3
2 1 3
( )
1 2 1 3 2 3
( )
1 2 3
( )( )
( ) .
t
t
e
t
e
  
  
        
  
  
      
Звідси дістанемо 1 3lim ( )t t      і 
2 1 3( )2
2 1 2 1 3 3( ) ( )( )
tt e                 
 2 1 3 2( )1 2 3 .te            
У цьому випадку ( ) 0t   й інтенсивність відмов зростає від 1  
до 1 3  . 
в) Якщо 2 1 3    , то 23( ) (1 ) ,tF t t e     і 1 2 3
3
( )
1
t
t
t
   
   зрос-
тає від 1  до 2 . 
Нехай 1( ) tF t e  , 2 ( ) ,tF t e   ( 1)( ) ,tФ t e     де 1  . Тоді 
 
( ) ( 1) ( 1)
0
( ) ( 1)
(1 ( 1) ) .
t
u t u u t t
t
F t e e e du e e
t e
      

 
 
       

   
  
  (6) 
Маємо двопараметричний розподіл, для якого  
(1 ( 1) )( ) ,
1 ( 1)
tt
t
     
     
причому 
2
2
( 1)( ) 0.
(1 ( 1) )
t
t
    
     
Таким чином, інтенсивність відмов зростає від (0)   до 
( ) lim ( ) .
t
t      
Розподіл (5) має такі числові характеристики: 2
2 1 ,m  
  
2
4 2
2 1.d  
  
Цей розподіл можна рекомендувати, як математичну модель для 
розподілу часу безвідмовної роботи систем, які старіють. 
Нехай  
1 32 ( )3 1 2
1
1 2 3 1 2 3
( ) ,ttF t e e         
        
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4
2 ( ) ,
tF t e   5( ) .tФ t e   
Знову скористаємось формулою (5). Маємо: 
1 32 4( ) ( )3 1 2
5
1 2 3 1 2 30
( )
t
uu t uF t e e e          
             
5 2 5 1 3 5( ) ( )3 1 2
1 2 3 1 2 3
u t te du e e            
             
 45 3 1 2
1 2 3 2 4 5 1 3 4 5
te             
           
 (7) 
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te             
           
Розглянемо випадок, коли 2 3 ,   4 5.   Тоді 
4 2 4( )4 2 4 1 2 1 2 4
1 2 1 1 1 2
2 ( )( )
( )
( )
t tF t e e              
           
1 2 4 4( )
1 4 1 2 2 4
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1 (2 ( )( )
( )
t te e          
        
2 4 1 2 4( ) ( )
1 2 1 2 4( )( ) ).
t te e                  
Для цього розподілу інтенсивність відмов 
22 2 2 2 2
1 4 1 2 2 4 1 2 1 2 4( ) (2 ( )( ) ( )(( ) )
tt e                      
1 2 2( )
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1 2( ) 1
1 2 1 2 4( )( ) ) ,
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причому 1(0)  , 4( ) lim ( ) .t t      
У цьому випадку ( )t  може бути кусково-монотонною, зокрема 
може мати місце так зване «корито», коли на початковому стані інте-
нсивність відмов спадає, а після цього зростає. 
Для розподілів (5), (6), (7) можна побудувати марковські проце-
си, для яких ці розподіли є розподілами ймовірностей часу перебу-
вання в деяких підмножинах станів. 
Як ілюстрацію розглянемо розподіл (5) у випадку коли 2 3  , 
тобто розподіл 
 2 1 2( )2 1 2
1 1
( ) .t tF t e e     
     (8) 
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Справді, нехай 1  і 2  незалежні показникові розподілені випадко-
ві величини з параметрами 1  і 2 . Побудуємо процес ( )t , який пере-
буває у первинному стані 1 2min( , )  , з ймовірністю 2
1 2

   перехо-
дить в другий стан і з ймовірністю 1
1 2

   у третій стан. В другому ста-
ні він перебуває час 2  і з ймовірністю 1 переходить у третій стан. Тре-
тій стан — поглинаючий. Нас цікавить закон розподілу ймовірностей 
часу перебування процесу ( )t  у множині станів  1;2  до виходу у пог-
линаючий за умови, що у початковий момент процес перебував у пер-
шому стані. Позначимо через ( )ijQ t  — ймовірність того, що ( )t  про-
веде в i -ому стані час менший, ніж t  й перейде у j -ий стан. Тоді 
 1 2( )212
1 2
( ) 1 ,tQ t e   
    
 1 2( )113
1 2
( ) 1 ,tQ t e   
    
2
23 ( ) 1
tQ t e    
і система рівнянь марковського відновлення для розподілу ймовірно-
стей часу перебування ( )t  в множині станів  1;2  за умови, що по-
чатковим був перший стан, запишеться у вигляді 
 
2
1 2 12 13
0
2
1 ( ) 1 ( ) ( ) ( ),
( ) .
t
t
F t F t x dQ x Q t
F t e 
      
  
Звідси 
   1 2 2 1 2( ) ( ) ( )11 2
1 20
1 ( ) 1 1
t
x t x tF t e e dx e      
            
2 1 2( )2 1 2
1 1
1 ,t te e     
      
що збігається з (8). 
Висновок. Таким чином у статті побудовано нові розподіли, в 
яких інтенсивність відмов змінюється прогнозовано. А використаний 
для їх побудови прийом дозволить розв’язати ряд задач, наприклад 
теорії масового обслуговування, у яких інтенсивність надходження 
вимог або інтенсивність обслуговування змінюється. 
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