A new version of the Weiland model has been used in predictive JETTO simulations of toroidal rotation. The model includes a self-consistent calculation of the toroidal momentum diffusivity ( χ φ ) which contains both diagonal and non-diagonal (pinch) contributions to the momentum flux. Predictive transport simulations of JET H-mode, L-mode and hybrid discharges are presented.
INTRODUCTION
Toroidal momentum transport in fusion devices needs to be well understood since rotation of the plasma may suppress turbulence and thus affect the performance of the device. This is of particular importance for the prediction of ITER scenarios where low levels of toroidal rotation are expected due to the large inertia and low torque compared to present devices. It is also important to understand the toroidal momentum transport in plasmas with Internal Transport Barriers (ITB) in present devices since momentum transport generates rotational shear which is important for the formation of ITBs [1] .
Previously, it has generally been assumed that both the global confinement times and the diffusivities of energy and momentum are equal under steady state conditions [2, 3, 4] . More recent experimental studies do however contradict the general validity of this theory [5] . It has also recently been shown for JET discharges that similar confinement times may very well be combined with momentum diffusivities ( χ φ ) that are significantly smaller than the ion heat diffusivities ( χ i ) in the core of the plasma [6] . Experimental Prandtl numbers (Pr = χ φ / χ i ) were found to be about 0.3 for high density H-mode discharges and they were also found to be dependent on the plasma parameters.
In predictive simulations of tokamak discharges, toroidal velocity has usually been treated interpretatively. Attempts to model the toroidal velocity with the assumption that the toroidal momentum diffusivity is equal to the ion heat diffusivity fail and give too small rotation compared to experiment. With the assumption that Pr ≈ 1/3 the predicted toroidal rotation gets closer to the experimental values. There seems, however, not to be any clear scaling of the Prandtl number. This is why we need to calculate the momentum diffusivity self-consistently.
In the present paper we present new predictive simulations of high density type I ELMy Hmode, low density H-mode, L-mode and hybrid JET discharges. The simulations are based on Ion Temperature Gradient (ITG) and Trapped Electron (TE) mode driven transport of heat and toroidal momentum [7, 8] . The temperature and toroidal velocity profiles are compared with experiments using the JETTO transport code [9] . The Prandtl numbers are calculated in steady state and the role of the momentum pinch is examined.
The paper is organised as follows. In Section 2 a brief summary of the transport model we use is given. Section 3 contains parameter scalings of the Prandtl number. In Section 4 the method used for our simulations is presented. Section 5 contains information about the discharges we have simulated.
In Section 6 our results are presented. The discussions are found in Section 7 and the last section contains our conclusions.
TOROIDAL MOMENTUM TRANSPORT MODEL
The transport model we use here has been described in detail elsewhere [7, 8] . A brief summary with focus on the toroidal momentum transport is given here. The model describes quasilinear transport due to ITG and TE mode turbulence using fluid descriptions for the ion and trapped electron species. The particle, heat and toroidal momentum fluxes (Γ n , Γ T , Γ φ ) and their corresponding effective diffusivities (D, χ , χ φ ) are obtained from the time average of the ITG/TE mode perturbations in density (n), temperature (T), and toroidal velocity (v φ ) as Γ n = Re < v* Er δn > = -D∇n, Γ T = Re < v* Er δT > = χ ∇T and Γ φ = m i n Re < v* Er δv φ > = m i n χ φ ∇v φ where v Er is the E×B drift velocity, " means complex conjugate and mi is the mass of the main ions.
The relation v φ ≈ v || -(B θ /B)v θ between the toroidal and parallel velocity is used to calculate the toroidal momentum flux. The parallel ion velocity perturbation (δv ||i ) is calculated from the parallel momentum balance in the presence of a zero order background flow as (1) where the first term is the E×B convection of the background velocity.
In our notation ω = ω r + iγ is the wave frequency, η i = L n /L Ti is the ratio of density to temperature length scales, ∈ n = 2L n /R, τ = T e /T i is the temperature ratio, ρ s is the gyroradius, c s is the ion acoustic velocity, k θ , k || and k x are the wave numbers in the poloidal, parallel and radial directions, respectively. Further, ~ denotes normalisation by …De which is the electron drift frequency due to the magnetic gradient and curvature,
with Ω j as the gyrofrequency and B = Bb. We also use φ = eφ/T e and A || = eA || /T e which are the normalised electrostatic and electromagnetic potentials, respectively. The normalised pressure perturbation, which is also a function of φ, is denoted P = δP/P 0 .
Neglecting poloidal flow terms, the diagonal toroidal momentum flux is derived from quasilinear theory with v Ex = -ik θ /B and δv φ = -k θ ρ s c s /ωd φ /dr φ. Assuming that E×B convection is the main non-linear saturation mechanism the potential fluctuation is given by φ = γ/(k x ρ s k θ c s ) [10] . The second term in equation (1) gives off-diagonal pinch terms proportional to < k || > and the total toroidal momentum flux is thus approximated as [8] (2)ˆk θ ρ s c s ω
Here, we will assume that the poloidal velocity is well described by neoclassical theory.
In Equation (2) , the first term is the diagonal diffusion and the second term represents the offdiagonal pinch terms proportional to < k || >. The diagonal term is usually the dominant term for toroidal momentum transport in the present model. The off-diagonal pinch terms are proportional to the flux surface average of k || which is zero for standard drift waves with up-down symmetric eigenfunctions. Radial flow shear (dv φ /dr, dv θ /dr) can produce a mode shift which leads to a finite value of < k || > and this may lead to an inward flow of toroidal momentum [11, 11, 12] . We use a previously derived eigenfunction to calculate <k || > [13] .
A significant toroidal momentum pinch due to Coriolis drift effects, not included in the present study, has recently been reported [14] . This pinch is however associated with larger diagonal momentum terms as well and the net effect is still under investigation.
PARAMETER SCALINGS
In order to obtain a simple estimate of the scaling and magnitude of the Prandtl number Pr = χ φ / χ i , we will in this section neglect the pinch contributions to the toroidal momentum flux. The effect of the momentum pinch will be discussed in Section 7. We focus here on parameter scalings that are of relevance for the analysis of the simulated JET discharges, namely scalings with R/L T and R/L n since different peaking factors are expected for the considered low and high density discharges. In addition, we investigate the sensitivity of the Prandtl number to the driving instability (ITG vs TE mode).
First, we consider some basic properties of the derived Prandtl number. The main diagonal momentum diffusivity can be written as
The ion heat diffusivity is calculated using the ion temperature perturbation given by energy balance as (4) where n i = δn i /n 0 is the density perturbation. This gives a diagonal ion heat diffusivity (
) with a resonance due to the toroidal effects that enters through ω Di (non-
Markovian mixing length). This mixing length is a fundamental reason why the model gives a
Prandtl number deviating from unity. The Prandtl number is approximated as
This simple expression shows that for strong turbulence (γ >> ω r ) the Prandtl number approacheŝ
unity, in accordance with some early predictions of momentum transport from ITG theory [2] . We also note that for modes rotating in the ion drift direction, Pr < 1 is obtained whereas for modes rotating in the electron drift direction we obtain Pr > 1. In the following, the scaling of Pr will be illustrated by neglecting the usually small contributions from the momentum pinch but including the complete expression for the ion heat flux [2, 7] .
In Figure 1 the Prandtl number Pr = χ φ / χ i versus the normalised temperature scale length R/L Ti = R/L Te is displayed for an ITG mode dominated case neglecting trapped electrons (i.e. trapped particle fraction f t = 0, solid) and for a trapped particle fraction f t = 0.5 (dotted), with R/L n = 3, τ = 1, safety factor q = 1.4, and magnetic shear s = 1. The normalised wave frequencies are also shown in Figure 1 ; the negative real frequency (dotted) together with the larger growth rate (solid) correspond to the dominant ITG mode, whereas the positive real frequency and the smaller growth rate (dashdotted) correspond to the present but weaker TE mode. As observed, the Prandtl number increases with R/L T as the dominating ITG mode is further destabilised, in accordance with the qualitative discussion above. The Prandtl number also increases as the TE mode is introduced for f t = 0.5. The upshift of the curve for f t = 0.5 is mainly a result of a decrease in the heat flux driven by TE mode turbulence. The result of these theoretical investigation is that the ratio χ φ / χ i can vary significantly depending on the plasma conditions, from relatively small values (Pr <<1) for flat profiles that are ITG dominated to ratios around unity for peaked profiles or plasmas with significant contributions to transport from TE mode turbulence or strong turbulence in general. The non-diagonal contributions to the momentum transport may change the details of these conclusions, but the main trends should be unaffected. We expect that the neglected momentum pinch would tend to reduce the Prandtl numbers further by reducing the effective momentum diffusivity.
SIMULATIONS
In order to compare our theoretical understanding of the scaling of the Prandtl number with experimental findings predictive JETTO [9] simulations of temperature (T e , T i ) and toroidal velocity (v φ ) profiles have been made using the new version of the Weiland model described in Section 2.
Previous versions of the model, neglecting toroidal momentum transport, have been successful in describing core heat transport in JET L-mode and H-mode plasmas [15, 16] .
In the simulations both diagonal (diffusive) and non-diagonal (pinch) contributions to the toroidal momentum transport have been included. For some discharges only the diagonal contribution has been kept due to issues of numerical instability.
Starting from the experimental steady state profiles as initial conditions, the simulations follow the temperatures and toroidal velocity until a stationary state is reached, typically within 0.5 -1 seconds, which is several times the energy confinement time of typical JET plasmas. The main ion and impurity density profiles are kept fixed at their experimental values.
The boundary condition at the normalised radius r/a = 0.8 for temperatures and toroidal velocity are matched as closely as possible in the simulations by adjusting the JETTO boundary condition at r/a = 1.
ANALYSED DISCHARGES
The discharges simulated in this study are six high density type I ELMy H-mode and six low density (H-mode, L-mode and hybrid) JET discharges, see Table 1 for experimental data. The ion temperature and toroidal velocity profiles were obtained using Charge Exchange Recombination Spectroscopy (CXRS), assuming that main ions and carbon ions have equal temperature and velocities. The discharges are heated by Neutral Beam Injection (NBI) combined with a small fraction of on-axis Ion Cyclotron Resonant Heating (ICRH). NBI is the dominant source of toroidal momentum for the considered discharges. The NBI heat and torque deposition used in the simulations are computed using the PENCIL code [17] , see Figure 3 for examples of calculated profiles.
The momentum and heat transport in the high density H-mode discharges have been analysed in a previous experimental study [6] . The discharges are characterised by relatively flat profiles of density (R/L n < 2) and toroidal velocity, and approximately equal ion and electron temperatures.
The torque deposition profile is hollow at high densities, Figure 3 . The high collisionality in these plasmas tends to stabilise the TE mode leaving the ITG mode as the dominant instability. Three of the H-mode discharges, the L-mode and the hybrid discharges have low density and peaked torque deposition profiles, Figure 3 . The temperature scale length R/L T varies between 3 and 9 in the analysed discharges.
The Prandtl numbers calculated from experimental measurements were found to be significantly below unity, with 0.18 < Pr < 0.35 for the high density discharges and 0.24 < Pr < 0.51 for the low density discharges. This is in conflict with the assumption typically used for ITER predictions of Pr = 1. However, the low Prandtl numbers are in agreement with the theoretical estimates of Section 3
where Pr << 1 were obtained for ITG dominated discharges, in particular for flat temperature profiles.
RESULTS
The main results of the simulations are summarised in Table 2 The average RMS errors for the simulated high density discharges are σ Te = 13%, σ Ti = 11% and σ vφ = 14% respectively. The resulting Prandtl numbers are well below unity, with 0.13 < Pr < 0.35. The pinch terms increase the toroidal velocity and decrease the Prandtl number (Pr = 0.24 versus Pr = 0.16 respectively). There are numerical instabilities in the edge and inner core region when the pinch is included in the simulation.
DISCUSSION
In general the agreement between the predicted and experimental profiles is good outside the inner core region (r/a > 0.3) where the profiles tend to be overpredicted due to stabilization of the ITG mode. The model reproduce temperature profiles well in both high and low density discharges. The toroidal velocity profiles were also well reproduced in the high density discharges (small overprediction) and the agreement is slightly worse in the low density discharges (underprediction). This is reflected in the result for the Prandtl numbers where we find better agreement between simulation and experiment for the high density discharges.
A main feature of the simulations presented here is that they give Prandtl numbers in approximate agreement with experiment. They differ significantly from predictions of early slab ITG theory as discussed in Section 3 and are in most of the simulations below unity. The lower Prandtl numbers are, in the present model, possible due to the toroidal effects and the non-Markovian mixing length.
Toroidal effects alone may be included in ITG models and still give Pr = 1 if a more simple mixing length rule is used.
There is a span of about one order of magnitude in the simulated Prandtl numbers. There are different possible explanations hereto, of which some are physical and and some are model artefacts.
The experimentally derived Prandtl numbers do not show such a wide span. First, one important factor is which mode that is dominant in the discharge. TE mode dominated discharges are expected to have larger Prandtl numbers than pure ITG mode shots, as shown in Section 3. This effect is seen in both experiments and simulations where the clearly ITG dominated high density discharges in this study have smaller Prandtl numbers than the low density discharges that all have strongly excited TE modes.
Secondly, the Prandtl number is affected by the slope of the temperature and density profiles. A flatter density profile is usually associated with a weaker non-diagonal heat flux, and thus leads to a lower Prandtl number. Among the discharges simulated here the high density H-modes and the hybrid have flat density profiles. This might thus be the reason for the lower Prandtl number in the hybrid discharge compared to the other low density dischares.
A third factor is that strong turbulence is prediced to increase the Prandtl number. In L-mode the transport is higher, probably due due to stronger turbulence. The L-mode discharges simulated here accordingly have the largest Prandtl numbers.
The magnitudes of these effects might however differ between simulations and experiment. We clearly see the same trend that the low density discharges have larger Prandtl numbers combined with stronger TE modes, less flat profiles and stronger turbulence than the high density discharges.
The uncertainties in the simulated toroidal velocites are though too large in some of the simulations for more exact determination of the Prandtl numbers in each case.
The momentum pinch terms as they are defined here seem to have a small effect on the Prandtl number. They do, however, usually reduce the effective momentum diffusivity in the simulations, resulting in a lower Prandtl number and a somewhat larger rotation velocity, Figure 9 . We have verified that the effect of the momentum pinch on the velocity profiles is even smaller for the other simulated high density discharges. The pinch may be important in the low density discharges due to the larger velocity shear caused by the more peaked torque profiles, but numerical problems make them difficult to simulate. Small velocity shear gives small < k || > and thus small pinch terms. The missing pinch term is a probable cause to the worse agreement between simulation and experiment in the low density discharges compared to the high denisty discharges.
CONCLUSIONS
We have theoretically verified that the Prandtl number deviates from the previous assumption of unity. For ITG mode dominated discharges it is up to one order of magnitude smaller than unity.
Strong TE modes, peaked profiles and strong turbulence increase the Prandtl number.
The version of theWeiland model used here is able to reproduce experimental Prandtl numbers.
The main contribution to the toroidal momentum diffusivity is the outward diagonal diffusion. Offdiagonal pinch terms slightly reduce the Prandtl number.
Having low Prandtl numbers in flat density H-mode discharges is promising for ITER scenarios with flat density profiles. Low Prandtl numbers may imply that a small central torque is sufficient to maintain a peaked momentum profile, which would give a stabilising shear flow. 
