Abstract-A grouping genetic algorithm (GGA) for the university course timetabling problem is outlined. We propose six different fitness functions, all sharing the same common goal, and look at the effects that these can have on the algorithm with respect to both solution quality and time requirements. We also propose an additional, stochastic local-search operator and discover that this too can have large positive and negative effects on the runs. As a by-product of these studies, we introduce a method for measuring population diversity with the GGA model and note that diversity seems to have huge consequences on the cost implications of the algorithm. We also witness that the algorithm can behave quite differently with varying sized instances, introducing scaling-up issues that could, quite possibly, apply to grouping genetic algorithms as a whole.
Introduction
The NP-hard problem of university course timetabling involves assigning resources, such as rooms, to the events of a university. Usually, timetabling problems in the literature consist of two sub-problems: * The production offeasible timetables, * The production of nice timetables. Generally speaking, feasible timetables are ones in which all the events have been assigned the resources they require and which do not ask the impossible of anyone or anything by, say, putting multiple events into the same room at the same time, or asking a student to be in two places at once. A nice timetable, on the other hand, is usually (although, it must be noted, not always -see [11] ) one that is both feasible and also eases, as much as possible, the burdens of the people who are to be using it. As can be imagined, real-world timetabling problems can vary a great deal from institution to institution and while this has resulted in a rich variety of works addressing different versions of the problem, it also makes it tricky to compare different algorithms in order to identify their individual benefits and drawbacks.
The problem version that we choose to address here has already been widely studied and seems a good benchmark in this field. It [15] . Specifically, the problem involves the assignment of all events to rooms and timeslots in the timetable and, in order to be feasible, these assignments must meet three criteria (the so-called hard constraints). These are:
* Only one event is put in any room in any timeslot, * Rooms that events are assigned to must be big enough to hold the attending students and have the facilities that the event requires. * Students do not attend more than one event in any one timeslot. There are also some (soft) constraints that specify what it is to be a nice timetable. These include such things as avoiding students having to attend three or more events in successive timeslots, and stopping students from having only one event in any day.
There have been various algorithms proposed in the literature for this specific problem, most commonly using benchmark instances [15, 17] . Although each has their own strengths and weaknesses, the trend would seem to be that the algorithms that address both sub-problems simultaneously (e.g. through the use of weightings in the evaluation function [12] ) are generally outperformed by those that employ a two-stage strategy whereby feasibility is first obtained and then soft constraints are optimised using operators that restrict the search to feasible areas of the search space [1, 2, 6] . However, whilst there are plenty of works proposing algorithms specialising in soft constraint optimisation, there has been less emphasis on producing algorithms that specialise in finding feasibility in the first place. In particular, when considering "harder" problem instances, some of the existing algorithms in the literature could start to fail on this matter. This therefore generates a need for new algorithms that provide more robust searches with regards to finding feasibility.
Timetabling and Grouping Genetic Algorithms
In [7] , Lewis and Paechter designed a grouping genetic algorithm (GGA) for constructing feasible timetables. The foundation of this work was based upon the observation that the probelm of finding feasibility in this case, in common with problems such as bin-packing, graphcolouring and bin-balancing, is an example of a so-called grouping problem [4] . Grouping problems may be thought of as those where the aim is to arrange a collection of items into a number of groups, subject to some problem-specific constraints that define valid and legal groupings. In particular, it is a well-held belief that when using any sort of evolutionary algorithm to address these problems, it is the groups of items themselves (i.e. items in a particular bin, nodes of a particular colour etc.) that represent the underlying building blocks and not the particular states of any of the items individually. Hence representations and genetic operators that allow these groups to be propagated are to be encouraged.
With regards to our timetabling problem, the events are the items and the timeslots represent the groups. Thus, in order for a timetable to be feasible, all events need to be arranged into a predefined number of timeslots such that, (1) no events in a timeslot have any common students (i.e. each timeslot obeys the third hard-constraint), and (2) every event in a timeslot can be assigned to their own room that has the facilities and the seating capacity that the event requires (therefore satisfying the first and second hard-constraints).
Note also that it is usual in many GGAs (e.g. [3] ) to consider a particular chromosome as an unordered set of groups -that is, two solutions that define the same groupings will define the same solution, regardless of the group's orderings in the chromosome. However, while this characteristic is also true for our timetabling problem with respect to the hard constraints, it is not so for the soft constraints, making this approach unsuitable for the secondary task of soft constraint optimisation.
Here, as in [7] , each timetable is represented by a two dimensional matrix where rows represent rooms and columns represent timeslots. Each timetable of the initial population is built using stochastic, constructive heuristics that attempt to assign all events to a feasible place in the timetable (i.e. cell in the matrix). When this is not possible because there is no feasible place for a particular event, extra timeslots are opened accordingly (extra columns are added to the matrix). The underlying objective of the algorithm is to therefore reduce the number of timeslots being used down to the target amount. GGA operators that follow the basic framework suggested by Falkenauer [4] are also used. The recombination operator works by injecting some timeslots from a timetable pi into another timetable P2, removing timeslots (and the events assigned to these timeslots) from the old part of P2 that cause duplicates, and then using similar constructive heuristics to insert the resulting unplaced events (see figure 1 for two examples). The mutation operator simply removes a small number of randomly selected timeslots from a timetable and reinserts the events via similar constructive heuristics.
In [7] , through the use of these GGA operators and powerful constructive heuristics, the algorithm showed to be very successful -it was able to find feasibility immediately on the benchmark instances used for the International Timetabling Competition [15] (although it must be said that these instances were chosen with soft constraints in mind) and was also very successful at tackling some "harder" instances which were created, and are available for download [17] . In simple tests it was also observed that the recombination operator seemed to add a great deal of power to the search with respect to solution quality, but it was also more computationally expensive than the mutation operator. This presents users with a trade off -if time constraints are particularly tight then recombination should only be used in limited amounts. However, in doing so the algorithm is more susceptible to getting stuck in local optima. Indeed, when recombination was used abundantly and the algorithm given enough time, superior results were nearly always found [7] . 
Population Diversities and Recombination
The GGA representation used here admits two important properties: chromosomes are variable in length, and the ordering of groups within the chromosome is irrelevant (with regards to the solutions that they represent). This renders the more traditional methods of calculating population diversity (such as using Hamming distances [9] ) as inappropriate.
A suitable measure however seems to be the substringcount method of Mattiussi et al. [8] , which specialises in measuring diversity in populations where individuals are subject to major reorganisations during the evolutionary process. For our, purposes we calculate the diversity of a population P, via the formula:
where p is the population size, m represents the number of different groups in the population, and n represents the total number of groups in the population. Using this measure, a homogenous population therefore has a diversity of 1.0, and a population of distinct individuals (that is, a population where none of the individuals contain an equivalent grouping of items), will have a diversity of p.
Using these ideas, we can also measure the distance between two individuals, p1 andp2, via the formula:
where x is the number of different groups in Pi and P2, and y is the total number of groups in Pi and P2. Thus, two homogenous individuals will have a distance of zero and two maximally distinct individuals will have a distance of one.
With regards to recombination, it was noticed early on in experiments that the operator tended to take longer at the beginning of the run, and then gradually sped up as the search progressed. Investigations have revealed that when the population is diverse (and hence the average distance between pairs of individuals is large), more events, on average, seem to become unplaced during recombination, therefore increasing the amount of rebuilding needed to be done. In contrast, when the population is nearing convergence, little, if any rebuilding is usually required. [4] suggests that for the bin-packing problem, the most obvious way of measuring solution fitness is to measure the number of bins being used, with the aim of minimisation. As is noted, from a mathematical point of view this is correct, but in practice it is unsuitable because it leads to a seriously unfriendly search landscape where "a very small number of optimal points in the space are lost in the exponential number of points where this purported cost is just one unit above the optimum. Worse, these slightly sub-optimal points [all] yield the same cost". Similar observations can be made with this timetabling problem: the ultimate aim is to arrange all of the events into an acceptable number of feasible timeslots (in our case forty-five). But likewise, we believe that using the current number of timeslots in a particular timetable for a fitness function would be a mistake. From a second (and perhaps more useful) perspective, we might also identify the algorithm's aim to be to reduce the number of unplaced events to zero (as used, for example, by Paechter et al. [11] ). In our algorithm, because all events are assigned to timeslots, this figure needs to reflect the minimum number of events that would need to be removed in order to bring the number of timeslots down to the target amount. It can therefore be calculated by working out the number of extra timeslots t' being used in a timetable, and then identifying the t' timeslots with the least events in them, and totalling them up.
In this paper, we will use this latter measure to express a timetables distance to feasibility. However Figure 3 shows an example of how the various fitness functions cause the algorithm to behave over time. For the first 200 or so seconds, f2 shows the quickest movement through the search space but as time progresses, we see that f5, f6 and, to a lesser extentf3 seem to move ahead of the field. The probable reason for this is because at the beginning of the run the population is very diverse and so it is quite easy to pick out the better timetables by looking directly at the distance to feasibility (which is what andf2 does). However, a point is reached (here at around 200 seconds) where the timetables in the population start to look too similar with regards tof2's criteria and we are not able to effectively distinguish between them anymore. In this case much of the selection pressure is lost and indeed, other criteria has to be looked at in order to guide the search. This is when f5, f6 and f3 begin to show their strengths -they are able to distinguish between timetables using the same number of timeslots or with the same distance to feasibility, and go on to give a more effective search.
We also note that fitness function f4 showed slightly disappointing performances. Thus, it would seem that exclusively identifying a good timeslot as one with lots of events in it is an oversimplification that does not really aid the search in a satisfactory manner. 
The Effects of Stochastic Local-search
It is generally accepted that evolutionary algorithms are very good at coarse-grained global search but are rather poor at fine-grained local-search [14] . Indeed, as the population starts to converge, so the effects of crossover usually lessen until, generally only the mutation operator offers further movements. It is therefore perfectly legitimate and increasingly common (see, for example, [10] ) to attempt to enhance an EA by adding some sort of local-search procedure (this is sometimes called a memetic algorithm [18] ). Thus, a successful marriage can be formed whereby the EA helps move the search into promising regions of the search space, with a local-search method then being utilised to explore within these regions. Figure 6 outlines our local-search operator -taking a list of unplaced events U and a partial timetable tt, it goes about trying to insert any event from U into any unoccupied, feasible place in tt. If there is no such place, then the events inside tt are randomly shuffled and the process is repeated until either all the events in U have been placed or a cut-off point is reached. For our experiments, we decided that this cut-off point should be in some way proportional to the instance size. ---------therefore expressed by the parameter limit so that the operation is forced to stop when (limit x e) iterations of local-search have taken place (where e is the total number of events in the particular instance being addressed). Note that this procedure will do two important things. Firstly, if successful, events from U will added to the timetable tt, thereby improving (on average) the timeslot packings, and possibly reducing the number of extra timeslots needed to be opened to house the remaining events in U. Secondly, because events are randomly shuffled amongst the timeslots, extra diversity will be added to the population.
In our experiments, we used the local-search in conjunction with the mutation operator: as before, each time mutation occurs, a small number of timeslots (and the events contained within them) are removed from the timetable. Now however, the local-search procedure is applied. If at the end of the operation there are still events that have not been inserted into the timetable then these are dealt with by using the original constructive heuristic that, we remember, has the ability to open up extra timeslots. Figure 6 . The local-search procedure 4.1 Observations From a practical standpoint, if we are to asses whether the additional local-search operator is worth using at all, then analysing the algorithm's behaviour with respect to the number of evaluations performed is fairly meaningless as more computation will be being performed for each new individual. This means that any experiments must now only be measured with regards to CPU time.
In order to gauge the effects, benefits, and drawbacks of the new operator we performed trial runs using eleven different recombination rates (between 0.0 and 1.0), eleven different settings for limit (between 0 and 20) and twelve different population sizes (between 2 and 50) on all sixty instances. As in [7] , time limits of 30, 200 and 800 seconds were imposed for the small, medium and large instance sets respectively. Lastly, fitness functionfi from the previous section was used.
The first thing that we noticed from these experiments was the huge effect that the local-search had on the number of new individuals produced within the time limit. This is illustrated, for two population sizes, in figure 7 . Here, we see that the use of local-search, even in small amounts, causes far fewer individuals to be produced within the time limits. We believe that this is almost exclusively to do with the fact that the local-search operator, by adding diversity to the population, keeps the recombination operator consistently expensive throughout the run. Effects that the local-search operator has on the number evaluations performed within the time limit (using recombination rate 0.5).
We This is exactly what is done at around the mark (*) on figure 8. Here, we added an additional operator that sensed when the runs' progress started to fade, and then increased the amount of local-search from limit=0 to limit=2, and the amount of recombination from a rate 0.0 to a rate 0.5. This was done in the hope that the new operators would then take the search further towards a solution. However as the line marked (#) in figure 8 indicates, the benefits of doing this are marginal to say the least. This suggests that for local-search to be given a real opportunity to improve results, it needs to be used from early on in the search.
5 Conclusions * We have discussed a way to go about measuring population diversity with the standard GGA representation and discovered, in our case, that this diversity has a very close correlation with the average cost of the recombination operator; i.e. if the population is diverse, and recombination is being used, the rate at which new individuals are formed (per time unit) will usually fall. * We have seen that the choice of fitness function for this problem can have a large effect both on the overall solution quality and the algorithm's time requirements. In particular, the latter seems almost exclusively due to the effects that the fitness functions have on the diversity of the population. We have also seen that diferent fittness fuctions can be beneficial at different stages of the runs. Future work could show that even more superior results might be found by using different fitness criteria at different points of the run or indeed, by using some sort of sequential evaluation [11] . * We have seen, through a substantial number of experiments, that our stochastic local-search operator can improve the search, but should probably be used with some care. Indeed, even when used in small levels, whilst allowing the possibility of further improvement to the timetables, it can also drastically increase and sustain population diversity throughout the run causing the recombination operation to be just too expensive. This might mean that just not enough new individuals are produced within reasonable time.
In some situations this problem can be remedied, to a certain extent, by using smaller populations. * As often noted in this paper, the algorithm seems to behave in different ways with different sized instances; whilst performing extremely well with the small instances and also promisingly with the medium instances, it seems to consistently underachieve when dealing with the large instances. In particular, during runs with these, the overall fitness of the populations did not seem to improve anywhere near as much as should be expected (refer to the y-axis of figure 5). A possible explanation for this is the fact that, in our case, we are always interested in finding timetables with forty-five timeslots but the number of events is variable. Thus, as the instance size is increased, the number of rooms being used needs to increase and not the number of timeslots. Therefore the genetic operators function on chromosomes whose lengths will remain more or less constant regardless of instance size! Clearly this presents a scalability issue, and we may start to see further unsatisfactory movement through the search space if instance size is further increased (as is common in practical timetabling [11] ). Note that all of these points above may actually extend beyond the application discussed here and could even turn out to apply to the general GGA model as a whole. However, verification of this conjecture awaits further research.
We conclude this paper with the following points:
