In this paper, a new modified Ishikawa iterative algorithm with errors by a shrinking projection method for generalized mixed equilibrium problems and a countable family of uniformly Bregman totally quasi-D-asymptotically nonexpansive mappings is introduced and investigated in the framework of a real Banach space. Strong convergence of the sequence generated by the proposed algorithm is derived under some suitable assumptions. These results are new and develop some recent results in this field. MSC: 26B25; 46T99; 47H04; 47H05; 47H09; 47H10; 47J05; 47J20; 47J25; 52A41; 54C20
Introduction and preliminaries
In this paper, without other specifications, let N * and R be the sets of positive integers and real numbers, respectively, C be a nonempty, closed, and convex subset of a real Banach space E with the dual space E * . The norm and the dual pair between E * and E are denoted by · and ·, · , respectively. Let g : E → R ∪ {+∞} be a proper convex and lower semicontinuous function. Denote the domain of g by dom g, i.e., dom g = {x ∈ E : g(x) < +∞}. The Fenchel conjugate of g is the function g * : E * → (-∞, +∞] defined by g * (ζ ) = sup x∈E { ζ , x -g(x)}. Let T : E → C be a nonlinear mapping. For all x ∈ E and x * ∈ E * , denote by F(T) = {x ∈ C : Tx = x} the set of fixed points of T and by x, x * the value of x * at x. A mapping T is said to be nonexpansive if Tx -Ty ≤ x -y for all
x, y ∈ E. Let {x n } be a sequence in E, we denote the strong convergence of {x n } to x ∈ E by x n → x. For any x ∈ int(dom g), the right-hand derivative of g at x in the direction y ∈ E is defined by g ( () If E is a Hilbert space and g(x) = x  for all x ∈ E, then D(x, y) = x -y  and the Bregman projection Proj g C (x) is reduced to the metric projection P C (x) of x onto C. For more details we refer the readers to [] .
Let C be a nonempty, closed, and convex subset of E and T be a mapping from E to C. A point p ∈ C is said to be an asymptotic fixed point of T [] if C contains a sequence {x n } which converges weakly to p such that lim n→∞ x n -Tx n = . A point p ∈ C is said to be a strong asymptotic fixed point of T [] if C contains a sequence which converges strongly to p such that lim n→∞ x n -Tx n = . We denote the sets of asymptotic fixed points and strong asymptotic fixed points of T by F(T) and F(T), respectively. 
Definition . () A mapping T from E to C is said to be Bregman relatively nonexpansive [, ], if F(T) = F(T) = ∅ and D(p, Tx) ≤ D(p, x) for all x ∈ E and p ∈ F(T). () T is said to be Bregman weak relatively nonexpansive [, , ], if F(T) = F(T) = ∅ and D(p, Tx) ≤ D(p, x) for all x ∈ E and p ∈ F(T). () T is said to be Bregman quasi-D-nonexpansive [, ], if F(T) = ∅ and D(p, Tx) ≤ D(p, x) for all x ∈ E and p ∈ F(T). () T is said to be Bregman firmly nonexpansive [], if g(Tx) -g(Ty), Tx -Ty ≤ g(x) -g(y), Tx -Ty , ∀x, y ∈ E, or, equivalently, D(Tx, Ty) + D(Ty, Tx) + D(Tx, x) + D(Ty, y) ≤ D(Tx, y) + D(Ty, x), ∀x, y ∈ E. () T is said to be Bregman strongly nonexpansive [], if F(T) = ∅ and D(p, Tx) ≤ D(p, x) for all x ∈ E and p ∈ F(T) and if whenever {x n } ⊂ E is bounded, p ∈ F(T) and lim n→+∞ [D(p, x n ) -D(p, Tx n )] = , it follows that lim n→+∞ D(Tx n , x n ) = . () T is said to be relatively quasi-nonexpansive [], if F(T) = F(T) = ∅ and φ(p, Tx) ≤ φ(p, x) for all x ∈ E and p ∈ F(T). () T is said to be weak relatively nonexpansive [-], if F(T) = F(T) = ∅ and φ(p, Tx) ≤ φ(p, x) for all x ∈ E and p ∈ F(T). () T is said to be quasi-φ-nonexpansive [-], if F(T) = ∅ and φ(p, Tx) ≤ φ(p, x) for all x ∈ E and p ∈ F(T).

Definition . () A mapping T : E → C is said to be Bregman totally quasi-D-asymptotically nonexpansive [], if F(T)
() A mapping T : E → C is said to be totally quasi-φ-asymptotically nonexpansive [], if F(T) = ∅ and there exist nonnegative real sequences {v n }, {u n } with v n , u n →  (as n → +∞) and a strictly increasing continuous function ζ :
() A mapping T : E → C is said to be quasi-φ-asymptotically nonexpansive [], if F(T) = ∅ and there exists a sequence {k n } ⊂ [, +∞) with lim n→+∞ k n =  such that
() A mapping T : E → C is said to be quasi-φ-asymptotically nonexpansive in the intermediate sense with sequence {v n }, if F(T) = ∅ and there exists a sequence {v n } in [, +∞) with lim n→+∞ v n =  such that If taking ζ (t) = t, t ≥ , v n = k n -, u n = , lim n→+∞ k n = , then (.) can be rewritten as (.). This implies that each Bregman quasi-D-asymptotically nonexpansive mapping must be a Bregman total quasi-D-asymptotically nonexpansive mapping, but the converse is not true. In [], Chang et al. gave an example of Bregman total quasi-D-asymptotically nonexpansive mapping. A Bregman relatively nonexpansive mapping is a Bregman weak relatively nonexpansive mapping, but the converse in not true in general. Indeed, for any mapping
, Naraghirad and Yao have given two examples of a Bregman weak relatively nonexpansive mapping which is not a Bregman relatively nonexpansive mapping, and a Bregman quasi-nonexpansive mapping which is neither a Bregman relatively nonexpansive mapping nor a Bregman weak relatively nonexpansive mapping.
() The class of quasi-φ-(asymptotically) nonexpansive mappings is more general than that of relatively nonexpansive mappings which requires the restriction F
(T) = F(T).
A quasi-φ-nonexpansive mapping with a nonempty fixed point set F(T) is a quasi-φ-asymptotically nonexpansive mapping, but the converse may not be true. In the framework of Hilbert spaces, quasi-φ-(asymptotically) nonexpansive mappings is reduced to quasi-(asymptotically) nonexpansive mappings.
The idea of the definition of a total asymptotically nonexpansive mappings is to unify various definitions of classes of mappings associated with the class of asymptotically nonexpansive mappings and to prove a general convergence theorems applicable to all these classes of nonlinear mappings.
Definition . []
Let E be a Banach space. The function g : E → R is said to be a Bregman function if the following conditions are satisfied:
() g is continuous, strictly convex and Gâteaux differentiable; () the set {y ∈ E : D(x, y) ≤ r} is bounded for all x ∈ E and r > .
The theory of fixed points with respect to Bregman distances have been studied in the last ten years and much intensively in the last six years. 
Proof Let {x n } be a sequence in F(T) such that x n → x * (as n → +∞). We have Tx n = x n → x * (as n → +∞) and by the closeness of T, we have Tx
is closed. Let p, q ∈ F(T) and t ∈ (, ), and put w = tp + ( -t)q. Next we prove that w ∈ F(T). Indeed, in view of the definition of D, we have
Substituting (.) into (.) and simplifying it, we have
Hence, we have T n w → w. This implies that T(T n w) = T n+ w → w. Since T is closed, we have w ∈ Tw, i.e., w ∈ F(T). This completes the proof of Lemma .. 
, is positive whenever t > ; () totally convex if it is totally convex at every point x ∈ int(dom g); () totally convex on bounded sets if v g (B, t) is positive for any nonempty bounded subset B of E and t > , where the modulus of total convexity of the function g on the set B is the function
() sequentially consistent if for any two sequences {x n } and {y n } in E such that {x n } is bounded, lim n→+∞ D(y n , x n ) =  ⇒ lim n→+∞ y n -x n = ; () locally bounded if g(rB) is bounded for all r > ; () locally uniformly smooth on E if the function σ r : [, +∞) → [, +∞), defined by
() locally uniformly convex on E (or uniformly convex on bounded subsets of E) if the gauge ρ r : [, +∞) → [, +∞) of uniform convexity of g, defined by 
) If g is lower semicontinuous, then g is sequentially consistent if and only if it is uniformly convex on bounded sets. () If g is uniformly strictly convex on bounded sets, then it is sequentially consistent and the converse implication holds when g is lower semicontinuous, Fréchet differentiable on its domain and the Fréchet derivative g is uniformly continuous on bounded sets.
Lemma . [] Let g : E → R be uniformly Fréchet differentiable and bounded on bounded subsets of E. Then g is uniformly continuous on bounded subsets of E from the strong topology of E to the strong topology of E
* .
Lemma . ([]
, Lemma .) Let g : E → R be a Gâteaux differentiable and totally convex function. If x  ∈ E and the sequence {D(x n , x  )} is bounded, then the sequence {x n } is also bounded.
Lemma . [] Let E be a Banach space, r >  be a positive number and g : E → R be a continuous and convex function which is uniformly convex on bounded subsets of E. Then
for any given infinite subset {x n } ⊂ B r () = {x ∈ E : x ≤ r} and for any given sequence {λ n } of positive numbers with m n= λ n = , for any i, j ∈ {, , . . . , m} with i < j, where ρ r is the gauge of uniformly convexity of g.
Lemma . [] Let g : E → (-∞, +∞] be Gâteaux differentiable and totally convex on int(dom g). Let x ∈ int(dom g) and C ⊂ int(dom g) be a nonempty, closed, and convex set. If x ∈ C, then the following statements are equivalent: () the vectorx is the Bregman projection of x onto C with respect to g; () the vectorx is the unique solution of the variational inequality:
g(x) -g(z), z -y ≥ , ∀y ∈ C; () the vectorx is the unique solution of the inequality: D(y, z) + D(z, x) ≤ D(y, x), ∀y ∈ C.
Lemma . ([], Theorem .) Let E be a reflexive Banach space and let g : E → R be a convex function which is bounded on bounded subsets of E. Then the following assertions are equivalent:
() g is strongly coercive and uniformly convex on bounded subsets of E; For solving the equilibrium problem, let us assume that the bifunction f : C × C → R satisfies the following conditions: 
Then the following statements hold:
In , Saewan et al. [] studied the following generalized mixed equilibrium problem:
where f is a bifunction from C × C to R, ϕ : C → R is a real-valued function and A : C → E * is a nonlinear mapping. Denote the set of solutions of the problem (.) by GMEP(f , ϕ), i.e.,
Special cases: (I) If A = , then the problem (.) is equivalent to find z ∈ C such that
which is called the mixed equilibrium problem. Denote the set of solutions of (.) by
which is called the mixed variational inequality of Browder-type. Denote the set of solutions of (.) by VI(C, A, ϕ). In particular, we denote VI(C, A, ) by VI(C, A).
which is called the generalized equilibrium problem. Denote the set of solutions of (.)
which is called the equilibrium problem. Denote the set of solutions of (.) by EP(f ). It is well known that mixed equilibrium problems and their generalizations have been important tools for solving problems arising in the fields of linear or nonlinear programming, variational inequalities, complementary problems, optimization problems, and fixed point problems, and they have been widely applied to physics, structural analysis, management science, economics, etc. One of the most important and interesting topics in the theory of equilibria is to develop efficient and implementable algorithms for solving equilibrium problems and their generalizations (see, e.g., [-] and the references therein). Since the generalized mixed equilibrium problems have very close connections with both the fixed point problems and the variational inequalities problems, finding the common elements of these problems has drawn many researchers' attention and has become one of the hot topics in the related fields in the past few years (see, e.g., [-, -] and the references therein). Some methods have been proposed to solve the generalized mixed equilibrium problem (see, for example, [-, , -]). Numerous problems in physics, optimization and economics help to find a solution of problem (.).
It is well known that, in an infinite-dimensional Hilbert space, only weak convergence theorems for the segmenting Mann iteration were established even for nonexpansive mappings. Attempts to modify the segmenting Mann iteration for nonexpansive mappings and asymptotically nonexpansive mappings by hybrid projection algorithms have recently been made so that strong convergence theorems are obtained; see, for example, [-, , -] and the references therein.
In [] , Martinez-Yanes and Xu introduced the following iterative scheme for a single nonexpansive mapping T in a Hilbert space H:
where P C denotes the metric projection of H onto a closed and convex subset C of H. They proved that if {α n } ⊂ (, ) and lim n→∞ α n = , then the sequence {x n } converges strongly to P F(T) x  . In [], Qin and Su extended the results of Martinez-Yanes and Xu [] from Hilbert spaces to Banach spaces and proved the following result: Let C be a nonempty, closed, and convex subset of a uniformly smooth and uniformly convex Banach space E and let T : C → C be a relatively nonexpansive mapping. Assume that {α n } ⊂ (, ) and lim n→∞ α n = . Define a sequence {x n } in C by the following algorithm:
In , Wangkeeree and Wangkeeree [] introduced the following hybrid projection algorithm for approximation of common fixed point of two families of relatively quasinonexpansive mappings, which is also a solution to a variational inequality problem in a Banach space E:
(.)
They proved under appropriate conditions on the parameters that the sequence {x n } generated by (.) converges strongly to a common element of the set of common fixed points of the two families {T i } and {S i } and the set of solutions to a variational inequality problem.
In 
Under some suitable conditions, they proved that the sequence {x n } generated by (.) converges strongly to Proj [] introduced the concept of weak Bregman relatively nonexpansive mappings in a reflexive Banach space and gave an example to illustrate the existence of a weak Bregman relatively nonexpansive mapping and the difference between a weak Bregman relatively nonexpansive mapping and a Bregman relatively nonexpansive mapping. They also proved the strong convergence of the sequences generated by the constructed algorithms with errors for finding a fixed point of weak Bregman relatively nonexpansive mappings and Bregman relatively nonexpansive mappings under some suitable conditions.
Motivated by the above mentioned results and the on-going research, in this paper, using Bregman function and the shrinking projection method, we introduce new modified Ishikawa iterative algorithms with errors for finding a common element of solutions to the generalized mixed equilibrium problems (.) and fixed points to a countable family of Bregman totally quasi-D-asymptotically nonexpansive mappings in Banach spaces. We prove strong convergence theorems for the sequences generated by the proposed algorithm. Furthermore, these algorithms take into account possible computational errors. 
No assumption F(T) = F(T) is imposed on the mapping T in reflexive
Main results
We now state and prove the main result of this paper.
Theorem . Let E be a reflexive Banach space and g : E → R be a strongly coercive Bregman function which is bounded on bounded subsets and uniformly convex and uniformly smooth on bounded subsets of E. Let C be a nonempty, closed, and convex subset of E.
For each k = , , . . . , m, let A k : C → E * be a continuous and monotone mapping, ϕ k : C → R 
be a lower semicontinuous and convex functional, let f k : C × C → R be a bifunction satisfying (C)-(C) and T i : E → int(dom g), ∀i ∈ N be an infinite family of closed and uniformly Bregman totally quasi-D-asymptotically nonexpansive mappings with nonnegative real sequences {v
where the sequences {ζ i n }, {e i n }, {r k,n }, {α n }, {β n } satisfy the following conditions:
n , e i n ∈ E satisfying lim n→+∞ sup i∈N * { e i n } =  for each n ≥  and i ≥ ;
Then we prove from Lemma . that the bifunction G k satisfies conditions (C)-(C) for each k = , , . . . , m. Therefore, the generalized mixed equilibrium problem (.) is equivalent to the following equilibrium problem:
. . , m, and θ  n = I for all n ≥ , we obtain u n = θ m n y n . In view of Lemma . and Lemma ., we find that F is closed and convex, so that Proj g F (x  ) is well defined for any x  ∈ E. We divide the proof of Theorem . into six steps:
Step . We first show that C n is closed and convex for each n ≥ . In fact, from the definition, C  = 
is equivalent to the following:
Since the left-hand sides of the last two inequalities are affine with respect to z as functions of z, C i n+ is closed and convex. Hence C n+ = +∞ i= C i n+ is closed and convex for all n ≥ .
Step . Assume that F ⊂ C n for all n ≥ . Then the sequence {x n } is bounded. In fact, by x n+ = Proj g C n+ (x  ), it then follows from Lemma . that
for each p ∈ F ⊂ C n , ∀n ≥ . Hence, the sequence {D(x n+ , x  )} is bounded, by Lemma ., {x n } is bounded and so are {T i x n }, {y Step . Next, we show, by induction, that F ⊂ C n for all n ≥ . In fact, it is obvious that F ⊂ C  = C. Suppose that F ⊂ C n for some n ≥ . Let p ∈ F, since T i : E → C (∀i ∈ N ) is an infinite family of closed and uniformly Bregman totally quasi-D-asymptotically nonexpansive mappings, by the definition of D(·, ·) and Remark ., for each i ≥ , we have
Observe that p ∈ F implies p ∈ C. Thus, by (.), Lemma ., and the fact that T 
This shows that p ∈ C n+ , which implies that F ⊂ C n+ . Hence F ⊂ C n for all n ≥ .
Step . Now, we show that {x n } is Cauchy sequence. In fact, combining x n+ = Proj
 ) for all n ≥ . Thus, the sequence {D(x n , x  )} is nondecreasing. It follows from the boundedness of {D(x n , x  )} that the limit of {D(x n , x  )} exists.
For any positive integer m, it then follows from Lemma . that
from which it follows from (.) that D(x n+m , x n+ ) →  as m, n → ∞. We have from Lemma . and the boundedness of {x n },
Hence, the sequence {x n } is Cauchy in C. Since E is a Banach space and C is closed convex, there exists p ∈ C such that x n → p as n → ∞. Since g is uniformly smooth on bounded subsets of E, by Lemma ., we find that g(·) is uniformly norm-to-norm continuous on any bounded sets and x n -(x n + e i n ) = e i n →  (as n → +∞, ∀i ≥ ), and we obtain
Thus, it follows from (.), (.), lim n→+∞ sup i∈N * {v
n } = , and lim n→+∞ sup i∈N * {u
and by the definition of C n+ , it follows from (.) and (.) that
From Lemma ., we obtain lim n→∞ x n+ -u i n+ = . Therefore
It follows from lim n→+∞ x n -p =  and (.) that
Step . Now we prove that p ∈ [
Since g is uniformly smooth on bounded subsets of E, by Lemma ., we find that g(·) is uniformly norm-to-norm continuous on any bounded sets and from (.), we obtain
It follows from the boundedness of the sequences {x n } and
n for each p ∈ F and i ≥  that the sequences { g(x n )} and { g(T n i (x n + e i n ))} are bounded. Thus there exists r >  such that { g(x n )} ⊂ B r () and { g(T n i (x n + e i n ))} ⊂ B r (). For each p ∈ F, we have from Lemma . and Lemma .
This implies that
On the other hand, we have
In view of (.) and (.), we obtain
Combining (.) and (.), lim n→+∞ ζ i n = , and the assumption lim inf
It follows from the property of ρ * r (·) that
Since x n → p as n → ∞ and g(·) is uniformly norm-to-norm continuous on any bounded sets, we obtain
From (.) and (.), we see that
By Lemma ., note that g * (·) is also uniformly norm-to-norm continuous on any bounded sets. It follows from (.) that 
Furthermore, replacing n by n j in the last inequality and using condition (C), we obtain
, ∀y ∈ C.
By taking the limit as j → +∞ in the above inequality, for each k = , , . . . , m, we have from the condition (C), (.), and θ
For  < t ≤  and y ∈ C, define y t = ty + ( -t)p. It follows from y, p ∈ C that y t ∈ C, which yields G k (y t , p) ≤ . It follows from the conditions (C) and (C) that
Letting t →  + , from the condition (C), we obtain G k (p, y) ≥ , ∀y ∈ C. This implies that
Step . Finally, we prove that p = Proj 
Let n → +∞ in the last inequality, we see that p -w, g(x  ) -g(p) ≥ , ∀w ∈ F. In view of Lemma ., we can obtain p = Proj 
where the sequences {ζ i n }, {r k,n }, {α n }, {β n } satisfy the following conditions: () For the structure of Banach spaces, we extend the normalized duality mapping to a more general case, that is, a convex, continuous, and strongly coercive Bregman function which is bounded on bounded subsets and uniformly convex and uniformly smooth on bounded subsets. () For the mappings, we extend the mapping from two quasi-nonexpansive mappings to a countable family of Bregman totally quasi-D-asymptotically nonexpansive mappings.
() For generalized mixed equilibrium problems, we extend the problems from one to a finite family. 
where the sequences {ζ i n }, {r k,n }, {α n }, {β n } satisfy the following conditions: r ,n y n , C n+ = {z ∈ C n : φ(z, u n ) ≤ α n φ(z, x n ) + ( -α n )φ(z, z n ) ≤ φ(z, x n ) + ζ n }, x n+ = C n+ (x  ), where the sequences {ζ i n }, {r k,n }, {α n }, {β n } satisfy the following conditions: () ζ n = φ(x n , x n + e n ) + sup p∈C x n -p, J(x n + e n ) -Jx n + v n · sup p∈C ζ [φ(p, x n + e n )] + u n , e n ∈ E satisfying lim n→+∞ e n =  for each n ≥ . 
