Older and younger adults performed a state-based decision-making task while undergoing functional MRI 19 (fMRI). We proposed that younger adults would be more prone to base their decisions on expected value 20 comparisons, but that older adults would be more reactive decision-makers who would act in response to recent 21 changes in rewards or states, rather than on a comparison of expected values. To test this we regressed BOLD 22 activation on two measures from a sophisticated reinforcement learning (RL) model. A value-based regressor 23 was computed by subtracting the immediate value of the selected alternative from its long-term value. The 24 other regressor was a state-change uncertainty signal that served as a proxy for whether the participant's state 25 improved or declined, relative to the previous trial. Younger adults' activation was modulated by the value-26 based regressor in ventral striatal and medial PFC regions implicated in reinforcement learning. Older adults' ac-27 tivation was modulated by state-change uncertainty signals in right dorsolateral PFC, and activation in this region 28 was associated with improved performance in the task. This suggests that older adults may depart from standard 29 expected-value based strategies and recruit lateral PFC regions to engage in reactive decision-making strategies. that this compensatory activation would be related to improved perfor-153 mance in the task (Cabeza et al., 2002; Park and Reuter-Lorenz, 2009; 154 Reuter- Lorenz and Cappell, 2008) .
155
To test this prediction we performed a region of interest (ROI) anal- recruited but were excluded from analysis (for non-completion of 176 study (3), experimenter error (2), and structural abnormalities (1)).
177
All volunteers gave informed written consent according to procedures 178 approved by the University of Texas at Austin Internal Review Board.
179
All volunteers were right-handed native English speakers.
180
Before completing the study all participants were screened for con-181 ditions that prevent them from being in an MRI environment. Partici-182 pants were also screened for neurological disorders, drugs known to 
A hypothetical scenario was presented where participants selected 209 one of two oxygen extraction systems on Mars (Fig. 1B) Eppinger et al., 2013a,b Q6 ), and identical to one we have used in 252 previous behavioral studies (Cooper et al., 2015; Worthy et al., 2014 ).
253
The model tracks the reward-based expected values for each action 254 in each state (Q RB (s,a)) using a SARSA learner. On each trial the model 255 computes the reward prediction error (RPE):
The prediction error is then used to update the expected value for 258 the current state action pair: 
This ensures that all transition probabilities at a given state sum to 1. 
This function multiplies the probability of transitioning to each 293 possible state on the next trial, having taken action a in trial t, by the 294 maximum expected reward in state s′ for either action.
295
The model then determines a net value for each action (Q Net (s,a)) by 296 taking a weighted average of the state-based and reward-based expected 297 values:
where ω is a free parameter that determines the degree to which 300 choices are based on the state-based versus reward-based components 301 of the model.
302
Finally, the probability of selecting each action is determined using 303 the Softmax rule:
305 305
The state-change uncertainty signal that we used in our fMRI analysis 306 was computed for each trial by first comparing the current state to the 307 state on the previous trial: 
347
The WSLS model is identical to the model we used in previous pa-348 pers from our labs (Worthy et al., 2014; Worthy and Maddox, 2012 ).
349
The model has two free parameters. The first parameter represents 350 the probability of staying with the same option on the next trial if the re-
351
ward received on the current trial is equal to or greater than the reward 352 received on the previous trial:
In Eq. (13) r represents the reward received on a given trial. The 355 probability of switching to another option following a win trial is 1 − 356 P(stay|win).
357
The second parameter represents the probability of shifting to the 358 other option on the next trial if the reward received on the current 359 trial is less than the reward received on the previous trial: Here we simply estimated the maximum rewards that could be obtained from transitions to each possible future state on the next trial. This provided an expected reward value that was directly comparable to the reward-based value provided by the SARSA learner. Carlo estimation for all near threshold voxels (FSL's FLAME 1&2).
418
Older adults, younger adults, and older adults versus younger adult 
431
In addition to the whole brain results, we conducted an ROI analysis 432 on the right dorsolateral prefrontal cortex using an anatomically de-433 fined mask of the middle frontal gyrus from the Harvard-Oxford Atlas.
434
The purpose of the ROI analysis was to examine whether individual 
Results

440
Behavioral results 
445
Participants learned to select the optimal choice more as the task 446 progressed. There was no effect of age, and no age × run interaction
447
(both F b 1). Thus, older adults selected the optimal option at the 448 same rate as younger adults. We also examined average response Modeling results
453
We fit each model to each individual data set by maximizing log- ).
466
Following previous work from our lab we examined the degree to Next we examined activation that was parametrically modulated by 500 the SCU measure from the HYBRID RL model, while adjusting for Diff(Q).
501
We first examined activation relative to baseline in both younger and 502 older adults (Fig. 3) ed with better performance (Lighthall et al., 2014) .
522
To test this we performed a region of interest (ROI) analysis in R. Note: R = right, L = left, F = frontal, med. = medial, lat. = lateral, YA = younger adults, t2:57 OA = older adults Q1 Fig. 3 . State-change uncertainty (SCU) weighted activation for older adults (OA) and younger adults (YA). Fig. 4 . Scatterplot showing the relationship between the parameter for state-change uncertainty related activation in R. DLPFC and the proportion of state-maximizing choices within older adults. Greater state-change uncertainty related activation in this region was associated with better decision-making behavior in older adults. Fig. 5 . Scatterplot showing the relationship between the parameter for state-change uncertainty related activation in ventral striatum and the proportion of state-maximizing choices within older adults. Greater state-change uncertainty related activation in this region was associated with better decision-making behavior in younger adults.
t(31) = 1.64, p = .11, and the interaction did not reach significance, 532 t(1.69), p = .10.
533
Although exploratory, we also conducted an ROI analysis in the 
543
Expected value-related activation
544
We also examined activation that was parametrically modulated by 545 Diff(Q), defined as the difference between the state-based (long-term)
546
and reward-based (immediate) value of each option, while controlling 547 for SCU (Fig. 6 ). For the comparison to baseline there were a number the left putamen, as well as in temporal and occipital regions.
556
We also conducted an exploratory ROI analysis in the ventral stria- 
rewards provided by the reward-based option in favor of the larger de- delay discounting compared to younger adults (Green et al., 1994 are added (Frey et al., 2015; Worthy et al., 2014) . Older adults perform 700 more poorly when additional choices are added, and this could be be- when asked to "pass" or "play" a pre-selected choice (Cauffman et al., 705 2010). Those types of situations would require accurate expected There are a few limitations to note for this study. First, we did not 717 explicitly assess possible differences in IQ and we only conducted 718 cognitive testing for our older adult sample. We also did not specifically gambling task: a comparison of win-stay/lose-shift and reinforcement learning
