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A RECONFIGURABLE DISTRIBUTED MULTIAGENT SYSTEM OPTIMIZED FOR SCALABILITY 
by Summiya Moheuddin 
This thesis proposes a novel solution for optimizing the size and communication overhead of a 
distributed multiagent system without compromising the performance. The proposed approach 
addresses the challenges of scalability especially when the multiagent system is large. A 
modified spectral clustering technique is used to partition a large network into logically related 
clusters. Agents are assigned to monitor dedicated clusters rather than monitor each device or 
node. The proposed scalable multiagent system is implemented using JADE (Java Agent 
Development Environment) for a large power system. The performance of the proposed 
topology-independent decentralized multiagent system and the scalable multiagent system is 
compared by comprehensively simulating different fault scenarios. The time taken for 
reconfiguration, the overall computational complexity, and the communication overhead incurred 
are computed. The results of these simulations show that the proposed scalable multiagent 
system uses fewer agents efficiently, makes faster decisions to reconfigure when a fault occurs, 
and incurs significantly less communication overhead. The proposed scalable multiagent system 
has been coupled with a scalable reconfiguration algorithm for an electric power system 
attempting to minimize the number of switch combination explored for reconfiguration. The 
reconfiguration algorithm reconfigures a power system while maintaining bus voltages within 
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A Multiagent system (MAS) is a collection of collaborating intelligent and autonomous 
computational entities called agents [1], perceiving the environment using sensors and acting 
upon it through actuators [2]. The flexibility and adaptability of multiagent systems make them 
attractive for several real world applications. Multiagent systems are suitable where scalability is 
an important requirement, especially where the number of entities to be monitored and controlled 
is large, processing is performed in a distributed and parallel environment, and there is an 
exponential growth in the computational complexity. This has been demonstrated by using the 
agent paradigm to build a biological model simulating polypeptide generation [3]. A combination 
of cluster computing and multiagent systems has also been used for achieving scalability. This 
concept is used in a distributed multiagent model for network-based financial computing and 
economic analysis [4], and for developing scalable software systems on heterogeneous networks 
[5]. 
The performance and scalability of a multiagent system is measured using indicators such as 
number of concurrent agents and associated tasks, organizational pattern of agents, coordination 
protocols used, and communication and computational overheads [6]. Coordination policies 
employed by agents are an important indicator of scalability as these are used to determine the 
total number of messages necessary to converge to a solution [7]. The authors also discuss 
additional dimensions along which a distributed solution using agent technology needs to scale, 
including total number of agents, size of data and agent diversity. In [8] the authors analyze the 
increase in communication load in terms of the number of messages, as the number of agents 
connected in a number of different topologies is increased. The concept of self building and self 
organizing MAS to achieve higher scale tolerance by defining scalability in terms of the total 
processing requirements for agents has been introduced in [9]. MAS that have fixed 
organizational structures are less scalable than those that adapt to the demands of an application. 
The issues related to scalability and communication overheads involved in model based 
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teamwork approaches using agents which do not rely on accurate models and further make use of 
dynamically evolving and overlapping sub teams are discussed in [10]. Another approach to 
scalability is to employ a locality model to limit the number of agent interactions thereby making 
an agent interact only with agents located in a local region [3]. 
While previous research has broadly focused on achieving scalability by inspecting the 
organizational patterns of multiagent communities, we investigate achieving scalability by 
optimally reducing the total number of agents in the multiagent system without compromising 
the performance. The reduction in the number of agents decreases the resource requirements, 
simplifies the agent system topology, reduces the communication overhead by limiting the 
number of possible interactions and minimizes the overall complexity of the system. The 




The evolution of electric power industry due to recent restructuring and deregulation has led to a 
major paradigm shift from centralized system towards decentralized solutions. Motivations for 
this change are discussed in [11]-[13]. Considering power system reconfiguration in particular, 
centralized solutions based on artificial neural networks, genetic algorithm and expert systems 
have been proposed [14], [15]. However, such solutions do not adequately address the 
requirements of modern power systems. Efficient monitoring, control, restoration and 
reconfiguration of power systems require distributed decentralized control. Multiagent systems 
have been applied for solving problems such as reconfiguration, restoration, fault identification, 
diagnosis and power system protection [16]-[19]. 
Most of the work employing multiagent systems for power system reconfiguration and 
restoration use an agent to represent an electric component such as buses, switches, and circuit 
breakers etc. [11], [20], [21]. A major problem with such solutions is the limited application 
especially for large scale power systems with hundreds of components. The size of the 
multiagent system used in addressing the problem and interactions among agents introduce 
challenges due to scalability. 
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Another issue that becomes more and more important as the size of target system increases is 
that of communication overhead. As discussed previously, communication and coordination 
policies used in a multiagent system can have serious impact on scalability. The issue of 
increased communication overhead has been discussed in a multiagent based algorithm for 
reconfiguration of ring structured shipboard power systems in [22], [23]. Similar concept for 
reconfiguration has been proposed for mesh structure power systems in [24]. Message passing is 
used for the identification of a ring structure to avoid accumulation of redundant information in 
the system. As the size of the power system increases, the communication overhead also 
increases. Huang et al. [25] introduce a purely decentralized approach to address this issue. The 
exponential increase in message or communication overhead with the number of loads in a 
power system and the resulting delay in decision making has been discussed in [26]. Their 
solution uses mobile agents for local data utilization and determining the impact of power system 
loads on power quality. Although such solutions show better performance than a centralized 
approach, further improvement can be achieved by optimizing the size of agent communities and 
their organizational patterns. 
Recently, distributed intelligence has been applied to switch controls using the concept of teams 
and coaches [27], [28]. A team represents line segments bounded by switches, while coaches 
have the job to monitor and coordinate their teams and perform restoration by communicating 
with neighboring teams. This approach considers the availability of multiple sources, and 
coaches try to identify alternate sources that can supply the load in their team. The coaches move 
to team members to determine the state of team line segment. This design decision makes agents 
more susceptible to faults. Also, every node has to be configured for starting agents by providing 
hardware and software support. On detecting faults, team members communicate this 
information to other team members and to the coach. 
There is also the need for a common place where information and measurements are collected 
and appropriately coordinated, even in approaches that are perfectly autonomous and distributed. 
This is especially useful in cases where one out of several possible options is to be selected based 
on some criteria. For example, in [20] junction agents act as coordinators/controllers for 
negotiation between different bus agents linked to the transmission line. A common coordinating 
entity has also been used in [29] where multiagent technology has been applied to the dynamic 
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reconfiguration of power systems by considering time varying loads. In [25] the use of a root 
agent to compute the net power of the system by collecting information from all its children is 
discussed. This root agent also acts as a central location where information is accumulated before 
any decisions are made. 
1.3 Problem Statement 
 
A major challenge of agent architectures for large scale power systems is scalability. Most 
existing architectures, associate an agent with an electronic component in the system. The idea is 
to have agents with local information communicate with each other to reach a solution. 
However, the amount of communication, coordination and other resource requirements for such 
solutions will soon outweigh the anticipated benefits of decentralization. So, no matter how 
promising the suggested multiagent system is, its size will always pose a problem. This triggers 
the need to find a trade-off between decentralization and size of the multiagent system. Efficient 
solutions would place a bound on the number of agents in the system. 
1.4 Proposed Approach 
 
In this research, we have developed clustering techniques to identify logical power system 
partitions such that agents can monitor these dedicated clusters or partitions rather than employ 
an agent to monitor each node or device. This reduces the resources utilized and the complexity 
of the system. Our proposed approach significantly reduces the number of agents in the system 
and the communication overhead while minimizing the system complexity and computational 
overhead. Furthermore, in the event of a fault, the affected nodes are quickly identified for 
reconfiguration. 
1.5 Organization of the Thesis 
The rest of this document is organized as follows, 
Chapter 2 provides a literature review on the different methods applied for the reconfiguration 
of electric power systems. Power system reconfiguration using multiagent systems is discussed 
in detail. 
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Chapter 3 provides a detailed review  on agents and multiagent based systems. Different 
architectures, communication protocols, interaction protocols, and general characteristics of 
multiagent systems are presented. 
Chapter 4 provides a detailed review on spectral clustering. General theory as well as specific 
algorithms are presented. 
Chapter 5 proposes a reconfigurable multiagent system architecture optimized for scalability. 
The proposed approach is discussed in detail. The feasibility of the proposed approach is 
illustrated using simulation results. 
Chapter 6 introduces a scalable reconfiguration algorithm for electric power system coupled 
with the multiagent system. Voltage constraint for power system has been implemented. 








Distribution system reconfiguration is done for several reasons including scheduled maintenance, 
to deal with post fault line outages, and overloads etc.  Reconfiguration is done by changing the 
on/off status of the power system switches so that the system can function under the present 
operating conditions. 
When a fault occurs in a power system a protective relay detects it and trips the circuit breakers. 
A fault section is identified by reclosing the circuit breaker and sectionalizing switches which 
work to isolate or restore loads during a fault or maintenance. Finally, the load section between 
the bus and the fault section are energized again. After this the process of service restoration to 
the de-energized loads starts and is accomplished by transferring these loads to adjacent feeders 
[30]. 
Feeder reconfiguration involves opening and closing of switches thereby changing the system 
topology to achieve faster service restoration in case of faults and for minimizing system losses 
[14]. Effective fault location and service restoration algorithms can minimize the out of service 
area as well as the duration of the fault. Therefore efficient functioning of the power systems 
requires an effective service restoration plan [32].   
Distribution system reconfiguration is also done for minimizing losses. Feeder load imbalance is 
one of the main reasons of line losses in the system. Reduction in losses can improve operational 
efficiency and reduce costs. Feeder reconfiguration is an effective method for loss reduction and 
achieving load balance [33]. 
Researchers have applied a wide variety of methods for power system reconfiguration including 
artificial neural networks [14], [32], genetic algorithms [14], [15], fuzzy logic [33], [45], 
heuristics [1-5], [13], expert systems [4], [6-11], dynamic programming [11], simulated 
annealing, and Petri nets etc. Some of the most common of these methods and techniques have 




A neuron is a brain cell that collects, processes, and disseminates electrical signals. A network of 
such neurons is what realizes the brain’s information processing capacity [2]. Artificial Neural 
Networks, as the name suggests, tend to simulate this network of neurons in the human brain.  
Generally, neural computing involves the study of networks of adaptable nodes which through a 
process of learning from task examples store experiential knowledge and make it available for 
use [34]. Neural networks are complex nonlinear functions with many parameters. Their 
parameters can be learned from noisy data and they have been used for thousands of applications 
[2]. 
In [14] artificial neural networks have been applied for power system feeder reconfiguration.  
The overall objective of the system is to ensure minimal losses of active power.  To achieve 
better performance the artificial neural network has been complemented with clustering 
techniques for the selection of best training set. Applying clustering techniques on the training 
set results in a more effective information source for the neural network. Therefore, the input 
layer of the neural network takes a reduced number of neurons for representing the distribution 
system.  As output, the neural network provides a radial topology for the distribution system 
minimizing the losses. 
Hsu and Huang have investigated techniques based on artificial intelligence for distribution 
system reconfiguration in [32]. Traditional optimization techniques can take longer to determine 
the set of switches to be operated upon for service restoration. Artificial neural networks and 
pattern recognition methodologies have been applied to effectively and efficiently determine a 
post fault service restoration plan. Feasibility of the proposed approaches has been tested by 
applying these on a distribution system of Taiwan Power Company. Inputs to the artificial neural 
network are loads of the lateral within the out of service area and the spare capacity of the 
supporting feeder. Feeder and lateral tie switches states are provided as outputs. The pattern 
recognition approach involves creating training patterns, storing these patterns in a database and 
retrieving them based on the pattern under study. The neural network approach provides a single 
restoration plan whereas several restoration plans are suggested by the pattern recognition 
approach.  
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 Feeder reconfiguration using artificial neural networks has also been discussed in [35].  Neural 
networks have been employed to determine a system topology minimizing the power loss 
according to load pattern variations.  The neural network uses the training set provided to 
determine the appropriate topology and therefore avoids the repetitive process of transferring the 
loads and estimating the power loss as done in the conventional methods.  Two sets of neural 
networks have been used. The first set utilizes the load data and estimates the load levels for each 
zone. The second set uses these load levels as input to determine an appropriate system topology.  
Heuristics 
 
Heuristics are information based strategies for controlling problem solving processes. Heuristics 
also known as rules of thumb, educated guesses, or intuitive judgments are criteria or principles 
for choosing the most effective course of action among several alternatives.  They represent 
compromise between two requirements, the need to make such criteria simple and at the same 
time as effective as possible [36].  Exact solutions for most complex problems require the 
evaluation of a large number of alternatives. For most applications the time required for an exact 
solution is unrealistic.  Heuristics can be applied to such cases to reduce the number of 
evaluations and come up with a reasonable solution within reasonable time constraints.  
Electric power system service restoration is a complex combinatorial optimization problem 
because there are many candidate switches in the distribution system that can be used.  Heuristics 
help in devising a restoration plan faster by narrowing down the potential candidates [37], [38].  
In order to devise quick restoration plans, it is important to avoid solving the combinatorial 
problem.  
A non-combinatorial method for the restoration of a large scale distribution system has been 
proposed in [30]. Aoki et al. applied the dual effective gradient method in order to quickly 
restore a distribution system after fault. The proposed algorithm involves four basic steps. In the 
first step, de-energized loads are connected to an adjacent feeder. If this first step results in 
constraint violations, extra load transferred to the adjacent feeders are shifted to other feeders. If 
violations still prevail, the third stage involves load curtailment. Finally, in the fourth step new 
load transfer possibilities are analyzed to restore some or all of the curtailed loads. 
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A heuristic search algorithm has been applied for power system reconfiguration for restoration of 
power after the faulted zone has been isolated in [37]. The basis for the algorithm is provided by 
the heuristic rules compiled with the help of experienced operators at Taiwan Power Company. 
Any restoration algorithm should come up with a plan as quickly as possible, should restore as 
many loads as possible, and attempt to minimize the switching operations. Also, the post 
restoration system configuration should be as close to the original as possible. The system 
radiality should be retained and there should be no component overloads. The proposed 
algorithm is applied for service restoration of a Taiwan Power Company distribution system and 
provides efficient service restoration meeting all the aforementioned practical needs.  
Heuristics have also been used for loss reduction in power systems through feeder 
reconfiguration. Feeder reconfiguration not only relieves the heavily loaded power system 
feeders by switching loads to other feeders  but also improves voltage profile along feeders 
thereby reducing the overall power losses.  The change in losses after a reconfiguration is 
performed can be determined from the load flow studies for the system configurations before and 
after the reconfiguration.  However, performing load flow studies for all possible switching 
options is not practical for real time systems. Civanlar et al. in [39] developed a criterion to 
reduce the number of candidate options and a formula which does not require numerous load 
flow studies. Reduction in the number of switching options is achieved by applying an 
observation heuristic stating that loss reduction is achieved only when there is a significant 
voltage difference across the normally open tie switch and when transfer is done from the higher 
voltage drop side to the other side.  
Expert Systems 
 
Expert systems are programs which represent and apply factual knowledge of specific areas of 
expertise to solve problems [40]. An expert system is one that is capable of solving problems or 
giving advice in some knowledge rich domain. Although expert systems are considered 
intelligent yet they do not interact directly with any environment. To get information from the 
environment, an expert system relies on a user for information and provides the user with some 
feedback [1].  
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A knowledge based expert system emulates the reasoning process of a human expert in a 
particular domain.  Expert systems can apply rules developed by human experts to solve 
problems using a heuristic approach.  Power system equipment maintenance and operation as 
well as the collection and interpretation of large sets of data can be enhanced through an 
intelligent information processing approach. Expert systems can be applied to several power 
system functions including circuit configuration, restoration, dispatching, load flow studies, 
turbine generator analysis, alarm processing, fault location etc [38]. 
Expert systems seem a good choice for problems involving non-trivial reasoning and human 
knowledge. Many power system problems fit this criterion and solutions based on expert systems 
have been proposed.  System reconfiguration for restoration and loss minimization is one of the 
examples. Liu et al. have proposed an expert system to aid operators during the restoration 
process to quickly restore power to as many customers as possible [42]. The expert system 
module for restoration utilizes a rule base of 180 rules to help operators in devising a restoration 
plan. Also, new rules have been proposed to determine a feeder reconfiguration ensuring loss 
minimization while maintaining a reliable system configuration. The restoration planner block of 
the expert system is capable of coming up with a set of breaker and switch actions that restore 
maximal outage area. This is done by the dividing the entire outage area into groups of zones 
based on feeder adjacency. Keeping the capacity and operating constraints in mind, it is 
attempted to supply each group from a neighboring feeder. If the system has not been restored 
fully, zone restoration is performed. Finally, if a zone has still not been restored load transfers 
are performed to a farther feeder. The functional block dealing with loss minimization finds 
appropriate switching operations to achieve the operational goal i.e. loss minimization.  
A real time expert system acting as a restoration guide has been proposed in [43] to assist 
operators in quick fault identification and system restoration.  The proposed system consists of 
two operational modes. The on-line mode identifies faulty equipment, performs restoration 
planning, and provides restorative operation guidance. The offline mode is used by operators to 
learn restorative strategies. The knowledge base for the power restoration function is formulated 
with the cooperation of power system operators. The knowledge base is used for the purpose of 
faulty equipment identification, overload removal planning, outage load charge planning, and 
restoration operation guidance.  
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Application of expert systems to power system problems relating to diagnosis, control, and 
design has also been discussed in [41].  In the context of distribution feeder reconfiguration a 
rule based system has been proposed. Other areas of application include rotating machinery 
diagnostic aid and capacitor placement aid.  
Chang et al. have discussed a knowledge based software package for the analysis and control of 




Fuzzy set theory is a means of specifying how well an object satisfies a vague description. Fuzzy 
sets do not have sharp boundaries and the truth value for any proposition is a number between 0 
and 1 rather than being just true or false. Two methodologies based on the fuzzy set theory are 
fuzzy logic and fuzzy control. Fuzzy logic is a method for reasoning with logical expressions 
describing membership in fuzzy sets. Fuzzy control is a methodology for constructing control 
systems in which the mapping between real valued input and output parameters is represented by 
fuzzy rules [2]. 
Fuzzy set theory and logic have been applied to solve several power system problems. A 
heuristic based network configuration approach for loss minimization using fuzzy notation has 
been proposed in [33]. A switch searching strategy has been proposed.  One of the criteria used 
for searching tie switches is based on voltage drop across these switches. Line loss has been used 
as another index to determine which tie switch to close. Similarly, for the sectionalizing switches 
if the transferrable current is very close to the optimal transferrable current, the increased loss is 
minimized. The searching strategies have been formulated in fuzzy notation. The proposed 
algorithm adopts a heuristic approach to determine an appropriate set of switching operations. 
Song et al. in [45] have proposed an improved evolutionary programming technique for 
reconfiguration to ensure loss reduction.  The performance of the evolutionary process is speeded 
up using a fuzzy logic controller based on heuristic information.  
Another coordinated system of fuzzy logic and evolutionary programming to perform power 




A genetic algorithm is a variant of stochastic beam search and generates successor states by 
combining two parent states rather than modifying a single state. The genetic algorithm begins 
with a set of K randomly generated states called the population. Each state or individual is 
represented as a string over a finite alphabet most commonly a string of 0s and 1s. The algorithm 
maintains a large population of states and new states are generated by mutation and by crossover, 
combining pairs of state from the population [2]. 
A variant of genetic algorithm is the parallel genetic algorithm (PGA) that performs the 
algorithm in parallel. The PGA can be coarse grain or fine grain. The coarse grain PGA maps 
distributed sub population with some strings to several processes and strings are sometime 
exchanges between sub populations during optimization. On the other hand, the fine grain PGA 
maps each string to each process and string information is exchanged between each process. The 
coarse grain approach is characterized by a few computationally intensive processes with little 
communication demands while the fine grain approach uses a large number of processes with 
low computational requirements but high communication demands for coordination purposes 
[46].  
Genetic algorithm has been applied for the optimal network reconfiguration of a power 
distribution system in [47].  System loading conditions and maximum system loading capacity is 
determined using the system load balancing index (LBI). Genetic algorithm attempts to 
determine an optimal network reconfiguration that would minimize the index value.  The genetic 
algorithm is used to determine the status of both tie and sectionalizing switches ensuring 
constraints for voltage magnitude and line flows are met. The LBI values for the different 
network configurations are obtained and the one with the minimum value is selected as the 
optimal solution. 
Power system reconfiguration using genetic algorithm has also been proposed in [48]. The 
genetic algorithm uses a vertex encoding/decoding mechanism to determine a network 
configuration that minimizes losses. 
A coarse grain parallel genetic algorithm has been applied for power system service restoration 
in [46]. The PGA is implemented on a Transputer that is a multiple instruction stream and 
13 
multiple data stream processor. Genetic algorithm based reconfiguration of distribution networks 
has also been proposed in [49]. 
2.2 Multiagent Systems for Power System Reconfiguration 
 
Reconfiguration is the main domain of study for power system survivability. Reconfiguration is 
required not only for the normal and continued operation of a power grid but also for service 
restoration.  After a fault occurs, restoring a power system to an optimal target configuration is 
required for continued operation. Power system reconfiguration and restoration have been 
addressed using several different approaches. These include heuristics [1-5],[13], expert 
systems[4],[6-11], mathematical programming [11], soft computing [12], artificial neural 
networks, and genetic algorithm [14],[15]. However, such solutions do not adequately address 
the requirements of modern power systems. Efficient monitoring, control, restoration, and 
reconfiguration of power systems require distributed decentralized control. Multiagent 
technology has emerged as a suitable candidate to achieve this distribution of control. 
Considering power system reconfiguration and restoration in particular, significant research is 
being done to apply multiagent systems for addressing the problem.  
A multiagent based algorithm for the dynamic reconfiguration of a power distribution network 
has been proposed in [29]. The algorithm divides a day into several time intervals, with each 
time interval being managed by a work agent. A solution set is produced by applying an 
improved hybrid particle swarm optimization algorithm to solve the static reconfiguration. Each 
work agent has a solution set and a coordination agent selects a solution from each work agent’s 
set.  These selected solutions are coordinated until the number constraint of switching operations 
is satisfied. 
Multiagent systems have been used to develop a self reconfigurable electric power distribution 
system in [18]. A shipboard power system based on the zonal architecture is used as the test bed.  
The proposed multiagent system attempts to reconfigure a power system while maximizing the 
number of high priority loads served. The prototype system is composed of two types of agents 
namely zone agents and server agents. Each zone agent represents a power system zone. In the 
event of a fault, the zone agent negotiates with its neighboring zone agents to reconfigure the 
system. The goal is to serve as many high priority loads as feasible. The server agents serve as 
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the communication interface between the zone agents and the distribution system.  When a fault 
occurs, the server agent sends a request message to the zone agent reporting the new status of the 
bus connection and asking for control actions.  The zone agent receives this message and the 
reconfiguration process is started.  When the fault is cleared the same procedure is followed but 
the zone agent analyzes the cost path and adjusts the bus connections appropriately. All agent 
negotiations during the reconfiguration process are performed using the Contract Net protocol.  
A resilient real time agent based system for reconfiguring a power grid has been proposed in 
[50]. The proposed approach uses intelligent agent coordination to prevent potential outages 
from happening. Since a power grid requires both reactive and proactive behaviors hybrid 
layered agent architecture has been used. Different layers of the architecture capture the different 
desired behaviors. Three types of agents constitute the multiagent system.  
Reliability coordination agent - models the behavior of reliability controllers.  
Utility agent - models the behavior of most field remote terminal units and also acts as an 
interface between the utility e.g. load, generator, compensator etc. and the remote terminal units. 
Reconfigurable device agent - embedded in each FACTS device to facilitate the selection of 
control function to be executed in real time. 
The multiagent design attempts to achieve real time responses by pushing the data processing 
and analysis closer to the source.  
Multiagent systems have also been applied for reconfiguring aircrafts’ on board power systems. 
In [51] Xiangnan Bian et al. have proposed a multiagent system for power system 
reconfiguration and restoration. The multiagent system has been applied to a More Electric 
Aircraft (MEA) power system. MEA is recognized as the future trendsetter in the aerospace 
industry and imposes increasing demands on the on board electric power system such as high 
fault tolerance and reliability. The test system has a redundant power distribution layout. The 
agents in the proposed approach have been broadly classified into three categories namely, action 
agents, equipment agents, and facilitator agents. The action agents perform actions such as 
opening and closing circuit breakers. Equipment agents actually represent the power generation 
units and buses. Their main tasks include power adjustments at the generation units and 
monitoring buses. The facilitator or negotiating agents monitor the action and equipment agents.  
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These agents are organized into two levels of decision making. The action agents and the 
equipment agents work at the operational level while the facilitator agents work at the 
negotiation level and are capable of communicating with their neighbors. 
The architecture explained above has also been applied for the optimal reconfiguration of the 
navy ship power system [52]. The multiagent system has been applied to study the optimization 
of configuration and reconfiguration problem. 
Reconfiguration of a power system gets complicated in the presence of distributed generation 
units. This problem has been addressed in [53]. Multiagent technology has been applied to 
develop a coordination scheme between diesel unit and energy capacitor system. 
Gualdrón et al. in [54] introduce the idea of a self reconfigurable electric power distribution 
system based on multiagent technology. The multiagent system has been applied to a power 
system based on zonal architecture having an AC backbone and DC zonal system. The agent 
system comprises of zone agents and server agents. Zone agents perform the reconfiguration 
while server agents manage the communication between zone agents and the simulated power 




Multiagent systems have been applied for solving problems such as reconfiguration, restoration, 
fault identification, diagnosis and power system protection [16]-[19]. 
Agents and Electric Power Markets 
 
The recent deregulation of the electric power industry has led to large scale decentralized 
markets where each participating entity has only local information and the global system view is 
available to none. Multiagent systems naturally capture this decentralization and have 
increasingly been applied to model power markets. One such model has been proposed in [55]. 
The research has applied agent based decentralized approach for solving DC optimal flow 
problem. The optimal flow problem involves optimizing the electricity production and prices 
over the entire system and is usually solved using Newton’s method. This approach works well 
for smaller power systems but does not scale well as the system size increases. As an alternative, 
agent based approach has been applied in [55]. The proposed agent system is composed of 
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several agents with each agent controlling a single electrical node or bus.  Each agent solves its 
local problem based on local information and also uses information gathered through 
communication. Agents also communicate the values of some of their variables to other agents 
such that they can improve their solution.  The shared information includes voltage angles, local 
marginal prices of the energy. Agents announce their prices, adjust their generation levels, and 
modify their own prices until system equilibrium is achieved.  
Decreasing electricity costs through competition is one of the main objectives of electricity 
markets. Several entities are part of this process and are involved in negotiations to achieve their 
objectives. A multiagent model representing all such entities in a power market and the 
relationships among them has been proposed in [56]. The multiagent system model includes a 
market facilitator agent, buyer agents, seller agents, trader agents, a market operator agent, and a 
system operator agent. The agents in the system can develop their own decision rules and 
objectives. Buyers, sellers, and traders exhibit a strategic behavior for defining prices. These 
agents get involved in a negotiation process and based on the results obtained modify strategies 
for the next period. The agents have two different types of strategies, time dependent and 
behavior dependent. Time dependent strategies are used to adjust the price according to the time 
remaining until the end of the negotiation period. Behavior dependent strategies, on the other 
hand, define the price for the next period based on the results obtained in the previous ones.  
Multiagent based power market models have also been used for the effective operation of the 
Microgrid. A microgrid is a small scale power system consisting of distributed small scale power 
facilities such as solar power, wind power, and micro turbine generators. In [57] an agent based 
operation mechanism in a power market environment has been proposed. Also, a multiagent 
system based on the proposed mechanism has been designed. The multiagent system uses 
Contract-Net protocol for cooperative distributed problem solving.  
With the deregulation of the power market, power generating companies will compete to sell 
power in an auction market. In competitive markets forming coalitions i.e. binding agreements to 
coordinate market strategies are common practice in order to maximize payoffs. Human decision 
makers involved with such markets need assistance to determine potential coalitions that they 
can be part of. An agent based approach where agents perform such negotiations on behalf of 
their human counterparts has been proposed in [58], [59]. The negotiation protocol used by 
agents to pick coalition partners has been discussed in [58]. The protocol has been derived from 
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cooperative game theory but does not require trustworthy information exchange between the 
potential partners. Each agent is associated with a human counterpart and attempts to maximize 
the payoff for its player. To achieve this, all possible potential coalitions are simulated and their 
attractiveness is evaluated. The agent then negotiates with other agents. The negotiation process 
consists of two main steps, prioritizing potential partners list and bargaining with other agents.  
The solution obtained as a result is proposed to the human player and feedback is obtained. The 
agent uses this feedback to augment its knowledge base for future games. This negotiation model 
has been applied to a three agent game corresponding to a three-player power exchange in [59].  
Multiagent Systems for Power System Voltage Control 
  
Power  system voltage control is done at three levels to prevent voltage deterioration and for 
ensuring better use of reactive power sources. At the primary level, rapid and random voltage 
variations are compensated. The control devices achieve this by maintaining output variables 
close to the reference values. Slow and large voltage variations are handled by making use of 
regional information at the secondary level. At the tertiary level, voltage control is done by 
solving some optimization problems utilizing the global information. Agent based solutions for 
automated control of voltage variations is an active research area in power systems. An 
intelligent agent based solution for the regulation of power system voltage profile has been 
proposed in [60]. Coordinated secondary voltage control of the power system has been achieved 
using agent technology. Each power system voltage controller such as the static Var compensator 
(SVC), automatic voltage regulator (AVR), and static synchronous compensator (STATCOM) is 
considered an agent. Electrically close voltage controllers in a region work together as a 
multiagent system to manage the regional voltage profile. Task sharing is coordinated using two 
different schemes. The first one is based on communication where each agent attempts to sort 
voltage violations on its own first. If it fails, it requests other agents in its multiagent system to 
eliminate the voltage violations. The agent receiving the request performs secondary voltage 
control by modifying the reference settings of their primary voltage control, ensuring its self 
interests are protected.  A response is then sent to the request sender.  The request and response 
process is repeated until the voltage violation is completely eliminated.  The second method for 
coordinating task sharing is based on local estimation. Each agent monitors the voltage level not 
only at its location but also at the adjacent agent’s location. If a voltage violation is detected, 
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irrespective of the agent location the agent changes the reactive power supply through its 
secondary voltage control to eliminate the voltage violation.   
A multiagent based method to overcome shortcomings of conventional secondary voltage control 
has also been proposed in [61]. In the agent system, the primary power system voltage 
controllers are represented as a set of execution agents and the secondary voltage controller as a 
coordinator agent. The multiagent system works as a traditional secondary voltage control 
system under normal conditions. However, in case of a contingency the agents cooperate and 
coordinate their efforts to eliminate the voltage violations. The coordination and cooperation 
among agents is achieved using the Contract-Net protocol.   
Multiagent Systems for Power System Protection Coordination 
 
A modern electric power system cannot operate without protection. Protective equipments in a 
power system function to ensure post fault protection of a power system. This is done by 
isolating the faulted parts of the power system from the rest of the network. Protection is 
required to remove faulty elements of the power system as soon as possible to ensure overall 
system safety [62].  All parts of a power system need to be adequately protected, as the possible 
implications of delayed fault clearance or an incorrect protection operation can be disastrous. 
There are a variety of power system protection schemes available.  Each scheme depends on 
factors such as location and importance of the power system, the component to be protected, 
resource availability, and utility policies etc [63].  
Considerable research is being done on the application of multiagent systems to this area of 
electrical power engineering. Wan et al. in [64] have applied agent technology to the protection 
coordination of industrial power distribution systems. In case of a fault the area isolated by the 
protective device should be as small as possible. Only the protective device closest to the fault 
must operate. Remote protection should only be provided in case of a device failure wherein the 
next upstream device or device combination operates. When two devices act in this fashion they 
are said to be coordinated. The proposed multiagent based protection coordination system 
consists of relay agents, distributed generator agents, and equipment agents. The relay agents 
represent relays in the power system and detect relay misoperation, breaker failures, and DG 
connection status. These agents also perform back up protection but perform much better than 
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the traditional method.  The distributed generator agents communicate with the relay agents to 
update them about connection status. Equipment agents represent different power system 
equipments, collect local information, and operate upon the equipments. These agents also 
communicate with the relay agents to provide protection and coordination functions. The overall 
relay coordination for power system protection is a result of the coordinated efforts of all these 
agents. 
Wong and Kalam in [63] have proposed an agent based solution for power system protection. In 
their work, bus bar and line protection has been considered under typical constraints and 
specifications. The proposed architecture consists of a group of loosely coupled and 
decentralized problem solving agents. These agents are classified into three types namely 
initiator agents which interact with the user or external program, control agents which are 
responsible for coordinating the actions of different agents, and case agents which represent an 
expert system in a power system  component requiring protection. Each agent has only limited 
knowledge and therefore, has to cooperate with other agents to combine their knowledge. The 
agents in the system specialize in specific power system components and generate only partial 
solution. These partial solutions are then coordinated to achieve the final solution. A blackboard 
is used as the communication medium and also for integrating partial solutions.  Power systems 
where distributed generators are in function require specialized protection schemes. The 
penetration of distributed generators affects the fault current level and its characteristics thereby 
influencing the traditional protection arrangements. A multiagent based protection coordination 
scheme for a power system with distributed generation units has been proposed in [65].  A 
decentralized multiagent based protection scheme for distributed generation system has been 
proposed in [66]. The proposed multiagent system is capable of detecting high impedance faults, 
fault location, and load shedding. The system functionality is achieved mainly by relay agents 
which are simply digital relays. These agents interact with other agents and are capable of 








Distributed Artificial Intelligence (DAI) is an amalgam of ideas and concepts from several 
disciplines including computer science, economics, sociology, and philosophy etc.  As described 
in [1] 
“DAI is the study, construction, and application of multiagent systems, that is, systems in which 
several interacting, intelligent agents pursue some set of goals or perform some set of tasks.” 
3.2 Distributing Intelligence 
 
Large scale industrial applications used for the management of extended networks such as 
telecommunications, transport, and distribution of power are inherently distributed in nature. 
Overall system functionality is achieved through the interaction of a large number of 
participating entities, distributed at several nodes of the network.  Each component has only a 
partial view but the overall objective is accomplished through the efficient coordination of all 
actions. Any software system designed for the automation of such systems would be required to 
incorporate this intrinsic distribution. Following are a few of the many possible reasons 
motivating the distribution of intelligence and control for the management of large scale 
commercial applications. 
1. Problems are physically distributed. 
2. Problems are functionally distributed. It is not possible for a single individual/component 
to handle all the problems.  
3. Complexity of the problem requires a distributed and local view. Problems are too 
extensive to be analyzed as a whole. 
4. Distributing intelligence also enables flexibility. Systems can better incorporate changes 
in the structure or the environment. 





Researchers working in the fields of Distributed Artificial Intelligence and multiagent systems 
have developed several notions about agents. Although there is a lot in common, yet there are 
some notable differences depending on the application domain. The literature contains numerous 
definitions of the term agent. Some of these definitions have been provided below. 
“Agents are autonomous computational entities that can be viewed as perceiving their 
environment through sensors and acting upon their environment through effectors.”[1] 
“An agent is a computer system that is situated in some environment, and is capable of 
autonomous action, in this environment to meet design objective.” 
In [2] an agent is defined as, 
“An agent is anything that can be viewed as perceiving its environment through sensors and 
acting upon that environment through effectors” 
Weiss in [1] distinguishes agents from intelligent agents. While any computer system interacting 
autonomously with an environment can qualify as an agent, the criteria for intelligent agents are 
stricter. As defined by Weiss, 
“An intelligent agent is one that is capable of flexible autonomous action in order to meet its 
design objectives.” 
The term flexibility as used in the above definition involves three things. 
Reactivity: It is the capability of an intelligent agent to perceive its environment and provide 
timely responses to environmental changes. 
Pro-activeness: Intelligent agents exhibit goal directed behavior.  Dynamic environments where 
environmental parameters change a lot require more than simple reactivity from the agents.  
Social ability: Intelligent agents are capable of interacting with other entities or agents.  For an 
intelligent agent social ability is not limited to simple sharing of information. Rather, it can 
involve complex scenarios of negotiation and cooperation among  agents in an attempt to achieve 
their design objectives. 
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Agents have also been defined in terms of their behavioral characteristics. In [67] an agent is 
defined as, 
“Software components that can communicate with their peers by exchanging messages in an 
expressive agent communication language. While agents can be as simple as subroutines, 
typically they are larger entities with some sort of persistent control.” 
Also, 
“An entity is a software agent if and only if it communicates correctly in an Agent 
Communication Language.” 
 In [68] the term Softbot has been applied to describe an agent. 
“A softbot is an agent that interacts with a software environment by issuing commands and 
interpreting the environment’s feedback.” 
A softbot possesses sensors and effectors in the form of commands. It is through these 
commands that the agent or softbot changes the environment and obtains information about it. A 
softbot as described in [68], 
a) exhibits goal directed behavior, 
b) can process natural languages, 
c) is capable of moving and cloning, 
d) continuously functions in its environment, 
e) improves overtime through learning and adaptation,  
f) interacts with other agents present in its environment, 
g) is capable of using the same knowledge for multiple tasks, and 
h) plans actions to achieve its goals. The execution of these is then monitored by the softbot 
and in case of problems error recovery is initiated. 
Agents have also been characterized using mentalistic notions. As defined in [69], 
“An agent is an entity whose state is viewed as consisting of mental components (e.g. beliefs, 
capabilities, choices, and commitment.” 
According to Ferber [70] an agent is a physical or virtual entity 
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a) which is capable of acting in an environment, 
b) which can communicate directly with other agents, 
c) which is driven by a set of tendencies (in the form of individual objectives or of a 
satisfaction/survival function which it tries to optimize), 
d) which possesses resources of its own, 
e) which is capable of perceiving its environment (but to a limited extent) , 
f) which has only a partial representation of this environment (and perhaps none at all), 
g) which possesses skills and can offer services, 
h) which may be able to reproduce itself, and 
i) whose behavior tends towards satisfying its objectives, taking account of the resources 
and skills available to it and depending on its perception, its representations, and the 
communications it receive. 
In [71] an agent has been defined as, 
“Autonomous agents are computational systems that inhabit some complex, dynamic 
environment, sense and act autonomously in this environment, and by doing so realize a set of 
goals or tasks for which they are designed.” 
According to Maes [71], depending upon their environment, agents can take a variety of forms. 
The range varies from autonomous robots in real environments, animated agents in simulated 
physical environments, to software agents in the digital world.   
Smith et al. in [72] use agents to solve the end user programming problem i.e. enabling non-
professional users to program computers.  According to them, 
 “An agent is a persistent software entity dedicated to a specific purpose.” 
Several other definitions of agents can be found in [73], [74]. 
3.4 Multiagent Systems 
 
The increasing networking of computers and the added complexity of the environments require 
more than a single agent to achieve system objectives. Although it is possible for a single agent 
to exist and be useful, generally agents work in groups or societies. 
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A Multiagent system (MAS) is a collection of collaborating intelligent and autonomous 
computational agents [1], perceiving the environment using sensors and acting upon it through 
actuators [2]. A Multiagent system is a type of distributed artificial intelligence system in which 
several agents coordinate their knowledge and activities  and reason about the process of 
coordination.  
No single agent is capable to achieve all system objectives. Therefore, agents share their skills 
and cooperate to solve problems that are beyond their individual capabilities. Since each agent is 
a separate thread of control, computations can be performed in parallel resulting in performance 
gains. A multiagent system also provides modularity, fault tolerance through redundancy, and 
brings together the knowledge and expertise of multiple experts. 
3.5 Characteristics of Multiagent Systems 
 
As discussed in [75] some of the defining characteristics of multiagent systems are: 
1 Each agent has incomplete capabilities or information required for solving the problem at 
hand. 
2 Global system control does not exist. 
3 Data is decentralized. 
4 Computation is asynchronous. 
3.6 Levels of Organization 
 
As defined in [70], 
“An organization can be defined as an arrangement of relationships between components or 
individuals which produces a unit, or system, endowed with qualities not apprehended at the 
level of the components or individuals.” 
Three levels of organization can be observed in a multiagent system 
Micro-social Level: This level is more interested in the interactions between agents and the kind 
of connections that exit between two agents or a small number of agents. 
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Groups: This level studies the differentiation of the roles and activities of the agents, the 
emergence of organization structures, and the aggregation of agents during the formations of 
these structures. 
Global Societies: Dynamics of a large number of agents together with the general structure of the 
system and its evolution is considered at this level.  
3.7 Characteristics of Applications Aimed by Multiagent Technology 
 
Multiagent technology attempts to develop solutions that go beyond the conventional data 
processing techniques resulting in highly flexible and adaptive distributed software. Multiagent 
systems have been applied to a variety of domains including industrial manufacturing, 
production processes, analysis of business processes, electronic entertainment, and analysis of 
social phenomena.  Applications using multiagent systems have one or several of the features 
noted below.  
The application involves a significant degree of distribution. Different kinds of distributions 
taken into account are noted below. Application components and data can be 
1. Geographically distributed. 
2. Temporally distributed. 
3. Semantically distributed. 
4. Functionally distributed. 
The complexity of the application cannot be addressed by a single, large, and centralized system.  
3.8 Agent Cooperation 
 
To fully harness the potential of multiagent technology, there has been an increasing interest in 
cooperative agents i.e. agents working towards a common goal. As discussed in [75] planning for 
a single agent involves devising a set of actions considering goals, capabilities, and environment 
constraints. On the other hand, planning for a multiagent system, in addition to these, considers 
the constraints imposed by the relationships that exist among agents and how each agent’s 
actions are affected because of these. Therefore, it is important to understand the dynamics of 
how agents cooperate towards the accomplishment of a common goal. 
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 “Cooperation is coordination among non-antagonistic agents.” [1]. 
Methods of Cooperation 
 
The different methods of cooperation employed by agents in a community to achieve overall 
system objectives have been listed below. 
Grouping and Multiplication: This method draws the agents physically closer together. It is 
facilitated by creating either a homogeneous unit in space or by providing agents with the 
perception that they are side by side through a communication network. 
Communication: Agents use this method of cooperation to “talk” to other agents and benefit 
from the knowledge possessed by other agents.   
Specialization: Agents become more and more adapted to their task through the process of 
specialization. 
Collaboration through Sharing: Agents are said to be collaborating when they work together on 
a common task. Collaborating agents distribute tasks, information, and resources to realize 
overall system functionality. 
Coordination of Actions: Agent communities are always involved in a number of supplementary 
tasks not directly related to the job at hand.  The purpose of such tasks is to ensure 
accomplishment of productive tasks under favorable conditions. 
Conflict Resolution: Arbitration and negotiation are the two methods that are used for resolving 
conflicts in an agent community. Conflicts can arise because of a number of reasons including 
incompatible goals and insufficient resources. 
Advantages of Cooperation 
 
Cooperation enables agents to work together in a group yielding individual benefits for an agent 
and collective benefits for the entire agent community. Some of these benefits are listed below: 
1 Cooperation enables the agent community to accomplish tasks otherwise impossible for 
an individual agent. 
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2 When agents work together on a task in a collaborative manner, productivity of each 
improves. 
3 Agent cooperation can increase the number of tasks accomplished in a given amount of 
time. 
4 Cooperation can reduce the time required for carrying out a task. 
5 Cooperation can improve the use of available resources. 
3.9 Benefits of Multiagent Systems  
 
Multiagent technology has progressed from being considered only a research discipline to 
finding its way into commercial applications for solving real world problems.  Multiagent 
systems offer a novel way for the analysis, design, and implementation of complex software 
systems. Some of the desirable properties and benefits offered by this technology have been 
noted below. 
1. Multiagent systems are suitable for developing, understanding, and managing open, 
distributed, heterogeneous, large scale, dynamic, and flexible architectures. 
2. Multiagent systems do not impose any a priori structure, thus allowing more flexibility. 
Almost all real world systems and applications are too complex to be completely 
characterized and precisely described. The flexibility offered by multiagent systems 
makes them a suitable match for such applications. 
3. Multiagent systems capture the intelligence and interaction depicted by natural intelligent 
systems such as humans. Therefore, multiagent systems can offer insights and 
understanding about the dynamics of the interactions among natural intelligent beings, 
their organization into groups and societies to achieve improvement. 
4. Multiagent systems take into account the adaptation and evolution necessary for 
achieving overall system objectives. They are distributed in nature and allow for easy 
integration, appearance, and disappearance of agents.   
5. Multiagent systems can be powerful successors to the object oriented paradigm based on 
their ability to combine local behaviors with autonomy. 
6. Multiagent systems enable distributed decision making. [1] , [70] 
7. Harnessing the power of parallelism, multiagent systems can offer significant speed up 
and efficiency. 
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8. Multiagent systems can be seen as more reliable and robust. Being composed of 
numerous interacting and intelligent components or agents, failure of one or a few agents 
does not mean overall system failure. 
9. Multiagent systems offer better scalability. Agents with similar or enhanced 
functionalities can always be introduced to deal with a larger problem. 






This research uses spectral clustering and therefore an overview of the spectral graph theory and 
the process of spectral clustering is discussed. However, before discussing the details of spectral 









In this section several graph notations that have been used in this research are described. As 
shown in Figure 1 let  
,  be an undirected weighted graph representing n data points. 
 , , … ,   is the vertex set. 
 denotes edges connecting vertices. 
  is the non negative edge weight between vertex i and j.  
If   ,      are not connected. 
 
, ,…,
 is the weighted adjacency matrix. 

















Figure 1 A weighted undirected graph 
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The main tool used by any spectral clustering algorithm is the Laplacian matrix [76]. Spectral 
graph theory studies these matrices and analyzes the spectrum of the matrix representing a graph. 
Spectrum is defined as the eigen vectors of a graph, ordered by the magnitude of their 




Consider an undirected weighted graph G, with non negative weight or adjacency matrix W and 
the degree matrix D. An unnormalized laplacian matrix is defined as [76], 
 
Some important properties of this matrix include: 
1. L is symmetric and positive semi-definite. 
2. The smallest eigen value of L is 0, and the corresponding eigen vector is the constant 
vector 1. 
3. L has n non negative real valued eigen values 
   …   









A normalized laplacian matrix is defined as 
   
Important properties of this matrix are noted below: 
1. Lsym is symmetric and positive semi-definite. 
2. Lsym has n non negative real valued eigen values 
   …   
3. 0 is an eigen value of and Lsym the corresponding eigen vector is 1. 1 is the constant 
one vector. 




5. The multiplicity of the eigen value 0 of Lsym equals the number of connected components 




Clustering is the process of identifying the underlying structure in data and determining groups of 
similar behavior [77]. It is used for exploratory data analysis in fields such as computer science, 
biology, and social sciences. Spectral Clustering is a popular modern clustering algorithm based 
on spectral graph theory. Spectral clustering is a specialized technique for data analysis. Spectral 
clustering often outperforms traditional clustering approaches, is very easy to implement, and 




Any clustering algorithm attempts to divide data points into groups such that points within the 
same group are similar to each other and dissimilar from those in other groups. Similarity graphs 
are a nice representation for data points to be analyzed [76]. Given a set of data points P, 
 , , … ,  
and some notion of similarity between the data points i and j, 
  
then each vertex in the similarity graph represents a point in the data set. Two vertices are 
connected when the similarity between the two is positive or greater than a certain threshold.  
then becomes the edge weight. After obtaining the similarity graph representation of data the 
goal of the clustering algorithm is to find a graph partition such that the edge weights within a 
group are maximized and weights between groups are minimized.  
The Process of Spectral Clustering  
 
A general stepwise outline of the spectral clustering process is provided below. 
1. Obtain a weighted undirected graph 
 Translate a set of data points into a weighted graph. 
 Each data point is represented by a vertex in the corresponding graph. 
 Graph connectivity emulates the connections between the data points. 
 Edge weights are determined based on some criteria. 
 
 

















1.3 0 0.6 0 0.7 0 0 0
0 1.9 0.9 0.2 0.8 0 0 0
0.6 0.9 1.5 0 0 0 0 0
0 0.2 0 1.6 0 0.7 0.7 0
0.7 0.8 0 0 1.6 0 0.1 0
0 0 0 0.7 0 1.2 0 0.5
0 0 0 0.7 0.1 0 1.4 0.6
0 0 0 0 0 0.5 0.6 1.1
 
Figure 3 Generated Laplacian matrix 
 













4. Compute Eigen Values and Eigen Vectors to determine final vertex mapping 
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Figure 4 Applying spectral clustering 




Eigen Values                        Eigen Vectors 







                          
0.3 0.1 0.5 0.5 0.2 0.1
0.6 0.1 0.4 0.4 0.2 0.1
0.5 0.1 0.4 0.6 0.1 0.1
0.2 0.6 0.1 0.1 0.4 0.4
0.5 0.1 0.6 0.4 0.1 0.1
0.1 0.4 0.1 0.1 0.5 0.6
0.1 0.5 0.2 0.1 0.6 0.4
0 0.3 0.1 0.2 0.4 0.6
  


















Figure 6 Performing vertex mapping 
 
5. Partition the original graph into clusters of related data  
 
 




A brief overview of some spectral clustering algorithms is presented in this section. 
Unnormalized Spectral Clustering  
  
An unnormalized spectral clustering algorithm has been presented in [76]. 
Input:  
 A similarity matrix containing the pair wise similarities between data points 
 The number K of clusters to be constructed. 
Step 1: Construct a similarity graph and obtain its weighted adjacency matrix. 
Step 2: Compute the unnormalized Laplacian matrix. 
Step 3: Compute the first K eigen vectors of the laplacian matrix. 
Step 4: Let U be the matrix containing the eigen vectors. 
Step 5: Let Yi be the vector corresponding to the i
th row of U. 
Step 6: Cluster the points in Yi, i = 1, …, n with the K-means algorithm into K clusters. 
Normalized Spectral Clustering – Algorithm 1 
 
Shi and Malik presented a normalized spectral clustering algorithm in [78] 
Input:  
 A similarity matrix containing the pair wise similarities between data points 
 The number K of clusters to be constructed. 
Step 1: Construct a similarity graph and obtain its weighted adjacency matrix. 
Step 2: Compute the unnormalized Laplacian matrix. 
Step 3: Compute the first K eigen vectors , ,    of the generalized problem  
 . 
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Step 4: Let U be the matrix containing the eigen vectors. 
Step 5: Let Yi be the vector corresponding to the i
th row of U. 
Step 6: Cluster the points in Yi, i = 1, …, n with the K-means algorithm into K clusters. 
Normalized Spectral Clustering – Algorithm 2 
 
Ng et al. presented a spectral clustering algorithm using the normalized Laplacian matrix [79] 
Input:  
 A similarity matrix containing the pair wise similarities between data points 
 The number K of clusters to be constructed. 
Step 1: Construct a similarity graph and obtain its weighted adjacency matrix. 
Step 2: Compute the normalized Laplacian matrix. 
Step 3: Compute the first K eigen vectors , ,    of the Laplacian matrix. 
Step 4: Let U be the matrix containing the eigen vectors. 
Step 5: Construct the matrix T using the formula, 
/  
Step 6: Let Yi be the vector corresponding to the i
th row of T. 
Step 7: Cluster the points in Yi, i = 1, …, n with the K-means algorithm into K clusters. 
Self Tuning Spectral Clustering  
 
The self tuning spectral clustering algorithm has been proposed by Zelnik-Manor and Perona 
[80]. The algorithm uses local scales to ensure better clustering specially in cases when the data 
includes multiple scales or the clusters are placed in a cluttered background. Also, the use of 
structure of the eigen vectors to automatically determine the number of clusters has been 
suggested. 
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Step1: Compute a local scale for each point in the data set using the distance from the Kth 
neighbor,  
 ,  





Step3: Create a diagonal matrix D such as, 
  
Step4: Construct the normalized affinity matrix,  
  
Step5: Determine the C largest eigen vectors of L and construct the matrix X containing 
these vectors. C is the largest number of group possible.  
Step6: Recover the rotation R which best aligns the columns of matrix X with the canonical 
coordinate system using the incremental gradient descent scheme. Let Z be the matrix 
obtained as a result i.e. 
 




 ∑    
Step8: Set the final group number Cbest to be the largest group number with minimal 
alignment cost. 
38 
Step9: Take the alignment result Z of the top Cbest eigenvectors and assign the original point 






In this research, we have developed clustering techniques to identify logical power system 
partitions such that agents can monitor these dedicated clusters or partitions rather than employ an 
agent to monitor each node or device. This reduces the resources utilized and the complexity of 
the system. Our proposed approach significantly reduces the number of agents in the system and 
the communication overhead while minimizing the system complexity and computational 
overhead. Furthermore, in the event of a fault, the affected nodes are quickly identified for 
reconfiguration. Before developing the scalable architecture a decentralized MAS architecture 
was developed to understand the challenges and requirements of a scalable reconfigurable 
multiagent architecture. The agents in this decentralized MAS use only local information and the 
MAS is topology-independent. We use the decentralized MAS as a baseline to compare the 
performance of the proposed scalable MAS and the time taken to reconfigure in the event a fault 
is detected. Simulations for the proposed approaches were performed on a prototype distribution 




Circuit of the Future project began in 2003 as an attempt to develop a test platform for 
incorporating new technologies to increase reliability, improve service quality, and control 
customer costs. The circuit was designed to test a variety of equipment types, protection 
schemes, and communication strategies.  As shown in Figure 8, the CoF has a single substation 
with three main feeders. To enable flexible re-routing of power flow the feeders have been 
connected through seven normally open switches. There are 14 loads with a total real power 
demand of 24 MW and reactive power load of 12.96 MVar. There are 14 capacitor banks for 
reactive power (Var) support and two distributed generators for providing real power and 
reactive power. Figure 9 is a graphical representation of the Circuit of the Future (CoF). Every 
bus in the circuit is translated into a vertex in the graph. There are 66 buses in the CoF 
represented by the 66 vertexes of the graph. The edges in the graph emulate the physical 
connectivity between the buses. The seven normally open switches in the circuit are represented 
by dotted lines. Vertex/Node 1 represents the power source in the circuit. 
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Figure 8 Southern California Edison’s Circuit of the Future 
 
Figure 9 Circuit of the Future represented as a graph 






The proposed topology-independent MAS uses three types of agents and their functions are 
briefly described. Bus Agent (BA) represents buses in the power system. Agents representing 
neighboring buses are defined as neighbors in the corresponding multiagent system. As a 
completely decentralized approach, only local information is used by these agents. The agents 
have no topology information and only neighboring agents in the system are allowed to 
communicate with each other. 
Processor Agent (PA) represents a common place in the multiagent system where information 
from other agents is accumulated. PA is the common coordinating entity in the system. It is used 
to collect the dynamic operational profile of the system and identify nodes that are affected in the 
system in the event of a fault. Switch Agent (SA) monitors and controls switches in the power 
system and performs the task of turning a switch on or off. 
The proposed topology-independent decentralized MAS was applied to the Circuit of the Future 
(COF) system, developed by Southern California Edison (SCE) [81]. There are a total of 66 
buses and 7 switches in the system requiring 66 bus agents and 7 switch agents. 
Identification and reconfiguration of nodes affected by fault 
 
As soon as a bus agent detects a loss of power, it starts communicating with its neighboring 
agents about the problem. A message is sent to each neighbor, to determine the status of power 
availability. If the neighboring agents also do not have power, they forward the message further 
to their neighbors. As the messages are forwarded, agents append their identifiers to the message. 
When the message reaches an agent whose corresponding bus has power or reaches an agent 
whose identifier is already in the message content, the forwarding stops. The flow of message 
also stops at the terminal nodes (TN) as shown in Figure 10. We define terminal nodes as buses 
corresponding to agents that have no neighbors except the sender of the message. When a 
message reaches a terminal node, the corresponding agent appends its identifier to the message 
content and forwards it to the processor agent (PA). The information about different paths a 
message took generates the knowledge of all nodes or buses involved in a fault. Therefore, every 
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bus agent where the message flow stops, forwards the final message it receives to the processor 
agent. The processor agent then processes the message received and compiles a list of all the 
agents affected by the fault. 
While disseminating information about the fault, if a bus has a neighboring switch, the 
corresponding bus agent sends a message to the bus agent at the other end of the switch to 
determine if it has power. If the other bus agent informs that its corresponding bus has power, by 
turning the switch on, the de-energized area can be supplied power. A message is sent to the 
processor agent suggesting the switch position as a potential choice for reconfiguration. 
However, there can be situations where buses at both ends of the switch are without power. Such 
a switch is ruled out as a choice for reconfiguration. The processor agent compiles a list of all 
the suggested switch positions and then selects a switch or a possible combination for 
reconfiguration. Switch agents corresponding to these selected switches control the final 
switching operation for reconfiguration. The coordination of different tasks by all the agents 
involved in fault identification and reconfiguration is described in Algorithm I. A detailed 































Using the circuit of the future testbed the algorithm is described for various fault scenarios and 
the interaction among agents to perform reconfiguration is discussed. With Bus 1 as the source 
node, suppose there is a fault between Bus 5 and Bus 17 as indicated by Fault 1 in the Figure 10. 
Bus agent at Bus 5 i.e. BA5 senses that it has no power and forwards the message to its 
neighbors BA17, BA6 and BA14. Since BA17 has power, the message flow stops there. The 
other neighbors of BA5 keep forwarding the message by adding their ID. When the message 
reaches BA6 it has two possible paths. One is to BA10 and the other is to BA7. The message 
flow continues as normal along the path through BA7. On reaching BA10, since it is a terminal 
node the message flow stops. At this point, BA10 forwards the message to the PA. The same 
steps take place at Buses 16, 15, 13, 14, since they are all terminal nodes. After consulting 
BA63, BA10 suggests to PA the neighboring switch SW6 as a possible option for 
reconfiguration. BA15, BA5, and BA8 also recommend their neighboring switches SW1, SW2 
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and SW4, SW7 respectively to PA. However, SW5 between Buses 13 and 14 does not make the 
list of possible switches for reconfiguration as buses at both end of the switch are de-energized. 
 
Figure 10 Graphical representation of SCE’s Circuit of the Future and example fault scenarios 
After bus agents have finished communicating, the processor agent will have acquired 
knowledge of the nodes affected by the fault. The processor agent then uses this information and 
suggested switch positions to direct the switch agents to perform the switching operation for 
reconfiguration. 
All possible single fault scenarios for the test system are simulated using the proposed topology-
independent decentralized multiagent system. Some example scenarios and results are listed in 
Table 1. Although the same number of nodes is involved in Fault 1 and Fault 2 in Table 1, the 
number of messages passed is different. The reason is that the communication involved in any 
fault scenario has two main components. The first component pertains to the messages for 
propagating the information about the fault. This happens between the bus agents. The second 
component is the communication between the bus agents and the processor agent. This depends 
on the number of terminal nodes affected by a fault and the number of nodes having neighboring 
switches. Therefore, although the first communication component in both the faults is the same, 
it is the second component that makes the difference. An analysis of the proposed topology-
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independent decentralized MAS architecture and the agent interactions shows that the size of the 
multiagent system is very large. The agents in the system mostly perform simple message 
forwarding tasks while consuming resources. 
 





















1 17 5 
5, 6, 7, 8, 10, 16, 
18, 19, 20, 9, 12, 
13, 14, 15 
14 49 40.7 
SW-4, SW-2, SW-6, 
SW-7, or SW-1 
2 31 32 
32, 33, 34, 35, 36, 
49, 50, 54, 37, 53, 
38, 52, 39, 51 
14 31 31.5 SW-3 
3 57 58 65, 11, 60, 64, 59, 66, 58, 61, 63, 62 10 29 46.7 SW-4, SW-6, or SW-7
Also, the large communication overhead is due to communication between agents when a 
fault is detected and to determine the affected nodes. Depending on the number of nodes 
involved in a fault, this overhead can cause significant delays in decision making. After the 
affected nodes have been identified, a switching position is selected for reconfiguration. 
While the proposed approach works well for power systems of smaller size, for larger power 
systems we need a scalable solution to perform effective reconfiguration when a fault 
occurs. The design of a proposed scalable MAS architecture in presented in the next section. 
5.3 Spectral Clustering Techniques for Power System Partitioning 
 
In this section we propose a spectral clustering algorithm to logically partition the power 
network into clusters of connected buses. In the algorithm we select a clustering parameter 
that represents the notion of electric distances. To tune the clustering algorithm for 
partitioning a power system and to give importance to electrical properties of the system, the 
bus impedance matrix is used to acquire the necessary information for clustering. Agents are 
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then assigned to each cluster or partition. This modified approach scales well as the size of 
the power system increases by reducing both the total number of agents in the system and 
the communication overhead. However, to gain these benefits, the agents in the clusters 
acquire additional knowledge about the topology in their cluster. 
By partitioning a power system network into strongly connected components significant 
performance gains are obtained. It has been shown that many control actions and small 
disturbances impact only a small portion of the system [82]. Also, power system applications 
that require load-flow calculations and contingency analysis take more time as the size of the 
matrices increases. So dimensionality reduction by focusing only on the most affected 
portion of the network can be highly efficient. We first represent the power system as a 
weighted graph G(V, E) where every bus in the power system is defined as a vertex/node. 
The edges of the graph represent the connection between different buses in the power system 
and the edge weights are based on the electrical distances between different buses in the 
power system. It is important to take into consideration the electrical properties of the 
clusters, if a partitioning algorithm is to be applied to a power system graph. We have 
chosen the electrical distances between different buses as the clustering parameter. These 
distances are obtained from the bus impedance matrix, Zbus. Each element in the symmetric 
Zbus matrix indicates the electrical closeness of two buses in a power system. The closer the 
buses in the power system lower the value of the corresponding Zbus elements. In our 
clustering algorithm, the final edge weights are obtained by inverting the absolute values of 
the Zbus matrix so that the edge weights are higher when the buses are closer and vice versa. 
Spectral clustering for partitioning a power system 
 
Clustering is the process of identifying the underlying structure in data and determining groups of 
similar behavior [77]. Spectral clustering algorithm is based on the spectral graph theory. The 
spectrum of a matrix representing a graph is analyzed by computing the eigen vectors of a graph, 
and ordering by the magnitude of their corresponding eigen values. Spectral clustering 
algorithms usually outperform traditional clustering algorithms [76]. The clustering algorithm 
used in the proposed architecture is based on the work done by Zelnik-Manor and Perona [80] 
and Ng et al. [79]. Their work introduces local scales to improve clustering performance and the 
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automatic determination of number of groups that naturally exist in the data by exploiting the 
eigen vector structure. We briefly present a general outline of the spectral clustering algorithm. 
First, a matrix representation of the large scale structure is constructed. Eigen values and eigen 
vectors of the matrix are calculated. These eigen values and vectors provide global information 
about the structure of the matrix and its connectivity. Also, a mapping of data points to a lower 
dimensional representation is performed based on one or more eigen vectors. Finally, the data 
points are assigned to different clusters. We tailor the spectral clustering algorithm for 
partitioning a power system. The modified algorithm is used on a WSCC-9 bus system [83]. 
Let S represent the set of buses in the power system. Then, 
| | 
The N x N adjacency matrix is, 
 
 
Elements of the adjacency matrix are calculated  
  
After obtaining the adjacency matrix, the N x N diagonal degree matrix is obtained using 
,  ,  
The spectral clustering algorithm uses the normalized Laplacian matrix defined as, 
  
 contains all the information necessary to perform spectral clustering. The eigen vectors and 
eigen values of this matrix are used to determine the specified number of groups K, in the 
original power system. The K largest eigen vectors of  are then used to obtain an N x K matrix, 
V . The rows of V are renormalized to have unit length generating an N x K matrix Y. Each row 
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of Y acts as a point in the K dimensional space. K-means algorithm is then applied on this matrix 
for clustering. 
The buses in the WSCC-9 bus power system are transformed into 9 vertices of a graph. The 
edges in the graph represent the connectivity between the buses. The WSCC-9 bus system and 
the corresponding graph are shown in Figure 11. We first construct the adjacency matrix A from 
the weighted graph. There are a total of nine buses in the power system. This results in a 9 x 9 








In our proposed algorithm we modified the adjacency matrix to represent the notion of electric 
distances [84]. A bus in a power system can be electrically closer to another, although not 
directly connected. To give importance to such electrical properties and to fully capture the 
information provided by the Zbus, the modified adjacency matrix we used has a different 
structure. The resulting 9 x 9 adjacency matrix A for the WSCC-9 bus system is shown. It can be 
observed that the diagonal entries in the matrix A are the largest in each row since a bus is 
electrically closest to itself. We have experimentally verified that this choice of adjacency matrix 
based on electrical properties of the system generated better results. The 9 x 9 diagonal degree 
matrix D is obtained from the adjacency matrix. Finally, using both the adjacency matrix and the 
degree matrix, we obtain the 9 x 9 Laplacian matrix  . The matrix  for the WSCC-9 bus 
system is shown. The eigen vectors and eigen values of the Laplacian matrix are calculated. 
 
Figure 11 WSCC-9 bus system and its corresponding graph 
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From these eigen vectors the 9 x 3 matrix V is constructed, where v1, v2, and v3 are the three 
largest eigen vectors of  . The structure of the eigen vectors of the Laplacian matrix encodes the 











 1  2  3  4  5  6  7  8  9
1.6039 1.3134 1.3082 1.4702 1.3930 1.3873 1.3134 1.3014 1.3082
1.3134 1.6144 1.3362 1.3134 1.3443 1.3010 1.4664 1.3986 1.3362
1.3082 1.3362 1.6001 1.3082 1.3001 1.3378 1.3362 1.3758 1.4630
1.4702 1.3134 1.3082 1.4702 1.3930 1.3873 1.3134 1.3014 1.3082
1.3930 1.3443 1.3001 1.3930 1.4697 1.3380 1.3443 1.3156 1.3001
1.3873 1.3010 1.3378 1.3873 1.3380 1.4682 1.3010 1.3062 1.3378
1.3134 1.4664 1.3362 1.3134 1.3443 1.3010 1.4664 1.3986 1.3362
1.3014 1.3986 1.3758 1.3014 1.3156 1.3062 1.3986 1.4639 1.3758













 1  2  3  4  5  6  7  8  9
12.399 0 0 0 0 0 0 0 0
0 12.454 0 0 0 0 0 0 0
0 0 12.396 0 0 0 0 0 0
0 0 0 12.265 0 0 0 0 0
0 0 0 0 12.198 0 0 0 0
0 0 0 0 0 12.165 0 0 0
0 0 0 0 0 0 12.276 0 0
0 0 0 0 0 0 0 12.237 0














 1  2  3  4  5  6  7  8  9
0 0.129 0.129 0.116 0.120 0.120 0.129 0.129 0.129
0.129 0 0.127 0.129  0.124 0.128 0.116 0.120 0.127
0.129  0.127 0 0.129  0.128 0.124 0.127 0.122 0.116
0.116 0.129  0.129 0 0.120 0.120 0.129 0.129 0.129
 0.120 0.124 0.128  0.120 0 0.123 0.124 0.125 0.128
0.120 0.128 0.124  0.120 0.123 0 0.128 0.126 0.124
0.129 0.116 0.127  0.129 0.124 0.128 0 0.120 0.127
0.129 0.120 0.122 0.129 0.125 0.126 0.120 0 0.122















 0.3344 0.4768 0.0161
0.3344 0.2936 0.4534








A closer look at the second column corresponding to v2 shows the structure of the resulting 
clusters or partitions. Buses that will be placed in the same cluster have very similar values, 
differing by a small fraction. All buses having negative eigen values in eigen vector v2 will be 
grouped in the same cluster. Cluster 1 includes Buses 1, 4, 5, and 6. Similarly Cluster 2 includes 
Buses 3 and 9, and Cluster 3 includes Buses 2, 7, and 8. Figure 12 illustrates the results of the 
clustering process. The proposed spectral clustering algorithm was extended to the Southern 
California Edison’s Circuit of the Future (CoF), which is a larger system compared to the 
WSCC-9 bus system [84]. As shown in Figure 9 there are a total of 66 buses in this system [81]. 
A 66 x 66 Laplacian matrix is obtained. As before, the eigen values are used to group the 66 
buses into 5 clusters. Table 2 summarizes the details of the five clusters in the CoF after applying 
the proposed spectral clustering algorithm. 
 
 
Figure 12 Clustered WSCC-9 bus system and its corresponding graph 
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Buses in the Cluster 
Cluster 1 22 
1, 2, 3, 55, 56, 57, 58, 61, 62, 66, 
59, 65, 63, 64, 60, 11, 21, 22, 40, 
23, 24, 25 
Cluster 2 16 4, 17, 5, 6, 14, 7, 10, 8, 16, 18, 19, 
20, 9, 12, 13, 15 
Cluster 3 13 47, 46, 45, 44, 48, 30, 29, 28, 
43, 42, 27, 26, 41 
Cluster 4 6 31, 32, 33, 34, 35, 49 




In this section we describe a proposed scalable multiagent architecture using fewer agents . The 
proposed MAS architecture uses two types of agents. Cluster Agent is assigned to each cluster or 
partition instead of assigning an agent to each bus as proposed in the decentralized topology-
independent MAS. This results in a smaller agent system. We designate these agents as cluster 
agents or CAs [84]. Figure 13 shows the 5 cluster agents CA1-CA5 and 7 reconfiguration 
switches, SW1-SW7. These cluster agents can communicate with each other and work in 
coordination to perform different functions. By dividing the large system into logical clusters 
and assigning these to different agents we reduce the size and complexity of the problem for 
each agent, thereby making the load flow calculations, monitoring, reconfiguration, or 
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restoration efficient and manageable. Switch Agent turns a reconfiguration switch on or off based 
on the chosen path and given constraints. 
Functionality of the proposed scalable multiagent system 
 
Each CA has knowledge of the topology of the nodes or buses in the cluster it is monitoring. It is 
provided in the form of a matrix which contains the weighted adjacency information of only the 
buses in the cluster associated with an agent.  For example, there are 16 buses in the cluster 
associated with CA2, and so a 16 x 16 symmetric matrix is provided to the associated CA. 
 
Figure 13  Assigning cluster agent CAi to each cluster obtained in SCE’s Circuit of the Future 
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Thus each agent has a lower dimensional matrix compared to the actual system size. The overall 
algorithm describing the interaction between agents in the proposed scalable MAS is described 
in Algorithm II [84]. A detailed explanation of every step in Algorithm II has been provided in 
Appendix A. 
The edge weights forming entries of the weighted adjacency matrix can represent different 
constraints in the system. Once a fault is detected, the CAs can identify possible solutions and 
an optimal solution is selected based on these constraints. For example, edge weights can 
represent the power flow between each node. These edge weights can also be assigned the 
values of voltage drop between nodes. In this manner we can identify paths which have 
minimum voltage drops. Also, priorities can be encoded into these edge weights. For example, 
if certain paths in the power system are known to be more reliable than others, this information 
can be encoded in the edge weights such that their priority is reflected in the decision making 
process. A cost function is used to identify an optimal solution for reconfiguration, depending 



















where Wi represents the weight of each edge in the path, K is the length of the path and Ci is a 
Cost Adjustment Factor, which models different constraints. For example, it can be used to give 
importance to load priorities when both a high priority load and a low priority load need power at 
the same time. Ci can be adjusted to minimize the cost of the path to the high priority load 
making sure it is served before any other load in the system, or Ci can be adjusted to select a 
more reliable path by reducing the overall cost of the path. Since our aim for this case study is 
the demonstration of effectiveness of cluster agents interaction, we consider simple fault 
scenarios resulting in loss of line. A fault is modeled as a loss of line between two buses in the 
power system where certain nodes in the power system are unsupplied. 
Identification and reconfiguration of nodes affected by fault 
 
When a fault is first detected in a particular cluster, the cluster agent associated with that cluster 
updates its model of cluster topology. It then determines the nodes affected by the fault. The 
agent determines the minimal cost of paths between its current source node and all other nodes in 
its graph structure. The agent also finds the parent nodes of all the nodes involved in the shortest 
path from the source node. In this manner an agent acquires knowledge of the paths and the 
associated costs for all nodes in its cluster. After application of this algorithm, all the nodes for 
which the cost of the path is greater than a maximum value are identified as those affected by the 
fault. Certain faults can propagate from one cluster to neighboring clusters. Under such 
circumstances, the cluster agent associated with the cluster where the fault actually occurs first 
identifies a list of neighbors which can be potentially affected by the current fault in the system. 
The cluster agent then informs these neighbors about the problem. The neighboring cluster 
agents also update their model of the cluster topology and pass this information to its neighbors 
which can be affected by the newly introduced fault in their cluster. All affected cluster agents 
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get involved in the process of reconfiguration in parallel [84]. Figure 14 shows such a scenario 
where a fault in Cluster 1 propagates to Cluster 3, Cluster 4, and Cluster 5. The affected buses in 
each cluster are highlighted in gray. The four cluster agents affected by the fault between Bus 21 





For a cluster, a source node is defined as any node which is connected to a node in some other 
cluster. These are called source nodes because they have the potential to provide power to the de-
Figure 14 Faults propagating between clusters in SCE’s Circuit of the Future 
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energized area by switching on the nearest reconfiguration switch. The agent acquires the 
position of source nodes at start up. Some of these source nodes will be at a location and will 
have connectivity, such that they can never provide power to the de-energized buses. For a 
particular source node, these will be the buses un-reachable from it based on the new network 
connectivity information after the fault. So the agent tries to rule out all such source nodes. The 
cluster agent for the affected cluster also considers the option of internal reconfiguration if it has 
switches inside its cluster. Meanwhile, agents in the neighboring clusters also perform their 
computations for finding the best route to redirect the power to the faulty area. It is important to 
note that since each agent is a separate thread, all these computations are performed in parallel. 
The neighboring agents determine the cost from their currently active source node to the nodes 
which can potentially provide power to the affected cluster. This information is shared with the 
CA in the affected cluster. Since time is critical in such situations, to reach a decision quickly the 
CA determines the nodes which cannot act as source node under the current fault and rules them 
out. For the rest of the nodes, the cluster agent chooses the source node with the minimal cost to 
the affected nodes. In this manner the agent with the help of its neighbors determines the optimal 
path for reconfiguration, after a fault is detected. The switching action is then performed to 
energize the unsupplied buses through the newly configured path. As an example, let us assume 
there is a fault between Bus 7 and Bus 8, in the cluster assigned to CA2 as shown in Figure 15 
[84]. When the fault is detected, CA2 communicates with its neighbors CA1 and CA3, to initiate 
the task of identifying possible reconfigurable paths and computing their associated costs. CA2 
determines the nodes affected by the fault. The affected nodes are highlighted in gray in Figure 
15. The neighboring agents perform their calculations to suggest alternate routes and associated 
costs to CA2. CA2 determines the feasibility of different source nodes. Notice in this case that 
switching on SW2, SW4, or SW6 cannot solve the problem since they will not be able to supply 
power to the affected nodes. So CA2 rules these out. The potential alternate source nodes are 
identified as Node 11 in Cluster 1, and Node 44 in Cluster 3. The third option involves internal 
switching within Cluster 2 between Nodes 13 and 14. Out of these options the agent selects the 
one with the minimum cost. We simulated all possible single faults for SCE’s Circuit of the 





The number of messages passed, possible switches needed for reconfiguration and the associated 
cost, and the time taken to arrive at a solution are summarized in Table 3[84]. 
Implementation Details of the Proposed Multiagent System 
 
The proposed multiagent system is implemented using JADE (Java Agent Development 
Environment). The JADE framework simplifies the development and run-time execution of 
multiagent applications through a FIPA (Foundation for Intelligent Physical Agents) compliant 
middle-ware. It allows distribution of the agent platform across multiple machines and allows 
Figure 15 Example fault scenarios in the SCE’s Circuit of the Future 
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controlling the configuration through a remote GUI. A homogeneous set of APIs (Application 
Programming Interfaces) is provided that do not depend on the underlying network or the Java 
language version. A simple set of APIs hide the complexity of the middleware. The 
communication infrastructure used by agents in the proposed MAS is provided by JADE. JADE 
follows FIPA standards which enable agents written in different languages and running on 
different platforms to communicate with each other. JADE messages adhere to ACL (Agent 
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Communication Language) standards. An ACL message has several attributes such as 
performative, receiver, sender, and content. Performative attribute defines the type of the message 
and agents in the implemented MAS take different actions depending upon the message type. For 
example, all cluster agents suggesting alternate sources to a faulty cluster agent set the 
performative attribute of the messages sent to ACLMessage.PROPOSE. The faulty cluster agent 
on receiving this type of message knows that the content contains proposals sent by neighbors 
for reconfiguration [85]. 
A snapshot of agent communication in JADE during a fault scenario is shown in Figure 16. The 
agent communication was captured using another feature provided by JADE i.e. the sniffer 
agent. A sniffer agent can intercept ACL  messages during agent communication and displays 
them graphically using a notation similar to UML sequence diagrams. It is also a good 
debugging tool for agent societies as it helps in observing the message exchange between 
agents. Another, important feature offered by JADE which has been implemented in the 
proposed MAS is the concept of behaviours. It is common practice in agent programming to 
have several concurrent active tasks within an agent. One approach for implementing these 
concurrent activities is to use Java thread programming. However, since Java threads are not 
designed for large scale parallelism this approach proves to be inefficient. JADE behaviours 
offer an efficient alternative for implementing concurrent tasks within an agent. The proposed 
MAS uses this feature of JADE as agents are concurrently involved in many different tasks. 
Examples of these tasks include communication with neighbors, identification of nodes 
affected by a fault, identification of alternate sources, etc. Also, each agent has several 
behaviours running in parallel. For example each of the CAs has a cyclic behaviour, which 
executes continuously for the lifetime of the agent and receives messages indicating a fault in 
the respective cluster. These messages are sent by a dedicated agent in the system, which 
receives this information from the graphical user interface during simulation. Cluster agents 




SCE’s Circuit of the Future was used to simulate all possible single faults for both the 

























Figure 17 Comparison of communication overhead 
Figure 16 Agent communication in JADE during fault scenario 
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Figure 17 presents a comparison of the two MAS approaches in terms of the communication 
overhead. We define communication overhead as the total messages passed in the agent 
community to reach a decision. It can be clearly seen in the figure that the proposed scalable 
MAS experiences far less communication overhead to reach the same decision as compared to 
the completely decentralized MAS. The average communication overhead for the scalable MAS 
is approximately 6 messages. On the other hand, for the decentralized MAS the average 
communication overhead is 27 messages. Also, the scalable MAS performance is mostly 
uniform, with few occasional spikes. A more uniform performance can help to model the 
communication infrastructure for the system in a way that optimizes performance. On the other 
hand, communication overhead for the decentralized approach shows a more irregular pattern. 
Considering the worst case scenario, for a fault between Bus 1 and Bus 2 in the test system, the 
communication overhead incurred in the topology-independent decentralized MAS is 172 














Figure 18 Comparison of computational overhead 
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Next, we compare the two approaches in terms of the computational overhead. For the purpose of 
these simulations we define the computational overhead as the total time taken by the MAS to 
arrive at a decision to perform reconfiguration in the event of a fault. Multiple simulations of all 
possible single fault scenarios were performed to obtain a comprehensive profile of the total time 
taken by each MAS. The results are shown in Figure 18. It can be seen that the scalable MAS 
takes less total time to reach a decision. The average time taken by the scalable MAS to reach a 
decision is 19.47 ms, while for the decentralized MAS it is 23.92 ms. It is important to note, that 
not only does the scalable MAS reach a decision quickly but also, the decision is more informed. 
Each cluster agent in the proposed scalable MAS performs a complete analysis of the situation 
by identifying good and bad alternate sources and using the input from neighbors the cluster 
agent selects an optimal switching position based on the cost function and external constraints. 
The decentralized MAS on the other hand takes the time to propagate the fault information and 
any viable switching position is selected. Although the cluster agents in the proposed scalable 
MAS are performing more work, yet the overall system is designed such that the total time taken 
is less. The worst case scenario in terms of the computational overhead for the topology-
independent decentralized MAS is 73.40 ms, while for the proposed scalable MAS it is 40.60 
ms. 
Finally, we investigate the relationship between the total number of buses affected by a fault and 
the performance for each of the proposed approaches. The observations are summarized in Figure 
19. When the number of buses affected by a fault is small the scalable approach does incur some 
overhead. However, when the number of buses affected by a fault increases, the proposed 
scalable MAS outperforms the topology-independent decentralized MAS. 
We have also made some general observations about the proposed scalable MAS. Since buses 
affected by a fault such as loss of line in a power system are those which are physically close, 
they are most likely to fall in the same cluster. This reflects that the proposed choice of electrical 
distance as the clustering parameter is very pragmatic.  One problem related to this choice is that 
the electrical distances do not incorporate the system dynamics. 
By partitioning the entire system into clusters and assigning an agent to each cluster, task sharing 
is achieved which reduces the problem complexity. In comparison to the topology-independent 
decentralized MAS, the proposed scalable MAS uses fewer number of agents and results in 
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reducing the resource consumption and communication overhead. Also, the entire process of 
communication is more deterministic and less error prone. As the number of agents involved in 
the communication increases, the entire decision making process becomes more susceptible to 
faults and errors due to lost messages or problems with the communication network. Based on 
the simulation results and our observations and analysis, the proposed scalable MAS architecture 
is robust and performs well for large scale power systems [84]. 
   




The proposed scalable multiagent system suggests initial switch positions for reconfiguration. 
Considering the simplified case where the purpose of the reconfiguration algorithm is to simply 
restore power to the nodes affected by some fault, using any one of the suggested switch position 
would restore power to the affected area. However, power systems function under a set of 
constraints that have to be met to ensure proper functioning. One of the most important of these 
constraints is maintaining a good voltage profile. The main objective of any reconfiguration 
algorithm is to isolate the faulty part of the network and restore the network with good voltage 
profile.  A reconfiguration algorithm, working under the constraint of maintaining a good voltage 
profile, has been proposed in this research work. The multiagent system suggests initial switch 
positions which have been prioritized based on the cost function. The next step in the 
reconfiguration process is to determine if using a switch or combination of switches satisfies the 
bus voltage constraint as specified below,  
 
For the purpose of this work, 
.  . .  
and  
.   . .  
When a fault in the power system leads to a low unacceptable voltage profile in a significant 
area, the objective is to restore the system such that acceptable voltages are maintained at all 
buses. The topology of the power system needs to be altered in a way that brings the voltage at 
each bus within the specified limits. The simplest way of achieving this objective is to apply 
brute force technique and evaluate each possible switch combination until an acceptable voltage 
profile is obtained. For the purpose of this research the brute force approach was applied to 
develop a baseline for comparison purposes.  However, exhaustively searching for a switch or set 





In this work a reconfiguration algorithm has been proposed that attempts to minimize the number 
of switching combinations explored and therefore speeds up the process of reconfiguration.  The 
algorithm begins by using the set of switches proposed by the multiagent system. Notice, the set 
of switches that the multiagent system proposes is a subset of the actual number of switches in 
the power system. The multiagent system only proposes switching operations that appear 
feasible under the given fault conditions. Therefore, the reconfiguration algorithm starts off with 
a limited number of switches.  
All possible single faults were generated for SCE’s Circuit of the Future testbed. Extensive 
studies of voltage profiles were performed for each fault. The primary objective of these studies 
was to come up with a set of rules that could help in minimizing the number of switching 
combinations. The studies focused on the following, 
1 Number of buses affected by each fault. 
2 The bus voltages, after initial reconfiguration is performed using the switch positions 
suggested by the multiagent system. 
3 The clusters to which buses’ violating the voltage limits belong. 
Detailed analysis of the data generated revealed that the behavior of the voltage profile, after 
initial reconfiguration, had a relation with the number of buses affected by the fault. For the fault 
cases where the number of buses affected was small, a single switching operation was enough to 
meet the voltage constraint. In other cases with larger number of affected buses, a combination 
of switches was required. Therefore, we set a threshold for our algorithm. The behavior of the 
algorithm changes based on the value of the threshold. The threshold is defined as,  
 
where θ is the number of buses affected by the fault. 
If the number of buses affected is less than the threshold, the algorithm takes the switch positions 
suggested by the multiagent system and comes up with a system configuration that meets the 
specified constraints. However, if the number of affected buses is greater than or equal to the 
threshold, the algorithm attempts to optimally find a switch combination to ensure all constraints 
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are met. The process starts by closing the first open switch as suggested by the multiagent 
system. Next, the algorithm looks at the voltage profiles and determines which buses have 
voltages below the specified limits. Once this information is obtained, the next step is to 
determine the clusters to which these buses belong. At the end of this step a list of clusters 
experiencing the voltage violation is formed. An analysis of the data generated revealed that 
switches closest to the cluster affected by a fault contribute less towards bringing the voltage 
profile within limits. Therefore, the cluster currently experiencing the fault is moved down the 
list. After compiling this list, the next step is to determine which switches in these clusters can be 
turned on to improve the voltage profile. After having compiled a list of alternate switches, the 
next step is to prioritize these based on the cost function given below. 
 ∑   
where Wi represents the weight of each edge in the path, K is the length of the path and Ci is a 
Cost Adjustment Factor, which models different constraints. 
Cost analysis is performed for each of the alternate switches and a prioritized list of switches is 
generated. Based on the switch priorities, simulations are performed by turning on each 
suggested switch or switch combination.  The effect of the combination on the voltage profile is 
examined. At the end of this step, a final feedback is provided to the algorithm in the form of the 
number of buses experiencing voltage violation.  The switch combination giving the least 
number of buses with voltages below limit is selected. This process continues until a good 
voltage profile is obtained.  
6.2 Implementation Details 
 
The proposed algorithm has been implemented using Power Analysis Toolbox (PAT). PAT is a 
power system simulation environment developed in MATLAB/Simulink. It is a flexible and 
modular tool for load flow, transient and small signal analysis [86]. The simulation package can 
be used as a design and analysis tool for complex interactive power systems.  The simulation 
package allows advanced vectorized system modeling and applied non-linear control leading to 
robust control of electric power system dynamics.  The huge amount of information required to 
describe the power system components is hierarchically organized into the PAT data structure. 
To perform load flow analysis, a load flow module extracts this stored information. The load 
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flow problem is then solved using a Newton-Raphson algorithm [86]. PAT also provides 
function to graphically represent the power network. Figure 20 shows the circuit of the future as 
represented in PAT.  
 
Figure 20 SCE’s Circuit of the Future in PAT 
Bus 1, colored in blue for differentiation purposes, is the source node. The figure also includes 
the identifier as well as the voltage magnitude at each bus. Solid lines represent power 
transmission lines whereas, the normally open switches in SCE’s Circuit of the Future are 
represented using dotted lines. As depicted in the figure, under normal operating conditions the 
voltage at each bus satisfies the constraint.  
6.3 Simulation Results 
 
The proposed algorithm was applied to the Circuit of the Future testbed and the results obtained 
showed a marked improvement as compared to randomly selecting switch combinations. A 
comparison of the performance of the two approaches is presented in Figure 21. The plot clearly 
illustrates that the proposed scalable approach performs better than the brute force technique. 
The proposed algorithm adjusts itself based on the feedback provided, and hence the 
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improvement in performance.. The performance of the proposed algorithm is also very 
predictable and uniform. Detailed simulation results are included in Appendix B. 
 
 




The Circuit of the Future was used to simulate all possible single faults for brute force technique 
and the proposed scalable reconfiguration algorithm.  In this section, the working of the 
algorithm is described using an example scenario. Let us assume there is a fault between Bus 21 
and Bus 22 in Cluster 1 as shown in Figure 22. However, this fault propagates and affects buses 
in cluster 3, 4, and 5. As a first step, the multiagent system suggests the switch positions that can 























Proposed Scalable Approach Brute Force Approach
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multiagent system identify SW1 and SW2 as the potential alternate sources. Since, the suggested 
switch positions have been prioritized based on the cost function SW1 is selected to perform the 
initial reconfiguration. Figure 22 and Figure 23 show the resulting power system and the voltage 
























Figure 22 Circuit of the Future after turning SW1 ON 
Fault 








Although, power has been restored to the affected area, a total of 48 buses in the power system 
violate the voltage limits. The buses violating the voltage limits have been highlighted in red as 
shown in Figure 22. Corresponding voltage profile is shown in Figure 23.  
Next, based on the buses experiencing the voltage violation a list of potential alternate switches 
is compiled. For the fault scenario being discussed, SW2, SW3, SW4, SW5, SW6, and SW7 are 
identified as the alternate switches. Next, a cost analysis is performed for each switch to obtain a 
prioritized list of switch combinations. This list of switch combinations to bring the voltages 
within the specified limits is given below, 
                  1            7                       
                  1            2                       
                  1           4                      
                  1          6                     
                  1          5                     
                  1          3                     
 
Based on this matrix the first combination to try is SW1 and SW7. After turning these switches 
ON a total of 53 buses in the system highlighted in red in Figure 24 experience voltage violation.  
 
Figure 24 Circuit of the Future after turning SW1 and SW7 ON 










Figure 25 presents the voltage profile of the system after SW1 and SW7 are turned on.  It can be 
seen that voltage magnitude for most of the buses in the system is below the acceptable voltage 
limit of 0.9 p.u. represented by the solid red line across the plot. 
 
Figure 25 Votlage profile after turning SW1 and SW7 ON 
Based on the prioritized list of switches next the combination of SW1 and SW2 is tried. The 36 
buses violating the voltage constraint are highlighted in red in Figure 26.  
 










The resulting voltage profile is shown in Figure 27 with 36 buses below the 0.9 p.u. limit.  
 
Figure 27 Voltage profile after turning SW1 and SW2 ON 
Since the voltage constraint is not met yet, the next combination is tried. Results obtained after 
turning SW1 and SW4 on are illustrated in Figures 28 and 29.  
 










54 buses experience voltage violation, with the voltage magnitude at these buses far below Vmin.  
 
Figure 29 Voltage profile after turning SW1 and SW4 ON 
The next combination in the prioritized list of switch combinations is SW1 and SW6. 53 buses in 
the system violate the voltage constraint and are highlighted in red in Figure 30. 
 
Figure 30 Circuit of the Future after turning SW1 and SW6 ON 
Figure 31 illustrates similar results in the form of a voltage profile plot. It can be seen that most 











Figure 31 Voltage profile after turning SW1 and SW6 ON 
Next, SW1 and SW5 are turned ON to analyze the resulting system and the voltage profiles. As 
shown in Figures 32 and 33, 22 of the 66 buses experience voltage violation. 
 
Figure 32 Circuit of the Future after turning SW1 and SW5 ON 
Note in Figure 33, although the buses are experiencing voltage violation the magnitude is closer 
to 0.9 p.u. Turning ON SW1 and SW5 not only reduces the number of buses violating voltage 











Figure 33 Voltage profile after turning SW1 and SW5 ON 
As the next step in the analysis of different switch combinations and the resulting voltage 
profiles, SW1 and SW3 are turned ON. 48 buses in the system violate the voltage constraint. The 
results obtained are presented in Figures 34 and 35.  
 












Figure 35 Voltage Profile after turning SW1 and SW3 ON 
None of the proposed 2 switch combinations bring the bus voltages within the specified limits. 
Although some combinations bring the bus voltages closer to Vmin, yet the voltage constraint is 
not satisfied. The results obtained after exploring all proposed 2 switch combinations have been 
summarized in the matrix below, 








The algorithm now attempts to explore 3 switch combinations. Since in the previous step switch 
combination SW1 and SW5 resulted in the least number of buses violating the voltage constraint, 
it is selected for the next step.  
The first 3 switch combination to be tried is SW1, SW 5, and SW2. This results in 12 buses 
where the voltage is not within the limits specified. These buses are highlighted in red in Figure 
36.  
Figure 37 shows the voltage profile obtained after trying the first 3 switch combination. As 
illustrated in the figure, only a few buses in the system violate the voltage constraint. Also, the 




Figure 36 Circuit of the Future after turning SW1, SW5, and SW2 ON 
 
 
Figure 37  Voltage profile after turning SW1, SW5, and SW2 ON 
Next the combination SW1, SW5, and SW3 is tried. The voltage profile is worse than the 
previous case with a total of 18 buses experiencing voltage violation. Figures 38 and 39 illustrate 











Figure 38 Circuit of the Future after turning SW1, SW5, and SW3 ON 
 
 
Figure 39 Voltage profile after turning SW1, SW5, and SW3 ON 
The final step in the reconfiguration is turning SW1, SW5, and SW4 ON. As illustrated in Figure 
40 trying this combination satisfies the voltage constraint bringing all bus voltages within the 
limits specified. All buses in the figure are green in color representing good voltage magnitudes 











Figure 40 Circuit of the Future after turning SW1, SW5, and SW4 ON 
Figure 41 shows the voltage profile obtained after turning SW1, SW5, and SW4 on. It can be 
seen that all buses have voltages within the limits specified. This satisfies the voltage constraint 
and therefore, the reconfiguration process stops. At the end of system reconfiguration power is 
restored to all buses with a good voltage profile. 
 










Hence the proposed reconfiguration algorithm explores fewer combinations. This is achieved by 
providing a feedback to the algorithm in the form of the number of buses violating the voltage 
constraint. The algorithm adjusts its functionality based on the feedback and outputs a switch 







Although multiagent systems and other distributed approaches offer better scalability as 
compared to traditional centralized approaches, yet efficient solutions based on these 
technologies need to scale well. Most existing decentralized multiagent system solutions for 
power system applications associate an agent with each component in the system. Although such 
solutions offer complete decentralization of control and are generally topology independent, yet 
for large scale systems the number of agents in the MAS poses scalability challenges. Also, the 
amount of computations, communication, and coordination required for these solutions triggers 
the need to find a trade-off between decentralization and size of the multiagent system. 
Reduction in the total number of agents in a multiagent system decreases the resource 
requirements, simplifies the agent system topology, reduces the communication overhead by 
limiting the number of possible interactions, and minimizes the overall complexity of the system. 
The proposed scalable MAS addresses these issues by limiting the total number of agents in the 
system, and reducing the computational and the communication overhead. Furthermore, in the 
event of a fault, the affected nodes are quickly identified for reconfiguration. Depending on the 
system constraints, an optimal solution for reconfiguration is identified using the cost function. 
However, to gain these benefits, the agents in the clusters acquire additional knowledge about 
the topology of their cluster. Simulation results show that the proposed scalable MAS 
experiences significantly less computational and communication overhead as compared to the 
topology independent decentralized MAS. Also, the performance of the scalable MAS improves 
as the number of nodes affected by a fault increases, making it more attractive for large scale 
power systems. The proposed scalable MAS has been coupled with a scalable reconfiguration 
algorithm. The reconfiguration algorithm reduces the number of switch combinations to be 
explored in order to reconfigure a power system. The power system is assumed to be working 
under voltage constraints requiring voltage at each bus to be within  10% of the standard 
voltage i.e. 1.0 p.u. The results obtained show that the proposed scalable approach performs 





This research is the first step towards the application of techniques from different fields 
including mathematics, electrical engineering, and computer science. It provides a sound basic 
structure with several opportunities for improvement and extension. Some of these are listed 
below. 
1. In this research work, the analysis to find the effects of a fault and to determine an 
optimal combination of switches is performed online in real time. Time is of the essence 
in post fault reconfiguration of the power system. To guarantee timely operations and 
reduce the online computational burden, artificial intelligence based learning techniques 
can be used. Most artificial intelligence techniques require training data. Data generated 
during offline studies can be used for this purpose. Data mining and machine learning 
techniques can also be applied for knowledge and data acquisition. The learned 
knowledge can then be used to generate faster results during real world operation.    
2. The clustering parameter used for the proposed work did not include the power system 
operational dynamics for finding partitions. The resulting clusters were static and did not 
change with changes in the system topology or operational conditions. Incorporating this 
information into the algorithm for dynamic clustering can result in more efficient 
solutions. 
3. Simulation results were based on comprehensively simulating all single fault scenarios. 
Analysis of the system behavior in case of multiple complex faults needs to be 
performed. 
4. There is a need to develop efficient interfaces between agent development platforms and 
existing power system simulation environments for real time simulation studies.  
5. In our proposed work, good voltage profile was obtained using a combination of 
switches. In real world power systems, voltage control is performed mostly by reactive 
power sources such as shunt capacitors, synchronous generators, static VAR 
compensators etc. As future work, these sources can be added to the power system as 











































































































































































































57  58  11,58,59,60,61,62,63,64,65,66  10  29  46.7 
SW‐4, SW‐6, 
SW‐7 
58  61  61,62  2  7  7.8  SW‐4 
61  62  62  1  5  11  SW‐4 
58  66  11,59,60,63,64,65,66  7  20  32.7  SW‐6, SW‐7 
66  59  11,59,60,63,64,65  6  18  31.2  SW‐6, SW‐7 
59  65  63,65  2  7  9.4  SW‐6 
65  63  63  1  5  12.4  SW‐6 
59  64  11,60,64  3  9  17.1  SW‐7 
64  60  11,60  2  7  18.7  SW‐7 
60  11  11  1  5  4.7  SW‐7 




















































































5  14  14  1  5  9.5  SW‐5 



















6  7  7,8,9,12,13,15,16,18,19,20  10  29  34.6 
SW‐5, SW‐1,  
SW‐7 
6  10  10  1  5  9.3  SW‐6 
7  8  8,9,12,13,15,16,18,19,20  9  27  31.4 
SW‐5, SW‐1,  
SW‐7 
8  16  16  1  3  9.3  none 
8  18  9,12,13,15,18,19,20  7  20  31.5  SW‐5, SW‐1 
18  19  9,12,13,15,19,20  6  18  25  SW‐5, SW‐1 
19  20  9,12,13,15,20  5  16  26.6  SW‐5, SW‐1 
20  9  9,12,13,15  4  14  24.9  SW‐5,  SW‐1 
9  12  12,13,15  3  12  26.5  SW‐5, SW‐1 
12  13  13  1  5  11.1  SW‐5 
12  15  15  1  5  14.2  SW‐1 










25  62  40.8  SW‐2, SW‐1 





23  58  34.4  SW‐2, SW‐1 























30  44  44,45,48,46,47  5  19  17.6 
SW‐3, SW‐2,  
SW‐1 
44  45  45,46,47,48  4  14  12.6  SW‐3, SW‐2 
45  46  46,47  2  7  10.7  SW‐2 
46  47  47  1  5  1.5  SW‐2 
















11  22  23.4  none 
35  49  49  1  3  4.7  none 
36  37  37,53,38,52,39,51  6  12  14.1  none 
36  50  50,54  2  4  3.1  none 
50  54  54  1  2  4.7  none 
37  53  53  1  2  4.6  none 
37  38  38,52,39,51  4  8  10.9  none 
38  52  52,51  2  4  3  none 
52  51  51  1  3  4.7  none 

































15  33  29.5  SW‐3 














































58  61  61,62  2  7  7.8  SW‐4 
61  62  62  1  5  11  SW‐4 
58  66  11,59,60,63,64,65,66  7  20  32.7  SW‐6, SW‐7   
66  59  11,59,60,63,64,65  6  18  31.2  SW‐6, SW‐7   
59  65  63,65  2  7  9.4  SW‐6 
65  63  63  1  5  12.4  SW‐6 
59  64  11,60,64  3  9  17.1  SW‐7 
64  60  11,60  2  7  18.7  SW‐7 
60  11  11  1  5  4.7  SW‐7 














































































5  14  14  1  5  9.5  SW‐5  



















6  7  7,8,9,12,13,15,16,18,19,20  10  29  34.6 
SW‐7, SW‐1,   
SW‐5 
6  10  10  1  5  9.3  SW‐6 
7  8  8,9,12,13,15,16,18,19,20  9  27  31.4 
SW‐7, SW‐1,  
SW‐5 
8  16  16  1  3  9.3  none 
8  18  9,12,13,15,18,19,20  7  20  31.5  SW‐1, SW‐5 
18  19  9,12,13,15,19,20  6  18  25  SW‐5, SW‐1 
19  20  9,12,13,15,20  5  16  28.2  SW‐1, SW‐5 
20  9  9,12,13,15  4  14  24.9  SW‐5, SW‐1 
9  12  12,13,15  3  12  26.5  SW‐1, SW‐5 
12  13  13  1  5  11.1  SW‐5 
12  15  15  1  5  14.2  SW‐1 










25  62  40.8  SW‐1, SW‐2 





23  58  34.4  SW‐1, SW‐2 























30  44  44,45,48,46,47  5  19  17.6 
SW‐1, SW‐3, 
SW‐2 
44  45  45,46,47,48  4  14  12.6  SW‐2 
45  46  46,47  2  7  10.7  SW‐2 
46  47  47  1  5  1.5  SW‐2 
















11  22  23.4  none 
35  49  49  1  3  4.7  none 
36  37  37,53,38,52,39,51  6  12  14.1  none 
36  50  50,54  2  4  3.1  none 
50  54  54  1  2  4.7  none 
37  53  53  1  2  4.6  none 
37  38  38,52,39,51  4  8  10.9  none 
38  52  52,51  2  4  3  none 
52  51  51  1  3  4.7  none 

































15  33  29.5  SW‐3 




Comparison  of  simulation  results  for  proposed  scalable  reconfiguration 
algorithm and brute force technique 
 










2  55  SW7, SW1, SW4  7  33 
55  56  SW7, SW1, SW4  7  33 
56  57  SW7, SW1  2  8 
57  58  SW7, SW1  2  4 
58  61  SW4  1  1 
61  62  SW4  1  1 
58  66  SW7  1  6 
66  59  SW7  1  6 
59  65  SW6  1  1 
65  63  SW6  1  1 
59  64  SW7  1  3 
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64  60  SW7  1  1 
60  11  SW7  1  1 
22  40  none  0  0 
1  2  none  0  0 
2  3  SW4, SW1  3  11 
2  21  SW1, SW5, SW4  10  40 
21  22  SW1, SW5, SW4  10  40 
22  23  SW1, SW5, SW4  10  40 
23  24  SW1, SW5, SW4  10  40 
24  25  SW1, SW5  2  2 
4  17  SW2, SW4, SW1  8  11 
17  5  SW2, SW1  2  9 
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5  14  SW5  1  1 
5  6  SW5  1  5 
6  7  SW5  1  1 
6  10  SW6  1  1 
7  8  SW5  1  1 
8  16  none  0  0 
8  18  SW5  1  1 
18  19  SW5  1  1 
19  20  SW5  1  1 
20  9  SW5  1  1 
9  12  SW5  1  1 
12  13  SW5  1  1 
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12  15  SW1  1  1 
26  41  none  0  0 
26  27  SW1SW2  2  2 
27  28  SW1SW2  2  2 
28  42  none  0  0 
28  29  SW1SW2  2  2 
29  43  none  0  0 
29  30  SW1SW2  2  2 
30  44  SW2  2  2 
44  45  SW2  1  2 
45  46  SW2  1  1 
46  47  SW2  1  1 
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45  48  SW3  1  1 
31  32  SW3  1  3 
32  33  none  0  0 
33  34  none  0  0 
34  35  none  0  0 
35  49  none  0  0 
36  37  none  0  0 
36  50  none  0  0 
50  54  none  0  0 
37  53  none  0  0 
37  38  none  0  0 
38  52  none  0  0 
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52  51  none  0  0 
38  39  none  0  0 
3  4  SW4SW1  3  11 
25  26  SW1SW2  2  2 
30  31  SW3  1  3 
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