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In a recent paper [7], Gowda et al. extended Ostrowski–Schneider
type inertia results to certain linear transformations on Euclidean
Jordan algebras. In particular, they showed that In(a) = In(x)when-
ever a ◦ x > 0 by the min–max theorem of Hirzebruch, where the
inertia of an element x in a Euclidean Jordan algebra is defined by
In(x) := (π(x), ν(x), δ(x)),
withπ(x), ν(x), and δ(x) denoting, respectively, the number of pos-
itive, negative, and zero eigenvalues, counting multiplicities. In this
paper, we present a Peirce decomposition version of Wimmer’s re-
sult [13] andshowthat it is equivalent to theabove result. In addition,
we extendHighamand Cheng’s result ([8], Lemma4.2) to the setting
of Euclidean Jordan algebras.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
For a square matrix Awith complex entries, the inertia is defined by
In(A) := (π(A), ν(A), δ(A)),
where π(A), ν(A), and δ(A) are, respectively, the number of eigenvalues of A with positive, negative,
and zero real parts, counting multiplicities.
Thewell-known Lyapunov’s theorem (see, e.g., [9], Theorem2.2.1) states that a real (complex) n×n
matrix A is positive stable—which means that In(A) = (n, 0, 0)—if and only if the system
LA(X) := AX + XA∗  0
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has a symmetric (Hermitian) and positive definite solution X , where Z  0means that Z is symmetric
(Hermitian) and positive definite. Ostrowski and Schneider [10], see also Taussky [12], extended this
result by showing the following:
Theorem1. Suppose for A ∈ Rn×n ( Cn×n), there exists an X ∈ Sn (respectively,Hn) such that AX+XA∗ 
0. Then
In(A) = In(X).
Here Sn (Hn) is the space of all real (complex) n × n symmetric (Hermitian) matrices.
Wimmer [13] gave a short proof of Theorem 1 by showing that it is equivalent to
Theorem2. Let A :=
⎡
⎣ A11 A12
A.12 A22
⎤
⎦ ∈ Hn. If the p×pmatrix A11 is positive definite and the (n−p)×(n−p)
matrix A22 is negative definite, then In(A) = (p, n − p, 0).
In a recent paper, Gowda et al. [7] extended Theorem 1 to certain linear transformations on
Euclidean Jordan algebras. In particular, they proved the following by using the min–max theorem of
Hirzebruch.
Theorem 3. Let V be a Euclidean Jordan algebra and a ∈ V. If a ◦ x > 0, then In(a) = In(x).
Here, for an element x in a Euclidean Jordan algebra (see Section 2), the inertia is defined by
In(x) := (π(x), ν(x), δ(x)),
where π(x), ν(x), and δ(x) are, respectively, the number of positive, negative, and zero eigenvalues,
counting multiplicities.
As a consequence of Theorem 3, Gowda et al. [7] proved the following generalization of Wimmer’s
result, which we precede with some notation.
In a Euclidean Jordan algebra, for any Jordan frame {e1, e2, . . . , er} and 1  k  r, we let
Ve1+e2+···+ek := {x ∈ V : x ◦ (e1 + e2 + · · · + ek) = x}.
It is known [3] that this is a subalgebra of V . Also, for any y ∈ V with Peirce decomposition (see
Section 2) y = ∑r1 yiei + ∑i<jr yij , the object y′ := ∑k1 yiei + ∑i<jk yij belongs to Ve1+e2+···+ek .
Furthermore, if y  0 in V , then y′  0 in Ve1+e2+···+ek . Similarly, one can define Vek+1+···+er and the
corresponding element y′′.
Theorem 4 ([7, Corollary 23]). Corresponding to a Jordan frame {e1, e2, . . . , er}, let the Peirce decom-
position of x be given by
x =
r∑
1
xiei +
∑
i<jr
xij.
If
x′ :=
k∑
1
xiei +
∑
i<jk
xij > 0 in Ve1+e2+···+ek and
x′′ :=
r∑
k+1
xiei +
∑
k+1i<j
xij < 0 in Vek+1+···+er ,
then In(x) = (k, r − k, 0).
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One objective of this paper is to show that Theorems 3 and 4 are actually equivalent.
Recently, Higham and Cheng [8] extendedWimmer’s result by assuming that A22 is negative semi-
definite.
Theorem 5 ([8, Lemma 4.2]). Let A :=
⎡
⎣ A11 A12
A.12 A22
⎤
⎦ ∈ Sn. If the p × p matrix A11 is positive definite
and the (n − p) × (n − p) matrix A22 is negative semidefinite. Then In(A) = (p, n − p − q, q), where
0  q  n − p. If A has full rank or A22 is negative definite, then q = 0.
Our second objective in this paper is to state and prove an analog of the Higham and Cheng result
to Euclidean Jordan algebras.
2. Euclidean Jordan algebras
In this section, we recall some concepts, properties, and results from Euclidean Jordan algebras.
Most of these can be found in [2,4].
A Euclidean Jordan algebra is a triple (V, ◦, 〈·, ·〉)where (V, 〈·, ·〉) is a finite dimensional inner product
space over R and (x, y) 	→ x◦y : V ×V → V is a bilinearmapping satisfying the following conditions
for all x and y: x ◦ y = y ◦ x, x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y), where x2 := x ◦ x, and 〈x ◦ y, z〉 = 〈y, x ◦ z〉.
In addition, an element e ∈ V is called the unit element if x ◦ e = x for all x ∈ V .
Henceforth, V denotes a Euclidean Jordan algebra. In V , the set of squares
K := {x ◦ x : x ∈ V}
is a symmetric cone ([2], p. 46).
For an element z ∈ V , we write
z  0 (z > 0) if and only if z ∈ K (z ∈ Ko = interior(K)),
and z  0 (z < 0) when −z  0 (−z > 0).
Definition 1. Let V be a Euclidean Jordan algebra.
(1) An element c ∈ V is an idempotent if c2 = c.
(2) An element c ∈ V is a primitive idempotent if it is nonzero and cannot be written as a sum of two
nonzero idempotents.
(3) A finite set {e1, e2, . . . , em} of primitive idempotents in V is called a Jordan frame if
ei ◦ ej = 0 if i = j, and
m∑
1
ei = e.
Note that 〈ei, ej〉 = 〈ei ◦ ej, e〉 = 0 whenever i = j.
Theorem 6 ([2, The spectral decomposition theorem]). Let V be a Euclidean Jordan algebra. Then there
is a number r (called the rank of V) such that for every x ∈ V, there exists a Jordan frame {e1, . . . , er} and
real numbers λ1, . . . , λr such that
x = λ1e1 + · · · + λrer . (1)
The numbers λi are called the eigenvalues of x, and the expression λ1e1 + · · · + λrer is the spectral
decomposition (or the spectral expansion) of x.
For any x ∈ V given by (1), we define the inertia of x by
In(x) = (π(x), ν(x), δ(x))
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whereπ(x),ν(x), andδ(x)are, respectively, thenumberof eigenvaluesof xwhicharepositive, negative,
and zero, counting multiplicities. We note that
π(x) + ν(x) + δ(x) = r
for all x. If x has no zero eigenvalues, then we say that x is invertible; in this case, following (1), we
define the inverse of x by
x−1 = 1
λ1
e1 + · · · + 1
λr
er .
2.1. The Peirce decomposition
Fix a Jordan frame {e1, e2, . . . , er} in a Euclidean Jordan algebra V . For i, j ∈ {1, 2, . . . , r}, define
the eigenspaces
Vii := {x ∈ V : x ◦ ei = x} = R ei
and when i = j,
Vij :=
{
x ∈ V : x ◦ ei = 1
2
x = x ◦ ej
}
.
Then we have the following:
Theorem 7 ([2, Theorem IV.2.1]). The space V is the orthogonal direct sum of spaces Vij (i  j). Further-
more,
Vij ◦ Vij ⊂ Vii + Vjj,
Vij ◦ Vjk ⊂ Vik if i = k, and
Vij ◦ Vkl = {0} if {i, j} ∩ {k, l} = ∅.
Thus, given a Jordan frame {e1, e2, . . . , er}, we can write any element x ∈ V as
x =
r∑
i=1
xiei +
∑
i<j
xij
where xi ∈ R and xij ∈ Vij . This expression is the Peirce decomposition of x with respect to{e1, e2, . . . , er}.
Proposition 1 ([7, Proposition 5]). Let the Peirce decomposition of an element x with respect to a Jordan
frame {e1, e2, . . . , er} be given by
x =
r∑
i=1
xiei +
∑
i<j
xij.
If x  0 and xi = 0 for some i, then xli = xij = 0 for all l, j with l < i and i < j.
2.2. Lyapunov transformation and quadratic representations
For a given a ∈ V , we define the corresponding Lyapunov transformation La : V → V by
La(x) = a ◦ x
and the quadratic representation Pa by
Pa(x) := 2a ◦ (a ◦ x) − a2 ◦ x.
The following result describes the effect of La and Pa on any element x.
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Proposition 2 ([7, Proposition 6]). Suppose that {e1, e2, . . . , er} is a Jordan frame,
a = a1e1 + a2e2 + · · · + arer,
and
x =
r∑
i=1
xiei +
∑
i<j
xij
(with xi ∈ R and xij ∈ Vij) be the Peirce decomposition of x with respect to this Jordan frame. Then
La(x) =
r∑
i=1
aixiei +
∑
i<j
ai + aj
2
xij
and
Pa(x) =
r∑
i=1
ai
2xiei +
∑
i<j
aiajxij.
We list below some properties of Pa.
Proposition 3 [2]. The following statements hold:
(1) Pa is a self-adjoint linear transformation.
(2) Pa(K) ⊆ K for all a ∈ V with equality if a is invertible.
2.3. Z-transformations
Given a linear transformation L : V → V . A Z-transformation defined by the condition:
x, y ∈ K, 〈x, y〉 = 0 ⇒ 〈L(x), y〉  0.
Examples of Z-transformations include Z-matrices, Lyapunov transformation LA on Sn (or Hn),
transformations La on any Euclidean Jordan algebra.
We recall the following result from Gowda and Tao [5]:
Proposition 4. The following are equivalent for a Z-transformation on any Euclidean Jordan algebra:
(i) L−1 exists and L−1(K) ⊆ K (equivalently, L−1(Ko) ⊆ Ko).
(ii) L is positive stable (all eigenvalues of L lie in the open right half-plane).
3. Equivalence of Theorems 3 and 4
In matrix theory [1], the Cauchy matrix is defined as
[
1
λi+λj
]
with λi > 0 for all i = 1, . . . , n. It
can be shown that the Cauchymatrix is positive definite by using the determinant (see, e.g., [1], p. 30).
Wemaymodify this by taking complex numbers λi (i = 1, . . . , n) with Re(λi) > 0, for all i. With this
modification, we have the following result. We note that this appears as an exercise 1.2.10 in Section
1.2 in [1].
Theorem 8. Let B = [bij] ∈ Cn×n and D =
[
bij
λi+λj
]
, where λ1, . . . , λn are complex numbers whose real
parts are positive. Then D is positive definite when B is positive definite.
Now we extend Theorem 8 to Euclidean Jordan algebras.
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Lemma 1. Let a = ∑ri=1 λiei ∈ V with λi > 0 for all i, x = ∑ri=1 xiei + ∑i<j xij , and La(x) = d =∑r
i=1 diei +
∑
i<j dij > 0. Then
r∑
i=1
di
λi
ei +
∑
i<j
2dij
λi + λj > 0.
In the following, we present two proofs.
Proof. For the given a and x, we have
La(x) = a ◦ x
=
r∑
i=1
λixiei +
∑
i<j
λi + λj
2
xij
=
r∑
i=1
diei +
∑
i<j
dij.
Then we have xi = diλi and xij =
2dij
λi+λj . Hence
x =
r∑
i=1
di
λi
ei +
∑
i<j
2dij
λi + λj . (2)
Let σ(La) denote the spectrum of La. Then σ(La) ⊆
{
λi+λj
2
: i, j = 1, 2, . . . , r
}
by Proposition 1.
Hence La is invertible and is positive stable, and so we have L
−1
a (K
o) ⊆ Ko by Proposition 4 (see also
[11, Corollary 3]). Therefore, 0 < L−1a (d) = x. 
Proof. From (2), we have
x =
r∑
i=1
di
λi
ei +
∑
i<j
2dij
λi + λj
= 2
r∑
i=1
di
(∫ ∞
0
(
e−λi t
)2
dt
)
ei + 2
∑
i<j
dij
∫ ∞
0
e−λite−λj tdt
= 2
∫ ∞
0
⎛
⎝ r∑
i=1
(
e−λit
)2
diei +
∑
i<j
e−λi te−λj tdij
⎞
⎠ dt
= 2
∫ ∞
0
Pa(t)(d)dt, where a(t) =
r∑
1
e−λi tei.
Since a(t) > 0 for all t and d > 0, we have Pa(t)(d) > 0 for all t by Proposition 3. Hence,
2
∫∞
0 Pa(t)(d)dt > 0. 
Theorem 9. Theorems 3 and 4 are equivalent.
Proof. That Theorem 3 implies Theorem 4 follows from Corollary 23, [7].
Now suppose that Theorem 4 holds. If a ◦ x = d > 0, then a is invertible (see Corollary 22, [6]).
Without lossof generality, leta = a1e1+· · ·+akek+(ak+1ek+1+· · ·+arer),witha1  a2  · · ·  ar ,
where ai > 0, i = 1, . . . , k and ai < 0, i = k + 1, . . . , r. Then In(a) = (k, r − k, 0). Let
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x =
r∑
i=1
xiei +
∑
i<j
xij
and
d =
r∑
i=1
diei +
∑
i<j
dij > 0.
Then d = a ◦ x = ∑r1 aixiei +∑i<j ai+aj2 xij ⇒
xi = di
ai
and xij = 2dij
ai + aj for all i, j.
Thus we have
x′ =
k∑
i=1
di
ai
ei +
∑
i<jk
2dij
ai + aj in Ve1+e2+···+ek and
x′′ =
r∑
i=k+1
di
ai
ei +
∑
k+1i<j
2dij
ai + aj in Vek+1+···+er .
From Lemma 1, we have x′ > 0 and x′′ < 0. Thus In(x) = (k, r − k, 0) by Theorem 4. Hence
In(a) = In(x). 
4. A generalization of Higham and Cheng’s result
In this section, we extend Theorem 5 to the setting of Euclidean Jordan algebras.
First, recall the following lemmas from [7] and [6], respectively.
Lemma 2 ([7, Corollary 22]). Consider a Euclidean Jordan algebra V and let a ∈ V. Then we have the
following:
(1) There exists x ∈ V such that a ◦ x > 0 if and only if a (also x) is invertible (that is, δ(a) = 0).
(2) Let a be invertible. Then for any z with a ◦ z  0, we have π(z)  π(a) and ν(z)  ν(a). In
particular, if z is invertible, then In(z) = In(a).
Lemma 3 ([6, Corollary 1]). Let V be any Euclidean Jordan algebra. Let c be any idempotent in V. Then for
any z in V, we have
π(Pc(z))  π(z) and ν(Pc(z))  ν(z).
Theorem 10. Corresponding to a Jordan frame {e1, e2, . . . , er}, let the Peirce decomposition of x be given
by
x =
r∑
1
xiei +
∑
i<jr
xij.
If
x′ :=
k∑
1
xiei +
∑
i<jk
xij > 0 in Ve1+e2+···+ek and
x′′ :=
r∑
k+1
xiei +
∑
k+1i<j
xij  0 in Vek+1+···+er ,
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then In(x) = (k, r − k − p, p), where 0  p  r − k. In particular, if x′′ < 0, then p = 0 in which case
In(x) = (k, r − k, 0).
Proof. Let a = ∑k1 ei −∑rk+1 ei. Then
a ◦ x =
k∑
1
xiei −
r∑
k+1
xiei + 1
2
∑
i<j
(ai + aj)xij
=
⎛
⎝ k∑
1
xiei +
∑
i<jk
xij
⎞
⎠−
⎛
⎝ r∑
k+1
xiei +
∑
k+1i<j
xij
⎞
⎠
= x′ − x′′.
For any nonzero
0  y = ∑
ij
yij =
∑
1ijk
yij +
∑
k+1ijr
yij +
∑
i∈{1,2,...,k}, j∈{k+1,k+2,...,r}
yij,
consider y′ := ∑1ijk yij and y′′ := ∑k+1ijr yij which are nonnegative in their respective
(sub) algebras. Because of Proposition 1, we note that at least one of them is nonzero. Now, Let y′′′ :=∑
i∈{1,2,...,k}, j∈{k+1,k+2,...,r} yij . Because of the orthogonality of the Peirce spaces, it is easily verified
that
〈a ◦ x, y〉 = 〈x′ − x′′, y′ + y′′ + y′′′〉 = 〈x′, y′〉 + 〈−x′′, y′′〉  0.
Since the symmetric cone K in V is self-dual, we see that a ◦ x  0. Since a is invertible, we have
π(x)  π(a) = k and ν(x)  ν(a) = r − k by Lemma 2. Let c = ∑k1 ei. Then Pc(x) = x′ by
Proposition 2. Since x′ > 0 in Ve1+e2+···+ek , we have k = π(x′) = π(Pc(x))  π(x) by Lemma 3.
Therefore, π(x) = k. Since π(x)+ ν(x)+ δ(x) = r, we have ν(x)+ δ(x) = r − k. Let δ(x) = p. Then
ν(x) = r − k − p. Thus, we have In(x) = (k, r − k − p, p), where 0  p  r − k.
When x′′ < 0, let c = ∑rk+1 ei. Then Pc(x) = x′′ by Proposition 2. Since x′′ < 0 in Vek+1+···+er , we
have r − k = ν(x′′) = ν(Pc(x))  ν(x) by Lemma 3. Therefore, ν(x) = r − k. Thus δ(x) = 0. Hence
p = 0. 
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