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In the previous paper [8] we discussed the Cauchy problem for Kirchho¤
equation in multidimensional spaces and obtained the time global solutions to
the Cauchy problem under the assumption that the initial data satisfy an inte-
grable condition. In this paper under the same integrable conditions we shall
investigate the asymptotic behaviors concerning t !G for the following Kirchho¤
equation
uttðt; xÞ  ð1 eðAuðtÞ; uðtÞÞL2ÞAuðt; xÞ ¼ 0; t A R; x A Rn; ð1:1Þ
where A ¼Pnj;k¼1 qqxj ajkðxÞ qqxk and e is a positive constant. We assume that
A and H ¼ ﬃﬃﬃﬃﬃﬃﬃAp are non negative deﬁnite selfadjoint operators in L2ðRnÞ.
Denote by DðHÞ ¼ fu A L2ðRnÞ;Hu A L2ðRnÞg the deﬁnition domain of H.
For ð f ; gÞ A DðH ð2þkÞ=2Þ DðHk=2Þ, kb 0 and j a non negative integer, we
deﬁne
Gk; jðH; f ; g; tÞ ¼ jðeitHH 2þkf ; hti j f Þj þ jðeitHH 1þkf ; hti jgÞj
þ jðeitHH kg; hti jgÞj ð1:2Þ
and
kð f ; gÞkYk; jðHÞ ¼
ðy
y
Gk; jðH; f ; g; tÞ dt
where hti ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1þ t2p and ð ; Þ stands for an inner product of L2ðRnÞ. Denote
by Yk; jðHÞ the set of functions ð f ; gÞ A DðH ðkþ2Þ=2Þ DðHk=2Þ satisfying
kð f ; gÞkYk; jðHÞ <y. For simplicity we denote Gk;0ðH; f ; g; tÞ and Yk;0ðHÞ by
GkðH; f ; g; tÞ and YkðHÞ respectively.
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We shall investigate the the asymptotic behaviors concerning t!G among
Kirchho¤ equation (1.1) and the following linear equation,
uGtt ðt; xÞ ¼ ðcGyÞ2AuGðt; xÞ; uGð0; xÞ ¼ fGðxÞ;
uGt ð0; xÞ ¼ gGðxÞ; t A R; x A Rn: ð1:3Þ
We mention our main result.
Theorem 1.1. Assume that A and H ¼ ﬃﬃﬃﬃﬃﬃﬃAp are non negative de-
ﬁnite selfadjoint operators and that the initial data ð f ; gÞ belong to Y1;1ðHÞ.
Then there is e0 > 0 such that if 0 < ea e0, there are c
G
y > 0 and u A
71
j¼0C
jðR1;DðH 3=2jÞÞ a solution of (1.1) and ð f þ; gþÞ A Y1;1ðHÞ satisfying
kutðtÞ  uGt ðcG1y SðtÞÞkL2 þ kHðuðtÞ  uGðcG1y SðtÞÞÞkL2 ! 0; t !Gy; ð1:4Þ
and
ð1þ ekHuðtÞk2L2Þ1=2  cGy ! 0; t !Gy; ð1:5Þ
where SðtÞ ¼ Ð t0ð1þ ekHuðsÞk2L2Þ1=2 ds and uGðt; xÞ A71j¼0 C jðR;DðH 3=2jÞÞ de-
note the solutions of (1.3). Moreover assume G0ðH; f ; g; tÞ ! 0, jtj !y holds.




ðkgk2 þ c2ykHf k2Þ ð1:6Þ
and ð f þ; gþÞ satisﬁes
kgþk2 þ c2ykHf þk2 ¼ kgk2 þ c2ykHf k2 ð1:7Þ
and limjtj!y G0ðH; f þ; gþ; tÞ ¼ 0.
In [8] we obtain the time global solutions to the Cauchy problem for (1.1) under
the assumption that the initial data ð f ; gÞ belong to DðH 3=2Þ DðH 1=2Þ and
satisfy kð f ; gÞkY1ðHÞ <y.
Remark 1.1. We note that kð f ; gÞkYkðHÞ <y, k ¼ 0; 1 imply the following
condition
G0ðH; f ; g; tÞ ¼ jðeitHH 2f ; f Þj þ jðeitHHf ; gÞj þ jðeitHg; gÞj ! 0; jtj !y: ð1:8Þ
It should be remarked that in the case of A ¼ D the asymptotic behavior of
the solutions of (1.1) is showed by Greenberg and Hu in [3] ðn ¼ 1Þ, by Ghisi [2]
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ðnb 1Þ. We note that we can not derive in general
kutðtÞ  uG0tðtÞkL2 þ kHðuðtÞ  uG0 ðtÞÞkL2 ! 0; t !Gy; ð1:9Þ
under the conditions kð f ; gÞkYkðHÞ <y, k ¼ 0; 1. In oder to get (1.9) we need
a more strong condition. In fact, in the case of A ¼ D and H0 ¼
ﬃﬃﬃﬃﬃﬃﬃDp , under the
condition that there is p > 2 such that
GkðH0; f ; g; tÞ ¼ jðeitH0H 2þk0 f ; f Þj þ jðeitH0H 1þk0 f ; gÞj þ jðeitH0Hk0 g; gÞj
¼ 0ðjtjpÞ; ð1:10Þ
for jtj !y, k ¼ 0; 1, Yamazaki in [13] derived (1.9) (more precisely the decay
order 0ðjtjpþ1Þ of the right hand side). On the other hand Matsuyama in [9] gave
initial data ð f ; gÞ such that (1.9) does not hold. We remark that (1.4) is
equivalent to
kutðTðcGytÞÞ  uGt ðtÞkL2 þ kHðuðTðcGytÞ  uGðtÞÞkL2 ! 0; t !Gy;
where T is the inverse function of SðtÞ ¼ Ð t0ð1þ ekHuðsÞk2L2Þ1=2 ds.
Next we shall give an example of A di¤erent from D which satisﬁes the
integrable condition kð f ; gÞkY1; 1ðHÞ <y. Before mentioned our theorem in-
troduce notations. Let m A R and 1a pay and Lp ¼ LpðRnÞ the set of
integrable functions over Rn with integrable p th power. We denote by W l;pm the
set of functions uðxÞ deﬁned in Rn such that ð1þ jxjÞmqaxuðxÞ is contained in
Lp for jaja l. For brevity we denote Lpm ¼W 0;pm , W l;p ¼ W l;p0 , Hlm ¼W l;2m and
Hl ¼W l;2. Denote H ¼ ﬃﬃﬃﬃﬃﬃﬃAp and H0 ¼ ﬃﬃﬃﬃﬃﬃﬃDp , D ¼Pnj¼1 qqxj 2.




ajkðxÞxjxkb c0jxj2; ðx; xÞ A Rn; ð1:11Þ
and
Aðx;DÞ ¼ D; jxjbR0 > 0: ð1:12Þ
We assume also that the coe‰cients ajkðxÞ of A belong to CyðRnÞ. It is well
known that under the assumptions (1.11) and (1.12) A is a non negative self
adjoint operator in L2ðRnÞ and has no positive eigenvalues. For example see
Mochizuki [11] (p. 46). Besides A has not zero eigenvalue and zero resonance.
See Mizohata [10] (p. 386) for D and Kajitani [6] (p. 130–131) for A. Fur-
thermore assume that A satisﬁes the non trapping condition, that is, there exists a
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real valued function q A CyðR2nÞ such that with Cab > 0, C1 > 0, C2b 0
jqaxqbxqðx; xÞjaCabð1þ jxjÞjajð1þ jxjÞ1jbj; x; x A Rn; ð1:13Þ




fqxj aðx; xÞqxj qðx; xÞ  qxj aðx; xÞqxj qðx; xÞg
bC1jxj  C2; x; x A Rn: ð1:14Þ
Then we can prove the following theorem.
Theorem 1.2. Let nb 3. Assume that A satisﬁes (1.11), (1.12), (1.13) and
(1.14) and moreover the initial data ð f ; gÞ belongs to H lm Hl1m , l > 3nþ62 ,
m > 72 if n ¼ 3; 4; 5 and to ðDðH 3=2ÞVW l;1ÞÞ  ðDðH 1=2ÞVW l1;1ÞÞ, lb 2nþ 6 if
nb 6. Then there is e0 > 0 such that if 0 < ea e0 are valid, there are cy > 0 and
u A72
j¼0 C
jðR1;DðH 3=2jÞÞ a unique solution of (1.1) for t A R1 and ð f þ; gþÞ A
DðH 3=20 Þ DðH 1=20 Þ such that
kutðtÞ  uG0tðc1y SðtÞÞkL2 þ kHðuðtÞ  uG0 ðc1y SðtÞÞÞkL2 ! 0; t !Gy; ð1:15Þ
and
ð1þ ekHuðtÞk2L2Þ2Þ1=2  cy ! 0; t!Gy; ð1:16Þ
where SðtÞ ¼ Ð t0ð1þ ekHuðsÞk2L2Þ1=2 ds and uGðt; xÞ A72j¼0C jðR;DðH 3=2j0 Þ denote
the solutions of the following equation
uGtt ðt; xÞ ¼ c2yDuGðt; xÞ; uGð0; xÞ ¼ fGðxÞ;
uGt ð0; xÞ ¼ gGðxÞ; t A R; x A Rn ð1:17Þ
When n ¼ 1 Kajitani proved Theorem 1.2 in [7].
2. Proof of Theorem 1.1
We let A1ðt; xÞ ¼ ut þ icðtÞHu and B1ðt; xÞ ¼ ut  icðtÞHu where cðtÞ2 ¼
1þ ekHuðtÞk2, and A1 ðt; xÞ ¼ ut þ icyH0u and B1 ðt; xÞ ¼ ut  icyHu. Then
the equation (1.1) and the equation (1.3) yield
A1t  icðtÞHA1 ¼ c
0ðtÞ
2cðtÞ ðA1  B1Þ; B1t þ icðtÞHB1 ¼ 
c 0ðtÞ
2cðtÞ ðA1  B1Þ ð2:1Þ
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and
A1t  icyHA1 ¼ 0; B1t þ icyHB1 ¼ 0; ð2:2Þ
respectively. The initial data is given by
A1 ð0; xÞ ¼ A0 ðxÞ;¼ g þ icyHf ðxÞ;
B1 ð0; xÞ ¼ B0 ðxÞ;¼ gðxÞ  icyHf ðxÞ ð2:3Þ
and (1.4) gives
kA1ðtÞ  AððcyÞ1SðtÞÞk þ kB1ðtÞ  BððcyÞ1SðtÞÞk ! 0; t ! y; ð2:4Þ
where SðtÞ ¼ Ð t0 cðsÞ ds. Let TðtÞ be the inverse function of SðtÞ ¼ t. Put
Aðt; xÞ ¼ A1ðTðtÞ; xÞ, Bðt; xÞ ¼ B1ðTðtÞ; xÞ, Aðt; xÞ ¼ A1 ððcyÞ1t; xÞ, Bðt; xÞ ¼
B1 ððcyÞ1t; xÞ and gðtÞ ¼ cðTðtÞÞ. Then (2.1) and (2.2) yield
At  iHA ¼ g
0ðtÞ
2gðtÞ ðA BÞ; Bt þ iHB ¼ 
g 0ðtÞ
2gðtÞ ðA BÞ; t A R; x A R
n ð2:5Þ
and
At  iHA ¼ 0; Bt þ iHB ¼ 0; t A R; x A Rn; ð2:6Þ
respectively. Here we pose the condition below to solve (2.5)
kAðtÞ  AðtÞk þ kBðtÞ  BðtÞk ! 0; t ! y; ð2:7Þ
which is equivalent to (2.4). g satisﬁes
gðtÞ2 ¼ 1þ e
4gðtÞ2 kAðtÞ  BðtÞk
2: ð2:8Þ
Then we note that (1.5) with sign is equivalent to
gðtÞ2  ðcyÞ2 ¼ 1þ
e
4gðtÞ2 kAðtÞ  BðtÞk
2  ðcyÞ2 ! 0; t ! y: ð2:9Þ
For kb 0 and a non negative integer j we introduce
~Gk:jðH;A;B; tÞ ¼ jðeitHHkA; hti jAÞj þ jðeitHHkA; hti jBÞj






5Asymptotic behaviors for Multidimensional Kirchho¤ Equations
Denote by ~Yk:jðHÞ the set of ðA;BÞ ADðHk=2ÞDðHk=2Þ satisfying kðA;BÞk~Yk; jðHÞ
<y. For simplicity we denote by ~Gk:0ðH;A;B; tÞ and ~Yk;0ðHÞ by ~GkðH;A;B; tÞ
and ~YkðHÞ respectively. Taking account that AðtÞ ¼ eitHA0 and BðtÞ ¼
eitHB0 , we can see easily,
Lemma 2.1. Let kb 0 and assume that ðA0 ðxÞ;B0 ðxÞÞ belongs to ~YkðHÞ.














¼ kðA0 ;B0 Þk~YkðHÞ; s1; s2 A R ð2:11Þ
and
kHk=2AðtÞk2 þ kHk=2BðtÞk2 ¼ kHk=2A0 k2 þ kHk=2B0 k2; t A R: ð2:12Þ
We continue to prove Theorem 1.1. First of all we note that the inte-
grable condition kð f ; gÞkYk; jðHÞ <y is equivalent to kðA0 ;B0 Þk~Yk; jðHÞ <y,
if ðA0 ;B0 Þ ¼ ðg þ icyHf ; g  icyHf Þ and that there are a1 , a2 , a3 and
a4 such that if kð f ; gÞkY1ðHÞ <y, the terms ðe2itHHf ;Hf Þ, ðe2itHHf ; gÞ,
ðe2itHHg; f Þ and ðe2itHg; gÞ are convergent to a1 , a2 , a3 and a4 respec-
tively, tending t to y. Because, their derivatives with respect to t are in L1ðRÞ.
Therefore we can see
ðeitHA0 ; eitHB0 Þ ¼ ðe2itHðg þ icyHf Þ; g  icyHf Þ
is convergent to a4 þ icya2  icyaþ3 ðcyÞ2a1 (denote by a), tending t ! y.
We begin to determine cy. It follows from (2.7) that we get
kAðtÞGBðtÞk  kAðtÞGBðtÞk ! 0; t ! y:
On the other hand, we have by use of (2.12) with k ¼ 0
kAðtÞGBðtÞk2  kA0 k2  kB0 k2
¼G2<ðAðtÞ;BðtÞÞ ¼G2<ðeitHA0 ; eitHB0 Þ
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¼G2<ðei2tHðg þ icyHf Þ; g  icyHf Þ
!G2<ða4 þ icya2  icya3 þ ðcyÞ2a2 Þ
¼G2<a; t ! y: ð2:13Þ
We deﬁne cy > 0 as a positive root of the following equation which is solved




fkgk2 þ ðcyÞ2kHf k2





ðkA0 k2 þ kB0 k2  2<aÞ ð2:14Þ
because of kA0 k2 þ kB0 k2 ¼ kgk2 þ ðcyÞ2kHf k2. Moreover taking account
that the relation (2.13) holds we get by use of (2.8) and (2.14)
jgðtÞ2  ðcyÞ2j ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ













j kAðtÞ  BðtÞk2  kA0 k2  kB0 k2 þ 2<aj
a ej<ðAðtÞ;BðtÞÞ  <aj ! 0; t ! y;
which implies (2.9). Furthermore we assume that ð f ; gÞ satisﬁes G0ðH; f ;
g; tÞ ! 0, t ! y that is, ðeitHA0 ; eitHB0 Þ ¼ ðe2itHðg þ icyHf Þ; g 
icyHf
Þ ! 0, t! y, then we have a ¼ 0 and consequently cy satisﬁes (1.6)
from (2.14). Now we shall ﬁnd the solution ðA;BÞ and g satisfying (2.5), (2.7) and
(2.8). Let d > 0 and M > 0 and introduce
Xd;M ¼ gðtÞ A C1ððRÞ; 1a gðtÞaM; t A R;
ðy
y
jg 0ðtÞj dta d
 
:
Denote by jgjX ¼ supt ARjgðtÞj þ
Ðy
y jg 0ðtÞj dt a norm of Xd;M . For g A Xd;M we
consider the linear equation of (2.5) and (2.7). We change a unkown function
ðA;BÞ of (2.5) to ðU ;VÞ as U ¼ A A, V ¼ B B which satisﬁes
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Ut  iHU ¼ g
0ðtÞ
2gðtÞ ðU  VÞ þ
g 0ðtÞ
2gðtÞW ; t A R; x A R
n; ð2:15Þ
Vt þ iHV ¼  g
0ðtÞ
2gðtÞ ðU  VÞ 
g 0ðtÞ
2gðtÞW ; t A R; x A R
n; ð2:16Þ
where W ¼ A  B. Moreover (2.7) gives
kUðtÞk þ kVðtÞk ! 0; t ! y: ð2:17Þ
In stead of ðA;BÞ we shall ﬁnd ðU ;VÞ satisfying (2.15), (2.16) and (2.17). Now
we can prove the following proposition.
Proposition 2.1. Let g be in Xd;M ,
Ð jg 0ðsÞj
2 ds ¼ d1 < 1 and kb 0. Assume
that H is a self adjoint operator.
If ðA0 ;B0 Þ belongs to DðHkÞ DðHkÞ, then (2.15)–(2.17) has a unique
solution ðU ;VÞ satisfying





kA0 k þ kHkB0 kÞ; ð2:18Þ
for t A R and there is ðUþ;VþÞ A DðHkÞ DðHkÞ such that
kUðtÞ  eitHUþk þ kVðtÞ  eitHVþk ! 0; t !y: ð2:19Þ
Proof. Put aðt; xÞ ¼ gðtÞ1=2eitHUðt; xÞ and bðt; xÞ ¼ gðtÞ1=2eitHVðt; xÞ.
Then it follows from (2.15)–(2.17) that ða; bÞ satisﬁes
qa
qt
ðt; xÞ ¼  g
0ðtÞ
2gðtÞ fe
i2tHbðt; xÞ  eitHW1ðt; xÞg; ð2:20Þ
qb
qt
ðt; xÞ ¼  g
0ðtÞ
2gðtÞ fe
2itHaðt; xÞ þ eitHW1ðt; xÞg; ð2:21Þ
where W1ðt; xÞ ¼ gðtÞ1=2Wðt; xÞ ¼ gðtÞ1=2ðeitHA0 ðxÞ  eitHB0 ðxÞÞ and
kaðtÞk þ kbðtÞk ! 0; t ! y: ð2:22Þ
Therefore ða; bÞ solves the following integral equation





2isHbðs; xÞ  eisHW1ðs; xÞg ds; ð2:23Þ
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and





2isHaðs; xÞ þ eisHW1ðs; xÞg ds: ð2:24Þ
We shall show the existence of solutions of the integral equation (2.23)–(2.24).




















isHW1ðs; xÞ ds; ð2:26Þ
and for nb 1





2isHbn1ðs; xÞ ds ð2:27Þ
and





2isHan1ðs; xÞ ds: ð2:28Þ
We can show easily by induction
kHkanðtÞk þ kHkbnðtÞka 2ðkHkA0 k þ kHkB0 kÞdnþ11 ; ð2:29Þ
for n ¼ 0; 1; . . . and consequently ða; bÞðt; xÞ deﬁned by (2.25) converges uniformly
in t, if d1 < 1. Therefore Uðt; xÞ ¼ g1=2eitHaðt; xÞ, Vðt; xÞ ¼ g1=2eitHbðt; xÞ
solves (2.15)–(2.17) and satisﬁes (2.18).
It follows from (2.23), (2.24) and (2.18)




 ! 0; s; s 0 !y:
This means that faðsÞgs is a Cauchy sequence in DðHkÞ. Therefore there is
aþ A DðHkÞ such that
kHkðaðsÞ  aþÞk ! 0; s!y: ð2:30Þ
Because g 0ðsÞ is in L1ðRÞ. Since g 0 is in L1ðRÞ, we have cþyb 1 such that
gðsÞ  gþy ! 0, s!y. Put Uþ ¼ ðgþyÞ1=2aþ. The relation eisHUðsÞ ¼
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gðsÞ1=2aðsÞ together with (2.30) implies (2.19). Similarly we can show that VðsÞ
alos satisﬁes (2.19). r
Lemma 2.2. Let g be in Xd;M , qðsÞ ¼ g
0ðsÞ
2gðsÞ , d1 ¼
Ð
hsi jjqðsÞj ds, kb 0 and
j, p, q non negative integers and cj ¼ 2 j . Assume that H is a self adjoint operator
and ðA0 ;B0 Þ belongs to ~Yk; jðHÞ. Let ðapðtÞ, bqðtÞ be deﬁned by (2.26), (2.27) and











jðeitHHkbpÞðs1Þ; hti jCÞj dta cjðcjd1Þpþ1kðA0 ;B0 Þk~Yk; jðHÞ; ð2:32Þ
















jðeitHHkbpÞðs1Þ; hti jbqðs2ÞÞjg dta 3ðcjd1Þpþqþ2kðA0 ;B0 Þk~Yk; jðHÞ: ð2:35Þ
(iii) ðy
y
jðeitHHkapðtÞ; hti jCÞj dta cjðcjd1Þpþ1kðA0 ;B0 Þk~Yk; jðHÞ; ð2:36Þðy
y
jðeitHHkbpðtÞ; hti jCÞj dta cjðcjd1Þpþ1kðA0 ;B0 Þk~Yk; jðHÞ ð2:37Þ




















jðeitHHkapðtÞ; hti jaqðtÞÞj dta 3ðcjd1Þpþqþ2kðA0 ;B0 Þk~Yk; jðHÞ; ð2:41Þðy
y
jðeitHHkapðtÞ; hti jbqðtÞÞj dta 3ðcjd1Þpþqþ2kðA0 ;B0 Þk~Yk; jðHÞ; ð2:42Þðy
y
jðeitHHkbpðtÞ; hti jbqðtÞÞj dta 3ðcjd1Þpþqþ2kðA0 ;B0 Þk~Yk; jðHÞ: ð2:43Þ
Proof. (i) We shall prove (2.31) and (2.32) by induction of p. For p ¼ 0 we
have from (2.26)ðy
y







qðsÞðA0  e2isHB0 Þ ds; hti jC





jqðsÞj dsjðetHHkA0 ; hti jCÞj þ jðeitHHkB0 ; h2sþ ti jCÞj dt
a c2j d1jðA0 ;B0 Þk~Yk; jðHÞ:
Here we used h2sþ tia 3hsihti, cj ¼ 2 j and 3 j þ 1a 4 j ¼ c2j . Similarly (2.32) is
proved for p ¼ 0. Assume that (2.31) and (2.32) are valid for p 1. Then we haveðy
y







qðsÞeisHbp1ðsÞ ds; hti jC



















jðeitHHkbp1ðsÞ; hti jCÞj dt
which implies (2.31) for p together with the assumption of induction. (2.32) is
proved by the same way.
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(ii) We shall prove (2.33)–(2.35) by induction of pþ q. For pþ q ¼ 0 we can
see from (2.26)ðy
y
















f4 jjðeitHHkA0 ; hti jA0 Þj
þ 2 jþ1jðeitHHkA0 ; hti jB0 Þj þ 4 jjðeitHHkB0 ; hti jB0 Þjg dt
a 3ðcjd1Þ2kðA0 ;B0 Þk~Yk; jðHÞ: ð2:44Þ
where we used ht 2ðs tÞia 4htihsihti and h2sþ tia 3hsihti. Assume
(2.33)–(2.35) for pþ q 1. We shall prove (2.33)–(2.35) for pþ q. We may
assume pb 1: Thenðy
y

















jðeitHHkbp1ðsÞ; hti jaqðs2ÞÞj dt;
which implies (2.33) from the assumption of induction. We can show (2.34)
and (2.35) similarly.
(iii) Put a1 ¼ gðtÞ1=2ðeitHA0  eitHB0 Þ and b1 ¼ gðtÞ1=2ðeitHA0 
eitHB0 Þ. Then we have from (2.26) for pb 0ðy
y





























jðeitHHkbp1ðsÞ; hti jCÞj dt;





















jðeitHHkbp1ðsÞ; hti jaqðs2Þj dt;
which implies (2.38) with (2.34). We can show (2.39)–(2.40) by the same ar-
gument.
(v) For any ðp; qÞ, p; qb 0 we haveðy
y








   dt
a cj
ð




jðeitHHkapðtÞ; hti jbq1ðsÞÞj dt;
which yields (2.41) together with (2.39) for ðp; q 1Þ. (2.42) and (2.43) can be
poved by the same way. r
We remark that we can replace eitH in the integrands of left hand sides of all
cases in Lemma 2.2 to eimtH and then the constant M in the right hand sides is
changed to Mjmj1þ j , ðm0 0Þ.
Proposition 2.2. Let g be in Xd;M , qðtÞ ¼ g
0ðtÞ
2gðtÞ and kb 0; j a non negative
integer. Assume that H is a self adjoint operator.
(i) If ðA0;B0Þ belongs to ~Yk; jðHÞ and d1 ¼
Ð
hsi j jqðsÞj ds < 2j ¼ c1j , then






kðA0 ;B0 Þk~Yk; jðHÞ ð2:45Þ
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and ðy
y




kðA0 ;B0 Þk~Yk; jðHÞ; ð2:46Þ
for real m0 0. Moreoverðy
y




kðA0 ;B0 Þk~Yk; jðHÞ ð2:47Þ
and ðy
y
fjðeimtHHkUðtÞ; hti jB0 Þj þ jðeimtHHkVðtÞ; t jA0 Þj




kðA0 ;B0 Þk~Yk; jðHÞ ð2:48Þ
hold for m0 0, where cj ¼ 2 j .
(ii) If ðA0;B0Þ belongs to ~YkðHÞ and d1 ¼
Ð jqðtÞj dt < 1, then ðUþ;VþÞ given



















jðeitHUþ;B0 Þj þ jðeitHVþ;A0 Þj dt: ð2:50Þ
(iii) If ðA0;B0Þ A L2ðRnÞ2,
Ð jqðtÞj dt < 1 and
~G0ðH;A0 ;B0 ; tÞ ! 0; t !y; ð2:51Þ
then for any s1; s2 A R
~G0ðH;Uðs1Þ;Vðs2Þ; tÞ ! 0; t !y ð2:52Þ
~G0ðH;Uðs1Þ;Bðs2Þ; tÞ ! 0; t !y ð2:53Þ
14 Kunihiko Kajitani
and
~G0ðH;Vðs1Þ;Aðs2Þ; tÞ ! 0; t !y ð2:54Þ
hold.















kðA0 ;B0 Þk~Yk; jðHÞ; ð2:55Þ





jðeitHHkaðsÞ; hti jbðtÞÞj dta 3ðcjd1Þ
2
ð1 cjd1Þ2






jðeitHHkbðsÞ; hti jbðtÞÞj dta 3ðcjd1Þ
2
ð1 cjd1Þ2
kðA0 ;B0 Þk~Yk; jðHÞ: ð2:57Þ
Taking account of the relations below
Uðt; xÞ ¼ g1=2eitHaðt; xÞ; Vðt; xÞ ¼ g1=2eitHbðt; xÞ ð2:58Þ
and gðtÞaM for any t A R, we obtain (2.78) from (2.55), (2.56) and (2.57).
Similarly we can prove (2.46) from (v) of Lemma 2.1. We have from the relation
(2.58) and from (2.42)ðy
y
jðHkUðtÞ; hti jVðtÞj dtaM
ðy
y










kðA0 ;B0 Þk~Yk; jðHÞ;
which means (2.47). We can prove (2.48) easily from (iii) of Lemma 2.2.
(ii) In order to prove (2.49) it su‰ces to show that ðaþ; bþÞ belongs to
~YkðHÞ and satisﬁes









fjðeitHHkaþ; aþÞj þ jðeitHHkaþ; bðsÞÞj þ jðeitHHkbþ; bþÞjg dt: ð2:59Þ
Because Uþ ¼ ðgþyÞ1=2aþ, Vþ ¼ ðgþyÞ1=2bþ and the relation (2.58) imply (2.49)
together with (2.59) and with the fact that gðsÞ ! gþ, s!y. We shall show that
for each ðp; qÞ there is ðaþp ; bþq Þ such that kHkðapðsÞ  aþp Þk þ kHkðbqðsÞ  bþq Þk
! 0, s!y andðy
y
fjðeitHHkapðsÞ; aqðsÞÞ  ðeitHHkaþp ; aþq Þj
þ jðeitHHkapðsÞ; bqðsÞÞ  ðeitHHkaþp ; bþq Þj




jqðtÞj dtdpþqþ11 kðA0 ;B0 Þk~Yk; jðHÞ: ð2:60Þ











Therefore we get by use of (2.34) with j ¼ 0ðy
y
jðeitHðaþp  apðsÞÞ; aqðsÞÞj dta 3
ðy
s
jqðhÞj dhdpþqþ11 kðA0 ;B0 Þk~YkðHÞ:
Similarly we can show that ðeitHðaþp  apðsÞÞ; bqÞ, ðeitHðbþp  bpðsÞÞ; bqÞ and
ðeitHðbþp  bpðsÞÞ; aqÞ satisfy the same inequality as above. Thus we get (2.60).
Taking the summation of (2.60) and tending s to y, we obtain (2.59), because
qðtÞ is in L1ðRÞ and d1 < 1. We can show also (2.50) analogously.
(iii) We shall prove by induction of pþ q
jðeitHapðs1Þ; aqðs2Þj þ jðeitHapðs1Þ; bqðs2Þj
þ jðeitHbpðs1Þ; bqðs2Þj ! 0; t !y ð2:61Þ
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qðsÞqðtÞðgðsÞgðtÞÞ1=2fðeitHA0;A0Þ  ðeiðtþ2tÞHA0 ;B0 Þ






qðsÞqðtÞ f ðt; s; tÞ dsdt;
which converges to 0, t !y. In fact, since qðsÞqðtÞ is in L1ðR2Þ, f ðt; s; tÞ is
bounded from the assumption ðA0 ;B0 Þ A L2ðRnÞ  L2ðRnÞ and the assumption
of (iii) implies f ðt; s; tÞ ! 0, t !y, we can apply to the right hand side of
the above terms Lebesgue convergence theorem. Similarly we can show that
ða0; b0Þ and ðb0; b0Þ satisfy (2.61) for p ¼ q ¼ 0. Next assume (2.61) is valid for
pþ q 1. We shall show (2.61) for pþ qb 1. We may assume pb 1. Then we
see from (2.27)







qðsÞ fp1;qðt; sÞ ds: ð2:62Þ
which tends to zero uniformly in s1, t !y. Because qðsÞ is in L1ðRÞ and
fp1;qðt; sÞ is bounded and converges to zero, t !y. Similarly we can see that
ðeitHapðs1Þ; bqðs2ÞÞ, and ðeitHbpðs1Þ; bqðs2ÞÞ satisfy the property (2.62). It follows
from (2.29) that for any e > 0 there is an integer N independent of ðt; s1; s2Þ such
thatX
pþqbN
fjðeitHapðs1Þ; aqðs2ÞÞj þ jðeitHapðs1Þ; bqðs2ÞÞj þ jðeitHbpðs1Þ; bqðs2ÞÞjga e:
Hence we see




fjðeitHapðs1Þ; aqðs2ÞÞj þ jðeitHapðs1Þ; bqðs2ÞÞj þ jðeitHbpðs1Þ; bqðs2ÞÞjg




fjðeitHapðs1Þ; aqðs2ÞÞj þ jðeitHapðs1Þ; bqðs2ÞÞj
þ jðeitHbpðs1Þ; bqðs2ÞÞjg þ e:
On the other hand from (2.61)X
pþqaN
fjðeitHapðs1Þ; aqðs2ÞÞj þ jðeitHapðs1Þ; bqðs2ÞÞj




fjðeitHaðs1Þ; aðs2ÞÞj þ jðeitHaðs1Þ; bðs2ÞÞj þ jðeitHbðs1Þ; bðs2ÞÞjga e:
Since e > 0 is arbitrary,
lim
t!yfjðe
itHaðs1Þ; aðs2ÞÞj þ jðeitHaðs1Þ; bðs2ÞÞj þ jðeitHbðs1Þ; bðs2ÞÞjg ¼ 0









qðsÞgðsÞ1=2ðeiðt2sÞHap1ðsÞ; eis2HA0 Þ ds
we can prove (2.53) and (2.54) analogously to (2.52). r
The solution ðU ;VÞ of (2.15)–(2.17) depends on g A Xd;M . So we denote it by
ðUg;VgÞ.
Proposition 2.3. Let g1, g2 be in Xd;M , kb 0 and j a non negative integer.
Assume that H is a selfadjoint operator.
(i) Assume that ðA0 ;B0 Þ belongs to DðHkÞ DðHkÞ. Then ðUg1 ;Vg1Þ and
ðUg2 ;Vg2Þ satisfy
kHkðUg1ðt; Þ Ug2ðt; ÞÞk þ kHkðVg1ðt; Þ  Vg2ðt; ÞÞk
aCðkHkA0 k þ kHkB0 kÞjg1  g2jX : ð2:63Þ
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(ii) Assume that ðA0 ;B0 Þ belongs to ~Yk; jðHÞ and d1 ¼
Ð
hsi jjqðsÞj ds < c1j ,
ðcj ¼ 2 jÞ. Thenðy
y
fjðHkðUg1 Ug2ðtÞÞ; hti jVg1ðtÞÞj þ jðHkðVg1  Vg2ðtÞÞ; hti jUg2ðtÞÞjg dt
a
3ecj d1M




0 Þk~Yk; jðHÞ ð2:64Þ
andðy
y
fjðHkðUg1 Ug2ðtÞÞ; hti jeitHB0 Þj þ jðHkðVg1  Vg2ðtÞÞ; hti jeitHA0 Þjg dt
aCjg1  g2jXkðA0 ;B0 Þk~Yk; jðHÞ ð2:65Þ
hold, where C ¼ CðM; d1; jÞ.
Proof. (i) Put
aðt; xÞ ¼ HkðUg1 Ug2Þðt; xÞ; bðt; xÞ ¼ HkðVg1  Vg2Þðt; xÞ:
Then ða; bÞ satisﬁes from (2.15) and (2.16)
aðt; xÞ ¼ eitH
ð t
y
ðFg1  Fg2Þðs; xÞ ds;
bðt; xÞ ¼ eitH
ð t
y
ðGg1  Gg2Þðs; xÞ ds; ð2:66Þ
where
Fgðt; xÞ ¼ g
0ðtÞ
2gðtÞ e
isHH kfðUg  VgÞðt; xÞ þ gðtÞ1=2ðA  BÞðt; xÞg ð2:67Þ
and
Ggðt; xÞ ¼  g
0ðtÞ
2gðtÞ e
itHHkfðUg  VgÞðt; xÞ  gðtÞ1=2ðA  BÞðt; xÞg ð2:68Þ
Hence we see















eisHH kfðUg1 Ug2  Vg1 þ Vg2Þðs; xÞ
þ ðg1ðtÞ1=2  g2ðsÞ1=2ÞðA  BÞgðs; xÞ
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and















eitHHkfðUg1 Ug2  Vg1 þ Vg2Þðs; xÞ


























  kHkðA  BÞk ds
which implies (2.63) together with Gronwall inequality.
(ii) Put
zðsÞ ¼ g2ðsÞ1=2eisHðUg1ðsÞ Ug2ðsÞÞ;
hðsÞ ¼ g2ðsÞ1=2eisHðVg1ðsÞ  Vg2ðsÞÞ:
ð2:69Þ









ðq2ðsÞðe2isHzðsÞ þ f2ðsÞÞ ds; ð2:71Þ
where qjðsÞ ¼ g
0
j ðsÞ
2 , j ¼ 1; 2;
f1ðsÞ ¼ g2ðsÞ1=2eisHfðq1ðsÞ  q2ðsÞÞðUg1ðsÞ  Vg1ðsÞ þWg1ðsÞÞ
þ q2ðsÞðWg1ðsÞ Wg2ðsÞÞg;
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f2ðsÞ ¼ g2ðsÞ1=2eisHfðq1ðsÞ  q2ðsÞÞðUg1ðsÞ  Vg1ðsÞ þWg1ðsÞÞ
 q2ðsÞðWg1ðsÞ Wg2ðsÞÞg
and WgðsÞ ¼ gðsÞ1=2ðeisHA0  eisHB0 Þ. It follows from Proposition 2.2 that we
can see ðy
y
jðHkfmðtÞ; hti jUgl ðtÞÞj þ jðHkfmðtÞ; hti jVgl ðtÞÞj dt
aCjg1  g2jXkðA0 ;B0 Þk~Yk; jðHÞ
and ðy
y
jðHkfmðtÞ; hti je itHA0 Þj þ jðHkfmðtÞ; hti jeitHB0 Þj dt
aCjg1  g2jXkðA0 ;B0 Þk~Yk; jðHÞ
for m; l ¼ 1; 2, where C ¼ CðM; dÞ. Therefore we can prove (2.64) and (2.65)
analogously to (2.47) and (2.48). In fact, we seek the solution ðz; hÞ of (2.70) and
















Then we can show similarly to the proof of (v) in Lemma 2.2ðy
y
jðeitHHkzpðtÞ; hti jbqðtÞÞj þ jðeitHHkhpðtÞ; hti jaqðtÞÞj dt
aCðcjd1Þpþqþ2jg1  g1jXkðA0 ;B0 Þk~Yk; jðHÞ;
where ðap; bpÞ is deﬁned by (2.27) and (2.28), andðy
y
jðeitHHkzpðtÞ; hti jB0 Þj þ jðeitHHkhpðtÞ; hti jA0 Þj dt
aCðcjd1Þpþ1jg1  g1jXkðA0 ;B0 Þk~Yk; jðHÞ:
Then we can show that ðzp; hpÞ satisﬁes the above estimates similarly to (iii) and
(v) of Lemma 2.1. r
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We continue again to prove Theorem 1.1. For g A Xd;M we denote by ðAg;BgÞ
the solution of (2.5)–(2.7) and deﬁne
FðgÞ2ðtÞ ¼ 1þ e
4gðtÞ2 kAgðtÞ  BgðtÞk
2
¼ 1þ e
4gðtÞ2 kUgðtÞ  VgðtÞ þWðtÞk
2;
where ðUg;VgÞ ¼ ðAg;BgÞ  ðA;BÞ denotes the solution of (2.15)–(2.17) and
Wðt; xÞ ¼ ðA  BÞðt; xÞ. We shall prove that FðgÞ is a contraction mapping
in Xd;M . It is trivial that 1aFðgÞðtÞ2a 1þ CðdÞeaM 2, if e and M are chosen
suitablly, because Ug, Vg, and W are bounded in L
2ðRnÞ from Proposition 2.1.
Next we shall prove that FðgÞ0ðtÞ belongs to L1ðRÞ. Di¤erentiating F2ðgÞðtÞ with
respect to t we have
2FðgÞðtÞFðgÞ0ðtÞ ¼ eg
0ðtÞ
2gðtÞ3 kAgðtÞ  BgðtÞk
2
þ e
2gðtÞ2 <ððAgðtÞ  BgÞ
0
tðtÞ;AgðtÞ  BgðtÞÞ
It follows from (2.5)
<ððAgðtÞ  BgðtÞÞ0t;AgðtÞ  BgðtÞÞ
¼ <ðiHðAgðtÞ þ BgðtÞÞ þ g
0
g
ðAgðtÞ  BgðtÞ;AgðtÞ  BgðtÞÞ












þ ðeitHHA0 ;VgðtÞÞ þ ðe2itHHA0 ;B0 Þg; ð2:73Þ
which belongs to L1ðRÞ from (i) of Proposition 2.2 with k ¼ 1, j ¼ 0. Now we
can show that F is a contraction mapping in Xd;M . It follows from Proposition
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2.1 and Proposition 2.3 that we can show
jFðg1Þ Fðg2ÞjXaCejg1  g2jXkðA0 ;B0 Þk~Y1ðHÞ ð2:74Þ
for any g1; g1 A Xd;M , which implies that F is a contraction mapping in Xd;M , if
e > 0 is small. In fact we have from (2.73) and from (i) of Proposition 2.2 with








2gðtÞ2 j=fðHUgðtÞ;VgðtÞÞ þ ðe
itHHUgðtÞ;B0 Þ
þ ðeitHHA0 ;VðtÞÞ þ ðe2itHHA0 ;B0 Þgj dt
aCekðA0 :B0 Þk~Y1ðHÞa d











and it follows from (2.72) that we see









=fðHðA1  A2Þ;B1Þ þ ðHA2;B1  B2Þg:
where Aj ¼ eitHA0 þUgj ðtÞ and Bj ¼ eitHB0 þ Vgj ðtÞ, j ¼ 1; 2. Besides
A1  A2 ¼ Ug1 Ug2 ; B1  B2 ¼ Vg1  Vg2
hold. Hence we can get applying Proposition 2.2 and Proposition 2.3ðy
y
jF 0ðg1ÞFðg1Þ F 0ðg2ÞFðg2Þj dtaCejg1  g2jX :
Moreover taking account of the following relation,
F 0ðg1Þ F 0ðg2Þ ¼





we can obtain (2.74). Therefore F is a contraction mapping in Xd;M and we have
the ﬁxed point g A Xd;M of F. Consequently we obtain ðAðtÞ;BðtÞ; gðtÞÞ a solution
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of (2.5) and (2.7) satisfying (2.8). Next we shall investigate the behavior of
ðAðtÞ;BðtÞÞ when t !y.
Proposition 2.4. Assume that ðA0 ;B0 Þ satisﬁes kðA0 ;B0 Þk~Y1ðHÞ <y and
let ðAðtÞ;BðtÞ; gðtÞÞ be the solution of (2.5), (2.7) and (2.8). Then there is
ðAþ0 ;Bþ0 Þ A DðH 1=2Þ DðH 1=2Þ satisfying kðAþ0 ;Bþ0 Þk~Y1ðHÞ <y and
keitHAðtÞ  Aþ0 k þ keitHBðtÞ  Bþ0 k ! 0; t !y: ð2:75Þ
and there is cþy > 0 such that
gðtÞ  cþy ! 0; t !y; ð2:76Þ




fkAþ0 k2 þ kBþ0 k2  2<aþg; ð2:77Þ
where aþ ¼ limt!yðe2itHAþ0 ;Bþ0 Þ. Furthermore if ðA0 ;B0 Þ satisﬁes
~GðH;A0 ;B0 ; tÞ ! 0; t !Gy; ð2:78Þ
we have aG¼ limt!GyðeitHAG0 ;BG0 Þ ¼ 0, cþy ¼ cy and kAþ0 k2 þ kBþ0 k2 ¼ kA0 k2 þ
kB0 k2, and ðAþ0 ;Bþ0 Þ also satisﬁes (2.78).
Moreover assume that ðA0 ;B0 Þ satisﬁes kðA0 ;B0 Þk~Y1; 1ðHÞ <y. Then
ðAþ;BþÞ also belongs to ~Y1;1ðHÞ and there is CðtÞ A C0ðR1;DðHÞÞ such that
AðtÞ  BðtÞ ¼ HCðtÞ ð2:79Þ
and





isH þ eisHÞCðsÞ ds
 
: ð2:80Þ
Proof. It follows from (2.5)
ðeitHAðtÞÞ0 ¼ eitH g
0
2g




Therefore eitHAðtÞ and eitHBðtÞ are Cauchy sequeneces in L2 tending t !y of
which limit ðAþ0 ;Bþ0 Þ satisﬁes (2.75), because, g 0ðtÞ A L1ðRÞ and ðAðtÞ;BðtÞÞ is
bounded in L2 from Proposition 2.1. We can prove that cþy satisﬁes (2.76) and
(2.77) by the similar way as in the proof of the fact that cy satisﬁes (2.9). Assume
that ðA;BÞ belongs to ~Y1;1ðHÞ, Since eisHAðsÞ ¼ eisHUðsÞ þ A0 , eisHBðsÞ ¼
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eisHVðsÞ þ B0 , we get Aþ ¼ Uþ þ A0 , Bþ ¼ Vþ þ B0 . It follows from (i) of
Proposition 2.2 that ðUþ;VþÞ, ðA0 ;B0 Þ and ðUþ;VþÞ þ ðA0 ;B0 Þ belong to
~Y1;1ðHÞ, that is, ðAþ0 ;Bþ0 Þ is in ~Y1;1ðHÞ. Assume ðA0 ;B0 Þ satisﬁes (2.78) with .
Then evidently a ¼ 0 holds, because UðsÞ;VðsÞ ! 0, t ! y in L2. If
ðA0 ;B0 Þ satisﬁes (2.78) with þ, then it follows from (iii) of Proposition 2.2 that
limt!yðeitHAþ0 ;Bþ0 Þ ¼ aþ ¼ 0 also holds. In fact, it follows from (2.75) that
ðeiðt2sÞHAðsÞ;BðsÞÞ ! ðeitHAþ;BþÞ uniformly in t, tending s!y. Therefore for
any e > 0 there is s1 such that for any t A R
jðeiðt2s1ÞHAðs1Þ;Bðs1ÞÞ  ðeitHAþ;BþÞj < e:
On the other hand it follows from (iii) of Proposition 2.2 that ðeiðt2s1ÞHAðs1Þ;
Bðs1ÞÞ ¼ ðeiðt2s1ÞHðUðs1Þ þ Aðs1ÞÞ;Vðs1Þ þ Bðs1ÞÞ ! 0, t !y. Hence we
get lim supt!yjðeitHAþ;BþÞja e. Since e > 0 is arbitrary, we obtain aþ ¼ 0.
Next we shall prove cþy ¼ cy. In fact, we get from (2.7) and (2.75) by use of
aG ¼ 0
lim
t!Gy kAðtÞ þ BðtÞk
2 ¼ lim
t!Gy ke
itHAG0 þ eitHBG0 k2
¼ kAG0 k2 þ kBG0 k2 þ limt!Gy 2<ðe
itHAG0 ; e
itHBG0 Þ






				 				2 ¼ kAG0 k2 þ kBG0 k2cG2y :
Moreover we get from (2.8)
cG2y ¼ 1þ










which is a constant E0, where FðhÞ ¼
Ð h
0 ð1þ esÞ ds. Because dEðtÞdt ¼ 0 holds from
(2.5) and (2.8). Therefore tending t to Gy we obtain
1
2
kAG0 k2 þ kBG0 k2 þ F
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which implies cþy ¼ cy and consequently kA0 k2 þ kB0 k2 ¼ kAþ0 k2 þ kBþ0 k2




 ¼ 2E0 has a unique
positive solution.




ðA BÞ ¼ iHðAþ BÞ;
that is, ðg1ðA BÞ0 ¼ ig1HðAþ BÞ. Hence we obtain
gðtÞ1ðAðtÞ  BðtÞÞ  gð0Þ1ðAð0Þ  Bð0ÞÞ ¼ i
ð t
0
gðsÞ1HðAðsÞ þ BðsÞÞ ds: ð2:83Þ
Moreover since A ¼ g1=2aþ A, B ¼ g1=2b þ B we have
Að0Þ  Bð0Þ ¼ gð0Þ1=2ðað0Þ  bð0ÞÞ þ 2icyHf : ð2:84Þ
We shall prove that að0Þ  bð0Þ is contained in the image of H. It follows from
(2.22), (2.23) and (2.24)











þ eisHg1=2ð2i sinðsHÞg þ icyH cosðsHÞ f Þg ds
¼;F ðtÞ þ GðtÞ; ð2:85Þ
where we use eisH ¼ cosðsHÞ þ i sinðsHÞ. Then noting that F 0ðtÞ ¼
g 0
2g e
2itHðaðtÞ  bðtÞÞ we can see that F satisﬁes ðeQFÞ0ðtÞ ¼ eQðtÞ g 0ðtÞ
2gðtÞ e
2itHG,






















þ eisHg1=2ð2iðsHÞ1 sinðsHÞg þ icy cosðsHÞ f Þg ds
¼;H ~GðtÞ
is in the image of H. In fact, ðsHÞ1 sinðsHÞ ¼ Ðy0 sinðslÞsl dEðlÞ is a bounded
operator in L2ðRnÞ, where EðlÞ is the spectral family of H, and it follows from
the assumption ðA0 ;B0 Þ A ~Y1;1ðHÞ that sg 0ðsÞ A L1ðRÞ. Because from (2.73) and
Proposition 2.2 we can see
tg 0ðtÞ ¼ tFðgÞ0ðtÞ ¼ e
2gðtÞ2 =fðHUgðtÞ; tVgðtÞÞ þ ðe
itHHUgðtÞ; tB0 Þg
















gðsÞ ðAðsÞ þ BðsÞÞ ds; ð2:87Þ
which satisﬁes (2.79).
Finally we shall prove (2.80). Integrating (2.81) from 0 to y we get by use of
(2.79)





isH þ eisHÞðAðsÞ  BðsÞÞ ds





isH þ eisHÞCðsÞ ds
 
;
which means (2.80). r
Now we can prove Theorem 1.1. Deﬁne TðtÞ ¼ Ð t0 gðsÞ1 ds and denote
by SðtÞ the inverse of TðtÞ ¼ t. Put cðtÞ ¼ gðSðtÞÞ and ðA1ðt; xÞ;B1ðt; xÞÞ ¼
ðAðSðtÞ; xÞ;BðSðtÞ; xÞÞ, ðA1 ðt; xÞ;B1 ðt; xÞÞ ¼ ðAðcyt; xÞ;Bðcyt; xÞÞ which solve
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(2.1)–(2.4). Moreover we can deﬁne by use of (2.79)
uðt; xÞ ¼ CðSðtÞÞ
2icðtÞ ;
which belongs to DðHÞ and satisﬁes HuðtÞ ¼ A1ðtÞB1ðtÞ
2icðtÞ and utðtÞ ¼
A1ðtÞþB1ðtÞ
2 , and










Cð0Þ þ Ðy0 g 0ðsÞgðsÞ ðeisH þ eisHÞCðsÞ ds ; ðAþ0 þBþ0 Þ2  which belongs
to Y1ðHÞ because of ðAþ0 ;Bþ0 Þ A ~Y1ðHÞ and let uþðtÞ be a solution of (1.3) with þ
and put Aþ1 ðtÞ ¼ AðcþytÞ, Bþ1 ðtÞ ¼ BþðcþytÞ. Then it follows from (2.7), (2.9) and
(2.75), (2.76) that uðtÞ and uþðtÞ satisfy (1.3), (1.4), (1.5) and (1.7). Besides (1.6)
and limt!y G0ðH; f þ; gþ; tÞ ¼ 0 follow from Proposition 2.4. Thus we completed
the proof of Theorem 1.1.
3. Su‰cient Conditions for kð f ; gÞkYk; jðHÞ <y
In this section we shall investigate the condition kð f ; gÞkYk; jðHÞ <y and





which exists in L2ðRnÞ if we assume that A is a perturbation of D, that is, A is
elliptic and there is R > 0 such that
ajkðxÞ ¼ djk; ð3:1Þ
for jxjbR. The wave operators WG are unitary in L2ðRnÞ and satisﬁes AWG¼
WGD, so we can see easily that if ð f0; g0Þ ¼ ðW G f ;W GgÞ, where W G is the ajoint
operator of WG, then ð f ; gÞ satisﬁes kð f ; gÞkY2ðHÞ <y if and only if ð f0; g0Þ
satisﬁes
kð f0; g0ÞkYk; jðH0Þ ¼
ðy
y
ð1þ jtj2Þ j=2fjðeitH0H 2þk0 f0; f0Þj jðeitH0Hk0 g0; g0Þj
þ jðeitH0H 1þk0 f0; g0Þjg dt <y; ð3:2Þ
where H0 ¼
ﬃﬃﬃﬃﬃﬃﬃDp and H ¼ ﬃﬃﬃﬃﬃﬃﬃAp . Because that kð f0; g0ÞkYk; jðH0Þ ¼ kð f ; gÞkYk; jðHÞ
holds, if ð f0; g0Þ ¼ ðW G f ;W GgÞ. The following proposition is well known. For
example see Mochizuki [11].
Proposition 3.1. Assume that A is elliptic and the coe‰cients of A satisﬁes
(3.1). Then there is the wave operator WG which is unitary in L
2ðRnÞ, has the
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relation H ¼ WGH0W G and satisﬁes
C1l k f kH la kWG f kH laClk f kH l ; ð3:3Þ
for any l A R1 and f A Hl.
We continue to explain what functions ð f ; gÞ satisfy the condition
kð f ; gÞkYk; jðHÞ <y. We need the following lemma which is proved by Greenberg
and Hu [3], D’Ancona and Spagnolo [1] and Yamazaki [13].
Lemma 3.1. Let m1 and m2 nonnegative numbers and put m ¼ m1 þ m2. When
nb 2 we take H0 ¼
ﬃﬃﬃﬃﬃﬃﬃDp and k be a nonnegative number such that ka nþ m
and when n ¼ 1 we take H0 ¼ i ddx and k, m arbitrary non negative integers. Then
there is a positive constant Cn;m such that the following inequality holds for every
fj A H
mj
k , ð j ¼ 1; 2Þ,





Here we shall give an outline of the proof of this lemma in a simple case fol-
lowing D’Ancona and Spagnolo [1]. When nb 2, m ¼ 1 and an integer k ¼ n, we
can see easily (3.4) holds. In fact, taking account of
P xj
itjxj qxj e
itjxj ¼ eitjxj, we see
















ð f^1ðxÞjxjm1 f^2ðxÞjxjm2Þ dx
which implies









  dxaCk f1kH m1n k f2kH m2n ;













¼ kxjRj f kL2aCk f kL2
1
;
here Rj are Riez operator of which symbol is
xj
jxj . When k is not an integer, we
can derive (3.4) by use of the interpolation theorem. See Lemma 2.1 in Yamazaki
[13] for detail.
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It follows from Lemma 3.1 that we can see that if ð f0; g0Þ ¼ ðW G f ;W GgÞ
belongs to H
ð2þkÞ=2
m Hk=2m for m > 1, then ð f ; gÞ satisﬁes kð f ; gÞkYk; jðHÞ <y.
We investigate the conditions under that ð f0; g0Þ ¼ ðW G f ;W GgÞ belongs to
H
ð2þkÞ=2
m Hk=2m . In Proposition 3.1 we indicated the boundedness in Sobolev
space Hl of the wave operators WG, W

G. To use Lemma 3.1 we need the
boundedness of the wave operators in weighted Sobolev space W l;2m . To get such
boundedness, we need moreover some condition. Namely we assume that there is
a real valued function q A CyðR2nÞ satisfying (1.13) and (1.14). This condition is
equivalent to the non trapping condition. See [4] and [5]. Then the following
theorem holds, of which proof is given partially in Kajitani [6].
Theorem 3.1. Assume that nb 2 and the coe‰cients of A satisfy (1.11)
and (3.1). Moreover we assume that there is a function q A CyðR2nÞ satisfying
(1.13) and (1.14). Let l; m A R and m an integer. Then there is Cln > 0 such
that
kWGjkH lmm0 aClnkjkH lþl0þ2mþl0
; ð3:5Þ
for 0am < nþ12 , m0 >
1
2 , l0 >
n
2 and for j A H
lþl0þ2
m and
kW GckH lmþmaClnkckH lþl0mþ1þm0
; ð3:6Þ
for 0amþ m < nþ22 , 0a m < 1, m0 > 12 , l0 > 3n2 þ 5 and c AW lþl0;2mþ1þm0 :
The proof of Theorem 3.1 will be given in the section 4.
We can get the following proposition by applying (3.6).
Proposition 3.2. Let nb 2, kb 0 and jb 0 an integer. Assume that (1.11)
and (3.1) are valid and that there is a function q A CyðR2nÞ satisfying (1.13) and




2 þ 3, m0 > 12 and j < n2 , then kð f ; gÞkYk; jðHÞ <y holds.
Proof. We put ð f0; g0Þ ¼ ðW G f ;W GgÞ. By use of Lemma 3.1 and Theorem
3.1 we can estimate




ð1þ jtj2Þ j=2fjðeitH0H 2þk0 f0; f0Þj þ jðeitH0Hk0 g0; g0Þj



























Next we mention a su‰cient condition for (3.2) without decay weight with
respect to the space variables. We need the following proposition of which proof
is given for example in [8].
Lemma 3.2. Let k a non negative integer. Then there is C > 0 such that if
nb 2 we take H0 ¼




fð1þ jtjÞnk þ ð1þ jtjÞðn1Þ=2ðð1þ j jx yj þ tjÞðn1Þ=2k
þ ð1þ j jx yj  tjÞðn1Þ=2kÞgjð1 DyÞ l=2f ðyÞj dy; ð3:7Þ
for f AW l;1 and for l > k þ n.
Using the above Lemma 3.2 we can prove the following proposition.
Proposition 3.3. Let ð f0; g0Þ be in ðDðH ð2þkÞ=20 ÞVW ðlþ2þkÞ=2;1Þ  ðDðHk=20 ÞV
W ðlþkÞ=2;1Þ, l > n, kb 0; j non negative integer. Assume that j  n12 a 0 and
k þ n12 > 1 or that j  n12 < 1 hold. Then ð f0; g0Þ satisﬁes kð f0; g0ÞkYk; jðH0Þ <y.
Moreover G0ðH0; f ; g; tÞ ! 0, jtj !y for nb 2.
Proof. Applying Lemma 3.2 we can see that ð f0; g0Þ A ðDðH ð2þkÞ=20 ÞV
W ðlþ2þkÞ=2;1Þ  ðDðHk=20 ÞVW ðlþkÞ=2;1Þ, l > n satiasﬁes (3.2), that is, we cal-
culate




ð1þ jtj2Þ j=2fjðeitH0H 2þk0 f0; f0Þj þ jðeitH0Hk0 g0; g0Þj
þ jðeitH0H 1þk0 f0; g0Þjg dt





ð1þ jtj2Þ j=2fjeitH0H 2þk0 ð1 DÞl1 f0ðxÞj jð1 DÞ l1 f0ðxÞj
þ jeitH0Hk0 ð1 DÞl1g0ðxÞj jð1 DÞ l1g0ðxÞj
þ jeitH0H 1þk0 ð1 DÞl1 f0ðxÞj jð1 DÞ l1g0ðxÞjg dxdt
<y;














 fð1þ jtjÞnk þ ð1þ jtjÞðn1Þ=2ðð1þ j jx yj þ jtj jÞðn1Þ=2k
þ ð1þ j jx yj  jtj jÞðn1Þ=2kÞgjð1 DyÞ l=2l1g0ðyÞj dy






jð1 DyÞ l=2l1g0ðyÞj jð1 DxÞ l1g0ðxÞj dydx
aCkð1 DÞ l=2l1g0kL1kð1 DyÞ l1g0kL1aCkg0kW l=4; 1 ;





ð1þ jtj2Þ j=2fð1þ jtjÞðn1Þ=2ðð1þ j jx yj þ tjÞðn1Þ=2k
þ ð1þ j jx yj  tjÞðn1Þ=2kÞg dtaC;
if j  n12 a 0 and k þ n12 > 1 or if j  n12 < 1. We can estimate the other
terms by the same way. Thus we get kð f0; g0ÞkYk; jðH0Þ <y, if j  n12 a 0 and
k þ n12 > 1 or if j  n12 < 1. Moweover we get by Lebesgue’s convergence
theorem ðeitH0g0; g0Þ ! 0, jtj !y for nb 2 which implies G0ðH0; f0; g0; tÞ ! 0,
jtj !y for nb 2. r
Proposition 3.3 with k ¼ j ¼ 1 implies the following theorem.
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Theorem 3.2. Let nb 3. Assume that A ¼ D and the initial data ð f ; gÞ
belongs to ðDðH 3=2ÞVW ðlþ3Þ=2;1Þ  ðDðH 1=2ÞVW ðlþ1Þ=2;1Þ, l > n. Then the con-
clusion of Theorem 1.1 is valid.
Proposition 3.4. Assume that nb 2 and the coe‰cients of A satisfy (1.11)
and (3.1). Moreover we assume that there is a function q A CyðR2nÞ satisfying
(1.13) and (1.14). Let ð f ; gÞ be in DðH ð2þkÞ=2ÞVW l;1 DðHk=2ÞVW l1;1, lb
2nþ 6. Then if n32 > j, kb 0, kð f ; gÞkYk; jðHÞ <y holds.
Proof. It follows from Theorem 1.2 in Kajitani [6] that the uniform decay
estimates of solutions of the wave equation associated to A holds, that is, the
solution w of the equation wtt ¼ Aw satisﬁes
kwtðtÞkLy þ kHwðtÞkLyaCð1þ jtjÞðn1Þ=2ðkwð0ÞkW l; 1 þ kwtð0ÞkW l1; 1Þ
for lb 2nþ 6. Using the above decay estimates we get
keitHHkf kLyaCð1þ jtjÞðn1Þ=2k f kW l; 1 ; k ¼ 0; 1
for nb 2, lb 2nþ 6. In fact, let wðtÞ be satisﬁed with wtt ¼ Aw, wð0Þ ¼ 0,
wtð0Þ ¼ Hkf and put AðtÞ ¼ ðqt þ iHÞwðtÞ. Then AðtÞ satisﬁes ðqt  iHÞAðtÞ ¼ 0,
Að0Þ ¼ Hkf . Hence we can write AðtÞ ¼ eitHH kf which satisﬁes a desired es-
timate evidently. When nb 6 the above estimate implies that ð f ; gÞ AW l;1 
W lþ1;1, lb 2nþ 6 satisﬁes the condition kð f ; gÞkYk; jðHÞ <y. r
Proof of Theorem 1.2. It follows from Proposition 3.2 with j ¼ 1 for
n ¼ 3; 4; 5 and Proposition 3.4 with k ¼ j ¼ 1 for nb 6 that Theorem 1.1 with
k ¼ j ¼ 1 holds for a perturbed operator A. Furthermore we can obtain Theorem
1.2 using Theorem 1.1 for an perturbed operator A and the scattering operator
among A and D which existence is assured in Proposition 3.1.
4. Estimates of Wave Operators
In this section we shall prove Theoren 3.1. First we mention a well known
result which can be found for example in the textbook (p. 75, Theorem 15.3 and
its proof ) of Mochizuki [11].
Proposition 4.1. Let nb 2. Assume that A satisﬁes (1.11) and A ¼ D for
jxjbR0. Then the wave operators WG has a following integral representation
WGjðxÞ ¼ ð2pÞn
ð
wGðx; xÞj^ðxÞ dx; ð4:1Þ
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where
wGðx; xÞ ¼ eixx þ w1Gðx; xÞ ð4:2Þ
and
w1Gðx; xÞ ¼ ðA ðjxj2G i0ÞÞ1eixx
Xn
l;k¼1
fðalkðxÞ  dlkÞxlxk þ qxl alkðxÞxkg: ð4:3Þ
Denote the resolvent of A by RðzÞ ¼ ðA zÞ1 and put uðlÞ ¼ Rðl2Þ f .
Modifying the proofs of Theorem 4.8 and of Theorem 4.10 in Kajitani [6] we can
prove the following proposition.
Proposition 4.2. Let nb 2. Assume that A satisﬁes (1.11) and A ¼ D for
jxjbR0 and that there is a function qðx; xÞ A CyðR2nÞ satisfying (1.13) and (1.14).
Let l ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃs2G iep , s A R, eb 0, lb n2 þ 1 and f A Cy0 ðRnÞ with supp f HKðK :
a compact set in RnÞ, m > 12 and u be a solution of the equation ðA l2Þu ¼ f .









k f kH l ð4:4Þ





aClkjlj1kk f kW lþ1; 2
1=2þmþk
ð4:5Þ
for k ¼ 0; 1; . . . .
Let decompose w0ðx; xÞ ¼ Rðl2ÞVð; xÞrðxÞ and wyðx; xÞ ¼ Rðl2ÞVð; xÞ 
ð1 rðxÞÞ, where l2 ¼ jxj2G i0, Vðx; xÞ ¼ eixxPnl;k¼1fðalkðxÞ  dlkÞxlxk þ
qxl alkðxÞxkg and rðA Cy0 Þ ¼ 1 for jxja l0 and r ¼ 0 for jxjb l0 þ 1. Denote
W0 f ðxÞ ¼
ð
w0ðx; xÞ f^ ðxÞ dx; Wy f ðxÞ ¼
ð
wyðx; xÞ f^ ðxÞ dx:
Then we have WG f ðxÞ ¼ W0 f ðxÞ þWy f ðxÞ. We shall estimate the terms W0 f ðxÞ
















Lemma 4.1. Let w be satisﬁed with ðA zÞw ¼ V A Cy0 ðRnÞ, where z ¼




RðzÞkfbabkRðzÞ þ dabkgV ; ð4:8Þ
where babk is a di¤erential operator of order jaj þ k with compact support
coe‰cients and dabk is a di¤erential operator of order jaj þ k  1.
Proof. We shall prove (4.8) by induction of b. For b ¼ 0 we have
ðA zÞDaxw ¼ ½A;Dax wþDaxV ;
which gives ba01 ¼ ½A;Dax  and da01 ¼ Dax . Assume that (4.8) is valid for jbj ¼
l  1 and for any a A Znþ. We have
ðA zÞðxbDaxwÞ ¼ xbDaxV þ ½xbDax ;Aþ Dw ½xbDax ;Dw ð4:9Þ
On the other hand, the assumption of induction yields
½xbDax ;Dw ¼ 
Xn
j¼1















here we denote ej ¼ ð0; . . . ; 1; 0; . . . ; 0Þ of which jth component equals to 1.
Hence taking account that the support of the coe‰cients of ½xbDax ;A D are
compact, we obtain from (4.9) by use of the assumption of induction,
xbDaxw ¼ RðzÞ
(







which implies (4.8). r
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Rðl2ÞfbgbkRðl2Þ þ dgbkgV : ð4:10Þ
Proof of Theorem 3.1. First we shall prove (3.5). Since WG¼ I W 1G and
W 1G ¼ W0 þWy, it su‰ces to prove that (3.5) ia valid for W0 and Wy. From
(4.3) we have
W0 f ðxÞ ¼
ð
Rðl2ÞVð; xÞrðxÞ f^ ðxÞ dx;


























2Þ x  ‘x
2jxj2
 !ðk1Þ
fbgbkRðl2Þ þ dgbkgVð; xÞrðxÞ f^ ðxÞ dx
ð4:11Þ
if jbja n, where x‘xjxj2
 




























8<:bgbk Xja 0 jajajCa;a 0qa 0x ðRðl2ÞrðxÞÞqaa 0x ðVð; xÞ f^ ðxÞÞ
þ dgbkqax ðVð; xÞrðxÞ f^ ðxÞÞ
9=;;
where Ca;a 0 ¼ a!ðaa 0Þ!a 0! . It follows from (4.11) that using (4.4) of Proposition 4.2
and noting that the supports of the coe‰cients of bgbk and Vðx; xÞ are compact













ja 0 jajaj Ca;a 0q
a 0
x ðRðl2ÞÞ








				Rðl2ÞXkXjajak1 aðk1Þa ðxÞbgbkXja 0 jajaj Ca;a 0qa 0x ðRðl2ÞÞ










x ðVð; xÞrðxÞ f^ ðxÞkH jgjþkm0jbjðRnx Þ












jxj2jbjþ1 dxk f kL2jbjþl0 aCk f kL2jbjþl0 ; ð4:12Þ
if jbj < nþ12 and l0 > n2 .
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Next we shall esticmate Wy f . Similarly using (4.11) we get
xbDgxWy f ðxÞ ¼
ð







 ðbgbkRðl2Þ þ dgbkÞVð; xÞð1 rðxÞÞ f^ ðxÞ dx ð4:13Þ
for any b; g A Nn. Taking account of Dgxq
a
xV ¼ 0ðjxj2þjgjÞ, jxj !y, similarly to




jxj2ðk1Þþjajfkqax ðRðl2ÞVð; xÞð1 rðxÞÞ f^ ðxÞkH jgjþkm0jbjðRnx Þ








2þ 4 and jgja l. Thus we get (3.5) for 0a jbj < n2 from (4.11), (4.12) and
(4.14).
Next we shall estimate W Gc ¼ W 0 cþW yc, that is, W 0 c and W yc. Since
we can write W 0 c as
W 0 cðxÞ ¼
ðð
eixxw0 ðy; xÞcðyÞ dydx;




dW 0 cðxÞ ¼ ð qgxw0 ðy; xÞcðyÞ dy; ð4:15Þ
where w0 ðy; xÞ ¼ wGðy; xÞrðxÞ which satisﬁes (4.6). Hence we have for jgj ¼ m by
use of (4.15) and (4.6),














kckL2jgjþm0 aCkckL2mþm0 ; ð4:16Þ
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if we choose m < nþ22 and m0 >
1
2 . Let m > 0 be an integer and 1 > m > 0 such
that mþ m < nþ22 . We shall use the following well known estimate
khximf kL2aC sup
0<jhja1;h ARn
jhjmk f^ ðxþ hÞ  f^ ðxÞkL2 þ k f kL2
( )
; ð4:17Þ
for any f A L2m and f^ means the Fourier transform of f . Applying the inequalty
(4.17) to xbqgxW























þ kxbqgxW 0 ckL2
!
:
By use of (4.6) we can calculateð
jxja2jhj
ð








ðjxþ hj2ðm1Þ þ jxj2ðm1ÞÞ dxaCjhj2ðm1Þþn;
if jbj ¼ ma n2þ 1 and m0 > 12 . On the other hand, using (4.6) againð
l0þ1bjxjb2jhj
ð
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gð dW ycÞðxÞÞ ¼ ð qbx xgwyðy; xÞcðyÞ dy
¼
ð
ðhðy;DÞNqbx xgwyðy; xÞÞðhðy;DÞNcðyÞÞ dy; ð4:19Þ
for any integer N, where hðx;DÞ ¼ ðAþ ihÞ1=2, hg 1. Hence we get
jqbx xg dW ycðxÞÞja khð;DÞNqbx xgwyð; xÞkL2jbjm0khðy;DÞNcðyÞkL2jbjþm0 : ð4:20Þ
Denote Vðx; xÞ ¼ eixx ~Vðx; xÞ. Since hðx;DÞ ¼ ðAþ ihÞ1=2 commutes with
Rðl2Þ ¼ ðA l2Þ1,
ðhðy;DÞNqbx xgwyðy; xÞÞ ¼ hðy;DÞNqbx xgRðl2Þeiyx ~Vðy; xÞð1 rðxÞÞ
¼ qbx xgRðl2Þhðy;DÞNeiyx ~Vðy; xÞð1 rðxÞÞ
holds. On the other hand, taking account that Vðy; xÞ has a compact support in
y and jDaxqbx ~Vðy; xÞð1 rðxÞjaCð1þ jxjÞ2jbj, by use of (4.5) we can estimate
kqbx ðxgRðl2Þhð;DÞÞNeix ~Vð; xÞð1 rðxÞÞkL2jbjm0 ðRnx Þ
aCð1þ jxjÞnþ5þjgj2N ; ð4:21Þ
for any integer Nb 0. In fact, since
q
b








gfeix ~Vð; xÞð1 rðxÞÞg
holds, we can see from (4.5)
kqbxfxgRðl2Þhð;DÞNeix ~Vð; xÞð1 rðxÞÞgkL2jbjm0
a
X
Cb;b 0 ð1þ jxjÞ1jb
0 j







x ðxgeixx ~Vðx; xÞð1 rðxÞÞ ¼ Ubb 0 ðx; xÞ:
Since V has a compact support in x and satisﬁes jqdxqax ~Vðx; xÞjaCabð1þ jxjÞ2jdj,
we have
jqdxqaxUbb 0 ðx; xÞjaCabð1þ jxjÞ2þjgjjdj:
Hence the Fourier image of eixxUbb 0 ðx; xÞ is given by
F ðeixxUbb 0 ðx; xÞÞðzÞ ¼
ð
eiðzþxÞyUbb 0 ðy; xÞ dy
which satisﬁes
jqtz ðF ðeixxUbb 0 ðx; xÞÞðzÞÞjaCMtð1þ jxjÞ2þjgjð1þ jxþ zjÞM ð4:23Þ
for any non negative integer M. Denote the symbol of hðx;DÞN by hNðx; zÞ,
which satisﬁes
jqaxqbz hNðx; zÞjaCabNð1þ jzjÞNjbj; ð4:24Þ








0 ðizÞrr 0 fqr 0x hNðx; zÞqa
0










 fqr 0x hNðx; zÞðiqzÞaa
0a 00 fqa 0x F ðeixxUbb 0 ðx; xÞÞðzÞg dz;
we get by use of (4.23) and (4.24)
jqrxhðx;DÞNeixxUbb 0 ðx; xÞj
aCarNMð1þ jxjÞjajð1þ jxjÞ2þjgj
ð





if we choose N þM þ jrj < ðnþ 1Þ, that is, M ¼ N  n 2 jrj, where we
used ð1þ jxþ zjÞ1a ð1þ jzjÞð1þ jxjÞ1. Therefore if we take jaj > nþ12 þ m0 þ
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jbj, jrj ¼ 1 and jgja l we obtain
khðx;DÞNeixxUbb 0 ðx; xÞkH 1
m0þjbj
aCNð1þ jxjÞ5Nþnþl : ð4:25Þ
which implies (4.21) together with (4.22). On the other hand, if we take N >
3n
2 þ l þ 5 we get from (4.20) and (4.25)
kW yckW l; 2m ¼
X
jbjam; jgjal
kqbx xg dW ycðxÞÞkL2ðR nÞaCkckW lþl0 ; 2mþm0 ;
for l0 >
3n
2 þ 5, m0 > 12 and for any integer m, which implies (3.6) together with
(4.18). Thus we have completed the proof of Theorem 3.1.
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