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The relation between the halo field and the matter fluctuations (halo bias), in the presence of
massive neutrinos depends on the total neutrino mass; massive neutrinos introduce an additional
scale-dependence of the bias which is usually neglected in cosmological analyses. We investigate
the magnitude of the systematic effect on interesting cosmological parameters induced by neglecting
this scale dependence, finding that while it is not a problem for current surveys, it is non-negligible
for future, denser or deeper ones depending on the neutrino mass, the maximum scale used for the
analyses and the details of the nuisance parameters considered. However there is a simple recipe
to account for the bulk of the effect as to make it fully negligible, which we illustrate and advocate
should be included in analysis of forthcoming large-scale structure surveys.
PACS numbers:
I. INTRODUCTION
The clustering of large scale structure (LSS) is one of
the key cosmological observables, encoding precious in-
formation about the Universe’s content, the properties of
its components and the nature of the primordial pertur-
bations, which are highly complementary to those that
can be extracted from observations of the Cosmic Mi-
crowave Background (CMB). In particular the detailed
shape of the matter power spectrum is crucial to both
constrain the shape of the primordial power spectrum
(and thus glean information about the mechanism that
set out the initial conditions) and measure the absolute
neutrino mass scale. While in the standard ΛCDM (and
in the standard model for particle physics) neutrinos are
assumed massless, neutrino oscillation experiments indi-
cate that neutrinos have non-zero mass see [1] and e.g. [2]
for a review. However only the (square) mass splitting
between the different mass eigenstates has been mea-
sured, not the absolute masses. Cosmological observa-
tions are key to constrain the sum of neutrino masses,
Mν , since free streaming neutrinos can suppress cluster-
ing at small scales e.g., [3, 4] and see [5] for a thorough
review. In particular, massive neutrinos streaming out
from an over-density reduce the amount of matter accu-
mulating gravitationally in that over density, this leads
to a suppression of power below the free streaming scale
and thus a scale-dependent growth rate of perturbations
[6]. Several works have quantified this both in the linear
and non-linear regime analytically and with N-body sim-
ulations e.g. [7–11] and refs therein. This effect makes
it possible to place constraints on the sum of neutrino
masses that is not accessible to future laboratory experi-
ments [12–14]. Recent cosmological analyses provide ro-
bust 95% confidence upper limits Mν < 0.12 eV [15],
Mν < 0.13 eV [16], which, in combination with con-
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straints from the mass splitting (e.g. [17, 18]), implies
that 0.058 < Mν < 0.13 eV. While the lower limit is
cosmology-independent (but assumes no massive sterile
neutrinos) the upper limit is cosmology dependent and
would relax for models more complex than a 6+1 cosmo-
logical parameters model (a standard ΛCDM with mas-
sive neutrinos) see e.g., [19]. This implies that future LSS
surveys have the statistical power to detect the signature
of non-zero neutrino mass if systematic effects can be
kept under control e.g. [20–23]. Chief among these is the
relationship between the clustering of dark matter and
of its observable tracers (bias). Since tracers are hosted
in dark matter halos, one of the crucial ingredients to
understand bias is to model correctly the bias of the halo
field or halo bias.
The large thermal velocities of cosmic neutrinos avoid
their clustering within dark matter halos [24–28]. Dark
matter halos abundance can thus be derived from the sta-
tistical properties of the CDM+baryons field, see [29–32].
In cosmologies with massive neutrinos the CDM+baryon
field is not only responsible for the abundance of dark
matter halos, but also for their clustering [30, 33, 34].
Since the CDM+baryons power spectrum differs in am-
plitude and shape with respect to the total matter power
spectrum, defining halo bias with respect to total matter
will induce a scale-dependent bias even on large-scales.
In [30, 33] it was shown that on large-scales in cosmolo-
gies with massive neutrinos the halo bias become scale-
independent and universal if it is defined as:
bcc(k) =
√
Phh(k)/Pcc(k) , (1)
where Phh(k) is the halo power spectrum and Pcc(k) is
the CDM+baryons power spectrum, that can be esti-
mated from the different transfer functions as:
Pcc(k) = Pm(k)
(
Tcb(k)
Tm(k)
)2
, (2)
with:
Tcb(k) =
ΩcdmTcdm(k) + ΩbTb(k)
Ωcdm + Ωb
, (3)
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2where Tcdm(k), Tb(k) and Tm(k) are the transfer func-
tions of CDM, baryons and total matter while Pm(k) is
the total matter power spectrum. Here and hereafter
unless otherwise stated there is an implicit redshift de-
pendence in quantities such as bias and power spectra.
While even in CDM-only cosmologies the constant lin-
ear bias model is incorrect and too simplistic to be em-
ployed unchecked in the analysis of present and future
surveys, the extra scale dependence introduced by neu-
trino masses is usually neglected, but it is important to
quantify the applicability of this approximation.
We therefore investigate the systematic error (shift)
introduced by neglecting this extra scale-dependence in-
duced by neutrino masses on the best-fit of relevant cos-
mological parameters measured from galaxy clustering.
It is timely to consider this observable, as it represents
the main quantity to be measured by future cosmologi-
cal galaxy surveys, and it has already been used to set
low-z constraints on e.g. models of gravity, primordial
non-Gaussianity, neutrino mass and standard model pa-
rameters (see e.g. [35–42]). We concentrate on masses in
the range above, but also explore higher masses both for
illustrative purposes and because in practice when the
analysis explores parameter space, higher masses might
have to be considered.
This paper is structured as follows. In Section II we in-
troduce the suite of simulations used to characterise the
Mν-induced scale dependence of the halo bias, our mod-
eling of the observable, the full shape of the halo power
spectrum, and the Fisher matrix-based approach to es-
timate the systematic shifts induced by neglecting the
above scale dependence. In Section III we present our
results that are the forecasted shifts for a suite of forth-
coming and future surveys. We also propose a simple and
inexpensive way to satisfactorily account for the effect.
We conclude in Section IV. The Appendix reports useful
fitting formulae for the scale dependence of the halo bias.
II. METHODOLOGY
A. N-body simulations of halo bias with massive
neutrinos
We use a subset of the HADES simulations [43], that
we describe briefly here. Simulations have been run us-
ing the TreePM code Gadget-III, last described in [44].
Our simulations follow the evolution of 10243 CDM plus
10243 neutrino particles (only in models with massive
neutrinos) in a periodic box of 1000 h−1Mpc. The soft-
ening length of both CDM and neutrinos is set to 1/40 the
mean inter-particle distance. Initial conditions are gener-
ated at z = 99, taking into account the scale-dependent
growth factor/rate present in cosmologies with massive
neutrinos employing the procedure outlined in [45], us-
ing the Zel’dovich approximation. Massive neutrinos are
simulated as a pressureless and collisionless fluid, i.e. us-
ing the particle-based method [46–48], and we assume
that neutrinos have degenerate masses. We consider
two different cosmological models with
∑
mν = Mν =
0.0, 0.15 eV. The value of the other cosmological param-
eters are Ωm = Ωcdm + Ωb + Ων = 0.3175, Ωb = 0.049,
ns = 0.9624, h = 0.67, As = 2 × 10−9, in agreement
with the results from Planck [19]. For each cosmological
model we run 15 realizations with different random ini-
tial seeds and store snapshots at redshifts 0, 0.5, 1, 2 and
3.
To compute the halo bias we first estimate the matter
and halo power spectra by computing the density us-
ing the cloud-in-cell scheme and then the standard Fast
Fourier transform procedure. The bias is then obtained
from the power spectra ratio, and we compute the mean
and dispersion from the different realizations. While in
principle the cross (halo-matter) power spectrum should
be used to estimate the bias as bhm = Phm/Pmm in a way
that is less sensitive to stochasticity, for our application,
which results we envision should be applied to the analy-
sis of galaxy surveys, the interesting quantity actually de-
pends on Pmm, and is actually bmm =
√
Phh/Pmm. As we
discussed before, the clustering properties of dark matter
halos in cosmologies with massive neutrinos will be con-
trolled by the statistical properties of the CDM+baryons
density field rather than the total matter density field.
Thus, beyond bmm(k) we will also compute bcc(k) from
the simulations. In Figure 1 we show the bias with re-
spect to the CDM bcc(k) as obtained from the simula-
tions, for halos with masses larger than 4× 1012M; this
is further explored in Appendix A, where we also present
our adopted smooth fitting formula for it, and in Fig-
ure 9 we show the comparison between the fit and the
bias from the simulations.
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FIG. 1: Bias with respect to the CDM bcc obtained from
simulations, for different redshifts. The scale dependence of
bcc does not depend on neutrino mass. For more details see
text.
In Figure 2 we show the ratio bmm(k)/bcc(k) from sim-
ulations for the model with Mν = 0.15 eV neutrinos
together with the linear theory prediction. The errors
shown are the variance of the simulations, and they are
3not affected by cosmic variance as we are sampling ex-
actly the same underlying field.
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FIG. 2: Ratio of bias with respect to the total matter over the
one of the the CDM only, bmm(k)/bcc(k), from simulations for
the case Mν = 0.15eV ; different lines correspond to different
redshifts, with symbols corresponding to simulation outputs
and dashed lines being the theoretical predictions. Errors are
computed as the variance from the simulations.
In general the linear prediction of bmm at every redshift
and for every value of Mν (using the appropriate growth
factor, which is implicit here) is given by:
bmm(k)
bcc(k)
= Tcb(k)
Tm(k)
. (4)
In our application, since bcc is computed for Mν = 0, the
bmm definition becomes:
bmm(k,Mν)
bcc(k,Mν = 0)
= Tcb(k)
Tm(k)
bLScc (Mν = 0)
bLScc (Mν 6= 0)
, (5)
where bLScc is the large-scale amplitude of the bias with re-
spect to the cold dark matter. We find that linear theory
is capable of reproducing the bias ratio from simulations
down to very small, fully non-linear, scales. We then
use this result to model the ratio bmm(k)/bcc(k) for other
models with massive neutrinos. In Figure 3 we show that
ratio for three different massive neutrino cosmologies at
z = 0, z = 1 and z = 3.
In what follows unless otherwise stated we use the pre-
diction for the power spectrum of the mass and therefore
the bmm modelled as illustrated here.
B. Modeling the signal using the simulations input
The observable we consider is the halo power spectrum
in Fourier (redshift) space, P sh(k), that we model as (see
e.g. [49]):
P sh (k, µ, z,Mν) = S(k, µ, z,Mν)× FoG× P rδ (k, z) , (6)
Mν=0.06, z=0
Mν=0.10, z=0
Mν=0.15, z=0
Mν=0.06, z=1
Mν=0.10, z=1
Mν=0.15, z=1
Mν=0.06, z=3
Mν=0.10, z=3
Mν=0.15, z=3
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FIG. 3: Ratios of the bias with respect to the of the total
matter to the one with respect to CDM only, for different
redshifts and neutrino masses.
where the superscripts r and s indicate real and redshift-
space, and the subscripts δ and h stand for density and
halos respectively.
The first term describes the Redshift-Space Distortions
(RSD) corrections, arising from the fact that the real-
space position of a source in the radial direction is modi-
fied by peculiar velocities due to local overdensities; this
effect can be described at linear order as [50, 51]:
S(k, µ, z,Mν) = b(k, z,Mν)2
[
1 + β(k, z,Mν)µ2
]2
, (7)
where β = f/b, b is the bias as described in Section IIA,
and the parameter f is defined as the logarithmic deriva-
tive of the linear growth factor D:
f = d ln D
d ln a . (8)
A real data analysis will need to take into account a vari-
ety of additional corrections, including geometry, general
relativistic and lensing effects (see e.g. [52–60]); however
all these corrections will not appreciably modify our con-
clusions, hence we will not include a detailed modeling
of them.
Given that in this work we investigate parameters that
affect small scales, it is appropriate to carefully model
the moderately large k regime. We then include in our
modeling of the power spectrum the so-called Fingers of
God (FoG [61]), which we write as:
FoG(k, µ) = e
− k
2µ2σ2v
H20 , σ2v =
f2H20
6pi2
∫
Pθθ(k) dk ; (9)
where σv is the velocity dispersion and Pθθ(k) is the ve-
locity power spectrum.
Our model is then rescaled by the factor
[DrefA (z)]2
[DA(z)]2
H(z)
Href(z) , where DA is the angular diameter
distance and H the Hubble parameter. The superscript
ref indicates the values of the angular diameter distance
4and the Hubble parameter in the reference (ΛCDM)
case used to compute distances from the observed angles
and redshifts.
The matter power spectrum P rδ (k, z) contains the in-
formation about the primordial power spectrum. Infla-
tion predicts a spectrum of primordial curvature and den-
sity perturbations that are the seeds of cosmic structure
which forms as the universe expands and cools; it’s spec-
tral index, ns, is a fundamental observable for inflation-
ary models, and it is defined as:
ns − 1 ≡ d lnP
d ln k . (10)
In some inflationary models ns can be scale-dependent,
and this is usually expressed as:
αs =
dns
d ln k . (11)
The quantity αs is called the “running” of the spec-
tral index; following standard notation and conventions
(e.g. [19], we choose the pivot to be k∗ = 0.05/Mpc; for a
recent review of constraints on the power spectrum spec-
tral index and its running(s), see [62].
C. Forecasting the systematic shifts
The Fisher matrix approach [63, 64] is a very power-
ful way to estimate or forecast uncertainties on a model’s
parameters for a given experimental set up before actu-
ally getting the data and for this reason it has become a
workhorse tool of modern cosmology and of survey plan-
ning. In this approach one assumes that a Taylor expan-
sion of the likelihood (L) around its maximum to include
second-order terms, is a sufficiently good approximation
to estimate errors on the parameters. The Fisher matrix
is
Fij ≡ −
〈
∂2 lnL
∂ϑiϑj
〉
(12)
where ϑi denotes the model parameters. Say that the
true underlying model (indicated by subscript T) has ef-
fectively p extra parameters, which in the actual model
used in the analysis (indicated by subscript U, with n pa-
rameters) are instead kept fixed at incorrect fiducial val-
ues. In this case the maximum likelihood computed using
model U will not in general be at the correct value for the
n parameters: these will present a shift from their true
values to compensate for the “shift" introduced in the ne-
glected p parameters. If the additional p parameters are
shifted by ∆ψζ , the Fisher matrix approach allows one
to estimate the resulting systematic shifts in the other n
parameters by using [65, 66]:
∆ϑi = −
∑
j,ζ
(F−1U )ijGjζ∆ψζ (13)
knl - I
knl - II
knl - III
k m
ax
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FIG. 4: The three models for the minimum scale used for
computing our results.
where FU denotes the n × n Fisher matrix of model U,
and G is a subset of the (n+ p)× (n+ p) Fisher matrix
FT . For our applications, the extra parameters are those
that describe the scale dependence in the halo bias intro-
duced by non-zero neutrino masses. In other words, in
the model T, Mν > 0, while for model U, neutrinos have
masses but in the halo bias expression Mν is set to 0.
We write the Fisher matrix for the power spectrum as
Fij =
∫
dz dk dµk2 Veff8pi2
∂ lnP
∂ϑi
∂ lnP
∂ϑj
, (14)
where ϑi runs over the parameters of interest
{ns, αs, Mν , b,Ωm}, and the effective volume of the sur-
vey in the z-th redshift bin is:
Veff(k, µ, z,Mν) = Vs
[
n¯g(z)P (k, µ, z,Mν)
1 + n¯g(z)P (k, µ, z,Mν)
]2
; (15)
Vs is the volume of the survey and n¯g is the mean co-
moving number density of galaxies.
Equation (14) involves an integral over the wavenum-
ber k; the largest scale that can be probed is determined
by the geometry of the survey, kmin = 2piV −1/3s ; for the
smallest scale kmax, we consider three cases, to illustrate
the effect of neutrino bias for different assumptions and
non-linear modeling that could be chosen for future anal-
yses, which we name knl−I, II, III. In Figure 4 we show
the redshift dependence of kmax in these three cases. Note
that in case I the maximum k increases in redshift so that
the r.m.s of the density fluctuations is constant in red-
shift and has the same value as the one for kmax = 0.16
h/Mpc at z = 0. Case II is more conservative, having
kmax = 0.12 h/Mpc at z = 0; kmax initially grows in red-
shift to keep ∆2(kmax) constant but then it saturates at
kmax = 0.2. Case III is some more simplistic and very
conservative assumption, as it keeps kmax = 0.15 h/Mpc,
constant in redshift.
For practical purposes, the difference between FT and
FU is simply given by a different model for the galaxy
bias.
5The systematic change in P (k) will change the log like-
lihood as:
lnLU = lnLT − 12
∑
k
∆P
P
; (16)
if we assume that the change is small, we can Taylor
expand around the true parameter values, which gives:
∂j lnL(ϑTi ) = ∂j lnL(ϑUi ) + ∂i∂j lnL(ϑUi )∆ϑi , (17)
where ∆ϑi is the change in the ϑi parameter from the T
to the U models. Therefore, the change in the parameters
is given by:
∆ϑi = −
[
∂i∂j lnLU (ϑUi )
]−1 [1
2
∑
k
∂P
ϑj
∆P
P 2
]
, (18)
so that, using the Fisher formalism of Equation (14),
we can compute how the best-fit for the parameters is
modified by using the scale-dependence of the bias in the
case of non-zero neutrino mass using:
∆(ϑi) =
∑
j
(F−1)ijδj(ϑ) , (19)
where (F−1)ij is the {ij}− th element of the Fisher ma-
trix of Equation 14 and:
δj(ϑi) =
∑
i
∫ ∆P
P 2
∂P
∂ϑj
k2 Veff
8pi2 , (20)
where ∆P is the difference between the T and U power
spectra.
The magnitude of the systematic shift, although im-
portant, does not have a straightforward interpretation
without an estimate of the corresponding statistical er-
ror. This approach yields both the systematic shift and
the statistical errors. The statistical errors however de-
pend on which and how many parameters are being con-
sidered and varied in the analysis. For example when
analysing real survey data within the so-called full power
spectrum shape approach, one might assume that shape
(i.e. space-dependence) and amplitude of the bias is un-
known in every redshift bin and marginalise over e.g.,
the coefficients of second or third order polynomials for
the bias as a function of k independently in every redshift
bin. This would be a very conservative approach yielding
relatively large statistical errors on cosmological parame-
ters. At the other end of the spectrum one could assume
that the bias shape and amplitude is perfectly known at
all redshift. This would be an overly aggressive approach.
In reality there will probably be priors imposed on the
bias amplitude and shape and their evolution with red-
shift, the analysis will then marginalise over these priors.
These priors are however yet unknown. In the follow-
ing Section we will consider two different approaches and
present results for a more aggressive and a more conser-
vative choice. To compute our results, we use a Fisher
matrix with {ns, αs,Mν , Abias(z),Ωm}, where Abias(z) is
the bias amplitude, over which we marginalize. In our
formalism, this gives the Fisher matrix for both models
T and U. We consider two different cases for the ap-
proach we follow to estimate the statistical errors: one
in which we assume that the shape and redshift evolu-
tion of the bias is given by the simulations and therefore
known, but an overall bias amplitude is unknown and we
marginalised over one Abias (no redshift dependence); in
the second case, we marginalize over the bias amplitude
independently in three broad redshifts bins thus includ-
ing in our Fisher matrix Abias(z1), Abias(z2), Abias(z3).
By choosing this set of four cosmological parameters,
we implicitly assume that other cosmological parameters
are kept fixed. Within a ΛCDM model these are the pa-
rameters that affect the power spectrum, with the excep-
tion of Ωb, which however is tightly constrained by CMB
observations. Our results will be presented when includ-
ing or not Planck priors; in the case with priors, we first
compute the power spectrum Fisher matrix and then we
sum the Planck matrix provided by the Planck Legacy
Archive, using the matrix elements for the {ns, αs,Ωm}
parameters, before inverting it to obtain the forecasted
constraints.
III. RESULTS
We consider a variety of forthcoming galaxy surveys
such as DESI1, the ESA satellite Euclid2 and the planned
NASA satellite WFIRST3; we model the survey specifi-
cations according to, respectively, [67–69]. In particular,
for DESI we use the combination of the Bright Galaxy
Survey(BGS) and the main galaxy survey, using 14,000
deg.2, resulting in a redshift range 0.05 < z < 1.85; when
marginalizing over three values of the bias, we consider
three large bins centered at z = 0.5, 1.0, 1.5. For Eu-
clid, we assume the n3 redshift distribution of [68], with
0.9 < z < 1.9 over 15,000 deg.2; the marginalized bias
case is calculated on bins centered at z = 1.1, 1.4, 1.7.
As for WFIRST, we combine the number density of Hα
and OIII observations in order to obtain a very deep
1.0 < z < 3.0 survey over 2,000 deg.2, using bins cen-
tered at z = 1.2, 1.9, 2.6. In this way we will cover low-
and high- redshift, wide and narrow, surveys, and there-
fore understand if the effect of neglecting the neutrino
mass-induced scale dependence of the bias is more or
less important for particular parts of the observational
paratemer space.
Now we present the shift in best-fit parameters in the
two-dimensional {ns, αs} and {ns,Mν} planes, with the
predicted error ellipse centered around the fiducial model,
1 http://desi.lbl.gov/
2 http://sci.esa.int/euclid/
3 https://wfirst.gsfc.nasa.gov/
6for the case where we marginalize over one single bias am-
plitude. We show results for the three future surveys con-
sidered, for the different maximum scales as in Figure 4,
for values of the sum of neutrino masses of Mν=0.06,
0.10, 0.15eV. In Figure 5 we plot the shift for {ns, αs}, for
the single bias amplitude marginalization case; as it can
be seen, results vary considerably with different choices
of the maximum wavenumber k included in the analyses.
Shifts are generally larger for the wide (DESI and Eu-
clid) surveys than for WFIRST. While the change in the
best-fit for the running of the spectral index is usually
small, the one for the spectral index itself if large: de-
pending on the value of neutrino mass assumed, it can ex-
ceed 1-sigma constraints, even when not including Planck
priors, for the most aggressive knl we consider.
In Figure 6 we show the same results but for the com-
bination {ns,Mν}: in this case shifts are considerable not
only for ns, but for Mν as well. Even for the most con-
servative knl case, shifts are close to 1-sigma errors when
including Planck priors, and are at least a non-negligible
fraction of the forecasted errors for the galaxy surveys
alone, indicating that the effect of neutrino mass on the
bias needs to be included in any precise analysis.
In Figures 7-8 we present results for the case in which
marginalize over the bias amplitude in three redshifts in-
tervals independently, as explained above. In this case,
as expected, the shifts are significantly reduced compared
to the predicted precision in the measurements.
In fact for the most conservative case, the knl − III
case, shifts are totally negligible. But in the case of more
aggressive approaches such as our knl−I when including
Planck priors, shifts will be a considerable fraction of the
predicted sigma for ns and Mν . In a realistic analysis,
the accuracy (i.e., the systematic error budget) for each
source of systematic error must obviously be well below
the 1 − σ statistical error, implying that this effect if
possible should be corrected for in future high-precision
cosmological analyses, regardless of wether a more con-
servative of aggressive approach is used.
IV. CONCLUSIONS
We have investigated the magnitude of the systematic
shift on interesting cosmological parameters induced by
neglecting the effect of massive neutrinos on halo bias.
Understanding and modelling a survey’s tracers bias is
one of the main difficulties to be faced to measure the
signature of neutrino masses from future redshift surveys.
As tracers are hosted in dark matter halos, one of the
crucial steps is to model correctly the bias of the halo
field or halo bias.
Since massive neutrinos induce a scale-dependent
growth of perturbations, they induce a scale-dependent
modification to the halo bias compared to a case where
neutrinos are massless. It is well known that the con-
stant, linear bias model is incorrect and cannot be em-
ployed lightly in the analysis of present and future sur-
veys. However the additional effect introduced by neu-
trino masses is usually neglected; here we have quantified
the effect of this approximation.
We confirm that for current survey this is not an issue.
We computed results for a variety of planned forthcom-
ing galaxy surveys such as DESI and the space missions
Euclid and WFIRST, as representative of wide and deep
surveys, but the gist of our results will be valid for most
future surveys. We present forecasts for different cases of
neutrino masses and power spectrum modelings, in par-
ticular different values of the minimum scale used for the
analyses.
Our results show that the shifts in units of predicted
measurement precisions are very dependent on the case
considered, the marginalization over one or many bias pa-
rameters, and the maximum wavenumber used. In gen-
eral, however, apart from the most conservative cases,
the shifts will range between tens of percent to slightly
more than a 1− σ on quantities like the power spectrum
spectral index and the neutrino mass itself. In a realistic
analysis, the accuracy (i.e., the systematic error budget)
for each source of systematic error must obviously be well
below the 1 − σ statistical error, implying that this ef-
fect should be modelled, in forthcoming, high-precision
redshift surveys. This is especially true if one wants to
include mildly non-linear scales to extract the maximum
amount of information possible.
We argue that this can be done easily and at no ad-
ditional computational cost by using the bias computed
with respect of the CDM (bcc) only instead of the total
matter (bmm), as shown in [30, 33, 34]. This quantity can
be studied and modelled with the help of N-body sim-
ulations (as we have done here, also providing accurate
fitting functions); it has the advantage that it is universal
and its scale dependence does not depend on the value
of the neutrino mass, thus reducing the computational
costs.
Thus we envision the recipe to account for the neutrino
mass effect on halo bias to be as follows. The bcc quantity
is obtained from a suite of N-body simulations and bias
values at finer sampling than offered by the simulations
can be obtained by interpolation or developing an emu-
lator. Since any realistic analysis of data require the bias
with respect to the total matter, bmm, the ratio bcc/bmm
can be computed analytically as we have discussed in
sec. II A. After the initial investment in modelling bcc
this approach does not increase significantly the compu-
tational cost of the analysis, but remove efficiently the
systematic shift on the recovered cosmological parame-
ters. We hope that this proposed approach will be useful
to improve the robustness of cosmological results from
forthcoming surveys.
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Appendix A: Bias fits
We provide smooth fitting functions to the scale de-
pendent bias as a function of scale (i.e., wavenumber k)
and redshift. We begin presenting the fit to the bias with
respect to cold dark matter bcc (for the Mν = 0 case) as
its shape does not depend on neutrino masses as shown
in [30]. We use a fourth order polynomial function for
each redshift:
bcc(k, z) = b1(z) + b2(z)k2 + b3(z)k3 + b4(z)k4 . (A1)
In Table I we provide the values of the fit’s coefficients for
selected values of z used in this work, and Figure I shows
the bias from the simulations and the fit adopted4. For
a practical application we envision a finer redshift sam-
pling being explored with simulations and an interpola-
tion/emulator procedure for redshifts falling between the
sampled values.
Redshift b1 b2 b3 b4
0 1.14 -1.23 -2.19 4.77
1 2.13 3.37 -12.94 11.6
2 3.85 22.06 -60.5 49.2
3 6.46 94.02 -262.05 227.27
TABLE I: Coefficients of the bcc fit of Equation A1.
How bmm is obtained from bcc is described in Equa-
4 While in principle for symmetry considerations the bias should
only have even powers of k, here we consider a purely phenomeno-
logical fit over a reduced range of scales and thus we use a generic
polynomial.
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