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DIFFERENTIATING ALONG RECTANGLES
WITH FIXED SHAPES IN A SET OF DIRECTIONS
EMMA D’ANIELLO AND LAURENT MOONENS
Abstract. In the present note, we examine the behavior of some homo-
thecy-invariant differentiation basis of rectangles in the plane satisfying
the following requirement: for a given rectangle to belong to the basis,
the ratio of the largest of its side-lengths by the smallest one (which one
calls its shape) has to be a fixed real number depending on the angle be-
tween its longest side and the horizontal line (yielding a shape-function).
Depending on the allowed angles and the corresponding shape-function,
a basis may differentiate various Orlicz spaces. We here give some ex-
amples of shape-functions so that the corresponding basis differentiates
L logL(R2), and show that in some “model” situations, a fast-growing
shape function (whose speed of growth depends on α > 0) does not allow
the differentiation of L logα L(R2).
A (Buseman-Feller) differentiation basis in the plane is a collection B of
open sets such that for every x ∈ R2 one has inf{diamB : B ∈ B, B ∋ x} =
0. In the sequel, we shall always assume that B is homothecy-invariant,
meaning that one has x+ λB ∈ B for all x ∈ R2 and all λ > 0.
It can arise, given a locally integrable function f ∈ L1loc(R
2), that Lebesgue’s
differentiation theorem’s conclusion holds for f using sets in B instead of
the usual Euclidean balls, namely that one has, for a.e. x ∈ R2:
f(x) = lim
x∈R∈B
diamR→0
1
|B|
∫
B
f.
In case the latter holds, we shall say that B differentiates
∫
f . If B differen-
tiates
∫
f for all f ∈ X ⊆ L1loc(R
2), we shall than say, for simplicity, that B
differentiates X. If a basis differentiates L∞(R2), we call it a density basis.
It is well-known (see e.g. De GuzmÃąn’s book [5]) that, for B a homothecy-
invariant basis as above, the two following properties are equivalent for a
given Young function Φ : R+ → R+ (one ofter refers to this as the Sawyer-
Stein principle for differentiation bases)
(i) B differentiates the Orlicz space LΦ(R2);
(ii) the maximal operatorMB defined byMBf(x) := supx∈B∈B
1
|B|
∫
B
|f |
satisfies the following estimate for all measurable f and all λ > 0:
(1) |{x ∈ R2 : MBf(x) > λ}| 6 C
∫
R2
Φ
(
|f |
λ
)
.
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When B is a homothecy-invariant collection of rectangles, various situa-
tions can occur; here are some famous examples:
• if B is the collection of all rectangles parallel to the axes, then
L logL(R2) is the largest Orlicz space that B differentiates (see
Stokolos [10]);
• if B is the collection of all rectangles (parallel to the axes or not),
there always exists f ∈ L∞(R2) such that
∫
f is not differentiated by
B (see Buseman and Feller [2]) — actually the same conclusion holds
even if one replaces the collection of all rectangles by the collection
of rectangles one side of which makes an angle with the horizontal
line belonging to some countable sets, like e.g. any set θ ⊆ [0, 2π)
that is dense in some interval (as it follows from [2]) or even θ = { 1
n
:
n ∈ N∗} (see De GuzmÃąn [6]);
• if, though, B is the set of all rectangles one side of which makes an
angle with the horizontal line belonging to the set θ = {2−k : k ∈ N}
(or to the image of any lacunary sequence as defined in [8]), then B
is known to differentiate Lp(R2) for all 1 < p 6 ∞ (see CÃşrdoba
and Fefferman [3] for p > 2 and Nagel, Stein and Wainger [9] for all
p > 1);
• it actually follows from a beautiful paper by Bateman [1] that if
θ ⊆ [0, 2π) is a given set of angles, then the basis Bθ of all rectangles
one side of which makes an angle θ ∈ θ with the horizontal line, either
differentiates all Lp(R2) for all 1 < p < ∞, or fails to differentiate
any Lp(Rn) for 1 < p < ∞ (dichotomy which, as we observed with
J.M. Rosenblatt in [4], remains true if one replaces the range 1 <
p <∞ by 1 < p 6∞);
• it also follows from [1] that Bθ never differentiates any Lp(Rn) for
1 < p <∞ (and hence never is a density basis according to [4]) if θ
is uncountable.
Defining the shape σ(R) of a rectangle R as the quotient of its longest
side-length by its shortest side-length, positive or negative differentiation
results can also depend on restrictions made on this ratio. Let us mention,
for example, a few situations where this influence is well understood:
• if B is a homothecy-invariant basis of rectangles whose shapes are
bounded from above, then B differentiates L1(R2) (this easily follows
from the fact that the maximal operator MB then behaves distribu-
tionally like the uncentered Hardy-Littlewood maximal operator on
balls);
• if for any n ∈ N∗, Cn denotes the set of all ternary numbers of the
form
∑n
j=1 aj3
−j for some aj ∈ {0, 2}, 1 6 j 6 n (which one can see
as a “truncated ternary Cantor set”), then the basis B of all rectangles
R such that, for some n ∈ N∗, R has shape 1
n
and has its longest side
making an angle θ satisfying tan θ ∈ Cn, fails to differentiate Lp(R2)
for all 1 6 p 6 2, as it follows from Katz [7].
In this short note, we focus our attention on the following question: given
an infinite set of angles θ ⊆ [0, 2π) such that 0 is a limit point of θ, does
there exist a function σ : θ → [1,+∞) satisfying supσ = +∞, for which
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the basis Bσ differentiates (or fails to differentiates) a given Orlicz space,
where Bσ denotes the basis of all rectangles for which there exists θ ∈ θ
so that the longest side of R makes an angle θ with the horizontal line, and
that σ(R) = σ(θ)? We here examinate the following situations:
• under the above assumptions, the basis Bσ never differentiates L1(R2)
as it follows from a result by MoriyÃşn (see Proposition 1 below);
• given ε0 > 0 small enough and any set θ ⊆ [0, ε0], there always exists
a (nonincreasing) function σ satisfying the above conditions and for
which Bσ differentiates exactly L logL(R2) (see Corollary 3, which
basically follows from a simple geometric observation we describe in
section 2, and from a result by Stokolos [10]);
• if θ is obtained from the “model” geometrical sequence (2−k)k∈N by
inserting uniformly Nk angles in between 2−k−1 and 2−k, and if σ
is constant on each of those “blocks”, then, depending on how (Nk),
(σk) and the Young function Φ behave with respect to each other,
it may happen that the associated basis Bσ fails to differentiate the
Orlicz space LΦ(R2) (recall that it is still an open problem whether
Bθ0 does or does not differentiate L log
l L(R2) for l > 1); here of
course (2−k)k∈N could be replaced by any lacunary sequence in the
sense of [8].
1. Using a result by R. MoriyÃşn
We keep the notations defined in the introduction.
Proposition 1. Assume that θ ⊆ [0, 2π) and σ : θ → [1,+∞) satisfy
supσ = +∞. In this case, the homothecy-invariant basis Bσ fails to differ-
entiate L1(R2).
Proof. Define, as in MoriyÃşn’s theorem (cited in [5, Appendix III, p. 206]),
the set:
K := ∪{R ∈ Bσ : R ∋ 0, |R| 6 1}.
Using the fact that supσ = +∞, choose (θk) ⊆ [0, 2π) for which σ(θk) →
+∞. Define then Rk as the rectangle with area 1 centered at the origin, hav-
ing shape σ(θk) and its longest side making an angle θk with the horizontal
line, so that one has Rk ∈ Bσ, 0 ∈ Rk, |Rk| = 1 and hence also Rk ⊆ K.
The length of its longest side being equal to
√
σ(θk), which can be arbitrary
large, it is clear that K is unbounded. It hence follows from condition e)
in MoriyÃşn’s theorem (cited in [5, Appendix III, p. 206]) that Bσ fails to
differentiate L1(R2). 
2. From a simple geometrical observation to bases
differentiating L logL(R2)
2.1. A simple geometrical observation. Fix a rectangle R with longest
side L and shortest side ℓ, such that its longest side makes an angle θ with
the origin. Fix then a parameter t ∈]0, 12 [ and denote by Rˇ the rectangle
parallel to the axes contained inside R and determined by the fact that two
opposite vertices meet the pair of longest sides of R at points distant of tL
from the nearest vertex of R lying on the same side (see Figure 1 below).
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Denote by Lˇ and ℓˇ the horizontal and vertical sides of Rˇ. On the other hand,
denote by Rˆ the smallest rectangle parallel to the axes containing R, and
call Lˆ and ℓˆ its horizontal and vertical sides, respectively.
R
Rˇ
Lˇ
ℓˇ
Lˆ
ℓˆ
Rˆ
tL
ℓ
L
Figure 1. The rectangles R, Rˇ and Rˆ
Simple trigonometric computations yield:
Lˇ = (1− 2t)L cos θ + ℓ sin θ,
ℓˇ = (1− 2t)L sin θ + ℓ cos θ,
Lˆ = L cos θ + ℓ sin θ,
and:
ℓˆ = ℓ cos θ + L sin θ.
Letting σ := L/ℓ denote the shape of R, it’s now a routine computation
to calculate:
Aˆt(θ, σ) := |Rˆ| =
[
1 +
1
2
(
σ +
1
σ
)
sin 2θ
]
|R|,
and:
Aˇt(θ, σ) := |Rˇ| =
{
(1− 2t) cos 2θ +
1
2
[
1
σ
− (1− 2t)2σ
]
sin 2θ
}
|R|.
Define now the ratio:
ρt(θ, σ) :=
|Rˆ|
|Rˇ|
=
Aˆt(θ, σ)
Aˇt(θ, σ)
.
Assuming that θ is small enough, observe that one has Aˇt(θ, σ) > 0 (so
that the construction makes sense) provided that one has:
1 6 σ < σ∗t,θ :=
1
1− 2t
(
cot 2θ +
√
1 + cot2 2θ
)
.
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On the other hand, one computes:
[Aˇt(θ, σ)]
2∂σρt(θ, σ) =
1
2σ
sin2 2θ[1 + (1− 2t)2]
+
1− 2t
4
sin(4θ)
(
1−
1
σ2
)
+
1
2
sin 2θ
[
1
σ2
+ (1− 2t)2
]
> 0,
so that in the above range for σ, the function σ 7→ ρt(θ, σ) is increasing if θ
is fixed (and small enough) and tends to +∞ as σ approaches σ∗t,θ.
Finally, one gets also, for 11−2t 6 σ < σ
∗
t,θ:
[Aˇt(θ, σ)]
2∂θρt(θ, σ)
= (1− 2t)
(
σ +
1
σ
)
+ 2(1− 2t) sin 2θ +
[
(1− 2t)2σ −
1
σ
]
cos 2θ > 0,
so that θ 7→ ρt(θ, σ) is also an increasing map in the latter range for σ.
Now fix a set θ ⊆ [0, π/6) of which 0 is a limit point, fix a large number
ρ0 > 4
(
1−t
1−2t
)2
and choose, for any θ ∈ θ, a ratio 11−2t 6 σ(θ) < σ
∗
t,θ such
that one has:
ρt[θ,σ(θ)] = ρ0 ;
note that this is possible since we have, for all 0 < θ 6 π/6:
ρ
(
θ,
1
1− 2t
)
6 4
(
1− t
1− 2t
)2
.
Observe, using what has been said before, that σ : θ → (1,∞), θ 7→ σ(θ) is
decreasing. Computing moreover the value of σ(θ) in terms of θ (and t), we
get easily:
σ(θ) >
(1− 2t)ρ0 −
1
cos 2θ
(1− 2t)2ρ0 + 1
cot 2θ,
which yields σ(θ)→∞, θ → 0.
2.2. Constructing a differentiation basis. Given θ ⊆ [0, π/6) for which
0 is a limit point, we constructed in the previous section a function σ :
θ → (1,+∞). Let now Bσ be the basis, defined in the introduction, of all
rectangles R for which there exists a θ ∈ θ so that σ(R) = σ(θ) and that
the longest side of R makes an angle θ with the horizontal line. Define also
two basis of two-dimensional intervals by:
Bˆ
σ := {Rˆ : R ∈ Bσ} and Bˇσ := {Rˇ : R ∈ Bσ}.
Lemma 2. Given a measurable function f , one has:
1
ρ0
M
Bˇσ
f 6MBσf 6 ρ0MBˆσf.
Proof. Assume first that R ∈ Bσ is given and compute, using the previous
notations:
1
|R|
∫
R
|f | 6
|Rˆ|
|R|
1
|Rˆ|
∫
Rˆ
|f | 6 ρ0
1
|Rˆ|
∫
Rˆ
|f |.
We hence have:
MBσf 6 ρ0MBˆσ .
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If now one fixes Q ∈ Bˇσ, then denote by R ∈ Bσ a rectangle satisfying
Rˇ = Q. One then writes:
1
|Q|
∫
Q
|f | =
1
|Rˇ|
∫
Rˇ
|f | 6 ρ0
1
|R|
∫
R
|f |,
and we hence get M
Bˇσ
f 6 ρ0MBσ . 
Corollary 3. The basis Bσ differentiates exactly L logL(R2).
To prove this corollary, we shall need the following lemma, relying mainly
on [10].
Lemma 4. Assume that B is a homothecy-invariant, Buseman-Feller dif-
ferentiation basis of rectangles parallel to the coordinate axes in R2. If
sup{σ(R) : R ∈ B} = +∞, then B differentiates exactly L logL(R2).
Proof of the lemma. To prove this lemma, observe that one can, without loss
of generality, assume that all rectangles in B have their longest side parallel
to the x-axis. It is clear indeed, that one can write B = Bx ∪ By, where
Bx and By are the collection of elements of B whose longest side lie in the
x- and y- direction, respectively. One has then sup{σ(R) : R ∈ Bi} = +∞
for at least one i ∈ {x, y}. It then follows from symmetrization if necessary,
than one cas always assume i = x. Now just note that if Bx differentiates
exactly L logL(R2), then the same is true for B.
As in [10], denote by B∗ the set of all dyadic parents of elements in
B (the dyadic parent R∗ of a rectangle R parallel to the axes, being the
rectangle with dyadic side-lenths containing R, concentric with it and having
the smallest possible area). Since it is easy to check that one has σ(R∗) >
1
2σ(R) for any rectangle R parallel to the axes, is now clear that one has
sup{σ(R∗) : R ∈ B} = +∞. It is also easy to see that B∗ is translation
invariant. Finally, observe that B∗ is also invariant under homothecies with
dyadic ratio. Indeed, fix R ∈ B(0) and k ∈ Z and let’s see that 2kR∗ ∈ B∗.
We need to establish that 2kR∗ = Q∗ for some Q ∈ B. Yet if one denotes by
x0 and y0 (resp. x∗0 and y
∗
0) the lenths of the x- and y-sides of R (resp. R
∗)
respectively, we get by definition of the dyadic parent 12x
∗
0 < x0 6 x
∗
0 and
1
2y
∗
0 < y0 6 y
∗
0. This also yields
1
22
kx∗0 < 2
kx0 6 2
kx∗0 and
1
22
ky∗0 < 2
ky0 6
2ky∗0, meaning that (2
kR)∗ has side-lengths 2kx∗0 and 2
ky∗0 . Denoting by Q
the rectangle parallel to the axes with same center as (2kR)∗ and side-lengths
2kx0 and 2ky0 respectively, it is then clear that Q is homothetic to R (and
so that one has Q ∈ B) while one has Q∗ = 2kR∗. Hence 2kR∗ ∈ B∗, what
we wanted to prove.
Now take a strictly increasing sequence (σk) ⊆ {σ(R∗) : R ∈ B} verifying
σk → +∞ and for which (σk2−k) is a strictly increasing sequence.
Let Qk := 2k[0, σ0] × [0, σ0/σk] for all k ∈ N. Observing first that
σ([0, σ0] × [0, σ0/σk]) = σk, translation-invariance of B∗ ensures that one
has [0, σ0] × [0, σ0/σk] ∈ B∗. By the preceding comments, it hence follows
that one has Qk ∈ B∗.
Since now, for all n ∈ N, the family Qn := {Qk : 0 6 k 6 n} is a finite
subset of B∗ with n + 1 pairwise incomparable elements up to translation
(writing Qk := [0, 2kσ0]×[0, 2kσ0/σk], it is clear indeed that the x-side length
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of Qk increases with k, while its y-side length decreases), it follows that B
enjoys property (S) of [10], and hence differentiates exactly L logL(R2). 
Proof of Corollary 3. Given R a rectangle whose longest side makes an angle
θ ∈ θ with the horizontal axis, and satisfying σ(R) = σ(θ), we compute using
the previous results:
Lˇ
ℓˇ
=
(1− 2t) cos θ + sin θ
σ(θ)
(1− 2t) sin θ + cos θ
σ(θ)
,
and:
Lˆ
ℓˆ
=
cos θ + sin θ
σ(θ)
sin θ + cos θ
σ(θ)
.
Since both of those ratios tend to +∞ when θ approaches 0, it follows
from Lemma 4 that Bˇσ and Bˆσ differentiate exactly L logL(R2). Now use
Lemma 2 to infer, by the Sawyer-Stein principle (see (1) in the introduction),
that Bσ differentiates exactly L logL(R2). 
Remark 5. A simple computations shows that the shape-function σ : θ →
(1,+∞) constructed before in such a way that Bσ differentiates L logL(R2),
has a linear growth with respect to 1/θ (meaning that there are constants
0 < c1 < c2 for which one has c1/θ 6 σ(θ) 6 c2/θ for all θ ∈ θ small
enough).
3. Shape-functions constant on blocks
We now examine the case where
θ =
{
θk+1 +
i− 1
Nk
(θk − θk+1) : k ∈ N, 1 6 i 6 Nk
}
is associated to a sequence (θk)k∈N ⊆ (0, π/4) decreasing to 0 and to a se-
quence of integers (Nk)k∈N ⊆ N∗ by inserting uniformly Nk angles in between
θk+1 and θk, and where σ : θ → [1,+∞) is constant on each of those “blocks”,
meaning that for each k ∈ N, there exists a real number σk > 1 such that
one has σ(θk+1+ i−1Nk (θk− θk+1)) = σk for all 1 6 i 6 Nk. We remain in this
setting until the end of this section, unless otherwise mentioned.
Recall that, given sequences (ak) ⊆ R+ and (bk) ⊆ R∗+, one writes
ak = o(bk) (resp. ak = O(bk)) if the quotient
ak
bk
tends to 0 (resp. remains
bounded) as k grows to ∞.
Proposition 6. Assume θ and σ are as before and that one has moreover,
for each k ∈ N:
(2) sin
(
θk − θk+1
Nk
)
>
4
σk
.
Let Φ : [0,+∞)→ [0,+∞) be a Young function. If the homothecy-invariant
basis Bσ associated to σ differentiates the Orlicz space LΦ(R2), then one has
Nkσk = O[Φ(σk)] as k →∞.
Proof. We follow a similar strategy to the one developed by the second author
in [8]. To this purpose, define for each k ∈ N a two-dimensional interval
Qk := [−σk, σk] × [−1, 1]. Define, for 1 6 i 6 Nk, Rik to be the rectangle
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R1
k
R
Nk
k
Ri
k
Θ
Figure 2. The rectangles Rik, 1 6 i 6 Nk (after rotation of
angle −θk+1 around the origin) in the proof of Proposition 6
obtained from Qk by rotating it around the origin by an angle θk+1+ i−1Nk (θk−
θk+1). It is not hard to observe that condition (2) ensures that one has:
∣∣∣∣∣
Nk⋃
i=1
Rik
∣∣∣∣∣ >
1
2
Nk|Rk|,
by noting for example that (2) implies that (at least) half (in area) of the
rectangle Rik has no overlap with R
j
k for j 6= i. Define then Yk :=
⋃Nk
i=1R
i
k
and let Θk be the set obtained by rotating [0, 1]2 around the origin by an
angle θk+1 (see Figure 2).
Given k ∈ N and x ∈ Yk, there is an 1 6 i 6 Nk such that one has x ∈ Rik.
But since one has Rik ∈ B
σ, this yields:
MBσ(σkχΘk) >
1
|Rik|
∫
Ri
k
σkχΘk =
σk
|Rik|
=
1
4
.
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We hence have Yk ⊆ {x ∈ R2 : MBσ(σkχΘk) >
1
4}. Yet if B
σ did differenti-
ate LΦ(R2), it would follow from (1) that one would have:
1
2
Nk4σk =
1
2
Nk|Rk| 6 |Yk|
6 |{x ∈ R2 : MBσ (σkχΘk) >
1
4
}| 6 4C
∫
R2
Φ(σkχΘk) = 4CΦ(σk),
from which the announced statement follows. 
The previous result has amusing consequences when one considers sets of
the previous form associated to the sequence defined by θk := 2−k (recall
from the introduction that for this sequence θ0 := {2−k : k ∈ N} it is known
that Bθ0 differentiates L
p(R2) for all p > 1, with no restriction on the
shapes of the rectangles, while it is unknown if it differentiates L logL(R2)).
The corollary below shows that adding angles in between two terms of the
“model” geometric sequence, while restricting the shape in those “blocks”,
may fail to differentiate Orlicz spaces lying in between L1(R2) and Lp(R2)
for all 1 < p < ∞ — of course, the shape-function therefore has to increase
quite fast.
Corollary 7. Assume that θk := 2
−k for all k ∈ N and let θ be associated
to (θk)k∈N and to (Nk)k∈N ⊆ N
∗ as before. Define also, for k ∈ N, σk :=
4/ sin(2−k−1/Nk) and let σ be the associated shape-function. If, for some
α > 0, one has kα = o(Nk) when k → ∞, then B
σ fails to differentiate
L logα L(R2).
Proof. This corollary follows in a straightforward way by contradiction from
the previous proposition applied to Φ(t) := t(1 + logα+ t). 
Remark 8. One can of course formulate a similar corollary, starting from a
lacunary sequence (θk)k∈N as in [8] instead of the “model” sequence (2−k)k∈N.
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