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Abstract
A graph G is well-covered if every maximal independent set has the same cardinality. This paper investigates when the Cartesian
product of two graphs is well-covered. We prove that if G and H both belong to a large class of graphs that includes all non-well-
covered triangle-free graphs and most well-covered triangle-free graphs, then G × H is not well-covered. We also show that if G
is not well-covered, then neither is G × G. Finally, we show that G × G is not well-covered for all graphs of girth at least 5 by
introducing super well-covered graphs and classifying all such graphs of girth at least 5.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
Let G be a finite graph with no loops or multiple edges. Denote the set of vertices of G by V (G) and the set of
edges of G by E(G). A set X ⊆ V (G) is called independent if for all u, v ∈ X , u is not adjacent to v. The cardinality
of the largest independent set is called the independence number of a graph and is denoted by α(G). A graph G is
well-covered if every maximal independent set has the same cardinality.
For v ∈ V (G), we denote the set of neighbors of v in G by NG(v). The girth of a graph G is the length of the
smallest cycle in G or infinity if G has no cycles. For two sets X, Y ⊆ V (G), we say that X dominates Y if every
member of Y is adjacent to some member of X . We say that X is complete to Y if every member of X is adjacent to
every member of Y , and we say that X is anticomplete to Y if no member of X is adjacent to any member of Y .
The notion of a graph being well-covered was introduced by Plummer [2] in 1970. The recognition of such graphs
was shown to be co-NP-complete in [3]. Significant work has been done towards characterizing all well-covered
graphs. In [1], Finbow, Hartnell, and Nowakowski fully characterize well-covered graphs of girth at least 5.
Well-coveredness has also received some attention in relation to products of graphs. In [5], Topp and Volkmann
consider several graph products that respect well-coveredness (including the lexicographic product, the disjunction,
and the conjunction of graphs), and note that the property does not seem to behave well under Cartesian products.
They also pose the following question:
Question 1.1. Is it possible to find a pair of graphs, G and H, for which G × H is well-covered but both G and H
are not well-covered?
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We provide a partial answer to this question in Theorem 4.3 by proving that if both G and H fall into a large
class of graphs that includes (for example) all non-well-covered triangle-free graphs, then the answer is no. We also
generalize this result to many cases in which one or both of G and H is well-covered.
In Section 2, we prove that if G and H are both non-well-covered and one of them is bipartite, then G × H is not
well-covered. We also show that if G is not well-covered, then neither is G ×G. In Section 3, we extend this result to
all graphs that lack the much stronger property of being super well-covered. We then proceed to characterize all super
well-covered graphs of girth at least 5, which allows us to prove that if G is any graph of girth at least 5, then G × G
is not well-covered. We devote Section 4 to proving our main theorem (Theorem 4.3) and its generalizations. Finally,
in Section 5, we state some open questions and discuss directions for further research.
2. Greedy independent decomposition
The Cartesian product of two graphs G1 × G2 is the graph whose vertex set is V (G1 × G2) = V (G1) × V (G2)
and edge set is
E(G1 × G2) =
{
{(v1, v2), (u1, u2)} : v1 = u1 and {v2, u2} ∈ E(G2) orv2 = u2 and {v1, u1} ∈ E(G1)
}
.
Given a graph G, one can construct a greedy independent decomposition in the following manner. Let I1 be a
maximal independent set in G. Then choose I2, I3, . . . so that Ik is a maximal independent set in G \ (I1 ∪ I2 ∪ · · · ∪
Ik−1).
Lemma 2.1. Let {Ii }ni=1 and {J j }mj=1 be greedy independent decompositions of graphs G and H, respectively, and
without loss of generality suppose n ≤ m. Then (I1 × J1) ∪ (I2 × J2) ∪ · · · ∪ (In × Jn) is a maximal independent set
in G × H.
Proof. We will first show independence. Note that Ik × Jk is an independent set for all k and that for all i 6= j , there
is no edge in G × H joining a vertex from Ii × Ji to a vertex of I j × J j since Ii is disjoint from I j and Ji is disjoint
from J j . Hence, it follows that (I1 × J1) ∪ (I2 × J2) ∪ · · · ∪ (In × Jn) is an independent set in G × H . Now we
will argue maximality. From the maximality of I1 and J1 it follows that I1 × J1 dominates (I1 × H) ∪ (G × J1).
So the vertices that are not dominated by I1 × J1 are exactly those of (G \ I1) × (H \ J1). Similarly, by the
maximality of Ik in G \ (I1 ∪ · · · ∪ Ik−1) and the maximality of Jk in H \ (J1 ∪ · · · ∪ Jk−1), we have that Ik × Jk
dominates (Ik × H \ (J1 ∪ · · · ∪ Jk−1)) ∪ (G \ (I1 ∪ · · · ∪ Ik−1) × H). Hence, the only vertices not dominated by
(I1 × J1) ∪ (I2 × J2) ∪ · · · ∪ (Ik × Jk) are exactly those of (G \ (I1 ∪ I2 ∪ · · · ∪ Ik))× (H \ (J1 ∪ J2 ∪ · · · ∪ Jk)).
Since G = I1 ∪ I2 ∪ · · · ∪ In it follows that (I1 × J1) ∪ (I2 × J2) ∪ · · · ∪ (In × Jn) dominates G × H and hence is
maximal. 
Let vi = |Ii |. We construct a vector Ev = (v1, v2, . . . , vn). Note that ∑ni=1 vi = |V (G)|. We call such a
vector (with possible appended zeroes) an independence vector of the graph G. We can use independence vectors
to calculate the size of the maximal independent set created by the construction in Lemma 2.1. Let wi = |Ji | and
Ew = (w1, w2, . . . , wm). Append zeroes to the shorter one of Ev, Ew so that the two are of the same length. Then the dot
product 〈Ev, Ew〉 of Ev and Ew is the size of the maximal independent set that we constructed in Lemma 2.1. From now on,
whenever we take dot products of vectors with different numbers of coordinates, it will be assumed that we append
zeroes to make the vectors the same length. This observation leads to the following theorem.
Theorem 2.2. Let G and H be graphs. Let Ev, Ev′ be independence vectors of G and let Ew, Ew′ be independence vectors
of H. If 〈Ev, Ew〉 6= 〈 Ev′, Ew′〉, then G × H is not well-covered.
In the remainder of this section, we will apply this theorem along with Lemma 2.1 to many special cases to prove
that G × H is not well-covered.
Theorem 2.3. If G is a graph that has at least two different independence vectors, then G × G is not well covered.
Proof. Let Ev and Ew be two distinct independence vectors of G. Then |Ev|2, | Ew|2, and 〈Ev, Ew〉 are the sizes of three
maximal independent sets of G ×G. Suppose that the three quantities are equal. By the Cauchy–Schwartz inequality,
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〈Ev, Ew〉 ≤ |Ev| · | Ew|, with equality holding only when Ew is a scalar multiple of Ev. Since |Ev| = | Ew|, and since the
components of both Ev and Ew are non-negative, it follows that Ev = Ew, which is a contradiction. Hence, at least two of
the quantities |Ev|2, | Ew|2, and 〈Ev, Ew〉must be distinct and by Theorem 2.2 we have that G×G is not well-covered. 
Corollary 2.4. If G is a non-well-covered graph, then G × G is not well-covered.
Proof. A non-well-covered graph has at least two distinct independence vectors since it has maximal independent sets
of at least two different cardinalities. Hence by the above theorem G × G is not well-covered. 
In Section 3, we show that in fact G × G is not well-covered for all graphs that lack the much stronger property of
being super well-covered.
Theorem 2.5. Let G be a graph with an independence vector Ev = (v1, v2, . . . , vn) such that vk < vk+1 for some k.
If H is a graph that has an independence vector Ew = (w1, w2, . . . , wm) such that wk > wk+1, then G × H is not
well-covered.
Proof. Let K = {Ii }ni=1 be the greedy independent decomposition of G corresponding to Ev, and let {J }mj=1 be the
greedy independent decomposition of H corresponding to Ew. Then 〈Ev, Ew〉 is the cardinality of a maximal independent
set of G × H . Now consider the set
(I1 × J1) ∪ · · · ∪ (Ik−1 × Jk−1) ∪ (Ik+1 × Jk) ∪ (Ik × Jk+1) ∪ (Ik+2 × Jk+2) ∪ · · · ∪ (In × Jn).
This will be an independent set of G×H of cardinality 〈 Ev′, Ew〉, where Ev′ = (v1, . . . , vk+1, vk, vk+2, . . .). Since this set
is independent in G×H , it must be contained in some maximal independent set of G×H , say K ′. Then |K ′| > 〈 Ev′, Ew〉
and |K ′|−|K | ≥ 〈Ev, Ew〉−〈 Ev′, Ew〉 = (vk+1wk+vkwk+1)−(vkwk+vk+1wk+1) = (vk+1−vk)(wk−wk+1) > 0. Hence
we have found two maximal independent sets of G×H with different cardinalities so G×H is not well-covered. 
In [5], Topp and Volkmann prove that if G and H are connected bipartite graphs and neither of them is K1, then
G × H is well-covered if and only if G = H = K2. In the following theorem we prove a related result.
Theorem 2.6. If G is a connected bipartite graph with its two parts having distinct cardinalities and H is a non-
well-covered graph, then G × H is not well-covered.
Proof. Let X and Y be the two parts of G. Let x = |X | and y = |Y | with x > y. Then Eu = (x, y) and
Eu′ = (y, x) are two independence vectors of G. It follows that Eu′ is an independence vector of G that satisfies
the assumption of Theorem 2.5. Since H is not well-covered, it similarly has at least two distinct independence
vectors, Ev = (v1, v2, . . . , vn) and Ew = (w1, w2, . . . , wm), with v1 > w1. If v1 6= v2, then it is easy to see
that 〈 Eu′, Ev〉 = v1 y + v2x > v1x + v2 y = 〈Eu, Ev〉. Hence we find two maximal independent sets with distinct
cardinalities, and so G × H is not well-covered. A symmetrical argument shows that G × H is also not well-
covered if w1 6= w2. Finally, suppose that v1 = v2 and w1 = w2. Then, since x, y, v1, and w1 are all non negative,
〈Eu, Ev〉 = (x + y)v1 > (x + y)w1 = 〈Eu, Ew〉. Hence once again we find two maximal independent sets with distinct
cardinalities, and so G × H is not well-covered. 
Lemma 2.7. If G and H are two non-well-covered graphs and each of them has two disjoint maximal independent
sets of distinct cardinalities, then G × H is not well-covered.
Proof. Let G have disjoint maximal independent sets with cardinalities x and y, with x < y, and let H have
disjoint maximal independent sets with cardinalities x ′ and y′, with x ′ > y′. Then there exist independence vectors
Ev = (x, y, . . .) of G and Ew = (x ′, y′, . . .) of H that satisfy the assumption of Theorem 2.5. Thus, G × H is not
well-covered by Theorem 2.5. 
Proposition 2.8. Let G be a non-well-covered graph with n independence vectors Ev1 = (v1,1, v1,2, . . .), Ev2 =
(v2,1, v2,2, . . .), . . . , Evn = (vn,1, vn,2, . . .) such that Ev1, Ev2, . . . , Evn , and Ew = (1, 1, . . .) are linearly independent
in the first n+ 1 coordinates. If H is a non-well-covered graph that has two independence vectors with at most n+ 1
coordinates each, then G × H is not well-covered.
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Proof. Let Ea = (a1, a2, . . . , an+1) and Eb = (b1, b2, . . . , bn+1) be two vectors, each of which is composed of the first
n + 1 coordinates of independence vectors of H . Suppose that 〈 Evi , Ea〉 = 〈 Ev j , Eb〉 for all i, j . Then Eb must satisfy the
following n + 1 equations:
v1,1b1 + v1,2b2 + · · · + v1,n+1bn+1 = 〈v1, a〉
v2,1b1 + v2,2b2 + · · · + v2,n+1bn+1 = 〈v2, a〉
...
vn,1b1 + vn,2b2 + · · · + vn,n+1bn+1 = 〈vn, a〉
b1 + b2 + · · · + bn+1 = a1 + a2 + · · · + an+1.
Hence by assumption we have n+1 linearly independent equations in n+1 variables. Since Ea 6= Eb and this system
of equations is satisfied by Ea, it cannot also be satisfied by Eb, and we reach a contradiction. Hence, by Theorem 2.2
we have that G × H is not well-covered. 
Proposition 2.9. Let G, H be graphs and let H have two independence vectors Eu = (u1, u2, . . . , un) and Ew =
(w1, w2, . . . , wn) such that ui ≥ wi for 1 ≤ i ≤ n and uk > wk for some 1 ≤ k ≤ n. Then G × H is not
well-covered.
Proof. Let Ev = (v1, v2, . . . , vn) be an independence vector of G. Suppose 〈Ev, Eu〉 = 〈Ev, Ew〉. Then 〈Ev, Eu〉 − 〈Ev, Ew〉 =
v1(u1−w1)+v2(u2−w2)+· · ·+vn(un−wn) = 0. Since vi > 0 and ui ≥ wi for 1 ≤ i ≤ n, it follows that ui = wi
for all i , contradicting uk > wk . Therefore, 〈Ev, Eu〉 6= 〈Ev, Ew〉, and G × H is not well-covered by Theorem 2.2. 
In the next proposition, we will use the following convention: for a vector Ev, we let |v| denote the number of
coordinates of Ev.
Proposition 2.10. Let G be a graph with a constant independence vector Ev. If H is a graph that has independence
vectors Eu = (u1, u2, . . . , un) and Ew = (w1, w2, . . . , wm) such that max{n,m} > |v| ≥ min{n,m}, then G× H is not
well-covered.
Proof. Let Ev = (x, x, . . . , x), and without loss of generality suppose n > m. Then m ≤ |v| < n, so 〈Ev, Ew〉 =
x(w1 + w2 + · · · + wm) = x |H | = x(u1 + u2 + · · · + un) > 〈Ev, Eu〉. Hence, by Theorem 2.2 G × H is not
well-covered. 
In this section we proved some special cases of when G × H is not well-covered. However, Theorem 2.2 suggests
that the construction presented in this section can produce much stronger results. Determining exactly which pairs of
graphs have independence vectors that do not meet the assumptions of Theorem 2.2 remains an open problem, and we
believe that there are very few such pairs of graphs.
3. Super well-covered graphs
In this section, we introduce the concept of super well-covered graphs, which allows us to generalize Theorem 2.3
to many well-covered graphs. Observe that the proof of Theorem 2.3 relies entirely on G having two distinct
independence vectors. This observation motivates the following definition.
Definition 3.1. A graph G is super well-covered if G has exactly one independence vector.
We proceed to characterize all super well-covered graphs of girth ≥ 5. We will need the following definitions. A
vertex that only has one neighbor is called a leaf and a vertex adjacent to a leaf is called a stem. A pendant edge is an
edge that is incident to a leaf.
Lemma 3.2. If G is a connected super well-covered graph other than K2, then G has no pendant edges.
Proof. Suppose a graph G is super well-covered and has a pendant edge; we will demonstrate a contradiction. Let v
be the leaf incident to a pendant edge and w be the corresponding stem. Let I be a maximal independent set of G
containing w. Clearly v is an isolated vertex in G \ I , and so every maximal independent set of G \ I will contain v.
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Fig. 1. Exceptional well-covered graphs of girth ≥ 5.
Then there exists a maximal independent set J of G \ I that contains v and at least one other neighbor of w. Consider
the set K = (I \{w})∪{v}. Clearly this set is independent in G and must be maximal by the well-coveredness property
of G. Now J \ {v} is independent, and, because it contains a neighbor of w, it is also maximal in G \ K . Hence, G
has independence vectors starting (|I |, |J |, . . .) and (|K |, |J \ {v}|, . . .), but G is super well-covered, implying that
|J | = |J \ {v}|. This is a contradiction, and therefore G has no pendant edges. 
In their characterization of all well-covered graphs of girth ≥ 5, Finbow et al. in [1] describe the following class of
graphs. Let a basic 5-cycle be a 5-cycle that does not contain two adjacent vertices of degree three or more. A graph
G is in the class PC if V (G) can be partitioned into two subsets P and C such that: the set P contains all the vertices
incident to pendant edges, and the pendant edges form a perfect matching of P; and the set C contains the vertices of
the basic 5-cycles, and the basic 5-cycles form a partition of C . In [1] they prove that the only well-covered graphs of
girth ≥ 5 that do not belong to PC are K1, C7, P10, P13, Q13, and P14, which are shown in Fig. 1. In the following
theorem we use their result to characterize all super well-covered graphs of girth ≥ 5.
Theorem 3.3. The only connected super well-covered graphs of girth ≥ 5 are C5 and C7, the cycles
on 5 and 7 vertices.
Proof. One can verify that the only super well-covered graph in Fig. 1 is C7. Now we just need to consider the graphs
in PC . Suppose that G is a super well-covered graph in PC . Then by Lemma 3.2, unless G = K2, the set P must be
empty, since otherwise G would have pendant edges. This means that every vertex of G belongs to a basic 5-cycle.
Suppose that G is not C5. This means that G consists of at least two basic 5-cycles. Label their vertices in cyclic order
{a1, a2, a3, a4, a5} and {b1, b2, b3, b4, b5} respectively, and without loss of generality suppose that a1 is adjacent to
b1. Note that a2, a5, b2 and b5 cannot have any neighbors outside their respective cycles, since the cycles are basic.
Then there exists a maximal independent set I of G that contains a2, a4, b2, and b5. Then a1, a5 and b1 cannot be in
I , and so {a1, a5}must be a pendant edge in G \ I . But then G \ I is not super well-covered by Lemma 3.2 and neither
is G. Hence, C5 and C7 are the only super well-covered graphs of girth ≥ 5. 
The characterization of the super well-covered graphs presented in this section leads to the following theorem.
Theorem 3.4. Let G be any graph of girth ≥ 5. Then G × G is not well-covered.
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Proof. Suppose that G is not super well-covered. Then G has at least two independence vectors and G × G is not
well-covered by Theorem 2.3. Now suppose that G is super well-covered. Then, by Theorem 3.3, we have that G is
either C5 or C7. But neither C5 × C5 nor C7 × C7 is well-covered, so G × G is not well-covered. 
We conclude this section with another result about super well-covered graphs that we believe will be helpful in the
characterization of super well-covered graphs of girth ≤ 4.
Lemma 3.5. Let G be a connected well-covered bipartite graph. Then G is super well-covered if and only if G is
complete bipartite.
Proof. Suppose that G is a connected well-covered bipartite graph that is not complete bipartite. Since G is connected,
each of the parts is a maximal independent set in G. Since G is well-covered, the two parts must have the same
cardinality, say x . Hence, v = (x, x) is an independence vector of G. We will now show that v cannot be the only
independence vector of G. Since G is not complete bipartite, there must be at least two vertices, one in each part, that
are not adjacent. Let I be a maximal independent set containing those two vertices. Since G is well-covered, |I | = x ,
and so G\ I must have vertices left in each of the two original parts of G. Moreover, since G is connected and bipartite,
at least two of the remaining vertices must be connected by an edge. Hence, since G \ I contains exactly x vertices
and at least two of them are connected by an edge, any maximal independent set of G \ I must have cardinality less
than x . Therefore, the independence vector corresponding to this maximal co-independent partition must be distinct
from v. 
4. The Tankus–Tarsi decomposition
In this section, we prove some more general results about the non-well-coveredness of Cartesian products of graphs.
The Tankus–Tarsi decomposition of a graph G, defined in [4], is a partition of G into sets X , Y , S, N , and Z such
that the following properties hold:
(i) X and Y form a complete bipartite induced subgraph;
(ii) Z is dominated by X and by Y ;
(iii) S is an independent set;
(iv) N = NG(S).
We note that any of Z , S, N can be the empty set, but neither X nor Y can be empty. Further, we note that Z is
empty for all triangle-free graphs, since X, Y are non-empty and any x ∈ X, y ∈ Y , and z ∈ Z form a triangle in G.
Fig. 2 exhibits the Tankus–Tarsi decompositions of two graphs. Notice that the first graph is triangle-free and so Z is
empty.
Lemma 4.1 ([4, Lemma 2.1]). A graph G is not well-covered if and only if it has a Tankus–Tarsi decomposition with
|X | 6= |Y |.
For completeness, we recall the proof of the lemma found in [4].
Proof. Let G be a non-well-covered graph and let A, B be maximal independent sets in G such that |A| 6= |B| and
|A∩B| is of maximum cardinality among such pairs. Then we claim that every vertex in A\B is adjacent to every one
in B \ A (namely, the corresponding induced bipartite graph is complete). Assume, to the contrary, that a ∈ A \ B and
b ∈ B \ A are non-adjacent. Let C be a maximal independent set of G which contains (A∩ B)∪{a, b}. Clearly A∩C ,
as well as B ∩ C , are of larger cardinality than A ∩ B. By the maximality property of A ∩ B, this implies |A| = |C |
and |B| = |C |, but then |A| = |B|, a contradiction. This proves the claim. Now define X = A \ B, Y = B \ A and
S = A ∩ B. 
Remark 4.2. Let G be a well-covered graph. Then G has a Tankus–Tarsi decomposition with |X | = |Y |. The proof
is similar to that of Lemma 4.1.
Theorem 4.3. Let G and H be graphs with Tankus–Tarsi decompositions (XG , YG , ZG , SG , NG) and
(X H , YH , Z H , SH , NH ), respectively. Suppose ZG and Z H are empty. If |XG | > 1 or |YG | > 1, and |X H | > 1
or |YH | > 1, then G × H is not well-covered.
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Fig. 2. Two well-covered graphs with the labeled vertex sets X , Y , S, N , and Z forming their Tankus–Tarsi decompositions.
Table 1
Each column of the table lists the vertices of G × H that are placed into the sets X , Y , S, N , and Z , respectively
Step/Set 1 2
X (xG , xH )
Y YG × {xH } J
S SG × {xH }, (XG \ {xG })× YH ,
YG × (X H \ {xH }), YG × SH I
N (XG \ {xG })× {xH }, NG × {xH }, M \ K , K ∩NG×H (I )
YG × YH , YG × (NH (xH ) ∩ NH )
Z C \ J
Proof. We will construct a Tankus–Tarsi decomposition (X, Y, S, N , Z ) of G × H . At the end of the construction, X
and Y will have distinct cardinalities, so the result will follow from Lemma 4.1.
Without loss of generality, we can assume |YG | > 1 and |X H | > 1. Our construction will be separated into two
steps. Table 1 describes the vertices that are placed into each of the sets X , Y , S, N , and Z at each step. In Step 1,
xG ∈ XG and xH ∈ X H are chosen arbitrarily. In Step 2, we consider M , the set of all vertices of G× H that have not
been put into any set at Step 1. Let K ⊂ M be the set of all vertices not adjacent to anything placed into S at Step 1 and
let L = K \({xG}×NH (xH )). Furthermore, let I be a maximal independent set of the induced subgraph on the vertices
of L . Finally, let J be a maximal independent set of C = K \ (L ∪NG×H (I )) = (({xG}× NH (xH ))∩K )\NG×H (I ).
We will now show that the sets created in Table 1 form a Tankus–Tarsi decomposition of G × H . Note that X
contains exactly one element, (xG , xH ), and we claim that every member of Y is adjacent to (xG , xH ). We have
Y = YG × {xH } ∪ J , where YG × {xH } is complete to (xG , xH ) because xG is complete to YG and J is complete to
(xG , xH ) because J ⊆ C ⊆ {xG} ×NH (xH ). Also, Y is an independent set, since YG × {xH } and J are independent
and every member of YG × {xH } differs from every member of {xG} ×NH (xH ) in both coordinates. Hence, X and Y
form an induced, complete bipartite subgraph, and since YG × {xH } ⊂ Y and |YG | > 1 by assumption, it follows that
|Y | > 1 so |Y | 6= |X |.
Next, we verify that Z is dominated by X and by Y . Since Z = C \ J and J is a maximal independent set of C ,
it follows that Z is dominated by J , and therefore by Y . Every member of C \ J is also adjacent to (xG , xH ) since
C \ J ⊆ C ⊆ {xG} × (N)H (xH ). Hence, Z is dominated by X .
Next, we verify that S is an independent set. Let S1 be the set of elements placed into S at step 1; then
S1 = SG × {xH } ∪ (XG \ {xG}) × YH ∪ YG × (X H \ {xH }) ∪ YG × SH and S = S1 ∪ I . The set I is independent
by Definition, and since I ⊆ K , it is anticomplete to S1. We note that if A and B are independent, then so is A × B.
Hence, SG × {xH }, (XG \ {xG}) × YH , YG × (X H \ {xH }), YG × SH are all independent sets. The set SG × {xH } is
anticomplete to S1 \ (SG ×{xH }), since every element of SG ×{xH } differs from every element of S1 \ (SG ×{xH }) in
both coordinates. An analagous argument shows that (XG \ {xG})× YH is anticomplete to S1 \ ((XG \ {xG})× YH ).
It remains to show that YG × (X H \ {xH }) is anticomplete to YG × SH . This follows from the fact that (X H \ {xH })
is anticomplete to SH .
It is left to verify that S is anticomplete to X ∪ Y ∪ Z and that N is dominated by S. We first verify the former
for S1. The only members of S1 that share a coordinate with (xG , xH ) are those of SG × {xH }. However, (xG , xH )
is anticomplete to SG × {xH } because xG is anticomplete to SG . Similarly, YG × {xH } is anticomplete to SG × {xH }
and also to YG × (X H \ {xH }) and YG × SH . Finally, J and C \ J are anticomplete to S1 since they are subsets of
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Fig. 3. The Cartesian product of the non-well-covered graph G and the well-covered graph H is well-covered.
K which is anticomplete to S1 by definition. This shows that S1 is anticomplete to X ∪ Y ∪ Z . It remains to show
that I is anticomplete to X ∪ Y ∪ Z . Recall that I ⊆ L ⊆ K \ ({xG} × NH (xH ). Notice that every member of
G×{xH } was placed into some set at Step 1. Hence, I is anticomplete to (xG , xH ). Further, notice that every member
of YG×NH (xH )was similarly placed into some set at Step 1, and so I is also anticomplete to YG×{xH }. The last step
is to check that I is anticomplete to J and C \ J . However, these are both subsets of C = K \ (L ∪NG×H (I )), which
is clearly anticomplete to I . Therefore, I is anticomplete to X ∪ Y ∪ Z , and so we conclude that S is anticomplete to
X ∪ Y ∪ Z .
Finally, we show that every member of N is adjacent to a member of S. We will consider the sets of vertices in
N one by one and say which elements of S they are adjacent to. Every element of the set (XG \ {xG}) × {xH } is
adjacent to some element in the set (XG \ {xG}) × YH of S. Next, every element of the set NG × {xH } is adjacent
to some element in the set SG × {xH } of S, every element of the set YG × YH is adjacent to some element in the set
YG × (X H \ {xH }) of S (because |X H | > 1), and every element in the set YG × NH (xH ) ∩ NH ) of N is adjacent to
some element in the set YG × SH of S. Finally, every element of M \ K is adjacent to something in S since K was
defined to be the set of vertices in M not adjacent to anything in S, and every element of K ∩NG×H (I ) is by definition
adjacent to something in I .
The final step to verifying that the sets of Table 1 form a Tankus–Tarsi decomposition is to show that these sets
partition G × H . Since XG , YG , ZG , SG and NG (resp. X H , YH , Z H , SH and NH ) are, by hypothesis, five pairwise
disjoint sets, it is easy to see that, by construction, so are the Step 1 parts of the five sets X, Y, Z , S and N . It therefore
suffices to show that the union of the sets of Step 2 is M . Since J ⊂ C , we have that J ∪ (C \ J ) = C . Since I
dominates L , it follows that K ∩ (L ∪ NG×H (I )) ⊆ I ∪ (K ∩ NG×H (I )) and so C ∪ (I ∪ (K ∩ NG×H (I ))) = K .
Finally, since K ⊂ M , it follows that K ∪ (M \ K ) = M . 
Corollary 4.4. Let G, H be triangle-free, non-well-covered graphs. Then G × H is not well covered.
Proof. Since G, H are not well-covered, either |XG | > 1 or |YG | > 1 and either |X H | > 1 or |YH | > 1. Furthermore,
since G, H are triangle-free, ZG , Z H are empty. Hence, by Theorem 4.3, G × H is not well-covered. 
In fact, if G, H are any triangle free graphs, then G × H is not well-covered unless |XG | = |YG | = 1 or
|X H | = |YH | = 1. Fig. 3 gives an example of two graphs, one well-covered and one non-well-covered, whose
product is well-covered. In fact, this example can be extended to an infinite family of examples. The graph G can be
replaced by any path or cycle and the graph H can be replaced by any graph constructed in the following way: take a
cycle on 2n vertices with n > 3, connect antipodal vertices and take the complement.
5. Conclusion
In this paper, we have made progress towards answering the following question:
Question 5.1. What are the necessary and sufficient conditions for the Cartesian product of two graphs to be well-
covered?
Among our results we have presented many sufficient conditions for the Cartesian product of two graphs to be
non-well-covered and a few cases in which the Cartesian product is well-covered. However, there is still much to be
done.
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Recall that the motivating question for this paper was whether there exist two non-well-covered graphs such that
their Cartesian product is well-covered. A positive answer to this question would be implied by a negative answer to
the following question:
Question 5.2. Given two non-well-covered graphs G and H with independence vectors v1, v2, . . . , vn and w1,
w2, . . . , wm , respectively, is it possible to have 〈vi , w j 〉 = 〈vk, wl〉 for all i , j , k, and l, not necessarily distinct?
In Section 3, we characterized all super well-covered graphs of girth ≥ 5. We have the following conjecture about
super well-covered graphs of girth ≤ 4:
Conjecture 5.3. The only super well-covered graphs of girth ≤ 4 are the complete k-partite graphs with all of the
parts having the same cardinality.
Finally, our exploration of independence vectors introduced in Section 2 has led us to a few interesting questions.
Question 5.4. Given a set of n vectors v1, v2, . . . , vn , when is it possible to find a graph G with v1, v2, . . . , vn as its
independence vectors?
In fact, Question 5.4 can be interpreted in two different ways. The first interpretation is: does there exist a graph
with a given set of n independence vectors and possibly some others? The second possible interpretation is: does there
exist a graph with a given set of n vectors as its only independence vectors? One necessary condition for a positive
answer to either version of the question is that the sums of the coordinates of each of the vectors are equal.
Question 5.5. Given a graph G, what are the necessary and sufficient conditions for G to have a non-monotonic
independence vector?
We believe that even a partial answer to Question 5.4 or Question 5.5 would be very helpful in making further
progress on Question 5.1.
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