This paper describes a new matched-field acoustic source localization technique using reduced-rank signal processing. We pose the problem as joint detection and parameter estimation in the face of unknown, structured noise. We derive a reduced-rank likelihood ratio array processor and demonstrate its ability to detect and localize sources of interest. A key feature of reduced-rank signal processing is the ability to discard undesirable information from data matrices by their low rank approximation. Computer simulations demonstrate its viability under a wide range of operating conditions.
I. Introduction
Matched-Field Processing (MFP) is a underwater source localization technique that incorporates environmental information into the signal processing algorithm. In this work, we develop a structure to detect and localize a narrowband source when strong low-rank interference is present in the received data. Sources of low-rank interference are surface noise or mechanically generated correlated noise fields. This is accomplished by applying ideas from linear algebra to estimate structured covariance matrices and incorporate detection into the localization algorithm [ 11.
Matched-field processing presupposes a collection of sensor array measurements from which we wish to estimate the source location parameters. For the purpose of this discussion we consider range and depth as the unknown parameters. Sophisticated acoustic propagation models based upon the wave equation model the source pressure field per the ocean characteristics and are used to compute the "replica field". Many applications employ the Normal Mode model or the Parabolic Equation solver method to compute the replica field. The pressure field is computed for a set of assumed source locations and spectral estimators such as the Bartlett or the Maximum Likelihood Method (MLM) are applied to this data to correlate replica data with array measurements. A source position estimate is computed for assumed range-depth combinations to produce an ambiguity surface. and [4] . The parameter estimation methods used in matched-field localization typically assume that the source signal is present in the data, and that interference from other sources or ambient background noise is low. In this paper, we take a second look at that problem, and propose posing it as a joint detection and estimation problem in the face of unknown but structured Gaussian interference. Our solution exploits new signal processing structures developed by Kirsteins and others based on reduced rank techniques [5] and [6] .
Specifically, we propose a new solution to the matched field source localization problem using a reduced rank generalized likelihood ratio test (GLRT) statistic. Section 11 describes the signal model and problem geometry. A derivation and description of the GLRT structure is provided in Section 111. Section IV provides a description of preliminary results when this approach is applied to simulated data. A summary of this work and open problems is provided in Section V.
II. Signal Model
The receiver is modeled as a collection of N equally spaced hydrophones in a vertical configuration. In this work, the goals are two-fold: first to detect a low rank signal in the presence of strong low rank interference plus background noise and second, to localize the source if we select H,. Therefore, consider choosing between one of the two hypothesis for the received data:
(1) H, : x = n (interference only)
HI : x = s + n (signalplus interjierence) where x, s, and n are Nxl dimensional vectors, that correspond to received data, signal, and interference respectively. Each observation or measurement is low rank provided it can be modeled as some linear combination of r basis vectors or modes. Low rank is applicable whenever the number of modes is less than the number of sensors.
It is asserted that the interference consists of a low rank component, modeling directional interferencla, plus white Gaussian noise. Thus, it is modeled as 
The Generalized Likelihood Ratio Test Structure
The GLRT is derived far the received observation, {x,} assuming it is Gaussian distributed with mean Q andl structured covariance matrix where {XJ, 2, and {vIc} are the eigenvalues and eigenvectors of R. Next, vve determine whether the data comes from H, or HI. Assuming the a priori probabilities are equal, the optimal or maximum likelihood (ML) receiver is the likelihood ratio test (LRT) given by:
Since the mean and covariance matrix are unknown, the optimum detector can not be constructed. Instead, we construct a generalized likelihood ratio test first assuming s is known. This structure consists of a set of N-variate 
S H S
The quantity premultiplying and postmultiply X is a projection matrix that decomposes the X into a signal subspace and a part that lies in the orthogonal subspace. This geometric interpretation of Equation (12) to be expressed as the identification of the signal subspace and determining how much of the measurement lies within it for use in the signal processing algorithm.
The final step is to modify the structure assuming s is unknown. Our solution is to calculate s using the propagation model for a large number of trial solutions and compute z for each. Its maximum value is used as the test statistic.
The eigenvalues are assumed to be in decending order, that is, X, 2 X, 2 ,..
. , 2Xmin(r,K).
A similar derivation may be repeated for low rank interference modeled as deterministic and unknown.
In summary, we propose the following algorithm for matched-field processing:
Off-line steps:
Establish appropriate signal model for "low-rank" interference plus background.
2.
Specify problem geometry,(i.e. number of sources, search domain, array geometry, and etc.)
Generate replica field data for P' 3.
Select detector threshold q
On-line steps: 5.
6.
7.
Use Z(x) q to make the final decision. If greater, we assert source is detected at location 8.
Update projection matrix, P' , from replica field data Calculate z(0) according to Equation (10) [9] < Ho
IV. Computer Simulations
To demonstrate the technique, we begin by simulating array data for a typical sonar localization scenario. The signal is modeled as deterministic and its power is a :
.
Although we use a linear array geometry, this analysis can be applied to an arbitrary geometry. The signal of interest and a jammer with rank-one covariance are simulated as arriving at the sensor for all time t. The measurement, sk(t), is the k-th narrowband signal arriving at angle 8k. This angle is chosen to be array boresight and the sensor spacing d, such that spatial ailiasing is avoided. Additive Gaussian noise is simulated as zero mean and uncorrelated among snapshots for strong signal and weak signal conditions. The jammer's direction of arrival is chosen as 45" and it's power is set to unity. Two hundred snapshots of array data are taken over a 5 element array. The jammer-towhite noise ratio (JNR) is -1 2 . m and signal-to-jammer power ratio (SJR) is -4.6dB. The simulation is repeated for a JNR of -1O.OdB and a SJR of 3.0dB. Figure 1 .0 shows these results. Figure 2 .0 shows a simulation for an absent signal within the array data. Although, the presence of the rank-one jammer is severely reduced by the signal processing, the GLRT detects its presence.
V. Conclusions
This paper presents a new procedure for passive source localization in high noise environments. This new method is based on decomposition of signal and orthogonal subspaces and their properties. Signal free training data is not required. Unlike the conventional source localization approaches, these results include detection capability only requiring a priori rank information to adaptively estimate the low-rank interference. We have found this structure to be sensitive to signal mismatch and therefore a viable localization method. Signal mismatch and development of criteria for setting the threshold are suggested as an area for future investigation. 
