Identifying a divergence problem in ADAM, we propose a new optimizer, LAPROP, which belongs to the family of adaptive gradient descent methods. This method allows for greater flexibility in choosing its hyperparameters, mitigates the effort of fine tuning, and permits straightforward interpolation between the signed gradient methods and the adaptive gradient methods. We bound the regret of LAPROP on a convex problem and show that our bound differs from the previous methods by a key factor, which demonstrates its advantage. We experimentally show that LAPROP outperforms the previous methods on a toy task with noisy gradients, optimization of extremely deep fully-connected networks, neural art style transfer, natural language processing using transformers, and reinforcement learning with deep-Q networks. The performance improvement of LAPROP is shown to be consistent, sometimes dramatic and qualitative.
Introduction
Modern deep learning research and application has become increasingly time consuming due to the need to train and evaluate large models on large-scale problems, where the training may take weeks or even months to complete. This makes the study of optimization of neural networks one of the most important fields of research (Ruder, 2016; Sun, 2019) . At the core of the research lies the study of optimizers, i.e., the algorithms by which the parameters of neural networks are updated. Especially, since the widely used optimization algorithm ADAM was proposed and became widely used, various modifications of ADAM have been proposed to overcome the difficulties encountered by ADAM in specific cases (Reddi et al., 2018; Liu et al., 2019a; Loshchilov & Hutter, 2017; Luo et al., 2019) . Nevertheless, none of them have shown consistent improvement over ADAM on Figure 1 . Divergence of Adam on a two-layer ReLU network on MNIST with µ = 0.9, ν = 0.7. In contrast, LAPROP continues to work stably for a much larger number of updates.
all tasks, and the mechanism behind the optimizers remains vague.
In this paper, we propose a new optimizer, LAPROP. We find that on a variety of tasks, LAPROP consistently performs better or at least comparably when compared with ADAM, and especially, LAPROP performs better when the task is noisier or more unstable. Such improvement comes almost for free: LAPROP is closely related to ADAM, and it has exactly the same number of hyperparameters as ADAM; the hyperparameter settings of ADAM can be immediately carried over to LAPROP. Moreover, LAPROP is more stable and it allows for a wider range of hyperparameter choice for which ADAM would diverge, which makes LAPROP able to reach a higher performance over its hyperparameter space, which is demonstrated in our experiments. We hope our proposed optimizer benefits future study of deep learning research and industrial applications.
Organization In this section, we give an overview of the up-to-date optimization algorithms for neural networks. In section 2, we identify the key mechanism that is behind the dynamics of adaptive optimizers and point out a key failure of Adam in this formulation, and in section 3, we introduce our optimizer LAPROP as a remedy. Section 4 presents our experiments. In section 5, we prove some mathematical properties of our method, and bound the regret of our method by a factor of order O( √ T )
Contribution This work has three main contributions: (1) proposing a new adaptive optimization algorithm that has considerably better flexibility in hyperparameters, and confirming that such flexibility can indeed translate to wider applicability and better performance on tasks that are relevant arXiv:2002.04839v1 [cs. LG] 12 Feb 2020 to modern industrial applications and academic interests; (2) conceptually, establishing a new framework for understanding different optimizers, as none of the previously proposed frameworks includes our method as a subclass; (3) theoretically, we extend the convergence proofs and show that our method is different from the previous ones, i.e. ADAM and AMSGRAD, by a key factor that has limited their flexibity and often leads to worse performance.
Gradient Descent Formalism
Let (θ) be the loss function we want to minimize, and θ the model parameter(s). When (θ) is differentiable, which is the case in modern deep learning, the popular choice is to perform a stochastic gradient descent step with step size λ.
One also speeds up the training procedure by introducing momentum, which is an acceleration term added to the update rule:
where µ is the momentum hyperparameter. Momentum (in some special but similar form) has been proven to accelerate convergence (Nesterov, 1983) , and it is an experimental fact that optimization of neural networks benefits from momentum (Sutskever et al., 2013) . When mini-batch training is used, g t is computed as an average over the mini-batch of data. It has recently been shown that stochastic gradient descent can finds the global minimum for a neural network despite the fact that no line search is performed over the update step size (Du et al., 2018; Zou et al., 2018) .
The Adaptive Gradient Family
The adaptive gradient methods have emerged as the most popular tool for training deep neural networks over the last few years, and they have been of great use both industrially and academically. The adaptive gradient family divides an update step by the running root mean square (RMS) of the gradients (Duchi et al., 2011; Tieleman & Hinton, 2012; Kingma & Ba, 2014) , which speeds up training by effectively rescaling the update to the order of λO(1) throughout the training trajectory. The most popular method among this family is the ADAM algorithm (Kingma & Ba, 2014) . which computes the accumulated values, i.e. the momentum and the preconditioner, as an exponential averaging with decay hyperparameter µ, ν (also referred to as β 1 , β 2 in literature), with bias correction terms c n (t), c m (t) to correct the bias in the initialization:
param. Table 1 . Sign-variance interpolation and the relationship of ADAM and LAPROP to other algorithms. In all four limiting cases of the hyperparameters, LAPROP asymptotes to reasonable algorithms, while ADAM does not if we reduce the adaptivity when the momentum is present, i.e., ν → 0 and µ > 0, suggesting that the way ADAM computes momentum may be problematic. This table also shows that the signed gradient family of optimizers are special cases of LAPROP. We emphasize that although ADAM and LAPROP become asymptotically equivalent at the limit of ν → 1, they practically show different behaviours even at ν = 0.999.
where ADAM sets c n (t) = 1 − ν t and c m (t) = 1 − µ t . Several variants of ADAM also exist (Reddi et al., 2018; Liu et al., 2019a; Loshchilov & Hutter, 2017; Luo et al., 2019) . However, it remains inconclusive which method is the best and the various "fixes" of ADAM do not show consistent better performance.
Signed Gradient Family
Another important family of neural network optimization is the signed stochastic gradient descent (SSG) (Bernstein et al., 2018) . This method simply uses the signs of the gradients, and, when desired, the momentum term can be added in as usual for further improvement (SSG-M) 1 :
The original motivation is that, since the gradients of neural network parameters appears noisy and random, the direction of the update for each parameter may be more important than the size of the update. The same paper shows the effectiveness of the signed gradient descent method when the signal-to-noise ratio (SNR) is high. Our work, in essence, proposes a new method as an interpolation between the signed method and the adaptive gradient method.
The Sign-Variance Mechanism of Adam
The discussion in this section develops upon the insightful studies in Bernstein et al. (2018) and Balles & Hennig (2017) . It is shown in Balles & Hennig (2017) that there are essentially two different kinds of mechanisms that drive the adaptive gradient methods: the sign and the variance of the gradient. Setting µ = 0 and c m = c n = 1 and from equation 7, we can rewrite the update term of ADAM as
Qualitatively, we may assume that the gradients are drawn from a distribution with a variance of σ 2 which, in turn, is estimated by n t . We can also define the estimated relative variance η t ∶= σ 2 t g 2 t ≥ 0. Therefore we have have two terms:
Thus, ADAM can be interpreted as a combination of the signed gradient methods and the adaptive methods. The sign component updates the parameters following the signs of the gradients, and the adaptivity component reweights the update according to the estimated variance. An interpolation between the signed and the full adaptive methods can be achieved by setting ν in the two limits (µ = 0):
Moreover, Balles & Hennig (2017) have shown that it is the sign component that can explain most behaviors of ADAM, such as the improved training speed on difficult tasks.
Since the parameter µ controls how the momentum is accumulated and ν controls the adaptivity, one expects that, at non-vanishing µ, we can make ν → 0 to "turn off" the adaptivity and interpolate to SSG with momentum. However, this is not the case. Reducing ν to 0 at non-zero µ causes instability and the optimization can diverge; this is also reflected in the convergence theorems of ADAM where ν is required to be at least of the same order as µ both for the finite step size dynamics (Reddi et al., 2018) and in the continuous time limit (da Silva & Gazeau, 2018). To illustrate, we may assume that g t is i.i.d. and obeys a standard Gaussian distribution, and note that
where the divergence follows from the fact that g 2 t−1 g 2 using a simple 2−layer network. See figure 1. We argue that ADAM fails to interpolate because it does not correctly compute the momentum. We thus propose the LAPROP algorithm that allows for a straightforward interpolation. This problem-free interpolation capability gives LAPROP far more flexibity than ADAM, leading to reduced instability and better performance, as shown in the section 4. In table 1, we summarize the behavior of ADAM and LAPROP for some limiting values of µ and ν.
LAPROP
As a solution to the interpolation problem posed in the previous section, we propose LAPROP, which efficiently interpolates between the signed gradient and the adaptive gradient family.
The divergence of ADAM can be understood in the following way. One can rewrite the ADAM update as follows:
If we interpret √ n t as an estimate for the standard deviation, σ t , of the gradient at time t, then g i σ t normalizes the gradient at time i by the variance at time t. However, since a training trajectory can often be divided into different regimes, it is reasonable to say that the distribution of gradients over the trajectory can have a non-trivial time dependence. This has a destabilizing effect for i ≪ t, especially if the distribution of the gradient changes throughout training. If µ < √ ν, the effect of any past gradient can be upper bounded (see Proposition 5.2), and the destabilizing effect is counteracted by the decaying factor of µ t . However, when µ > √ ν, µ t decays too slow and may eventually results in divergence. This shows that the effect of µ is two fold; it controls how the momentum is accumulated, and, it also alleviates the instability in the past gradients.
To resolve this problem, we argue that one should only reweight the local gradient by its local variance, and this only involves changing the term g i σ t → g i σ i , and the update becomes
We show in section 5.2 that this simple modification removes the divergence problem caused by the improper
reweighting rule of ADAM, with equal computation complexity. This corrected update rule constitutes the core of LAPROP, of which the algorithm is given as Algorithm 1. In essence, this decouples the momentum from adaptivity. Now µ and ν can be chosen to be independent of each other, and, in section 4, we will show that such decoupling leads to wider applicability and better performance of the optimizer. The default hyperparameters we recommend are λ = 4E − 4, µ = 0.8 -0.9, ν = 0.95 -0.999 and = 10 −15 , but in general, hyperparameter settings of ADAM always work for LAPROP as well, and one may choose the default settings of ADAM.
A Conceptual Framework
Many attempts at presenting all adaptive optimizers within the same framework exist, such as in (Reddi et al., 2018; Chen et al., 2018; Luo et al., 2019) . Likely due to the popularization of ADAM, these frameworks share the structure of the ADAM algorithm presented in equations 4-7, where the momentum m t and the preconditioner n t are separate, and the update is given as m t √ n t . We call it the ADAM style of momentum computation. Although these existing frameworks succeed in including various adaptive optimizer, they seem to be conceptually biased towards the ADAM style momentum, taking the update rule m t √ n t for granted. We, however, argue that m t √ n t is a sub-optimal way of incorporating momentum into ADAM, and that the preconditioner should be applied before we apply the momentum. In this case, none of the existing frameworks proposed seems to include our algorithm. Here, we develop a new framework of adaptive optimizers by extending the framework in Ref. (Wilson et al., 2017) to include our algorithm, LAPROP, which also reveals the difference between ADAM and LAPROP.
We note that the simple gradient descent can be written as
where each term is defined as above. When combined with the momentum (be it the Heavy-Ball momentum or Nesterov), we can write the update using just one line:
where β t controls how we decay the momentum; the Heavy-Ball momentum has γ = 0, and the Nesterov momentum has γ t = β t . It suffices to set γ = 0 in our discussion.
This framework can be further extended by multiplying the updates by preconditioning matrices G t , K t to include the adaptive gradient family (and also the second-order methods):
and the non-adaptive methods corresponds to setting the preconditioners to the identity, i.e. G t = K t = I. Let
where g t ○ g t represents the element-wise product. The ADAM algorithm takes
while the LAPROP algorithm can be written as
where the difference is enclosed in the rectangular box in equation 22. ADAM uses the current preconditioner to reweight the accumulated momentum, while LAPROP leaves the accumulated momentum intact, bringing it closer to the original momentum in non-adaptive methods. In table 2, we compare different diagonal optimizers under the framework of equation 20.
Intuitively, the term H −1 t H t−1 in ADAM seems to have negative effects in learning. The term H −1 t H t−1 can be understood as a reweighting of the momentum term β t (θ t − θ t−1 ) by referring to the current gradient. Since the term is small when the current gradient is large, it seems to be problematic. In fact, when the current gradient is pathologically large, e.g. due to noise or out-of-distribution data points, the momentum in ADAM immediately vanishes. On the contrary, for LAPROP, the effect of an extremely large gradient on the accumulated moemtum is upper bounded by 1−µ √ 1−ν by construction (Proposition 5.1). This suggests that LAPROP puts more importance on the past momentum than ADAM does, and therefore, we hypothesize that LAPROP has a better ability to overcome barriers and escape local minima than ADAM. This also suggests that LAPROP enjoys better stability in training.
Experiment

Learning with Strong Noise in the Gradient
We now experimentally show the improved performance of LAPROP compared with the previous methods. First, we consider the optimization of the Rosenbrock loss function (Rosenbrock, 1960) , for which the optimal solution is known exactly. For a two parameter system (x, y), we define noisy the Rosenbrock loss function to be
where x, y are initialized to be 0, and the optimal solution lies at (1, 1), 1 and 2 are independently sampled from U nif orm(−σ, σ). See Figure 2 . We see that ADAM, AMS-GRAD and LAPROP show different behaviors. While ADAM Table 2 . Classification of different optimization algorithms according to Equation 20, with I denoting the identity matrix. LAPROP differs from ADAM by how the momentum is computed, and differs from the SGD-M by the way the gradient is handled. This table also shows that the way ADAM computes its momentum is not quite in line with other methods.
Time it takes to converge on Noisy-Rosenbrock vs. ν, with noise level σ (the lower the better). We note that LAPROP does exhibit much stronger robustness against noise in the gradient. (a) When the noise level is small, we see that the optimization speed of LAPROP is almost invariant w.r.t. the choice of ν, demonstrating its stronger flexibility in choosing hyperparameters. (c, d) For σ ≥ 0.12, only LAPROP succeeds in optimizing the problem even if we lengthen the experiment to 10000 steps (notice the difference in the y−axis), and smaller ν offers better performance.
converges as fast as LAPROP for most of ν, it is unstable when ν is small. AMSGRAD, on the other hand, seems much more stable, but its convergence slows down greatly in the presence of noise. For LAPROP, when the noise is small, it is (one of) the fastest and is more stable against a change of ν; when the noise is large (σ ≥ 0.12), only LAPROP converges for a suitable range of ν.
Initiating Training of Extremely Deep Fully Connected Networks
We demonstrate that LAPROP has stronger than existing methods to initiated training of hard problems. For example, we show that LAPROP can be used to train extremely deep fully-connected (FC) networks on MNIST with the ReLU activation function. The network has input dimension 784, followed by d layers all of which include w hidden neurons, and followed by a output layer of dimension 10. The networks are initialized with the Kaiming uniform initialization. It is shown in Ref. (Hanin & Rolnick, 2018) that it is very hard to initiate the training of FC networks at extreme depth due to the gradient explosion or gradient vanishing problem, where SGD, ADAM, AMSGRAD all fail. See Figure 3 . We see that LAPROP is able to initiate training of neural networks with depth up to 5000 (the deepest the our GPU memory can afford). On the other hand, to our best try, neither of ADAM or AMSGRAD or SGD can optimize FC neural networks of this depth (we plot ADAM at d = 500 for illustration), and this is a task that only LAPROP can achieve. We also run with different width of the network w ∈ {32, 256}. We apply smoothing over consecutive 50 updates. The training batch size is 1024, and the experiment includes 400 epochs. For all the tasks, we set µ = 0.8, ν = 0.96, = 10 −26 , and we only tune for a proper learning rate, ranging from λ = 4e − 4 to 1e − 5.
. Generalization error on label-corrupted IMDB vs. ν, with corruption probability r. We note that tuning the parameter ν on LAPROP offers stronger robustness against label noise in the gradient. We test on corruption rate r = {0, 0.1, 0.2, 0.3}. For all four corruption rates, the behavior of LAPROP is similar. Lower ν gives smaller generalization error and better performance. For ADAM, the performance becomes worse for a smaller ν due to divergence and instability. For AMSGRAD, the divergence problem is fixed, and the learning is more stable than ADAM; however, its failure to decouple µ and ν is shown to have a negative effect on performance.
Achieving Better Generalization Performance
While our analysis has focused on optimization, we devote this section to show how ν might be tuned to improve the generalization of models. The IMDB dataset is a binary classification task whose goal is to identify the sentiment of speakers. We use LSTM with attention (Bahdanau et al., 2014) with pretrained GloVe word embedding (Pennington et al., 2014) . Also, we study how label noise affects the different optimizers in this task. We randomly flip labels of every data point with probability r ∈ {0, 0.1, 0.2, 0.3}.
For all data points, the training batchsize is 128 and the learning rate is set to 2 × 10 −3 with µ = 0.9. All the models are trained for 15 epochs on this task. See Figure 4 .
In summary, we find that (1) LAPROP with ν = 0 always achieves the best generalization performance both with and without label noise; for example, at zero noise rate, LAPROP achieves 10% accuracy improvement over the best hyperparameter setting of ADAM and AMSGRAD; (2) ADAM and AMSGRAD are not very stable w.r.t the changes in ν, while LAPROP responds to the changes in ν in a stable and predictable way, implying that LAPROP's hyperparameter ν is easier to tune in practice.
Neural Style Transfer
In this section, we experiment on the task of generating an image with a given content and a given style. The task is described in detail in (Gatys et al., 2015) . It is purely optimizational, and we see the advantage of being able to tune ν. The trend we observe agrees well with the experiment in section 4.1. See Figure 5 , where we plot the average regret R(T ) T at T = 1000. This is a theoretical quantity often studied in literature, and lower R(T ) T corresponds to a better convergence rate (Kingma & Ba, 2014; Reddi et al., 2018) . We note that, on this task also, lower ν offers better performance for LAPROP and worse performance for AMS-GRAD. We note that ADAM has unstable and oscillatory behaviors when ν is small, while LAPROP achieves fastest speed at the same ν.
Translation and Pretraining with Transformers
The Transformer is known to be difficult to train as a recently proposed modern architecture (Vaswani et al., 2017) . Especially, it requires a warm-up schedule of learning rates if a large learning rate is to be used, and it is typically trained using ADAM with a ν smaller than 0.999. We show that the performance of LAPROP parallels or outperforms that of ADAM on the tasks of IWSLT14 German to English translation (Cettolo et al., 2014) and the relatively large-scale RoBERTa(base) pretraining on the full English Wikipedia (Liu et al., 2019b) . The results are shown in Figure 6 . We basically follow the prescriptions given by Ref. (Ott et al., 2019) and used the recommended network architectures and training settings thereof. Details are given in the figure caption and Appendix. As demonstrated in (Liu et al., 2019a) , without a warmup, ADAM does not converge to a low loss on the IWSLT14 de-en (German to English) dataset as shown in Fig. 6a . However, LAPROP does not get trapped by the local minimum and continues looking for a better solution, though the loss is still higher than that with a warmup. When there is a warmup, LAPROP and ADAM perform comparably. In RoBERTa, the default ν is 0.98, but we find that we Figure 6 . Learning curves of the transformer tasks. The training loss is plotted for every update. When there is a warmup, the learning rate linearly increases from zero to its maximum and then linearly decreases; otherwise it is initialized to be the maximum and decreases. In (a), the warmup includes the first 2 × 10 3 updates and the learning rate vanishes at the 60 × 10 3 -th update. In (b), the warmup includes 10 × 10 3 updates and the learning rate vanishes at the 125 × 10 3 -th update. The maximum learning rates are 3E-4 and 1E-4 for (a) and (b) and µ = 0.9. Smoothing is applied. See Appendix for details. The commonly reported perplexity value is equal to 2 loss above.
can use ν = 0.999 in our case, which results in a faster convergence after the initial stage, and moreover, we can even ignore the warmup schedule and use the maximum learning rate from the beginning, in which case LAPROP turns out to outperform ADAM by a larger margin. We conjecture that the unnecessity of a warmup is due to the small learning rate and the relatively small variance of the data. Note that ADAM with a large (10 −6 ) is used by default to improve the stability during learning, while LAPROP does not need such enhancement and always uses a small .
Reinforcement Learning
We compare the performance of LAPROP and ADAM on a modern reinforcement learning task, i.e. to play a Atari2600 game, Breakout, and our training procedure mainly follows the Rainbow DQN (Hessel et al., 2018) . To accelerate the training, we have changed a few minor settings of Rainbow as detailed in Appendix. The result of test performance is shown in Fig. 7 . We see that LAPROP starts learning earlier than ADAM and achieves high performances faster than ADAM. The performance of LAPROP improves with The model is saved every 0.2 million frames and each saved model is evaluated for the given 5 lives in the game. Each model is evaluated 20 times, and one standard deviation of the evaluation is plotted. Because the performance fluctuates, Gaussian smoothing with a standard deviation of 1 is applied to the data points. fluctuation just like ADAM, but its overall performance is better. The training does not converge at the 12 million-th frame and the performances slowly improve. It is important to understand that the fluctuation of the performances during training is a result of DQN and not simply due to noise. During the training, the maximum performance achieved by LAPROP (607.3 ± 47.6) is higher than that of ADAM (522.9 ± 40.6), and we find that LAPROP is generally more aggressive than ADAM in learning and exploration.
Better Hyperparameter Flexibility
We train deep residual networks on the CIFAR10 image classification task using LAPROP and ADAM (He et al., 2016; Krizhevsky et al., 2009 ), implementing the weight decay following the suggestions in (Loshchilov & Hutter, 2017) . The network architecture is the standard Resnet-20 3 , and we use the same hyperparameters for ADAM and LAPROP except for , and we perform a grid search on µ and ν. The results are shown in Fig. 8 . We find that LAPROP and ADAM perform comparably around the region of common hyperparameter choices, and when ν gets smaller ADAM occasionally diverges, and if µ is much larger than ν then ADAM diverges. We believe that it is the residual connections that have made the model stable and robust against divergence. Concerning the loss, we find ADAM tends to overfit when ν is small while LAPROP does not. The complete data and the settings are provided in Appendix.
Mathematical Properties and Convergence Analysis
The most important and insightful property of the LAPROP algorithm is that its update can always to be upper bounded by a constant for any µ, ν ∈ [0, 1).
Proposition 5.1. Bound for LAPROP update. Let m t , c n be defined as in Algorithm 1, and set c n = 1 − ν t , c m = 1 − µ t . Then the magnitude of the update can be bounded from above as mt
Another important feature of this bound is that it only depends on ν. This is in sharp contrast with the analysis for the variants of ADAM. Notice that there are two key differences: (1) the bound depends on the the ratio µ √ ν , suggesting that the momentum hyperparameter µ and the adaptivity parameter ν are coupled in a complicated way for ADAM; (2) the bound only applies when µ > √ ν, suggesting that the range of choice for the hyperparameters of Adam is limited, while LAPROP is more flexible because µ and ν are decoupled. The most popular choice for Adam is (µ = 0.9, ν = 0.999), which is well within the range of the bound, but our experimental section has demonstrated that much more could potentially be achieved if such a restriction is removed. Now, we present the convergence theorem of LAPROP in a convex setting. The proof follows closely in line Ref. (Kingma & Ba, 2014; Reddi et al., 2018) . Note that a rigorous proof of convergence for the adaptive gradient family has been a major challenge in the field, with various bounds and rates present, and, in this section, we do not aim at solving this problem, but only at providing a bound whose terms are qualitatively insightful.
Theorem 1. (Regret bound for convex problem) Let the loss function be convex and the gradient be bounded at all time steps, with ∇ t (θ) ∞ ≤ G ∞ for all θ ∈ R d , and let the distance between any θ t learned by LAPROP be bounded, with θ t1 − θ t2 ≤ D, and let µ, ν ∈ [0, 1). Let the learning rate and the momentum decay as λ t = λ √ t, µ t = µζ t for ζ ∈ (0, 1) . Then the regret for LAPROP can be bounded from above as
where, in the worst case,
We see that the difference between this bound and that of (Reddi et al., 2018) lies in the third term, where LAPROP replaces the factor 1 1−γ by 1 1−ν . This is the key difference between LAPROP and the ADAM style optimizers. The proposed method converges for any ν ∈ [0, 1), while that of ADAM depends on the relation between µ and ν, i.e. 1 > ν > µ 2 .
From the above theorem, one see that the average regret of LAPROP converges at the same asymptotic rate as SGD and other adaptive optimizers such as ADAM and AMSGRAD. Like ADAM and AMSGRAD, the above bound can be considerably better than O( √ dT ) when the gradient is sparse, as shown in (Duchi et al., 2011) . The experimental fact that the adaptive gradient family is faster at training neural networks suggests that the nature of gradient in a deep neural network is sparse.
Conclusion
Based on and motivated by a series of previous works, we have proposed an effective and strong optimization method for modern neural networks on various tasks. While the proposed method does outperform and show better flexibility than other members in the adaptive gradient family, we remark that the understanding of its true advantage needs to be tested with more experiments at the industrial level. 
and this defines a recurrence relation that solves to
C. Proof of Proposition 5.2
Expand the term:
where γ = µ √ ν . Putting in the bias corrections, we obtain that m t c m (t)
and we are done.
D. Theorem 1 Proof
By convexity,
We focus on a single compoment with index i and bound the term g t,i (θ t,i − θ * i ). Plug in the LAPROP update rule to obtain
where we defined s t ∶= n t c n . We now subtract θ * , and square both sides to obtain
Rearrange term, and, in the second line, apply the inequality ab < a 2 +b 2
Now apply Proposition 5.1 to bound m t ,
Now we are ready to bound R(T ), to do this, we sum up over the index i of the parameters and the times steps from 1 to T (recall that each m, θ, s carries an index i with them):
As a side note, one important term in the derivation is term B. This term appears in the original proof for the convergence of ADAM (Kingma & Ba, 2014) , and, in fact, appears in any known regret bound for adaptive optimizers (Chen et al., 2018) , and is shown to cause divergence when B < 0 in (Reddi et al., 2018) . To deal with this problem, we simply assume that we are in a problem where B > 0 by definition, while noting that this problem can be avoided theoretically using two ways. One way is to increase ν gradually towards 1 during training, as is proven in (Reddi et al., 2018) .Another way to deal with this problem is to define an AMSGRAD-ized version of the adaptive algorithm by substituting in s t,i = max( nt,i cn , nt−1,i cn ). However, this "fix" is shown in the main text to be quite harmful to the performance, and so we disencourage using a AMSGRAD-dized LAPROPunless the problem really demands so.
We now try to bound the term A in the last line above. The worst case bound can be found simply by noting that s t,i ≤ G ∞ and ∑ T t 1 √ t < √ T + 1. Thus the worst case bound for term A is A ≤ dG ∞ √ T , which is the same as other adaptive gradient methods. Another bound, which is tighter when the gradient is sparse, we note
and so we obtain the desired bound As suggested in Ref. (Loshchilov & Hutter, 2017) , we implement the weight decay separately, which may also be called the LAPROPW algorithm. The algorithm is given by Algorithm 2.
Algorithm 2 LAPROPW
Input:
E.2. Tuning ν
The tuning of ν is nontrivial for each task and it is basically decided by trial and error. Roughly speaking, a smaller ν makes LAPROP closer to the signed gradient methods and the maximum update made by LAPROP is smaller, which may be beneficial in noisy settings, and a larger ν makes n t change slowly, which may benefit fine-tuning of the model and the convergence. From a statistical viewpoint, ν is used to compute the second moment n t , and therefore when the trained model changes quickly, a large ν may result in a larger bias in second-moment estimation. In our experiments, we find that a smaller ν improves the loss faster at the initial updates, while a larger ν improves faster at a later stage, such as in Fig. 9b , and for MNIST and CIFAR10 a small ν improves faster only for the initial hundreds of updates, which may be due to the simplicity of the tasks. We believe tuning ν for large-scale and difficult tasks can bring better results and we leave it for future research.
E.3. AmsProp
In Ref. (Reddi et al., 2018) , the authors proposed AMSGRAD as a variant of ADAM that has a monotonically increasing n t to guarantee its convergence. This idea may be applied to LAPROP similarly, which produces an algorithm that may be called AmsProp, as shown in Algorithm 3. It should be noted that this algorithm subtly differs from the original AMSGRAD. In practical cases, we have not observed the advantage of using such a variant, because a large ν can often do well enough by approximately producing a constant n t at convergence and therefore achieve a good performance. Nevertheless, AmsProp might be useful in special and complicated cases and we leave this for future research.
Algorithm 3 AmsProp
Following the suggestion in Ref. (Tieleman & Hinton, 2012) , we also propose a centered version of LAPROP, which uses the estimation of the centered second moment rather than the non-centered one, which is a more aggressive optimization strategy that would diverge at the presence of a constant gradient. The algorithm is give by Algorithm 4. As the estimation of the centered momentum is unstable at the initial few iterations, we recommend to use the original LAPROP for a few updates and then change to the centered one. Also, one may even combine the centered LAPROP and AMSGRAD, using the maximal centered second moment in the learning trajectory, but we have not known the advantage of such a combination.
Algorithm 4 Centered LAPROP
The tuning of is found to be important for the stability of ADAM in some difficult tasks, such as in Rainbow DQN and Transformer training (Hessel et al., 2018; Devlin et al., 2018) , and a small may result in an unstable learning trajectory. However, we find that this is not the case for LAPROP, and LAPROP often works better with a small , and we have not found any case where a too small results in worse performance. The can be freely set to be 1E-8, 1E-15 or 1E-20, as long as it is within machine precision, which is drastically different from ADAM. Similarly, gradient clipping seems to be unnecessary.
F. Additional Experiments and Experimental Details
Our code is going to be released on Github.
F.1. RoBERTa Pretraining
We find that pretraining of RoBERTa is stable if the dataset only contains English Wikipedia, and in this case, a warmup schedule of the learning rate is not necessary and we can use larger ν also. We present the learning curves of different ν and using or not using warmup in Fig. 9 , training only for the first 20×10 3 updates, which is actually less than one epoch. If one zooms in Fig. 9a , it can also be observed that LAPROP marginally outperforms ADAM from an early stage. In Fig. 9b , it can be seen that a smaller ν accelerate the learning at an early stage, while a larger ν converges better at a later stage. We have applied a Gaussian smoothing with a standard deviation σ = 6 to the nearby data points in the plots, and for the IWSLT14 task we have used σ = 70.
The English Wikipedia dataset is prepared following the instructions in the GitHub repository of GluonNLP 4 (Guo et al., 2019) . We used the latest English Wikipedia dump file and cleaned the text 5 , and we encode and preprocess the text following the standard RoBERTa procedure 6 . We use learning rate schedules with linear increase/decrease, expecting the learning rate to reduce to 0 at the default 125000th update. When there is warmup, the learning rate is increased from 0 to its maximum at the 10000th update and is then decreased, and when there is no warmup, it is initialized at its maximum and then decreased. Due to a limited computational budget, our training batch size is 120, and we use a maximum learning rate of 1E-4; the maximum sequence length of data is kept 512 as default. The trained model is Bert-base (Devlin et al., 2018) , and we use the implementation provided by the Fairseq library (Ott et al., 2019) . We also enable the option of mask-whole-words to make the pretraining task more realistic. Other hyperparameter settings are identical to the default if not mentioned.
F.2. Details of Reinforcement Learning Experiments
To obtain better training results, compared with Rainbow DQN (Hessel et al., 2018) , we do not use multi-step learning, and we use a combined -greedy and noisy network strategy. We also change the update period of target networks to 10000, and enlarge the replay buffer to contain 2 million transitions adopting a random replacement strategy when it is full. The duel network structure is not used. Concerning the game, because the game Breakout may loop endlessly, it automatically stops if the player makes no progress for about 10000 frames. Therefore, we avoid the automatic stop by forcing the agent to lose a life by taking random actions when 10000 frames have passed. The same is done to obtain the test performances. For the greedy-strategy, we set the minimum value of to be 0.005 for better performances, which is smaller than the common 0.01.
Concerning the optimization algorithms, we use the same hyperparameter settings as those in (Hessel et al., 2018) for both ADAM and LAPROP, except for the of LAPROP, which we still set to the default 1E-15.
F.3. The Grid Search of Resnet-20 on CIFAR10
We use a learning rate of 1E-3 for both ADAM and LAPROP and use a weight decay of 1E-4 (Loshchilov & Hutter, 2017) , and they are both reduced by a factor of 10 at epoch 80 and 120, and we train for 164 epochs and report the average of the last 5 epochs. The default of ADAM and LAPROP are used, and other settings follows Ref. (He et al., 2016) . The complete learning curves of training and test loss are given as Fig. 12 and 13 . The test accuracies are given in Fig. 10 , and training and test loss are given in Fig. 11 Figure 10 . The complete results of Fig. 8 in the main text, i.e. the final test accuracies corresponding to the grid search models in Fig. 12  and 13 . NAN or nan is an abbreviation for not a number, which means that the machine encounters numerical problems such as numerical overflow, and that it cannot compute a number. Fig. 12 and 13 . From the trend, we can clearly see that ADAM tends to overfit when it is closer to divergence, while LAPROP is not clearly affected. Surprisingly, we find the higher test loss of ADAM does not necessarily lead to a worse test accuracy on this task. Fig. 13 . The training loss and test loss are plotted for ADAM and LAPROP, and the meaning of the curves are shown in the legend in the first plot. If ADAM diverges, its curves becomes absent in the plots. In the above figures, we see that when ADAM diverges, the smaller ν is the earlier the divergence occurs. However, divergence sometimes occurs accidentally as well, such as the case of µ = 0.9, ν = 0.3. Notably, we see that if ADAM does not diverge, ADAM reaches a low training loss in all cases irrespective of µ and ν, while the training loss of LAPROP is clearly affected by µ and ν. However, the test loss of LAPROP is shown to be almost unaffected, and often it is lower than the test loss of ADAM, as shown for µ ≤ 0.95 and 0.1 ≤ ν ≤ 0.4. This is an example where LAPROP generalizes better than ADAM. 
