Multiparametric statistical model providing stable reconstruction of parameters by observations is considered. The only general method ofthis kind is the root model based on the representation ofthe probability density as a squared absolute value of a certain function, which is referred to as a psi function in analogy with quantum mechanics. The psi function is represented by an expansion in terms of an orthonormal set of functions. It is shown that the introduction of the psi function allows one to represent the Fisher information matrix as well as statistical properties of the estimator of the state vector (state estimator) in simple analytical forms. A new statistical characteristic, a confidence cone, is introduced instead of a standard confidence interval. The chi-square test is considered to test the hypotheses that the estimated vector converges to the state vector of a general population and that both samples are homogeneous. The expansion coefficients are estimated by the maximum likelihood method. An iteration algorithm for solving the likelihood equation is presented. The stability and rate of convergence ofthe solution are studied. A special iteration parameter is introduced: its optimal value is chosen on the basis of the maximin strategy. Numerical simulation is performed using the set of the Chebyshev-Hermite functions as a basis.
INTRODUCTION
As is well known, a basic quantum mechanical object completely determining the state of a quantum system is the psi function. Depending on a problem under consideration, other terms equivalent to the psi function, i.e., wave function, state vector, and probability amplitude are used. The psi function was introduced by Louis de Broglie and Ervin Shrodinger in wave mechanics. A probability interpretation implying that the square of the absolute value of the psi function describes the probability or probability density was proposed by Max Born.
The method proposed, the root density estimator, is based on the representation of the density in the form of a squared absolute value of a certain function, which is referred to as a psi function in analogy with quantum mechanics [9, 10] .
The introduction of the psi function results in substantial reduction in the structure of both the Fisher information matrix and covariance matrix of estimators, making them independent of a basis, allows one to provide positive definiteness of the density and represent results in a simple analytical form.
The root density estimator being based on the maximum likelihood method has optimal asymptotic behavior in contrast to kernel and orthogonal series estimators.
The likelihood equation in the method ofthe root density estimator has a simple quasilinear structure and admits developing effective rapidly converging iteration procedure even in the case of multiparametric problems (for example, when the number or parameters to be estimated runs up to many tens or even hundreds). That is why the problem under consideration favorably differs from the other well-known problems solved by the maximum likelihood method when the complexity of numerical simulations rapidly increases and the stability of algorithms decreases with increasing number of parameters to be estimated.
Basic objects of the theory (state vectors, information and covariance matrices etc.) become simple geometrical objects in the Hilbert space that are invariant with respect to unitary (orthogonal) transformations.
Application of root approach to statistical analysis of experiments with biphoton field [11] [12] [13] [14] proved the possibility to reconstruct the quantum states of 3-and 4-level optical systems with high precision that significantly exceeds the precision obtained in other works in the field.
FISHER INFORMATION MATRIX AND DENSITY ESTIMATOR
A psi function considered further is a mathematical object of statistical data analysis. This function is introduced in the same way as in quantum mechanics to drastically simplify statistical state estimators. The introduction of the psi function implies that the "square root" of the density distribution function is considered instead of the density distribution function itself p(x)=y.i(x2 (2.1) Let the psi function depend on S uninown parameters C0 , C1 , . . . , C_1 (according to quantum mechanics, the basis functions are traditionally numbered from zero corresponding to the ground state). The parameters introduced are the coefficients ofan expansion in terms ofa set ofbasis functions: (x)= c1co1(x) (2.2) Assume that the set of the functions is orthonormal. Then, the normalization condition (the total probability is equal to unity) is given by = i (2.3) Hereafter, we imply the summation over recurring indices numbering the terms of the expansion in terms of basis functions (unless otherwise stated). On the contrary, statistical sums denoting the summation over the sample points will be written in an explicit form.
For the sake of simplicity, consider first a real valued psi function. Let an expansion have the form = Ji -(c + ... + c1 koo (x) + c1ç01 (x) + ...+ c1co1(x) ( 
2.4)
Here, we have eliminated the coefficient c0 = -(c + ...+ c_1) from the set of parameters to be estimated, since it is expressed via the other coefficients by the normalization condition.
The parameters C1, C2,..., C_1 are independent. We will study their asymptotic behavior using the Fisher information matrix [15] [16] [17] The method proposed, the root density estimator, is based on the representation of the density in the form of a squared absolute value of a certain function, which is referred to as a psi function in analogy with quantum mechanics [9, 10] .
Basic objects of the theory (state vectors, information and covariance matrices etc.) become simple geometrical objects in the Hubert space that are invariant with respect to unitary (orthogonal) transformations.
Application of root approach to statistical analysis of experiments with biphoton field [1 [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] proved the possibility to reconstruct the quantum states of 3-and 4-level optical systems with high precision that significantly exceeds the precision obtained in other works in the field.
FISHER INFORMATION MATRIX AND DENSITY ESTIMATOR
A psi function considered further is a mathematical object ofstatistical data analysis. This function is introduced in the same way as in quantum mechanics to drastically simplify statistical state estimators. The introduction of the psi function implies that the "square root" of the density distribution function is considered instead of the density distribution function itself.
p(x)=y.i(x2 (2.1) Let the psi function depend on S unirnown parameters C0 ,C1 , . . . , C_1 (according to quantum mechanics, the basis functions are traditionally numbered from zero corresponding to the ground state). The parameters introduced are the coefficients ofan expansion in terms ofa set ofbasis functions:
Assume that the set of the functions is orthonormal. Then, the normalization condition (the total probability is equal to unity) is given by 1: = 1
Hereafter, we imply the summation over recurring indices numbering the terms of the expansion in terms of basis functions (unless otherwise stated). On the contrary, statistical sums denoting the summation over the sample points will be written in an explicit form.
For the sake of simplicity, consider first a real valued psi function. Let an expansion have the form
Here, we have eliminated the coefficient c0 = -(c? + ...+ c_1) from the set of parameters to be estimated, since it is expressed via the other coefficients by the normalization condition.
The parameters C1, C2,..., C_1 are independent. We will study their asymptotic behavior using the Fisher information matrix [15] [16] [17] I(c)=n. Ja1nP(xc)a1nP(xc)P(X,C)dX
It is of particular importance for our study that the Fisher information matrix drastically simplifies if the psi function is introduced:
I.. =4n. jaw(x,c)eyi(x,c) (2.6) ii 3c1
In the case ofthe expansion (2.4), the information matrix 1y is (s -1)x (s -i) matrix ofthe form:
A noticeable feature of the expression (2.7) is its independence on the choice of basis functions. Let us show that only the root density estimator has this property. Consider the following problem that can be referred to as a generalized orthogonal series density estimator. Let the density P be estimated by a composite function of another (for simplicity, real-valued) function g . The latter function, in its turn, is represented in the form ofthe expansion in terms ofa set oforthonormal functions, i.e., p=p(g),where g(x)=c,9(x) (2.8) We assume that the norm ofthe function g is finite:
Let the coefficients C, ; i = 0,1, . . ., S -1 be estimated by the maximum likelihood method.
Consider the following matrix:
i(c)=n. Ja!flP(XC)a!flP(XC)P(X,C)dX=
The structure of this matrix is simplest if its elements are independent of both the density and basis functions. This can be achieved if (and only if) p(g) satisfies the condition 1 (ap -I-I =const a) yielding g=constf (2.11) Choosing unity as the constant in the last expression, we arrive at the psi function g = i/i = with the simplest normalization condition (2.3).
The I matrix has the form
In the case ofthe expansion (2.4), the information matrix 1y is (s -1)x (s -1) matrix ofthe form:
A noticeable feature of the expression (2.7) is its independence on the choice of basis functions. Let us show that only the root density estimator has this property. Consider the following problem that can be referred to as a generalized orthogonal series density estimator. Let the density P be estimated by a composite function of another (for simplicity, real-valued) function g . The latter function, in its turn, is represented in the form ofthe expansion in terms ofa set oforthonormal functions, i.e., p=p(g),where g(x)=c19,(x) (2.8) We assume that the norm ofthe function g is finite:
Let the coefficients C. ; i = 0,1, .. . , S -1 be estimated by the maximum likelihood method.
T,,(c)=n. $a1nP(xc)a1nP(xc)P(XC).... ac, ac (2.10)
The structure of this matrix is simplest if its elements are independent of both the density and basis functions. This can be achieved if (and only if) p(g) satisfies the condition 1 (ap -I-I =const l yielding g=constf (2.11) Choosing unity as the constant in the last expression, we arrive at the psi function g =i/i = with the simplest normalization condition (2.3). where the true information matrix I has the form of(2.7).
Thus, the representation of the density in the form /7 (and only this representation) results in a universal (and simplest) structure ofthe Fisher information matrix.
In view of the asymptotic efficiency, the covariance matrix of the state estimator is the inverse Fisher 
Similarly, cc.
cc.
Finally, we find that the covariance matrix has the same form as (2.15):
The I matrix under consideration is not the true Fisher information matrix, since the expansion parameters ci are dependent. They are related to each other by the normalization condition. That is why we will refer to this matrix as a prototype ofthe Fisher information matrix.
As is seen from the asymptotic expansion of the log likelihood function in the vicinity of a stationary point, statistical propeies ofthe distribution parameters are determined by the quadratic form 1jjjj . where the true information matrix I has the form of(2.7).
Thus, the representation of the density in the form P (and only this representation) results in a universal (and simplest) structure ofthe Fisher information matrix.
In view of the asymptotic efficiency, the covariance matrix of the state estimator is the inverse Fisher information matrix:
The matrix components are i,j=1,...,s-1 
cc. This result seems to be almost evident, since the zero component is not singled out from the others (or more precisely, it has been singled out to provide the fulfillment of the normalization condition). From the geometrical standpoint, the covariance matrix (2.19) is a second-order tensor.
In quantum mechanics, the matrix PU = CiCi (2.20) is referred to as a density matrix (of a pure state). Thus, =+(E_p) (2.21) where E the S X S unit matrix.
In the diagonal representation, =UDU (2.22) where U and D are unitary (orthogonal) and diagonal matrices, respectively.
As is well known from quantum mechanics and readily seen straightforwardly, the density matrix of a pure state has the only (equal to unity) element in the diagonal representation. Thus, in our case, the diagonal of the D matrix has the only element equal to zero (the corresponding eigenvector is the state vector); whereas the other diagonal elements Squaring (2.23), in view of (2.24), we have i,j=O,1,...,s-1 (2.19) This result seems to be almost evident, since the zero component is not singled out from the others (or more precisely, it has been singled out to provide the fulfillment of the normalization condition). From the geometrical standpoint, the covariance matrix (2.19) is a second-order tensor.
As is well known from quantum mechanics and readily seen straightforwardly, the density matrix of a pure state has the only (equal to unity) element in the diagonal representation. Thus, in our case, the diagonal of the D matrix has the only element equal to zero (the corresponding eigenvector is the state vector); whereas the other diagonal elements Squaring (2.23), in view of (2.24), we have i_(C,C° =1 (2.25) This expression means that the squared scalar product of the true and estimated state vectors is smaller than uniW by asymptotically small random variable a• 4n
The results found allow one to introduce a new stochastic characteristic, namely, a confidence cone (instead of a standard confidence interval). Let '9 be the angle between an unknown true state vector c(0) and that C found by solving the likelihood equation. Then,
4n 4n 2 '-V Here, Zs-1,a is the quantile corresponding to the significance level '-4 for the chi-square distribution of S -1 degrees of freedom.
The set of directions determined by the inequality (2.26) constitutes the confidence cone. The axis of a confidence cone is the reconstructed state vector C . The confidence cone covers the direction of an unknown state vector at a given confidence level P 1 O.
From the standpoint of theory of unitary transformations in quantum mechanics (in our case transformations are reduced to orthogonal), it can be found an expansion basis in (2.4) such that the sum will contain the only nonzero term, namely, the true psi function. This result means that if the best basis is guessed absolutely right and the true state vector is (1,0,0,.. .,o) , the empirical state vector estimated by the maximum likelihood method will be the random vector (0 ' C1 , C2 ,.. . , C5_1 ), where C0 = ji -(c + ... + c_1 ) , and the other components ci Nb, I = i,..., S -1 will be independent as it has been noted earlier. In view of the fact that for 1+ (, c(0)) 2, the last inequali may be rewriften in another asymptotically equivalent form
Zs-1
Here, we have taken into account that (1_c0))2 (2 _2c1c0)+c0)2)=2(1_c,c0)).
As is easily seen, the approach under consideration involves the standard chi-square criterion as a particular case corresponding to a histogram basis (see Sec.4). Indeed, the chi-square parameter is usually defined as [15] 1_(c,c(°) =1 (2.25) This expression means that the squared scalar product of the true and estimated state vectors is smaller than unity by asymptotically small random variable . 4n
Here, Zs-1,a is the quantile corresponding to the significance level (4 for the chi-square distribution of S -1 degrees of freedom.
From the standpoint of theory of unitary transformations in quantum mechanics (in our case transformations are reduced to orthogonal), it can be found an expansion basis in (2.4) such that the sum will contain the only nonzero term, namely, the true psi function. This result means that ifthe best basis is guessed absolutely right and the true state vector is (1,0,0,. . .,o) , the empirical state vector estimated by the maximum likelihood method will be the random vector (0 ' C1 , C2 ,. . . , C5_1 ), where C0 1 -(c + ...+ c_1 ) , and the other components ci Nb, I = i,..., S -1 will be independent as it has been noted earlier. 
likelihood method C equals to the state vector ofgeneral population C
In view of the fact that for 1+ (c, c(0)) 2, the last inequali may be rewritten in another asymptotically equivalent form
Here, we have taken into account that
As is easily seen, the approach under consideration involves the standard chi-square criterion as a particular case corresponding to a histogram basis (see Sec.4). Indeed, the chi-square parameter is usually defined as [15] 
where flj is the number ofpoints expected in 1 -th interval according to theoretical distribution.
In the histogram basis (see Sec.4 ), C1 = is the empirical state vector and c0) o) theoretical state vector. Then,
Here, the sign of passage to the limit means that random variables appearing in both sides of (3.3) have the same distribution. We have used also the as mptotic a proximation
Comparing (3.2) and (3.3) shows that the parameter % is a random variable with 2' -distribution of S -1 degrees of freedom (if the tested hypothesis is valid). Thus, the standard chi-square criterion is a particular case (corresponding to a histogram basis) ofthe general approach developed here (that can be used in arbitrary basis). The chi-square criterion can be applied to test the homogeneity oftwo different set ofobservations (samples). In this case, the hypothesis that the observations belong to the same statistical ensemble (the same general population) is tested.
In the case under consideration, the standard chi-square criterion [15] may be represented in new terms as follows:
(n::1) (2r)2 
where fli and 112 are the sizes of the first and second samples, respectively; " , and , , the numbers of points .
(2) in the 1 -th interval; and and the empirical state vectors of the samples. In the left side of (3.5), the chisquare criterion in a histogram basis is presented; in the right side, the same criterion in general case. The parameter 2 2 2' defined in such a way is a random variable with the % distribution of S -1 degrees of freedom (the sample homogeneity is assumed). The chi-square criterion (3.5) can be represented in the form similar to (3.1) as a measure of proximity to unity of the absolute value of scalar product of sample state vectors: 
PSI FUNCTION AND LIKELIHOOD EQUATION
The maximum likelihood method is the most popular classical method for estimating the parameters of the distribution density [15] [16] [17] . In problems of estimating quantum states, this method was first used in [18, 19] .
In the histogram basis (see Sec.4 ), c = is the empirical state vector and c0) o) theoretical state vector. Then,
Here, the sign of passage to the limit means that random variables appearing in both sides of (3.3) have the same distribution. We have used also the as mptotic a proximation c
Comparing (3.2) and (3.3) shows that the parameter 2' is a random variable with 2' -distribution of S -1 degrees of freedom (if the tested hypothesis is valid). Thus, the standard chi-square criterion is a particular case (corresponding to a histogram basis) ofthe general approach developed here (that can be used in arbitrary basis). The chi-square criterion can be applied to test the homogeneity oftwo different set ofobservations (samples). In this case, the hypothesis that the observations belong to the same statistical ensemble (the same general population) is tested.
(n) n(2fl2 2' defined in such a way is a random variable with the % distribution of S -1 degrees of freedom (the sample homogeneity is assumed).
The chi-square criterion (3.5) can be represented in the form similar to (3.1) as a measure of proximity to unity of the absolute value of scalar product of sample state vectors: i2 ( (c(1)c(2))2)= % (3.6) fl1 + fl2
We will consider sets of basis functions that are complete for S 3
• At a finite S , the estimation of the function by (2.2) involves certain error. The necessity to restrict the consideration to a finite number of terms is related to the ill-posedness ofthe problem [20J. Because ofthe finite set ofexperimental data, a class of functions, where the psi function is sought, should not be too wide; otherwise a stable description of a statistical distribution would be impossible. Limiting the number of terms in the expansion by a finite number S results in narrowing the class of functions where a solution is sought. On the other hand, if the class of functions turns out to be too narrow (at too small S the dependence to be found would be estimated within too much error. The problem of an optimal choice of the number ofterms in the expansion is discussed in greater detail in Sec.6.
The maximum likelihood method implies that the values maximizing the likelihood function and its logarithm lnL = >1flp(XkC)_) max At sample points, the distribution density is P(Xk ) = WW = cjc;rcoj (xk )J (xk ) The problem (4.7) is formally linear. However, the matrix R depends on an unknown densi p(x). Therefore, the problem under consideration is actually nonlinear, and should be solved by the iteration method (see Sec.5 ).
• At a finite S , the estimation of the function by (2.2) involves certain error. The necessity to restrict the consideration to a finite number of terms is related to the ill-posedness ofthe problem [20J. Because ofthe finite set ofexperimental data, a class offunctions, where the psi function is sought, should not be too wide; otherwise a stable description of a statistical distribution would be impossible. Limiting the number of terms in the expansion by a finite number S results in narrowing the class of functions where a solution is sought. On the other hand, if the class of functions turns out to be too narrow (at too small S the dependence to be found would be estimated within too much error. The problem of an optimal choice of the number ofterms in the expansion is discussed in greater detail in Sec. 
. , C_1
The probability density is p(x) = tiw = cc;co (x)ço (x) ( 
4.2)
At sample points, the distribution density is P(Xk ) = = cjc;rcoj (xk )f (xk ) The problem (4.7) is formally linear. However, the matrix R depends on an unknown densi p(x).
Therefore, the problem under consideration is actually nonlinear, and should be solved by the iteration method (see Sec.5).
Multiplying both pans ofEq. (4.7) by C and summing with respect to , in view of(2.3) and (4.2), we find that the most likely state vector C always corresponds to its eigenvalue 2 _ fl Let us verify whether the substitution of the true state vector into the likelihood equation turns it into an identical relation (in the asymptotic limit). Indeed, at a large sample size ( fl 3 ), according to the law of large numbers (the sample mean tends to the population mean) and the orthonormality ofbasis functions, we have -1R, =1 Here, we have written the summation signs for clearness. As is easily seen, the solution of this equation satisfies the normalization condition (2.3).
COMPUTATIONAL APPROACH TO SOLVING LIKELIHOOD EQUATION
In order to develop an iteration procedure for Eq. (4.10), let us rewrite it in the form = ci 
In order to develop an iteration procedure for Eq. (4.10), let us rewrite it in the form = C.
(5.1)
Here, we have introduced an additional parameter 0 < a < 1 that does not change the equation itself but substantially influences the solution stability and the rate of convergence of an iteration procedure.
Let us represent an iteration procedure (transition from r-th to r + 
is (,)T (a).
A fundamental condition for an iteration procedure to converge is that the corresponding mapping has to be contracting (see the principle of contracting mappings and fixed point theorem [21] ). A mapping is contracting if Here, E an (s x s) unit matrix.
After an iteration, the squared distance is decreased by The mapping is contracting if B is a positive matrix.
The minimum eigenvalue 2min of the B matrix is expedient to consider as a measure of contractility. An eigenfunction related to 2min corresponds to perturbation that is worst from the convergence standpoint. Thus, the parameter 2mjn characterizes the guaranteed convergence, since the squared distance decreases at least by 'Lmin ' I JL) /0 at each step.
Let R0 be the vector of eigenvalues for the R matrix.
The B -matrix eigenvalues are expressed in terms of the R -matrix eigenvalues by
n n
The minimum of this expression at any given a is determined by either maximum (at small ct) or minimum (at large ) R01.
As an optimal value of a , we will use the value at which 2min reaches its maximum (maximin rule 
The minimum eigenvalue 2min of the B matrix is expedient to consider as a measure of contractility. An eigenfunction related to 2min corresponds to perturbation that is worst from the convergence standpoint. Thus, the parameter 2min characterizes the guaranteed convergence, since the squared distance decreases at least by 2min 00% at each step.
The B -matrix eigenvalues are expressed in terms ofthe R -matrix eigenvalues by
As an optimal value of a , we will use the value at which 2min reaches its maximum (maximin rule). An optimal value of a is determined by the sum of maximum and minimum values of R01:
For the difference of distances between the approximate and exact solutions before and after iteration, we have EP , where = Ji An example of the analysis of convergence of iteration procedure is shown in Fig. 1 . The dependence 2 mm (a) to be found is shown by the solid line formed by two segments of parabolas. Figure 1 corresponds to the data shown below in Fig. 2 (the sample of the size fl 200 from the mixture of two Gaussian components).
Numerical simulations performed for various distributions (mixture of two and three Gaussian components, gamma distribution, beta distribution etc.) show that the dependence shown in the Fig.1 is universal (slightly changes with varying nature of data). In approximate estimations, one can assume that min(R0, ) 0 and max(R01 ) n; 
NUMERICAL SIMULATIONS
In this paper, the set of the Chebyshev -Hermite functions corresponding to the stationary states of a quantum harmonic oscillator is used for numerical simulations. In particular, this basis is convenient since the Gaussian distribution in zero-order approximation can be achieved by choosing the ground oscillator state; and adding the '\ 2)
Here, Hk (x) is the Chebyshev-Hermite polynomial ofthe k -th order. The first two polynomials have the form H0(x)=1 (6.2) H1(x)=2x (6. 3) The other polynomials can be found by the following recurrent relationship: Hk+l (9-2xHk (x)+ 2kHkl (x) = 0 (6.4) The algorithms proposed here have been tested by the Monte Carlo method using the Chebyshev-Hermite functions for a wide range of distributions (mixture of several Gaussian components, gamma distribution, beta distribution etc.). The results of numerical simulations show that the estimation of the number of terms in the Fourier series [911 is close to optimal. It turns out that the approximation accuracy decays more sharply in the case when less terms than optimal are taken into account than in the opposite case when several extra noise harmonics are allowed for.
From the aforesaid, it follows that choosing larger number of terms does not result in sharp deterioration of the approximation results. For example, the approximate density of the mixture of two components weakly varies in the range from 8-10 to 50 and more terms for a sample of several hundreds points.
The quality of approximation may be characterized by the following discrepancy between the exact density and its estimation ("1 -norm) [23] : A -j]p(x)
-p(xdx. The properties of a random variable A can be studied by the Monte Carlo method. Several results are listed in Table 1 .
In Table 1 , mean values and standard deviations (in parentheses) for a random variable A obtained by the Monte Carlo method are listed for root, kernel (Rosenblatt -Parzen) [24] [25] [26] , and orthogonal series (Chentsov) [27] [28] [29] [30] An example of the analysis of convergence of iteration procedure is shown in Fig. 1 H1(x)=2x (6. 3) The other polynomials can be found by the following recurrent relationship: Hk+l (9-2XHk (x)+ 2kHkl (x) = 0 (6.4) The algorithms proposed here have been tested by the Monte Carlo method using the Chebyshev-Hermite functions for a wide range of distributions (mixture of several Gaussian components, gamma distribution, beta distribution etc.). The results of numerical simulations show that the estimation of the number of terms in the Fourier series [9] is close to optimal. It turns out that the approximation accuracy decays more sharply in the case when less terms than optimal are taken into account than in the opposite case when several extra noise harmonics are allowed for.
The quality of approximation may be characterized by the following discrepancy between the exact density and its estimation (Li -norm) [23] : A = ,fip(x) -p(xdx. The properties of a random variable A can be studied by the Monte Carlo method. Several results are listed in Table 1 .
In Table 1 , mean values and standard deviations (in parentheses) for a random variable A obtained by the Monte Carlo method are listed for root, kernel (Rosenblatt -Parzen) [24] [25] [26] , and orthogonal series (Chentsov) [27] [28] [29] [30] estimators in problems of density estimations for the mixtures of two and three Gaussian components. The mathematical expectations and weights of components are shown in table. The standard deviation is equal to unity for each component.
The sample size is 200; 100 trials are made in each numerical experiment. The results of this study and other similar researches reliably indicate the essential advantages ofthe root estimator compared to the other. Table 1 . This approach implies that the basis for the psi-function expansion can be arbitrary but it should be preset. In this case, the found results turn out to be universal (independent of basis). This concerns the Fisher information matrix, covariance matrix, chi-square parameter etc. The set ofthe Chebyshev-Hermite functions can certainly be generalized by introducing translation and scaling parameters that have to be estimated by the maximum likelihood method. The Fisher information matrix, covariance matrix etc. found in such a way would be related only to the Chebyshev-Hermite basis and nothing else.
Practically, the expansion basis can be fixed beforehand ifthe data describe a well-known physical system (e.g., in atomic systems, the basis is preset by nature in the form ofthe set of stationary states). This approach implies that the basis for the psi-function expansion can be arbitrary but it should be preset. In this case, the found results turn out to be universal (independent of basis). This concerns the Fisher information matrix, covariance matrix, chi-square parameter etc. The set ofthe Chebyshev-Hermite functions can certainly be generalized by introducing translation and scaling parameters that have to be estimated by the maximum likelihood method. The Fisher information matrix, covariance matrix etc. found in such a way would be related only to the Chebyshev-Hermite basis and nothing else.
Practically, the expansion basis can be fixed beforehand ifthe data describe a well-known physical system (e.g., in atomic systems, the basis is preset by nature in the form ofthe set of stationary states). In other cases, the basis has to be chosen in view ofthe data under consideration. For instance, in the case of the Chebyshev-Hermite functions, it can be easily done if one assumes that the distribution is Gaussian in the zero-order approximation.
Note that the formalism presented here is equally applicable to both one-dimensional and multidimensional data. In the latter case, if the Chebyshev-Hermite functions are used, one may assume that multidimensional normal distribution takes place in the zero-order approximation that, in its turn, can be transformed to the standard form by translation, scale, and rotational transformations.
CONCLUSIONS
Let us state a short summary. Search for multiparametric statistical model providing stable estimation of parameters on the basis of observed data results in constructing the root density estimator. The root density estimator is based on the representation of the probability density as a squared absolute value of a certain function, which is referred to as a psi function in analogy with quantum mechanics. The method proposed is an efficient tool to solve the basic problem of statistical data analysis, i.e., estimation of distribution density on the basis of experimental data.
The coefficients of the psi-function expansion in terms of orthonormal set of functions are estimated by the maximum likelihood method providing optimal asymptotic properties of the method (asymptotic unbiasedness, consistency, and asymptotic efficiency).
The likelihood equation in the root density estimator method has a simple quasilinear structure and admits developing an effective fast-converging iteration procedure even in the case of multiparametric problems. It is shown that an optimal value ofthe iteration parameter should be found by the maximin strategy. The numerical implementation ofthe proposed algorithm is considered by the use ofthe set ofChebyshev-Hermite functions as a basis set of functions.
The introduction of the psi function allows one to represent the Fisher information matrix as well as statistical properties of the sate vector estimator in simple analytical forms. Basic objects of the theory (state vectors, information and covariance matrices etc.) become simple geometrical objects in the Hilbert space that are invariant with respect to unitary (orthogonal) transformations.
A new statistical characteristic, a confidence cone, is introduced instead of a standard confidence interval. The chi-square test is considered to test the hypotheses that the estimated vector equals to the state vector of general population and that both samples are homogeneous.
Let us state a short summary. Search for multiparametric statistical model providing stable estimation of parameters on the basis of observed data results in constructing the root density estimator. The root density estimator is based on the representation of the probability density as a squared absolute value of a certain function, which is referred to as a psi function in analogy with quantum mechanics. The method proposed is an efficient tool to solve the basic problem of statistical data analysis, i.e., estimation ofdistribution density on the basis of experimental data.
A new statistical characteristic, a confidence cone, is introduced instead of a standard confidence interval. The chi-square test is considered to test the hypotheses that the estimated vector equals to the state vector of general population and that both samples are homogeneous. 
