Abstract. In this paper we examine a nonlinear hemivariational inequality of second order. The differential operator is set-valued, nonlinear and depends on both x and its gradient Dx. The same is true for the zero order term f , while the right-hand side nonlinearity satisfies a one-sided Lipschitz condition. We use the method of upper and lower solutions, coupled with truncation and penalization techniques and the fixed point theory for multifunctions in an ordered Banach space.
Introduction
The method of upper and lower solutions offers a powerful tool to establish the existence of solutions and multiple solutions for initial and boundary value problems. This method generates solutions of the problem located in the order interval with the upper and lower solutions serving as bounds.
In this paper we employ this method to study a nonlinear elliptic differential equation of second order involving the subdifferential term of a locally Lipschitz potential which can be nonsmooth. Such equations are known in the literature as "hemivariational inequalities" and have applications in mechanics and engineering (see the books of Naniewicz-Panagiotopoulos [12] and Panagiotopoulos [13] ). Hemivariational inequalities also incorporate as special case problems with discontinuities. This is the case when the nonsmooth potential is the indefinite integral of a bounded function. Such problems were studied by Ambrosetti-Badiale [1] , CarlDietrich [2] , Chang [3] , Kourogenis-Papageorgiou [9] and Stuart [16] , using a variety of methods. The method of upper and lower solutions was employed in the context of elliptic equations by Deuel-Hess [4] , Carl-Dietrich [2] , V. K. Le [10] , Stuart [16] and in the book of Heikkila-Lakshmikantham [6] , where the interested reader can find a detailed bibliography on the subject. Finally we should also mention the recent interesting work of V. K. Le [11] , who extended the method to elliptic variational inequalities (see also Papageorgiou-Papalini-Vercillo [14] ).
In addition to the presence of the nonmonotone subdifferential term (nonconvex potential), another novel feature of our problem is the multivalued nonlinear differential operator and the nonlinear weakly monotone right hand side. These facts in general cannot guarantee uniqueness and so we cannot use the classical fixed point theorems and we need to appeal to a recent result of Heikkila-Hu [5] .
Mathematical background
Let (Ω, Σ, µ) be a finite measure space and X a separable Banach space. We introduce the following hyperspaces: P f (c) (X) = {A ⊆ X : nonempty, closed (and convex)} and P (w)k(c) (X) = {A ⊆ X : nonempty, (weakly) compact (and convex)}.
] is measurable. For P f (X)-valued multifunctions, measurability implies graph measurability and the converse is true if Σ is µ-complete.
We say that F is lower semicontinuous (lsc for short) (resp. upper semicontinuous (usc for short)), if for all C ⊆ Y closed, the set F
, usc multifunction has closed graph. The converse is true if F is locally compact, i.e. for all v ∈ V there exists a neighborhood U of v such that F (U ) ∈ P k (Y ). If Y is a metric space and A, C ⊆ Y nonempty sets, we define h
, h is a metric called a "Hausdorff metric" and if Y is complete, so is P f (Y ), h . For more about multifunctions we refer to Hu-Papageorgiou [7] .
Suppose X is a reflexive Banach space, X * its topological dual and A : X → P wkc (X * ) a bounded map (i.e. maps bounded sets to bounded sets). We say that
, n ≥ 1, and lim sup x * n , x n − x ≤ 0 (here by ·, · we denote the duality brackets for X and X * ), we have x * ∈ A(x) and x n → x in X. Any such A is also pseudomonotone. For details see Hu-Papageorgiou [7] and Showalter [15] .
Finally for X a Banach space and φ : X → R a locally Lipschitz function, we define the generalized directional derivative of φ at x ∈ X by
The function h → φ 0 (x; h) is continuous sublinear and so by the Hahn-Banach theorem it is the support function of a nonempty w-compact and convex set ∂φ(
The set ∂φ(x) is known as the (Clarke) subdifferential of φ at x (see Chang [3] or Hu-Papageorgiou [8] ). The multifunction x → ∂φ(x) is usc from X into X * furnished with the w * -topology. If φ ∈ C 1 (X), then ∂φ(x) = {φ (x)}.
Auxiliary results
Let Z ⊆ R N be a bounded domain with C 1 -boundary Γ. We examine the following problem:
a.e. on Z,
we understand the following set:
e. on Z}
. By a solution of (1), we mean a function
Our hypotheses on the data of (1) are:
which is a generalization of the p-Laplacian. Recently, problems involving the p-Laplacian have been the object of intense research.
Before presenting our conditions on f, j and θ, we need to define what we mean by an upper and a lower solution for problem (1) .
By ·, · we denote the duality brackets for the dual pair W
H 0 : There exist an upper solution φ and a lower solution ψ for problem (1) 
We introduce the truncation map τ :
It is easy to see that τ is continuous. Also we shall use the penalty function
Clearly β is a Caratheodory function. For almost all z ∈ Z and all x ∈ R we have
and for
a.e. on Z}. Given w ∈ K we consider the following auxiliary problem:
Proof. By virtue of hypotheses H(a)(i) and (iv), S q a(·,τ (x)(·),Dy(·)) = ∅, and it is weakly compact and convex. Moreover, because of hypothesis H(a)(ii), L x is clearly monotone. So in order to check the maximality of L x it suffices to show that for every y, h ∈ W 
. Using proposition VII.3.9, p. 694, of HuPapageorgiou [7] , we have
u(z) ∈ conv lim sup a(z, τ(x)(z), D(y + t n h)(z)) ⊆ a(z, τ(x)(z), D(y + th)(z))
a.e. on Z, where the last inclusion follows from the fact that a has closed convex values and for almost all z ∈ Z, a(z, ·, ·) has closed graph (see H(a)(iii)). Note
Proposition 2. If hypotheses H(a) hold, then V 1 is a multivalued operator of type S
is bounded and so we may assume that
Evidently η n is a Caratheodory function, hence it is jointly measurable. So GrH n ∈ L × B(R N ) with L being the Lebesgue σ-field of Z. Using the Yankov-von Neumann-Aumann selection theorem (see Hu-Papageorgiou [7] , p. 158) we obtain w n ∈ S 
and by passing to a subsequence if necessary, we can also say that τ (x n )(z) → τ (x)(z) a.e. on Z. Because of the lower semicontinuity of x → a(z, x, ξ) (see H(a)(iii)) and proposition I.2.66, p. 61, of Hu-Papageorgiou [7] , we have that
So w n (z) → w(z) a.e. on Z and so from the extended dominated convergence theorem we also have
But (y, −divw) ∈ GrL x was arbitrary and from Lemma 1 we know that L x is maximal monotone. So −divv ∈ L x (x) and it follows that v ∈ S q a(·,τ (x)(·),Dx(·)) . As before, via a measurable selection argument we obtain
On the other hand from the monotonicity of a(z, τ(x n )(z), ·) (see H(a)(ii)), we have
From (3) and (4) it follows that
The integrand is nonnegative and so by passing to a subsequence if necessary, we may assume that
From hypotheses H(a)(iv) and (v), for all z ∈ Z \ N, |N | = 0 (| · | being the Lebesgue measure on Z), we have
From (5) it follows that for all z ∈ Z \ N, {Dx n (z)} n≥1 ⊆ R N is bounded and so by passing to a subsequence (depending in general on z ∈ Z \ N ) if necessary, we may assume that
The sequence {s n (z)} n≥1 ⊆ R N is bounded and so we may assume that
) and so we may assume that
Also from hypotheses H(a)(iv) and (v) we can easily check that
and so we conclude that Proof. From Proposition 3 we know that for large ρ > 0, the operator U is pseudomonotone, coercive, hence it is surjective (see Hu-Papageorgiou [7] , p. 372). So we can find x ∈ W 1,p 0 (Z) such that U (x) = θ(w) + M w. Evidently this is a solution of (2).
Existence theorem
Our existence theorem for problem (1) will be based on the following fixed point result of Heikkila-Hu [5] :
Theorem 5 ([5]).
If X is a separable reflexive ordered Banach space, K ⊆ X is nonempty and weakly closed and S : K → 2 K \ {∅} is a multifunction with weakly closed values such that (i) the set M = {x ∈ K : x ≤ y for some y ∈ S(x)} is nonempty and (ii) x 1 ≤ y 1 ∈ S(x 1 ) and x 1 ≤ x 2 imply that for some y 2 ∈ S(x 2 ) we have y 1 ≤ y 2 , then S has a fixed point in K.
Using this fixed point theorem we can prove the following existence result for problem (1). (Z) \ {∅} which to each w ∈ K assigns the set of solutions of the auxiliary problem (2) . From Proposition 4 we know that for all w ∈ K, S(w) = ∅ and it is clear from the proof of Proposition 3 that for all w ∈ K, S(w) ⊆ W 1,p (Z) is weakly closed.
Claim I: S(K) ⊆ K.
Let x ∈ S(w), w ∈ K. We have 
Remark. As a continuation of this study, one could look for conditions which will guarantee the existence of a greatest and of a least solution (extremal solutions) in K = [ψ, φ] (see Stuart [16] ).
