In the past twenty years, there were only a few constructions for Boolean functions with nonlinearity exceeding the quadratic bound 2 n−1 − 2 (n−1)/2 when n is odd (we shall call them Boolean functions with very high nonlinearity). The first basic construction was by Patterson and Wiedemann in 1983, which produced unbalanced function with very high nonlinearity. But for cryptographic applications, we need balanced Boolean functions. Therefore in 1993, Seberry, Zhang and Zheng proposed a secondary construction for balanced functions with very high nonlinearity by taking the direct sum of a modified bent function with the Patterson-Wiedemann function. Later in 2000, Sarkar and Maitra constructed such functions by taking the direct sum of a bent function with a modified Patterson-Wiedemann function. In this paper, we propose a new secondary construction for balanced Boolean functions with very high nonlinearity by recursively composing balanced functions with very high nonlinearity with quadratic functions. This is the first construction for balanced function with very high nonlinearity not based on the direct sum approach. Our construction also have other desirable properties like high algebraic degree and large linear span.
Introduction
Boolean functions, when used in cipher systems, are required to have good cryptographic properties. One of the most important property is high nonlinearity which ensures that the functions are resistant against correlation attack in stream ciphers [23] and linear cryptanalysis [12] in block ciphers. Another important property is balanceness which ensures the output of a function does not show any statistical bias which may be exploited in an attack.
The maximum nonlinearity for a Boolean function is 2 n−1 − 2 n/2−1 and functions achieveing this nonlinearity are called bent functions [19] . It is known that bent functions are not balanced and they exist only when n is even. What about the maximum nonlinearity for Boolean functions when n is odd? Up to the early 1980's, it was widely believed that the highest achievable nonlinearity is 2 n−1 − 2 (n−1)/2 when n is odd. This nonlinearity is also the highest achievable for a quadratic function. Therefore we shall call it the quadratic bound.
This 'conjecture' was disproved in 1983, when Patterson and Wiedemann found an n-bit function with high nonlinearity which exceeds the quadratic bound 2 n−1 − 2 (n−1)/2 for odd n ≥ 15 [17] , [18] . For ease of notation, we shall define functions f (x) with very high nonlinearity to be those whose nonlinearity satisfies N f > 2 n−1 − 2 (n−1)/2 . However, the Patterson-Wiedemann function is not balanced which may not be suitable for cryptographic applications. Therefore in 1993, Seberry, Zhang and Zheng proposed a secondary construction to find balanced functions with very high nonlinearity [22] . They modified a bent function into a balanced function of the same size with high nonlinearity > 2 n−1 − 2 n/2 . Then they take the direct sum of this function with the Patterson Wiedemann function. Later in 2000, Sarkar and Maitra [20] also used a direct sum approach to construct balanced functions with very high nonlinearity. They modified the Patterson-Wiedemann function into a balanced function of the same size with very high nonlinearity. Then they take the direct sum of this function with a bent function.
For the past twenty years, these are the existing constructions for balanced Boolean functions on an odd number of input bits with very high nonlinearity. They are the two secondary constructions, one in 1993 and one in 2000 based on taking direct sum of the Patterson-Wiedemann function (or its modification) and a bent function (or its modification).
In this paper, we present a new approach (not based on direct sums) for finding balanced functions with very high nonlinearity. Ours is a secondary construction based on recursive composition of a balanced function with very high nonlinearity with quadratic functions. Our construction is similar to the cascaded GMW sequence construction in [11] . It makes use of a basic construction in [11] which they call geometric sequences. As we shall show in Sect. 2.2, it allows us to prove that if we compose a balanced highly nonlinear function with appropriately chosen quadratic functions, the resulting function will still be highly nonlinear. In Sect. 3.2, we apply our construction to the modified Patterson-Wiedemann functions of [20] , [22] to obtain new balanced Boolean functions with very high nonlinearity. Moreover, our constructed functions also have other desirable properties like high algebraic degree to ensure algebraic complexity. By a slight tweak, our function Copyright c 2007 The Institute of Electronics, Information and Communication Engineers can be transformed to one with algebraic degree n − 1 and retain high nonlinearity > 2 n−1 − 2 (n−1)/2 . Another desirable property our function possess is large linear span, i.e. large number of terms in its polynomial representation in GF (2 n ). This ensures protection against interpolation attack [7] , [24] .
Definitions and Preliminaries

Polynomial and Boolean Functions
Let GF(2 n ) be the finite field with 2 n elements and GF(2 n ) * be the multiplicative group of GF(2 n ). Let q = 2 n , the trace function from GF(q m ) to the subfield GF(q) is:
When there is no confusion, we denote T r
A Boolean function is a function g : GF(2) n → GF (2) . There is a natural correspondence between Boolean functions g and polynomial functions f : GF(2 n ) → GF (2) . Let {α 0 , . . . , α n−1 } be a basis for GF (2 n ), this correspondence is given by
For example, this correspondence is used by Patterson and Wiedemann to construct highly nonlinear functions for n ≥ 15 [17] , [18] . Other examples where this correspondence is used to construct Boolean functions with good cryptographic properties include [5] , [6] , [10] , [25] .
A Boolean function f : GF(2) n → GF(2) can be considered as a multivariate polynomial over GF (2) with the following expression:
The number of variables in the highest product term with non-zero coefficient is called the algebraic degree of f . We denote it by deg( f ).
We shall call those Boolean functions with degree at most 1 the set of affine functions, i.e. they are functions of the form:
Let Affine be the set of all affine functions. The nonlinearity of a Boolean function f is defined by
where d( f, a) is the number of x for which f (x) a(x). We want the nonlinearity of a function to be as high as possible. The nonlinearity is related to the Hadamard transform by
For n odd, we say a function f :
For an integer i, we denote the Hamming weight of the binary representation of i by wt(i).
Consider the polynomial function
The algebraic degree deg( f ) of the corresponding Boolean function is given by the maximum weight of the exponents max i∈I wt(i) (see [13] ). We want it to be high for algebraic complexity.
The linear span of a polynomial function is the number of monomials x s in its polynomial expression. We want it to be high to defend against interpolation attack [7] , [24] .
Geometric Sequences and Hadamard Transform of Cascaded Functions
We derive a useful result on the Hadamard transform of cascaded function that will be applied to construct cryptographic Boolean functions in Sect. 3.2. It is based on Lemma 1 from the theory of geometric sequence by Klapper, Chan and Goresky [11] . Let
be the imbalance of f and the correlation between polynomial functions f and g at λ ∈ GF(2 n ) be
Lemma 1 (Klapper, Chan, Goresky [11, Theorem 3] (2) . The correlation between the pair of functions
* takes on the values:
From Lemma 1, we derive the following result for computing the Hadamard transform of cascaded functions at nonzero points.
Theorem 1 Let q = 2 n , n, n j be odd for j = 1, . . . , l and let f : GF(q) → GF (2) . Define recursively the functions
Proof We proceed by induction on j. To prove the base case j = 1, we apply Lemma 1 by letting g(x) = T r q 2 (x) and h(x) = f (x) to find the correlation between the functions
Note that
and f 1 (Λ), Λ ∈ GF(q 1 ) * is the correlation between the functions in Eq. (2) . By Lemma 1,f 1 (Λ) takes on the values 0 or
is a permutation on GF(q)
* . Therefore, the base case is true.
To prove the jth case, we apply Lemma 1 by letting g(x) = T r q j−1
(x) and h(x) = f j−1 (x) to find the correlation between the functions
Similar to the proof of the base case, we deduce from Lemma 1 that f j (Λ), Λ ∈ GF(q j ) * takes on the values 0 or
Therefore, the statement is true for all j = 1, . . . , l by induction. Note that Theorem 1 only holds for f l (Λ) where Λ 0. The imbalance of f l (x), which is f l (0), is given by q n 1 n 2 ···n l −1f (0).
Remark 1 In [11], Klapper, Chan and Goresky proved that if f
(x) = T r(x 2 i +1 ) where gcd(i, n) = 1, then f l (x) in
Balanced Boolean Functions with Very High Nonlinearity
Existing Constructions
In this section, we list the two known constructions for balanced Boolean functions with very high nonlinearity. [17] , [18] . The resulting balanced function
has nonlinearity > 2 n−1 − 2 (n−1)/2 where n = 2k + 15. Their construction works for odd n ≥ 29. (Later, Dobbertin gave a more general method to modify bent functions into balanced function g in [3] (2) 2k → GF (2) . The resulting balanced function
has nonlinearity > 2 n−1 − 2 (n−1)/2 where n = 2k + r. Their construction works for odd n ≥ 15.
A New Construction
In this section, we construct new classes of balanced Boolean functions with high nonlinearity > 2 n−1 − 2 (n−1)/2 , n odd, high algebraic degree and large linear span. This is achieved by applying Theorem 1 on the highly nonlinear balanced functions of Sarkar and Maitra [20] and Seberry, Zhang and Zheng [22] .
Theorem 2 Let q = 2
n and n, n j be odd for j = 1, . . . , l. Let f : GF(q) → GF(2) be a balanced function with nonlinearity > 2 n−1 − 2 (n−1)/2 (such as the functions from [20] , [22] ). Define recursively the functions 
Proof f (·) is a balanced function by assumption. It is also well known that the trace function T r q j q j−1 (·) is a balanced function. Therefore f l (x) is a balanced function because it is a composition of balanced functions.
We deduce that f l (0) = 0 because f l (x) is a balanced function. We apply Theorem 1 to see that f l (Λ), Λ ∈ GF(2 N ) * takes on the values 0 or
By Eq. (1) ,
The function f (x) has nonlinearity exceeding 2 n−1 − 2 (n−1)/2 which implies
By substituting this inequality in Eq. (3), we get the following lower bound for
Besides having high nonlinearity, we shall next show that the function f l (x) in Theorem 2 has large linear span for protection against interpolation attack [7] . Based on the proof of linear span, we deduce that f l (x) has high algebraic degree. Before we proceed, we state Lemma 2 (on the linear span of cascaded sequences) which is needed for proving the linear span of f l (x). 
Since each i ∈ I has a unique base 2 representation, this will correspond to taking distinct linear combinations of rows from Eq. (7). This implies the exponents of x in the expression of a(b(x)) are all distinct by the uniqueness of base q representation. Thus when we expand a(b(x)) by using the computation in Eq. (4), there will be no cancellation of monomials and we will get i∈I LS (b(x))
wt(i) terms. wt(s) . The result [4] [Lemma 2] is stated in a more restrictive form because it will make the proof of the linear span of cascaded GMW sequences clearer. However, the proof of [4] [Lemma 2] essentially implies the more general statement given by Lemma 2 in this paper.
Theorem 3
Let f l (x) be the balanced highly nonlinear function defined in Theorem 2.
If the polynomial expression for f is i∈I a i x i , then the linear span of f l satisfies
where
] (alternatively, we can deduce LS(g(x)) by repeated application of Lemma 2). Moreover, when we expand
where q is a power of 2, we see that g(x) is a polynomial of the form:
where each exponent j is a {0, 1}-linear combination of powers of q. Each exponent of f (x) being an integer is a {0, 1}-linear combination of powers of 2 (base 2 representation).
Thus we can apply Lemma 2 with a(x)
= f (x) and b(x) = g(x) based on the field chain GF(2) ⊂ GF(2 n ) ⊂ GF(2 N ). We deduce that the linear span of f l (x) is i LS (g(x)) wt(i) , i.e. LS ( f l ) = i (n 1 n 2 2 · · · n 2 l−1 l ) wt(i)
When we recursively expand each trace term of f l using the relation
we will get i (n 1 n 2 2 · · · n [20] , l = 1, n 1 = 3 and r 1 = 1. Then [7] , [24] .
On Algebraic Attack and Our Construction
Recently, algebraic attack has been applied successfully to break ciphers like Toyocrypt and LILI-128 [2] . In a filter function stream cipher, algebraic attack works by finding a low degree multiple f (x)g(x) of the filter function f (x) such that g(x) is also of low degree. Then the parity equations, which take the form
where L is the feedback function of the linear feedback shift register, has low degree. In that case, we can efficiently apply linearization attack, i.e. substitute all the nonlinear terms by a new variable and solve the resulting linear system when enough keystream bits y t are collected.
To counter algebraic attack, Meier, Pasalic and Carlet [14] introduced a new notion called algebraic immunity to measure the effectiveness of a Boolean function in resisting algebraic attack. The function f (x) is said to have algebraic immunity of order d if all annihilators of f (x), i.e. g(x) such that f (x)g(x) = 0, has algebraic degree more than d. A high algebraic immunity ensures we cannot find low degree multiple of f (x) for algebraic attack. It was also proven in [2] , [14] that the algebraic immunity is at most min( deg( f ) , n/2). From this, it is recommended that filter Boolean functions should have size as large as 32 bits or more [2] , [14] . This corresponds to our construction which gives functions of sizes ≥ 45 bits or more because of the composition of subfield mappings used in our construction. Because constructions based on concatenating linear functions like the Maiorana-McFarland functions are very popular, Carlet and Gaborit [1] performed an empirical test to measure the algebraic immunity of such functions. It was found that the algebraic immunity is less than the optimal value n/2. In the same paper, they also measured the algebraic immunity of the trace of popular power functions over GF (2 n ). It was found that the finite field functions achieve near optimal algebraic immunity n/2. So our construction which is based on finite field functions may protect against the traditional correlation attacks [23] as well as the more recent algebraic attack [2] . However, this requires further investigation as another recent result by Nawaz, Gong and Gupta [15] proves that the algebraic immunity of Boolean power functions like the inverse, Kasami and Niho functions are less than optimal in general. Thus it is an interesting question to determine a lower bound for the algebraic immunity of the functions constructed in this paper.
Conclusion and Future Research
We have applied the theory of geometric sequences, due to Klapper, Chan and Goresky [11] , to give a new construction for balanced Boolean functions having very high nonlinearity > 2 n−1 − 2 (n−1)/2 , n odd. This approach is different from previous constructions, which were based on direct sums of highly nonlinear Boolean functions. Our functions also achieve high algebraic degree for algebraic complexity and large linear span for protection against interpolation attack.
It is also useful to determine a lower bound for the algebraic immunity of our construction to determine its resistance against algebraic attack, which is very effective against stream ciphers.
Finally, there is a recent result by Kavut, Maitra and Yucel [8] which proves that there exists Boolean functions with nonlinearity exceeding the quadratic bound 2 n−1 − 2 (n−1)/2 for n ≥ 9. However the Boolean functions constructed in [8] are unbalanced. Therefore it will be interesting to see if the method of [22] and [20] can be used to convert these functions into balanced highly nonlinear functions. Then our method can be applied to extend them to functions with 27 bits instead of 45 bits as in Example 1. This gives more flexibility to applications which cannot accomodate large Boolean functions.
