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Abstract
This work is concerned with the dynamics of a class of slow-fast stochastic
dynamical systems with non-Gaussian stable Le´vy noise with a scale param-
eter. Slow manifolds with exponentially tracking property are constructed,
eliminating the fast variables to reduce the dimension of these coupled dy-
namical systems. It is shown that as the scale parameter tends to zero, the
slow manifolds converge to critical manifolds in distribution, which helps un-
derstand long time dynamics. The approximation of slow manifolds with error
estimate in distribution are also considered.
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1 Introduction
Stochastic effects are ubiquitous in complex systems in science and engineering [17,
25, 40]. Although randommechanisms may appear to be very small or very fast, their
long time impacts on the system evolution may be delicate or even profound, which
has been observed in, for example, stochastic bifurcation, stochastic optimal control,
stochastic resonance and noise-induced pattern formation [2, 26, 37]. Mathematical
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modeling of complex systems under uncertainty often leads to stochastic differential
equations (SDEs) [18, 24, 28]. Fluctuations appeared in the SDEs are often non-
Gaussian (e.g., Le´vy motion) rather than Gaussian (e.g., Brownian motion); see
Schilling [5, 34].
We consider the slow-fast stochastic dynamical system where the fast dynamic
is driven by α-stable noise, see [15, 27]. In particular, we study{
dxε = Sxεdt+ g1(x
ε, yε)dt,
dyε = 1
ε
Fyεdt+ 1
ε
g2(x
ε, yε)dt+ σε−
1
αdLαt ,
(1.1)
where (xε, yε) ∈ Rn1 ×Rn2 , ε is a small positive parameter measuring slow and fast
time scale separation such that in a formal sense
|
dxε
dt
| ≪ |
dyε
dt
|,
where we denote by |.| the Euclidean norm. The n1×n1 matrix S with all eigenvalues
with non-negative real part, F is a n2 × n2 matrix whose eigenvalues have negative
real part. Nonlinearities gi : R
n1 × Rn2 7→ Rni, i = 1, 2 are Lipschitz continuous
functions with gi(0, 0) = 0. {Lαt : t ∈ R} is a two-sided R
n2-valued α-stable Le´vy
process on a probability space (Ω,F ,P), where 1 < α < 2 is the index of stability
[1, 10]. The strength of noise in the fast equation is chosen to be ε−
1
α to balance the
stochastic force and deterministic force. σ > 0 is the intensity of noise.
Invariant manifolds are geometric structures in state space that are useful in
investigating the dynamical behaviors of stochastic systems; see [8, 9, 12, 13]. A
slow manifold is a special invariant manifold of a slow-fast system, where the fast
variable is represented by the slow variable and the scale parameter ε is small.
Moreover, it exponentially attracts other orbits. A critical manifold of a slow-fast
system is the slow manifold corresponding to the zero scale parameter [16]. The
theory of slow manifolds and critical manifolds provides us with a powerful tool
for analyzing geometric structures of slow-fast stochastic dynamical systems, and
reducing the dimension of those systems.
For a system like (1.1) based on Brownian noise (α = 2), the existence of the
slow manifold and its approximation has been extensively studied [6, 11, 14, 35, 38].
The dynamics of individual sample solution paths have also been quantified; see
[4, 20, 39]. Moreover, Ren and Duan [30, 31] provided a numerical simulation for the
slow manifold and established its parameter estimation. The study of the dynamics
generated by SDEs under non-Gaussian Le´vy noise is still in its infancy, but some
interesting works are emerging [10, 19, 22].
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The main goal of this paper it to investigate the slow manifold of dynamical
system (1.1) driven by α-stable Le´vy process with α ∈ (1, 2) in finite dimensional
setting, and examine its approximation and structure.
We first introduce a random transformation based on the generalised Ornstein-
Uhlenbeck process, such that a solution the system of SDEs (1.1) with α-stable Le´vy
noise can be represented as a transformed solution of random differential equations
(RDEs) and vice versa. Then we prove that, for 0 < ε ≪ 1, the slow manifold
Mε with an exponential tracking property can be constructed as fixed point of the
projected RDEs by using the Lyapunov-Perron method [3]. Thus as a consequence,
with the inverse conversion, we can obtain the slow manifold Mε for the original
SDE system. Subsequently we convert the above RDEs to new RDEs by taking the
time scaling t→ εt. After that we use the Lyapunov-Perron method once again to
establish the existence of the slow manifold M˜ε for new RDE system, and denote
M0(ω) as the critical manifold with zero scale parameter in particular. In addition,
we show that Mε is same as M˜ε in distribution, and the distribution of Mε(ω)
converges to the distribution of M0(ω), as ε tends to zero. Finally, we derive an
asymptotic approximation for the slow manifold Mε in distribution. Moreover, as
part of ongoing studies, we try to study mean residence time on slow manifold, and
generalise these results to consider system (1.1) in Hilbert spaces to study infinite
dimensional dynamics.
This paper is organized as follows. In Section 2, we recall some basic concepts
in random dynamical systems, and construct metric dynamical systems driven by
Le´vy processes with two-sided time. In Section 3, we recall random invariant man-
ifolds and introduce hypotheses for the slow-fast system. In Section 4, we show
the existence of slow manifold (Theorem 1), and measure the rate of slow manifold
attract other dynamical orbits (Theorem 2). In Section 5, we prove that as the scale
parameter tends to zero, the slow manifold converges to the critical manifold in
distribution (Theorem 5). In Section 6, we present numerical results using examples
from mathematical biology to corroborate our analytical results.
2 Random Dynamical Systems
We are going to introduce the main tools we need to find inertial manifolds for
systems of stochastic differential equations driven by α-stable Le´vy noise. These
tools stem from the theory of random dynamical systems; see Arnold [2].
An appropriate model for noise is a metric dynamical system Θ = (Ω,F ,P, θ),
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which consists of a probability space (Ω,F ,P) and a flow θ = {θt}t∈R:
θ : R× Ω→ Ω, (t, ω) 7→ θtω; θ0 = idΩ, θs+t = θs ◦ θt =: θsθt.
The flow θ is jointly B(R) ⊗ F − F measurable. All θt are measurably invertible
with θ−1t = θ−t. In addition, the probability measure P is invariant (ergodic) with
respect to the mappings {θt}t∈R.
For example, the Le´vy process with two side time represents a metric dynamical
system. Let L = (Lt)t≥0 with L0 = 0 a.s. be a Le´vy process with values in R
n defined
on the canonical probability space (ER
+
, ER
+
,PR+), in which E = R
n endowed with
the Borel σ-algebra E . We can construct the corresponding two-sided Le´vy process
Lt(ω) := ω(t), t ∈ R defined on (ER, ER,PR), see Ku¨mmel [19, p29]. Since the paths
of a Le´vy process are ca`dla`g; see [1, Theorem 2.1.8]. We can define two-sided Le´vy
process on the space (Ω,F ,P) instead of (ER, ER,PR), where Ω = D0(R,Rn) is the
space of ca`dla`g functions starting at 0 given by
D0 = {ω : for ∀t ∈ R, lim
s↑t
ω(s) = ω(t−), lim
s↓t
ω(s) = ω(t) exist and ω(0) = 0}.
This space equipped with Skorokhod’s J1-topology generated by the metric dR is a
Polish space. For functions ω1, ω2 ∈ D0, dR(ω1, ω2) is given by
dR(ω1, ω2) = inf
{
ε > 0 : |ω1(t)− ω2(λt)| ≤ ε,
∣∣ ln arctan(λt)− arctan(λs)
arctan(t)− arctan(s)
∣∣ ≤ ε
for every t, s ∈ R and some λ ∈ ΛR
}
,
where
ΛR = {λ : R→ R; λ is injective increasing, lim
t→−∞
λ(t) = −∞, lim
t→∞
λ(t) =∞}.
F is the associated Borel σ-algebra B(D0) = E
R∩D0, and (D0,B(D0)) is a separable
metric space. The probability measure P generated by P(D0 ∩A) := PR(A) for each
A ∈ ER. The flow θ is given by
θ : R×D0 → D0, θtω(·) 7→ ω(·+ t)− ω(t),
which is a Carathe´odory function. It follows that θ is jointly measurable. Moreover,
θ satisfies θs(θtω(·)) = ω(· + s + t) − ω(s) − (ω(s + t) − ω(s)) = θs+tω(·) and
θ0ω(·) = ω(·). Thus (D0,B(D0),P, (θt)t∈R) is a metric dynamical system generated
by Le´vy process with two-side time. Note that the probability measure P is ergodic
with respect to the flow θ = (θt)t∈R.
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In the above we define metric dynamical system first, which will step in θ in the
complete definition of random dynamical system, that is strongly motivated by the
measuability property combined with the cocycle property.
A random dynamical system taking values in the measurable space (H,B(H))
over a metric dynamical system (Ω,F ,P, (θt)t∈R) with time space R is given by a
mapping
ϕ : R× Ω×H → H,
that is jointly B(R)⊗F⊗B(H)−B(H) measurable and satisfies the cocycle property:
ϕ(0, ω, ·) = idH = identity on H for each ω ∈ Ω;
ϕ(t+ s, ω, ·) = ϕ
(
t, θsω, ϕ(s, ω, ·)
)
for each s, t ∈ R, ω ∈ Ω.
(2.1)
For our application, in the sequel we suppose H = Rn = Rn1 × Rn2 .
Note that if ϕ satisfies the cocycle property (2.1) for almost all ω ∈ Ω\Ns,t
(where the exceptional set Ns,t can depend on s, t), then we say ϕ forms a crude
cocycle instead of a perfect cocycle. In this case, to get a random dynamical system,
sometimes we can do a perfection of the crude cocycle, such that the cocycle property
is valid for each and every ω ∈ Ω, see Scheutzow [32].
We now recall some objects to help understand the dynamics of a random dy-
namical system.
A random variable ω 7→ X(ω) with values in H is called a stationary orbit (or
random fixed point) for a random dynamical system ϕ if
ϕ(t, ω,X(ω)) = X(θtω) for t ∈ R, ω ∈ Ω.
Since the probability measure P is invariant with respect to {θt}t∈R, the random
variables ω 7→ X(θtω) have the same distribution as ω 7→ X(ω). Thus (t, ω) 7→
X(θtω) is a stationary process , and therefore a stationary solution to the stochastic
differential equation generating the random dynamical system ϕ.
A family of nonempty closed sets M = {M(ω) ⊂ Rn, ω ∈ Ω} is call a random
set for a random dynamical system ϕ, if the mapping
ω 7→ dist(z,M(ω)) := inf
z
′∈M(ω)
|z − z
′
|
is a random variable for every z ∈ Rn. MoreoverM is called an (positively) invariant
set, if
ϕ(t, ω,M(ω)) ⊆M(θtω) for t ∈ R, ω ∈ Ω. (2.2)
Let
h : Ω× Rn1 → Rn2 , (ω, x) 7→ h(ω, x)
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be a function such that for all ω ∈ Ω, x 7→ h(ω, x) is Lipschitz continuous, and for
any x ∈ Rn1 , ω 7→ h(ω, x) is a random variable. We define
M(ω) = {(x, h(ω, x)) : x ∈ Rn1}
such thatM = {M(ω) ⊂ Rn, ω ∈ Ω} can be represented as a graph of h. It can be
shown [35, Lemma 2.1] that M is a random set.
If M(ω), ω ∈ Ω also satisfy (2.2), M is called a Lipschitz continuous invariant
manifold. Furthermore, M is said to have an exponential tracking property if for
all ω ∈ Ω, there exists an z
′
∈ M(ω) such that,
|ϕ(t, ω, z)− ϕ(t, ω, z
′
)| ≤ C(z, z
′
, ω)e−ct|z − z
′
|, t ≥ 0, z ∈ Rn,
where C is a positive random variable depending on z and z
′
, while c is a positive
constant. Then M is called a random slow manifold with respect to the random
dynamical system ϕ.
Let ϕ and ϕ˜ be two random dynamical systems. Then ϕ and ϕ˜ are called
conjugated, if there is a random mapping T : Ω × Rn → Rn, such that for all
ω ∈ Ω, (t, z) 7→ T (θtω, z) is a Carathe´odory function, for every t ∈ Rn and ω ∈ Ω,
z 7→ T (θtω, z) is homeomorphic, and
ϕ˜(t, ω, z) = T (θtω, ϕ(t, ω, T
−1(ω, z))), z ∈ Rn, (2.3)
where T−1 : Ω× Rn → Rn is the corresponding inverse mapping of T . Note that T
provides a random transformation form ϕ to ϕ˜ that may be simpler to treat. If M˜
is a invariant set for the random dynamical system ϕ˜, we define
M(·) := T−1(·, M˜(.)).
From the properties of T , M is also invariant set with respect to ϕ.
3 Slow-Fast Dynamical Systems
The theory of invariant manifolds and slow manifolds of random dynamical system
are essential for the study of the solution orbits, and we can use it to simplify
dynamical systems by reducing an random dynamical system on a lower-dimensional
manifold.
For the slow-fast system (1.1) described by stochastic differential equations with
α-stable Le´vy noise, the state space for slow variables is Rn1 , the state space for fast
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variables is Rn2. To construct the slow manifolds of system (1.1), we introduce the
following hypotheses.
Concerning the linear part of (1.1), we suppose
(A1). There are constants γs > 0 and γf < 0 such that
|eStx| ≤ eγst|x|, t ≤ 0, for all x ∈ Rn1,
|eFty| ≤ eγf t|y|, t ≥ 0, for all y ∈ Rn2 .
With respect to the nonlinear parts of system (1.1), we assume
(A2). There exists a constant K > 0 such that for all (xi, yi) ∈ R
n, i = 1, 2,,
|gi(x1, y1)− gi(x2, y2)| ≤ K(|x1 − x2|+ |y1 − y2|),
which implies that gi are continuous and thus measurable with respect to all vari-
ables. If gi is locally Lipshitz, but the corresponding deterministic system has a
bounded absorbing set. By cutting off gi to zero outside a ball containing the ab-
sorbing set, the modified system has globally Lipschitz drift [21].
For the proof of the existence of a random invariant manifold parametrized by
x ∈ Rn1, we have to assume that the following spectral gap condition.
(A3). The decay rate −γf of eFt is larger than the Lipschitz constant K of the
nonlinear parts in system (1.1), i.e. K < −γf .
Lemma 1. Under hypothesis (A1), the following linear stochastic differential equa-
tions
dη
1
ε (t) =
1
ε
Fη
1
εdt+ ε−
1
αdLαt , η
1
ε (0) = η
1
ε
0 , (3.1)
dξ(t) = Fξdt+ dLαt , ξ(0) = ξ0, (3.2)
have ca`dla`g stationary solutions η
1
ε (θtω) and ξ(θtω) defined on θ-invariant set Ω of
full measure, through the random variables
η
1
ε (ω) = ε−
1
α
∫ 0
−∞
e
−Fs
ε dLαs (ω), ξ(ω) =
∫ 0
−∞
e−FsdLαs (ω), (3.3)
respectively. Moreover, they generate random dynamical systems.
Proof. The SDE (3.2) has unique ca`dla`g solution
ϕ(t, w, ξ0) = e
Ftξ0 +
∫ t
0
eF (t−s)dLαs (ω), (3.4)
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for details see [1, 19, 33]. It follows from (3.3) and (3.4) that
ϕ(t, w, ξ(ω)) = eFtξ(ω) +
∫ t
0
eF (t−s)dLαs (ω)
= eFt
∫ 0
−∞
e−FsdLαs (ω) +
∫ t
0
eF (t−s)dLαs (ω)
=
∫ t
−∞
eF (t−s)dLαs (ω).
By (3.3), we also see that
ξ(θtω) =
∫ 0
−∞
e−FsdLαs (θtω) =
∫ 0
−∞
e−Fsd
(
Lαt+s(ω)− L
α
t (ω)
)
=
∫ 0
−∞
e−FsdLαt+s(ω) =
∫ t
−∞
eF (t−s)dLαs (ω).
Hence ϕ(t, w, ξ(ω)) = ξ(θtω) is a stationary orbit for (3.2). Then we have
ξ(θt+sω) =
∫ t+s
−∞
eF (t+s−r)dLαr (ω) = e
F (t+s)
∫ t
−∞
e−F (r+s)dLαr+s(ω)
= eF (t+s)
∫ t
−∞
e−F (r+s)d
(
Lαr+s(ω)− L
α
s (ω)
)
=
∫ t
−∞
eF (t−r)dLαr (θsω)
= ξ(θtθsω),
which implies ξ generate a random dynamical system. Analogously we obtain the
SDE (3.1) whose unique solution is the generalised Ornstein-Uhlenbeck process
η
1
ε (θtω) = ε
− 1
α
∫ t
−∞
e
F (t−s)
ε dLαs .
Remark 1. Since α-stable process Lαt satisfying E log(1 + |L
α
1 |) <∞, η
1
ε (θtω) and
ξ(θtω) are well-defined sationary semimartingales; see [19, Remark 4.6].
Lemma 2. The process η
1
ε (θtω) has the same distribution as the process ξ(θ t
ε
ω),
where η
1
ε and ξ are defined in Lemma 1.
Proof. From α-stable process Lαt are self-similar with Hurst index
1
α
, i.e.,
Lαct
d
= c
1
αLαt ,
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where “
d
= “ denotes equivalence (coincidence) in distribution, we have
η
1
ε (θtω) = ε
− 1
α
∫ t
−∞
e
F (t−s)
ε dLαs (ω) =
∫ t
ε
−∞
eF (
t
ε
−u)ε−
1
αdLαεu(ω)
d
=
∫ t
ε
−∞
eF (
t
ε
−u)dLαu(ω) = ξ(θ t
ε
ω),
which proves that η
1
ε (θtω) and ξ(θ t
ε
ω) have the same distribution.
Now we will transform the slow-fast stochastic dynamical system (1.1) into a
random dynamical system [29]. We introduce the random transformation(
xˆε
yˆε
)
:= T ε(ω, xε, yε) :=
(
xε
yε − ση
1
ε (ω)
)
. (3.5)
Then (xˆε(t), yˆε(t)) = T ε(θtω, x
ε(t), yε(t)) satisfies{
dxˆε = Sxˆεdt+ g1(xˆ
ε, yˆε + ση
1
ε (θtω))dt,
dyˆε = 1
ε
F yˆεdt+ 1
ε
g2(xˆ
ε, yˆε + ση
1
ε (θtω))dt.
(3.6)
This can be seen by a formal differentiation of xε and yε − ση
1
ε (ω).
For the sake of simplicity, we write gˆi(θ
ε
tω, xˆ
ε, yˆε) = gi(xˆ
ε, yˆε+ση
1
ε (θtω)), i = 1, 2.
Since the additional term ση
1
ε doesn’t change the Lipschitz constant of the functions
on the right hand side, the functions gˆi have the same Lipschitz constant as gi.
By hypotheses (A1)− (A3), system (3.6) can be solved for any ω contained in a
θ-invariant set Ω of full measure and for any initial condition (xˆε(0), yˆε(0)) = (x0, y0)
such that the cocycle property is satisfied. Then the solution mapping
(t, ω, (x0, y0)) 7→ ϕˆ
ε(t, ω, (x0, y0)) = (xˆ
ε(t, ω, (x0, y0)), yˆ
ε(t, ω, (x0, y0))) ∈ R
n, (3.7)
defines a random dynamical system. In fact, the mapping ϕˆε is (B(R) ⊗ F ⊗
B(Rn),B(Rn))-measurable, and for each ω ∈ Ω, ϕˆε(·, ω) : R × Rn → Rn is a
Carathe´odory function.
In the following section we will show that system (3.6) generates a random dy-
namical system that has a random slow manifold for sufficiently small ε > 0. Ap-
plying the ideas from the end of Section 2 with T := T ε to the solution of (3.6),
then system (1.1) also has a version satisfying the cocycle property. Clearly,
ϕε(t, ω, (x0, y0)) = (T
ε)−1
(
θtω, ϕˆ
ε(t, ω, T ε(ω, (x0, y0)))
)
= ϕˆε(t, ω, (x0, y0)) + (0, ση
1
ε (θtω)), t ∈ R, ω ∈ Ω (3.8)
is a random dynamical system generated by the original system (1.1). Hence, by
the particular structure of Tε if (3.6) has a slow manifold so has (1.1).
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4 Random Slow Manifolds
To study system (3.6), for any β ∈ R, we introduce Banach spaces of functions with
a geometrically weighted sup norm [36] as follows:
Cs,−β = {ϕ
s,− : (−∞, 0]→ Rn1 | ϕs,− is continuous and sup
t∈(−∞,0]
|e−βtϕs,−t | <∞},
Cs,+β = {ϕ
s,+ : [0,∞)→ Rn1 | ϕs,+ is continuous and sup
t∈[0,∞)
|e−βtϕs,+t | <∞}
with the norms
||ϕs,−||Cs,−
β
:= sup
t∈(−∞,0]
|e−βtϕs,−t | and ||ϕ
s,+||Cs,+
β
:= sup
t∈[0,∞)
|e−βtϕs,+t |
Analogously, we define Banach spaces Cf,−β and C
f,+
β with the norms
||ϕf,−||
C
f,−
β
:= sup
t∈(−∞,0]
|e−βtϕf,−t | and ||ϕ
f,+||
C
f,+
β
:= sup
t∈[0,∞)
|e−βtϕf,+t |.
Let C±β be the product space C
±
β := C
s,±
β × C
f,±
β , (ϕ
s,±, ϕf,±) ∈ C±β . C
±
β equipped
with the norm
||(ϕs,±, ϕf,±)||C±
β
:= ||ϕs,±||Cs,±
β
+ ||ϕf,±||
C
f,±
β
is a Banach space.
Letting γ > 0 satisfy K < −(γ + γf). For the remainder of the paper, we take
β = −γ/ε with ε > 0 sufficiently small.
Lemma 3. Assume that (A1)− (A3) hold. Then (x0, y0) is in Mε(ω) if and only if
there exists a function ϕˆε(t) = (xˆε(t), yˆε(t)) =
(
xˆε(t, ω, (x0, y0)), yˆ
ε(t, ω, (x0, y0))
)
∈
C−β with t ≤ 0 such that
(
xˆε(t)
yˆε(t)
)
=
(
eStx0 +
∫ t
0
eS(t−s)gˆ1(θ
ε
sω, xˆ
ε(s), yˆε(s))ds
1
ε
∫ t
−∞
e
F (t−s)
ε gˆ2(θ
ε
sω, xˆ
ε(s), yˆε(s))ds
)
, (4.1)
where
Mε(ω) = {(x0, y0) ∈ R
n : ϕˆε(·, ω, (x0, y0)) ∈ C
−
β }, ω ∈ Ω. (4.2)
10
Proof. If (x0, y0) ∈ Mε(ω), by method of constant variation, system (3.6) is
equivalent to the system of integral equations{
xˆε(t) = eStx0 +
∫ t
0
eS(t−s)gˆ1(θ
ε
sω, xˆ
ε(s), yˆε(s))ds,
yˆε(t) = e
F (t−u)
ε yˆε(u) + 1
ε
∫ t
u
e
F (t−s)
ε gˆ2(θ
ε
sω, xˆ
ε(s), yˆε(s))ds
(4.3)
and ϕˆε(t) ∈ C−β . Moreover, by u < 0 and −(γ + γf) > K > 0, we have
|e
F (t−u)
ε yˆε(u)| ≤ e
γf (t−u)
ε |yˆε(u)| ≤ sup
u∈(−∞,0]
{e−βu|yˆε(u)|}e
γf (t−u)
ε eβu
= ||yˆε||
C
f,−
β
e
γf
ε
te(
γf
ε
−β)(−u) = ||yˆε||
C
f,−
β
e
γf
ε
te−
γ+γf
ε
u → 0, as u→ −∞,
which leads to
yˆε(t) =
1
ε
∫ t
−∞
e
F (t−s)
ε gˆ2(θ
ε
sω, xˆ
ε(s), yˆε(s))ds. (4.4)
Thus (4.3)-(4.4) imply that (4.1) holds.
Conversely, let ϕˆε(t, ω, (x0, y0)) ∈ C
−
β satisfying (4.1), then (x0, y0) is in M
ε(ω) by
(4.2). Thus, we have finished the proof.
Lemma 4. Assume (A1) − (A3) to be valid. Letting (xˆε(0), yˆε(0)) = (x0, y0), if
there exists an δ such that ε ∈ (0, δ), the system (4.1) will have a unique solution
ϕˆε(t) = (xˆε(t), yˆε(t)) =
(
xˆε(t, ω, (x0, y0)), yˆ
ε(t, ω, (x0, y0))
)
in C−β .
Proof. For any ϕˆε = (xˆε, yˆε) ∈ C−β , define two operators I
ε
s : C
−
β → C
s,−
β and
Iεf : C
−
β → C
f,−
β satisfying
Iεs (ϕˆ
ε)[t] = eStx0 +
∫ t
0
eS(t−s)gˆ1(θ
ε
sω, xˆ
ε(s), yˆε(s))ds,
Iεf (ϕˆ
ε)[t] = 1
ε
∫ t
−∞
e
F (t−s)
ε gˆ2(θ
ε
sω, xˆ
ε(s), yˆε(s))ds,
and the Lyapunov-Perron transform Iε given by
Iε(ϕˆε)[t] =
(
Iεs (ϕˆ
ε)[t]
Iεf(ϕˆ
ε)[t]
)
. (4.5)
Under our assumptions above, Iε maps C−β into itself. Taking ϕˆ
ε = (xˆε, yˆε) ∈ C−β ,
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then
||Iεs (ϕˆ
ε)||Cs,−
β
≤ K sup
t∈(−∞,0]
{
e−βt
∫ 0
t
eγs(t−s)(|xˆε(s)|+ |yˆε(s) + ση
1
ε (θsω)|)ds
}
+ sup
t∈(−∞,0]
{e−βteγst|x0|}
≤ K sup
t∈(−∞,0]
{∫ 0
t
e
γ+εγs
ε
(t−s)ds
}
||ϕˆε||C−
β
+ C1
≤
εK
γ + εγs
||ϕˆε||C−
β
+ C1
and
||Iεf(ϕˆ
ε)||
C
f,−
β
≤
K
ε
sup
t∈(−∞,0]
{
e−βt
∫ t
−∞
e
γf (t−s)
ε (|xˆε(s)|+ |yˆε(s) + ση
1
ε (θsω)|)ds
}
≤
K
ε
sup
t∈(−∞,0]
{∫ t
−∞
e
γ+γf
ε
(t−s)ds
}
||ϕˆε||C−
β
+ C2
= −
K
γ + γf
||ϕˆε||C−
β
+ C2.
Hence, by the definition of Iε we obtain
||Iε(ϕˆε)||C−
β
≤ ρ(ε)||ϕˆε||C−
β
+ C3,
where Ci, i = 1, 2, 3 are constants and
ρ(ε) :=
εK
γ + εγs
−
K
γ + γf
. (4.6)
Further, we will show that Iε is a contraction. Let ϕˆε1 = (xˆ
ε
1, yˆ
ε
1), ϕˆ
ε
2 = (xˆ
ε
2, yˆ
ε
2) ∈
C−β . Using (A1)− (A2) and the definition of C
−
β , we obtain
||Iεs(ϕˆ
ε
1)− I
ε
s(ϕˆ
ε
2)||Cs,−
β
≤ K sup
t∈(−∞,0]
{
e−βt
∫ 0
t
eγs(t−s)(|xˆε1(s)− xˆ
ε
2(s)|+ |yˆ
ε
1(s)− yˆ
ε
2(s)|)ds
}
≤ K sup
t∈(−∞,0]
{∫ 0
t
e
γ+εγs
ε
(t−s)ds
}
||ϕˆε1 − ϕˆ
ε
2||C−
β
≤
εK
γ + εγs
||ϕˆε1 − ϕˆ
ε
2||C−
β
(4.7)
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and
||Iεf (ϕˆ
ε
1)− I
ε
f (ϕˆ
ε
2)||Cf,−
β
≤
K
ε
sup
t∈(−∞,0]
{
e−βt
∫ t
−∞
e
γf (t−s)
ε (|xˆε1(s)− xˆ
ε
2(s)|+ |yˆ
ε
1(s)− yˆ
ε
2(s)|)ds
}
≤
K
ε
sup
t∈(−∞,0]
{∫ t
−∞
e
γ+γf
ε
(t−s)ds
}
||ϕˆε1 − ϕˆ
ε
2||C−
β
= −
K
γ + γf
||ϕˆε1 − ϕˆ
ε
2||C−
β
. (4.8)
By (4.7) and (4.8), we have that
||Iε(ϕˆε1)− I
ε(ϕˆε2)||C−
β
≤ ρ(ε)||ϕˆε1 − ϕˆ
ε
2||C−
β
,
By (4.6) and hypothesis (A3), we have
0 < ρ(0) = −
K
γ + γf
< 1, ρ(ε) =
γK
(γ + εγs)2
.
Then there is a sufficiently small constant δ > 0 and a constant ρ0 ∈ (0, 1), such
that
0 < ρ(ε) ≤ ρ0 < 1 for ε ∈ (0, δ),
which implies that Iε is strictly contractive. Let ϕˆε(t) ∈ C−β be the unique fixed
point, i.e., the system (4.1) has a unique solution ϕˆε(t).
In what follows we investigate the dependence of the fixed point ϕˆε(t) of the
operator Iε on the intial point.
Lemma 5. Assume the hypotheses of Lemma 4 to be valid. Then for any (x0, y0), (x
′
0, y
′
0) ∈
R
n, there is an δ > 0 such that if ε ∈ (0, δ), we have
||ϕˆε(t, ω, (x0, y0))− ϕˆ
ε(t, ω, (x
′
0, y
′
0))||C−
β
≤
|x0 − x
′
0|
1− ρ(ε)
, (4.9)
where ρ(ε) is defined as (4.6).
Proof. Taking any (x0, y0), (x
′
0, y
′
0) ∈ R
n, for simplicity we write ϕˆε(t, ω, x0),
ϕˆε(t, ω, x
′
0) instead of ϕˆ
ε(t, ω, (x0, y0)), ϕˆ
ε(t, ω, (x
′
0, y
′
0)) in the following estimate,
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respectively. For every ω ∈ Ω, we have
||ϕˆε(t, ω, x0)− ϕˆε(t, ω, x
′
0)||C−
β
≤
∣∣∣∣∣∣eSt(x0 − x′0) +
∫ t
0
eS(t−s)∆gˆ1(θ
ε
sω, xˆ
ε(s), yˆε(s))ds
∣∣∣∣∣∣
C
s,−
β
+
∣∣∣∣∣∣1
ε
∫ t
−∞
e
F (t−s)
ε ∆gˆ2(θ
ε
sω, xˆ
ε(s), yˆε(s))ds
∣∣∣∣∣∣
C
f,−
β
≤ |x0 − x
′
0|+
εK
γ + εγs
||ϕˆε(t, ω, x0)− ϕˆ
ε(t, ω, x
′
0)||C−
β
−
K
γ + γf
||ϕˆε(t, ω, x0)− ϕˆ
ε(t, ω, x
′
0)||C−
β
= |x0 − x
′
0|+ ρ(ε)||ϕˆ
ε(t, ω, x0)− ϕˆε(t, ω, x
′
0)||C−
β
,
where
∆gˆi = gˆi
(
θεsω, xˆ
ε(s, ω, x0), yˆ
ε(s, ω, x0)
)
− gˆi
(
θεsω, xˆ
ε(s, ω, x
′
0), yˆ
ε(s, ω, x
′
0)
)
, i = 1, 2.
Then we obtain
||ϕˆε(t, ω, x0)− ϕˆ
ε(t, ω, x
′
0)||C−
β
≤
1
1− ρ(ε)
|x0 − x
′
0|,
which completes the proof.
By Lemma 3, Lemma 4 and Lemma 5, we can construct the slow manifold as a
random graph.
Theorem 1. Assume that (A1)−(A3) hold and that ε is sufficiently small. Then the
system (3.6) has a invariant manifold Mε(ω) = {(x0, hˆε(ω, x0)) : x0 ∈ Rn1}, where
hˆε(·, ·) : Ω × Rn1 7→ Rn2 is a Lipschitz continuous function with Lipschitz constant
satisfying
Liphˆε(ω, ·) ≤ −
K
γ + γf
1
1− ρ(ε)
, ω ∈ Ω. (4.10)
Proof. Taking any x0 ∈ Rn1 , define the Lyapunov-Perron transform
hˆε(ω, x0) =
1
ε
∫ 0
−∞
e
−Fs
ε gˆ2(θ
ε
sω, xˆ
ε(s), yˆε(s))ds (4.11)
where (xˆε(s), yˆε(s)) is the unique solution in C−β of the system (4.1) with s ≤ 0. It
follows from Lemma 3, Lemma 4, (4.2) and (4.11) that
Mε(ω) =
{
(xˆ0, hˆ
ε(ω, x0)) : x0 ∈ R
n1
}
. (4.12)
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By (4.8) and Lemma 5, we have
|hˆε(ω, x0)− hˆ
ε(ω, x
′
0)| ≤ −
K
γ + γf
1
1− ρ(ε)
|x0 − x
′
0|
for all x0, x
′
0 ∈ R
n1, ω ∈ Ω.
From Section 2,Mε(ω) is a random set. Now we are going to prove thatMε(ω)
is invariant in the following sense
ϕˆε(s, ω,Mε(ω)) ⊂Mε(θεsω) for s ≥ 0.
In other words, for each (x0, y0) ∈ Mε(ω), we have ϕˆε(s, ω, (x0, y0)) ∈ Mε(θεsω).
Using the cocycle property
ϕˆε(·+ s, ω, (x0, y0)) = ϕˆ
ε(·, θsω, ϕˆ
ε(s, ω, (x0, y0)))
and the fact ϕˆε(·, ω, (x0, y0)) ∈ C
−
β , it follows that ϕˆ
ε(·, θsω, ϕˆε(s, ω, (x0, y0))) ∈ C
−
β .
Thus, ϕˆε(s, ω, (x0, y0)) ∈Mε(θεsω). This completes the proof.
Remark 2. The invariant manifold Mε(ω) is independent of the choice of γ.
Furthermore, the invariant manifold Mε(ω) exponentially attract other dynam-
ical orbits. Hence, Mε(ω) is a slow manifold.
Theorem 2. Assume that (A1)− (A3) hold. Then the invariant manifoldMε(ω) =
{(x0, hˆε(ω, x0)) : x0 ∈ Rn1} for slow-fast random system (3.6) obtained in Theorem 1
has exponential tracking property in the following sense: For any z0 = (x0, y0) ∈ Rn,
there is a z
′
0 = (x
′
0, y
′
0) ∈M
ε(ω) such that
|ϕˆε(t, ω, z
′
0)− ϕˆ
ε(t, ω, z0)| ≤ Ce
−ct|z
′
0 − z0|, t ≥ 0,
where C > 0 and c > 0.
Proof. Let
ϕˆε(t, ω, (x0, y0)) =
(
xˆε(t, ω, (x0, y0)), yˆ
ε(t, ω, (x0, y0))
)
ϕˆε(t, ω, (x
′
0, y
′
0)) =
(
xˆε(t, ω, (x
′
0, y
′
0)), yˆ
ε(t, ω, (x
′
0, y
′
0))
)
be the two dynamical orbits of system (3.6) with the initial condition
ϕˆε(0, ω, (x0,0 )) = (x0, y0), ϕˆ
ε(0, ω, (x
′
0, y
′
0)) = (x
′
0, y
′
0).
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Then
ψε(t) = ϕˆε(t, ω, (x
′
0, y
′
0))− ϕˆ
ε(t, ω, (x0, y0))
=
(
xˆε(t, ω, (x
′
0, y
′
0))− xˆ
ε(t, ω, (x0, y0)), yˆ
ε(t, ω, (x
′
0, y
′
0))− yˆ
ε(t, ω, (x0, y0))
)
:=
(
uε(t), vε(t)
)
satisfies the equation{
duε = Suεdt+∆gˆ1(θ
ε
tω, u
ε, vε)dt,
dvε = 1
ε
Fvεdt+ 1
ε
∆gˆ2(θ
ε
tω, u
ε, vε)dt
(4.13)
with the nonlinear items
∆gˆi(θ
ε
tω, u
ε, vε) = gˆi
(
θεtω, y
ε(t) + xˆε(t, ω, (x0, y0)), v
ε(t) + yˆε(t, ω, (x0, y0))
)
− gˆi
(
θεtω, xˆ
ε(t, ω, (x0, y0)), yˆ
ε(t, ω, (x0, y0))
)
, i = 1, 2, (4.14)
and the initial condition
(uε(0), vε(0)) = (u0, v0) = (x
′
0 − x0, y
′
0 − y0).
By direct calculation, for t ≥ 0, ψε(t) = (uε(t), vε(t)) satisfying(
uε(t)
vε(t)
)
=
( ∫ t
+∞
eS(t−s)∆gˆ1(θ
ε
sω, u
ε(s), vε(s))ds
e
Ft
ε v0 +
1
ε
∫ t
0
e
F (t−s)
ε ∆gˆ2(θ
ε
sω, u
ε(s), vε(s))ds
)
(4.15)
is a solution of (4.13) in C+β .
Now we use the Lyapunov-Perron transform again, to prove that (4.15) has a
unique solution (uε(t), vε(t)) in C+β with (x
′
0, y
′
0) = (u0, v0) + (x0, y0) ∈ M
ε(ω).
Clearly,
(x
′
0, y
′
0) ∈M
ε(ω)
⇐⇒ y
′
0 =
1
ε
∫ 0
−∞
e
−Fs
ε gˆ2(θ
ε
sω, xˆ
ε(s, ω, x
′
0), yˆ
ε(s, ω, x
′
0))ds
⇐⇒ v0 = −y0 +
1
ε
∫ 0
−∞
e
−Fs
ε gˆ2(θ
ε
sω, xˆ
ε(s, ω, u0 + x0), yˆ
ε(s, ω, u0 + x0))ds
= −y0 + hˆ
ε(ω, u0 + x0). (4.16)
Taking ψε = (uε, vε) ∈ C+β , define two operators J
ε
s : C
+
β → C
s,+
β and J
ε
f : C
+
β →
Cf,+β satisfying
J εs (ψ
ε)[t] =
∫ t
+∞
eS(t−s)∆gˆ1(θ
ε
sω, u
ε(s), vε(s))ds,
J εf (ψ
ε)[t] = e
Ft
ε v0 +
1
ε
∫ t
0
e
F (t−s)
ε ∆gˆ2(θ
ε
sω, u
ε(s), vε(s))ds.
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Moreover, the Lyapunov-Perron transform J ε : C+β → C
+
β is given by
J ε(ψε)[t] =
(
J εs (ψ
ε)[t]
J εf (ψ
ε)[t]
)
. (4.17)
We have the following estimates
||J εs (ψ
ε)||
C
s,+
β
=
∣∣∣∣∣∣ ∫ t
+∞
eS(t−s)
[
gˆ1(θ
ε
sω, u
ε(s) + xˆε(s), vε(s) + yˆε(s))− gˆ1(θ
ε
sω, xˆ
ε(s), yˆε(s))
]
ds
∣∣∣∣∣∣
C
s,+
β
≤ K sup
t∈[0,∞)
{
e−βt
∫ +∞
t
eγs(t−s)(|uε(s)|+ |vε(s)|)ds
}
≤ K sup
t∈[0,∞)
{∫ +∞
t
e
γ+εγs
ε
(t−s)ds
}
||ψε||C+
β
≤
εK
γ + εγs
||ψε||C+
β
,
and
||J εf (ψ
ε)||
C
f,+
β
=
∣∣∣∣∣∣eFtε v0 + 1
ε
∫ t
0
e
F (t−s)
ε
[
gˆ2(θ
ε
sω, u
ε(s) + xˆε(s), vε(s) + yˆε(s))
− gˆ2(θ
ε
sω, xˆ
ε(s), yˆε(s))
]
ds
∣∣∣∣∣∣
C
f,+
β
≤
K
ε
sup
t∈[0,∞)
{
e−βt
∫ t
0
e
γf (t−s)
ε (|uε(s)|+ |vε(s)|)ds
}
+ sup
t∈[0,∞)
{
e−βte
γf
ε
t|v0|
}
≤
K
ε
sup
t∈[0,∞)
{∫ t
0
e
γ+γf
ε
(t−s)ds
}
||ψε||C+
β
+ |v0|
= −
K
γ + γf
||ψε||C+
β
+ |v0|.
Hence, by (4.17), we obtain
||J ε(ψε)||C+
β
≤ ρ(ε)||ψε||C+
β
+ |v0| (4.18)
where ρ(ε) is defined as (4.6) in the proof of Lemma 4.
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For any ψε = (uε, vε), ψ¯ε = (u¯ε, v¯ε) ∈ C+β ,
||J εs (ψ
ε)− J εs (ψ¯
ε)||
C
s,+
β
=
∣∣∣∣∣∣ ∫ t
+∞
eS(t−s)
[
∆gˆ1(θ
ε
sω, u
ε(s), vε(s))−∆gˆ1(θ
ε
sω, u¯
ε(s), v¯ε(s))
]
ds
∣∣∣∣∣∣
C
s,+
β
=
∣∣∣∣∣∣ ∫ t
+∞
eS(t−s)
[
gˆ1(θ
ε
sω, u
ε(s) + xˆε(s), vε(s) + yˆε(s))
−gˆ1(θ
ε
sω, u¯
ε(s) + xˆε(s), v¯ε(s) + yˆε(s))
]
ds
∣∣∣∣∣∣
C
s,+
β
≤ K sup
t∈[0,∞)
{
e−βt
∫ +∞
t
eγs(t−s)(|uε(s)− u¯ε(s)|+ |vε(s)− v¯ε(s)|)ds
}
≤ K sup
t∈[0,∞)
{∫ +∞
t
e
γ+εγs
ε
(t−s)ds
}
||ψε − ψ¯ε||
C+
β
=
εK
γ + εγs
||ψε − ψ¯ε||
C+
β
.
(4.19)
On the one hand, by (4.16), we have
|e
Ft
ε (v0 − v¯0)| ≤ e
γf
ε
tLiphˆε|u0 − u¯0|
≤ e
γf
ε
tLiphˆε
∣∣∣ ∫ 0
+∞
eS(−s)
[
∆gˆ1(θ
ε
sω, u
ε(s), vε(s))−∆gˆ1(θ
ε
sω, u¯
ε(s), v¯ε(s))
]
ds
∣∣∣
= e
γf
ε
tLiphˆε
∣∣∣ ∫ 0
+∞
eS(−s)
[
gˆ1(θ
ε
sω, u
ε(s) + xˆε(s), vε(s) + yˆε(s))
−gˆ1(θ
ε
sω, u¯
ε(s) + xˆε(s), v¯ε(s) + yˆε(s))
]
ds
∣∣∣
≤ Liphˆε ·Ke
γf
ε
t
∫ +∞
0
eγs(−s)|ψε(s)− ψ¯ε(s)|ds,
which leads to
||e
Ft
ε (v0 − v¯0)||Cf,+
β
≤ Liphˆε ·K||ψε(s)− ψ¯ε(s)||
C+
β
sup
t∈[0,∞)
{
e(
γf
ε
−β)t
∫ +∞
0
e(β−γs)sds
}
≤
εKLiphˆε
γ + εγs
||ψε(s)− ψ¯ε(s)||
C+
β
. (4.20)
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On the other hand, we observe
∣∣∣∣∣∣1
ε
∫ t
0
e
F (t−s)
ε
[
∆gˆ2(θ
ε
sω, u
ε(s), vε(s))−∆gˆ2(θ
ε
sω, u¯
ε(s), v¯ε(s))
]
ds
∣∣∣∣∣∣
C
f,+
β
=
∣∣∣∣∣∣1
ε
∫ t
0
e
F (t−s)
ε
[
gˆ2(θ
ε
sω, u
ε(s) + xˆε(s), vε(s) + yˆε(s))
−gˆ2(θ
ε
sω, u¯
ε(s) + xˆε(s), v¯ε(s) + yˆε(s))
]
ds
∣∣∣∣∣∣
C
f,+
β
≤
K
ε
sup
t∈[0,∞)
{
e−βt
∫ t
0
e
γf (t−s)
ε (|uε(s)− u¯ε(s)|+ |vε(s)− v¯ε(s)|)ds
}
≤
K
ε
sup
t∈[0,∞)
{∫ t
0
e
γ+γf
ε
(t−s)ds
}
||ψε − ψ¯ε||
C+
β
= −
K
γ + γf
||ψε − ψ¯ε||
C+
β
.
(4.21)
Using (4.10), (4.20) and (4.21), it follows that
||J εf (ψ
ε)− J εf (ψ¯
ε)||
C
f,+
β
≤ ||e
Ft
ε (v0 − v¯0)||Cf,+
β
+
∣∣∣∣∣∣1
ε
∫ t
0
e
F (t−s)
ε
[
∆gˆ2(u
ε(s), vε(s), θεsω)
−∆gˆ2(u¯
ε(s), v¯ε(s), θεsω)
]
ds
∣∣∣∣∣∣
C
f,+
β
≤ (
εKLiphˆε
γ + εγs
−
K
γ + γf
)||ψε − ψ¯ε||C+
β
≤ −
( εK2
(γ + εγs)(γ + γf )[1−K(
ε
γ+εγs
− 1
γ+γf
)]
+
K
γ + γf
)
||ψε − ψ¯ε||
C+
β
.
(4.22)
By (4.19) and (4.22), we have
||J ε(ψε)−J ε(ψ¯ε)||C+
β
≤ ρ¯(ε)||ψε − ψ¯ε||C+
β
with
ρ¯(ε) =
εK
γ + εγs
−
K
γ + γf
−
εK2
(γ + εγs)(γ + γf)[1−K(
ε
γ+εγs
− 1
γ+γf
)]
.
Note that 0 < K < −(γ + γf). Clearly, for small ǫ, we have 0 < ρ¯(ε) < 1,
which implies that J ε is a contraction in C+β . Thus, there is a unique fixed point
ψε := (uε, vε) in C+β . Further, ψ
ε satisfies (x
′
0, y
′
0) = (u0, v0) + (x0, y0) ∈ M
ε(ω). In
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fact, the solution of (4.15) in C+β if and only if it is a fixed point of the Lyapunov-
Perron transform (4.17). Moreover, it follows from (4.18) that
||ψε(·)||C+
β
≤
1
1− ρ(ε)
|v0|
which leads to
||ϕˆε(t, ω, (x
′
0, y
′
0))− ϕˆ
ε(t, ω, (x0, y0))||C+
β
≤
1
1− ρ(ε)
|y
′
0 − y0|. (4.23)
And then
|ϕˆε(t, ω, z
′
0)− ϕˆ
ε(t, ω, z0)| ≤
e−
γ
ε
t
1− ρ(ε)
|z
′
0 − z0|,
with t ≥ 0 and −γ/ε < 0. Hence, the proof has been finished.
Remark 3. 0 < ρ(ε) < 1 and 0 < ρ¯(ε) < 1 are the critical points in the proof of
Lemma 4 and Theorem 2 respectively.
According to Theorem 1 and Theorem 2, the system (3.6) has an exponential
tracking slow manifold. By the relationship between of ϕε(t, ω) and ϕˆε(t, ω), so has
the slow-fast system (1.1).
Theorem 3. Assume that (A1)− (A3) hold. The slow-fast system (1.1) with jumps
has a slow manifold
Mε(ω) = (T ε)−1Mε(ω) =Mε(ω) + (0, ση
1
ε (ω)) = {(x0, h
ε(ω, x0)) : x0 ∈ R
n1}
with hε(ω, x0) = hˆ
ε(ω, x0) + ση
1
ε (θtω), where T
ε is defined in (3.5).
Proof. We have the relationship between ϕ and ϕˆ given by (3.8):
ϕε(t, ω,Mε(ω)) = (T ε)−1
(
θtω, ϕˆ
ε(t, ω, T ε(ω,Mε(ω)))
)
= (T ε)−1
(
θtω, ϕˆ
ε(t, ω,Mε(ω))
)
⊂ (T ε)−1
(
θtω,M
ε(θtω)
)
=Mε(θtω).
Note that t→ η
1
ε (θtω) has a sublinear growth rate for 1 < α < 2; see [12, 23]. Thus
the transform (T ε)−1(θtω) does not change the exponential tracking property. It
follows that Mε(ω) is a slow manifold.
Remark 4. It is worthy mentioning that the dynamical orbits in Mε(ω) are ca´dla´g
and adapted.
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Corollary 1. Assume that (A1)−(A3) hold and that ε is sufficiently small. For any
solution ϕε(t, ω) = (xε(t, ω), yε(t, ω)) with initial condition z0 = (x0, y0) to the fast-
slow system (1.1), there exists a solution ϕ¯ε(t, ω) = (x¯ε(t, ω), y¯ε(t, ω)) with initial
point z¯0 = (x¯0, y¯0) on the manifold M
ε(ω) which satisfies the reduction system
dx¯ε = Sx¯εdt+ g1(x¯
ε, hε(θtω, x¯
ε))dt (4.24)
such that
|ϕε(t, ω)− ϕ¯ε(t, ω)| ≤
e−
γ
ε
t
1− ( εK
γ+εγs
− K
γ+γf
)
|z0 − z¯0|, a.s. ω ∈ Ω,
with t ≥ 0 and −γ/ε < 0.
5 Slow Manifolds
By the scaling t→ εt, the system (3.6) can be rewritten as
{
dxˆε = εSxˆεdt+ εg1(xˆ
ε, yˆε + ση
1
ε (θεtω))dt,
dyˆε = F yˆεdt+ g2(xˆ
ε, yˆε + ση
1
ε (θεtω)dt.
(5.1)
If we now replace η
1
ε (θεtω) by ξ(θtω), we get the following random dynamical system{
dx˜ε = εSx˜εdt + εg1(x˜
ε, y˜ε + σξ(θtω))dt,
dy˜ε = F y˜εdt+ g2(x˜
ε, y˜ε + σξ(θtω))dt,
(5.2)
with solution of which coincides with that of the system (5.1) in distribution.
The slow manifold of (5.2) can be constructed in a completely analogous proce-
dure as Section 4, so we omit the proof and immediately state the following theorem.
Theorem 4. Assume that (A1) − (A3) hold. Given (x0, y0) ∈ R
n, if there exists
an δ such that ε ∈ (0, δ) and (x˜ε(0), y˜ε(0)) = (x0, y0), then the system of integral
equations
(
x˜ε(t)
y˜ε(t)
)
=
(
eSεtx0 + ε
∫ t
0
eSε(t−s)g1(x˜
ε(s), y˜ε(s) + σξ(θsω))ds∫ t
−∞
eF (t−s)g2(x˜
ε(s), y˜ε(s) + σξ(θsω))ds
)
(5.3)
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has a unique solution ϕ˜ε(t, ω, (x0, y0)) =
(
x˜ε(t, ω, (x0, y0)), y˜
ε(t, ω, (x0, y0))
)
∈ C−−γ.
Further, system (5.2) has a slow manifold
M˜ε(ω) = {(x0, y0) ∈ R
n : ϕ˜ε(·, ω, (x0, y0)) ∈ C
−
−γ}
= {(x0, h˜
ε(ω, x0)) : x0 ∈ R
n1}, (5.4)
where
h˜ε(ω, x0) =
∫ 0
−∞
e−Fsg2(x˜
ε(s), y˜ε(s) + σξ(θsω))ds (5.5)
is a Lipschitz continuous function and Lipschitz constant
Liph˜ε(ω, ·) ≤ −
K
(γ + γf)(1− ρ(ε))
, ω ∈ Ω. (5.6)
Now, we give the relationship of Mε(ω) and M˜ε(ω) as follows.
Lemma 6. Assume (A1)− (A3) to be valid. The slow manifold Mε(ω) (see (4.12))
of system (3.6) is same as the slow manifold M˜ε(ω) (see (5.4)) of system (5.2) in
distribution. That is, for every x0 ∈ R
n1,
hˆε(ω, x0)
d
= h˜ε(ω, x0). (5.7)
Proof. By the scaling s→ εs in (4.11) and the fact that the solution of system
(3.6) coincides with that of system (5.2) in distribution, for every x0 ∈ Rn1 ,
hˆε(ω, x0) =
1
ε
∫ 0
−∞
e
−Fs
ε g2(xˆ
ε(s), yˆε(s) + ση
1
ε (θsω))ds
=
∫ 0
−∞
e−Fsg2(xˆ
ε(εs), yˆε(εs) + ση
1
ε (θεsω))ds
d
=
∫ 0
−∞
e−Fsg2(x˜
ε(s), y˜ε(s) + σξ(θsω))ds
= h˜ε(ω, x0)
which completes the proof.
We are going to study the limiting case of the slow manifold for the system (3.6)
as ε → 0 and construct an asymptotic approximation of Mε(ω) with sufficiently
small ε > 0 in distribution. However, it makes also sense to study (5.2) for ε = 0.
In that case, there exists a slow manifold.
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Consider the following system
dx0(t) = 0, dy0(t) = Fy0(t)dt + g2(x
0(t), y0(t) + σξ(θtω))dt (5.8)
with the initial condition (x0(0), y0(0)) = (x0, y0). As proved in Section 4, we also
have the following result. The system (5.8) has the following slow manifold
M0(ω) = {(x0, h
0(ω, x0)) : x0 ∈ R
n1} (5.9)
where
h0(ω, x0) =
∫ 0
−∞
e−Fsg2(x0, y
0(s) + σξ(θsω))ds, (5.10)
whose Lipschitz constant Liph0 satisfies
Liph0 ≤ −
K
γ + γf +K
,
and y0(t) is the unique solution in Cf,−−γ for integral equation
y0(t) =
∫ t
−∞
eF (t−s)g2(x0, y
0(s) + σξ(θsω))ds, t ≤ 0. (5.11)
Remark 5. From 0 < K < −(γ + γf), we easily have −(γ + γf +K) > 0.
As we will show, the slow manifold of the system (3.6) converges to the slow
manifold of the system (5.8) in distribution. In other words, the distribution of
Mε(ω) converges to the distribution ofM0(ω), as ε tends to zero. The slow manifold
M0(ω) is called the critical manifold for the system (3.6).
Theorem 5. Assume that (A1) − (A3) hold and there exists a positive constant C
such that |g1(x, y)| ≤ C. Mε(ω) converges to M0(ω) in distribution as ε → 0. In
other words, for x0 ∈ Rn1, ω ∈ Ω,
hˆε(ω, x0)
d
= h0(ω, x0) +O(ε) in R
n2 as ε→ 0. (5.12)
Proof. Applying Lemma 6, to prove (5.12), we can alternatively check that if
h˜ε(ω, x0)
d
−→ h0(ω, x0) in R
n2 as ε→ 0. (5.13)
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From (5.5) and (5.10), for sufficiently small ε, we have
|h˜ε(ω, x0)− h0(ω, x0)|
=
∣∣∣ ∫ 0
−∞
e−Fs
[
g2(x˜
ε(s), y˜ε(s) + σξ(θsω))− g2(x0, y
0(s) + σξ(θsω))
]
ds
∣∣∣
≤ K
∫ 0
−∞
e−γf s
(
|x˜ε(s)− x0|+ |y˜
ε(s)− y0(s)|
)
ds.
(5.14)
According to (5.3), for t ≤ 0, it follows that
|x˜ε(t)− x0| =
∣∣∣eSεtx0 − x0 + ε
∫ t
0
eSε(t−s)g1(x˜
ε(s), y˜ε(s) + σξ(θsω))ds
∣∣∣
≤ |eSεtx0 − x0|+ ε
∫ 0
t
eεγs(t−s)|g1(x˜
ε(s), y˜ε(s) + σξ(θsω))|ds
≤
∣∣∣ ∫ 0
εt
Sx0e
Sudu
∣∣∣+ ε · C · ∫ 0
t
eεγs(t−s)ds
≤ |Sx0|
∫ 0
εt
eγsudu+
C
γs
(1− eεγst) := C1(1− e
εγst),
(5.15)
where C1 =
1
γs
(|Sx0|+ C). Using (5.3) and (5.11), it is clear that
|y˜ε(t)− y0(t)| =
∣∣∣ ∫ t
−∞
eF (t−s)
[
g2(x˜
ε(s), y˜ε(s) + σξ(θsω))− g2(x0, y
0(s) + σξ(θsω))
]
ds
∣∣∣
≤ K
∫ t
−∞
eγf (t−s)
(
|x˜ε(s)− x0|+ |y˜
ε(s)− y0(s)|
)
ds
≤ K
∫ t
−∞
eγf (t−s)
[
C1(1− e
εγss) + |y˜ε(s)− y0(s)|
]
ds
= KC1(
1
γf − εγs
eεγst −
1
γf
) +K
∫ t
−∞
eγf (t−s)|y˜ε(s)− y0(s)|ds.
(5.16)
Hence, we have
||y˜ε − y0||
C
f,−
−γ
≤ sup
t∈(−∞,0]
eγt
[
KC1(
1
γf − εγs
eεγst −
1
γf
) +K
∫ t
−∞
eγf (t−s)|y˜ε(s)− y0(s)|ds
]
≤ KC1 sup
t∈(−∞,0]
q(t, ε) −
K
γ + γf
||y˜ε − y0||
C
f,−
−γ
, (5.17)
where
q(t, ε) =
1
γf − εγs
e(γ+εγs)t −
1
γf
eγt, t ≤ 0.
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Since
dq(t, ε)
dt
= eγt
(
γ + εγs
γf − εγs
eεγst −
γ
γf
)
≥ eγt
(
γ + εγs
γf − εγs
−
γ
γf
)
→ 0, as ε→ 0,
which implies q(t, ε) is increasing with respect to the variable t for small ε > 0.
Then we immediately have
q(t, ε) ≤ q(0, ε) =
1
γf − εγs
−
1
γf
, t ≤ 0. (5.18)
According to (5.17) and (5.18), we obtain
||y˜ε − y0||
C
f,−
−γ
≤ C2
( 1
γf − εγs
−
1
γf
)
, with C2 =
KC1
1 + K
γ+γf
.
Hence
|y˜ε(t)− y0(t)| ≤ C2e
−γt
( 1
γf − εγs
−
1
γf
)
, t ≤ 0. (5.19)
It follows from (5.14), (5.15) and (5.19) that
|h˜ε(ω, x0)− h
0(ω, x0)|
≤ K
[
C1
∫ 0
−∞
e−γf s(1− eεγss)ds+ C2
( 1
γf − εγs
−
1
γf
) ∫ 0
−∞
e−(γ+γf )sds
]
= C3
( 1
γf − εγs
−
1
γf
)
→ 0, as ε→ 0,
where C3 = K
(
C1 −
C2
γ+γf
)
=
K(γ+γf )(|Sx0|+C)
γs(γ+γf+K)
. This completes the proof.
Theorem 6. Assume the hypotheses of Theorem 5 to be valid. Then there exists a
δ such that if ε ∈ (0, δ), the slow manifold of system (3.6) can be approximated in
distribution as
Mε(ω)
d
= {(x0, h
0(ω, x0) + εh
1(ω, x0) +O(ε
2)) : X0 ∈ R
n1} (5.20)
where h0(ω, x0) is defined in (5.10),
h1(ω, x0) =
∫ 0
−∞
e−Fs[x1(s)g2,x(x0, y
0(s)+σξ(θsω))+y
1(s)g2,y(x0, y
0(s)+σξ(θsω))]ds,
(5.21)
and (x1(t), y1(t)) are given by (5.30) and (5.32).
25
Proof. Applying Lemma 6, we can alternatively prove
h˜ε(ω, x0) = h
0(ω, x0) + εh
1(ω, x0) +O(ε
2) (5.22)
For the system (5.2), we write
x˜ε(t) = x˜0(t) + εx1(t) +O(ε2), x˜ε(0) = x0,
y˜ε(t) = y˜0(t) + εy1(t) +O(ε2), y˜ε(0) = y0,
(5.23)
where x˜0(t), y˜0(t), x1(t) and y1(t) will be determined in the below. The Taylor
expansions of gi(x˜
ε(t), y˜ε(t) + σξ(θtω)), i = 1, 2 at point (x˜
0(t), y˜0(t) + σξ(θtω)) are
as follows.
gi(x˜
ε(t), y˜ε(t) + σξ(θtω))
= gi(x˜
0(t), y˜0(t) + σξ(θtω)) + (x˜
ε(t)− x˜0(t))gi,x(x˜
0(t), y˜0(t) + σξ(θtω))
+(y˜ε(t)− y˜0(t))gi,y(x˜0(t), y˜0(t) + σξ(θtω)) +O(ε2)
= gi(x˜
0(t), y˜0(t) + σξ(θtω)) + εx
1(t)gi,x(x˜
0(t), y˜0(t) + σξ(θtω))
+εy1(t)gi,y(x˜
0(t), y˜0(t) + σξ(θtω)) +O(ε2),
(5.24)
where gi,x(x, y) and gi,y(x, y) denote the partial derivative of gi(x, y) with respect to
the variables x and y respectively.
Substituting (5.23) into (5.2), equating the terms with the same power of ε, we
deduce that
dx˜0(t) = 0 (5.25)
dx1(t) = Sx˜0(t)dt+ g1(x˜
0(t), y˜0(t) + σξ(θtω))dt (5.26)
and
dy˜0(t) = F y˜0(t)dt+ g2(x˜
0(t), y˜0(t) + σξ(θtω))dt (5.27)
dy1(t) = x1(t)g2,x(x˜
0(t), y˜0(t) + σξ(θtω))dt
+ y1(t)[F + g2,y(x˜
0(t), y˜0(t) + σξ(θtω))]dt. (5.28)
Comparing (5.8) with (5.25) and (5.27), we immediately have
x0(t) = x˜0(t), y0(t) = y˜0(t), (5.29)
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which implies that the system (5.8) essentially is the system (3.6) scaled by εt with
zero singular perturbation parameter, i.e., the system (5.2) with ε = 0. From (5.26)
and x˜0(0) = x0, we get
x1(t) = Sx0t +
∫ t
0
g1(x0, y
0(s) + σξ(θsω))dt. (5.30)
According to (5.27), (5.29) and y˜0(0) = h0(ω, x0), we obtain
y˜0(t) = eFth0(ω, x0) +
∫ t
0
e−F (s−t)g2(x0, y˜
0(s) + σξ(θsω))ds. (5.31)
By (5.28)-(5.30) and y˜1(0) = h1(ω, x0), we have
y1(t) = eFt+
∫ t
0
g2,y(x0,y˜0(s)+σξ(θsω))dsh1(ω, x0) +
∫ t
0
e−F (s−t)+
∫ t
s
g2,y(x0,y˜0(u)+σξ(θuω))du
· g2,x(x0, y˜
0(s) + σξ(θsω))
[
Sx0s+
∫ s
0
g1(x0, y
0(u) + σξ(θuω))du
]
ds (5.32)
It follows from (5.5), (5.24) and (5.29) that
h˜ε(ω, x0) =
∫ 0
−∞
e−Fsg2(x˜
ε(s), y˜ε(s) + σξ(θsω))ds
=
∫ 0
−∞
e−Fs[g2(x˜
0(s), y˜0(s) + σξ(θsω)) + εx
1(s)g2,x(x˜
0(s), y˜0(s) + σξ(θsω))
+ εy1(s)g2,y(x˜
0(s), y˜0(t) + σξ(θsω))]ds +O(ε
2)
=
∫ 0
−∞
e−Fs[g2(x0, y
0(s) + σξ(θsω))ds + ε
∫ 0
−∞
e−Fs[x1(s)g2,x(x0, y
0(s) + σξ(θsω))
+ y1(s)g2,y(x0, y
0(s) + σξ(θsω))]ds +O(ε
2)
=h0(ω, x0) + εh
1(ω, x0) +O(ε
2),
which conclude the proof.
6 Examples
Now we present three examples from biological sciences to illustrate our analytical
results.
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Example 1. Consider a two dimensional model of FitzHugh-Nagumo system [41]{
dxε = xεdt+ 1
3
sin yεdt, xε ∈ R
dyε = −1
ε
yεdt+ 1
6ε
(xε)2dt+ σε−
1
αdLαt , y
ε ∈ R
(6.1)
where xε is the “slow” component, yε is the “fast” component, γs = 1, γf = −1,
K < 1, g1(x
ε, yε) = 1
3
sin yε, g2(x
ε, yε) = 1
6
(xε)2.
The scaling t→ εt in (6.1) yields{
dxε = εxεdt+ 1
3
ε sin yεdt,
dyε = −yεdt+ 1
6
(xε)2dt+ σdLαt .
(6.2)
We can convert this two dimensional SDE system to the following system{
dx˜ε = εx˜εdt+ ε
3
sin(y˜ε + σξ(θtω))dt,
dy˜ε = −y˜ε + 1
6
(x˜ε)2,
(6.3)
where ξ(θtω) =
∫ t
−∞
e(t−s)dLαs .
Denote x˜ε(0) = x0, we get h
0(ω, x0) =
x20
6
and
h1(ω, x0) = −
x20
3
+
x0
9
∫ 0
−∞
et
[ ∫ t
0
sin
(x20
6
+ σ
∫ s
−∞
es−rdLαr
)
ds
]
dt.
This produces an approximated slow manifold M˜ε(ω) = {(x0, h˜ε(ω, x0) : x0 ∈ [0, π]}
of system (6.3), where h˜ε(ω, x0) = h
0(ω, x0) + εh
1(ω, x0) +O(ε2). Then we obtain{
dx¯ε = εx¯εdt+ 1
3
ε sin y¯εdt,
y¯ε = h˜ε(θtω, x¯
ε),
(6.4)
which is the reduction system of (6.2).
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Figure 1: (Online color)Four orbits of slow-fast system (6.2) and its slow manifold
expansion h˜ε(ω, x0); and orbits for system (6.2) and slow manifold reduced system
(6.4): ε = 0.01, σ = 0.05 and α = 1.8.
Example 2. Consider a three dimensional model of FitzHugh-Nagumo system

dxε1 =
1
2
xε1dt+ (−
(xε1)
3+xε1x
ε
2
20
+ y
ε
3
)dt, xε1 ∈ R
dxε2 =
1
3
xε2dt+ (
1
2
sin xε1 cosx
ε
2 +
(yε)2
8
)dt, xε2 ∈ R
dyε = −1
ε
yεdt− 1
10ε
xε1x
ε
2dt+ σε
− 1
αdLαt , y
ε ∈ R
(6.5)
where (xε1, x
ε
2) is the “slow” component, y
ε is the “fast” component,γs =
1
3
, γf =
−1, K < 1, g1(xε1, x
ε
2, y
ε) = −
(xε1)
3+xε1x
ε
2
20
+ y
ε
3
, g2(x
ε
1, x
ε
2, y
ε) = 1
2
sin xε1 cosx
ε
2 +
(yε)2
8
,
g(xε1, x
ε
2, y
ε) = − 1
10
xε1x
ε
2.
We now scale the time t→ εt, (6.5) can be rewriten as

dxε1 =
1
2
εxε1dt+ ε(−
(xε1)
3+xε1x
ε
2
20
+ y
ε
3
)dt,
dxε2 =
1
3
εxε2dt+ ε(
1
2
sin xε1 cosx
ε
2 +
(yε)2
8
)dt,
dyε = −yεdt− 1
10
xε1x
ε
2dt+ σdL
α
t .
(6.6)
The corresponding system of random differential equations

dx˜ε1 =
1
2
εx˜ε1dt+ ε[−
(x˜ε1)
3+x˜ε1x˜
ε
2
20
+ 1
3
(y˜ε + σξ(θtω))]dt
dx˜ε2 =
1
3
εx˜ε2dt+ ε
[
1
2
sin x˜ε1 cos x˜
ε
2 +
1
8
(y˜ε + σξ(θtω))
2
]
dt
dy˜ε = −y˜εdt− 1
10
x˜ε1x˜
ε
2dt
(6.7)
where ξ(θtω) =
∫ t
−∞
e(t−s)dLαs .
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Denote (x˜ε1(0), x˜
ε
2(0)) = (x0, x
′
0), we get h
0(ω, (x0, x
′
0)) = −
1
10
x0x
′
0 and
h1(ω, (x0, x
′
0))
= (
10x0 − x30
20
−
x0x
′
0
12
)
x
′
0
10
+
σ(3x20 − 40)x
′
0
1200
∫ 0
−∞
et
[ ∫ t
0
∫ s
−∞
es−rdLαr ds
]
dt
+ (
x
′
0
3
+
1
2
sin x0 cos x
′
0 +
(x0x
′
0)
2
800
)
x0
10
−
σ2x0
80
∫ 0
−∞
et
[ ∫ t
0
(∫ s
−∞
es−rdLαr
)2
ds
]
dt.
We get an approximated slow manifold M˜ε(ω) = {((x0, x
′
0), h˜(ω, (x0, x
′
0)) : (x0, x
′
0) ∈
R
2} of system (6.7), where h˜ε(ω, (x0, x
′
0)) = h
0(ω, (x0, x
′
0))+εh
1(ω, (x0, x
′
0))+O(ε
2).
The reduced system of (6.6) given by

dx¯ε1 =
1
2
εx¯ε1dt+ ε(−
(x¯ε1)
3+x¯ε1x¯
ε
2
20
+ y¯
ε
3
)dt,
dx¯ε2 =
1
3
εx¯ε2dt+ ε(
1
2
sin x¯ε1 cos x¯
ε
2 +
(y¯ε)2
8
)dt,
y¯ε = h˜ε(θtω, (x¯
ε
1, x¯
ε
2)).
(6.8)
-0.5
-0.4
-0.3
-0.2
3
-0.1
0
0.1
0.2
2
0.3
y
0.4
0.5
1
x1
0
-1
x2
-2
-2
-1.5
-1
-0.500.511.522.5
-0.5
-0.4
-0.5
-0.3
-0.2
-0.52
-0.1
y
0
-0.54
0.1
0.2
-0.56
x2
-0.58
-0.6
-0.62
-0.5
x1
-0.51
-0.52
-0.53
-0.54
-0.55-0.64
-0.56
-0.57
-0.58
-0.59
Figure 2: (Online color)Two orbits of slow-fast system (6.6) and its slow manifold
expansion h˜ε(ω, (x0, x
′
0)); and orbits for system (6.6) and slow manifold reduced
system (6.8): ε = 0.01, α = 1.8, σ = 0.1 (left) and σ = 0.05 (right).
Example 3. Consider a three dimensional model of FitzHugh-Nagumo system

dxε = 1
3
xεdt+
xε−(xε)3+sin yε1 cos y
ε
2
50
dt, x ∈ R
dyε1 = −
1
ε
yε1dt+
1
5ε
sinxεdt+ σε
− 1
α1 dLα1t , y
ε
1 ∈ R
dyε2 = −
1
ε
yε2dt−
1
16ε
(xε)2dt+ σε
− 1
α2 dLα2t , y
ε
2 ∈ R
(6.9)
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where xε is the “slow” component, (yε1, y
ε
2) is the “fast” component, γs =
1
3
, γf = −1,
K < 1, g(xε, yε1, y
ε
2) =
xε−(xε)3+sin yε1 cos y
ε
2
50
, g1(x
ε, yε1, y
ε
2) =
1
5
sinxε, g2(x
ε, yε1, y
ε
2) =
− (x
ε)2
16
, and Lα1t , L
α2
t are independent two-sided α-stable Le´vy motion on R with
1 < α < 2.
By using the scaling t→ εt, we have

dxε = 1
3
εxεdt+ ε
xε−(xε)3+sin yε1 cos y
ε
2
50
dt,
dyε1 = −y
ε
1dt+
1
5
sinxεdt+ σdLα1t ,
dyε2 = −y
ε
2dt−
1
16
(xε)2dt+ σdLα2t ,
(6.10)
which can be transformed into

dx˜ε = 1
3
εx˜εdt+ ε
x˜ε−(x˜ε)3+sin(y˜ε1+σξ1(θtω)) cos(y˜
ε
2+σξ2(θtω))
50
dt
dy˜ε1 = −y˜
ε
1dt+
1
5
sinx˜εdt
dy˜ε2 = −y˜
ε
2dt−
1
16
(x˜ε)2dt
(6.11)
where ξi(θtω) =
∫ t
−∞
e(t−s)dLαis , i = 1, 2.
Denote x˜(0) = x0, we get
h0(ω, x0) =
( 1
5
sinx0
− 1
16
x20
)
.
and
h1(ω, x0)
=

 15 cos x0[x3050 − 53x0150 + ∫ 0−∞ et ∫ t0 sin(
1
5
sinx0+σ
∫ s
−∞
es−rdL
α1
r ds) cos(−
1
16
x20+σ
∫ s
−∞
es−rdL
α2
r )
50 dsdt
]
−18x0
[x30
50 −
53x0
150 +
∫ 0
−∞ e
t
∫ t
0
sin( 1
5
sinx0+σ
∫ s
−∞
es−rdL
α1
r ds) cos(−
1
16
x20+σ
∫ s
−∞
es−rdL
α2
r )
50 dsdt
]

 .
Then we obtain an approximated random slow manifold M˜(ω) = {(x0, h˜(ω, x0) :
x0 ∈ R2} of system (6.11), where h˜(ω, x0) = (h˜1(ω, x0), h˜2(ω, x0)) = h0(ω, x0) +
εh1(ω, x0) +O(ε2). Moreover,

dx¯ε = 1
3
εx¯εdt+ ε
x¯ε−(x¯ε)3+sin y¯ε1 cos y¯
ε
2
50
dt,
y¯ε1 = h˜1(θtω, x¯
ε),
y¯ε2 = h˜2(θtω, x¯
ε),
(6.12)
is the reduction system of (6.10).
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Figure 3: (Online color)Two orbits of slow-fast system (6.10) and its slow manifold
expansion h˜ε(ω, (x0, x
′
0)); and orbits for system (6.10) and slow manifold reduced
system (6.12): ε = 0.01, α1 = 1.9, α2 = 1.7, σ = 0.1 .
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