A methodology for the interpolation of peak ground acceleration (PGA) from discrete array stations is developed. Limited number of accelerometers or difficulty of monitoring at unreachable locations often has a negative impact on the generation of the maps of shaking after an earthquake. In locations with no recordings, PGA is inferred from interpolation of recorded PGA. The presented methodology estimates PGA at an arbitrary set of closely spaced points, in a way that is statistically compatible with known or prescribed PGA at other locations. The observed data recorded by strong motion stations of Istanbul Earthquake Rapid Response System are used for the development and validation of the new numerical method. The estimated and recorded PGAs are compared. Biased ground motion prediction equations are also considered at the comparisons. Ground motion prediction equations underestimated both observed and estimated PGAs. It has been found that the methodology is very effective for highly vulnerable mega-cities and urban areas.
I N T RO D U C T I O N
The estimation of strong ground motion is vital for the evaluation of the shakemaps. Empirical data; that is, earthquake records, are the primary source of information in the characterization of strong ground motion. However, the lack and scarcity of accelerometers necessitate the use of synthetic ground motions. In the shakemaps, ground motion prediction equations (GMPEs) are used to detect the peak ground motion parameters at locations with no ground motion recordings. Estimated parameters are modified using the biasadjustment and site-dependent coefficients. A state-of-art algorithm based on combination of observed ground motions and intensities with estimated peak ground motions is implanted to ShakeMap (Worden et al. 2010) .
Highly vulnerable mega-cities and urban areas have attracted significant attention in recent years. Realistic assessment of ground motion properties in urban scale asks for dense strong ground motion arrays. No matter how dense strong motion arrays are, as in many cases, such as Istanbul, the building and population densities are so high that we need to develop approaches, or improve existing ones, for rational damage estimation.
Stochastic approaches are often used in earthquake engineering to simulate seismic ground motion. The conditional simulation is a physical way to generate spatially variable ground motions. The conditional simulation of random fields permits the use of pre-defined time histories. In other words, it deals with the simulation of the full random field that has limited number of recorded information, using the same recorded data (Wang et al. 2003) . Generally, the conditional simulation can be performed using the Kriging method. The Kriging method was developed by Krige (1966) in solving the ore evaluation problem. Its applications can be found in Krige (1966) and Journel & Huijbregts (1978) . Kriging methodology provides the best linear unbiased estimate built on data of a stochastic field. Vanmarcke & Fenton (1991) and Vanmarcke et al. (1993) applied the Kriging method to conditional simulation problems in earthquake engineering. , Hoshiya & Maruyama (1994) and Hoshiya (1995) modified the conditional simulation method using Kriging method by considering the corresponding error covariance matrix; and Shinozuka & Zhang (1996) used orthogonality property in Kriging method to improve the conditional simulation.
In this paper, the geometric mean of peak ground accelerations (PGAs) are estimated based on an interpolation technique of data obtained from strong motion stations. The spatial distribution of PGAs is analysed by geo-statistical analysis. A new numerical technique based on Kriging method is developed with the aim of interpolation of PGAs using information obtained from geo-statistical analysis. A dense array is needed to develop, to test and to apply the method, effectively. The proposed method is independent of region, event and past or future data. It relies on data obtained from a certain earthquake to estimate regional distribution of PGAs for the same event. The Istanbul Earthquake Rapid Response and Early Warning System (IERREWS) that includes 100 rapid response and 10 early warning stations provides an ideal platform to present the new numerical technique.
K R I G I N G M E T H O D
Kriging constructs a minimum-error-variance linear estimate at a location where the value is unknown. The methodology essentially provides the means for an optimal interpolation that is based on regression against observed data, weighted in consistence with spatial covariance values. All interpolation algorithms (inverse distance squared, spline, radial basis functions, triangulation, etc.) estimate the value at a given location as a weighted sum of data values at surrounding locations. Almost all assigned weights are consistent with functions that give a decreasing weight with increasing separation distance. Kriging assigns weights according to a (moderately) datadriven weighting function, rather than an arbitrary function (Isaaks & Srivastava 1989) .
The basic form of the Kriging estimator is
where u * (x) is an estimate at location x, u(x i ) is the observed data at the ith observation point, x is the location vector for the estimation point, μ(x) is mean values of u, n is the number of data points in local neighbourhood used for the estimation of u * (x), λ i is the Kriging weight assigned to datum u(x i ) for estimation at location x.
Kriging estimates the residual at location x as a weighted sum of residuals at surrounding data points. Kriging weights, λ i , are derived from the covariance function or semi-variogram, which characterizes the residual component. The goal is to determine weights, λ, that minimize the variance of the estimator
In Kriging, the weights are based not only on the distance between the measured points and the prediction location, but also on the overall spatial arrangement among the measured points and their values. To include the spatial arrangement in the weights, the spatial covariance must be quantified. Semi-variogram depicts the spatial covariance.
The weights are calculated by the covariance function (Goovaerts 1997) :
where λ j is the Kriging weight between the observed data at jth point and estimated data; C R [u(x j ), u(x k )] the covariance function between residual data at the jth and kth points; n is the number of observations; and u * (x) is the estimated data. The relation between the covariance and the semi-variogram is (Goovaerts 1997 )
where C(0) is sill of the semi-variogram; and w jk is the semivariogram values at jth and kth points. The semi-variogram is calculated as:
where u(x j ) and u(x k ) represent PGAs at jth and kth stations, w jk represents the semi-variogram function between the jth and kth stations.
M O D I F I E D K R I G I N G M E T H O D
As aforementioned, the weights in the Kriging method are calculated by the covariance function. However in this study their calculation is not based on the covariance function. Instead they are directly determined from the observed data that are available in abundance and the use of which significantly reduce computing times (i.e. computational efficiency). In the remaining part of this section PGA will be used for a clearer and simpler presentation of the methodology. Several forms have been tried for the mathematical expression of the weighting function (arithmetic mean, difference between observed data and so on). The detailed explanation about the different types of formulae for calculation of weights will be done later in this section. In such cases, the uncertainty between the observed and estimated data has been found to be large. For this reason, a new formula based on multiplication is introduced for the calculation of the weights:
where d ij is the distance between the ith station and jth station; PGA obs i and PGA obs j are the observed PGAs at the ith station and jth station, respectively (Fig. 1a) . For the calculation of the weights, several formulae had been tried. Some basic ones can be described as taking arithmetic mean, geometric mean without correction with distance. The residuals between the calculated weights and regression results are determined for all produced formulae of weighting functions. The minimum residuals are obtained by using eq. (6).
For the estimation of PGA at a point, first, at least four recorded PGAs (observed data) are selected within a radius of 3 km from the estimated point. If the number of PGAs is less than four within 3 km, the radius is increased so that at least four PGAs are obtained up to 6 km. The weights for each observed pair are calculated by eq. (6), and then grouped with respect to separation distance with intervals of 0.1 km. Thereafter, the regression curve fit to the grouped weights is applied. During the derivation of best curve fit; Gaussian, rational linear, rational quadratic, w i j = a × e b×d i j , and w i j = a × e b×d i j + c 1 × e c 2 ×d i j were tested for the regression curve fit. 332 runs for each case had been done for the decision of the type of the curve fit. For some cases, these curve fit function failed. The best fit was obtained using the following functional form:
where a and b are the variables. Current curve fit function (eq. 7) did not fail for any case, and always fitted with minimum residuals, so it was decided to use this one. The weights found by eq. (6) and corresponding curve fit by eq. (7) for the estimation of PGA at station R01, using PGAs within a radius of 3 km of R01 recorded during the 2004 September 29 earthquake are shown in Figs 1(a) and (b), exemplarily. Weights by eq. (6) and curve fit by eq. (7) are calculated for each earthquake and recorded data from this event.
Using eq. (7) and determined variables, a and b, the weights with respect to distance between observed and estimated PGAs are found. After the constitution of the weighting relation as a function of separation distance, the weights between the estimated point and each observed data are calculated using this relation. For the estimation of the unknown point, estimated PGA values at that point are deduced from eq. (6). The resulting mathematical expression to estimate PGA from observed PGAs, their weights and separation distances is then given as
where PGA est is the estimated PGA, PGA obs i is the observed PGA at ith station, n is the number of observed PGAs used to find PGA est , w i is the weight of observed PGA at ith station, calculated by eq. (7), and d i is the separation distance between the observed and estimated PGAs (Fig. 1) . The proposed method for the estimation of PGA is outlined in Fig. 2 .
As aforementioned, for the derivation of weights (eq. 6), first arithmetic mean was used. No trend could be found when plotting weighting values with respect to separation distance (first row in As the second step, the weights calculated by arithmetic mean were scaled by distance (second row in Fig. 3) ; a trend was caught by using the distance scaled arithmetic means. After the evaluation of the weighting function (eq. 7), estimated PGAs at the observed points are determined using this formula. The residuals between the logarithmic observed and logarithmic estimated data were not satisfactory. For instance, the absolute mean residual of 2004 May 16 earthquake was 0.90 (on the contrary the proposed formula in this manuscript generated an absolute mean residual value of 0.14 for the same earthquake). Generally, the absolute mean residuals obtained by using the distance scaled arithmetic formula are much higher than the values for using the proposed weighting formula.
Then, it was decided to consider the geometric mean for minimizing the residuals. As it is shown at the third row in Fig. 3 , there was a trend between the distance and weights; however it was not stable for all cases. Finally, the distance term in eq. (6) was introduced (fourth row in Fig. 3 ). The absolute mean residuals when eq. (6) was used, discussed in later sections of the manuscript, were acceptable. The reason for the increase in weighting values with distance is scaling the geometric mean with separation distance. When considering weighting function as geometric mean without distance, there was a slight tendency in the data, which was not consistent, sometimes convex and sometimes concave (third row in Fig. 3) . After scaling the function with distance, the tendency becomes constant.
At the end, using eq. (8) with the observed PGAs in the circle (Fig. 2) , estimated PGA value is calculated. The distribution of the observed data sometimes could affect the predicted values. In this respect, the methodology has a control point to overcome this problem. The calculation of the estimates is limited between minimum and maximum observed values within the estimation area.
The methodology uses a data set consisting of PGAs recorded by an urban dense strong ground motion array during an earthquake. The data provided by the Istanbul Earthquake Rapid Response System (IERRS) are used in the application of the presented methodology. IERRS is described in the next section.
The PGAs recorded at the stations are estimated using the data from the surrounding stations, assuming that the data for that station are non-existent. They are then compared with the observed PGAs at the same stations. Finally, the method is used to generate PGAs for phantom stations where there are no strong motion stations, that is, no earthquake data.
A R R AY A N D DATA D E S C R I P T I O N
In IERREWS 110 strong motion recorders are installed throughout the city. Out of these, 100 stations provide ground motion information for the preparation of a building damage map immediately after an earthquake for rapid response purposes. The other 10 stations are located on the shoreline as close as possible to the Great Marmara Fault to provide online information for early warning purposes. All stations consist of external, tri-axial (three orthogonal axis), force-balance (servo) type accelerometers, recorders, timing and communication modules (Erdik et al. 2003) .
The objective of the IERRS is to provide reliable information for accurate, effective characterization of shake and damage maps for rapid response, recorded motion for analysis of structures, longterm improvements in seismic microzonation, seismic provisions of building codes, and seismological data for the estimation of the source and seismic wave propagation (Erdik 2006 ). Distribution of 100 stations can be seen in Fig. 4 . The interstation distances of the IERRS stations vary between 0.67 and 56 km. The strong motion instrumentation utilized in the IERRS can record an acceleration range of +/−2.0 g full scale with industry accepted specifications. The instrumentation has 18-bit resolution. The least significant bit (LSB) resolution is 0.015 mg. The noise level is less than 0.02 mg rms in the frequency range of DC-40 Hz. The instruments provide onsite recording for 2 hr or more of strong motion recording. Timing accuracy is within 1/10th of a sampling interval of GPS absolute time (UTC). Sample rate is 200 samples per second (5.0 ms sampling interval) with adequate antialias filtering (filter corner at 80 per cent of the nyquist frequency, and down by 100 dB at the nyquist). Nominal trigger level is 1.0-5.0 mg within a pass band of 0.1-12 Hz. The actual trigger levels are established by site conditions. Once triggered, the recorder stays triggered for at least 30 s after the last occurrence of acceleration over 5.0 mg. Shake and damage distribution maps are automatically generated at the data centre located at the Department of Earthquake Engineering, Kandilli Observatory and Earthquake Research Institute of Bogazici University (KOERI-BU). The end users are Istanbul Governorate, Istanbul Municipality and First Army Headquarters. Full-recorded waveforms at each station can be retrieved using GSM (Group Spécial Mobile) and GPRS (General Packet Radio Service) modems subsequent to an earthquake (Erdik et al. 2003) .
The average shear wave velocity distribution in Istanbul for the top 30 m of soil (V s 30) is presented in Fig. 4 (OYO 2007 (OYO , 2009 . It is from an extensive SPT (Standard Penetration Test) campaign carried out throughout Istanbul. The general character of site conditions on the European side of the city is different from the Asian side. It can be observed that in most of the southern parts of the European side low V s 30 values prevail. On the Asian part, stiffer site conditions exist with relatively higher shear wave velocities.
Since the deployment of the IERRS in 2001, a series of moderate and small earthquakes have been recorded. In this study, seven of them are used. The locations of the chosen events are shown in Fig. 5 . Their source properties are summarized in Table 1 . The magnitudes of chosen earthquakes range from 3.1 to 5.2. Minimum epicentral distances vary between 1 and 101 km, and maximum epicentral distances change between 16 and 130 km (Table 1) .
Source mechanisms are dominantly strike-slip for the first six earthquakes. The seventh earthquake has a dominantly normal mechanism (http://www.koeri.boun.edu.tr/sismo/map/en/index.html).
The geometric mean PGAs recorded during the seven earthquakes are shown in Fig. 6 . The acceleration traces are baselinecorrected and butter-worth fourth-order filtered using the filter range detected by Fourier amplitude spectrum and signal-to-noise ratio. PGA at a station is then computed as the geometric mean of two horizontal PGAs. They vary between 0.01 and 0.37 m s -2 .
The number of triggered stations and their geographical distribution depend on earthquake magnitude, epicentral location, distance and site conditions. The epicentral locations of events associated with data presented in Fig. 6 can be seen in Fig. 5 .
Modified Kriging method is used for the estimation of PGAs conditional upon the measured records of the IERRS. In this connection, PGA is estimated for each IERRS station that has triggered data from an earthquake, using the methodology outlined in Fig. 2. 
S I T E A N D D I S TA N C E D E P E N D E N C E
Site conditions and source distances are important parameters that affect the observed strong ground motion. The IERRS is in close proximity to the North Anatolian Fault. As aforementioned, the smallest and largest epicentral distances are approximately 1 and 130 km, respectively, considering all seven earthquakes. The stations are on different soil types, which range from NEHRP site class D to B. Thus four control groups were formed to assess site and distance dependence of the proposed methodology: PGAs without site and distance correction, PGAs corrected with respect to distance only, PGAs corrected with respect to site class only, PGAs corrected with respect to distance and site class. A linear trend is tried to be found between the residual bins of whole data set and distance. Any relation between the residual bins and distance is not observed. Therefore, distance correction is achieved by multiplying PGAs with 1/r (r is the distance between the station and the epicentre of each earthquake). Site correction is based on coefficients of Borcherdt (1970 Borcherdt ( , 2002 . Each PGA is divided by a coefficient 
where v ref is the shear velocity of reference site, v s is the shear wave velocity of the normalization site and m a is specified by the corresponding base acceleration (Borcherdt 1993 (Borcherdt , 1994 . The procedure was repeated for the seven data sets from seven earthquakes. The results are obtained in terms of residuals between estimated and observed PGAs. The general conclusion is that the methodology is not significantly sensitive to site and distance correction of data for these earthquakes. We present logarithmic residuals from these seven earthquakes with respect to mean epicentral distance (Fig. 7) . There is no general trend of residuals with respect to mean epicentral distance. As evident by Fig. 7 , the variation range of the residuals are smallest when no correction whatsoever is applied to the data.
The absolute mean logarithmic residuals are listed in Table 2 for each event. In fact, data from the 2004 May 16 and 2008 March 12 earthquakes are the only data set where we see a distinctive difference among the four groups. When data corrected with respect to distance only and data corrected with respect to site and distance are used, the residuals vary in a wider range for all stations considered in the analysis. For the 2006 October 24 earthquake, the sensitivity of the residuals to the four check cases is only marginal. The absolute mean logarithmic residuals of 2006 October 24 earthquake are approximately 0.03 for four cases. On the other hand, absolute mean logarithmic residuals of 2004 May 16 earthquake is around about 0.01 with the cases of no site-no distance correction and distance-no site correction; and about 0.008 with the case site-no distance correction and site-distance correction. The distribution of the residuals of four check groups for each earthquake listed in Table 2 depends on the number of recorded data and spreading of these data set for each event.
Based on the discussion, we decided not to apply any distance and site correction to data. In a sense, this is an expected outcome, since the methodology uses existing data from an earthquake, and develops its own relationship for each event to estimate ground motion in places where no recordings exist. Additionally, magnitude dependence is studied by plotting the logarithmic residuals of whole data set with respect to local magnitude. There is no significant trend between the magnitude and residuals. As more data from this array or similar arrays become available with a wider magnitude range for further development and verification of the methodology, it will be possible to study distance and site and magnitude dependence in more detail. Also, the topography of the region is not considered.
U N C E RTA I N T Y O F G RO U N D M O T I O N E S T I M AT I O N S
The dispersion in the observed values about predicted values is an important parameter for the estimation of ground motion parameters. This scattering can be considered as interevent dispersion representing variability in the average ground motion level from earthquake to earthquake, and intraevent dispersion representing the variability among recordings from an individual earthquake. Interand intraevent variability in recorded data indicates that while the average ground motions from one large earthquake are very similar to those of another, the ground motions vary significantly from one location to another at the same distance from a given earthquake (Somerville 2000) . Crowley et al. (2008) presented a discussion on how the inter-and/or the intraevent variability can be reduced when a number of recordings of the ground motion are available, and concluded that the variability in the losses cannot be sufficiently reduced unless one has a dense network.
When making an attempt to estimate the unknown ground motions given knowledge of ground motions at surrounding locations, it is necessary to consider variability (or scatter of observed values) of ground motion. Similarity of ground motion variability during different earthquakes is calculated by means of interevent variability; and similarity of ground motion variability in different locations is considered by means of intraevent variability. In this study, interand intraevent residuals with respect to magnitude and number of Fig. 8(c) represents the intraevent errors with respect to epicentral distances. The scatter in the interevent error appears to increase significantly for larger number of records, while that for the intraevent error terms increase for the 2006 October 24 earthquake with 52 recordings. The reason for this is the distribution of observed data, geographically. Also, intraevent residuals are significantly high for the epicentral distances between 60 and 80 km. This epicentral distance range corresponds to data from the 2006 October 24.
C O M PA R I S O N W I T H O B S E RV E D DATA A N D G M P E s
In this section we estimate the recorded PGAs at the IERRS stations using data from surrounding stations, assuming that the PGAs to be estimated are non-existent, as it was done in the previous section. They are then compared with the observed PGAs at the same stations. At the same time we want to compare estimated PGAs with the results from GMPEs of Akkar & Bommer (2010) developed using the strong motion data set from Europe and the Middle East andÖzbey et al. (2004) that was developed using the 1999 Kocaeli earthquake data and is valid for northwestern Turkey. However, GMPEs were generated from the earthquake data with magnitudes ranging from 5.0 to 7.6. This range does not cover our data set. Therefore, the results from GMPEs are scaled by a biased factor to eliminate the misfit between the observed data and estimated data from GMPEs. Additionally, as the correlation of PGA decreases with increasing spacing between two sites, we determined the spatial correlation coefficient based on Boore et al. (2003; Fig. 9) , and added the residual values based on this correlation function to the mean ground motion term (here, PGA) in GMPEs (Park et al. 2007 ). 
C O M PA R I S O N W I T H S P L I N E I N T E R P O L AT I O N
The proposed methodology practically learns from data that exist within a certain radius of a certain point to estimate the ground motion at the same point where no real recordings exist. Therefore it is an alternative to existing techniques used in the estimation of ground motion distribution from real recordings. The IERRS uses the RRMap (Rapid Response Mapping Application) software that is based on spline interpolation to spatially extend the point information provided by IERRS stations. The software basically interpolates data sent by the rapid response stations, smoothes the results and consequentially produces ground motion distribution maps.
In this section we compare our results with those of the IERRS. The phantom stations at which PGAs are estimated and compared with those by different techniques are shown in Fig. 10 . We carry out the comparison in two ways. First, we coplot the recorded PGAs at the IERRS stations, PGAs estimated by the RRMap software at the phantom stations and the PGAs at the phantom stations estimated by the proposed method in Fig. 11 . In the second comparison we essentially carry out the same exercise, this time however we present everything in maps, as done in real life by the IERRS applications (Fig. 12) .
In Fig. 11 , we show the results in longitudinal coordinates versus PGA. In the horizontal axis we use longitudinal coordinates, so that we practically look at the data in the east-west direction. Each station, real or phantom, is represented in the figure by its longitude. The number of data points at a certain longitude is the number of real and phantom stations along it. From Fig. 11 it is evident that the estimated PGAs at the phantom stations and those recorded at the IERRS stations share the same trend. Those based on spline interpolation; however have a tendency towards higher PGAs in four out of seven earthquakes. This means that the spline interpolation approach as implemented in IERRS may overestimate ground motion values. We should point out, however, that this at the same time may lead to results which are on the safe side, since with the proposed methodology we are bound by the data and calculate PGA distribution depending on what we have. By having ground motion recorded at a finite number of stations, no matter how dense, one is destined to miss areas that experience higher ground motions than recorded. It can be stipulated that in any case this possibility has to be accounted for in a more systematic way based on physical evidence. In summary it can be said that with the modified Kriging methodology it is possible to synthetically produce ground motion values at phantom locations with a satisfactory fit to recorded data.
In Fig. 12 , for three earthquakes we show the same data presented in Fig. 11 this time on maps. In Fig. 12 , to PGAs by modified Kriging method and PGAs by RRMap we add biased PGAs by Akkar & Bommer (2010 ) andÖzbey et al. (2004 GMPEs.
In high PGA concentration zones (Figs 12a and b, shown in shades of red), the estimates by RRMap and by the presented method are close to each other. However, these zones are larger in RRMap than in the proposed method (Figs 12e, f, i and j). Outside these zones the RRMap estimations are two to three times of those by our methodology. The biased estimates by Akkar & Bommer (2010) , although generally comparable in amplitude and distribution character of PGA, cannot mark areas with incidentally high PGAs. For example the PGA zone in Figs 12(a) and (b) is not presented in Fig. 12(c) . The same can be seen in Figs 12(e)-(g) and (i)-(k). Özbey et al. (2004) invariably produces underestimated results as compared to the remaining three approaches (Figs 12d-l) .
The current density of our array does not allow us to provide a real evidence that the methodology that we presented herewith holds. Since a one-to-one comparison would imply a very dense array (our grid space was 0.01
• × 0.01 • ). We presented an array-and region-specific application of a smoothing algorithm that provides a better estimation of PGAs at points around, near and in-between the observed PGAs, compared to other available procedures.
D I S C U S S I O N A N D C O N C L U S I O N S
We presented a new methodology to estimate the PGA distribution that is based on interpolating data obtained from strong motion stations. We essentially attempted to characterize the spatial variation of PGA and to use it to estimate PGA at places with no recordings using a statistical approach. We relied on the Kriging method for this purpose. The proposed methodology has the potential to predict PGA closer to observed.
The methodology is developed for the assessment of strong ground motion distribution in urban context. A methodology for the interpolation of measured ground motion of discrete array stations to be used in the bias adjustment of the theoretical shake map assessments with the empirical ground motion measurement (PGA) is a natural follow-up of the investigations. The data from the IERRS were used in the application of the proposed methodology. PGAs at Istanbul Rapid Response stations estimated using the modified Kriging method are compared with observed ground motion.
Several tests were conducted to assess the performance of modified Kriging method in estimation of ground motion distribution in Istanbul. The estimated and recorded PGAs were compared showing that the results obtained by the proposed method were found to be within one geometric standard deviation ranges.
It was also concluded based on analyses on the four control groups that the methodology is not significantly sensitive to site and distance correction for our cases. Thus it was decided not to apply any distance and site correction. As more data from this array or similar arrays are available with a wider magnitude range for further development and verification of the methodology, it will be possible to study distance and site dependence in more detail.
The estimated and observed values were then compared with the values calculated by GMPEs. The results from GMPEs are biased with a magnitude correction to minimize the misfits between GMPEs and observations. Also, the correlation coefficients for the biased results of GMPEs are considered. In general the GMPEs underestimated observed and estimated PGAs. It was observed that among GMPPEs Akkar & Bommer (2010) model produced values closest to observed and estimated PGAs.
The proposed method was used to compute PGA at the phantom stations. The computed PGAs were compared with the values computed by RRMap software of the IERRS that uses spline interpolation. It was observed that with the modified Kriging methodology it is possible to synthetically produce ground motion values at phantom locations. When compared with the results by the RRMap algorithm, our results were found to be two smaller (Fig. 11) . The estimations by our methodology were in line with the observations in terms of amplitude and trend (Fig. 11) . The biased spatially correlated estimates by Akkar & Bommer (2010) model and by the modified Kriging method agreed also in terms of distribution character and amplitude of PGA, although Akkar & Bommer (2010) naturally could not estimate zones of higher PGAs that can be seen in many earthquakes and cannot be explained by site effects only. The current weakness of the methodology is that it does not cover the regions with no observed data. This weakness can be avoided by using biased spatially correlated GMPEs. It is developed for regions with dense arrays and requires records within 6 km of a point where the PGA is to be estimated. It should be noted that 6 km are chosen within the framework of this paper. This figure can be higher or lower depending on the number of available stations. The methodology's dependency on dense arrays seems to be a disadvantage considering the approach taken in ShakeMap applications and the GMPEs. However the spatially estimated ground motion values as close as possible to the observed data are important for damage estimations in highly populated urban regions. We expect that more cities will host dense arrays in the coming years.
The computational effort in time is an important parameter that needs to be considered when producing rapid damage distribution maps and in ShakeMap applications. The time needed for the calculation of PGAs using the modified Kriging were 290.25 s for the 2004 September 29 earthquake, which has the highest number of observed data and 131.22 s for the 2003 September 19 earthquake, which has the lowest number of data. Run-times that change between 2 and 5 min are reasonable. In an event that would trigger the whole system (100 stations) the computing time may reach about 7 min.
Future tasks include the need to compare the results from the proposed methodology with the ShakeMap interpolation algorithm proposed by Worden et al. (2010) and conditional generation of correlated ground motion fields proposed by Park et al. (2007) .
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