This work aims at estimating inverse autocovariance matrices of long memory processes admitting a linear representation. A modified Cholesky decomposition is used in conjunction with an increasing order autoregressive model to achieve this goal. The spectral norm consistency of the proposed estimate is established. We then extend this result to linear regression models with long-memory time series errors. In particular, we show that when the objective is to consistently estimate the inverse autocovariance matrix of the error process, the same approach still works well if the estimated (by least squares) errors are used in place of the unobservable ones. Applications of this result to estimating unknown parameters in the aforementioned regression model are also given. Finally, a simulation study is performed to illustrate our theoretical findings.
Introduction
Statistical inference for dependent data often involves consistent estimates of the inverse autocovariance matrix of a stationary time series. For example, by making use of a consistent estimate of the inverse autocovariance matrix of a short-memory time series (in the sense that its autocovariance function is absolutely summable), Wu and Pourahmadi [19] constructed estimates of the finite-past predictor coefficients of the time series and derived their error bounds. Moreover, in regression models with short-memory errors, Cheng, Ing and Yu [6] proposed feasible generalized least squares estimates (FGLSE) of the regression coefficients using a consistent estimate of the inverse autocovariance matrix of the error process. They then established an asymptotically efficient model averaging result based on the FGLSEs.
Having observed a realization u 1 , . . . , u n of a zero-mean stationary time series {u t }, a natural estimate of its autocovariance function γ k = cov(u 0 , u k ) is the sample autocovariance functionγ k = n where for a k-dimensional matrix A, A 2 = sup {x∈R k : x ′ x=1} (x ′ A ′ Ax) 1/2 denotes its spectral norm. Motivated by (1.1), this paper aims to propose a direct estimate of Ω −1 n and establish its consistency in the spectral norm sense, which is particularly relevant under the long-memory setup.
To fix ideas, assume
where ψ 0 = 1 and {w t } is a martingale difference sequence with E(w t ) = 0 and E(w 2 t ) = σ 2 for all t, and
3)
Estimation of inverse autocovariance matrices 3 with d satisfying 0 < d < 1/2. We shall also assume that {u t } admits an AR(∞) representation, In view of (1.3), the autocovariance function of {u t } obeys where B is the backshift operator, φ(z) and θ(z) are polynomials of orders p and q, respectively, |φ(z)θ(z)| = 0 for |z| ≤ 1, and |φ(z)| and |θ(z)| have no common zeros. Note that when (1.7) is assumed, the spectral density of {u t }, f u (λ), satisfies inf λ∈ [−π,π] f u (λ) > 0, (1.8) from which (1.1) follows. Let 9) where k ≥ 1 and (a k,1 , . . . , a k,k ) = arg min (α1,...,α k )∈R k E(u t − α 1 u t−1 − · · · − α k u t−k ) 2 .
(1.10)
To directly estimate Ω −1 n , we start by defining the modified Cholesky decomposition (see, e.g., Berk [1] and Wu and Pourahmadi [18] ) of Ω n : Because there are too many parameters in T n and D n , we are led to consider a banded Cholesky decomposition of Ω −1
where 1 ≤ k ≪ n is referred to as the banding parameter and allowed to grow to infinity with n,
and T n (k) = (t ij (k)) 1≤i,j≤n with
We propose estimating Ω −1 n using the sample counterpart of (1.12) ,
n (k)T n (k), (1.13) whereT n (k) andD n (k) are obtained by plugging in the least squares estimates of the coefficients in T n (k) and the corresponding residual variances in D n (k); see Section 3 for more details. Under (1.2)-(1.5), this paper establishes 14) with k = K n → ∞ satisfying (3.16) . To appreciate the subtlety of (1.14), note that if m independent realizations U (1) = (u
1 , . . . , u
n ) ′ of {u t } are available, Bickel and Levina [3] introduced alternative estimatesŤ n,m (k) andĎ n,m (k) of T n (k) and D n (k) through a multivariate analysis approach, where k < m < n. More specifically, setŨ j = (u
′ and denote the regression coefficients ofŨ j oñ U j−1 , . . . ,Ũ max {j−k,1} byǎ j . ThenŤ n,m (k) andĎ n,m (k), respectively, are obtained by replacing the coefficients in the ith row of T n (k) with −ǎ i , and ith diagonal element of D n (k) with the corresponding residual variance, where i = 2, . . . , n. Bickel and Levina [3] also showed that the resultant estimateΩ
n has the property 15) under m → ∞, m −1 log n → 0, k = K n,m ≍ (m/ log n) θ for some 0 < θ < 1/2, (1.1), and 16) where g(x) ≍ h(x) means that there exists a constant 0
Since (1.16) fails to hold for longmemory processes like (1.7) and m → ∞ is needed in (1.15), the most distinctive feature of (1.14) is that it holds for one (m = 1) realization, without imposing (1.16). It is also noteworthy that Cai, Ren and Zhou [5] have recently established the optimal rate of convergence for estimating the inverse of a Toeplitz covariance matrix under the spectral norm. However, the covariance matrix associated with (1.7) is still precluded by the class of matrices considered in their paper, which needs to obey assumptions like (1.16) and (1.1).
The rest of the paper is organized as follows.
In Section 2, we analyze the difference between Ω −1 n (k) and Ω
−1
n . In particular, by deriving convergence rates of T n (k) − T n 2 and D n (k) − D n 2 , we obtain a convergence rate of Ω −1
2 , which plays an indispensable role in the proof of (1.14). Section 3 is devoted to proving (1.14). By establishing a number of sharp bounds for the higher moments of the quadratic forms in u t , we obtain a convergence rate of Ω −1
, which, in conjunction with the results in Section 2, leads to a convergence rate of Ω −1 n (k) − Ω −1 n 2 , and hence (1.14). In Section 4, the results in Section 3 are extended to regression models with longmemory errors satisfying (1.2)-(1.5). Specifically, we show that when the unobservable long-memory errors are replaced by the corresponding least squares residuals, our estimate of Ω −1 n still has the same convergence rate, without imposing any assumptions on the design matrices. Moreover, the estimated matrix is applied to construct an estimate of the finite-past predictor coefficient vector of the error process, and an FGLSE of the regression coefficient vector. Rates of convergence of the latter two estimates are also derived in a somewhat intricate way. In Section 5, we present a Monte Carlo study of the finite-sample performance of the proposed inverse matrix estimates.
Bias analysis of banded Cholesky factors
Our analysis of Ω −1
is reliant on the following two conditions on a m,i 's defined in (1.10).
(i) There exists C 1 > 0 such that for any 1 ≤ i ≤ m < ∞,
(ii) There exist C 2 > 0 and 0 < δ < 1 such that for any 1 ≤ i ≤ δm and 1 ≤ m < ∞,
C.-K. Ing, H.-T. Chiou and M. Guo Some comments on (2.1) and (2.2) are in order. Note first that (2.1) and (2.2), together with (1.5), immediately imply that there exists C > 0 such that for any k = 1, 2, . . . ,
3)
which will be used frequently in the sequel. Throughout the rest of the paper, C denotes a generic positive constant independent of any unbounded index sets of positive integers. These two conditions assert that the finite-past predictor coefficients a m,i , i = 1, . . . , m approach to the corresponding infinite-past predictor coefficients a 1 , a 2 , . . . in a nonuniform way. More specifically, they require that a m,i /a i is very close to 1 when i = o(m), but has order of magnitude m (1−θ)d when m − i ≍ m θ with 0 ≤ θ < 1. This does not seem to be counterintuitive because for a long-memory process, the finite order truncation tends to create severer upward distortions in those a i 's with i near the truncation lag m + 1. In fact, when {u t } is an I(d) process with 0 < d < 1/2, (2.1) and (2.2) follow directly from the proof of Theorem 13.2.1 of Brockwell and Davis [4] . In the following, we shall show that (2.1) and (2.2) are satisfied by model (1.7). To this end, we need an auxiliary lemma.
and
where u ∧ v = min{u, v}.
Proof. For h, j ∈ N ∪ {0}, we define 
Let κ > 1 satisfy 0 < κ sin(πd) < 1. According to Proposition 3.2(i) of Inoue and Kasahara [11] , there exists N ∈ N such that
where
where the first inequality is by (2.7) and the last one is by Lemma 3.1(i) of Inoue and Kasahara [11] . Similarly, (2.7) and Lemma 3.1(ii) of Inoue and Kasahara [11] imply
Combining (2.6), (2.8) and (2.9) yields the desired conclusion. [11] shows that for any fixed integer i,
Therefore, Lemma 2.1 can be viewed as a uniform extension of (2.10).
Remark 2.2. Note that (1.3) and (1.5) are fulfilled by (2.4) and (2.5) if
By making use of Lemma 2.1, the next theorem shows that (2.1) and (2.2) are met by (2.4) and (2.5) with L(i) obeying (2.11). Since the coefficients of the MA and AR representations of (1.7) take the form of (2.4) and (2.5), respectively, for which L(i) is a constant function (see Corollary 3.1 of Kokoszka and Taqqu [12] and Example 2.6 of Inoue and Kasahara [11] ), this theorem guarantees that (1.7) satisfies (2.1) and (2.2), confirming the flexibility of these two conditions. Proof. It suffices to show that (2.1) and (2.2) hold for all sufficiently large m. By Lemma 2.1 and (2.11), it follows that for all 1 ≤ i ≤ m and all large m,
Therefore, (2.1) follows. Similarly, for all 1 ≤ i ≤ δm with 0 < δ < 1 and all large m,
which leads to (2.2). Thus the proof is complete.
Throughout the rest of this paper, let K n denote a sequence of numbers satisfying K n → ∞ and K n /n → 0 as n → ∞. We are now ready to provide upper bounds for
2 in Propositions 2.1 and 2.2, which in turn lead to a rate of convergence of Ω −1 
Proof. The proof is straightforward, and thus omitted.
Proof. In view of (1.4) and (1.10), it follows that for any k ≥ 1,
2 . In addition, by (1.6) (which is ensured by (1.2) and (1.3)), (1.5), and Theorem 2.1 of Ing and Wei [10] , one has for any k ≥ 1 and
, which, together with the previous inequality, gives the desired conclusion.
Proposition 2.1. Under the same assumptions as in Lemma 2.2,
|a j+k,j − a Kn,j |. By (2.1) and Lemma 2.2(iii) and (iv),
The proof of (i) is completed by
Similarly, it can be shown that
Proposition 2.2. Under the same assumptions as in Lemma 2.3,
Proof. Equation (2.13) follows directly from Propositions 2.1 and 2.2,
and (2.12). Equations (2.13) and (1.1) (which is ensured by (1.8)) further lead to (2.14).
Main results
In the sequel, the following assumptions on the innovation process {w t } of (1.2) are frequently used: (M1) {w t , F t } is a martingale difference sequence, where F t is an increasing sequence of σ-field generated by w s , s ≤ t.
(M2) E(w
As mentioned in Section 1,
′ , where k = 1, . . . , K n and
Similarly,
To this end, we develop rates of con-
n (K n ) 2 in Propositions 3.1 and 3.2, respectively, whose proofs are heavily reliant on the following four lemmas, Lemmas 3.1-3.4.
Moreover, for θ > 1/q,
Proof. By (1.6), Lemma 2.3 and an argument similar to that used in Lemma 3 of Ing and Wei [9] , one has for any 1 ≤ k ≤ n − 1,
, which gives (3.1). Equation (3.2) follows from (3.1) and for any 1 ≤ k ≤ n − 1,
whose proof is exactly same as that of Lemma 4 of Ing and Wei [9] . To show (3.3), note that by (3.2) and K n = o(n),
This, together with θ > 1/q, gives the desired conclusion (3.3).
Remark 3.1. Lemma A.1 of Godet [8] establishes an inequality closely related to (3.1).
In particular, the inequality yields
This bound together with Lemma 2.3 also leads to (3.1).
Assume (1.2), (1.3), (1.8) and (M1)-(M3) with q = 1. Suppose
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Proof. By the first moment bound theorem of Findley and Wei [7] , (1.6) and an argument similar to that used in Lemma 2 of Ing and Wei [9] , it follows that
Combining this, (3.5) and (1.8) leads to (3.6).
Lemma 3.3. Under the same assumptions as in Theorem 2.2, one has for any k ≥ 1 and
Proof. This result follows by a tedious but direct calculation. The details are omitted.
Lemma 3.4. Assume that (2.1), (2.2), and the assumptions of Lemma 3.1 hold. Then, for any 1 ≤ k ≤ n − 1,
Proof. To show (3.8), note first that
2q , and
In addition, the first moment bound theorem of Findley and Wei [7] implies that for any 1 ≤ k ≤ n − 1,
which, together with Lemmas 2.3 and 3.3, (3.10) and (3.11), yield (3.8). Equation (3.9) follows immediately from (3.8) and an argument similar to that used to prove (3.3). The details are omitted.
We are now ready to establish rates of convergence of
and for each 1 ≤ j ≤ n, ♯B j ≤ 2K n − 1, where B j = {i: n t=1 s it s jt = 0}. These and some algebraic manipulations yield
Now, the desired conclusion (3.12) follows from (3.3), (3.6) and S n 2 2 ≤ S n S ′ n 1 . Proposition 3.2. Assume (2.1), (2.2), and the same assumptions as in Proposition 3.1. Suppose (3.5). Then for any θ > 1/q,
Proof. Note first that
recalling σ 2 0 = γ 0 . By (1.6) and an argument similar to that used to prove (3.7), it holds that
which, in conjunction with (3.15), (3.14), (3.3), (3.6) and (3.9), results in (3.13).
The main results of this section is given as follows. 16) for some θ > 1/q. Then
and 
one obtains
This, together with (3.16) and Theorem 2.2, leads to the desired conclusions (3.17) and (3.18). Kn,n given by Godet [8] . If {u t } is a Gaussian process satisfying (1.2)-(1.5) and (1.8), then Theorem 2.1 of Godet [8] yields that for
(3.20)
One major difference betweenΩ
Kn,n is that the former aims at estimating the inverse autocovariance matrix of all n observations, Ω n (K n ) is determined by not only the estimation error
2 . This latter type of error, however, is irrelevant to the convergence rate ofΓ −1 Kn,n . Finally, we note that (3.20) gives a stronger mode of convergence than (3.17) , but at the expense of more stringent assumptions on moments and distributions.
Some extensions
Consider a linear regression model with serially correlated errors,
where β is an unknown coefficient vector, x t 's are p-dimensional nonrandom input vectors and u t 's are unobservable random disturbances satisfying the long-memory conditions described previously. Having observed y n = (y 1 , . . . , y n )
′ via the least squares residuals
where I n is the n × n identity matrix, and M np is the orthogonal projection matrix of sp{x n1 , . . . ,x np }, the closed span of {x n1 , . . . ,x np }. Note thatũ n is also known as a detrended time series, in particular when x t represents the trend or seasonal component of y t . Let {q ni = (q 1i , . . . , q ni ) ′ , i = 1, . . . , r}, 1 ≤ r ≤ p, be an orthonormal basis of sp{x n1 , . . . ,x np }. It is well known that M np = r i=1q niq ′ ni , and hence with v i =q
In Section 4.1, we shall show that the inverse autocovariance matrix, Ω −1 n , of u n can still be consistently estimated by the modified Cholesky decomposition method proposed in Section 3 with u n replaced byũ n , which is denoted byΩ
n (K n ) share the same rate of convergence. Moreover, we propose an estimate of a(n) = (a n,1 , . . . , a n,n ) ′ , the n-dimensional finite predictor coefficient vector of {u t }, based onΩ −1 n (K n ), and derive its convergence rate. These asymptotic results are obtained without imposing any assumptions on the design matrix X n = (x n1 , . . . ,x np ). On the other hand, we assume that X n has a full rank in Section 4.2, and propose an FGLSE of β based onΩ −1 n (K n ). The rate of convergence of the proposed FGLSE is also established in Section 4.2.
Consistent estimates of Ω −1
n and a(n) based onũ n
, respectively, replaced byã ij andσ 2 i defined as follows:
18
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By establishing probability bounds for
2 in Theorem 4.1. According to (4.2), u n andũ n differ by the vector r i=1 v iqni , whose entries are weighted sums of u 1 , u 2 , . . . , u n with weights q t1,i q t2,j for some 1 ≤ t 1 , t 2 ≤ n and 1 ≤ i, j ≤ r. To explore the contributions of
n (k) 2 , we need moment bounds for the linear combinations of u i 's and τ k,i 's, which are introduced in the following lemma. 
Moreover, if (2.1) and (2.2) also hold true, then
Proof. By Lemma 2 of Wei [16] , we have E(
Theorem 2.1 of Ing and Wei [10] and Jensen's inequality further yield E(
). Hence, (4.3) follows. Equation (4.4) is ensured by Lemma 3.3 and an argument similar to that used to prove (4.3).
Equipped with Lemma 4.1, we can prove another auxiliary lemma, which plays a key role in establishing Proposition 4.1. First, some notation:
Lemma 4.2.
(i) Assume that the same assumptions as in Lemma 3.4 hold. Then for K n = o(n) and θ > 1/q,
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(ii) Assume that the same assumptions as in Lemma 3.2 hold. Then for K n satisfying (3.5), Γ −1 Kn,n 2 = O p (1). (iii) Assume that the same assumptions as in Lemma 3.4 hold. Then for K n = o(n) and θ > 1/(2q),
Proof. We begin by proving (i). Define (B1) =
where 
, and E(B7) ≤ Ck q n 2qd /n 2q . With the help of these moment inequalities, (3.4) and (4.5)-(4.7), the proof of (i) can be completed in the same way as the proof of (3.3). Moreover, by modifying the proofs of (3.6) and (3.9) accordingly, we can establish (ii) and (iii). The details, however, are not presented here. 
Proof. In view of the proof of Theorem 3.1, (4.8) and (4.9) are immediate consequences of Proposition 4.1 and Theorem 2.2. n (K n ) even when X n is singular. Moreover, according to (4.8) and (3.17) , it is interesting to point out thatΩ
n (K n ) share the same rate of convergence.
Next, we consider the problem of estimating a(n) under model (4.1). Recall YuleWalker equations a(n) = Ω −1 n γ n , where
′ is an n-dimensional vector withγ j denoting the (1, j + 1)th entry ofΓ Kn+1,n . We shall show that when K n is suitably chosen, a * (n) is a consistent estimate of a(n). 
). These bounds, together with (4.11), (4.13) and (4.14), yield By the first moment bound theorem of Findley and Wei [7] , Cauchy-Schwarz inequality, Proposition 4.1, (4.7), Lemma 4.2(ii), (4.9) and (4.12), it can be shown that
for any θ > 1/q. Now, the desired conclusion follows from (4.10), (4.15) and (4.16).
Remark 4.2. When u 1 , . . . , u n are observable, Wu and Pourahmadi [19] constructed an estimate,Ω
By assuming ∞ j=1 |γ j | < ∞, they obtained a convergence rate of the proposed estimate in terms of K n , the moment restriction on w t , and ∞ j=Kn |γ k |; see Corollary 2 of Wu and Pourahmadi [19] . However, their proof, relying heavily on ∞ j=1 |γ j | < ∞, is no longer applicable here.
The rate of convergence of the FGLSE
In this section, we assume that X n is nonsingular, and hence β is uniquely defined. We estimate β using the FGLSE,
The main objective of this section is to investigate the convergence rate ofβ FGLS . To simplify the exposition, we shall focus on polynomial regression models and impose the following conditions on a i :
a j e ijλ = 0 if and only if λ = 0, (4.17) where a 0 = −1 and C 0 = 0. As mentioned in Section 2, (4.17) is fulfilled by the FARIMA model defined in (1.7). When K n diverges to infinity at a suitable rate, we derive the rate of convergence ofβ FGLS in the next corollary. It is important to be aware that our proof is not a direct application of Theorem 4.1. Instead, it relies on a very careful analysis of the joint effects between the Cholesky factors and the regressors.
Corollary 4.2. Consider the regression model (4.1) with x ti = t i−1 for i = 1, . . . , p. Assume the same assumptions as in Theorem 4.1 with (1.5) replaced by (4.17) . Suppose that (3.5) holds and n
Proof. We only prove Corollary 4.2 for p = 2. The proof for p = 2 is analogous. We begin by showing (i).
Moreover, by (4.17),
where λ min (A) denotes the minimum eigenvalue of matrix A, 0 < κ < 1 and
n ))L n . By (4.17) and some algebraic manipulations, one obtains (D3) 2 = O(1) and (D4) 2 = o p (1). Thus, by (4.23), (D5) 2 = o p (1). The bounds for (D3) 2 and (D5) 2 , together with (4.17) and (4.19) , imply
Now, the desired conclusion (ii) follows from (4.24), (4.25), (4.21) and (4.22) and (i). [21] show that the best linear unbiased estimate (BLUE)β BLUE = (X
n y n , and the LSE,β LS = (X ′ n X n ) −1 X ′ n y n , of β have the same rate of convergence, and this rate is, in turn, the same as that ofβ FGLS .
24
C.-K. Ing, H.-T. Chiou and M. Guo
We close this section with a subtle example showing that the convergence rate ofβ FGLS is faster than that ofβ LS , but slower than that ofβ BLUE . Consider model (4.1), with p = 1, x t1 = 1 + cos(θt), and θ = 0. Assume the same assumptions as in Corollary 4.2. Then, by an argument similar to that used in the proof of Corollary 4.2, it can be shown that the rate of convergence ofβ
n . On the other hand, Theorems 2.1 and 2.2 and Example 2.1(ii) of Yajima [22] yield that the convergence rates ofβ BLUE andβ LS are n −1/2 and n −1/2+d , respectively. This example gives a warning that the convergence rate ofβ BLUE is not necessarily maintained by its feasible counterpart, even if the consistency ofΩ −1 n (K n ) holds true.
Simulation study
In Section 5.1, we introduce a data-driven method for choosing the banding parameter K n . With this K n , we demonstrate the finite sample performance of the inverse autocovariance estimator proposed in Section 3 under FARIMA(p, d, q) processes, and that proposed in Section 4 under polynomial regression models with I(d) errors. The details are given in Sections 5.2 and 5.3, respectively.
Selection of K n
Our approach for choosing K n is based on the idea of subsampling and risk-minimization (SAR) introduced by Bickel and Levina [3] and Wu and Pourahmadi [19] . We first split the time series data {u i } 
Our goal is to find a banding parameter such thatR
H is unknown, we useΓ −1 H,n , the H-dimensional inverse sample autocovariance matrix, as its surrogate, and replaceR (O) (k) bŷ
noting that when H ≪ n,Γ
−1
H,n is a consistent estimator of Ω
H . Now the banding parameter K n is chosen to minimizeR(k) over the interval [L, H). In our simulation study, b is set to ⌊n/5⌋. In addition, inspired by Theorem 3.1, we choose L = ⌊log n⌋ and H = ⌈n 0.4 ⌉, where ⌈a⌉ denotes the smallest integer ≥ a. The banding parameter for the detrended time series is also chosen in the same manner.
Finite sample performance ofΩ
We explore the finite sample performance ofΩ −1 n (K n ), with K n determined by the SAR method, under the following four data generating processes (DGPs):
where the w t 's are i.i.d. N (0, 1) innovations. To improve the speed and accuracy, we adopt the method of Wu, Michailidis and Zhang [17] to generate the long memory data {u 1 , . . . , u n }. The performance ofΩ
2 over 1000 replications, with n = 250, 500, 1000, 2000, 4000. The results are summarized in Table 1 . Note first that for each combination of d and DGP,l 2 (d) shows an obvious downward trend as n increases. Moreover, when n = 4000, alll 2 (d) are less than 0.65 except for d = 0.1 and DGP = DGP 3 or DGP 4. In the latter two cases, l 2 (d), lying between 0.93 and 1.34, are still reasonably small. These findings suggest that Ω −1 n (K n ) is a reliable estimate of Ω −1 n , particularly when n is large enough. On the other hand, the decreasing rate ofl 2 (d) apparently changes over d and DGP. To provide a better understanding of this phenomenon, we first consider the fastest possible convergence rate that can be derived from Theorem 3.1:
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, and
Because w t 's are normally distributed, in view of Theorem 3.1, θ can be any positive number, and henced is arbitrarily close to √ 1.5 − 1 (which, rounded to the nearest thousandth, is 0.225). We then measure the relative performance of Ω −1
where Table 2 . Note that while the exact constants are not reported in (5.1), setting them to 0.05 helps us to better interpret some numerical results in Table 1 through Table 2 . In the following, we shall perform a sensitivity analysis of the SAR method by perturbing the parameter c in cK n . We define the sensitivity function
For each c = 0.8, 1.2, d = 0.1, 0.25, 0.45, DGP = DGP 1-4, and n = 250, 500, 1000, 2000, 4000, we compute the average of SF(c), denoted by SF(c), based on 1000 replications, and the five-number summaries of SF(c) for each n are presented in Table 3 . Table 3 shows that the maximum values of SF(c) are all positive and decrease as n increases. In contrast, the minimum values of SF(c) are all negative and start to increase when n ≥ 1000. When n = 4000, the maximum SF(c) and minimum SF(c) are 0.152 and −0.194, respectively, yielding that the average of Ω −1 n (cK n ) − Ω We consider three polynomial regression models:
Model 1: y t = 1 + u t , t = 1, 2, . . . , n, Model 2: y t = 1 + 2t + u t , t = 1, 2, . . . , n, Model 3: y t = 5 + t + 2t 4 + u t , t = 1, 2, . . . , n, where u t 's are generated by DGP 1. The performance ofΩ −1 n (K n ) (with K n determined by the SAR method) is investigated with polynomial degree known or unknown. In the latter situation, we perform best subset selection in the following fifth-order model, y t = β 0 + β 1 t + β 2 t 2 + β 3 t 3 + β 4 t 4 + β 5 t 5 + u t , t = 1, 2, . . . , n, using the selection criterion,
suggested by Ing and Wei [10] , where M = {M : M ⊆ {1, t, t 2 , t 3 , t 4 , t 5 }} andσ Table 4 , in which d ∈ {0.1, 0.25, 0.4}, n ∈ {250, 500, 1000, 2000, 4000} and models are known or selected by L n (M ). Table 4 also reports the correct selection frequencies (in 1000 simulations), which is denoted byq i (d) for model i and long-memory parameter d.
Allq 3 (d)'s are larger than 0.9. However,q 1 (0.45) andq 2 (0.45) only fall in the interval (0.44, 0.63) and the intercept (constant time trend) is often excluded by L n (M ) in these cases. In fact, identifying the intercept is a notoriously challenging problem when d is large and the intercept parameter is not far enough away from 0. Fortunately, Table 4 shows that thel 2 (d) values obtained with or without model selection procedure are similar, even whenq i (d) is much smaller than 1. This result may be due to the fact that under models 1 and 2, the performance ofΩ −1 n (K n ) is insensitive to misspecification of the intercept, provided d is large enough. Another interesting finding is that for each regression model considered in this section and each (n, d) combination, the behavior ofl 2 (d) coincides with that ofl 2 (d) with DGP = DGP 1. Putting these characteristics together suggests thatΩ −1 n (K n ) is a reliable surrogate forΩ −1 n (K n ). This conclusion is particularly relevant in situations where the latter matrix becomes infeasible. 
