Abstract
Introduction
Tolerance to defective software is much lower today than it was in the early 1990's [12] . Although there exist many excellent, high-quality applications, there is no doubt but that the quality of much of the software that is commercially available today is so low that we should be ashamed of ourselves [6] ! Doubt does appear though, when questions are raised as to how the quality can be improved.
Software Testing, the discipline of Software Engineering which attempts to verify some degree of reliability of software, has often been categorized into either White Box or Black Box methods. White Box methods make use of information of the internal structure of the Software Under Test (SUT); Black Box methods have no such information, and only have access to the SUT''s input and output information. Random Testing (RT) is a simple Black Box testing method, where test cases (combinations of inputs representing a single use of the software) are simply selected at random from the input domain [9] . There has been much debate over its usefulness as a testing strategy [7, 8, 10] , but its simplicity and ease-of-use make it an attractive option for many situations, particularly in early stages of development [11] .
Recently, a Black Box testing methodology, Restricted Random Testing (RRT) has been presented [2, 3] . RRT, an implementation of Adaptive Random Testing (ART), is also known as Restricted ART (R-ART). It evenly spreads the test cases through the use of exclusion zones and restriction [5] . In addition to RRT, there are some other implementations of ART. In simulations and experiments, these ART methods have been shown to significantly outperform RT, by an average of up to 40%, in terms of the number of test cases required to find a failure. Therefore, it has been suggested that anytime RT has been selected as the testing method, it may be worthwhile replacing it with ART [4, 5] .
Because the different ART methods require additional information, they incur additional overheads. One method of reducing the overheads of a testing strategy is to partition the input domain into several subdomains, and apply the strategy in only one of these subdomains, mapping each generated test case to the other subdomains. This approach, known as Mirroring [4] , also has several attractive properties which can assist the performance of ART. In this paper, we explain some new insights into ART, in particular for RRT, and detail how Mirroring, when applied to RRT, can both reduce computational overheads and improve the performance of the general algorithm.
The rest of this paper is laid out as follows. Section 2 gives the background and two implementations of ART. Section 3 presents previous experimental data for D-ART and RRT, and new analyses and insights. Section 4 reports the interesting results of integration of Mirroring and RRT. Finally, in Section 5, we discuss the results and future work for RRT. Errors in a program are often detected when the program is executed with particular combinations of inputs (test cases) from the input domain. Typically, an error can be detected by more than one test case, that is, errors can manifest in the input domain in a pattern of failure-causing test cases. These patterns, referred to as failure patterns, have previously been categorized into three major types [1] : point, strip, and block. Figure 1 gives example of these failure pattern types in two dimensions (2D). In the figures, the shaded areas represent the failure-causing regions, and the borders represent the outer boundaries of the input domain. For point-type patterns, the failure-causing test cases (points) are individual or in small groups. The strip-type patterns are characterised by a narrow strip of failure-causing inputs. And in the block-type patterns, the failure-causing inputs are concentrated in contiguous regions.
It has been suggested that point-type failure patterns are far less common than the other two types [1] . Research has also shown that for programs with failure patterns of the strip-or block-type, the failurefinding efficiency of Random Testing (RT) can be improved on by slightly modifying the basic test case selection pattern [5] . These insights have motivated the Adaptive Random Testing (ART) approach.
When evaluating the effectiveness of a testing strategy, two measures are traditionally employed: the probability of detecting at least one failure, the Pmeasure; and the expected number of failures detected, the E-measure. An alternative measure, the expected number of test cases required to find a (first) failure may be considered a better indication of the strategy's effectiveness. Since testing often stops when a failure is found, this measure (the F-measure) may be considered more realistic than either the E-or P-measures. As elsewhere [2, 3, 5] , the testing strategies presented in this paper are evaluated according to the F-measure.
Adaptive Random Testing
For non point-type failure patterns, the failurefinding efficiency of Random Testing (RT) methods can be greatly improved by ensuring a more even and widespread distribution of test cases over the input domain [5] . Motivated by this insight, several testing methods based on RT, but which select test cases such that distributions are more widespread and even, have been developed. These approaches have been named Adaptive Random Testing (ART) methods. There are a number of ways of achieving such distributions, resulting in several different implementations of ART.
One ART strategy, based on maximizing minimum distances between test cases, is Distance-based ART (D-ART) [5] . This method makes use of two sets of test cases: the executed set; and the candidate set. The test cases that have already been applied, without causing failure, to the SUT compose the executed set. After each execution of the SUT, a number (in our experiments, 10) of candidate test cases are generated randomly from the input domain. Each time a new test case is required, the element in the candidate set with the maximum minimum distances from all the executed set elements is selected. After each execution, if no failure is detected, the executed test case is put in the executed set, all remaining candidates are discarded, and the entire candidate set is generated again.
Restricted Random Testing (RRT) [2, 3] , also known as Restricted ART (R-ART), is another ART method. It is implemented with exclusion regions, and restriction of test cases to being drawn from outside of the excluded areas. When testing according to the RRT method, the input domain from which test cases may be selected is restricted to only those regions not close to previously executed test cases.
Previous studies have shown that ART methods may require about 40% less test cases than RT to find the first failure, i.e., that the F-measures for ART are 40% lower than RT [2, 3, 5] .
Detailed Analysis of RRT
In this section, we discuss some further issues related to the RRT method. They include the main control parameter of the method (Exclusion Ratio), two versions of RRT method (Ordinary RRT and Normalized RRT), and two recently discovered characteristics of RRT (edge favouring and failure pattern distortion)
Exclusion Ratio
To apply RRT, an Exclusion Ratio (R), correlated to the entire input domain size, is determined. For example, a target of 95% exclusion of the input domain may be set. According to the dimensionality of the input domain, and the number of executed test cases, an exclusion region size for each executed test case, is calculated. For example, in a 2D input domain, with total area of 100, if R = 95%, and if there are 10 previously executed test cases, RRT will impose 10 exclusion regions, each of area 9.5, centered on each executed test case. The size of the exclusion zones is kept the same for each test case, but decreases for each successive execution.
Although attempts are made to maintain the area of the excluded region as constant, due to the overlapping of regions, and portions of regions falling outside the input domain, the Actual Exclusion Ratio may be less than the Target Exclusion Ratio. This phenomenon becomes more apparent as the Target Exclusion is increased, and is even more acutely so in less homogeneous (square, cube, etc.) input domains. (Here, we use the word homogeneous to mean more regular and proportionate in shape) Table 1 shows some comparisons for Target and Average Actual Exclusions within a square input domain, for 100 points, averaged over 1,000 trials. Target Exclusion is the total area of the input domain which we attempt to exclude from random point generation. Actual Exclusion is the percentage of the input domain which is effectively excluded by the exclusion zones.
Even though the Actual Exclusion differs from the Target Exclusion, the radii calculated remain the same. Since the Actual Exclusion varies depending on the magnitude of the Target Exclusion, the shape of the input domain, and the test case selection pattern; but the radius of the exclusion zone depends only on the Target Exclusion and number of exclusion regions, in this paper we refer to the Target Exclusion.
From the experiments and simulations carried out on RRT, it was found that better results, in terms of faster finding of failure regions, were achieved with higher values of the Exclusion Ratio. This trend continues to a certain value, beyond which the algorithm ceases to function. The cause for this is linked to the Actual Exclusion ratio, which is assumed to be so close to 100% that test cases can no longer be generated. The relationship between the Target and Actual Exclusions ratios is inexact, but good approximations (as in Table 1 ) can be made, especially when the input domain is relatively homogeneous (square, cube, etc). The value of the Exclusion Ratio beyond which the Actual Exclusion ratio is 100% is called the maximum Exclusion Ratio, or Max R.
Because empirical evidence suggests that best failure-finding rates are obtained when the Max R value is used, it is obviously desirable to select this value. Problems arise though when the input domain dimensions are not proportionate to each other, as the Max R in these cases is less well known. This was one of the motivations behind the Normalized version of RRT (NRRT), which, by normalizing the input domain, enabled the selection of Max R with some confidence. 
Ordinary and Normalized RRT
The Ordinary RRT (ORRT) method imposes a uniform exclusion zone centered on each executed test case: circular in 2D; spherical in 3D; etc. For programs whose input domains are less homogeneous (e.g., not square in 2D), this use of a fixed exclusion shape may result in an unexpected bias of the exclusion region. To alleviate this potential difficulty, a normalizing feature was incorporated into the RRT algorithm to produce the Normalized RRT (NRRT) method, which uses a virtual input domain to implement the test case selection and exclusion. This virtual input domain is a unit square, cube, hypercube, etc., according to the dimensions of the original input domain. Using the NRRT method, test cases are initially selected from the virtual input domain, and are then scaled to the actual input domain of the program, and executed. When an executed test case does not cause a failure, an exclusion zone around the initial point (in the virtual input domain) is defined, and subsequent test cases are drawn from outside this zone. Because the virtual input domain is homogeneous, the value of Max R can be estimated in advance, and hence the algorithm can be applied with the optimal Exclusion Ratio.
Analysis
As has been previously discussed [2, 5] , the ART methods seem to offer significant improvement over Random Testing (RT) performance, when considered in terms of required test cases to find a first failure (Fmeasure). Experiments involving the application of the D-ART, ORRT, and NRRT methods to several error-seeded programs suggested that the improvements over RT were relatively similar for all three methods, for many of the programs. Some results however, prompted further investigation. In particular, some of the programs showed large differences in the performance of the different ART methods. Investigations into reasons for this led to several important discoveries.
Favouring Edges.
After detailed investigations of the failure patterns for the different error-seeded programs, we were prompted to investigate the ART methods in more detail. Simulations investigating the performances of the methods according to the location of the failure regions were conducted. In these simulations, the input domain was 1000 by 1000 units, and the failure causing region was 100 by 100 units. The different regions of the input domain were defined as follows: The edge area (EDGE) was a region 100 units deep, inside the boundary of the input domain; and the central area (CENTER) was the corresponding square of 800 by 800 units. In the simulations, the failure region was either constrained to be located randomly within a specific region of the input domain (EDGE, or CENTER), or was allowed to fall anywhere (ANYWHERE). In all cases, both the RRT and D-ART methods were applied, calculating the average number of test cases required to find the failure region (F-measure). Because the size of the failure region, as a proportion of the entire input domain is known, the expected F-measure for RT could be calculated as (input domain size)/(failurecausing region size), in this case, 100. The results of the simulations are shown in Table 2 . The simulations clearly indicate that the most favourable scenario for the ART methods is when the failure patterns are in the edges. Investigations have indicated that the normalizing effect that NRRT has on the input domain may also result in unforeseen effects on the failure pattern. To examine this phenomenon further, more simulations were conducted. In these simulations, a 2D input domain was chosen such that one side was eight times the magnitude of the other: 1000 by 125. Two different failure-causing shapes were chosen: square, and rectangle. The shape of the rectangle was such that one side was eight times that of the other. Three different arrangements were made for the failure patterns in the simulation: Square; Proportionate Rectangular (where the dimensions were proportional to the input domain, i.e. the longer dimension of the failure pattern was the same as for the longer dimension of the input domain); and Disproportionate Rectangular (where the dimensions were not proportional to the input domain, i.e. the longer dimension of the failure pattern corresponded to the shorter dimension of the input domain). Again, the proportion of the entire region which was failurecausing was set at 1%, and thus the expected Fmeasure for RT was 100. The location of the failure causing regions was set randomly at the start of each simulation. We applied ORRT, NRRT, and D-ART to the simulations. A value of 150% was used for the Exclusion Ratio for both ORRT and NRRT. The results are presented in Table 3 . The results of the simulations show that particular shapes of failure pattern, when in certain relative orientations, in certain shapes of input domains, can result in significantly different failure-finding efficiency under the different strategies. It has previously been noted [4] , and is shown again in Table  4 , that the failure-finding performance with block-type failure patterns is usually better than that for striptype. When applying the NRRT method on the different relatively oriented failure patterns in the simulation, effectively, the failure pattern was distorted from block to strip in the case of SQUARE; from strip to block in the case of PROPORTIONATE; and, in the case of DISPROPORTIONATE, from strip to narrower strip. This effect can result in more favourable failure-finding rates in some cases, and less in others. Unfortunately, since knowledge of the failure region's relative shape and orientation is unlikely to be available in advance of testing, the selection of testing strategy according to which achieves best results according to relative failure pattern shapes may not be possible.
Max R.
As explained in Section 3.1, the value of the Exclusion Ratio (R) beyond which the Actual Exclusion of the input domain approaches 100% is called the Max R. Because empirical evidence has suggested that this was the value of R at which best failure finding rates were obtained [2, 3] , knowing its value in advance of testing is extremely desirable.
Previously [2] determination of this value has been through an iterative incrementing of the Exclusion Ratio until test cases could no longer be generated. An alternative approach [3] , using a homogeneous input domain of varying dimensions, applied a binary search strategy to approximate the Target Exclusion Ratio at which Actual Exclusion was so close to 100% that test cases could no longer be generated.
One of the motivating factors behind the NRRT version of RRT was the improved prediction reliability of the Max R. When using the ORRT version, especially when the input domain is considerably disproportionate, the value of Max R was not easily estimated, and hence the optimal value for the Exclusion Ratio was not available in advance.
Since it is always desirable to use Max R, any means by which it can be approximated should be considered very valuable. A novel approach to reducing the overheads of test case generation methods, Mirroring, offers features enabling some normalization of the input domain, and hence a better estimation of the Max R for ORRT.
Mirrored Restricted Random Testing

Mirroring
Mirroring is a recently introduced approach which can be combined with other testing strategies to reduce computational overheads. In addition to the reduction of computational costs, Mirroring offers several other interesting properties.
To apply Mirroring, the input domain of the SUT is partitioned into p disjoint subdomains. The test case generation algorithm is performed in only one of the subdomains, designated the source subdomain. After generation, if the test case does not reveal a failure in the source subdomain, it is mapped (using a mirror function) to the other subdomains, known as mirror subdomains, and its image applied to the SUT. If no failure has been revealed after the p-1 mirror images of the source test case have been executed, the algorithm is again applied in the source subdomain to generate the next test case.
X2Y1
X4Y1 X4Y2 X2Y2
Figure 2. Examples of Mirror Partitioning
The partitioning scheme used when applying Mirroring is referred to as Mirror Partitioning, and, in this paper, is referenced according to the dimensions of the input domain, and the number of partitions on each dimension. For example, in 3D (X, Y, Z), where there are 2, 3, and 4 equal partitions on the respective dimensions, the mirror partitioning schema is X2Y3Z4. Figure 2 gives some further examples, in 2D, of mirror partitions. There are many ways to do Mirror Partitioning; and the schemas used here are only simple examples.
One obvious potential application of Mirroring will be in those cases where the input domain is not homogeneous. It should be possible to partition in such a way as to create a relatively homogeneous source subdomain, thus allowing the ORRT method to be applied with a good confidence that the optimal value of R is used.
The mapping of the source test case to the mirror subdomains can be performed in many different ways, controlled by the mirror functions. One simple function is Translate, where the source test case is linearly translated to the mirror subdomains.
Mirror ART
Because Adaptive Random Testing incorporates additional information into the test case selection, it incurs additional overheads, particularly in comparison with ordinary Random Testing (RT). Mirroring, by imposing the m partitions, should alleviate a considerable amount of the computational overheads of whatever test case generation strategy it is applied to. Even a very rough approximation of the cost reductions with Mirroring suggests overheads in test case generation costs can be reduced to a fraction of those of the original method: For example, with m partitions, Mirroring would require only 1/m as many test case to be generated by the original method to produce the same number of test cases.
A second attractive feature of Mirroring is, in addition to the reduction of computational overheads, the possibility of homogenizing an input domain. As previously explained, for the RRT methods, the control parameter, the Exclusion Ratio (R), yields best failure detection rates when the Max R value is used. Because the Max R is more easily estimated in homogeneous input domains, the potential homogenizing effect on an input domain by Mirror Partitioning is very attractive for the ORRT method.
Analysis of Mirror RRT
In a previous analysis of Mirroring applied to the D-ART method [4] , it was discovered that similar failure finding efficiency (with respect to the Fmeasure) could be obtained, but with considerable reduction in the computations involved. Since this is a fundamental motivation for applying Mirroring to ART, it remained to apply Mirroring to the RRT methods to ensure that similar cost-savings with similar maintenance of failure finding efficiency could be achieved. We conducted some simple simulations, in 2 dimensions (2D) to investigate the failure-finding efficiency of Mirrored ART, for both the RRT and D-ART method. As before [4] , a faulty program was simulated using a square input domain with a randomly placed failure pattern. Three types of failure pattern were used, representing the broad groups of block, strip and point. The proportion of failure-causing inputs was predetermined (0.1%) so the expected number of test cases required to find a failure (the F-measure), using ordinary RT, was known in advance: 1,000.
RRT (ORRT and NRRT) and D-ART, as well as the corresponding Mirror versions (M-ORRT, M-NRRT, and M-D-ART) were applied to the simulation. For M-RRT, two different mirror partitions were used: X2Y1 (where the input domain was split into two identically sized subdomains on the X-axis); and X2Y2 (where the input domain was split into four identically sized subdomains, with partitions on both the X-axis and the Y-axis). These partitions are graphically represented in Figure 2 , above. The Translate mirror function was used to map test cases from the source to other subdomains. The results for these simulations are summarized below, in Table 4 .
The results in Table 4 show that, although computational costs can be significantly reduced by applying the Mirroring technique, the failure-finding efficiency of the Mirror methods compares well with the basic testing methods (ORRT, NRRT, and D-ART). As expected, for those simulations where the input domain was already relatively homogeneous, (i.e., for the basic algorithm, and for the X2Y2 partitioning) the performance of the ORRT and NRRT methods is identical.
A second motivation behind applying Mirroring to RRT is the potential for homogenizing, to some degree, an otherwise inhomogeneous input domain. It is desirable to use the value of Max R, the maximum Exclusion Ratio, in the RRT methods, since this yields the best failure-finding efficiency in terms of the Fmeasure. The value of Max R varies according to the shape of the input domain, but is relatively predictable for more regular shapes, hence the desire for more homogeneous input domains, and the original motivation behind NRRT. Mirroring can help achieve the easier prediction of Max R by partitioning the input domain such that the original subdomain becomes relatively homogeneous. The ORRT algorithm can then be performed in this original subdomain using the Max R value for the exclusion ratio, which is known to be the optimal value. As previously explained [4] , in order not to create large numbers of duplicated test case selection patterns (which may be contrary to original motivation of having an even spread of test cases throughout the input domain), Mirroring is usually only applied with a small number of subdomains.
Discussion
In this paper we have presented some more detailed analyses of Restricted Adaptive Random Testing, also known as Restricted Random Testing (RRT). Although discussion in this paper is confined to two dimensions, the method and analyses are applicable in n-dimensions. The analyses revealed several interesting characteristics of the ART methods in general. As explained in Section 3.3.1, there is a slight bias in the methods towards finding failure regions located in the "edge" regions of an input domain.
Examination of the performances of Normalized RRT (NRRT) and Ordinary RRT (ORRT) when varying the relative orientation and shape of a failure pattern revealed that NRRT, in addition to the normalizing effect on the input domain, had a distorting effect on the failure pattern. This distorting effect, when effectively changing the failure pattern from a strip-type to a block-type, improved the failure-finding efficiency of the testing strategy; but when changing the failure pattern from block-type to strip-type, or from strip-type to a more narrow striptype, caused a less efficient failure finding (in terms of the F-measure).
The original motivation behind NRRT was to alter the input domain such that prediction of the Max R, the value of the Exclusion Ratio (R) at which optimum failure-finding efficiency is achieved, could be more stable. Although relatively simple for input domains where the magnitude of each dimension is similar (more homogeneous), the prediction of Max R for non-homogeneous input domains is less easy. By normalizing the input domain, NRRT made it possible to know Max R in advance. An alternative method of creating a normalized input domain, or subdomain, has been presented here. By applying Mirroring, a strategy to reduce computational overheads by using a testing strategy in only one of several subdomains and then mapping the test cases to other subdomains, it is possible to partition an input domain such that the source subdomain, that subdomain in which the testing strategy is performed, is relatively homogeneous. Since the source subdomain is relatively homogeneous, ORRT can be used with the Max R value for the Exclusion Ratio, and is therefore expected to have optimal failure finding efficiency, in terms of the F-measure.
Mirroring, in addition to helping homogenize an input domain, and hence ease prediction of the Max R value, is a method for reducing computational overheads. When applied to the various ART methods (D-ART, ORRT and NRRT), as shown in Table 4 , significant reduction in cost can be achieved, without losing the failure-finding efficiency of the fundamental method.
Given the recent findings illustrating the somewhat unpredictable effects on the failure pattern of NRRT, Mirroring seems to offer an attractive alternative. Further study is of course necessary, and some issues do remain unresolved. Of particular interest will be an approach, independent of NRRT and Mirroring, which may enable prediction of the Max R value for ORRT. Such information would considerably aid the tester, and enhance the ORRT's status as a predictable strategy.
Currently, ART has been applied only to numerical input domains. Ongoing investigation, and future research, addressing the problem of distance and ordering for non-numerical data may advance the applicability of the ART methods to other input domains.
In summary, in this paper we have presented some new and interesting insights into Adaptive Random Testing, a Block Box testing methodology, based on Random Testing, but incorporating additional mechanisms to ensure a more widespread and even distribution of test cases over the input domain. Several new simulations were presented illustrating that the algorithms can favour test case selection in the edge, but also showing consistently good failurefinding results for randomly located failure regions. The Normalized version of RRT was also investigated in detail, revealing the possibility of failure pattern distortion, which could influence the failure-finding efficiency of the method in unpredictable ways. The distortion side-effect, combined with the edgefavouring, may account somewhat for the surprising results in some previous experiments [2, 3] . An overhead reduction technique previously applied to D-ART, Mirroring, was applied to RRT, proving its effectiveness. The resulting Mirror RRT also enables prediction of the Max R for ORRT. Since Max R is the value for the Exclusion Ratio at which best failure finding rates are expected, the potential for using Mirror ORRT with Max R known in advance represents a significant breakthrough.
