The distributed stochastic approximation (DSA) is used to seek the roots of a function being the sum of local functions, each of which is assigned to an agent from multiple agents connected in a network.
I. INTRODUCTION

A. Background and Motivations
For recent years, various distributed algorithms have been proposed in connection with the problems arising from sensor networks and networked systems, for example, the consensus problem [1] - [4] , the functions have no growth rate restriction.
The remainder of this paper is organized as follows. In Section II, the distributed root-seeking problem is formulated, and DSAAWET is proposed to estimate the root of the sum function. The convergence result for the proposed algorithm is formulated in Section III, while its proof is presented in Section IV with some details placed in Appendices. A numerical example is demonstrated in Section V, and some concluding remarks are given in Section VI.
B. Graph Theory Notations
Consider a network of N agents. The communication relationship between agents is described by the digraph G = {V, E G , A G }, where V = {1, · · · , N } is the node set, and the node i represents the agent i; E G ⊂ V × V is the edge set, and (j, i) ∈ E G if and only if i can obtain the information from j by assuming (i, i) ∈ E G ; A G = [a ij ] ∈ R N ×N is the adjacent matrix of G, where a ij > 0 if (j, i) ∈ E G , and a ij = 0, otherwise. If for any i ∈ V such that N j=1 a ji = N j=1 a ij , then G is called the balanced digraph.
For a given pair i, j ∈ V, if there exists a sequence of nodes i 1 , · · · , i p such that (i, i 1 ) ∈ E G , (i 1 , i 2 ) ∈ E G , · · · , (i p , j) ∈ E G , then (i, i 1 , · · · , i p , j) is called the directed path from i to j, and of which the length is p + 1. Denote by d i,j the length of the shortest directed path from i to j. If there exists a directed path from i to j for any i, j ∈ V, then G is called strongly connected.
A matrix A = [a ij ] ∈ R n×n is called nonnegative and is denoted by A ≥ 0, if a i,j ≥ 0 ∀i, j = 1, · · · , n.
A nonnegative square matrix A is called doubly stochastic if A1 = 1 and 1 T A = 1 T , where 1 denotes the vectors of appropriate dimensions with all entries equal to 1, and X T denotes the transpose of X.
For a given nonnegative matrix Λ = [λ ij ] ∈ R n×n with positive diagonal entries, denote by G Λ = {V, E GΛ , A GΛ } the digraph generated by Λ, where V = {1, · · · , n}; A GΛ = [ā ij ] ∈ R n×n withā ij = a i,j ∀i, j ∈ V; (j, i) ∈ E GΛ ifā ij > 0.
II. DSAAWET
In this section, we first formulate the distributed root-seeking problem, which many practical problems are reduced to, and then define DSAAWET.
A. Problem formulation
Consider the case where all agents in a network cooperatively search the root of the sum function:
where f i (·) : R l → R l is the local function assigned to the agent i and can only be observed by the agent i. In addition to observing its local function, each agent obtains the shared information from its neighboring agents. These compose the local information of the agent. It is required to design an algorithm to seek the roots of f (·) on the basis of the local information. The root set of f (·) is denoted by J {x ∈ R l : f (x) = 0}.
B. Examples of distributed root-seeking
Many distributed problems from systems and control can be transformed to distributed root-seeking.
Let us consider two simple examples.
In [9] - [12] the goal of the network is to cooperatively solve the following unconstrained optimization
where c i : R l → R is the local objective function of i, and c i can only be observed by i itself. If the cost functions c i , i = q, · · · N are differentiable, then this unconstraint distributed optimization problem (2) becomes collectively finding root of the function f (x) = N i=1 f i (x) with f i = −∇c i , where ∇c i is the gradient of c i .
In the distributed adaptive filter considered by [7] the goal of the network is to estimate the M × 1 unknown signal s 0 from measurements collected by N agents. Each agent i, i = 1, · · · , N at time k obtains an autoregressive matrix H i,k ∈ R di×M and an observation Y i,k ∈ R di×1 . The objective of the network is to cooperatively find s ∈ R M ×1 such that
where
then solving (3) is reduced to seeking roots of f (·) defined by (1) with f i (x) = −R i,h x + R i,hy , i = 1, · · · , N .
C. Definition of DSAAWET
We use a nonnegative matrix W (k) = [ω ij (k)] N i,j=1 with positive diagonal entries to describe the communication network at time k, and the corresponding digraph is denoted by G W (k) = {V, E GW (k) , A GW (k) }.
Denote by N i (k) = {j ∈ V : ω ij (k) > 0} the neighboring agents of the agent i at time k.
Denote by x i,k ∈ R l the estimate for the root of f (·) given by the agent i at time k for any i ∈ V.
While obtaining the information shared from its neighboring agents, the agent i has its local observation
where ε i,k+1 is the observation noise.
In the centralized environment f (·) is observed at x k , the estimate of its root at time k, and SAAWET [18] , [20] is applied to generate x k+1 , while in the distributed environment each agent can only observe the value of its local function at its local estimate x i,k as shown in (4). In general,
are not the same.
DSAAWET to be defined consists of i) the consensus part making all local estimates to tend to the same value and ii) the innovation part assuring the consensus value to be in the root set J. The network expanding truncation mechanism is designed to guarantee the boundedness of the estimates without
Let x * be a fixed point in R l , and let {M k } be a sequence of positive numbers increasingly diverging to infinity with M 1 ≥ x * . The estimate sequence {x i,k } k≥1 of agent i is produced by
where O i,k+1 is defined by (4), γ k > 0 is the step size, and I A is the indictor function of a random event A, i.e.,
We call σ i,k the truncation number of the agent i up-to-time k. From (5)- (8), we see that x i,k+1 is generated by the following three steps:
1) Agent i sets its truncation number to be the largest one, denoted byσ i,k , among the truncation numbers of its neighbors.
2) Agent i produces a new intermediate estimate x ′ i,k+1 which is simply set to be the fixed point x * whenever σ i,k <σ i,k ; and is a combination of the consensus part being a weighted average of the estimates obtained at its neighboring agents with the innovation part processing the information contained in the local current observation O i,k+1 , if σ i,k =σ i,k .
3) Agent i defines its estimate x i,k+1 at time k
remains in the truncation bound,
exits from the truncation bound Mσ i,k , then set x i,k+1 = x * and the truncation bound is enlarged from Mσ i,k to Mσ i,k +1 .
Remark 2.1: First, it is noticed that σ i,k+1 ≥σ i,k ≥ σ i,k ∀k ≥ 0 by (5) and (8) . Further, it is concluded that x i,k+1 = x * if σ i,k+1 > σ i,k . This can be seen from the following consideration:
by (8) it follows that x ′ i,k+1 > Mσ i,k , and hence from (7) we derive
, and from (6) we have x ′ i,k+1 = x * . Consequently, by (7) we have x i,k+1 = x * .
III. CONVERGENT RESULT
In this section, we give the assumptions and show the corresponding convergence property of the estimates {x i,k } generated by (5)- (8) .
A. Assumptions
We list the assumptions to be used.
A2 There exists a continuously differentiable function
for any ∆ > δ > 0, where d(x, J) = inf y { x − y : y ∈ J} and v x (·) denotes the gradient of v(·).
Further, v(J) {v(x) : x ∈ J} is nowhere dense and there exists a constant c 0 > 0 such that x * used in (5) satisfies
A3 The functions f i (·) ∀i ∈ V are continuous.
A4 i) W (k) ∀k ≥ 0 are doubly stochastic matrices with positive diagonal entries;
ii) There exists a constant 0 < η < 1 such that
iii) The digraph G ∞ = {V, E G∞ } is strongly connected, where
for infinitely many indices k};
iv) There exists a positive integer B such that
for sufficiently large K and any i ∈ V, where m(n k , t k ) = max{m :
is the gradient of some function c(·), i.e., f (x) = c x (x), then in A2 one may take
Conditions A4 describes the connectivity property of the communication graph. Refer to [9] for more detailed explanations about this communication topology assumption. Set
If A4 holds, then by Proposition 1 [9] there exist constants c > 0 and 0 < ρ < 1 such that
For a given undirected graph G = {V, E G }, the agent i is always assumed to be a neighboring agent of itself. If the entries of A G = [a ij ] N i,j=1 are Metropolis weights [24] , then A G is a doubly stochastic matrix with positive diagonal entries.
B. Convergence Theorem
Introduce the following notations:
where I N ∈ R N ×N is the identity matrix, and ⊗ is the Kronecker product,
Set X ⊥,k = D ⊥ X k to denote the disagreement vector of X k , and 
for the sample paths where A5 holds for all agents, where 0 denotes matrices or vectors of compatible dimensions with all entries equal to zero.
Remark 3.3:
The DSA algorithm proposed in [10] is based on the RM algorithm:
where θ i,k+1 is the estimate of the root derived at the agent i at time k + 1, Y i,k+1 is the local observation of the agent i, γ k is a deterministic step size, and
Convergence analysis given in [10] is for the case where the growth rate of the functions is not faster than linear and the noise is of conditional zero-mean. In addition, a certain condition is imposed on the [10] and [13] , the algorithm (5)- (8) , as that given in [18] for the centralized environment, involves expanding truncations, which guarantee the boundedness of the estimates without requiring restrictive conditions on the functions by showing that the truncation ceases in a finite number of steps.
As noise concerns, as shown in [18] and [20] , A5 is probably the weakest requirement on the noise since it is also necessary for convergence whenever the root x 0 of f (·) is a singleton and f (·) is continuous at x 0 .
IV. PROOF OF THEOREM 3.2 Assume A1-A4 hold. For any fixed sample path ω, where A5 holds for all the agents, the proof of Theorem 3.2 is carried out in the following way: 1) First, two auxiliary sequencesX k andε k+1 are defined and their properties are clarified.
2) Second, the boundedness of {X k } is proved and {X k } is shown to differ fromX k only by finite number of steps.
3) Finally, it is proved that all estimates converge to the same value belonging to the root set J. 
A. Auxiliary Sequences
is the diameter of the digraph G ∞ , and B is the positive integer given in A4 iv).
Proof: For any m ≥ 1 let τ m = k 1 . Then, there is an i such that τ i,m = k 1 . Since G ∞ is strongly connected by A4 iii), for any j ∈ V there exists a sequence of nodes
is the shortest path from i to j with length d i,j .
Noticing that (i, i 1 ) ∈ E G∞ , by A4 iv) we have
Therefore, there exists a positive integer k
.
, and hence by (5) and (8) we derive
Similarly, there exists a positive integer k
Similar to (17) we derive
Continuing this estimation procedure, we finally reach the following inequality
For the case where σ j,k1+Bdi,j = m ∀j ∈ V, we have τ j,m ≤ k 1 + Bd i,j ∀j ∈ V. By noticing τ m = k 1 , from here we obtain (16):τ
For the case where σ j,k1+Bdi,j > m for some j ∈ V, we must have
because the converse event {τ m+1 > k 1 + Bd i,j ∀j ∈ V} leads to σ j,k1+Bdi,j ≤ m ∀j ∈ V, which contradicts with the assumption that σ j,k1+Bdi,j > m for some j ∈ V.
Again, by noticing τ m = k 1 , from (19) we obtain (16): Define two auxiliary sequences {x i,k } k≥0 and {ε i,k+1 } k≥0 as follows:
where m is a nonnegative integer.
Notice that for a fixed sample path ω there exists a unique nonnegative integer m corresponding to any nonnegative integer k ≥ 0 such that τ m ≤ k < τ m+1 and by definitionτ i,m ≤ τ m+1 ∀i ∈ V. So, {x i,k } k≥0 and {ε i,k+1 } k≥0 are uniquely determined by the sequences {x i,k } k≥0 and {ε i,k+1 } k≥0 .
We now clarify properties of the sequences {x i,k } k≥0 and {ε i,k+1 } k≥0 .
Lemma 4.3:
The sequences {x i,k }, {ε i,k+1 } defined by (20) (21) satisfy the following recursive formulaŝ
Proof: See Appendix A.
Remark 4.4:
It is worth noting that in the case lim k→∞ σ k = σ < ∞ the sequence {X k } k≥1 coincides with the sequence {X k } k≥1 in a finite number of steps. This is because τ σ+1 = ∞ by the definition of τ σ+1 , and hencẽ
and by (21) it follows that
By noticing τ i,σ ≤ τ σ + BD by (16) , this implies
Lemma 4.5: If A5 holds, then for any {n k } such thatx i,nk converges, and for sufficiently large K > 0 the following takes place
Proof: See Appendix B.
B. Boundedness of Truncation Numbers
Lemma 4.6: Assume A1, A3-A5 hold. If {X nk } is a convergent subsequence, then there exist some
and T > 0 such that for sufficiently large k
wherex k is defied byx
Proof: See Appendix C.
Lemma 4.7:
cannot be crossed by infinitely many subsequences {v(
where by "
Proof: See Appendix D.
Lemma 4.8: Assume A1-A5 hold. Then σ k produced by (22)- (24) is bounded, i.e.,
Proof: See Appendix E.
C. Proof of Theorem 3.2
First, we show the boundedness of {X k }. Since lim k→∞ σ k = σ < ∞, from (24) it is seen that {x i,k ∀i ∈ V} k≥1 are bounded and by (23) {x i,k ∀i ∈ V} k≥1 are also bounded.
By Remark 4.4 it is seen that the sequence {X k } k≥1 may differ from the sequence {X k } k≥1 only for a finite number of first steps. Since {X k } k≥1 are bounded, we know that {X k } k≥1 are also bounded.
Second, we show the convergence of v(x k ). Since {x k } are bounded, let us set
We want to prove
Assume the converse: v 1 < v 2 . Since v(J) is nowhere dense, there exists a nonnegative interval
times. This contradicts Lemma 4.7. Therefore, v 1 = v 2 , which implies the convergence of v(x k ).
Assume the converse. Then by the boundedness of {x k } there exists a convergent subsequencex
From (29) it follows that for sufficiently small t > 0 and large k
and hence from (9) there exists a constant b > 0 such that
As shown in Appendix D for obtaining (D.21), from here it follows that
for sufficiently small t > 0. This contradicts with the convergence of v(x k ).
Since {X k } may differ from {X k } only by a finite number of first steps,
We now prove X ⊥,k − −− −→ k→∞ 0.
Noticing lim k→∞ σ k = σ < ∞, we have
because if there were a k 1 ≥ τ σ and an i ∈ V such that x i,k1+1 > M σ , then from (24) and σ k1 ≥ σ it would follow that σ k1+1 = σ k1 + 1 > σ. This contradicts with lim k→∞ σ k = σ. Thereby from σ k ≡ σ ∀k ≥ τ σ and (22), (23), and (32) it is seen that for all k ≥ τ σ
Then from (26) it follows that
with k 0 τ σ + BD, and hence similar to (C.38) we derive
Therefore, from (13) by the continuity of F (·) and the boundedness of {X s }, we ensure that there exist positive constants c 
Considering the second part at the right-hand side of (33), from (34) we know
Similarly, for the third part at the right-hand side of (33) we obtain
Letting ǫ → 0, then from (33) (35) and (36) we conclude that
The proof is completed. ✷
V. NUMERICAL EXAMPLE
The numerical example is on distributed optimization.
Consider a network of three agents with local cost functions given by
The task is to find the minimum value of the cost function L(x, y) given by
Though each local cost function is non-convex, the total cost function L(x, y) is convex. The minimum
Since the cost function is differentiable, the unconstraint distributed optimization consists in seeking
These functions are continuous, and the growth rates of f 2 (x, y) and f 3 (x, y) are faster than linear.
Let the communication relationship of the network be described by the matrix
Assume that the observation noise of each agent is a sequence of iid random vectors ∈ N (0, I). Set Since A1-A5 hold for all agents for almost all sample paths, by Theorem 3.2 the estimates given by (5)-(8) converge a.s. to the same point belonging to the set J.
The estimates of x 0 and y 0 for the three agents are demonstrated in Fig. 1 and Fig. 2 , respectively. For a given k, there exists a unique m such that τ m ≤ k < τ m+1 for a fixed sample path ω. Then the truncation number of all agents is no larger than m at time k, i.e., σ i,k ≤ m ∀i ∈ V. For a fixed k ∈ [τ m , τ m+1 ) define the following sets:
For proving Lemma 4.3 we need the following auxiliary results.
Proof: a) We first prove that for any i ∈ V c m (k)
For any i ∈ V c m (k), (A.7) is proved as follows: (5), and hence σ i,k+1 ≤σ i,k + 1 < m + 1 by (8). This implies (A.7).
2) If there exists
However, by assumption k < τ m+1 we know σ i,k < m + 1 ∀i ∈ V, and hence by (5) Therefore, we conclude that (A.7) holds for any i ∈ V c m (k), and hence
. This is because, otherwise, there would exist a j 1 ∈ N i (k) such that σ j1,k−1 ≥ m. Then, by (5) and (8) 2) If j ∈ N i (k) and j ∈ V m (k), then σ j,k = m and σ j,k > σ j,k−1 , since we have shown σ j,k−1 < m ∀j ∈ N i (k). By Remark 2.1 it follows that x j,k = x * . From σ j,k−1 < m and by the definition of τ j,m , we derive τ j,m = k, andτ j,m = τ m+1 ∧ τ j,m = k, which combining (21) leads tõ
Thus, the proof of (A.3) is completed. 2) If j ∈ N i (k) and j ∈ V m (k), then, again by definition, τ j,m ≤ k, and henceτ j,m = τ m+1 ∧τ j,m ≤ k.
Thenx j,k = x j,k follows from (21).
Thus, (A.4) has been proved.
d
it follows that x i,k+1 = x * . On the other hand, byτ i,m = k + 1 from (21) it follows that
To prove the first assertion in (A.5) we note that τ i,m ≤ k for any i ∈ V m (k). Hence,τ i,m = τ m+1 ∧τ j,m ≤ k, and by (21) we seex i,k+1 = x i,k+1 .
Thus, (A.5) is proved.
e) The inequality V 1 m+1 (k + 1) = ∅ means that the truncation number of some agent is m + 1 at time k + 1, and hence τ m+1 = k + 1 by definition.
We now prove (A.6) by considering the following cases:
, and hence from Remark 2.1 we derive x i,k+1 = x * . By the definition of τ i,m+1 we obtain τ i,m+1 = k + 1, and hencẽ
2) For i / ∈ V 1 m+1 (k + 1), we have σ i,k+1 < m + 1 and hence τ i,m+1 > k + 1. Therefore,
which by (20) impliesx
Combining (A.8) and (A.9) proves (A.6). 
Proof of Lemma 4.3 : Setx
In order to prove Lemma 4.3, it suffices to show that for any p ≥ 1
We prove (A.13) and (A.14) by induction.
Step 1: We first prove that (A.13) and (A.14) hold for p = 1.
Since σ i,0 = 0 ∀i ∈ V, from (5) we knowσ i,0 = 0 ∀i ∈ V. From (6) we then derive
Notice that τ i,0 = 0 ∀i ∈ V and τ 1 ≥ 1, and henceτ i,0 = 0 < τ 1 . From here by (21) we derivẽ
From (A.10) and (A.16) it follows that
which incorporating with (A.15) leads tox
We now prove (A.13) and (A.14) for p = 1 by considering the following two cases:
From (A.11) and (A.12) we conclude thatx Consequently, (A.13) (A.14) hold for p = 1 when V 1 1 (1) = ∅.
By the definition of τ 1 we have τ 1 > 1. From σ i,1 = 0 and (8) it follows that
(A.18)
From (7) we have x i,1 = x ′ i,1 ∀i ∈ V, and by (21)
This combining with (A.17) leads tox
From (A.17) and (A.18) we obtain
and hence from (A.11) (A.12) it follows that Step 2: Inductively, we assume (A.13) (A.14) hold for p = 1, 2, · · · , k. We intend to show that (A.13) (A.14) also hold for k + 1. At a fixed sample path ω for a given integer k there exists a unique integer m such that τ m ≤ k < τ m+1 . i) We first prove (A.13) holds for k + 1 by considering the following cases:
From (A.3) in Lemma A.1 we know
Then by the inductive assumption we havẽ
This incorporating with (A.23) and (A.10) implieŝ
and hence by (A.11) we derivex
If V 1 m+1 (k + 1) = ∅, then by the second statement in (A.5) we derivex i,k+1 = x * ∀i ∈ V c m (k). If V 1 m+1 (k + 1) = ∅, then by (A.6) we derivex i,k+1 = x * ∀i ∈ V c m (k). In summary, whether V 1 m+1 (k + 1) is empty or not, we have the following equalitỹ
This together with (A.25) leads tox
Since σ i,k = m, we have τ i,m ≤ k and
By (21) it is clear thatx
By (A.10) and the inductive assumption we havê
Further, by (A.4) and (A.28) it follows that for any i ∈ V m (k)
Comparing this with (A.27) we seex
We now prove (A.13) for k + 1:
by considering the following two cases. Case 2 b : The case V 1 m+1 (k + 1) = ∅ implies that
which incorporating with (7) (8) leads to
Then by (A.32) and the first statement in (A.5) it follows that
which combining with (A.29) impliesx
By (A.29) and (A.31) we have
which combining with (A.34) yields
By (A.11) (A.36) we havex
which combining with (A.33) leads to (A.30).
Thus, (A.30) has been proved for both Cases 2 a and 2 b .
Combining (A.26) for Case 1 and (A.30) for Case 2, we assure that (A.13) holds for k + 1.
ii) We now prove that (A.14) holds for k + 1 by considering the following cases:
1) The case V 1 m+1 (k + 1) = ∅, i.e., σ i,k+1 < m + 1, implies max i∈V σ i,k+1 = m. By (A.36) and (A.12), we derive σ ′ k+1 = m, and hence (A.14) holds for k + 1.
2) The case V 1 m+1 (k + 1) = ∅ and the second statement in (A.2) imply that there exists an i 1 ∈ V m (k) such that x ′ i1,k+1 > M m , and hence by (A.29) we obtain
(A.37)
From here by (A.12) we derive
Thus for both cases 1) and 2) we know that (A.14) holds for k + 1.
In summary, we have proven that (A.13) (A.14) hold for ∀k ≥ 1 by induction. Therefore,x i,k and ε i,k+1 satisfy (22)- (24), and the proof of Lemma 4.3 is completed. ✷
APPENDIX B
PROOF OF LEMMA 4.5
Proof: We now prove (27) by considering the following two cases:
From Remark 4.4 we know that there exists k 0 ≥ 0 such that for any k ≥ n k0
and hence for all k ≥ k 0 m(nk,tk)∧(τσ n k
Since {x i,nk } k≥1 is a convergent subsequence, from A5 and (B.1) it follows that (27) holds for sufficiently large K > 0.
Case 2: lim
We partition the index set {n k } into three disjoint subsets as follows:
k } = {p ∈ {n k } :τ i,σp > p,τ i,σp < τ σp+1 }. 
p . Then from (21) we derivẽ
If there exist infinitely many indices in the index set {n
} p≥1 is a convergent subsequence. Therefore, by A5 we know that for sufficiently large K
For any t p ∈ [0, T ] with a given T > 0, we set
we have m(n
. By (B.6) we then have
Putting t ′ p defined by (B.5) into (B.4), by (B.7) we obtain
for sufficiently large K > 0. Then, from (B.3) we derive
p , and hence from (16) and (20) we derivẽ
If there are infinitely many indices in {n (2) k }, then by (B.9) we know that
and hence by (B.10) and by that
(B.11)
iii) For the pth index n
Then by (16) we obtainτ i,σ
p + D, and hence
Then, by (20) (21) we havẽ
(B.13)
For any sequence {y s } s≥0 , define k2 s=k1 y s 0 for k 2 < k 1 . Combining (B.12) and (B.13), we derive
(B.14)
By the definition of τ i,σ
, we know that the truncation number for the agent i at time τ i,σ
From (B.8) (B.11) and (B.21) we know that (27) holds for the index set {n k } when K > 0 is sufficiently large.
Combining Case 1 and Case 2 discussed above, we conclude that (27) holds for sufficiently large
Prior to proving the lemma we first clarify properties of the products of doubly stochastic matrices {W (k)}, and give a preliminary result to be used in the proof of the lemma.
Let {W (k)} be a sequence of doubly stochastic matrices. It is clear that
By the definition of Φ(k, s) given in (12), we know that
and hence from (C.1) and (C.3)
From (C.4) with s = k it follows that
Therefore, by (C.3) and (C.6) we know that
and hence by (C.1), (C.7) and the fact (A ⊗ B)(C ⊗ D) = AC ⊗ BD we conclude that
By noticing Ψ(k − 1, k) = I N l and Φ(k − 1, k) = I N , from here we conclude that
From (C.9) it follows that for sufficiently large k and
which combining with (13) (C.11) assures that for sufficiently large k
From (C.12) it follows that for sufficiently large k
(C.14)
Note that
This implies (C.10) by (C.13) and (C.14).
Proof of Lemma 4.6:
If there is no truncation at k = m + 1 forX k , then (22)- (24) can be rewritten
whereε m+1 andX m are defined by (25), while F (X m ) by (14) .
There exists an integer k C > 0 such that
By Lemma 4.5 we know that there exist a constant T 1 > 0 and a positive integer k 0 ≥ k C such that for sufficiently large K > 0
(C.17)
where c and ρ are given by (13) . Select T > 0 such that
From (C.16) and (C.21) it follows that
If lim k→∞ σ k = σ < ∞, then there exists a positive integer k 1 > k 0 such that σ nk = σ for all k ≥ k 1 , and hence τ σ+1 = ∞ by definition. Therefore, we have s k < τ σn k +1 = ∞ for all k ≥ k 1 and any
In summary, whether σ k diverges or not, there exists a positive integer k 1 > k 0 such that
Assume the converse that for sufficiently large k ≥ k 1 and any
From (C.17) it follows that for sufficiently large
. Therefore, by replacing t ′ k in (C.26) with t k (s), from (C.27) it follows that
Let us consider the following algorithm starting from n k without truncation
Hence, from (C.29) it follows that
Consequently, by (C.23) and (C.30) we know that for all k ≥ k 1 and any
Hence from (C.19) it follows that
and hence
From (C.25) we note that for sufficiently large k ≥ k 1 and any
which incorporating with (C.28) (C.32) (C.34) implies that for sufficiently large k ≥ k 1 and any
Denote by Z ⊥,s D ⊥ Z s the disagreement vector of Z s . Then from Z nk =X nk and (C.16) it follows that for all k ≥ k 1
From (C.29) we see that
and inductively
where Ψ(s, n k ) is defined by (C.5).
Combining (C.7) (C.8) and (C.37) we conclude that
(C.38)
Then by Z nk ≤ (C+ X )/2 ∀k ≥ k 1 , (13) and (C.32) it follows that for any k ≥ k 1 and any
(C.39) By noting that
from (C.28), Lemma C.1, and (C.39) it is seen that for sufficiently large k ≥ k 1 and any
Consequently, by γ k − −− −→ k→∞ 0 and 0 < ρ < 1 it follows that for sufficiently large k ≥ k 1 and any
Then by (C.35) (C.36) and (C.41) we conclude that for sufficiently large k ≥ k 1 and any
where M ′ 0 and c 1 are defined by (C.18) and (C.20), respectively. Therefore, from (C.43) it is seen that for sufficiently large k ≥ k 1 and any
) and (C.15) we derive
∀k ≥ k 1 , we conclude that for sufficiently large k ≥ k 1 and any
which implies that (C.15) holds for m = s k , therebyX sk+1 = Z sk+1 . From (C.43) and Z nk =X nk it follows that for sufficiently large k ≥ k 1 and any
which contradicts with the definition of s k given by (C.22). Consequently, (C.25) does not hold. Therefore, by the definition of s k given in (C.22), we know that (28) holds for sufficiently large k and any
From (C.24) and s
Hence from (C.26) we conclude that for sufficiently large k and any
By (C.45), similar to (C.28), we derive that for sufficiently large k and any
From (C.23) and s k > m(n k , T k ) it follows that for sufficiently large k and
and hence by (C.19) we obtain
Note thatx
by (30) (C.15) and
N . Since (C.15) holds for all m : n k ≤ m ≤ m(n k , T k ) for sufficiently large k and any T k ∈ [0, T ], we conclude that (C.48) holds for all m :
Then by a discussion similar to (C.34) it is seen that for sufficiently large k and any
(C.49)
Consequently, from (C.46) (C.47) and(C.49) it follows that for sufficiently large k and any Proof of Lemma 4.7: By the boundedness of X nk , without loss of generality, we may assumẽ
Inequality (28) in Lemma 4.6 assures that there exists a T ∈ (0, 1) such that m(n k , T ) < τ σn k +1 and {X s : n k ≤ s ≤ m(n k , T ) + 1} are bounded for sufficiently large k.
Setting e i,s+1
, and
we rewrite (D.1) as follows:
We prove the lemma by two steps.
Step 1: We show that {ζ k+1 } k≥0 defined by (D.2) satisfies
for sufficiently large k and {X s : n k ≤ s ≤ m(n k , T k ) + 1} are bounded. So, for sufficiently large K we have
hence by (27) we derive 
where o(1) → 0 as k → ∞.
, from (29) (D.8) it follows that for sufficiently large k
where O(T ) → 0 as T → 0. By the continuity of f i (·) we derive
Consequently,
By the definition of e s+1 it can be seen that for sufficiently large k
By the boundedness of {X s : n k ≤ s ≤ m(n k , T )} and by the continuity of f i (·) we know that there exists a constant c e > 0 such that e s+1 ≤ c e . Then from (D.10) it follows that for sufficiently large k
This combining with
By letting T → 0, we know that (D.6) holds, which incorporating with (D.5) leads (D.4).
Step 2: Assume the converse: for some nonempty interval
are infinitely many crossings {v(x nk ), · · · , v(x mk )} with { X nk } bounded.
By setting T k = γ nk in (29), we derive
By the definition of crossings v(x nk ) ≤ δ 1 < v(x nk+1 ), so we obtain
Then by (29) it can be seen that for sufficiently small t > 0 and large k
where ξ k is in-betweenx nk andx m(nk,t)+1 . We rewrite (D.14) as follows:
By (9) and (D.13) there exists a constant α 1 > 0 such that for sufficiently small t > 0 and large k
By noticing the boundeness of {x s : n k ≤ s ≤ m(n k , t)} for sufficiently small t > 0 and large k, and by the continuity of f (·) there exists a constant c 6 > 0 such that
Note that ξ k is in-betweenx nk andx m(nk,t)+1 . Then by the continuity of v x (·) and (29) we know that for sufficiently small t > 0 and large k for sufficiently small t.
However, by the continuity of v x (·) and (29) we know that By noticing X nk = √ N x * and x * < c 0 , we derive X nk < √ N c 0 . Hence from (E.4) (E. 5) it is seen that n k ≤ l k < m k .
By the definition of l k we know thatX lk is bounded, then there exists a convergent subsequence, holds. ✷
