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Abstract
In the context of the Floquet theory, using a variation of parameter
argument, we show that the logarithm of the monodromy of a real
periodic Lie system with appropriate properties admits a splitting into
two parts, called dynamic and geometric phases. The dynamic phase
is intrinsic and linked to the Hamiltonian of a periodic linear Euler
system on the co-algebra. The geometric phase is represented as a
surface integral of the symplectic form of a co-adjoint orbit.
PACS: 02.20.Sv, 02.20.Qs, 02.40.Hw, 02.40.Yy.
1 Introduction
The so-called Lie systems, representing a special sort of (generally nonlinear)
time-dependent dynamics on G-spaces, are of a great interest in the inte-
grability theory of non-autonomous systems of ODEs as well as in various
physical applications (see, for example, [3, 4, 5, 6, 7] and references therein).
In this paper, we are interested in periodic Lie systems in the context of the
Floquet theory and the phase splitting problem. The original motivation
for this problem came from quantum mechanics [1] and then, for classical
integrable systems, the phase phenomena was studied in [11]. A general
geometric approach for computing the geometric and dynamic phases for
Hamiltonian systems with symmetries was developed in [14]. Our goal is to
give a version of phase splitting for periodic Lie systems which is based on a
variation of parameter argument [10, 18]. First, we observe that the geomet-
ric and dynamic phases (as elements of a Lie algebra) are naturally defined
for every smooth one-parameter family of uniformly reducible periodic Lie
systems containing the trivial system. Then, we show that an individual
periodic Lie system which is reducible and contractible, is included in such
a family and hence, the logarithm of its monodromy is the sum of two parts,
called the dynamic and geometric phases. The dynamical phase is defined
in an intrinsic way and linked to the time-dependent Hamiltonian of a peri-
odic linear Euler system on the co-algebra. The geometric phase is given as
a surface integral of the symplectic form of a co-adjoint orbit. This result
can be viewed as a generalization of “scalar” formulas for the dynamic and
geometric phases of cyclic solutions to periodic linear Euler systems [10, 18].
Moreover, in the case when a Lie system comes from a simple mechanical
system, we show that our result agrees with known phase formulas in the
reconstruction theory for Hamiltonian systems with symmetries [2, 14].
The question on the phase splitting naturally appears in the spectral
problems for quantum systems in the semiclassical approximation [12, 13].
Here, the classical geometric phase defines a correction to the Bohr-Sommer-
feld quantization rule and the dynamical phase gives an excitation of the
classical energy level. In this context, one of the possible applications of
our results is related to the computation of semiclassical spectra of spin-like
quantum systems whose classical limits are just periodic Lie systems.
2 The Floquet theory for periodic Lie systems
The classical Floquet theory for linear periodic systems [19] can be natu-
rally extended to the nonlinear case. Suppose we start with a time-periodic
dynamical system on a smooth manifold M :
dx
dt
= Xt(x), x ∈M. (2.1)
Here Xt is a smooth time-dependent vector field on M which is 2pi-periodic
in t, Xt+2pi(x) = Xt(x). We assume that Xt is complete. Let Fl
t :M →M
be the flow of Xt,
dFlt(x)
dt
= Xt ◦ Fl
t(x), Fl0 = idM .
From the periodicity condition and standard arguments, it follows that
Flt+2pi = Flt ◦ Fl2pi ∀ t ∈ R. (2.2)
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The diffeomorphism Fl2pi ∈ Diff(M) is called the monodromy of (2.1). Sys-
tem (2.1) is said to be reducible if there exists a time-dependent diffeo-
morphism on M , 2pi-periodic in t, which transforms the system into an
autonomous one. Observe that the reducibility property is equivalent to the
Floquet representation for the flow of Xt:
Flt = P t ◦ Ξt, (2.3)
where Ξt : M → M is a one-parameter group of diffeomorphisms, Ξt+τ =
Ξt ◦ Ξτ and P t : M → M is a time-dependent diffeomorphism such that
P t+2pi = P t. Indeed, if there exists a 2pi-periodic change of variables
x 7→ y = (P t)−1(x), P 0 = idM , (2.4)
transforming (2.1) to the system
dy
dt
= Y (y), (2.5)
with time-independent vector field
Y =
d(P t)−1
dt
◦ P t + (P t)−1∗ Xt, (2.6)
then (2.3) holds, where the one-parameter group Ξt is defined as the flow
of Y . Conversely, if the flow admits decomposition (2.3) for some Ξt and
P t, then the 2pi-periodic transformation (2.4) reduces system (2.1) to the
form (2.5) with Y (y) =
d
dt
∣∣∣
t=0
Ξt(y). We get the following reducibility
criterion: time-periodic system (2.1) is reducible if and only if there exists
a one-parameter group of diffeomorphisms Ξt :M →M such that
Fl2pi = Ξ2pi. (2.7)
Therefore, as in the linear case, the reducibility of system (2.1) is completely
controlled by its monodromy.
It is also useful to introduce the notion of relative reducibility. Let
G ⊂ Diff(M) be a subgroup of diffeomorphisms on M . Assume that the
flow Flt takes values in G, that is, Flt ∈ G for all t ∈ R. Then, we say that
system (2.1) is reducible relative to G (or, shortly, G-reducible), if one can
choose a reducibility, time-dependent, diffeomorphism P t in (2.4), (2.5) to
be a 2pi-periodic curve in the subgroup G. The criterion above is modified
as follows: the G-reducibility of system (2.1) is equivalent to the existence of
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a one-parameter subgroup {Ξt} in G which passes through the monodromy
at t = 2pi.
In general, the question on the embedding of the monodromy into a
one-parameter group of diffeomorphisms is a difficult task. Our point is to
discuss this problem for a special class of time dependent dynamical systems
on G-spaces, namely, the Lie systems [3].
Suppose that the manifold M is endowed with a smooth left action
Φ : G×M → G of a real connected Lie group G. For every g ∈ G, denote by
Φg : M → M the diffeomorphism given by Φg(x) = Φ(g, x) for all x ∈ M .
Fixing x ∈ M , we define also the smooth mapping Φx : G → M letting
Φx(g) = Φ(g, x). Let g be the Lie algebra of G. By a periodic Lie system
on M associated with the G-action we mean the following non-autonomous
system
dx
dt
= TeΦ
x(φ(t)), x ∈M (2.8)
where TeΦ
x : g → TxM is the tangent map of Φ
x at the identity element
e and R ∋ t 7→ φ(t) ∈ g is a smooth 2pi-periodic curve in the Lie algebra,
i.e. φ(t+ 2pi) = φ(t). The vector field Xt(x) = TeΦ
x(φ(t)) of this system is
represented as a linear combination of the infinitesimal generators of the G-
action with time-periodic coefficients. In general, Xt is not G-invariant but
the trajectories of (2.8) belong to the orbits of the G-action. Let Lg : G→ G
and Rg : G → G denote the left and right translations by an element g ∈
G, respectively. One can associate to (2.8) the following non-autonomous
system in G
dg
dt
= TeRg(φ(t)), g ∈ G. (2.9)
System (2.9) is complete because its vector field is time-periodic and right
invariant. Since the right invariant vector fields are the infinitesimal gener-
ators of the action of G on itself by the left translations, system (2.9) can
also be viewed as a periodic Lie system associated with this left G-action.
Consider the solution R ∋ t 7→ f(t) ∈ G to the initial value problem
df
dt
= TeRf (φ(t)), f(0) = e. (2.10)
Then, we have the following relationship between the flow Flt of system (2.8)
and the solution f(t) of system (2.10):
Flt = Φf(t). (2.11)
In particular, the flow of system (2.9) is given by g 7→ Lf(t)g. In analogy
with the linear case, we will call f(t) the fundamental solution of the periodic
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Lie system (2.9) on G. In terms of the fundamental solution, the property
(2.2) for the flow of (2.9) reads f(t+2pi) = f(t) ·m. Here m := f(2pi) ∈ G is
said to be the monodromy element of (2.9). It follows from (2.11) that the
monodromy of system (2.8) is represented as Fl2pi = Φm. Let GG,Φ = {Φg,
g ∈ G} be the subgroup of diffeomorphisms onM generated by the G-action.
Then, formula (2.11) says that Flt ∈ GG,Φ and hence one can talk on the
reducibility of (2.8) relative to the group GG,Φ.
Assume that the monodromy element m lies in the image of the expo-
nential map exp : g → G,
m = exp k, (2.12)
for a certain k ∈ g. This implies that the Floquet representation for the
fundamental solution reads
f(t) = Lp(t)
(
exp
(
tk
2pi
))
, (2.13)
where t 7→ p(t) is a 2pi-periodic curve in G with p(0) = e. It follows from
here and (2.11) that the monodromy Fl2pi satisfies condition (2.3) for the
one-parameter group of diffeomorphisms Ξt = Φexp( tk
2pi
) and hence system
(2.8) is GG,Φ-reducible. Therefore, under the 2pi-periodic change of variables
(2.4) with
P t = Flt ◦ Φexp(− tk
2pi
) = Φp(t),
system (2.8) is transformed to the autonomous Lie system of the form
dy/dt = TeΦ
y( k2pi ). Condition (2.12) becomes also necessary for the re-
ducibility under a natural assumption on the G-action. We have the follow-
ing criterion: if the action Φ of G on M is faithful, then property (2.12) is a
sufficient and necessary condition for the GG,Φ-reducibility of system (2.8).
In particular, periodic Lie system (2.9) is reducible relative to the group of
left translations on G if and only if (2.12) holds.
One can also show that if the G-action is not faithful, then the criterion
of the GG,Φ-reducibility for system (2.8) leads to the following representation
for the monodromy element:
m = m0 · exp k, (2.14)
for a certain element m0 in the kernel of the homomorphism g 7→ Φg. In
this case, system (2.9) in G is not necessarily reducible. In terms of the
monodromy of (2.8), reducibility condition (2.14) reads Fl2pi = Φexp k.
Consider the following important class of periodic Lie systems associated
with linear representations of G. Let Ad : G × g → g be the adjoint action
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of the Lie group G on its Lie algebra, Adg = TgRg−1 ◦TeLg. Taking Φ = Ad
and M = g for (2.8), we get the following Lie system
dx
dt
= adφ(t)x, x ∈ g, (2.15)
which is called a periodic linear Euler system on g. Here adφ : g → g is the
adjoint operator, adφy = [φ, y]. It follows from (2.11) that the flow of (2.15)
is Flt = Adf(t), where f(t) is the fundamental solution in (2.10). Therefore,
Fl t takes values in the adjoint group Ad g of the Lie algebra g, which is
generated by the elements exp(adz), for z ∈ g. Since G is connected, the
kernel of the adjoint representation g 7→ Adg coincides with the center Z(G)
of the Lie group. Then, the Ad g-reducibility of linear Euler equation (2.15)
is equivalent to representation (2.14) for some m0 ∈ Z(G) and k ∈ g. In
terms of the monodromy M = Adm of (2.15), the reducibility criterion says
that M = exp(adk).
Remark that the reducibility condition (2.12) automatically holds in the
case when G belongs to the class of exponential Lie groups which includes,
for example, the Lie groups of compact type [8, 9, 17]. If the Lie group G
is not exponential, then one can apply the following criterion. Assume that
the monodromy element m is regular and the isotropy subgroup Gm = {α ∈
G
∣∣ α ·m = m · α} is connected. Then, it follows that Gm is abelian [9] and
hence, (2.12) holds.
Example 2.1 Let G = SO(3) be the compact Lie group of all orthogonal
3 × 3 matrices g with det g = 1 and g = so(3) its Lie algebra of skew-
symmetric matrices. A periodic Lie system on SO(3) is written as
dg
dt
= (Λ ◦ w(t)) · g, (2.16)
where t 7→ w(t) ∈ R3 is a 2pi-periodic vector function and Λ ◦ x denotes the
matrix of the cross product in R3, (Λ ◦x)y = x× y. Under the identification
of so(3) with R3, the corresponding periodic linear Euler system takes the
form
dx
dt
= w(t)× x, x ∈ R3. (2.17)
Since the monodromy element m ∈ SO(3) of (2.16) is a rotation in R3, we
have m = expΛ ◦ ν for ν ∈ R3. Therefore, systems (2.16) and (2.17) are
reducible.
The next example is related to the reducibility of periodic linear Hamil-
tonian systems on R2 [19].
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Example 2.2 Consider the special linear group G = SL(2;R) of all real
2 × 2 matrices with determinant one. The corresponding Lie algebra g =
sl(2;R) consists of traceless 2×2 matrices. A periodic Lie system in SL(2;R)
is of the form
dg
dt
=
[
a1(t) a2(t)
a3(t) −a1(t)
]
· g, (2.18)
where ai(t) (i = 1, 2, 3) are 2pi-periodic, real functions. It is well-known [8, 9]
that the exponential map for SL(2;R) is not surjective. The monodromy
element m ∈ SL(2;R) of (2.18) has the representation m = ± exp k, for
k =
[
k1 k2
k3 −k1
]
. Moreover, m is in the image of the exponential map if
and only if tr m > −2 or m = −I. In the opposite case, system (2.18) is
not reducible. Identifying sl(2,R) with R3, we can write the periodic linear
Euler system associated with (2.18) in the form
dx
dt
= I(w(t)× x), x ∈ R3, (2.19)
where I = diag(1, 1,−1) and w(t) = (2a1(t),−a2(t) − a3(t), a2(t) − a3(t)).
The kernel of the adjoint representation of SL(2;R) is the two element group
{I,−I}. The adjoint group of sl(2;R) is isomorphic to the Lorentz group
SO+(2, 1) which is exponential [8]. Therefore, linear Euler system (2.19) is
reducible since for its monodromy M ∈ SO+(2, 1) we have M = exp I(Λ◦v),
for v = (2k1,−k2 − k3, k2 − k3) ∈ R
3.
3 The Mapping D
Denote by C∞e (R, G) the set of all smooth curves α(t) : R → G in the Lie
group with α(0) = e, and C∞(R, g) the set of all smooth curves in the Lie
algebra g. Introduce the mapping D : C∞e (R, G)→ C
∞(R, g) given by
Dα(t) := Tα(t)Rα(t)−1
(
dα
dt
(t)
)
∈ g.
Then, in terms of D, equation (2.10) for the fundamental solution f(t) is
rewritten as follows
Df = φ. (3.1)
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Moreover, for any a ∈ g and α, β ∈ C∞e (R, G), the following identities hold
[9]:
D(exp ta) = a, (3.2)
Dα−1(t) = −Adα−1(t)Dα(t), (3.3)
D(Lαβ)(t) = Dα(t) + Adα(t)Dβ(t), (3.4)
d
dt
Adα(t) = adDα(t) ◦ Adα(t). (3.5)
Let σ be a parametrized surface in G given by a smooth map R2 ∋
(s, t) 7→ σ(s, t) ∈ G. Denote by Ds and Dt the mappings which act on the
s-parameter and t-parameter families of curves σt and σs associated with σ,
respectively,
Dsσ(s, t) := Dσt(s) ≡ Tσ(s,t)Rσ(s,t)−1
(
∂σ(s, t)
∂s
)
,
Dtσ(s, t) := Dσs(t) ≡ Tσ(s,t)Rσ(s,t)−1
(
∂σ(s, t)
∂t
)
.
One can show that the relationship between these two mappings is given by
the “zero curvature” type equation:
∂Dtσ
∂s
−
∂Dsσ
∂t
+ [Dtσ,Dsσ] = 0. (3.6)
4 Dynamic and Geometric Phases
Suppose we start with a family of periodic Lie systems in G of the form
(2.9) associated with a s-parameter family {φs} of closed curves in g given
by a C∞ mapping [0, 1] × R ∋ (s, t) 7→ φ(s, t) ∈ g with
φ(s, t+ 2pi) = φ(s, t), (4.1)
φ(0, t) = 0. (4.2)
Let f(s, t) be the parameter dependent fundamental solution,
df(s, t)
dt
= TeRf(s,t)(φ(s, t)), f(s, 0) = e. (4.3)
It is clear that f(s, t) is smooth in both variables s and t. Moreover,
f(0, t) = e because of (4.2). Assume that the family of periodic Lie sys-
tems is uniformly reducible, that is, for every s ∈ [0, 1], the monodromy
element has the representation
m(s) = f(s, 2pi) = exp k(s), (4.4)
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for a certain k(s) ∈ g, smoothly varying in s and such that k(0) = 0.
Consider the G-valued function
p(s, t) = Lf(s,t) exp
(
−
tk(s)
2pi
)
, (4.5)
with properties
p(s, t+ 2pi) = p(s, t), (4.6)
p(s, 0) = e, (4.7)
p(0, t) = e. (4.8)
Applying the mapping Dt to both sides of (4.5) and by using (3.1), (3.2)
and (3.4), we derive the identity
k(s)
2pi
= Adp(s,t)−1
(
φ(s, t)−Dtp(s, t)
)
.
Integrating this equality in t over [0, 2pi] gives
k(s) =
∫ 2pi
0
Adp(s,t)−1
(
φ(s, t)
)
dt−
∫ 2pi
0
Adp(s,t)−1
(
Dtp(s, t)
)
dt. (4.9)
By using (3.3), (3.6) and (4.8), we compute the second term in (4.9):
∫ 2pi
0
Adp(s,t)−1
(
Dtp(s, t)
)
dt = −
∫ 2pi
0
Dtp
−1(s, t)dt
= −
∫ 2pi
0
∫ s
0
∂
∂u
(Dtp
−1(u, t))dudt+
∫ 2pi
0
Dtp
−1(0, t)dt
=
∫ s
0
(−Dup
−1(u, 2pi) + Dup
−1(u, 0))du
−
∫ 2pi
0
∫ s
0
[Dup
−1(u, t),Dtp
−1(u, t)]dudt.
The first summand in the last formula vanishes because of (4.6), (4.7). Sum-
marizing, we get the following result.
Theorem 4.1 For every s ∈ [0, 1], the log phase k(s) in (4.4) has the de-
composition
k(s) = kdyn(s) + kgeom(s), (4.10)
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where
kdyn(s) =
∫ 2pi
0
Adp−1(s,t)φ(s, t)dt, (4.11)
kgeom(s) =
∫ 2pi
0
∫ s
0
[Dup
−1(u, t),Dtp
−1(u, t)]dtdu. (4.12)
The components kdyn(s) and kgeom(s) will be called the dynamic and
geometric phases of the family of periodic Lie systems, respectively. Now,
let us give interpretations of kdyn(s) and kgeom(s) in terms of the Poisson
geometry and Hamiltonian dynamics on the dual space (the co-algebra) g∗
of g. Let Φ : G× g∗ → g∗ be the left action of G on the co-algebra g∗ given
by Φg = Ad
∗
g−1 , where Ad
∗
α : g
∗ → g∗ is the co-adjoint action of the Lie
group. Then, Lie system (2.8) associated to such action and the function
φ = φ(s, t) gives the family of periodic linear Euler systems on g∗:
dξ
dt
= −ad∗φ(s,t)ξ, ξ ∈ g
∗. (4.13)
It follows from (2.11) that the flow (the fundamental solution) of (4.13) is
given by Flt = Ad∗f−1(s,t), where f(s, t) is the G-valued fundamental solution
in (2.10). Taking into account (2.11), we get that the monodromy of (4.13)
is of the form Fl2pi = exp(−ad∗k(s)). For every s, system (4.13) represents
a time-dependent Hamiltonian system relative to the “plus” Lie-Poisson
bracket on g∗ [15] and the function Ht(ξ) = −〈ξ, φ(s, t)〉. Here, we denote
by 〈 , 〉 the pairing between vectors and covectors. Pick a point µ ∈ g∗.
Then, in terms of the time-dependent Hamiltonian Ht : g
∗ → R, we have
the following representation for the dynamical phase
〈µ, kdyn(s)〉 = −
∫ 2pi
0
Ht(Ad
∗
p−1(s,t)µ)dt. (4.14)
Here p(s, t) is defined by (4.5). Let O ⊂ g∗ be the co-adjoint orbit passing
through the point µ. Fix s ∈ [0, 1] and consider the oriented cylinder C2s =
[0, s]×S1 with coordinates (s, u mod 2pi). Define the C∞ mapping F : C2s →
g∗ by F (u, t) = Ad∗p−1(u,t)µ. It is clear that the image of C
2
s under F lies in
the co-adjoint orbit, F (C2s ) ⊂ O. Moreover, F ({0}×S
1) = µ. Let ωO be the
symplectic form (the Kirillov form) on O which is given by
ωO(ad
∗
xη, ad
∗
yη) = 〈η, [x, y]〉, (4.15)
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for η ∈ O and x, y ∈ g. Taking into account properties (3.3), (3.5), we
compute
∂F (u, t)
∂t
= −ad∗Dtp(u,t)F (u, t),
∂F (u, t)
∂u
= −ad∗Dup(u,t)F (u, t).
Putting these formulas into (4.15) and using again (3.3), we get
ωO
(
∂F
∂u
,
∂F
∂t
)
= 〈F (u, t), [Dup(u, t),Dtp(u, t)]〉
= 〈Ad∗p−1(u,t)µ, [Dup(u, t),Dtp(u, t)]〉
= 〈µ, [Dup
−1(u, t),Dtp
−1(u, t)]〉.
Comparing this with (4.12) leads to the following representation for the
geometric phase
〈µ, kgeom(s)〉 =
∫
C2s
F ∗ωO. (4.16)
If the mapping F is regular, then the right hand side of (4.16) is the sym-
plectic area of the oriented surface Σs = F (C
2
s ) in O whose boundary is
the loop γs = {ξ = Ad
∗
p−1(u,s)µ}. Notice that formulas (4.14) and (4.16)
remain also valid if µ = µ(s) varies smoothly with s and lies at a co-adjoint
orbit O for all s ∈ [0, 1]. In the case when ad∗k(s)µ(s) = 0, the parametrized
curves γs are periodic solutions of linear Euler system (4.13) and the values
〈µ(s), kdyn(s)〉 and 〈µ(s), kgeom(s)〉 correspond to the dynamic and geomet-
ric parts in the splitting of Floquet exponents of cyclic solutions of (4.13)
(for more details, see [10, 18]).
Remark 4.2 If instead of (4.1) we have
φ(s, t+ T (s)) = φ(s, t)
for a certain smooth positive function T (s), then the geometric phase of
the corresponding family of periodic Lie systems is given by (4.16) and the
formula for the dynamic phase is modified as follows
〈µ, kdyn(s)〉 = −
∫ T (s)
0
Ht(Ad
∗
p−1(s,t)µ)dt. (4.17)
Here p(s, t) = Lf(s,t) exp
(
− tk(s)
T (s)
)
is a T (s)-periodic in t for each s.
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Now, using the above results, we introduce dynamical and geometric
phases for an individual periodic Lie system (2.9) satisfying reducibility
condition (2.12) for a certain element k ∈ g. Consider the loop Γ : t 7→ p(t)
in G, based at e, where p(t) = f(t) exp(−tk/2pi) is the 2pi-periodic, G-valued
function corresponding to the periodic factor in the Floquet representation.
Then, Γ depends on the choice of k in (2.12), but it is easy to see that the
homotopy class [Γ] of Γ in pi1(G) is independent of any such choice. Assume
that, [Γ] is trivial. In this case, we say that the reducible periodic Lie system
is contractible. This condition means that we can fix a smooth homotopy
in G of the loop Γ to the unity e which is given by a C∞ function p(s, t)
satisfying (4.8) and p(1, t) = p(t). Pick an arbitrary C∞ function k(s) on
[0, 1] with k(0) = 0 and k(1) = k. For example, one can put k(s) = sk.
Then, we define
φ(s, t) :=
1
2pi
Adp(s,t)k(s) + Dtp(s, t). (4.18)
Clearly, this function satisfies properties (4.1), (4.2) and φ(1, t) = φ(t).
Therefore, we have proved that the original Lie system is included into a
smooth family of reducible periodic Lie systems on G associated with φ in
(4.18) which is contractible to the trivial system g˙ = 0. Applying formulas
(4.14), (4.16) to this family, we arrive at the final result.
Theorem 4.3 Assume that a periodic Lie system
dg
dt
= TeRg(φ(t)), g ∈ G
is reducible, m ∈ exp(g), and contractible. Let p(s, t) be an arbitrary smooth
homotopy of Γ to the identity e. Then, the monodromy element has the
representation
m = exp(kdyn + kgeom),
where the dynamic and geometric phases kdyn, kgeom ∈ g are given by
〈µ, kdyn〉 = −
∫ 2pi
0
Ht(F (1, t))dt, (4.19)
〈µ, kgeom〉 =
∫
[01]×S1
F ∗ωO (4.20)
for any µ ∈ g∗. Here F (s, t) = Ad∗p−1(s,t)µ, Ht(ξ) = −〈ξ, φ(s, t)〉 and O is
the co-adjoint orbit through µ.
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Remark that the dynamic phase (4.19) is independent of the choice of
a homotopy p(s, t). The elements kdyn and kgeom can be also called the
dynamical and geometric phases of the periodic Lie system (2.8) in the G-
space (M,G,Φ).
5 Some Applications
Consider the following dynamical system in g∗ ×G
dξ
dt
= −ad∗δh
δξ
ξ, (5.1)
dg
dt
= TeRg
(
δh
δξ
)
, (5.2)
where ξ ∈ g∗, g ∈ G and h : g∗ → R is a C∞ function and the element
δh
δξ
∈ g is defined by the equality 〈µ, δh
δξ
〉 = dξh(µ) [15]. This system comes
from a G-invariant Hamiltonian system in T ∗G under the identification of
T ∗G with g∗ × G by the right translations [15]. Suppose we are given a
one-parameter family of periodic trajectories γs : t 7→ ξs(t) of nonlinear
Euler system (5.1), ξs(t+ T (s)) = ξs(t) which are smoothly contractible to
a rest point ξ0(t) = η0, dη0h = 0. Putting these periodic solutions in second
equation (5.2), we get a family of periodic Lie systems on G associated with
the g-valued function
φ(s, t) =
δh(ξs(t))
δξ
. (5.3)
which satisfies the conditions (4.1) and (4.2). Let f(s, t) be the fundamen-
tal solution of (5.2), (5.3) and m(s) = f(s, T (s)) the monodromy element.
Assume that the periodic orbits belong to one and the same co-adjoint orbit
O,
ξ0s := ξs(0) ∈ O, ∀ s ∈ [0, 1].
Remark that ξs(t) is also a periodic solution of periodic linear Euler system
(4.13) with φ given by (5.3). This implies that for every s ∈ [0, 1], the
monodromy element m(s) lies in the isotropy subgroup of the co-adjoint
representation at ξ0s ,
m(s) ∈ Gξ0s = {α ∈ G | Ad
∗
αξ
0
s = ξ
0
s}.
The Lie algebra of Gξ0s is the isotropy gξ0s = {a ∈ g | ad
∗
aξ
0
s = 0}. Moreover,
we assume that Gξ0s is connected and the co-adjoint orbit O is regular. Then,
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Gξ0s is Abelian and exponential [9]. It follows that there exists a unique C
∞
curve [0, 1] ∋ s 7→ k(s) ∈ g such that k(s) ∈ gξ0s , k(0) = 0 and m(s) =
exp k(s). Applying the results of Section 4, we get that the total log phase
k(s) has decomposition (4.10), where kgeom(s) and kdyn(s) are given by
formulae (4.16) and (4.14), respectively. Taking into account that ξs(t) =
Ad∗p−1(s,t)ξ
0
s and evaluating kgeom(s) at µ = ξ
0
s , we get
〈ξ0s , kdyn(s)〉 =
∫ T (s)
0
〈ξ,
δh
δξ
〉
∣∣
ξ=ξs(t)
dt, (5.4)
〈ξ0s , kgeom(s)〉 =
∫
Σs
ωO, (5.5)
where Σs =
⋃
0≤s′≤s
γs′ is the oriented surface in O spanned by the periodic
trajectories. In particular, if h is a quadratic form, then 〈ξ, δh
δξ
〉 = 2h(ξ) and
〈ξ0s , kdyn〉 = 2T (s)h(ξ
0
s ). (5.6)
Here, we use the property that h is constant along γs. In the context of the
theory of reconstruction phases for simple mechanical systems, formulas like
(5.5) and (5.6) were derived in [2, 14]. In the case when G = SO(3), these
formulas lead to the well-known representations for the rigid body phases
[16].
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