In this paper, a subgroup least squares and a convex clustering are introduced for inferring a partially heterogenous linear regression that has potential application in the areas of precision marketing and precision medicine. The homogenous parameter and the subgroup-average of the heterogenous parameters can be consistently estimated by the subgroup least squares, without need of the sparsity assumption on the heterogenous parameters. The heterogenous parameters can be consistently clustered via the convex clustering. Unlike the existing methods for regression clustering, our clustering procedure is a standard mean clustering, although the model under study is a type of regression, and the corresponding algorithm only involves low dimensional parameters. Thus, it is simple and stable even if the sample size is large. The advantage of the method is further illustrated via simulation studies and the analysis of car sales data.
Introduction
The theory and methodology of precision marketing focus mainly on the problem of choosing the right strategic decision-making policies for selling the right products to the right customers at the right time, such that the companies can increase their profits (see, e.g., Zabin et al.; 2004, and You et al.; . In the procedure of precision marketing through certain pathways such as the internet, the individual information of potential customers is usually employed to promote personalized products. To describe such a procedure by a linear regression, for example, we use Y to denote the logarithm probability of purchasing a product by a customer, and use Z to denote some characteristics of customers, such as product packaging and appearance, and customer's age and gender. It is worth pointing out that different characteristic levels may have different effects on the consumer behavior. Thus, besides the homogenous components, the related heterogenous components should be included in the regression to precisely characterize the individual effects. We thus are interested in the following partially heterogenous linear regression model:
(1.1) consequently, the dimension of (θ
T is high and thus the algorithm is not stable. Another penalty-based method was introduced by Lin et al. (2017) , who employed a two-step method to identify both the homogenous parameter β and the maximum-risk subgroup of heterogeneous parameters θ i and then to build an upper expectation regression. Such a method only can recognize the maximum-risk subgroup, without the result about identifying the other subgroups. On the other hand, all the aforementioned methods require the sparsity assumption on the set {θ 1 , · · · , θ n }.
In the present paper, we introduce a subgroup least squares to consistently estimate the homogenous parameter β and the subgroup-averages of the heterogenous parameters θ i . Based on the consistent estimators, we suggest a convex clustering to identify the subgroups of θ i . Our methodology has the following salient features:
• Unlike the algorithms of the existing methods for regression clustering (see, e.g., 2016a and 2016b) , our algorithm is a standard convex clustering, without involving regression clustering. Then, the algorithm procedure only depends on the iterations of d Z -dimensional parameters in each step. Hence, it is simple and stable even the sample size n is large.
• On the other hand, the consistency of the estimator of β is free of the sparsity assumption on the set {θ 1 , · · · , θ n }. It makes sense for the case when our goal is only to estimate the homogenous effect X T β. However, the aforementioned methods cannot achieve this goal if without the sparsity assumption.
• Moreover, such a method can be extended to the case of estimating equationbased model.
The remainder of the paper is organized in the following way. In Section 2, the subgroup least squares is first defined, and then the consistent estimators of β and the subgroup-average of θ i are constructed, and finally the classification for the heterogenous parameters θ i and the corresponding algorithm are introduced. The theoretical properties of the proposed approach are given in Section 3. In Section 4, the finite sample properties of the proposed procedures are evaluated via simulation studies, and the proposed methods are further illustrated by analyzing car sales data. The proofs of the theorems and lemmas are provided in the appendix.
Methodology

Parameter estimation
Let A be an arbitrary subgroup of the index set G = {1, · · · , n}, and |A | be the size of A , i.e., the number of elements of A . Denote by W A the subgroup-average of vectors or matrices W i confined on A , namely,
For example, the subgroup-average of θ 1 , · · · , θ n confined on A is denoted by θ A = 1 |A | i∈A θ i . Particularly, when A = G , W G is written as W . For model (1.1), the subgroup least squares objective function confined on A is defined by 1
By taking the derivatives of the above objective function with respect to β and θ i for i ∈ A , and summing them over i ∈ A , we get the following estimating equations:
In the above two equations, however, the number of unknown parameters β and θ i with i ∈ A is larger than sample size |A |. We then need an approach to reducing the number of unknowns. It can be seen that
where
. As a result,
Similarly, we have
Thus, the estimating equations in (2.1) can be approximately expressed as
By solving the equations above, when A is chosen as G , the estimator of β is obtained as
and generally, the estimator of a subgroup-average θ A is attained as
Remark 2.1.
(1) Theorem 3.1 given in the next section ensures that the estimators in (2.3) and (2.4) are consistent estimators of β and θ A , respectively.
Particularly, if the parameters θ i with i ∈ G j ⊂ G are identical to θ 0 j , then θ G j is the consistent estimator of θ 0 j . (2) It can be seen that the constructions of above estimators are free of the sparsity condition. Also Theorem 3.1 shows that the consistency of the estimators is free of the sparsity condition.
Classification
Although the consistent estimators proposed above do not need the sparsity condition, for classification consistency, we require the following assumption:
where the subgroups G j and the number k of the subgroups are unknown in advance. Moreover, it is supposed that m j → ∞ as n → ∞, where m j = |G j | is the size of G j , i.e., the number of elements of G j .
This condition is commonly used in the literature on clustering and classification.
Note that here the number k of the subgroups may tend to infinity as n goes to infinity. The value of k characters the sparsity level of the index set G . More precisely, the larger value the number k has, the more sparse the index set G is.
More detailed condition will be given in the condition C6 in the next section.
Convex clustering
If the homogenous parameter β is given, it can bee seen from the model (1.1) that the LS-based estimating equation for each heterogenous parameter θ i is
, and identifying θ i is equivalent to identifying α i . We then estimate the common values α
, identify the subgroups G j ) by minimizing the following clustering criterion:
where · p is L p -norm and p γ (t, λ) is a given penalty function. Here the penalty is used to encourage the sparsity in the differences between α i and α j , i.e. flatness of the coefficient profiles α i as a function of i. In this paper, we only consider the MCP penalty (Zhang (2010)) defined as
where λ is the Lagrange multiplier, the parameter γ controls the concavity of the penalty function and is chosen as γ > 1.
Denote by α 1 , · · · , α n the estimators of α 1 , · · · , α n defined by minimizing (2. 5) and call them the pairwise fusion estimators. Then, the pairwise fusion estimators of θ 1 , · · · , θ n can be expressed as
Remark 2.2. It is worth pointing out that the regression coefficient β is consistently estimated before clustering, and the covariate Z i is absorbed into α i (i.e., θ i is replaced by α i ). Thus, the resulting criterion (2.5) is a standard convex clustering (see, e.g., Chi and Lange; 2014) , and the related algorithm is much easier than that designed for regression (see 2016b) . Moreover, the algorithm only involves the d Z -dimensional parameters, implying that it is stable; for the details see the next subsection.
Algorithm
We use the alternating direction method of multipliers (ADMM) to tackle the task of computation (Chi and Lange; 2014) . To this end, we first recast the objective function (2.5) as the constrained objective function:
The augmented Lagrangian for criterion (2.7) is given by 
and κ, an equivalent form of (2.8) is
where v ij = v ij −η −1 κ ij , and C is independent of α. Take the derivative of L(α|v, κ) with respect to α i and let the derivative to be zero. We get the analytical solution of α i as
Then, the algorithm can be separated into the following steps:
Step 1. Choose the initial values κ (0) and v (0) of κ and v, respectively.
Step 2. For m = 1, 2 · · · , and i = 1, · · · , n, calculate
Step 3.
Step 4. For j = 1, · · · , n, update v ij and κ ij respectively as
Step 5. Terminate the algorithm if the stopping rule is met at step m + 1. Then,
are the final choices. Otherwise, repeat the above steps.
Step 6. After identifying G j , the final estimator of θ 0 j is the following subgroupaverage estimator:
For the calculation steps, we have following explanations: Remark 2.3. (1) The proposed estimators and algorithm depend on the tuning parameter λ. We can estimate it by the commonly used methods such as CV given in Fan and Li (2001) . (2) Like the convergence of the ADMM, the convergence of the above algorithm can be guaranteed for any η > 0; for details see Chi and Lange (2014) . (3) The algorithm above only involves the iterations of the d Z -dimensional parameters. Thus, it is simple and stable.
Theoretical properties
We first establish the asymptotic normality for regression coefficient estimator (2.3) and subgroup-average estimator (2.4). Because of the heterogeneity of θ i , i = 1, · · · , n, we need the following controllability condition to get certain theoretical conclusions.
, and Ψ and Λ A are some positive definite matrices. This condition means that the level of the heterogeneity of θ i should be in a certain range. Intuitively, the condition is similar to the notion that a random variable has a finite variance. The condition is common, and under the sparsity condition C1
with small k, for example, the condition is satisfied. Write
and denote by β 0 and θ 0 A the true values of β and θ A respectively. The following theorem states the asymptotic normality. 
For the theorem, we have the following explanations.
Remark 3.1. 1) The consistency of the two estimators is free of the sparsity level k given in C1. However, the existing methods such as penalty-based methods cannot achieve the estimation consistency if without the sparsity condition (see, e.g., Lin et al.; 2016, Ma and Huang; 2016, and Guo et al.; .
2) From the theorem we see that when Ψ and Λ A are large, the two estimators have a large estimation variance, implying that a strong heterogeneity of θ i can reduce the estimation efficiency.
In the following, we focus on the asymptotic property of the pairwise fusion estimators θ 1 , · · · , θ n defined by (2.6). This is the most key for classification. To this end, we first introduce the following notations. Suppose without loss of generality that the subgroups G j , j = 1, · · · , k, are orderly separations of G such that
an m j -dimensional vector with all the elements equal to 1. For any vector ζ = (ζ 1 , · · · , ζ m ) T , denote ζ ∞ = max 1≤l≤m |ζ l |, and for any matrix A = (a ij )
If the group structure in C1 was known beforehand, the oracle estimators of
and Θ being the parameter space of α i . The estimators in (3.2) can be further rewritten as
where " • " denotes the Hadamard product. Denote
For the oracle estimators, we have the following asymptotic normality.
Lemma 3.2. If condition C1 and the conditions of Theorem 3.1 hold, then, for any vector a n ∈ R kp , the oracle estimators have the following asymptotical normality:
From the lemma, we have the following findings.
Remark 3.2. Although the oracle estimator α o i is consistent, unlike the estimator for the homogeneous parameter β, which has the standard convergence rate of order √ n, the oracle estimator α o i has a slower convergence rate of order √ m j for some j. It is because, as shown by the proof of the theorem, actually the oracle estimator
is constructed mainly by the data with indices in G j . In order to establish the related asymptotic theory, we need the following conditions:
n/|q| max ≥ c 1 when n is large enough, where the constant c 1 > 0.
C4. The error vector
2 ) for any vector a ∈ R n and x > 0, where the constant 0 < c 2 < ∞.
] < ∞ for some constant 0 < δ < 1.
The condition C3 is mild clearly. The condition C4 is commonly used in highdimensional settings. We need the condition C5 together with the first assumption in the condition C6 to guarantee the convergence rate in Central Limit Theorem (see, e.g., Osipov and Petrov 1967) . The first assumption in the condition C6 implies the sparsity of the index set G . The second assumption in the condition C6 is required only for a certain covariance structure in the asymptotic normality given below.
Denote φ n = |G | −1 min √ n log n and
where c 1 and c 2 are defined in C1 and C2 respectively, and ϕ(u) is a certain function, defined in the region u > 0, bounded and non-increasing with lim u→∞ ϕ(u) = 0. We have the following lemma.
Lemma 3.3. Under the conditions C1-C6, we have that with probability at least
where α o j is the true value of α 0 j . Consequently, the oracle estimators defined in (3.1) satisfy
From the condition C6, we see that φ n → 0 and δ n → 0 as n → ∞, implying the oracle estimators are strongly consistent. For further conclusion, we write
We have the following lemma.
Lemma 3.4. Under the conditions Lemma 3.2, if b n > γλ and λ ≫ φ n , then the pairwise fusion estimators α 1 , · · · , α n defined by minimizing (2.5) satisfy
By combining the above lemmas, we get the following theorem.
Theorem 3.5. If the conditions of Lemma 3.4 hold, then, for any vector a n ∈ R kp , the pairwise fusion estimators α 1 , · · · , α n have the following asymptotical normality:
Finally, by the relation between θ 1 , · · · , θ n and α 1 , · · · , α n , we attain the following corollary.
Corollary 3.6. If the conditions of Lemma 3.4 hold, then, for any vector a n ∈ R kp , the pairwise fusion estimators θ 1 , · · · , θ n have the following asymptotical normality:
Similar to Remark 3.2, we have the following remark. Example 1 (Single treatment effect). In this experiment, the data are generated from the heterogeneous model with univariate Z as
where random variables X i = (X i1 , X i2 , X i3 ) T come from a 3-dimensional normal distribution with mean 0, variance 1 and correlation coefficient ρ = 0.3, variables Z i follow the normal distribution with mean µ and variance σ 2 , and the error terms
. With different choices of pair (µ, σ), we may get the different values of coefficient of variation σ/µ. In the procedure of simulation, the homogenous coefficients are set as β = (2, 2, 2) T , the heterogenous coefficients θ i are randomly divided into two subgroups with equal probabilities, i.e., P (j ∈ G 1 ) = P (j ∈ G 2 ) = 0.5, and θ j = θ 0 1 for j ∈ G 1 and θ j = θ 0 2 for j ∈ G 2 . For different choices of (µ, σ), θ 0 j and sample size, the simulation results are reported in Table 1 and Table 2 . From the two tables, we have the following conclusions.
(1) Generally speaking, with the decrease of coefficient of variation σ/µ, our method has a great improvement. Contrarily, Ma's method performs badly for the case with small value of σ/µ.
(2) For the case with large value of σ/µ, the difference between ours and Ma's is not significant.
(3) It is clear that the estimation and classification of our method are more robust than those of Ma's method under the criterion of standard deviation (std). Example 2 (Two treatment effects). In this experiment, the data are generated from the heterogeneous model with 2-dimensional heterogenous coefficients as
The other experiment condition are the same as those as in Experiment 1 except that Z i follow a 2-dimensional normal distribution as
Also for the heterogenous coefficients θ j , we randomly divide them into two subgroups with equal probabilities, i.e., P (j ∈ G 1 ) = P (j ∈ G 2 ) = 0.5, and θ j = The simulations results are presented in Table 3 , Table 4 and Table 5 . For each term in Table 4 and Table 5 , the above numerals are the simulation results of (θ (1) By comparing the numerical behaviors of our method with those of Ma's displayed in Table 3, Table 4 and Table 5 , we get the same comparative conclusions for both methods as in Experiment 1.
(2) On the other hand, by comparing the numerical results in Table 3, Table 4 and Table 5 with those in Table 1 and Table 2 , we can see that the behaviors of our method are robust to the change of the dimension of Z in the selected range. Example 3 (Non-sparsity model). In this experiment, we consider the following non-sparsity model:
where X and Z are 3-dimensional variables. Here the non-sparsity means that most of the parameters θ 1 , · · · , θ n are different. In this case, the parameters θ 1 , · · · , θ n are inestimable. However, by Theorem 3.1, our estimator β defined in (2.3) is a consistent estimator of β. In the following, we will illustrate this point of view. In the simulation procedure, β is set as β = (2, −2, 3)
T , and for non-sparsity, θ 1 , · · · , θ n are generated from 3-dimensional normal distribution N(31, 4I). For a comprehensive comparison, we consider the following cases:
with σ ij = 0.8 |i−j| .
Furthermore, the correlation coefficient betweens each components of X and Z are the same as ρ. We compare our method with the ordinary least squares estimator β LS that ignores the inestimable parts θ i . The simulation results are listed in Table   6 . We have the following findings.
(1) It can be proved that when Z has zero expectation and is uncorrelated with X, the OLS estimator is consistent theoretically. Even in this case, our estimator is much better than the OLS estimator in the sense that ours has smaller MSE and std.
(2) For all the cases, our estimator is always consistent and is much better than the OLS estimator.
(3) Our estimator is robust to the correlation between X and Z, while the OLS estimator is very sensitive to the correlation. 
Real data analysis
In this section, we use real data to demonstrate the effectiveness of our method. The car sales data of USA are used to judge whether a potential consumer will buy an American car or a Japanese car according to his/her several characteristics. The data can be accessed at http://www-stat.wharton.upenn.edu/∼waterman/fsw/baur/assigtxt.htm.
The dataset contains 259 consumption records, and each record consists of a binary response Y and the covariate vector X that has six components X (j) , j = 1, · · · , 6, where
• Y is the categorical variable with categories 0 (the Japanese car) and 1 (the American car);
• X (1) is the consumer's age from 18 to 60;
• X (2) is the consumer's gender with categories 0 (female) and 1 (male);
• X (3) is the binary covariate: "if consumer's age is 25", with values 0 (No) and 1 (Yes);
• X (4) is the consumer's marital status with categories 0 (single) and 1 (married);
• X (5) is the favourable size of a consumer, the possible levels being 0-2 (2 largest);
• X (6) is the type of car with categories 0 (Work), 1 (Sporty) and 2 (Family);
Without loss of generality, we standardize each component in X so that it has mean 0 and variance 1. For the response, we use the following transformation:
where a = 0.01, b = 1.01.
We first use a homogenous linear regression Y = X T β + ǫ to fit this dataset. By least square estimate, we get the estimator β of β, and the corresponding residual sum of squares as RSS=
β, the fitted value of Y i . Such a relatively large value of RSS implies that the homogenous linear fitting may be unreasonable. Therefore, a natural treatment is to examine if a heterogenous linear regression can fit the dataset better. To this end, we first try the following partially heterogenous linear models with single heterogenous coefficient as Table 7 , we see that Model 4 and Model 5 that respectively contain can reduce the RSS obviously. Then, we combine the covariates X (4) and X (5) together as the heterogenous part to reconstruct the following heterogenous model: 
By the result above and the estimator (2.3), we have
Note that 
and then is asymptotically identically distributed as
Therefore, In the following, we prove the second result. By model (1.1), the estimator (2.4) can be expressed as
As shown above, √ n Ω ( β − β) is asymptotically identically distributed as
The above results imply that √ n θ A − θ A is asymptotically identically distributed as (ZZ T A )
It can be easily verified that the above is asymptotically distributed as following normal distribution:
Then, Furthermore,
Then, when n is large enough,
q ij ǫ j > n log n ≤ kd Z P n j=1 q ij ǫ j > n log n ≤ 2kd Z exp (−c 1 c 2 log n) = 2kd Z n −c 1 c 2 .
Note that m 
Therefore, by combining the conclusions above, we have that with probability at least 1 − δ n , the following holds: Then, the remainder of proof is the same as that of proving Theorem 2 of Ma and Huang (2016a) .
Proof of Theorem 3.5. It follows directly from Lemmas 3.2-3.4.
