We present a coarse-grained particle-based simulation technique for modeling flow of complex soft matter fluids such as polymer solutions in the presence of solid interfaces. In our coarse-grained description of the system, we track the motion of polymer molecules using their centers-of-mass as our coarse-grain co-ordinates and also keep track of another set of variables that describe the background flow field. The coarse-grain motion is thus influenced not only by the interactions based on appropriate potentials used to model the particular polymer system of interest and the random kicks associated with thermal fluctuations, but also by the motion of the background fluid. In order to couple the motion of the coarse-grain co-ordinates with the background fluid motion, we use a Galilean invariant, first order Brownian dynamics algorithm developed by Padding and Briels [J. Chem. Phys. 141, 244108 (2014)], which on the one hand draws inspiration from smoothed particle hydrodynamics in a way that the motion of the background fluid is efficiently calculated based on a discretization of the Navier-Stokes equation at the positions of the coarse-grain coordinates where it is actually needed, but also differs from it because of the inclusion of thermal fluctuations by having momentumconserving pairwise stochastic updates. In this paper, we make a few modifications to this algorithm and introduce a new parameter, viz., a friction coefficient associated with the background fluid, and analyze the relationship of the model parameters with the dynamic properties of the system. We also test this algorithm for flow in the presence of solid interfaces to show that appropriate boundary conditions can be imposed at solid-fluid interfaces by using artificial particles embedded in the solid walls which offer friction to the real fluid particles in the vicinity of the wall. We have tested our method using a model system of a star polymer solution at the overlap concentration. Published by AIP Publishing. [http://dx
I. INTRODUCTION
The flow of complex soft matter involving mesoscopic particles can be described, in principle, by simultaneously solving the coupled deterministic equations of motion of all the atoms present in the system. 1, 2 However, when dealing with processes occurring in soft matter systems over substantially longer length and time scales, typically several orders of magnitude higher than those occurring at the atomic level, this becomes computationally very expensive, rendering it practically impossible to solve the problem in this manner in a reasonable time-frame even with the state-of-the-art computers available today. Therefore, a computationally efficient solution is to simplify the description by lumping groups of atoms into coarse-grain sites which then interact with each other through effective interactions, thereby integrating out several internal degrees of freedom and making the problem tractable. 3, 4 Although it might seem too simplistic, it is interesting to notice that several phenomena in complex soft a) Authors to whom correspondence should be addressed. Electronic addresses: v.r.ahuja@utwente.nl and w.j.briels@utwente.nl matter systems such as polymer melts, polymer solutions, and worm-like-micellar solutions have actually been studied by restricting the focus just to the motion of the centers-of-mass of the mesoscopic particles therein. [5] [6] [7] [8] [9] [10] It is needless to say that one has to be conscious of the fact that when modeling a system with coarse-grain simulations using the positions of the centers-of-mass, several internal degrees of freedom have been eliminated, which need to be accounted for. For instance, the same set of positions of these centers-of-mass could have a different time evolution because of a different configuration of the eliminated degrees of freedom. Hence, the coarse-grain system can no longer be treated as deterministic. This can be achieved by updating the positions of the centers-of-mass of the mesoscopic particles through a stochastic differential equation such as Langevin or Brownian dynamics.
At the outset, we would like to clarify what we refer to as Langevin and Brownian dynamics throughout this paper. According to the terminology that we have employed, the motion of a mesoscopic particle moving through a stationary background according to Langevin dynamics is given by a second-order stochastic differential equation where the total force acting on the mesoscopic particle is given by a sum of three forces, viz., a driving force due to the interaction with other mesoscopic particles or an external force field, a frictional force proportional to the velocity of the particle but acting against it, and a random force, whose properties are calculated based on the fluctuation dissipation theorem, thereby serving as a thermostat. Dissipative Particle Dynamics (DPD), [11] [12] [13] for instance, uses a framework based on Langevin dynamics. However, for highly overdamped soft matter systems, where friction coefficients are large, the time scale over which the velocities get thermalized is much shorter than the time scale over which the positions of the particles change to any significant extent. In such cases, one can average over the velocities and use instead a first order stochastic differential equation to update the position of the particles, henceforth referred to as Brownian dynamics. 14, 15 Several phenomena in soft matter systems, ranging from viscoelasticity in polymer solutions, shear thinning behavior, alignment of colloids in viscoelastic fluids, dynamics of proteins, etc., have been studied using a framework based on Brownian dynamics or its variations. [8] [9] [10] [16] [17] [18] [19] [20] In order to study flow behavior of soft matter systems, the standard Brownian dynamics equations must be modified by the addition of a term that accounts for the velocity of the background material so that the friction is applied to the motion of the particles relative to the background velocity field. It is straightforward to do this if the background flow field is known a priori. However, for flows of soft matter systems through complex geometries involving solid interfaces, the flow field can be very complex and is not known a priori. The velocity of the background material at the position of the particle may be computed by averaging the drift velocity of the other particles in the vicinity of the particle itself. This has been done previously for the special case of shear flow of soft matter systems, where the velocity of the background material was calculated by spatio-temporally averaging the velocity of the particles in flow-oriented layers to study shear banding. [21] [22] [23] [24] [25] A more general momentum-conserving algorithm for modeling self-developing flows of complex fluids in any flow situation has been developed recently. 26 Using this algorithm, friction is applied to the relative motion of the coarse-grained particles with respect to the background fluid. A separate set of variables is used for describing the background fluid velocities, which are updated based on a discretization of the NavierStokes equation at the positions of the coarse-grain coordinates, in a way similar to Smoothed Particle Hydrodynamics (SPH). [27] [28] [29] [30] [31] This obviates the need to calculate the entire background flow field and instead calculates the flow field only at the positions of the coarse-grain coordinates, where it is actually needed. The background velocity at the position of a coarse-grained particle is also influenced by the forces acting on the coarse-grained particle due to its interaction with other coarse-grained particles in its vicinity. These forces are immediately transmitted to the background flow field using a friction coefficient associated with the background fluid, which is an additional parameter we have introduced in the algorithm; however, the background material retains memory of this force, which gradually fades away with a characteristic time constant. The characteristic time constant and the friction coefficients are input parameters for our simulations which can, in principle, be calculated from the physical properties of the system measured experimentally or obtained from independent simulations. The friction coefficient associated with the coarse-grain motion may be calculated from the diffusion coefficient of the particles in the system. In this paper, however, since the focus is model development, we have not used real values obtained from experimental data of physical properties but rather non-dimensionalized our results with respect to a basis set.
Since the motion of the coarse-grain particles influences the background flow field by transmitting the inter-particle force to it and the background flow field in turn influences the frictional force offered to the coarse-grain particles, this is a two-way coupling algorithm. In other words, the information about the background flow field is obtained effectively by spatio-temporally averaging the velocities in the vicinity of the coarse-grain coordinates, which is then used to calculate the friction for these coarse-grained particles relative to this background flow field. Furthermore, the background velocity is updated in a manner that conserves momentum pairwise. In this paper we analyze this model, furthering the understanding of the relationship of the model parameters with the dynamic properties of the system such as the mean squared displacement (MSD) and the shear relaxation modulus. We discuss additional insights that we have developed, particularly related to the friction coefficient associated with the background fluid. We have also derived an approximate expression for the mean squared displacement of the coarse-grained particles for a simple case of non-interacting particles.
Although initially developed independently by Padding and Briels, 26 the momentum conserving algorithm bears similarity to an existing modeling technique called Smoothed Dissipative Particle Dynamics (SDPD), 32 which also incorporates thermal fluctuations in the standard SPH approach. SDPD has been shown to obey proper scaling with varying resolution for Brownian motion of a colloidal particle as well as a polymer molecule in suspension. 33 The method has recently been used to simulate polymeric liquids, 34, 35 where polymer molecules are represented as linear chains of beads connected to each other with springs in the presence of other fluid elements. The main difference between their approach and ours is that we discretize the Navier-Stokes equation for computing the velocity of the background fluid on the same nodes which also represent the centers-of-mass of the coarse-grained polymer molecules, thereby making our approach computationally more efficient. It is also worth mentioning that several improvements that have been suggested to SDPD, like incorporating angular momentum conservation, 36, 37 can also be easily incorporated in our technique if it is employed for applications where this might be important. 38 The discussion so far has been restricted to bulk flow, i.e., flow in the absence of interfaces or in other words, flow occurring in the bulk far away from any interfaces. If the algorithm is to be applied to study the flow of soft matter systems through confined spaces involving solid interfaces, then it is also necessary to impose appropriate boundary conditions at the solid-fluid interfaces, which is an important objective of the work that we present here. There is significant ongoing work in this direction. Several techniques for implementing boundary conditions for coarse-grain techniques such as smoothed particle hydrodynamics and dissipative particle dynamics have been developed. [39] [40] [41] [42] We have used the technique of incorporating randomly placed "artificial particles" in the wall and implementing boundary conditions used by Morris et al. 39 for modeling low Reynolds number incompressible flows using smoothed particle hydrodynamics. The choice of the term "artificial particles" here is simply motivated by the fact that these particles do not obey any real dynamics. Rather, the sole function of these artificial particles is to offer friction to the real fluid particles in the vicinity of the wall by acting like "frozen particles." However the position of these artificial particles is not fixed in the wall. In order that the real particles feel a uniform wall, i.e., to ensure that the random positions of these artificial particles in the wall do not bias the flow field in any way, the position of these artificial particles is constantly randomized within the wall. This obviates the need to use a high density of these particles in order to maintain the uniformity of the wall. Thus, we present a technique for modeling flow of complex soft matter fluids using a Galilean invariant algorithm in the presence of solid interfaces.
II. MODEL DEVELOPMENT

A. Update of positions
The equation of motion for the mesoscopic particle i in a moving background using Brownian dynamics is given by
where we must clarify that the first term on the right hand side of the above equation, i.e., v i (t), is not the velocity of the mesoscopic particle i itself; rather it is the velocity of the background material at the position of the mesoscopic particle, relative to which the particle experiences friction. The second term on the right hand side denotes the contribution from the overall force F i experienced by the particle i including the external force field as well as the interaction with other mesoscopic particles. It must be noted that the friction coefficient ξ i has been assumed to be a constant in this paper for the sake of simplicity, thereby obviating the need to account for its positional variation shown in the third term on the right hand side. The fourth term on the right hand side, i.e., dW 
B. Update of velocities
If the background flow field is known a priori, then it can be plugged into Eq. (1) and the problem can be solved quite easily. However, the flow field for soft matter fluids flowing through complex geometries is typically quite complex and is not known a priori. To calculate the background flow field based on the motion of the coarse grain coordinates, we use the momentum conserving Galilean invariant two-way coupling scheme proposed by Padding and Briels 26 with our own modifications. This algorithm couples the motion of the coarse-grain coordinates and the background flow field with each other. In this section, we briefly describe this algorithm and its development. The scheme for updating velocities in this algorithm is not based on a microscopic description but rather a phenomenological description. Consider the NavierStokes equation for the velocity field v(r) of a Newtonian liquid having kinematic viscosity ν,
where D/Dt is the material derivative and g(r) is the acceleration due to body forces. Now, instead of solving the above equation on an Eulerian grid, inspired by Smoothed Particle Hydrodynamics (SPH), [27] [28] [29] [30] [31] we calculate the velocity of the background material only at the positions of the particles, which is where it is actually needed as can be seen from Eq. (1). Thus, we have Dv Dt
The acceleration due to body forces for the background fluid is due to the force F i acting on the coarse-grained particles, which is immediately transmitted to the background fluid using an effective mass m i as follows:
For calculating the Laplacian of the velocity field, i.e., ∇ 2 v(r), a finite-difference like form has been employed, which is a symmetrized version of the form originally proposed by Brookshaw. 43 Thus, we have
where R ij is the distance between particles i and j, the function w(r) is a normalized dimensionless weight function defined later, and ρ i is the effective mass density for the background fluid in the vicinity of particle i defined as follows:
where the sum in the numerator includes the self term j = i. We must point out that we have changed the definition of ρ i from the original definition proposed in the algorithm by Padding and Briels 26 in order to ensure proper normalization 44 so that for a homogeneous solution, we have ρ = m ρ # , where ρ # is the number density of the particles. Putting together Equations (3)- (6) and including a random term as per the fluctuation dissipation theorem, we arrive at the following equation that we have used in our simulations for the update of the velocities:
where f ij , which is shorthand for f (R ij ), is a normalized dimensionless weight function and τ is a characteristic time constant associated with the background fluid, both of which will be defined later, such that their ratio is given by
The last term on the right hand side of Eq. (8) is a random contribution to the velocity update, defined pairwise in an antisymmetric manner such that m i dW
ji so that the velocity updates are momentum conserving. The properties of these velocity fluctuations dW v ij have been calculated in a way that the probability distribution of the coarse-grain coordinates and velocities at a steady state matches with the expected equilibrium distribution. For a detailed derivation starting with the Chapman-Kolmogorov equations leading to a Fokker-Planck equation for the evolution of the probability distribution, we refer to the appendix of the paper by Padding and Briels. 26 Accordingly, we have
If we multiply Eq. (8) throughout by the effective mass m i , we obtain
(13) Owing to the resemblance of the above rearranged equation with the Langevin equation, we naturally define the friction coefficient associated with the background fluid in an analogous manner as follows:
It must be noted that in our simulations, all the particles have an identical mass and hence the friction coefficient ξ i has been assumed to be a constant in this paper. However, contrary to the paper by Padding and Briels, 26 we do not set ξ identically equal to ξ. Rather, in this paper, we have investigated the effect of this friction coefficient ξ on the dynamics of the system, which is actually very significant. The numerical value for ξ can be indirectly calculated based on the value of the mass, which can be calculated as the ratio of the mass density of the system to the number density of the particles and the value of the characteristic time constant, which can be calculated based on the kinematic viscosity of the system, as will be clear later. In this paper, however, since our focus is model development, we have not used real values obtained from experimental data but rather non-dimensionalized our results with respect to a basis set, which will be defined later.
C. Interaction with solid walls
For studying confined flows, i.e., flows in the presence of solid interfaces, it is important to take into account the interaction of the fluid with the solid walls establishing appropriate boundary conditions. We have tested our model for applying the no-slip boundary conditions with a test case where we have a star polymer solution flowing between two infinite, parallel solid walls. Our model for the solid-fluid interactions consists of incorporating "artificial" particles in the wall and implementing Morris boundary conditions, 39 which provide the necessary friction to the real particles in order to obtain no-slip boundary conditions at the solid-fluid interface. The Morris boundary conditions involve assigning an artificial velocity to these artificial particles for every pairwise interaction with a real particle, such that the interpolated velocity at the solid interface is zero. This is achieved by setting the artificial velocity of an artificial particle B at a perpendicular distance d B from the solid interface for its interaction with a real particle A at a perpendicular distance d A from the solid interface as follows:
It must be emphasized that this is an artificial velocity and this velocity is not used to evolve the position of the artificial particle. Rather, it is used for calculating the difference in the velocity of the particles needed for the velocity update of the real particle, as follows:
where the value of β is restricted with an upper bound for practical considerations for the eventuality that the particle A may approach very close to the solid-fluid boundary, as follows:
where β max is chosen to be 1.5 in our simulations as suggested by Morris et al. 39 Furthermore, the velocity fluctuation term for the interaction between real and artificial particles is also augmented with a factor of √ β, which prevents cooling of the fluid near the wall. The positions of the artificial particles within the wall are selected randomly at every time step in order to maintain the uniformity of the wall. This has proven to be very effective, thus obviating the need for using a higher density of these artificial particles inside the wall which would have been computationally more intensive. So in our simulations, we have chosen the density of artificial particles embedded in the wall to be the same as the density of the real particles. Besides, we also use a repulsive potential which keeps the real particles from penetrating into the wall, which is the region in which the artificial particles are distributed. For the repulsive potential, we have chosen a Gaussian function with two parameters as follows:
where r i is the perpendicular distance of particle i from a plane situated within the wall at a distance of 1.2σ from the interface, a is a parameter chosen to be 300 k B T , and b is a parameter chosen to be 2σ −2 . These parameters have been selected such that the real particles do not penetrate the 1.5σ thick wall embedded with artificial particles on the top and bottom of the channel of width 10σ in which the real particles are present.
III. TEST SYSTEM AND PARAMETERS
A. Test system
We have tested our model with a star polymer solution at the overlap concentration. The behavior of star polymers can vary ranging from ultrasoft to nearly hard colloid like behavior as their interpenetrability depends on their functionality, which is defined as the number of linear chains (arms) bound to the central core of the star polymer. Owing to their wide-ranging interactions, they can be used to study a range of colloidal properties for different interactions. 45 At an intermediate functionality, due to the radial variation of the monomer concentration, 46 each star polymer can be treated as a soft repulsive sphere with a small central core and a corona of grafted chains around it. We use a potential V ss for the interaction between the particles in our simulation, which has been used for modeling star polymers in the past and has also been verified by scattering experiments. 7 It is defined as follows:
where f is the functionality, r is the distance between the particles, σ is the effective corona diameter, and r c is the cut-off radius at which the potential is truncated, which is chosen such that the forces are negligible beyond this distance.
B. Definitions of weight functions and the characteristic time constant
We have chosen a normalized weight function w(r) from the SPH literature that smoothly decays to zero as r approaches the cut-off radius R c , given as follows:
Thus, in accordance with Eqs. (9) and (21), we define the normalized weight function f ij and the characteristic time constant τ as follows:
where the coefficient R 2 c /28 appears due to normalization of f ij . Simplifying further, we obtain the following expression for f ij :
C. Parameter values
We have expressed all the variables in terms of a basis set consisting of the following three quantities: (1) thermal energy
of simplicity and is given by ξ = k B T /D 0 . Furthermore, we have also assumed a uniform mass which implies a uniform ξ for all the particles in any given simulation. However we have performed simulations with different values of ξ by systematically varying the ratio ξ /ξ ranging from 1 to 100. We have used a time step dt = 10 −4 σ 2 /D 0 for all our simulations. We have performed several simulations with different values of τ ranging form 1.0 × 10 −3 σ 2 /D 0 to 1.0 × 10 1 σ 2 /D 0 ensuring that we always maintain τ > 10 dt for stability of the algorithm. In our simulations, we have worked with star polymers having a functionality f = 128. For operating at the overlap concentration (c = c * ), the number density of the star polymers has been fixed to 0.24 σ −3 . 47 For the confined flow simulations, the density of artificial particles inside the wall is the same as the density of the real particles. So in a cubical simulation box having a side of 13 σ, we have 524 particles. We have used an effective cut-off radius r c = 2.5 σ for the potential beyond which the forces are weak enough to be ignored. We have chosen the same cut-off distance R c for our weight function w(r) as well, which leads to approximately 15 particles within a sphere of radius R c , ensuring that we have an accurate enough estimate of the Laplacian of the velocity field.
IV. RESULTS AND DISCUSSION
A. Bulk flow simulations in a quiescent state
In this section, we present the results for simulations of our test system, i.e., a star polymer solution at overlap concentration performed in the absence of any solid interfaces to simulate flows far away from any walls, i.e., in the bulk, in a quiescent state. We have studied the effect of our model parameters on some static and dynamic properties of the system and compared the results with standard Brownian dynamics simulations in the absence of a background flow field (referred to as "standard BD" in the graphs). All the static properties remain unaffected by the Galilean invariant algorithm. 26 As can be seen from Fig. 1 , we have verified that the radial distribution function g(r) of the particles for several different values of the parameters of the algorithm is identical to the radial distribution function of the particles in the absence of a background flow field. It is interesting to note however that even though the static properties are unaffected by the Galilean invariant algorithm, we have found that the dynamic properties are affected by it. We have studied the effect on two dynamic properties, viz., the shear relaxation modulus G(t) and the mean squared displacement (MSD) of the particles by a systematic variation of the system parameters τ and ξ . We have found that the effect on the dynamic properties due to variation of τ is significant and directly depends on the value of ξ or vice versa. Since we have implicitly chosen ξ as a basic unit as it is directly linked to D 0 , we will discuss this effect in terms of the ratio ξ /ξ. The shear relaxation modulus G(t) has been computed as an autocorrelation of spontaneous shear stress fluctuations in an equilibrium simulation, as shown in the following equations:
where V denotes the volume of the box and S pp xy is the xy-component of the microscopic particle stress tensor which is calculated from F y,ij , the y-component of the force on particle i due to its interaction with particle j. The effect of the model parameters on the shear relaxation modulus G(t) of the particles is shown in Fig. 2 .
The mean squared displacement has been calculated as follows:
MSD(t) = (r(t) − r(0)) 2 .
(27) The effect of the model parameters on the mean squared displacement (MSD) of the particles is shown in Fig. 3 .
It can be observed from the graphs of the shear relaxation modulus G(t) as shown in Fig. 2 that the higher the value of τ, the slower the stresses relax until eventually approaching the standard Brownian dynamics limit at very high values of τ. Furthermore, the effect of variation of τ is more pronounced for smaller values of the ratio ξ /ξ and it becomes almost insignificant at high values of the ratio ξ /ξ. A similar effect can be seen for the mean squared displacement of the particles. As can be seen from Fig. 3 , the long term diffusion coefficient decreases with increasing value of τ until finally approaching the standard Brownian dynamics limit at very high values of τ. Again, as in the case of the shear relaxation modulus, the effect is more pronounced at smaller values of the ratio ξ /ξ and becomes almost insignificant at higher values of the ratio ξ /ξ.
The effect of τ on the dynamic properties can be readily understood if we interpret τ as being indicative of the time over which the background velocity is averaged or in other words, the memory of the system. If we rewrite Eq. (8) using Eq. (14) and assume a homogeneous distribution of particles, we get
From this perspective, the background velocity in the vicinity of particle i can be interpreted as being calculated based on spatio-temporal averaging. 26 Clearly, the characteristic time constant τ dictates over how many time steps the system will average the background velocity or in other words what is the memory of the system. So if τ is very large, the background velocity gets averaged over such a long time that it becomes effectively negligible since we are dealing with the bulk in a quiescent state (i.e., the velocities fluctuate about a long term average value of zero). The position updates then reduce to standard Brownian dynamics. Another interesting point here is that this effect of τ on the dynamic properties systematically diminishes as the value of the ratio ξ /ξ is increased, until finally becoming almost insignificant at very large values of the ratio ξ /ξ. This is due to the fact that when ξ ξ, the coupling between the coarse grain motion and the background flow field becomes insignificant which can be seen from Eq. (28) as the diminishing effect of the force transmitted to the background flow field when ξ /ξ is very large. In other words, when the ratio ξ /ξ is very large, the background flow field does not feel the interactions between the coarse-grain particles and vice versa, leading to the shear relaxation modulus and the mean squared displacement of the particles approaching the standard Brownian dynamics limit.
The model is thus very general and can be used for a diverse range of behaviors ranging from particles that are strongly affected by the fluctuations of the background to particles that are so weakly affected by the fluctuations of the background that they are almost oblivious of its existence. Since the diffusion coefficient is something that can be measured for a system experimentally, it could be used to calculate the parameters of the model. Therefore, we next derive an approximate expression for the mean squared displacement. It must be pointed out however that this derivation is approximate in the sense that it does not fully capture the effects due to all the model parameters, as it makes several assumptions.
Consider a simple case of non-interacting particles in the bulk in a quiescent state, i.e., a case where there are no forces on the particles except for the random kicks and velocity fluctuations. For a homogeneous solution where the friction coefficients of all particles are identical, the model dictates the following position and velocity updates, respectively: 
. (31) This equation may be solved in the usual way by iteration. Actually, since the second term in the integrand will be small, we expect that the zeroth order calculation by neglecting this term will give a good result. For a detailed derivation, the reader may refer to the Appendix. For the zeroth order calculation, we arrive at the following result:
After a sufficiently long time, i.e., t τ, we get
Thus, we can see from the above equation that the effect of the friction coefficient associated with the background on the dynamic properties of the system such as the mean squared displacement of the particles is significant and is in line with what we observed from the simulation results shown earlier.
We can use Eq. (33) to set the value of the friction coefficient ξ so as to obtain the correct diffusion coefficient of the particles in the system. In order to compare our derivation results, we have performed simulations of particles with the potential V ss turned off so as to be as close to the assumptions made in the derivation as possible and the results are shown in Fig. 4 .
As we can see from Fig. 4 , the expression derived from theory satisfactorily predicts the mean squared displacement of the particles, particularly for large values of τ.
B. Flow simulations with solid interfaces
To test the model for flow in the presence of solid interfaces, we have performed simulations of the test system, i.e., a star polymer solution flowing through a rectangular channel. The cubical simulation box with each side measuring 13 σ consists of a rectangular channel of width 10 σ that has been simulated by having two walls filled with artificial particles, each of thickness 1.5 σ, placed within the box-one at the top and the other at the bottom. Periodic boundary conditions have been applied in all the directions including the vertical direction so that any particle approaching a wall effectively encounters a wall of 3 σ, which is more than the cut-off radius R c of 2.5 σ. This prevents any unrealistic interactions a particle near the bottom wall could have had with another particle near the top wall due to the periodic boundary conditions in the vertical direction. Alternatively, one can also have a wall of 2.5 σ thick on the top and the bottom face without periodic boundary conditions in the vertical direction but this would involve using a greater number of artificial particles. In the simulations, flow has been induced in the positive x-direction by using a gravity field g, which is essentially applied by applying a constant force F x to all the particles in the positive x-direction. Now, this force may be applied to the particles and transmitted to the background fluid or alternatively the gravity field may just be applied to the background fluid through the force term in the update of the velocities without using it in the update of the positions. In either approach, similar velocity profiles are obtained. Here, we present the results for the case where the force F x is applied to the particles and transmitted to the background fluid.
In the simulation results that we have presented in this section, we have non-dimensionalized the density, velocity, and temperature profiles. The density profile has been non-dimensionalized using the bulk density ρ bulk , which is essentially the ratio of the total mass of all particles to the total volume of the box. It is important to note that the density of the artificial particles within the channel is the same as the density of the real particles in the channel, which is equal to ρ bulk . The velocity profile is calculated by dividing the box into 26 slabs and measuring the velocities of all the particles within each slab. We are mainly interested in the component of the velocity in the direction of the flow, which in our simulations was the positive x-direction. So, for each slab, the distribution of x-component of the velocities is calculated from a histogram, which is populated by the x-component of the velocities of all the particles in that slab. We run the simulation for 10 7 time steps and use the last 9 × 10 6 time steps for populating the histogram for measurement of the velocity distribution.
The mean of the velocity distribution generated by the histograms of each slab is then assigned as the velocity associated with that slab, which is how each point on the velocity profiles shown in this section has been calculated. We have then non-dimensionalized the velocity profile thus generated using the basis set units. The temperature is calculated from the standard deviation of the velocity distributions generated by the histogram of each slab, as we expect a Maxwellian distribution of the velocities which entails a normal distribution of each of the velocity components with a standard deviation of √ k B T /m. We have then non-dimensionalized this temperature profile with the desired temperature T 0 , which was an input to the simulations.
For the sake of comparison, we have also performed similar simulations with a commercial CFD package COMSOL Multiphysics 5.0. 48 For a proper comparison, it is important that we must input the correct physical properties of our test fluid, particularly the viscosity of the fluid. So we performed independent bulk shear-flow simulations with our particle-based model based on the Lees-Edwards method, 49 whereby we modify the periodic boundary conditions as follows. Assume that in a box of height L y , the top wall moves with a velocity ofγL y /2 in the x-direction and the bottom wall moves with a velocity of −γL y /2 in the x-direction. When a particle crosses the bottom boundary and arrives at the top of the box, it is displaced byγLt in the x-direction and the background velocity at the position of the particle is augmented byγL. Alternatively, if a particle crosses the top boundary and arrives at the bottom of the box, it is displaced by −γLt in the x-direction and the background velocity at the position of the particle is augmented by −γL. Moreover, during the force calculation, if a particle interacts with its neighbor across the boundary, then the background velocity of the neighboring particle is adjusted by ±γL depending on whether the neighbor is in the bottom or the top of the box. The viscosity from these simulations is then calculated as the ratio of the average stress S xy based on Eq. (26) and the shear ratė γ. This is the particle-contribution of the shear viscosity to which we must add the background fluid contribution, which we will discuss later. We fitted the flow curve thus obtained from these simulations with the Carreau equation, 50 given as follows: where η 0 is the zero shear rate viscosity, η ∞ is the infinite shear viscosity, λ is a parameter with units of time, and n is a dimensionless parameter. The shear viscosity without the infinite shear viscosity component (η − η ∞ ) is fitted with the Carreau model optimizing the three parameters, i.e., (η 0 −η ∞ ), λ, and n, as shown in Fig. 5 .
Approximating the infinite shear viscosity η ∞ as the background fluid viscosity, an estimate for η ∞ can be obtained in terms of our model parameters as follows:
We have performed our flow simulations through a channel using a constant gravity field g = F x /m, which must be translated to the analogous pressure drop per unit length of the channel for the corresponding COMSOL simulations. The relation between the pressure drop per unit length ∆P/L x and our model parameters has been defined as follows:
Furthermore, we have assumed Stokes flow for the COMSOL simulations, thereby neglecting inertial terms from the Navier-Stokes equations. In of Fig. 6 show the results of the simulations performed for three different values of ξ , viz., 1, 2, and 5, respectively, for a constant value of τ = 3 × 10 -3 σ 2 /D 0 and maintaining a constant gravity field g = F x /m = 133.4D 2 0 /σ 3 by scaling forces F x proportional to ξ . Each of the sub-figures of Fig. 6 shows the dimensionless density profile on the left, the dimensionless velocity profile in the center, and the dimensionless temperature profile on the right.
As can be seen from Fig. 6 , the temperature is uniform throughout the cross section and is close to its expected value that was set as an input value T 0 , which is the same value used for normalization. The density profiles correspond to the test system that we have employed. We see a layered fluid owing to the nature of the potential and the presence of a hard wall. This was to be expected looking at the radial distribution function from Fig. 1 and the hard wall potential shown in Eq. (18) . The dimensionless velocity profiles agree satisfactorily with the profiles obtained from the COMSOL simulations for several parameter values. It is also interesting to note that despite the pronounced density fluctuations, we have obtained a rather smooth velocity profile. This is because the cut-offs for the normalized weight functions w ij and f ij used to calculate the average local properties and their gradients, respectively, have been chosen in such a way that we have about 15 particles within the cut-off, which effectively smooths out the fluctuations due to the density profile.
It must be pointed out that the range of values for the parameters we have chosen is in such a way that the maximum particle Reynolds number is less than 1. An estimate for the particle Reynolds number can be obtained by solving the Navier-Stokes equation for a Newtonian fluid with a viscosity ν which is related to the parameters by Eq. (23) . The maximum velocity in the channel of width L y for the flow of a Newtonian fluid with viscosity ν under the influence of a gravity field g is as follows:
Accordingly, the maximum particle Reynolds number is as follows:
Using Eqs. (38) and (23), we arrive at the following condition on the parameters:
In other words, we get an upper bound of 5.47 × 10 −3 σ 2 /D 0 for the value of τ. Accordingly, we have used a value of 3 × 10 −3 σ 2 /D 0 for the channel flow simulations.
V. CONCLUSION AND SCOPE FOR FURTHER RESEARCH
In this paper, we have presented a technique for modeling flow of highly frictional soft matter systems in the presence of solid interfaces. The technique is largely based on a Galilean invariant coupling algorithm, 26 which we have modified and then thoroughly analyzed to its further understanding. We have demonstrated the relationship of the modelparameters with the dynamic properties of the system. Furthermore, we have also presented an iterative procedure to theoretically predict the effect of the friction coefficients on the mean squared displacement for a simple case of non-interacting particles, which can be used to then determine the values of the system parameters. We have presented the model in a very generalized manner so that it may be applied to a wide range of systems by tuning the parameters of the model.
It must however be pointed out that for highly viscous systems, the time step required for the velocity propagator introduced by the Galilean invariant algorithm can be much smaller than the time step required for the position updates based on Brownian dynamics. Thus, for such systems, it might be practical to use a multiscale approach where two different time steps are used for the position and velocity updates. A large number of velocity updates can be carried out before the positions of the particles change significantly. Alternatively, a steady state solution may be calculated for the velocities every time the positions are updated.
Furthermore, it must be noted that although using the particles as the nodes on which the background flow field is discretized makes the model computationally efficient, the resolution of the background fluid is actually limited by the concentration of the particles in the system. For instance, in the case of a star polymer solution, the concentration of the polymers fixes the resolution of the background fluid because the particles play dual roles of representing the star polymers and also being the node points on which the background flow field is discretized. This may be resolved by having a model with two types of particles-ones representing the polymer particles and the others representing the background fluid, but for this case, correctly describing the interaction between the two types of particles is crucial.
APPENDIX: MEAN SQUARED DISPLACEMENT OF NON-INTERACTING PARTICLES
In this section, we present the zeroth order calculation for mean squared displacement mentioned in Sec. IV A. For the zeroth order calculation, we neglect the second term in the integrand on the right hand side of Eq. (31) . Substituting the result into Eq. (29) and integrating, we get the displacement as 
In order to evaluate this equation further, we make use of 
Here we have used that fact the random terms at different times are uncorrelated, in which case δ t t /dt = δ(t − t ). Using the definition of mass given in Eq. (14), and simplifying, we obtain the expression for the mean squared displacement based on our zeroth iteration as follows:
After a sufficiently long time, i.e., t τ, we get 
