Abstract. It is known that there exists an explicit function F in L 2 (Ω), where Ω is a given bounded open subset of R N , such that the corresponding weak solution of the Laplace BVP −∆u = F (x), u ∈ H 1 0 (Ω), is maximally singular; that is, the singular set of u (defined in the Introduction) has the Hausdorff dimension equal to (N − 4)
Introduction
The history of the study of singularities in the context of various function spaces and boundary value problems is extremely rich. Among numerous authors who investigated singular sets of Sobolev functions and of weak solutions of elliptic equations, we mention Deny, Lions, Fuglede, Aronszajn, Smith, Serrin, Reshetnyak, Stein, Havin, Mazya, Bagby, Ziemer, Meyers, Veron, Mou, Grillot and Kilpeläinen. The mentioned work can be found among the references in [11] . In this paper, we are interested in the problem of concentration of singularities near a given point for a weak solution of the simplest Laplace boundary value problem (BVP) (1) − ∆u = F (x), u ∈ H 1 0 (Ω), where Ω is a given bounded open subset of R N , and F ∈ L 2 (Ω). We consider functions F in (1) which generate maximally singular solutions u : Ω → R (to be defined below), and study the question of their pointwise regularity and irregularity (see Theorem 3) . In order to dimensionally measure a singular set, we use the Hausdorff dimension. Here, we recall the property of countable stability of the Hausdorff dimension which will be frequently used in our proofs through this article. Let A 1 , A 2 , . . . be a countable sequence of subsets of R N , then one has
Fractal dimensions used in this paper (namely, the Hausdorff and box dimensions) are defined and studied, e.g., in [3] .
Let us first define the notion of maximally singular solution, introduced in [12] ; see also [6] . Let u : Ω → R be a given Lebesgue measurable function, where Ω is an open subset of R N . By Sing u we denote the singular set of u, i.e. the set of points a ∈ Ω such that there exist positive constants C = C(a), γ = γ(a) and r = r(a) satisfying the condition u(x) ≥ C|x − a| −γ for a.e. x ∈ B r (a). Here, B r (a) denotes the open ball in R N of radius r. The singular set is well defined, since if u = v a.e. in Ω, then clearly Sing u = Sing v.
Let X = X(Ω) be any given space (or just a nonempty set) of Lebesgue measurable functions u : Ω → R. We define singular dimension of X by
This definition has been introduced in [11] . Here, s-dim X ∈ [0, N ]. If the supremum is achieved for some v ∈ X, then v is said to be maximally singular function in X.
Remark 1. Figure 1 and the caption below indicate that it has no sense to define the singular dimension s-dim X(Ω) introduced in (3) via the (upper) box dimension instead of the Hausdorff dimension. This has already been noticed in [12] , which we reproduce here from the sake of completeness. Note that for the function u : Ω → R described in the caption to Figure 1 , we have that dim B (Sing u) = dim B (Sing u) = dim B (Ω) = N , so the value of s-dim X(Ω) would be either zero or N . The construction of the function u is based on the Stein's trick; see Stein [9, Ch. 5, §6.3] .
, t} is the positive part of t), see [11] . Moreover, these spaces contain maximally singular functions, and furthermore, maximally singular functions are dense in respective spaces; see [6] . The analogous claim holds also for Besov spaces, Lizorkin-Triebel spaces, and Hardy spaces; see [13] . For Besov spaces, see also the results obtained by Jaffard and Meyer in [7] .
The main results of this article are stated in Theorem 2 and Theorem 4 below. Using a suitable choice of the right-hand sides F ∈ L 2 (Ω) of BVP (1), it is possible to generate its weak solutions u ∈ H 1 0 (Ω) with the property of contrast; that is, solutions that are C 2 -regular in arbitrary prescribed open subset Ω r of Ω, while they are maximally singular in any open subset of Ω \ Ω r ; see Theorem 4.
For a given nonempty set A ⊂ R N and δ > 0, it will be convenient to define A δ as the open δ-neighborhood of A; that is, A δ = {x ∈ R N : d(x, A) < δ}, where d(x, A) is the Euclidean distance from x to A.
Some auxiliary results
In the following lemma, we introduce a suitable class of measurable functions F : Ω → R that are singular in a subset A of Ω (in the sense that Sing F ⊇ A) and are locally Lipschitz continuous in Ω \ A. These functions will enable us to generate the corresponding weak solutions of BVP (1) that are singular in any point of A and C 2 -regular in Ω \ A; see Theorem 2 below for a more precise formulation. 
Proof. Part 1. First, let us show that the series corresponding to F (x) is absolutely convergent for each x ∈ Ω \ A. Indeed, take any
If d(x, A) ≥ 1, then, similarly as above, we have that
In what follows we use the fact that for any α = 0 and u, v > 0, we have that
which is an easy consequence of the Lagrange mean value theorem. It suffices to show that F is Lipschitz on any set of the form Ω \ A δ for δ > 0 small enough, where A δ = {x ∈ R N : d(x, A) ≤ δ} is the closure of A δ . For convenience, we take 0 < δ < min{1, diam(Ω)}, where diam(Ω) := max{|x − y| : x, y ∈ Ω} denotes the diameter of Ω. Indeed, observe that Ω \ A is equal to the union of the open sets Ω \ A δ for all indicated values of δ; that is
In other words, it suffices to verify that the function F is Lipschitz continuous on Ω \ A δ for any δ ∈ (0, min{1, diam(Ω)}). Let x, y ∈ Ω \ A δ be fixed. From d(x, A k ) ≥ d(x, A) > δ, and similarly for y, using Eq. (4) we have that
for any k ∈ N, where we have also used a well known fact that the distance function x → d(x, A k ) has the Lipschitz property with the Lipschitz constant equal to 1; that is, |d(x,
Hence, we conclude that
In other words, F is Lipschitz continuous on the open set Ω \ A δ , and the Lipschitz constant of the function F , restricted to this set, is not exceeding the value of γ min{1, δ}
Hence, due to (5), the function F is locally Lipschitz on the set Ω \ A. Part 2. Concerning the last claim in Lemma 1, in which we assume that all of the constants c k are positive, for k ∈ N, the inclusion A ⊆ Sing F is obvious. The second inclusion Sing F ⊆ A follows at once from Step 1.
This completes the proof of the lemma.
As another auxiliary result, we shall need the following interesting Lebesgue integrability condition for functions F : Ω → R of the form F (x) := d(x, A) −γ , which involves the upper Minkowski (or box) dimension of A, denoted by dim B A. Since in the sequel, the set A will always be of the Lebesgue measure zero, then F is well defined a.e. in Ω.
Proposition 1 (Harvey-Polking, [5] ). Let Ω be a nonempty bounded and open subset of R N . Assume that A is a nonempty bounded subset of Ω such that A ⊂ Ω and γ is a nonzero real number.
(
. Case (a) of Proposition 1 is contained in [5, p. 42 ], but stated equivalently in terms of the Minkowski content of A. For a detailed discussion about the Harvey-Polking result, and its role in the study of complex dimensions of fractal sets, see [8] . The claim in case (b) of the proposition follows immediately from (a). In this paper, the exponent γ will always be positive, so that in both (a) and (b) we necessarily have dim B A < N , and hence, A is of the Lebesgue measure zero.
In order to generate weak solutions u of BVP (1) on a prescribed nonempty subset A of Ω, we consider functions
in Ω, where A is a compact subset of Ω, C > 0 and γ > 0 such that
Then for the corresponding weak solution u ∈ H 1 0 (Ω) of (1), we have that
A ⊆ Sing u.
Moreover, for any point a ∈ A, the solution u of (1) has singularity of order γ − 2 > 0 at a. More specifically, there are two positive constants C 1 and C 2 , such that
Sketch of the proof. (For details we refer to [10, for p = 2] and [6] .) Using Prop. 1, we see that the right-hand side inequality in (6) 
On the other hand, the left-hand side inequality of (6) gives that A ⊆ Sing u, where u is the weak solution of (1) . In order to show this, let us fix any a ∈ A, and let r > 0 be such that B r (a) ⊆ Ω. Let u 1 be a weak solution of the following auxiliary BVP:
, By direct computation (solving the corresponding spherically symmetric BVP problem −∆v = C|x| −γ in B r (0) and v = 0 on ∂B r (0), via the associated ODE), we see that u 1 (x) = v(x + a) can be explicitly obtained in the following form:
Since F (x) ≥ F 1 (x) := C|x − a| −γ a.e. in B r (a) and u ≥ u 1 on ∂B r (a) (note that the righthand side F of (1) is nonnegative, so that u ≥ 0 a.e. in Ω; also, note that the set A is of the Lebesgue measure zero, since necessarily dim B A < N ), using the comparison principle we conclude that u(x) ≥ u 1 (x) = C 1 |x − a| −(γ−2) − C 2 a.e. in B r (a), which proves that a ∈ Sing u.
Remark 2. In Theorem 1 we can recognize a regularizing effect of the Laplace BVP. Namely, if the right-hand side F ∈ L 2 (Ω) of the BVP (1) has a singularity of order γ > 2 at a point a ∈ Ω, then the corresponding weak solution u ∈ H 1 0 (Ω) of (1) has a singularity of smaller order, equal to γ −2. It is interesting that for the corresponding p-Laplace BVP −∆ p u = F (x) with u ∈ W 1,p 0 (Ω) and F ∈ L p ′ (Ω), where p ′ := p/(p − 1), the regularizing property does not hold when p = 2. We have the phenomenon of the so called loss of regularity of weak solutions; see [15] .
The following result deals with the regularity of maximally singular solutions of the standard Laplace BVP (1). Here, condition N ≥ 5 cannot be dropped; that is, Theorem 2 is not true for N = 1, 2, 3 and 4. Indeed, for any F ∈ L 2 (Ω), the weak solution u of BVP (1) is contained in the Sobolev space H 2 (Ω), so that by the Sobolev embedding theorem (see, e.g., [2] or [4] ), for N ≤ 3 the solutions are continuous, while for N = 4 solutions of (1) cannot have (strong) singularities, however, singularities of weaker type (say logarithmic) are possible in the letter case. In particular, for N = 1, 2, 3 and 4 we have Sing u = ∅.
Theorem 2.
Let Ω be a bounded open set in R N of class C 2 , where N ≥ 5, and let F : Ω → R be defined by
where A k are subsets of Ω such that A k ⊂ Ω for any k ∈ N, and c k are positive constants such that
and
Then, the weak solution u of the elliptic BVP −∆u = F (x), u ∈ H 1 0 (Ω), is maximally singular, i.e., dim H (Sing u) = N − 4, and u ∈ H 2 (Ω). Furthermore, u is singular on A := ∪ ∞ k=1 A k and regular on Ω \ A in the following sense:
for any α ∈ (0, 1). More specifically, u ∈ C 2,α (Ω \ A δ ) for any δ > 0 and any α ∈ (0, 1).
Proof. The first condition in (11) and the second inequality in (12) imply that F ∈ L 2 (Ω). Hence, the corresponding weak solution u of (1) is maximally singular; see [6, Theorem 2] . According to Agmon, Douglis and Nirenberg regularity result (see, e.g., Brezis [2, Théorème IX.32]), the solution is in the Sobolev space H 2 (Ω).
On the other hand, the second condition in (11) and Lemma 1 imply that F is locally Lipschitz on Ω \ A. Hence, F is of class C α loc on this set for any α ∈ (0, 1). Since u ∈ H 2 (Ω), by Gilbarg and Trudinger [4, Theorem 9.19, p. 243], it follows that the solution u is in fact of class C 2,α loc on Ω \ A.
Remark 3. Both inequalities in (11) can be fulfilled if we assume that c k → 0 + sufficiently rapidly as k → ∞. For example, it suffices to take the sequence (c k ) k∈N such that
Furthermore, we recall that we have dim H A k ≤ dim H A k for all k ≥ 1; see, e.g., [3] . Hence, since dim B A k ≤ N − 4 by (12), we then also have lim k→∞ dim B A k = N − 4.
In Theorem 3 below, we consider the case when the singular set Sing u is dense in any prescribed open subset Ω s of Ω, while u is of class C 2 in Ω \ Ω s . In addition to this, we can achieve that the solution u of (1) is maximally singular, i.e., dim H (Sing u) = N − 4.
Proof. Let (a k ) k∈N be a sequence of points which is dense in Ω s , and let (r k ) k∈N be a sequence of positive real numbers, such that B k = B r k (a k ) ⊆ Ω s for all k ∈ N. Let us choose the subsets A k of R N such that dim B A k exists for any k ≥ 1, dim B A k = dim H A k < N − 4 and lim
For every k ∈ N, the set A k can be constructed as the generalized Cantor grill; that is,
is the generalized Cantor set (see [3] ) with the common value of the Minkowski and Hausdorff dimensions being smaller than and arbitrarily close to 1, and R k is the composition of a suitable scaling and rigid motion, such that A k ⊂ B k .
Next, for each k ∈ N, we can choose the corresponding real number γ k satisfying the first condition in (12) . This choice of γ k is possible since dim B A k < N − 4 and N ≥ 5; that is, the open interval 2,
, in which we choose γ k , is nonempty. Finally, we take a sequence of positive numbers (c k ) k∈N satisfying condition (11), for example, as in Remark 3. The claim then follows from Theorem 2, by defining F (x) explicitly by Eq. (10).
Pointwise maximally singular functions
The result given in Theorem 4 concerns nonuniform regularity of a weak solution u : Ω → R of the Laplace equation (1) In particular, if (14) s-dim X(Ω) = (N − 4) + , and if N ≥ 5, then there exist maximally singular functions in X(Ω) (maximally singular functions have been introduced just after Eq. (3)); see [6] . Note that Theorem 3 represents a refinement of this result. One can also imagine the functions u ∈ X(Ω) with varying regularity from point to point. In this sense, we introduce the following definition.
Definition 2. (Singular dimension of a function at a given point)
Let u : Ω → R be a Lebesgue measurable function. For any a ∈ Ω we define singular dimension of u at the point a by (15) (sd u)(a) := lim
The value of (sd u)(a) represents a numerical measure of concentration of singular points of u near the point a ∈ Ω, in the sense of Hausdorff dimension. In this way, we have obtained the singular dimension function, associated with u, such that
Let X be any given space (or just a nonempty set) of Lebesgue measurable functions. It is clear that 0 ≤ (sd u)(a) ≤ s-dim X ≤ N for all u ∈ X and a ∈ Ω. We say that a function u ∈ X is maximally singular at the point a (with respect to X ) if 
For any fixed positive integer k, the sequence of sets (A kj ) j∈N , with j ∈ N, satisfying properties (a) and (b), can be constructed using a fixed set A k of both Hausdorff and box dimensions equal to d k . To this end let us first define an auxiliary set 1) ; see Falconer [3] for their construction. Here, if N = 5, the set [0, 1] N −5 is identified with a point. Then, by scaling and translating A k , we can easily construct a sequence of sets A kj , with j ∈ N, satisfying the desired properties (a) and (b). Recall that the operations of scaling and translating of the set A k keep both the Hausdorff and box dimensions unchanged; see Falconer [3] . Therefore, using the well known additivity property of the Hausdorff dimension with respect to Cartesian products of sets (see Falconer [3] ), we conclude that
and analogously dim B A kj = d k , for all k, j ∈ N. Now, we choose a sequence (γ k ) k∈N of real numbers such that
Note that, for each k ≥ 1, the open interval 2,
We can also achieve that the sequence (d k ) k∈N is nondecreasing. The function F ∈ L 2 (Ω) is then constructed analogously as in the proof of Theorem 2:
where the double sequence (c kj ) k,j∈N is chosen so that c kj > 0 and
If u ∈ H 1 0 (Ω) is a weak solution of the corresponding distribution equation −∆u = F (x), then due to Theorem 2 we have that for any fixed j ∈ N,
The countable stability of the Hausdorff dimension (along with the fact that the sequence
Therefore, due to Eq. (19) and since (by the regularity theory for weak solutions of elliptic BVPs; see, e.g., [2] ) u ∈ H 2 (Ω) := W 2,2 (Ω), we conclude that for any fixed j ∈ N,
where in the last equality we have used the fact that s-dim W k,p (Ω) = N − kp, provided p > 1, k ∈ N and kp < N ; see [11] (here, we take k = p = 2). Hence, Proof. Let us define Ω r := ∅ and Ω s := Ω. The claim follows immediately from the proof of Theorem 4. Here, we note that Lemma 1 holds for Ω s = Ω and Ω r = ∅ as well.
Remark 5. We point out that in Theorem 4, we have that sd u ≡ sd F . Their common value is either 0 or N − 4, depending on whether a ∈ Ω \ Ω s or a ∈ Ω \ Ω r . In general, for weak solutions of (1), we have that sd u ≤ sd F (since Sing u ⊆ Sing F ), and the inequality may be strict. It is easy to construct a nonnegative L 2 -function F as in (10) , such that sd F ≡ N , while sd u ≡ 0. It suffices to take γ k ∈ (0, 2) in (10), with ∪ k A k being dense in Ω.
As a consequence of Theorem 4, we provide the following corollary which states that the Lebesgue spaces, Sobolev spaces, and Bessel potential spaces possess pointwise maximally singular functions.
Corollary 2. Assume that Ω is an open set in
Then, X possesses pointwise maximally singular functions u ∈ X; i.e., there exist functions u ∈ X such that (sd u)(a) = s-dim X for all a ∈ Ω. Moreover, these functions form a dense subset in X. (For X = W k,p (Ω) we also assume that the domain Ω satisfies the Lipschitz property or, more generally, that it is a Sobolev extension domain; i.e., X = W k,p (Ω) can be continuously embedded into the space W k,p (R N ) ).
Proof. From the construction of maximally singular function in X, we know for any prescribed open ball B there exists nonnegative maximally singular function u ∈ X and a set A such that A ⊆ Sing u, dim H A = s-dim X, and A ⊂ B (see the proof of Theorem 4). In order to construct a pointwise maximally singular function in X, let (B j ) j≥1 be a base of open balls in Ω, and let u j ∈ X be nonnegative function such that A j ⊆ Sing u j , dim H A j = s-dim X, A j ⊂ B j . In particular, each u j is maximally singular. Then it is easy to verify that the function u = j 2 −j u j u j X is pointwise maximally singular.
Let X = L p (Ω) and let u 0 be a pointwise maximally singular function in X.
is a dense subset of X, consisting of pointwise maximally singular functions. Indeed, each of the functions k −1 u 0 + v is pointwise maximally singular for any function v ∈ C ∞ 0 (Ω) and any k ≥ 1. The case of X = L α,p (R N ) is treated similarly.
If X = W k,p (Ω), then we proceed analogously using the fact that the space Proof. Assume the contrary. Then, there exists ε > 0 and a subsequence (k ′ ) of (k) such that (sd u)(a k ′ ) ≥ ε + (sd u)(a).
Hence, there exists the sequence of radii r(k ′ ) small enough, so that (22) dim H (Sing (u| B r(k ′ ) (a k ′ )∩Ω )) ≥ ε 2 + (sd u)(a).
For any fixed ball B r (a), there exists k ′ large enough such that B r(k ′ ) (a k ′ ) ⊂ B r (a). Taking lim sup as k ′ → ∞ in dim H (Sing (u| B r(k ′ ) (a k ′ ) ) ≤ dim H (Sing (u| Br (a) )), and then passing to the limit as r → 0, we obtain that lim sup k ′ →∞ dim H (Sing (u| B r(k ′ ) (a k ′ ))∩Ω ) ≤ (sd u)(a).
But this contradicts (22).
Knowing that a function sd u : Ω → [0, N ] is upper semicontinuous, it naturally arises the following question, which we state as an open problem.
Let X = X(Ω) be a given space (or set) of real functions (for example, let X = L 2 (Ω), or X = W k,p (Ω) with kp < N , or let X be defined via the BVP 1 by Eq. (13)). Given any upper semicontinuous function f : Ω → [0, s-dim X], is there a function u ∈ X such that sd u ≡ f ? For a conclusion of this article, we point out that one can study analogous questions as in this paper in the context of the standard p-Laplace BVP: This result extends the result stated in (14) . Furthermore, it is not yet known if (25) holds when p ∈ (1, 2) as well.
