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CHAPTER 1. GENERAL INTRODUCTION 
Metal-to-insulator transitions are generally linked to two phenomena: electron-elec-
tron correlations and disorder. Although real systems are usually responding to a mix­
ture of both, they can be classified as undergoing a Mott-transition, if the former process 
dominates, or an Anderson-transition, if the latter dominates. High-7^ superconductors, 
e.g., are a candidate for the first class. Materials in which disorder drives the metal-
to-insulator transition include doped semiconductors and amorphous materials. After 
briefly reviewing the previous research on transport in disordered materials and the 
disorder-induced metal-to-insulator transition, a summary of the model and the meth­
ods used in subsequent chapters is given. This general introduction closes with an outline 
of the dissertation. 
1.1 Overview of transport in disordered media 
The field of transport in disordered systems in its present form owes much to a single 
paper, written by Anderson in 1958,[1] titled Absence of diffusion in certain random 
lattices. In this paper, Anderson discusses transport of (quasi-)particles by transitions 
between quantum-mechanical eigenstates of the system without thermal activation and 
the conditions under which such transport fails to extend beyond a finite subregion of 
the system. The particle is then said to be localized and the system is insulating, as 
there can be no transport of particles from one end of the sample to the other. If the 
system parameters can be controlled such that the conditions for localization are met for 
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some range in parameter space, but not outside that range, the system can undergo a 
quantum phase transition from the localized, insulating phase to a conducting one, where 
eigenstates of particles extend throughout the system (even in the thermodynamical 
limit). Under the right conditions this can be achieved, e.g., by changing the Fermi 
energy of electrons in a crystal with point defects, or by changing the frequency of 
classical waves travelling through almost periodic structures, e.g.. photonic band gap 
materials.[2] Typically, electron states are localized in the tails of the disorder-broadened 
bands, whereas the center of the bands is made up of extended states. The two regions 
are separated by a mobility edge, where the critical states of the metal-to-insulator 
transition are found. 
Basically, there are two approaches for characterizing this transition: one that focuses 
on the wave function, working with the concepts of localized and extended states, and one 
that focuses on properties of the system, like conductance or resistance, working with the 
concepts of insulators and conductors. The former defines a length that is associated with 
the volume occupied by the wave function in a localized state and defines the transition 
to be at the point where this localization length diverges. The problem now lies in 
identifying the appropriate definition for this localization length. The second approach 
defines the critical state as the point where the conductance becomes independent of the 
system size, whereas it increases with system size for metallic systems and decreases with 
system size for insulating ones. As we are dealing with an ensemble of disordered systems 
and, therefore, a distribution of conductances, it becomes necessary to identify the single 
parameter, if it exists, that characterizes the full distribution of the conductance and 
controls the metal-to-insulator transition. Of course, both approaches must agree in 
their results when applied to a particular system. 
During the 70s and 80s experiments were carried out, dealing with phenomena that 
show the existence of or can be explained with localized eigenstates of the systems 
involved and the corresponding quantum phase transition. Phonon-assisted hopping, 
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e.g., can be used to explain[3] the low-temperature behavior of the conductance in 
amorphous semiconductors. [4] Bergmann[5] reports on weak localization in thin films 
resulting from quantum interferences. The Anderson transition was studied [6] on un­
compensated doped semiconductors, e.g. Si:P,[7] as well as compensated doped semicon­
ductors and amporphous metals and semiconductors, e.g. AlxGai_xAs.[8] The former 
exhibited a critical exponent for the doping concentration of 1/2, whereas the latter 
have a critical exponent for the charge carrier concentration of 1, with some exceptions 
in both camps.[9] Theory expects a value of 1 in all those cases[10, 11] (considering 3D 
systems with orthogonal symmetry), whereas numerical calculations find values around 
1.5.[12] Localized states are also a useful basis for understanding the integer Quantum 
Hall effect.[13] Another disorder-induced phenomenon, the socalled universal conduc­
tance fluctuations, was also discovered during that period. [14] Here, the variance of 
the conductance in disordered mesoscopic systems is constant over a finite range of 
average conductance and independent of the system size (as long as phase coherence 
is maintained throughout the sample). Localization of light and water waves follows 
the same general pattern. [15] In the 90s, efforts were made to understand the inter­
play between particle-particle interactions and disorder in driving the derealization[16] 
after the observation of anomalously large persistent currents in mesoscopic metallic 
rings. [17] Shepelyansky[18] tackled the problem of two interacting particles in a strictly 
one-dimensional system and found that correlated pairs can have much larger localiza­
tion lengths than non-interacting particles. Shortly thereafter, experiments indicated a 
metal-insulator transition in two-dimensional systems at T = 0 and B — 0,[19, 20, 21] 
which cannot be explained within the established framework of non-interacting particles. 
A wide variety of experimental and theoretical results on the interplay of disorder and 
interactions were presented at two conferences in 1998[22] and 1999.[23] 
The theoretical efforts dealing with the metal-to-insulator transition center around 
the renormalization group theory and the one-parameter scaling approach. [24] In gen­
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eral, when describing a system within the renormalization group approach, one considers 
a set of parameters, depending on system size, the values of which for a size bL are a 
function of only the parameters at size L and the scale factor b. Of special interest are 
then the sets of fixed points, where all the parameters are independent of b (and thus 
independent of L as well), as phase transitions will occur at such points. In a region 
close to one fixed point, the renormalization function may be linearized. Restricting the 
investigation to these critical regions is the idea behind the scaling approach. Parame­
ters are classified as relevant or irrelevant, depending on whether they are responsible 
for repulsion from or attraction to the critical point under consideration. That is, if 
all other parameters are set to their fixed point values, and repeated application of the 
renormalization function leads the system further away from the fixed point, the param­
eter is relevant. One-parameter scaling theories assume that there is only one relevant 
parameter. The assumption has been validated mostly through numerical applications. 
The scaling approach predicted that metallic states, and thus a true metal-to-insu­
lator transition, cannot be present in systems of non-interacting particles in one or two 
dimensions. However, as evidenced by the Quantum Hall effect, the application of a 
magnetic field perpendicular to the plane of a two-dimensional system may introduce 
extended states that contribute to the conductance of a sample. Also, the introduction 
of spin-orbit scattering into the model may result in a true metal-to-insulator transition 
in two dimensions. This difference in behavior can be understood from the random 
matrix theory, where systems are divided into three universality classes depending on 
whether time reversal or rotational symmetries are broken or not, and it allows the 
use of numerical methods, which are much more powerful in dealing with systems of 
lower dimensions due to the rapid increase in computational effort with system size in 
three-dimensional systems. Two-dimensional systems are used to calculate the conduc­
tance, the spectrum of eigenenergies, and wave functions, whereas the calculation of 
localization lengths requires quasi-one-dimensional systems which have a cross section 
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much smaller than their length in the direction of transport. However, the inclusion of 
Coulomb-repulsion into the model (to study the competition with disorder in causing the 
transition) still limits numerical calculations mostly to either one-dimensional systems 
or rather small higher-dimensional ones. 
Models employed in numerical studies include tight-binding models, including the 
Hubbard model which includes an on-site interaction between particles, real space mod­
els, the Chalker-Coddington network model[25] and derivatives, and, where magnetic 
fields are present, Landau-space models. Besides calculating conductances or localiza­
tion lengths, some effort has been put into the examination of energy level spacing 
distributions, which are an indicator for the metal-to-insulator transition, and other 
properties of the energy eigenvalue spectrum, as well as the multifractal character of 
eigenfunctions at the critical point, which can be related to some scaling properties. 
Analytical methods include the application of a non-linear a type model and direct 
diagrammatical summation. 
1.2 Model and methods 
Throughout the work presented in this thesis the tight-binding model has been used. 
Its inherently discrete character makes it particularly easy to implement numerically. In 
this model, the Hamiltonian is expressed with respect to states that are essentially lo­
calized at one lattice site, usually atomic orbitals (or linear combinations) corresponding 
to the principal quantum number of the electron that is supposed to be disassociated 
from the atom and diffuse through the crystal. Assuming that overlap between orbitals 
centered at different lattice sites is so small that hopping is only allowed between near­
est neighbor atoms, the energy eigenvalue bandwidth of such a Hamiltonian in square 
or cubic lattices is eight (2D) or twelve (3D) times the value of the overlap integral. 
Generally the model Hamiltonian is written 
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^ = 53 I")5" ("I + 2Z lm) Vm,n (n| , 
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where the ket |rz) denotes a state centered at lattice site R„, Vmtn the overlap integral and 
the primed sum runs only over lattice sites m ^ n. Without disorder, the site energies 
e„ are all equal and thus set to 0. Disorder can be introduced by choosing these and/or 
the hopping integrals from a random distribution of values. This introduces allowable 
energy values slightly outside the band of the system without disorder and smoothes out 
a singularity of the density of states at the band center. 
A magnetic field is introduced into the system by replacing the operator Ak with 
p-eA/c (the socalled Peierls substitution), where A is the vector potential and V x A = 
B the magnetic induction. This leads to a rather complicated band structure[26] and 
phase factors in the hopping integrals. These phases contain the parameter a = ea2B/hc, 
with the lattice constant a. Thus, for a = 1, the rather large a = 0.5nm translates into 
the extremely large B = 5TT = 5- 1012T (!!), but due to the number of bands being equal 
to the denominator in a fractional a, too small values of a are numerically inadvisable. 
To include spin-orbit interactions, another quantum number, a, is introduced, with the 
allowed values +1 and —1. The hopping integrals turn into 2x2 matrices, while the 
site energies are usually kept independent of <x. 
1.2.1 Localization length 
To calculate the localization length, the transfer matrix method is employed. The 
system is cut into slices (in our case of thickness a) and the values of the wave function at 
the lattice sites in the first two slices are generated randomly. The transfer matrix is then 
applied iteratively to generate from the values in slices n — l,n the new values in slices 
n,n + 1. According to Oseledec's Theorem[27] the product of a large enough number 
of these transfer matrices converges to a matrix T, and eigenvalues of (T^T)1/2 exist for 
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almost all disorder configurations. The transfer matrices in our problem are symplectic. 
which means eigenvalues come in pairs z/,, 1/t/,-, or, equivalent ly, exp( N~n ), exp( — iV^y, ). 
The index i runs from 1 to the number M of lattice sites in one slice, while N 3> M 
denotes the number of slices in the system. To find more than just the one eigenvalue 
with the largest magnitude, one has to apply the procedure to several random starting 
vectors and keep them orthonormalized. The exponents 7, in the eigenvalues with mag­
nitude less than 1 are a measure for how quickly a state deteriorates when "transferred" 
through the disordered system. The inverse of the smallest 7, is then defined to be the 
finite size localization length for this system 
Am = 1/ min{7,}. 
These are calculated for different disorder configurations to get an ensemble average 
and then finite size scaling is applied to the ensemble averaged Ajt/ for cross sections 
of different size M. The scaling function is A M IM as a funtion of Ç/M, where the 
localization length £ is obtained from the large M limit of AM. AS both \M and F 
depend parametrically on disorder strength and fermi energy of the electron, the scaling 
function—and as a consequence £—can also be obtained by fitting a set of data for 
XM{W, E) with varying values of W and £ to a single curve. The form of the scaling 
function must be independent of these parameters if the one-parameter scaling theory 
works. In numerical calculations of the localization length this theory has generally been 
supported well by the data obtained. 
1.2.2 Spectra and eigenstates 
To calculate parts of or the whole spectrum of eigenvalues of a given Hamiltonian, it is 
advisable to employ methods that make use of the sparseness of the Hamilton matrix. As 
we are dealing with a Hermitian matrix, we can make a socalled Lanczos transformation 
to a real symmetric tridiagonal matrix of an order independent of the original matrix 
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order. Increasing the size of the Lanczos matrix allows for an easy and numerically 
viable way to make up for numerical errors in the calculation of eigenvalues. In exact 
arithmetic, the Lanczos matrix of the same order as the Hamilton matrix will have 
exactly the same eigenvalues, i.e., in this case the Lanczos transformation is a unitary 
transformation of the Hamilton matrix. In numerical implementations, however, the 
method can not accurately predict the multiplicity of a given eigenvalue. Fortunately, 
in a disordered system, we can expect the probability for an eigenvalue to be degenerate 
to be so small as to be negligible, so that, as soon as a value appears to be numerically 
multiple, we can assume that it has converged to an eigenvalue of the Hamiltonian to 
within numerical precision. 
The spectrum is then immediately available for analysis by established methods of 
random matrix theory[28] (for application to the case studied in Chapter 2, see Ap­
pendix A). Once the critical energy Ec of the metal-to-insulator transition is known, the 
eigenvector of the Lanczos matrix to the eigenvalue closest to Ec can be calculated easily 
and then backtransformed to find the critical eigenstate of the Hamiltonian, which in 
t u r n  c a n  b e  s u b j e c t e d  t o  m u l t i f r a c t a l  a n a l y s i s [ 2 9 ]  ( s e e  A p p e n d i x  B ) .  
1.2.3 Conductance 
The Landauer formula[30] for a system with ideal leads is used as a basis for the 
conductance calculations: 
with the transmission matrix t determining the transmission of an electron through the 
sample. For numerical application the matrix tU has to be related to the transfer matrix 
T via its transformation to "flux representation" Q by (for details see Appendix C): 
g = Tr , 
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The numerical implementation calculates therefore the eigenvalues Zj of QQ^ for a large 
ensemble of systems with different disorder configurations, then calculates the conduc­
tance g as 
More efficient algorithms can be employed if only the trace g is required instead of all 
t h e  i n d i v i d u a l  g j .  
1.3 Dissertation Organization 
In Chapter 2, the critical behavior of two-dimensional anisotropic systems in the 
presence of a magnetic field is investigated, using the localization length and properties 
of the eigenvalue spectrum. The relationship of the scaling functions to that of isotropic 
systems is given. Having found the critical energy, we proceed in Chapter 3 to discuss the 
critical conductance distribution of such systems, again in reference to that of isotropic 
systems. The method is also applied to systems with spin-orbit interactions. Seeing a 
satisfying relationship between anisotropic systems and their isotropic counterparts, we 
focus in the remaining chapters on isotropic systems. As there is so far no complete de­
scription of the analytic form of the critical distribution of the conductance, in Chapter 
4, a more extensive characterization of that distribution is carried out in isotropic sys­
tems of different universality classes. The numerical data is compared to some analytical 
results. Away from the critical point, on the other hand, a more interesting quantitiy 
to study is the variance of the conductance, especially in a range of metallic behavior 
where the magnitude of the variance is independent of the avarage of the conductance, 
i.e., in the range of universal conductance fluctuations. Chapter 5 contains a discussion 
of how the ensemble fluctuations of the conductance change as a function of disorder 
strength, including the ballistic, diffusive and critical/localized regimes. Particular em­
phasis is given to the influence of boundary conditions. In Chapter 6, some general 
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conclusions axe presented. In Appendix A, additional data about the spectral statistics 
of anisotropic unitary systems, used but not presented in the discussion in Chapter 2, 
is given. Appendix B has some results from multifractal analysis of the critical eigen­
states of such systems. In Appendix C, the relation between the conductance g and the 
transfer matrix T, as discussed above is provided in detail. 
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CHAPTER 2. METAL-INSULATOR TRANSITIONS IN 
ANISOTROPIC TWO-DIMENSIONAL SYSTEMS 
A paper published in Physical Review B 63, 085103 (2001 )l 
and online at cond-mat/0010430 
Marc Ruhlander and C. M. Soukoulis 
Abstract 
Several phenomena related to the critical behavior of noninteracting electrons in a 
disordered two-dimensional tight-binding system with a magnetic field are studied. Lo­
calization lengths, critical exponents and density of states are computed using transfer-
matrix techniques. Scaling functions of isotropic systems are recovered once the dimen­
sion of the system in each direction is chosen proportional to the localization length. 
It is also found that the critical point is independent of the propagation direction, and 
that the critical exponents for the localization length for both propagating directions 
are equal to that of the isotropic system, u ss 7/3. We also calculate the critical value 
Ac of the scaling function for both the isotropic and the anisotropic system. It is found 
that A^so = yjA* • Ac. Detailed numerical studies of the density of states n(E) for the 
isotropic system reveals that for an appreciable amount of disorder, the critical energy 
is off the band center. 
1©2001 The American Physical Society 
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2.1 Introduction 
The problem of Anderson localization[l] in anisotropic sysytems has attracted con­
siderable attention^, 3, 4, 5] recently. It is generally accepted[2] that anisotropy does 
not change the universality class and that the isotropic results are recovered once a 
proper scaling of the anisotropic results is performed. If the dimension of the system 
size is chosen to be directly proportional to the localization length, the system should 
be effectively isotropic. The difficulty in implementing such a procedure lies in the fact 
that the localization lengths are usually not known a priori. It was found through de­
tailed numerical calculations^ that this scaling indeed works. It was also shown[6] that 
the probability distributions of the conductance in the two directions are exactly equal 
to each other, provided that the ratio of the sides of the rectangle is proportional to 
the ratio of the localization lengths in the two directions. These scaling results were 
obtained for an anisotropic system where all the states were localized. 
It is well known[1] that noninteracting electrons are localized in two-dimensional 
(2D) disordered systems. There are, however, some exceptions to this rule. These 
include electrons having strong spin-orbit coupling,[7] integer quantum Hall systems.[S] 
and tight-binding models with random magnetic fields.[9] The best known example is 
the integer quantum Hall plateau transition occurring in a 2D noninteracting system in 
a strong magnetic field. Extended states do not exist as a result of Anderson localization 
except at a singular energy near the center of each of the Landau subbands.[8, 10] The 
localization length diverges at  these crit ical  energies EC  as £ oc |E — EC \~U .  
Another important point is the universality of the conductance at the critical point 
of the Anderson transition for the anisotropic system. [4] From the generalized scaling 
functions, it has been established that the geometric mean of the critical value Ac of 
the scaling function A == (A^/M) (as a function of Ç/M) is a constant independent of 
the strength of the anisotropy. (Here Am denotes the finite-size localization length of a 
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quasi-one-dimensional strip of finite width M.) Numerical calculations in both two-[2] 
and three-dimensional^] disordered anisotropic systems support this claim. However, 
the same is not true for the conductance. Numerical calculations^] in three-dimensional 
anisotropic systems do not support a universal value of the conductance for the geometric 
mean. This might be due to too small sizes used in the 3D system or to a lack of 
universality of the conductance at the critical point. 
In this paper, we investigate the scaling properties of the finite-size localization length 
A M and the critical value Ac of the scaling function in a two-dimensional system described 
by a tight-binding model in the presence of a magnetic field. Both the isotropic case as 
well as the anisotropic case will be examined. This is perhaps the simplest system that 
exhibits the correct behavior of the metal-to-insulator transition. To our knowledge, no 
such calculations have been previously reported for the anisotropic tight-binding model 
with a constant magnetic field. Some of the questions we try to answer are as follows: 
How does the anisotropy affect the critical behavior, especially, will there be one or two 
critical exponents for the localization lengths? How do the anisotropic quantities relate 
to the corresponding isotropic ones, especially, can we expect the geometric mean of the 
two anisotropic values to equal the isotropic value? What are the values for the scaling 
functions at the critical point? In Sec. 2.2, we describe the model and the numerical 
methods we used. In Sec. 2.3, we present and discuss our numerical results. In Sec. 2.4. 
we summarize the conclusions of this work. 
2.2 Model and Methods 
In the tight-binding model, one has the Hamiltonian 
where the summations run over lattice sites i and j. We consider only nearest-neighbor 
(2.1) 
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interaction in the hopping integrals V]j. The effects of an external magnetic field, charac­
terised by a vector potential A (V xA = B), enter the model via phases of the hopping 
integrals with 
Vij=<i,-e-2"(*/"^'A,r|dr, (2.2) 
the integral connecting lattice sites i and j by a straight line. In two dimensions with 
a magnetic induction B perpendicular to the plane of the system, one can choose the 
gauge for the vector potential in such a manner that the phases vanish in one direction 
within the plane and are integer multiples of some number 2TTQ in the other direction, 
such that the value of a completely characterizes the influences of the magnetic field on 
the system. In particular, the denominator of a rational a equals the number of bands 
in the density of states of the system without disorder. Introducing anisotropy into the 
system by choosing different amplitudes in the two directions within the plane will 
effect only the position of these bands, not their number. We bring disorder into the 
system by independently choosing all the site energies c, from a rectangular distribution 
of width IF centered at 0; thus W is a measure of disorder strength. Both W and E are 
measured in units of the largest hopping matrix element t, which is taken to be unity. 
As our main method we use the transfer matrix method,[1] where a matrix T/v/ 
connects the amplitudes of a state at both ends of a quasi-one-dimensional strip of width 
M and length N M. Due to the anisotropy, we have to do this in the two spatial 
directions seperately. Therefore, we get two sets of parameters \\i,x and AM,yi which 
lead to two seperate localization lengths Çx and in the x and y direction, respectively. 
Scaling of the data is used to improve on the values of and £y, which are then analyzed 
to find the critical energies, where the localization lengths diverge as well as the critical 
exponents of these divergences. 
We obtain the density of states by using a Lanczos procedure[ll] to diagonalize 
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the Hamiltonian on squares of (linear) size L. The energy-level separation distribution 
function p(s) should deviate markedly from a Poisson distribution for the local density 
of states around the critical energy, approaching the Wigner distribution for the unitary 
ensemble. [12, 13] We also use the density of states to show that for sufficiently strong 
disorder the critical energy does not necessarily coincide with the band center. 
2.3 Results 
To obtain the critical energy EC  for the anisotropic tight-binding model, first we 
calculate AM,x and \\F,Y for different strip widths M and energies E above and below 
the crit ical  energy EC .  As the exact posit ion of  EC  varies with the disorder strength VV, 
the hopping integral tx < 1 in the difficult hopping direction as well as the magnetic 
field parameter a, we restrict our investigation to one set of these parameters W = 0.1. 
tx = 0.8 and a = g. The data for the more localised states show that M/X\r versus A/ 
is a straight line. The inverse slope of each of these lines gives a first estimate for the 
localization lengths or £y, respectively, thus the smaller the slope, the more extended 
are the corresponding eigenstates of the system. For energies closer to EC the lines 
would be essentially horizontal. In order to accurately obtain EC, we have systematically 
calculated Am,x and A,v/,y for large M. The results are shown in Fig. 2.1, where we plot 
AAand \\I,Y for the anisotropic case for energies very close to EC. From Fig. 2.1 we can 
confirm the existance of an extended state. Notice that A M JM decreases as a function of 
M, which signifies localized states. For localized states, A M eventually reaches its large-
M limit, which is a constant, and therefore AM/M decreases as M increases. However, 
as can be seen from Fig. 2.1, at the critical energy EC, A M/M saturates to a constant 
due to the absence of length scales. For the case studied ( W = 0.1, ty = 1.0, tx = 0.8, 
and or = g), we find that the critical energy Ec is between —2.966 and —2.965, but closer 
t o  t h e  s e c o n d  v a l u e .  F r o m  F i g .  2 . 1 ,  w e  c a n  a l s o  o b t a i n  t h e  c r i t i c a l  v a l u e s  A c  o f  A y v t / M  
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Figure 2.1 The critical values of the scaling functionns can be obtained 
from the large- M limit of A M/M at the critical energy. From the 
almost symmetrical behaviour of the values for the non-critical 
energies at either side of the critical one, we assume that the 
value for Ec is between —2.966 and —2.965, but closer to the 
second one. Left: difficult hopping direction; right: easy hopping 
direction. 
for both directions of propagation. We find A£ = 0.92 ±0.01 and A® = 1.39 ± 0.01 with 
a geometric mean of 1.13 ± 0.01. 
To confirm that the geometric mean Ac of the two anisotropic values is related to 
the value for the isotropic case, we have calculated systematically A m/M versus M for 
the isotropic system (IV = 4.0, tx = ty = 1.0, and Q = |) for very large values of M. 
These results are shown in Fig. 2.2. From Fig. 2.2, we obtain that indeed Ec = —3.40 
in this case, in agreement with previous results[10, 14] that used different techniques 
to get Ec- In addition, Fig. 2.2 shows clearly that at the critical point of the isotropic 
system A'so = 1.10 ± 0.03, which is approximately equal to the geometric mean of the 
two anisotropic values A* and A^. 
The critical value of A M/M is related to the exponent QQ that can be obtained from 
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Figure 2.2 The critical value of the isotropic scaling function. From the 
large-M data we estimate it to be 1.10 ± 0.03. 
the multifractal analysis[8] of the eigenfunctions at the critical energy by Ajl = T r ( a 0 — d )  
where d is the Euclidian dimension of the system. Huckestein[26] calculated Ac = 1.14 ± 
0.02 for a real-space model, while Lee et a/.[27] determine Ac = ln-l(l + >/2) % 1.13 for 
a network model, both of which are close to the value A"° = 1.10 ± 0.03 obtained for 
the isotropic case of the 2D tight-binding model with a constant magnetic field. 
The next step is to use the values for the localisation lengths obtained in this man­
ner to plot AM,X/M as a function of <fx/M and AM,V/M as a function of ÇY/M. After 
combining the data for all energies into one graph, one usually has to adjust the values 
for the localization lengths slightly to make the data fall on a smooth curve. Figure 2.3 
shows that these two functions are independent of the value of £, as expected for one-
parameter scaling. However, the two scaling functions differ in their large-£ limit: the 
value is higher for the easy-hopping direction. To compensate for this anisotropy effect 
we use the following straightforward idea:[2] AM,X (AM,y) is a length in the x (y) direction 
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Figure 2.3 The scaling functions for the difficult- (open symbols) and easy-
( filled symbols) hopping directions A M/M as a function of f/A/. 
The localization lengths have been adjusted to better fit the 
data to a smooth curve. Energies are —3.0, —2.99, —2.98, 
-2.97, -2.969, -2.968, -2.967, -2.964, -2.96, -2.95, -2.94 
and —2.93. 
along the length of the strip, so the appropriate scale should be (£y). However, M is 
a length measuring the width of the strip and therefore has to be scaled with the other 
localization length. Thus we plot (AM>x/Çx)(Çj,/Af) vs (Çy/M) and (AM,y/Çy){Çx/M) vs 
(£r/A/) in Fig. 2.4. Not only do we obtain the same scaling function for both, but it is 
also the same as the isotropic one which we included for reference. The isotropic case 
was for W = 4 and a = Of course, under the assumption of one parameter scaling, 
the form of the (isotropic) scaling function should not depend on the values of W and a 
directly (as long as neither vanishes completely) but only parametrically via the local­
ization length £{E,W,a). Thus, the product of the two rescaled anisotropic functions 
equals the square of the isotropic scaling function. Immediately it is seen from this that 
the isotropic scaling function equals the geometric mean of the two anisotropic scaling 
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Figure 2.4 Plotting the rescaled scaling functions (cf. text) for the difficult-
(open symbols) and easy- (filled symbols) hopping directions to­
gether with the scaling function for an isotropic system (crosses). 
functions. 
{  _ I ^ M ,X ^ M ,Y /o o\ 
UrL ~ 1 ~ M - - o r  (-3) 
as the reseating factors and cancel each other. As we have shown before in Fig. 2.1 
and Fig. 2.2. indeed Eq. (2.3) is obeyed. 
The procedure of fitting the data to a smooth scaling function provides us with 
more accurate estimates of the localization lengths, which we can now use to determine 
the critical behaviour of f. In Fig. 2.5, we plot the localization lengths as a function 
of energy. One can clearly see that the states are less localized in the easy hopping 
direction, as was to be expected. Figure 2.5 also allows us to estimate Ec, the energy 
where the localization length diverges. We expect this critical energy to be independent 
of the strip orientation, as a higher-dimensional system would undergo a phase transition 
at this point, and our data give a strong indication that Ec is indeed the same for both 
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Figure 2.5 The divergence of the localization lengths at the critical en­
ergy; open symbols, difficult-hopping direction; filled symbols, 
easy-hopping direction. The values are taken after the adjust­
ments made to obtain Fig. 2.4. Inset: To extract the critical 
exponent of the localization lengths we plot £ vs \E — Ec\ in a 
log-log plot. Both exponents are found to be 2.3 ± 0.1, roughly 
equal to the theoretical value for the isotropic system. 
directions. We estimate Ec % —2.965±0.001. This is consistent with the results obtained 
in Fig. 2.1. 
The divergence of the localization length near the critical energy is expected to follow 
a power law 
Ç ( E )  =  Ç 0 \ E - E c \ - \  (2.4) 
with some critical exponent v. To test this hypothesis, we plot the logarithm of £ vs the 
logarithm of \E — Ec|. The result is shown in the inset of Fig. 2.5. That our data follows 
a straight line rather reasonably reconfirms our estimate for Ec, as the plot obviously 
is quite sensitive to the choice for that value. Furthermore, both sets of data can be 
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fitted by the same straight line, giving the same critical exponent u RS 2.3 ±0.1. Once 
again, this is the same as the isotropic value and very close to the theoretically predicted 
value[8] of 7/3 for the isotropic system. 
The distribution of energy-level separations in a given energy interval depends on 
the typical extension of the eigenstates of the system with eigenvalues in that energy 
region. Spatial overlap of eigenfunctions close in energy helps to delocalize the particle. 
In a finite system, more of the strongly localized eigenfunctions can be accomodated 
without significant overlap. The more extended the eigenfunctions become, the more 
difficult it becomes to fit several into the finite space, and they must be seperated in 
energy. This leads to the phenomenon of level repulsion, known from chaos theory. The 
corresponding distribution of level separations s,- = E{ — goes to zero for small 
s. In contrast, the distribution for a range of localized eigenstates has a maximum at 
vanishing level separation. More specifically, random matrix theory predicts[13] a Pois­
son distribution for the localized case and a Wigner distribution for the extended case. 
We have calculated the distribution of energy-level separations p(s) for the anisotropic 
system studied in Fig. 2.1. We find that for an energy range close to Ec = —2.965, p(s) 
is Wigner-like, whereas for the other energy ranges it is Poisson-like. 
Level statistics for the isotropic system have been extensively studied by Potempa 
et a/.[14, 15] and Batsch et al.,[16, 17] proving the validity of the approach in dis­
tinguishing localized from extended states. In addition, the level number variance 
E2((Ar)) = x(7V) has been numerically obtained for the isotropic system,[18] using 
the Chalker-Coddington network model,[19] and compared with analytical theories,[20] 
which give for the spectral compressibilty % = (</ — D(2))/2d, where D(2) is the multi-
fractal exponent of the wavefunction at the critical point.[21] Klesse and Metzler obtain 
X = 0.124 ± 0.006.[18] Numerically obtained values for D(2) include 1.43 ± 0.03 for 
a continuum model,[22] 1.56 for a network model,[23] and 1.62 ± 0.02 and 1.71 for a 
tight-binding model.[24, 25] Due to the limited size of our systems we were not able 
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Figure 2.6 The density of states for the lowest subband for a disorder 
strength of W = 4.0 (left) and W = 2.0 (right), indicating that 
the critical energy is off the band center. A fit to a Gaussian 
distribution suggests that the band center in the W = 2.0 case 
is at E0 « —3.38, whereas the critical energy is Ec % —3.32. 
to produce results for \ for our anisotropic model. The number of energy eigenvalues 
sufficiently close to the critical point is not large enough to give good statistics for the 
number variance E2((Ar)). This point has to be adressed in the future. 
Finally. Fig. 2.6 shows the positions of Ec for isotropic systems at W = 2 and W = 4 
to be different from the band center. Although a Gaussian is not the correct form for 
the density of states it is usually a reasonable fit. For the stronger disorder, W = 4, the 
best approximation is achieved with a Gaussian centered at E = —3.7 with a standard 
deviation of a = 0.4. Figure 2.2 strongly indicates Ec = —3.4 (arrow in left panel of 
Fig. 2.6). Similarly, for the lesser disorder, W = 2, a Gaussian centered at E = —3.38 
with a standard deviation of a — 0.21. A plot similar to that for the more strongly 
disordered case shows that Ec = —3.32. However, for W < 1 the critical energy Ec lies 
at the center of the Landau band. 
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2.4 Conclusions 
In summary, we have performed detailed numerical study of the scaling properties of 
highly anisotropic systems in 2D, with a metal-to-insulator transition. Scaling functions 
of the isotropic systems are recovered once the dimension of the anisotropic system is 
chosen to be proportional to the localization length. It is also found that the critical 
point is independent of the propagation direction and that the critical exponents for 
the localization length in both propagating directions are equal to that of the isotropic 
system. The critical value Ac of the scaling function for both the isotropic and the 
anisotropic cases has been calculated. It is obtained that v\|so = \JA*Ac = 1.10 ± 0.03. 
Finally, density of states calculations revealed that the critical energy lies away from the 
center of the Landau band. 
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CHAPTER 3. PROBABILITY DISTRIBUTION OF THE 
CONDUCTANCE IN ANISOTROPIC SYSTEMS 
A paper published in Physical Review B 64. 193103 (2001 j1 
and online at cond-mat/0103594 
Marc Ruhlander, Peter Markos, and C. M. Soukoulis 
Abstract 
We investigate the probability distribution p ( g )  of the conductance g  in anisotropic 
two-dimensional systems. The scaling procedure applicable to mapping the conductance 
distributions of localized anisotropic systems to the corresponding isotropic one can be 
extended to systems at the critical point of the metal-to-insulator transition. Instead 
of the squares used for isotropic systems, one should use rectangles for the anisotropic 
ones. At the critical point, the ratio of the side lengths must be equal to the squre 
root of the ratio of the critical values of the quasi-one-dimensional scaling functions. 
For localized systems, the ratio of the side lengths must be equal to the ratio of the 
localization lengths. 
i ©2001 The American Physical Society 
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The presence of disorder[l] may allow a system to make a transition from metallic to 
insulating behavior by varying the Fermi energy in an energy range where both extended 
and localized states are found, separated by a mobility edge. Characterizing this transi­
tion, one can employ transport properties, such as the conductance, or properties of the 
system's eigenstates, such as the correlation length for extended, metallic states or the 
localization length £ for insulating states. At the mobility edge, a determination of the 
complete probability distribution p(g) of the conductance g (in units of e2//i) is needed. 
The critical point of the transition from metallic states to Anderson localized ones[2] is 
of particular interest. The distributions are well known to be normal and log-normal off 
the mobility edge towards the extended and the localized regime, respectively, whereas 
the exact form of the critical distribution is still under investigation.[3, 4, 5, 6, 7, 8, 9, 10] 
For example, contrary to expectations, the critical distribution seems to vary even within 
the same universality class, depending on the boundary conditions perpendicular to the 
direction in which transport occurs.[3, 4, 5] Also, questions about the exact form of 
the large-<7 tail (g > 1) remain unanswered. Where calculations in 2 + e dimensions^] 
indicate higher cumulants to diverge with system size, leading to a power law tail, numer­
ical calculations]/] in three dimensions and analytical results for quasi-one-dimensional 
wires[5] show an exponential decay. 
Anisotropic systems have recently been the focus of particular attention.[11, 12, 13, 
14, 15, 16] It is generally accepted that anisotropy does not change the universality 
class and that isotropic results can be recovered by performing a proper scaling of the 
anisotropic results. For anisotropic systems in a localized state, it is reasonable to assume 
that scaling the dimensions of the system by the corresponding localization lengths will 
make the system effectively isotropic. This procedure has been applied successfully[11] 
to the scaling function A = \M/M, which is a function of £/M, where AM denotes 
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the finite size localization length of a quasi-one-dimensional strip of finite width M and 
A,v/ —> £ as M —ï oo. It was also shown[17] that the same scaling procedure works for 
the probability distribution in such a system. 
In order to test the approach for critical states one must either face the numerical 
challenge of large three-dimensional systems or take into account additional interactions 
(beyond the disorder potential) such as spin-orbit coupling.[18] Another possibility is the 
introduction of external magnetic fields as, e.g., in integer quantum Hall systems[19] or 
tight-binding models with random magnetic flux. [20] However, as a result of Anderson 
localization, extended states do not exist in two-dimensional systems of noninteracting 
electrons in a magnetic field, except at a singular energy near the center of each of the 
Landau subbands. At these critical energies Ec the localization length £ diverges with 
a critical exponent v. Ç oc \E — Ec\~u. 
Because significant finite size effects have to be expected, we decided to concen­
trate our research on two-dimensional systems, although the exact form of the critical 
distribution of the conductance depends on the dimensionality of the system.[7] The 
investigation of the self-averaging quantity £ in integer quantum Hall systems yielded 
very encouraging results,[15] supporting the expectation that quantities of anisotropic 
systems can indeed be mapped to isotropic values by a simple rescaling scheme. 
In this paper, we show a method of mapping the probability distributions of the 
conductance of anisotropic two-dimensional systems with a magnetic field perpendicular 
to the plane or with spin-orbit coupling to the probability distribution of the conductance 
for the corresponding isotropic system at the critical point, using a tight-binding model. 
It turns out that the ratio of the squares of the side lengths Lx, Ly of the anisotropic 
system should be chosen equal to the ratio of the critical values A%, Ay of the quasi-one-
dimensional scaling functions: 
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Ll = K 
^ A:' 
(3-1) 
In the following, we first describe the models and the numerical method we employed. 
Then we present and discuss our numerical results and finally summarize the conclusions 
of this work. 
The tight-binding model uses the Hamiltonian 
where n. n' denotes the lattice site. Without spin-orbit interaction the "variables" T, T' 
take on only one value and the hopping integrals 14,n' are scalar, otherwise they are 
2x2 matrices and the spin variables take on the values 1 or —1. In either case the 
site energies cn are independent of r and we take into account interactions only between 
neighboring lattice sites. 
An external magnetic field enters the Hamiltonian via its vector potential A (V x A = 
B), which appears in the phases of the hopping integrals: 
The integral connects the lattice sites n (at rn) and n' (at rn/) in a straight line. For 
the sytems under consideration, where the magnetic induction B is perpendicular to the 
plane of the two-dimensional lattice, the gauge for the vector potential can be chosen 
such that the phases vanish in the direction perpendicular to A and are integer multiples 
of some number 2TTQ in the direction parallel to A. The value of the parameter a then 
completely characterizes the influences of the magnetic field on the system. For rational 
Q, the denominator determines the number of bands in the density of states of the system 
without disorder. 
(3.2) 
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The Evangelou-Ziman model[21] incorporates spin-orbit coupling by using the fol­
lowing hopping integrals: 
where u  = x . y ,  z  and c r "  are the Pauli matrices. The parameter f j .  characterizes the 
strength of the spin-orbit interaction. 
Both systems may be made anisotropic by chosing the value of t° to be different in 
the two directions within the plane. Otherwise this parameter is a constant, indepen­
dent of lattice site n. We bring disorder to the system by chosing all the site energies 
independently from a rectangular distribution of width W centered at 0, so that W is a 
measure of the strength of the disorder. The parameters t" are also randomly selected 
from a uniform distribution on [—1/2,1/2]. The energy scale is set by the larger of the 
two values for <°, which is taken to be unity. 
We calculate the conductance from the Landauer formula[22] 
where t is the transmission matrix. We suppose two semi-infinte leads are attached to 
opposite sides of the sample. Then t determines the transmission of an electron through 
the sample. The numerical procedure is based on the algorithms published by Ando[23] 
and by Pendry et a/. [23] 
The critical conductance distributions we calculated for isotropic quantum Hall sys­
tems at different disorder strengths show that finite-size effects become stronger the 
weaker the disorder. Where systems with W = 4.0 and W = 2.0 show a basically size-
independent critical distribution of the conductance for squares of 64 x 64 lattice sites, 
at W = 0.5 finite-size effects are still somewhat noticeable up to systems with 192 x 192 
lattice sites. The anisotropic quantum Hall systems we investigated are characterized 
(3.4) 
(3.5) 
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by o = The anisotropics we chose were t ° / t °  =  0.5 at W  =  0.5 and t ° / t °  = 0.8 at 
W = 0.1. The latter was chosen mainly because we already had the data for the quasi-
one-dimensional scaling function. As the disorder is even weaker than in the first case, 
finite-size effects are even stronger, and even at 240 x 240 lattice sites the conductance 
distribution is far from the one we expect from our calculations of isotropic systems. 
Therefore, we will not be able to show that our procedure maps the two anisotropic con­
ductance distributions to the critical distribution of isotropic systems for this extreme 
case. We will, however, be able to prove the somewhat weaker claim that our method 
transforms the two anisotropic distributions so that both have the same shape. In a 
square system, one expects that the distribution in the difficult hopping direction shows 
a more localized character than the one in the easy hopping direction. In an isotropic 
system, the distribution obviously cannot depend on the direction of transport. By 
making the system rectangular rather than square, i.e., shorter in the difficult hopping 
direction, it should be possible to obtain distributions in the two directions that are the 
same, thus making the anisotropic system effectively behave isotropically. 
The task now is "How do we choose the correct ratio of side lengths of the rectangle?" 
From the research on localized systems[ll, 17] we know that in those cases, the ratio 
should be equal to the ratio of the localization lengths: 
for localized systems, as these are obviously the appropriate length scales in their respec­
tive directions. This is of no use for critical systems as both localization lengths diverge 
at the transition. A closely corresponding nondiverging quantity is, however, available 
in the scaling function AA/ = \M/M, which has a finite critical value, independent of 
the system width M. The finite-size localization lengths \M,x and Ahave and 
respectively, as their large-M limits, and for large enough systems we can approximate 
Ly <fy 
(3.6) 
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Eq. (3.6) by 
i» _ (3.7) 
L'y ^M,y 
for localized systems at "large enough" M. The meaning of M in this context would be 
that of the system width perpendicular to the direction in which the localization length 
is measured, i.e., M = Ly in \m,x and M = Lr in \\f,y Now, by multiplying both sides 
of Eq. (3.7) by Lx/Ly we have 
Lx Lx X\f X Am,X O\ 
L\ ~ Ly - \M,y ( • } 
for large localized systems. Now A M is a continuous function of E and for large enough 
systems at Ec should have reached its critical value. Therefore, we arrive at the conclu­
sion that 
Lx 
L* I (3'9) 'y 
should be the correct ratio for critical systems in order to make them behave like isotropic 
ones. Noting the relationship^, 13, 17] 
\/ÀiÂi = Ajso (3.10) 
we can write Eq. (3.9) in the alternate form 
Ac A? (3.11) 
Ly Aiso 
We tested this prediction on the system with = 0.5 and W = 0.5, where 
the ratio ^A%/Ay is roughly 1.5. The result is shown in Fig. 3.1 together with the 
critical distribution for the isotropic system. The agreement is very good. For the other 
system with = 0.8 and W = 0.8, we have to deal with stronger finite-size effects 
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Figure 3.1 The conductance distributions of an anisotropic rectangular sys­
tem with a ratio of side lengths chosen according to Eq. (3.9). 
For comparison the corresponding distribution of an isotropic 
system is shown as well. 
and cannot expect to approach the form of the critical distribution we see in Fig. 3.1 for 
reasonable system sizes. Instead we merely show in Fig. 3.2 how the critical distributions 
change with the ratio of side lengths. The best value for the ratio according to Eq. (3.9) 
would be roughly 1.23. Figure 3.2 shows results for ratios of 1.0, 1.25, and 1.5. The 
averages of ln(<?) for the easy hopping direction decrease with increasing ratio from 
—4.09 for the square to —4.40 and —5.30, while the averages for the difficult hopping 
direction increase from —4.94 for the square to —4.18 and —4.03. Similarly, the standard 
deviations increase for the easy hopping direction from 1.90 for the square to 2.07 and 
2.30, while they decrease for the difficult hopping direction from 2.24 for the square 
to 2.01 and 1.91. The values for a ratio of 1.25 are not equal but reasonably close, so 
that for larger systems, where a ratio of 1.23 might be practicable, we expect a better 
agreement of the two probability distributions. 
1 • • • 
1.0, £ = -3.295, Lt = L% = 192 
- t, = 03, t, = 1.0, £=-2.505. Lt = 96, L, = 144 
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<lnQ?)>/<W 
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Figure 3.2 Conductance distributions of an anisotropic system for varying 
ratios of the side lengths. The left panels refer to transport in 
the easy hopping direction, the right panels to transport in the 
difficult hopping direction. The ratio of side lenghts is 1.0 for 
the top row, 1.25 for the middle row, and 1.5 for the bottom 
row. 
Taking the best-ratio rectangle as the "undeformed" base, we can also see from Fig. 
3.2 that similar "deformations" have similar effects in the two directions, that is, reducing 
the ratio by a factor 7 in one direction will cause the ensemble average < ln(g) > in that 
direction to increase, and the standard deviation to decrease, while the trend is opposite 
in the perpendicular direction. However, reducing the ratio by the same factor 7 in the 
other direction will result roughly in the same distributions as before, but with the one 
associated with the easy direction before now assigned to the difficult  direction and vice 
versa.  
That the same procedure also works for sytems with spin-orbit coupling is shown 
in Fig. 3.3, where we plot the conductance distribution for an isotropic system with 
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/ j .  = 1.0 at E = 0.1 and W c  = 6.7 together with that of two anisotropic systems, one 
with pi — 1.0 and t°/t° = 0.1 at E = 0.1 and Wc = 1.6, the other with fx = 1.0 and 
t°/ty = 0.2 at E = 0.1 and Wc = 2.6. The ratio of sidelengths, according to Eq. (3.9). 
should be 23.0 for the latter. We chose 40 x 40 lattice sites for the isotropic system, 
10 x 230 lattice sites for the strongly anisotropic one, and 20 x 185 lattice sites for the 
anisotropic system with the weaker anisotropy. Again the agreement is very good. 
2.0 
Ij 
®0 
ë 10 X 
Oj 
0.0 
4.0 -3.0 -2.0 -1.0 0.0 1.0 
l"(g) 
Figure 3.3 The conductance distributions for an isotropic and two aniso­
tropic systems with spin-orbit coupling. 
We have shown that the scaling procedure applicable to mapping the conductance 
distributions of localized anisotropic systems to the corresponding isotropic one can be 
extended in a straightforward manner to systems at the critical point of the Anderson 
localization-delocalization transition in both unitary and symplectic two-dimensional 
systems. Instead of the squares used for isotropic systems, one should use rectangles for 
the anisotropic ones, with a ratio of side lengths equal to the square root of the ratio of 
the critical values of the quasi-one-dimensional scaling function. 
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CHAPTER 4. SYMMETRY, DIMENSION AND THE 
DISTRIBUTION OF THE CONDUCTANCE AT THE 
MOBILITY EDGE 
A paper online at cond-mat/0104394 and to be published in Physical Review B 
Marc Riihlander, Peter Markos, and C. M. Soukoulis 
Abstract 
The probability distribution of the conductance at the mobility edge, p c { g ) ,  in dif­
ferent universality classes and dimensions is investigated numerically for a variety of 
random systems. It is shown that pc{g) is universal for systems of given symmetry, 
dimensionality, and boundary conditions. An analytical form of pc(g) for small values 
of g is discussed and agreement with numerical data is observed. For g > 1, In pc{g) is 
proportional to (g — 1) rather than (g — l)2. 
Disordered systems may show a transition from metallic states to insulating ones 
at a mobility edge,[l, 2] which seperates the two regions. The probability distribu­
tion p{g) of the conductance g at the critical point of disordered systems undergoing a 
localization-delocalization transition is still under investigation.[3, 4, 5, 6, 7, 8, 9, 10, 11] 
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Previous studies have shown that p(g) depends on the symmetry of the system,[4] its 
dimensionality^?] the boundary conditions perpendicular to the direction of transportas. 
9, 10] and the amount of anisotropy.[5, 12] Yet, a complete theory explaining the form 
of the distribution is still missing.[3, 11] Knowing that the conductance distributions are 
normal and log-normal in the extended, metallic, and the localized, insulating regimes, 
respectively, and taking into account the continuous nature of the Anderson localization-
delocalization transition, it seems reasonable to try to combine the two forms. 
In this paper we have calculated the probability distribution of the conductance 
(including the portion where g > 1) for a variety of systems of different dimension and 
symmetry, give an approximate expression for pc{g), compare our numerical results to 
some analytical approximations, and present a way of explaining the differences between 
theory and numerical results. We find it is necessary to examine the distributions of the 
smallest Lyapunov exponents and the relationship between their respective mean values. 
We also show that pc{g) is independent of the particular point chosen on the critical 
surface in parameter space, consistent with similar findings on varying the distribution 
function of the disorder potential.[13, 14] Finally, we demonstrate that pc(g) is not 
analytic at g = 1. 
We have calculated the conductance distributions at the mobility edge of a three-
dimensional (3D) system with orthogonal symmetry, a two-dimensional (2D) system 
with symplectic symmetry, and of several 2D systems with unitary symmetry. All these 
systems possesss a mobility edge and are modelled after the Anderson tight-binding 
Hamilton! an 
W =YHn r)  £n(n T \+ 53 \nr)Vn ,n>(n'T ' \ ,  (4.1) 
rc.r n,T,n',T' 
where n, n' are nearest neighbor sites in the 2D or 3D lattice. The variables r, T' take 
on values of 1 or —1 for symplectic systems with spin-orbit interactions, where the 
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Figure 4.1 The conductance distribtuions for three different critical two-di-
mensional systems with a magnetic field perpendicular to the 
plane. 
hopping integrals Vn,n' thus become 2x2 matrices; otherwise they are scalars and the 
spin '•variables" have only one value.[15] The site energies en are always independent of 
r. 
In Fig. 4.1 we show three unitary systems with periodic boundary conditions. A 
magnetic field perpendicular to the direction of transport facilitates the existence of 
critical states at the center of each Landau subband. We investigate the dependence of 
Pc(g) on the disorder strength W. The flux per unit area, a, has been kept constant 
at a = 1/8. For weak disorder, considerable finite size effects have to be eliminated. 
Even for the system shown with 192 x 192 lattice sites (dashed line in Fig. 4.1) the 
distribution still has not completely converged to the form obtained for the two cases of 
stronger disorder, where the system size is only 64 x 64 lattice sites (solid lines in Fig. 
4.1). Anisotropic systems can be rescaled to the same distribution.[12] Table 4.1 contains 
the averages and standard deviations of the relevant variables for these ensembles as well 
—  W = 4.0, £ = -3.4 
W = 2.0, £=-3.32 
W = 0.5, £ = -3.295 j  
J \ 
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Table 4.1 The averages and variances of the conductance and its logarithm 
for the ensembles we used in this work. 0, U, S: orthogonal, uni­
tary, symplectic; p, h: periodic, hard wall boundary conditions. 
Unitary systems use periodic boundary conditions. A^at- num­
ber of samples. 
System ^Ystat (<7> <ln(y)) "ïntfl) 
2D U, W = 4 10000 0.445 0.082 -1.120 0.842 
2D U ,W = 2 10000 0.428 0.079 -1.172 0.887 
2D U, W = 0.5 10000 0.393 0.078 -1.306 1.027 
2D S, p 500000 0.749 0.088 -0.401 0.283 
2D S, h 500000 0.691 0.108 -0.531 0.418 
3D 0, p 500000 0.391 0.108 -1.418 1.282 
3D 0. h 10 000000 0.284 0.087 -1.929 1.762 
as for those we use in later parts of this paper. 
We will discuss the transmission properties of a system in terms of its "extensive 
Lyapunov exponents" z,-, where ez' are the eigenvalues of T^T and T is the transfer 
matrix in the channel representation. Then, we have for the conductance g (in units of 
e2/h)[ 16] 
S = É^h4v5)' (4'2) 
where N is the number of open channels. The distribution of the conductance should 
therefore be discussed in connection with that of the Lyapunov exponents. The dis­
tribution of the smallest positive Lyapunov exponent z\ can be approximated by a 
Wigner distribution with /? = 1, independently of the actual universality class of the 
system:[16, 17] 
* z i ,~5<irrx pK(S)'  ( 4-3 )  
where (.) denotes the ensemble average. This approximation works reasonably well, if 
(~i) is small enough, which is true in two and three dimensions, but not, e.g., in four. 
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Approximating g s» g\ =f cosh 2(zi/2), we can rewrite this distribution in terms of In(fir) 
as 
p(ln g )  % p(ln g i )  
= fQ  5 + 2Incosh(y)^ p{zi)dzi  
— / 9 \ 
(4.4) 
evaluated at ln(<?) = —2 In cosh(zt/2). This obviously neglects contributions to the 
conductance from higher channels and therefore overestimates the distribution in the 
range ln(y) < 0. Note, that, because cosh2(zt/2) > 1 for all Zi, ln(^i) < 0. One finds 
that p(ln gi ) is already in reasonable agreement with p(ln g) indicating that the higher 
channels' contributions are small, though not entirely negligible. Therefore p(ln g\ ) can 
be used as a starting point for discussion of the correct distribution of the conductance in 
the range g < 1. Fig. 4.2 shows the numerical results for 10000 cubic systems of orthog­
onal symmetry with periodic boundary conditions. It can be seen clearly from Fig. 4.2 
that both p(ln gi ) and Eq. (4.4) are in very good agreement with the detailed numerical 
results. Also shown is the distribution p(ln <%), where <72 = <7i + cosh~2(z^/2), which 
agrees already very well with the distribution of the total conductance. Squares of sym­
plectic symmetry behave similarly. Also, systems with hard wall boundary conditions 
show the same qualitative behavior in both 3D orthogonal systems and 2D symplectic 
ones. A summary of the averages and variances of zx and z2 can be found in Table 4.2. 
Using a different, more elaborate approach, Muttalib and Wolfle[ll] derived for quasi-
one-dimensional, weakly disordered systems a formula for the critical probability distri­
bution over the whole range of <7, including g > 1. It can be written as 
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Figure 4.2 The distribution of the total conductance g of cubes with 
10 x 10 x 10 lattice sites and periodic boundary conditions, to­
gether with the distributions for the contributions from the first 
(<71 ) and the first two {g% ) channels of the same ensemble. The 
thin solid line is the result of Eq. (4.4) with (zt) = 2.825. 
i sinh e-H : g <  1 
P(Ins) H Z •""* , (4.5) 
^Se-<»-"2  :  g  > 1 
where the formula for the range g < 1 again needs to be evaluated at ln(<7) = 
—2 In cosh(zt/2). The parameter F can be used to fit this function to the numeri­
cal results, (a is a function of F.) Taking F = TT/ (ZI)2 and noting that sinh(*i) % zt for 
small zj, the similarity of Eq. (4.5) and Eq. (4.4) is apparent. This suggests replacing 
zt in the prefactor of Eq. (4.3) with yjzi sinh(zi). Preliminary results show that this 
actually results in better agreement with data even for somewhat higher values of (zj). 
It should be noted though, that in F instead of the average value of z\. one should use 
the most probable one, which is smaller than the average value by a factor of about 0.8 in 
the case of a Wigner distribution. Despite their deriving[ll] a distribution for the whole 
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Table 4.2 The averages and variances of the two smallest Lyapunov expo­
nents. Afgtat = 10000. 
System <-i> < W < 
2D S, p 1.424 0.621 3.987 0.924 
2D S, h 1.635 0.811 4.065 1.186 
3D 0, p 2.825 1.918 4.965 1.829 
3D 0, h 3.411 2.475 5.518 2.132 
range of g. their formula still overestimates slightly the weight of the range g < 1 in 3D 
systems. However, in the 2D symplectic case, they slightly underestimate this weight. 
A change in the fitting parameter F does not remedy this discrepancy in a satisfactory 
manner. Figure 4.3 shows numerical results together with a fit according to Eq. (4.5). 
The first panel shows the distributions for 3D orthogonal systems with 10 x 10 x 10 
lattice sites. In a log-linear plot one can see that Eq. (4.5) increasingly overestimates 
p(ln g) for ln(y) —» —oo. For the 2D symplectic case shown in the second panel, a fit 
for ln(sr) close to 0 results in a very strong underestimation far from ln(y) = 0. The fit 
presented for both kinds of boundary conditions still gives an overall understimation of 
the portion of the conductance distribution[18] with g < 1. 
To understand the qualitatively different behaviours of this theoretical approach, 
one has to look at the averages of the higher Lyapunov exponents.[17] In the quasi-one-
dimensional. weakly disordered case for which Eq. (4.5) was derived, one has (z2) = 
2 • (zi), independent of dimension, symmetry, or boundary conditions.[16, 17, 19] For 
the 3D orthogonal ensemble, one finds at the critical point that (z,)2 oc z, and thus (z2) 
is significantly smaller than 2 • (zi),[17] so that the contribution of the second channel is 
higher than expected from Eq. (4.5), whereas for the 2D symplectic case, (z2) > 2 (zi), 
so that the second channel's contribution is smaller than expected. Compare the values 
in Table 4.2, which support these arguments. 
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Figure 4.3 The conductance distributions for (a) three-dimensional systems 
of orthogonal symmetry with 10 x 10 x 10 lattice sites and (b) 
two-dimensional systems of symplectic symmetry with 40 x 40 
lattice sites (thick lines). The thin lines are fits to the data 
according to Eq. (4.5) with F = TT/(2.2)2, F = TT/(2.55)2, and 
F = TT/(1.4)2 for the 3D periodic, 3D hard wall, and 2D cases, 
respectively. 
We also looked at the conductance distribution in the range g > 1. In order to have 
a sizeable ensemble for that range, we took half a million samples for 2D symplectic 
systems of 40 x 40 lattice sites with both periodic and hard wall boundary conditions as 
well as for 3D orthogonal systems of 10 x 10 x 10 lattice sites with periodic boundary 
conditions. For cubes with hard wall boundary conditions we even took ten million 
samples. About 20% of the symplectic samples, 6% of the 3D samples with periodic 
boundary conditions, and 3% of the 3D samples with hard wall boundary conditions 
turn out to have a conductance bigger than 1. For the latter ensemble, only about 
470 out of the ten million samples have a conductance g > 2 and only one sample can 
be found with g > 3. We find that in the range g > 1, In pc(g) is at most linear in 
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Figure 4.4 The distribution for an ensemble of 500 000 cubic systems (thick 
line) shows a behavior In p = const. + (g — 1)° with a ~ 1 
(thin line) in the region g > 1 and a discontinuity in its first 
derivative at g = 1. The distribution for an ensemble of 500000 
square systems behaves similarly. Both cases shown use periodic 
boundary conditions. 
{g — 1). as can be seen from Fig. 4.4. This is in disagreement with the theory presented 
by Muttalib and Wolfle,[ll] which predicts a quadratic dependence with a logarithmic 
correction, and which therefore expects a positive first derivative of In pc(g) in g. Note 
also that this contradicts the expactation of diverging higher cumulants, which according 
to the nonlinear <r-model ought to result in power law tails on the large-*/ side of the 
distribution. This is not surprising, considering the qualitatively different behavior of 
the d = 3 case from the d = 2 + e case, to which the nonlinear <x-model applies (see, 
e.g., Markos and Kramer, 1993[17]). Finally, Fig. 4.4 shows that the first derivative of 
pc(g) is discontinuous[20] at g = 1. We suppose that this nonanalytical behavior was 
not taken into account by the analysis of Muttalib and Wolfle.[ll] 
In conclusion, we have shown that the critical distribution of the conductance in 
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disordered systems is universal for systems of given dimensionality, universality class, 
and boundary conditions. We show further that for systems of quite different types, the 
total conductance is distributed only slightly differently from the distribution of the first 
channel, and give arguments for the quality of corrections depending on the statistics 
of the second channel. We present a formula for pc(ln g) which agrees reasonably well 
w i t h  t h e  n u m e r i c a l  r e s u l t s  i n  t h e  r a n g e  g  <  1 .  F i n a l l y ,  w e  f o u n d  n o n a n a l y c i t y  o f  p c ( g )  
at g « 1 and estimated an exponent of roughly 1 in In pc(g) as a function of g — 1 rather 
than the predicted exponent of 2. 
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CHAPTER 5. CONDUCTANCE FLUCTUATIONS AND 
BOUNDARY CONDITIONS 
A paper published in Physical Review B 64, 172202 (2001 )l 
and online at cond-mat/0106245 
Marc Riihlander, Peter Markos, and C. M. Soukoulis 
Abstract 
The conductance fluctuations for various types for two- and three-dimensional disor­
dered systems with hard wall and periodic boundary conditions are studied, all the way 
from the ballistic (metallic) regime to the localized regime. It is shown that the universal 
conductance fluctuations (UCF) depend on the boundary conditions. The same holds 
for the metal to insulator transition. The conditions for observing the UCF are also 
given. 
The influence of the boundary conditions (be) on critical phenomena in disordered 
mesoscopic systems has been demonstrated by studies of the conductance distributional, 
2, 3] and energy level statistics.[4] The ensemble average of the logarithm of the conduc­
tance, (ln(flr)), is smaller for hard wall boundary conditions than for periodic boundary 
1©2001 The American Physical Society 
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conditions. The variance ^ln2(</)^ — (ln(gr))2, on the other hand, is larger for hard wall 
than for periodic boundary conditions. The distribution of nearest neighbour energy 
level separations P(s) becomes more Wigner-Dyson-like for periodic boundary condi­
tions. Thus, systems with periodic boundary conditions exhibit a "more metallic" be­
havior than those with hard wall boundary conditions. Different boundary conditions 
also lead to different values for the universal conductance fluctuations (UCF) in the 
diffusive metallic regime where the mean free path I is much smaller and the localiza­
tion length £/ much bigger than the system size. The variation of ensemble fluctuations 
of the conductance as the disorder increases throughout the metallic regime has been 
studied,[6, 7] but the influence of the boundary conditions in the ballistic regime where I 
exceeds the system size, and close to the localized regime where becomes comparable 
with the system size, has not been studied in detail. Also, the role of the correlation 
length in samples with a true metal-insulator-transition (MIT)—i.e., in systems where 
the localization length is "infinite" in the metallic regime—has not been discussed. We 
present here numerical studies of cubic systems and squares with spin-orbit scattering— 
all of which have a true MIT—for both hard wall and periodic boundary conditions in 
the direction(s) perpendicular to transport. 
We are using the tight-binding model with the Hamiltonian 
% = 53 l"T)£n (nTl + 53 ln7"> ^n.n' ("V] , (5.1) 
n,r n.T.n'.r' 
where n,n' are nearest neighbor lattice sites on a square or cubic lattice. For systems with 
spin-orbit interactions r and r' take on values of +1 or —1 and the hopping integrals Vn,n' 
are 2x2 matrices; without spin-orbit interactions, the hopping integrals are scalar and 
the spin "variables" have only one value. We take the site energies en (independent of r) 
to be random variables, chosen from an interval Wf2] with a uniform probability 
distribution. The parameter W serves thus as a measure of disorder strength. The 
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Table 5.1 The universal conductance fluctuation values for different be and 
dimensionality of the system. 
be Q1D 2D 3D 
hard wall 0.365 0.431 0.559 
periodic 0.365 0.393 0.471 
conductance is calculated using the transfer matrix method and the Landauer formula.[8] 
We have used the analytical derivation of Lee et al .  [9] to calculate theoretical values 
for the UCF for both types of boundary conditions. In order to change the boundary 
conditions to periodic, one needs to make the following changes [references to equations 
are from the Appendix of Lee et al. (1987)[9]]: in the eigenfunctions Qm to the diffu­
sion equations, the cosines in the transverse directions [Eq. (A9)] must be replaced by 
exponentials with a factor of 2TT instead of TT in the argument; this will lead in effect to 
a factor 4 in the m2 and m2 terms in the modified eigenvalues Âm [Eq. (A13)], and to 
a summation over all integers (including negative ones) for mr and my in Eqs. (A15), 
(A16), (A24), and (A25). The results are presented in Table 5.1. The values are only 
half those given by Lee et al. due to a factor 2 in the definition of g. Also, our result 
for the three-dimensional case is slightly higher, probably due to our calculating the 
involved sums to a higher precision. The boundary conditions have of course no effect 
for the quasi-one-dimensional case. The values given here are those for the standard 
deviation <rg for the orthogonal universality class of random matrix theory. The values 
for the other universality classes[10] are obtained by dividing the variance, i.e., er2, by 
the universality class parameter /?, where (3 = 1,2,4 for the orthogonal, unitary, and 
symplectic universality classes respectively. 
In Fig. 5.1 we show the standard deviation of the conductance in ensembles of 10 000 
samples for different system sizes (squares with L x L lattice sites) and boundary condi­
tions (open symbols: periodic boundary conditions; filled symbols: hard wall boundary 
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Figure 5.1 Standard deviation <ra of the conductance for squares of L x L 
lattice sites. Full symbols: hard wall be; open symbols: periodic 
be. Note that the be seem to have little effect outside the plateau 
region.The two horizontal lines indicate the theoretical values for 
the UCF for hard wall (top) and periodic (bottom) be. 
conditions) as a function of the inverse of the average conductance. It is well known 
that in a two-dimensional disordered tight-binding model all the states are exponen­
tially localized. [5] The typical structure[6, 7] of the fluctuations with increasing disorder 
s t r e n g t h  c a n  b e  s e e n :  a f t e r  a n  i n i t i a l  s t r o n g  i n c r e a s e  i n  t h e  b a l l i s t i c  r e g i m e  ( l a r g e  ( g ) )  
it reaches a peak value which becomes more pronounced for larger systems; then the 
fluctuations drop back to the universal value and finally decrease again in the strongly 
localized regime. The boundary conditions have apparently no influence on the behavior 
outside the region of UCF in this case. Notice that for the case of periodic boundary 
conditions for the large system size of L = 128, <rg approaches the theoretical value of 
0.393 given by the lower horizontal line. 
In Fig. 5.2 the same data is plotted for a two-dimensional disordered system of size 
L = 64 with periodic boundary conditions. In the same plot the mean free path and the 
6 = 32 
L = 64 
o—o [_ = 32 
o——c L = 64 
o—-o [_ = 128 
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Figure 5.2 Standard deviation of a square of 64 x 64 lattice sites together 
with the mean free path / and the localization length £/. 
localization length as a function of disorder strength W are given. Both the mean free 
path and the localization length were obtained from the numerical results of Economou 
el al.[5] The localization length was obtained[5] by the transfer matrix method, while the 
mean free path was obtained by the coherent potential approximation[5] (CPA). Notice 
that £/ is always larger than I. So for a given system size (L = 64 in this case), there is 
a finite region where / < i < Only in this region there is a plateau visible at the 
correct UCF value. For W < 1, / is larger than L, and we are in the ballistic regime where 
one observes a monotonie increase of <rg followed by the characteristic maximum as the 
system enters the crossover between the ballistic regime and the regime characterized 
by UCF. 
Figure 5.3 shows that the same overall behavior is observed also for three-dimensional 
systems. As there is a MIT (indicated by vertical lines in Fig. 5.3) where the conductance 
distribution and therefore also its standard deviation become universal, i.e., independent 
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Figure 5.3 The standard deviation for systems of L x L x L lattice sites: 
(a) hard wall be; (b) periodic be. The horizontal lines indicate 
the UCF values; the vertical lines indicate the MIT. 
of system size (though still depending on the boundary conditions^!, 2, 3]), this value is 
approached after leaving the region of UCF. A direct comparison of the results shows 
again that the boundary conditions have only minimal effect outside that region. The 
additional peak noticeable in some of the periodic boundary conditions data are due to 
a near degeneracy of eigenenergies for very small disorder. 
In Fig. 5.4 we plot the data for one of the systems again as a function of W, together 
with the mean free path I and the correlation length Çc. In the three-dimensional disor­
dered case, the mean free path and the correlation length £c were again obtained[ll] by 
the CPA and the transfer matrix method. The size of the cube is L = 16 and periodic 
boundary conditions were used. In the three-dimensional case, I drops as the disorder 
strength W increases, while Çc increases as W increases. The plateau in crg is seen only 
when I <^. L and Çc < L, so that we expect a wider plateau for larger systems. The fluc­
tuations begin to approach the critical value as soon as L « Çc. In the three-dimensional 
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Figure 5.4 The standard deviation of a cube with 16 x 16 x 16 lattice sites 
together with the mean free path Z and the correlation length fc. 
case too, when W < 2, / is larger than L and the ballistic regime is observed, followed 
by the maximum in the crossover regime. 
Finally, Fig. 5.5 shows data for square systems with spin-orbit interactions. We have 
chosen the Evangelou-Ziman model,[12] where even in the absence of diagonal disorder 
there is disorder in the hopping matrices Vn,n', which accounts for the fact that the 
fluctuations do not vanish for small diagonal disorder. Apparently, boundary conditions 
have a noticeable influence on the fluctuations even outside the region of UCF, but this 
is likely due to the peculiar overall structure in this case, most significantly the fact that 
the UCF value is much smaller than the critical value, causing another increase in the 
standard deviation as one approaches the MIT. 
In conclusion, we have investigated the conductance fluctuations for various types of 
systems with both hard wall and periodic boundary conditions from the ballistic regime 
to the localized regime. The boundary conditions seem to have a relevant influence on 
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Figure 5.5 The standard deviation for square systems of L x L lattice sites 
with spin-orbit interaction (Evangelou-Ziman model) for hard 
wall (solid symbols) and periodic (open symbols) be. The two 
horizontal dashed lines indicate the theoretical values for the 
UCF for hard wall (top) and periodic (bottom) be. 
the conductance fluctuation only in the region of UCF and at the critical point of the 
MIT. In true metallic systems, the fluctuations begin to deviate from the UCF value 
and approach the critical value as soon as the correlation length approaches the system 
size. 
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CHAPTER 6. GENERAL CONCLUSIONS 
The research presented here deals with several critical aspects of the localization-
delocalization transition driven by disorder in the potential. First, we have used the 
transfer matrix method on quasi-one-dimensional systems with anisotropy in the kinetic 
part of the Hamilton!an in order to study the localization length in a unitary system. 
We have shown that the critical exponent of the localization length, as one approaches 
the critical energy, is independent of the direction of transport and that it is actually the 
same as that in isotropic systems. The scaling functions of the two localization lengths 
in the easy and difficult hopping directions, respectively, can be rescaled to match the 
corresponding scaling function in the isotropic system. This has been shown previously 
for two-dimensional orthogonal systems, which do not have a transition to a delocalized 
phase. Although the delocalized states in two-dimensional systems of unitary symmetry 
are restricted to singular values in the energy spectrum, it is not trivially clear that 
the reseating procedure used for the orthogonal case should work in the unitary case as 
well. We have found that it indeed does work and that the critical value of the isotropic 
scaling function equals the geometrical average of the two critical values of the anisotropic 
scaling functions. The value of the critical energy has been confirmed by looking at the 
distribution of the energy-level separations, which is an indicator independent of the 
scaling approach used in determining the critical exponent of the localization length. 
From this we conclude that, for sufficiently strong disorder, the critical energy is not 
found at the band center, but at slightly higher energy values (for the lowest band in 
the tight binding model). 
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Encouraged by the success of our rescaling procedure for the scaling function in 
anisotropic systems, we proceeded to investigate the distribution of the conductance 
at the critical point of such systems. Whereas the ensemble of different disorder con­
figurations yields gaussian distributions of the conductance in the metallic regime and 
log-normal distributions in the insulating regime, i.e., in both these cases the complete 
distribution is well described by one or two parameters, namely its average value and 
its variance, at the critical energy, one needs to study the conductance distribution as 
a whole. Again, a procedure for rescaling the conductance distribution in the localized 
regime had been found earlier. However, this time it proved to be a little trickier to 
extend to the critical case than it was for the scaling function of the localization length. 
The successful application of our idea to critical systems of both unitary as well as 
symplectic symmetry, though not rigorous proof, is a good indicator that the general 
expectation of anisotropic systems' being rescalable to isotropic ones is justified also for 
the conductance distribution. 
This is followed by a more general investigation of the critical distribution of the 
conductance, for which an analytic form remains elusive. We have found, nevertheless, 
that the contribution of the first few channels, i.e., those with the largest contribution 
to the total conductance of the system, already give a very good approximation to to 
the distribution of the total conductance, and have found a formula that gives a very 
good fit to the part of the distribution for conductances smaller than unity (in atomic 
units). Our derivation is based on numerical results for the distribution of the relevant 
parameter for the first channel, the smallest of the extensive Lyapunov exponents. It 
compares very well to the corresponding part of a distribution that had been previously 
derived for qausi-one-dimensional systems by purely analytical means, and thus serves 
as a validation for that derivation as well as a justification to extend its use to higher 
dimensions. Our approach, based on extensive Lyapunov exponents, also gives an indi­
cation of the deviations to be expected from the correct total conductance distribution. 
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For the regime where the conductance is bigger than unity, however, we find that our 
numerical results are in significant disagreement with the analytical derivation. This 
part of the distribution is still somewhat mysterious. We also find a nonalyticity at 
the point of unit conductance, which may be an indication for the failure of analytical 
approaches that do not incorporate this behavior. 
Finally, the occurrence of fluctuations in the conductance that are independent of 
its average value in a range of weakly localized metallic behavior, and especially the 
apparent difference in convergence when increasing the system size as depending on 
the boundary conditions, drew our curiosity. We observe the same general behavior 
for a wide range of systems, from two-dimensional unitary and symplectic to three-
dimensional orthogonal, with either periodic or hard wall boundary conditions. At the 
almost pure end, the variance increases inversely with the average conductance (which 
decreases as disorder becomes stronger). After a maximum in the fluctuations is reached, 
the variance drops to a universal value, which it keeps through some extended range of 
disorder strength. Then, as the critical disorder is reached, or, as the system size begins 
to exceed the localization length, the variance approaches its critical value. It seems 
that the boundary conditions are an issue only in the universal regime, where the value 
of the variance can be determined analytically. 
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APPENDIX A. ENERGY LEVEL STATISTICS IN 
ANISOTROPIC SYSTEMS 
As mentioned in Chapter 2, the distribution of separations between adjacent energy 
eigenvalues in a system can give some information about whether states in the range 
included in the statistics are predominantly extended or predominantly localized. [1, 2, 
3, 4, 5] Levels corresponding to localized states are essentially uncorrelated and thus 
result in a Poisson distribution of separations s, = E{ — £,_i. Due to level repulsion of 
extended states, the distribution should become more Wigner-like. 
To obtain the data presented in Fig. A.l, we used squares of 200 x 200 lattice sites, 
the magnetic field parameter A = 0.125, a disorder strength W = 0.1, and an anisotropic 
hopping of tx = 0.8 and ty = 1.0. The energy range over which the eigenvalues have been 
sampled is —2.99 < E < —2.98, which corresponds to the lower edge of the band. The 
Poisson distribution and the Wigner distribution have been included as well. Clearly, 
the Poisson distribution is closer to the data, therefore states in this energy range will 
be localized. 
Figure A.2 shows data for the same system, but in an energy range closer to the 
band center: —2.98 < E < —2.97. The numerical data is smoother now, as there are 
much more values in this range than at the band edge. Again, the close match with the 
Poisson distribution indicates a range of localized states. At the band center, however, 
where —2.97 < E < —2.96, states are predominantly extended, as can be seen from Fig. 
A 3, where the Wigner surmise obviously gives the better approximation to the data. 
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Figure A.l The distribution of energy level separations at the lower band 
edge of an anisotropic system. 
Finally. Fig. A 4 and Fig. A.5 show the system's reentering the localized phase as we 
go to energy ranges above the band center, —2.96 < E < —2.95, in Fig. A.4 and at the 
upper band edge, —2.95 < E < —2.94, in Fig. A.5. 
The information gained from this is rather limited, as it depends strongly on the 
choice of energy ranges and the number of energy levels within those ranges. The first 
problem didn't arise in this case, as a good estimate of the true critical energy, Ec % 
—2.965 had already been obtained by independent methods. As a method of confirming 
such an estimate the data is quite useful. The second problem can be alleviated[6] by 
chooosing larger systems, although in theory the energy intervals should be made smaller 
at the same time in order to stay within a critical region close to the mobility edge. 
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Figure A.5 The distribution of energy level separations at the upper band 
edge of an anisotropic system. 
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APPENDIX B. MULTIFRACTAL ANALYSIS 
In this appendix, the relationship between multifractality of the wave function at 
the critical point of the metal-to-insulator transition and critical exponents as they are 
known from thermodynamics of phase transitions is explored. The first section relates 
the quantities used in the Anderson model to those of more usual thermodynamic lan­
guage. In the second section the multifractal apparatus is explained. Finally, in the 
third section we put the two concepts together, in order to make use of multifractal 
exponents in the investigation of the critical state of the metal-to-insulator phase tran­
sition. Numerical results are presented in section four. 
B.l Thermodynamics 
Treating the Anderson localization-delocalization transition in the language of ther­
modynamics^, 2, 3, 4, 5, 6] leads to the identification of the ensemble averaged density 
of states 
/>(£) = 5^<rIS-(£ )-S+ (£ ) | r> (B.l) 
with the order parameter, and the energy E with the temperature. The advanced and 
retarded Green functions Ç*{E) = (E — H ± is)~l define the conjugate field (magnetic 
field in usual thermodynamics of spin systems) as the infinitesimal parameter e. As 
the density of states is a continuous function of energy, its critical exponent j3 van­
ishes. More promising indicators for the phase transition, therefore, should be looked 
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for among quantities involving two-particle Green functions. The equivalent of the local 
susceptibility %(r), or the spatial correlation function, in this formalism is 
| ( r |  ( E +  | 0 ) | 2  =  | e + ( r , E ) | \  ( B . 2 )  
which defines a correlation exponent r j ,  and a correlation (or localization) length by 
X(r) oc r-{d-2+r,)e~r/ç, (B.3) 
where d is the euclidian dimension of the system. The critical exponents, describing the 
behavior on approaching the critical energy Ec, for the susceptibility \ = I %(r)dr and 
the length scale £ are 7 and u, respectively, and we have the scaling relations 
2/3 + 7 = du, (B.4) 
7 = u ( 2  —  r j ) .  (B.5) 
Thus, for two-dimensional sytems, we find 77 = 0. However, assuming another relevant 
length scale L (usually the system size) such that, at the critical point, 
X ( r )  oc r-{d-2+ii)L~y, (B.6) 
we find a non-vanishing correlation exponent 77, in accordance with numerical[7] and 
analytical[8] results. It is in its relation to one of the multifractal exponents, where lies 
its interest for our investigation. 
B.2 Multifractals[9] 
The fractal dimension of a set S embedded in a space of (integer) euclidian dimension 
d can be defined by the socalled box-counting method, where the set is covered by d-
dimensional boxes of diameter S. The number N{8) of such boxes needed to completely 
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cover the set then goes like 8~D, where now D is the fractal dimension of the set. A set 
is called multifractal, if it is a union of fractal sets SQ with different fractal dimensions 
/(o?) < D. Giving each box a weight that measures the fraction of the whole set 
covered by the box. thus 52. = 1, we can define mass exponents r(q) by 
(B.7) 
I 
Note that = ^V(5), and thus r(0) = D. We can choose for indexing the subsets the 
Lipschitz-Hôlder exponent, so that for a set SQ the measure goes like 8°. The number 
of subsets S0' with an exponent a < o' < a + do is p(a)do and the number of boxes 
needed to cover them is 
N ( a ,  8 )  =  8 ~ f i a ) p ( a ) d a ,  (B.S) 
thus we rewrite Eq. (B.7) as 
J (p*f-/Mp(o)do oc 8~ T { q ) .  (B.9) 
In order to evaluate the integral, we employ the method of steepest descent, assuming 
p(cx) does not fluctuate too strongly. Defining o(g) by 
i«~<„ = °- (B10) 
we arrive at 
r ( q )  =  f ( a ( q ) )  -  q a ( q )  , D n x  
i V o.l 1 ) 
—^T(q) = <*(<?) 
which is essentially a Legendre transform from the quantities ( q ,  r) to the quantities 
(o, /). Finally, it proves convenient to define generalized fractal dimensions D(q) by 
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r ( q )  =  D ( q ) ( q -  1 )  .  (B.12) 
B.3 The inverse participation number 
The inverse participation number P, of an eigenstate is defined by 
Pi = J (*r(r)*i(r))'dr, (B.13) 
with q = 2. For a state spread out evenly over n sites in a tight binding model (where the 
integral in Eq. (B.13) is converted into a sum over all lattice sites), P, = 1/n, i.e., it gives 
the inverse number of sites "participating" in the wave function It can be generalized 
t o  a n y  e x p o n e n t  q ,  a n d  t h e  d e p e n d e n c e  o n  s y s t e m  s i z e  L  i s  g i v e n  b y  a n  e x p o n e n t  T m [ q ) .  
In a tight binding model, using as a measure, it is evident that r"(q) = r(q). At 
least at the critical point, one can argue[5] that the equality also holds in the continuous 
limit (where the lattice constant tends to 0). The index i can be converted to an energy 
dependence, by writing (now in the tight binding model language)[10] 
where E1, is the eigenenergy of We are interested only in the ensemble average and 
assume that 
p[ql{E) = ^)ED$:(r^.(r-.))'^- a ) ,  (B.14) 
£(*r(r)tf,-(r))< <*(£-£,) (B.15) 
is independent of r. Writing 
we find that 
p ( E )  =  - l i e  J |£+(r,£)|2dr, (B.16) 
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P ( E )  oc r*~2 (B.17) 
and thus 
*7-2 =  r(2)  =  D(2) .  (B.18) 
This is a scaling equation relating the fractal nature of the wave function to critical 
exponents. 
B.4 Numerical results 
We have calculated the fractal dimension D(2) for an isotropic system of 120 x 120 
lattice sites, in order to check our results to those of others.[11, 12, 13, 14] In Fig. B.l the 
probability density is shown on a linear scale as a surface graphic and on a logarithmic 
scale as a contour plot. Decreasing the maximum value for the plot range in the surface 
graphic, one sees strong fluctuations in the area that appears flat on the scale shown. 
The contour plot gives an impression of the fractal nature of the wave function. The 
disorder strength is W = 4.0, and the magnetic field parameter a = 1/8. For this 
case, the critical energy is Ec = —3.4 (see Chapter 2). For the particular disorder 
configuration, the eigenvalue closest to Ec is E = —3.39983. Figure B.l refers to the 
corresponding eigenstate. The value D(2) % 1.6 is in agreement with other published 
values, in particular that of Huckestein and Schweitzer[14], and also fits the scaling 
relation Eq. (B.18) with fj = 0.38[7]. For better comparison and contrast to the fractal 
nature of the critical state, Fig. B.2 shows a wave function in the localized regime. There 
is in fact only one peak, as we employ periodic boundary conditions. Again, disorder 
strength W = 4.0 and magnetic field parameter a = 1/8. However, this time we chose 
E = —3.80014, which is still in the center of the lowest Landau band (see Fig. 2.6 in 
Figure B.l The wave function of an isotropic system at the critical point 
shows multifractal behaviour. On the left, the probability den­
sity is shown for the range [0,0.002]; on the right, the 
contour plot of for the same system is shown on a loga­
rithmic scale. The system size is 120 x 120 lattice sites, with 
a = 1/8, and W = 4.0. The energy of this wavefunction 
is E = —3.39983 ss Ec = —3.4. The fractal dimensionality 
D(2) = 1.59. 
Chapter 2), i.e. in a region with a high density of states, but, as Fig. B.2 shows, is 
clearly localized even in a rather small system. 
Figure B.3 shows an anisotropic system on a square, and Fig. B.4 an anisotropic 
system on a rectangle with a ratio of side lengths according to the formula Eq. (3.9), 
derived in Chapter 3. The disorder strength is W = 0.5, the magnetic field parameter 
a = 1/8 and the ratio tx/ty = 0.5, which gives a critical energy Ec = —2.505, and an 
optimal side lenght ratio Ly/Lx = 1.5 (see Chapter 3). In the square system, the wave 
function is at E = —2.50502, on the rectangular system we found one at E = —2.50497. 
In Fig. B.4 the scale on the y-axis has been reduced, so that the graphics look like 
Figure B.2 The wavefunction of an isotropic system far from the critical 
point is clearly localized. On the left, is shown for the range 
[0,0.0001]; on the right, the contour plot on a logarithmic scale. 
System parameters are as in Fig. B.l except for E = —3.80014. 
those of a square system. Both wave functions, the one on the square and the one 
on the rectangle, show essentially the same behavior. However, the fractal dimension 
D{2) % 1.5 is significantly lower than that of the isotropic system. According to Eq. 
(B.18), this would indicate also a different rj from that of the isotropic case, and thus a 
different scaling behavior with increasing system size. 
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APPENDIX C. CONDUCTANCE CALCULATIONS 
As mentioned in the introduction, we need to relate the transmission matrix t that 
appears in the Landauer formula 
<7 = Tr ( t h )  , (C.l) 
to the transfer matrix T, which is more easily obtained numerically. Whereas the latter 
is given in "site representation", i.e., with respect to the tight binding model's states 
representing particles localized at a particular lattice site, the former is given in the "flux 
representation", i.e., with respect to left- and right-going plane and evanescent waves. 
I n  t h e  l a t t i c e  w i t h  s i t e s  a t  ( x m ,  y n )  =  ( m a ,  n a ) ,  w h e r e  a  i s  t h e  l a t t i c e  c o n s t a n t  a n d  m ,  n  
are integers, we write ^(a:m, yn) — for the amplitudes of the wave function # at site 
( x m .  y n  ) .  T h e  v e c t o r  c m  c o n t a i n s  a l l  t h e  a m p l i t u d e s  i n  o n e  s l i c e  o f  w i d t h  L y :  
*~m ('-ml ' ^ m2' • • • i *~m.Ly )1 
and the transfer matrix Tm is given as 
(C.2) 
( \ 
*-m+l 
\ 
= T„ 
/ 
Cm 
Cm —1 X 
E I - H „  
I 0 Cm— 1 
(C.3) 
with the unit matrix I and the "slice Hamiltonian" Hm. The total transfer matrix T of 
a scattering system of length Lx is the matrix product T^T^-i • • • T^Ti and relates the 
amplitudes in slices Lx + 1 and Lx to those in slices 1 and 0. 
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The slice Hamiltonian H °  in the leads, which are without disorder and without 
magnetic field, is diagonalized by a matrix Z, such that 
Z H ° Z ~ l  =  
( 
E l  
\ 
ELv 
(C.4) 
The rows of Z  (and columns of Z  1 ) are the eigenvectors of H °  to the eigenvalue E j .  
With the expansion 
t.. = £ , (C.5) j=l 
where the wave numbers k :  or extinction coefficients ik j  (for plane waves and evanescent 
waves, respectively) are given by 2 cos kj = E — Ej, we have 
Z c m  =  
c+ + c -  - , f c  l x m  
\ ctiL/kL»Xm +c-Lye~ih^ j 
Taking the expansion (C.5) to be valid for (m — l)a < x < ma, we get the following 
continuity equation: 
(C.6) 
(ZCm_i)j. = c+ jetk'Xm~l + cmje 
and thus 
(C.7) 
( Z c m ) j  
( Z c m - 1  ) j  
Introducing the abbreviations 
gitijX m g-' i k j X m  
Aîj X771—. I g—ifcjXm—I 
"m; 
-mj y 
(C.8) 
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/ . 
rm  = 
i k  i x m  
g'^Ly^m 
( C m) t  = ((<£l)V-- , (<wJ")  
S = 
1 
2t sin ki 
2t sin fctg, / 
(C.9) 
we find 
-m+I 
\ *-771 + 1 '771 '771+1 
£/ - Hm -r 
0 
and finally with 
Q = s 0 
0 s 
rL: +1 
~
rL x  rL x+1 X 
(  E l  - H x  - /  )  Z  
V 0 X 
z 0 
0 * )  
z- 1 0 
0 z~ l  
E I - H r  - I  
(C.10) 
(C.ll) 
the transfer matrix in flux representation. The natural matrix in this representation, 
however, is the scattering matrix 5, which relates outgoing fluxes c£i+1 and CQ to 
incoming ones CQ and cjTz+1 by the transmission matrices t and t' and the reflection 
matrices r and r' as 
S = ' t 
r t' 
(C.12) 
This gives, for the transfer matrix, 
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Z 
Q = (C.13) 
Using flux conservation, - (c£i+1 ^ c^+i = (<£)*<£ - (CQ ^cô, which can 
be written 
X 
/ 0 
0 -/ 
Q = 
( i o x 
X 0 -/ / 
(C.14) 
and yields the relations 
r / fr' + t'h' = / 
fV + rV = 0 
t^t + rV = /, 
we find the following matrices derived from Q: 
Q = 
(  ( / t ) - 1  X  
—(O r  (<')  / \- l  
Q! = 
i- i  
-rt(Z't) - 1  
Q~ l  = 
f - i  
r f - i  (# / t ) - 1  
(<?')" = ( f t )"
1  ( f t j - 'rt  
(C.15) 
(C.16) 
Together with some more relations obtained from the flux conservation for Q 1 instead 
of Q in Eq. (C.14), it can be shown[l] that 
4  (QQi+iQQ*) , +2/)" 1  = (C.17) 
tU 0 
0 t't* 
\ 
which finally allows us to calculate the conductance according to the Landauer formula 
(C.l).[2] 
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