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Abstract
A factorization method is proposed for identi#cation of Volterra systems of order n and analyses the
stability of the systems constructed by this method. An optimization method is also suggested to generate
optimal systems which minimize system response energy. c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
Nonlinear systems are described by Volterra representations for many systems of practical en-
gineering interest [1,15,16]. The wide class of nonlinear dynamic systems include state-a6ne, or
bilinear, systems which are dense in the class of analytical systems [3]. Volterra operators have
series representations for time-invariant continuous nonlinear operators with fading memory [2]. A
Volterra model is an input–output functional expansion of a nonlinear system with some attractive
properties:
• natural extension of linear impulse response to nonlinear systems [15];
• uniform approximation property for nonlinear systems [17,18];
• realizations in both continuous and discrete domains;
• relies only on input–output data for identi#cation;
• structure may be exploited for identi#cation algorithms [10,20];
∗ Corresponding author.
E-mail addresses: martin.brenner@dfrc.nasa.gov (M. Brenner), yxu@math.wvu.edu (Y. Xu).
1 This author is in part supported by the National Science Foundation under grant DMS-9973427 and NASA Dryden
Research Center under grant NAG4-209.
0377-0427/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(01)00553-2
106 M. Brenner, Y. Xu / Journal of Computational and Applied Mathematics 144 (2002) 105–117
• kernel identi#cation possible in time [9] or frequency [21] domains;
• allows for control-relevant identi#cation to account for uncertainty [22,23].
Volterra kernels are not computable for the general case because of the realization problem for
nonlinear #lters [7]. Transforming a Volterra system to a #nite order realization with #nite memory
length has resulted in reduced order structures. Reduced order Volterra structures have been exten-
sively studied to reduce the #lter complexity [11]. These methods are still computationally intensive.
Success in nonlinear identi#cation using #rst order and the second order Volterra kernels has been
achieved by many authors [20,8,14], but few e6cient numerical algorithms have been proposed [12].
To date, relatively little work [19,13,5] has been done for identi#cation of Volterra systems of an
order higher than two due to high computational costs of dealing with higher order Volterra kernels.
Even for identifying a second order Volterra system, the existing methods require high costs for
construction of a second order kernel. It is not realistic to attempt to use the existing methods to
identify a system with order higher than two.
In some aeroelastic engineering applications, however, higher order nonlinearities cannot be ig-
nored [8,20]. Therefore, there is a need of developing an e6cient method that can be used to identify
a higher order Volterra system. It is the main purpose of this paper to develop an e<cient factor-
ization method that reduces a higher order Volterra kernel to a product of Volterra kernels of order
one.
This paper is organized in four sections. First, the Volterra system representation is presented. In
Section 3, a factorization method is described for the system identi#cation problem. Section 4 is
devoted to an analysis of stability of the systems constructed by the factorization method. In Section
5, an optimization method is presented which generates optimal systems.
2. Volterra system
Consider a system identi#cation problem which requires construction of a sequence of symmetric
Volterra kernels from measured input and output data. Speci#cally, #nd n symmetric kernels
hi := hi(t1; : : : ; ti); ti ∈ [0; 1] i = 1; 2; : : : ; n; (1)
that satisfy the following nth order Volterra equation
n∑
i=1
∫ t
0
· · ·
∫ t
0
hi(t − s1; : : : ; t − si) u (s1) · · · u (si) ds1 · · · dsi = y(t); t ∈ [0; 1]: (2)
In Eq. (2), the input and output u and y are given functions in L2[0; 1], and
H := {hi ∈L2([0; 1]i) : i = 1; 2; : : : ; n}
is the set of kernels to be constructed, where L2([0; 1]i) is the Hilbert space of the square integrable
functions on the cube [0; 1]i with the usual L2-norm ‖·‖2. De#ne a nonlinear operatorH : L2[0; 1]→
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L2[0; 1] by the formula
(H(u)) (t) :=
n∑
i=1
∫ t
0
· · ·
∫ t
0
hi(t − s1; : : : ; t − si) u (s1) · · · u (si) ds1 · · · dsi; t ∈ [0; 1]:
In the operator notation, Eq. (2) is written as
H(u) = y:
The operator H is known as the nth order Volterra nonlinear system, and hi is called the ith order
Volterra kernel. Note that the number of variables of the kernels hi increases as i increases.
3. A factorization method
In this section, a factorization method is developed for the identi#cation of a Volterra system
of order n. The key idea of this method is to reduce this rather complicated problem to solving n
univariate Volterra integral equations whose kernels are the same.
As a #rst step, rewrite Eq. (2) in a convenient form. By change of variables, an equivalent
equation is
n∑
i=1
∫ t
0
· · ·
∫ t
0
u(t − s1) · · · u(t − si)hi(s1; : : : ; si) ds1 · · · dsi = y(t); t ∈ [0; 1]: (3)
Eq. (3) is a Volterra integral equation of the #rst kind with a sequence of kernels in the product
form
gi(t; s1; : : : ; si) = u(t − s1) · · · u(t − si); i = 1; 2; : : : ; n; (4)
and with unknown functions hi; i=1; 2; : : : ; n. Although the technique of change of variables turns an
inverse problem to a direct problem, Eq. (3) is a nonstandard Volterra integral equation. We remark
that if a set H of functions hi; i = 1; 2; : : : ; n, is a solution to Eq. (3), then the set of functions
Hˆ := {hˆi ∈L2[0; 1]i: i = 1; 2; : : : ; n}
de#ned by
hˆi :=
1
i!
∑
(m1 ;:::;mi)∈P(1;2;:::; i)
hi(tm1 ; : : : ; tmi); i = 1; 2; : : : ; n;
form a symmetric solution of Eq. (3), where P(1; 2; : : : ; i) denotes the set of permutations of
(1; 2; : : : ; i). For this reason, the focus is on #nding a solution of Eq. (3) without the symmetry
restriction. This also implies that the solution of Eq. (3) is not unique.
A solution of Eq. (3) is desired in a factorization form. Note that the kernels gi having forms (4)
are simply a product of the input functions u evaluated at points t− s1; : : : ; t− si. It is reasonable to
assume that a solution of Eq. (3) has the form
hi(t1) = K1(t1); hi(t1; : : : ; ti) = hi−1(t1; : : : ; ti−1)Ki(ti); i = 2; 3; : : : ; n;
108 M. Brenner, Y. Xu / Journal of Computational and Applied Mathematics 144 (2002) 105–117
where Ki; i = 1; 2; : : : ; n, are univariate functions to be determined. In other words, #nd a solution
hi; i = 1; 2; : : : ; n, of Eq. (3) in the form of factorization
hi(t1; : : : ; ti) = K1(t1) · · ·Ki(ti); i = 1; 2; : : : ; n: (5)
To this end, substitute functions of form (5) into Eq. (3). A straightforward computation leads to
the equation
∫ t
0
u(t − s)K1 (s) ds
(
1 +
∫ t
0
u(t − s)K2 (s) ds
(
1 + · · ·
(
1 +
∫ t
0
u(t − s)Kn−1(s) ds
×
(
1 +
∫ t
0
u(t − s)Kn(s) ds
))
· · ·
))
= y(t); t ∈ [0; 1]: (6)
If there exist n functions Ki; i=1; 2; : : : ; n, which satisfy Eq. (6), then the n functions hi; i=1; 2; : : : ; n,
de#ned by Eq. (5) give a solution to Eq. (3). It is clear that Eq. (6) has many solutions if it has
one solution.
To solve Eq. (6), choose n− 1 arbitrary positive functions yi; i = 1; 2; : : : ; n− 1, that is,
yi(t)¿ 0; t¿ 0; i = 1; 2; : : : ; n− 1: (7)
Associated with this sequence of functions yi; i = 1; 2; : : : ; n− 1, de#ne recursively the functions
z1 :=y1;
zi :=
zi−1
yi−1
− 1; i = 2; 3; : : : ; n; (8)
and let yn := zn. Formula (8) provides a recursive algorithm to compute yn after yi; i=1; 2; : : : ; n−1,
have been chosen.
For theoretical considerations, an explicit formula for yn is needed. It can be proved by de#nition
that the function yn has the form of continued fraction
yn =
y
y1
− 1
y2
− 1
...
yn−2
− 1
yn−1
− 1: (9)
Since the functions yi; i = 1; 2; : : : ; n − 1, satisfy the positive condition (7), the function yn is
well-de#ned. For any integer n¿ 2 and any #xed positive functions yi; i = 1; 2; : : : ; n− 1, the right
hand side of the formula (9) de#nes a nonlinear operator An which maps L2[0; 1] into L2[0; 1]. In
this notation, Eq. (9) is rewritten as
yn =An(y): (10)
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It follows from (9) that the nonlinear operator An has the following useful recursive formula:
An(y) =
An−1(y)
yn−1
− 1; (11)
for n¿ 2. We have an observation on the inverse of An.
Lemma 3.1. Let n¿ 2. Then An is invertible and its inverse A−1n : L2[0; 1] → L2[0; 1] has a
recursion
A−1n (z) =A
−1
n−1(yn−1(1 + z)); n¿ 2; (12)
and the formula
A−1n (z) = y1(1 + y2(1 + · · · (1 + yn−1(1 + z)) · · ·)): (13)
Proof. Prove the invertibility of An by induction on n. When n= 2, we have that
A2(y) =
y
y1
− 1:
Thus, we conclude that
A−12 (z) = y1(1 + z):
That is, A2 is invertible. Now assume that A−1n−1 exists. Using the recursion (11) for An,
A−1n−1(yn−1(1 +An(y))) =A
−1
n−1
(
yn−1
(
1 +
An−1(y)
yn−1
− 1
))
= y;
and likewise
An(A−1n−1(yn−1(1 + z))) =
An−1(A−1n−1(yn−1(1 + z)))
yn−1
− 1 = z:
This con#rms that the inverse of An exists. The recursion (12) follows immediately from the second
equation given above.
To prove the formula (13), also use induction on n. It was shown that the formula (13) holds
for n= 2. Suppose that the formula (13) holds for n− 1 and consider the case for n. To this end,
employ the recursion (12) and the induction hypothesis to conclude that
A−1n (z) =A
−1
n−1(yn−1(1 + z)) = y1(1 + y2(1 + · · · (1 + yn−2(1 + yn−1(1 + z))) · · ·)):
Hence, (13) holds for any n¿ 2.
The next lemma regards the unique solvability of #rst kind Volterra integral equations.
Lemma 3.2. Let n¿ 2. Suppose that u′(t − s)∈L2([0; 1]2) with u(0) =0 and y′ ∈L2[0; 1]. Choose
positive function yi; i=1; 2; : : : ; n− 1; such that y′i ∈L2[0; 1] and y′n ∈L2[0; 1]; where yn is given by
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formula (9). Then the Volterra integral equations of the @rst kind∫ t
0
u(t − s)Ki (s) ds= yi(t); t ∈ [0; 1]; i = 1; 2; : : : ; n; (14)
have unique solutions Ki ∈L2[0; 1].
Proof. DiLerentiate the both sides of Eq. (14) to obtain Volterra integral equations of the second
kind
u(0)Ki (t) +
∫ t
0
u′(t − s)Ki (s) ds= y′i(t); t ∈ [0; 1]; i = 1; 2; : : : ; n:
Therefore, by Theorem 6 of [6], the conditions of this lemma ensure that these equations have unique
solutions Ki ∈L2[0; 1].
Lemmas 3.1 and 3.2 lead us to the following result regarding a solution of Eq. (3).
Theorem 3.3. Let n¿ 2. Suppose that u′(t− s)∈L2([0; 1]2) with u(0) =0 and y′ ∈L2[0; 1]. Choose
positive function yi; i=1; 2; : : : ; n− 1; such that y′i ∈L2[0; 1] and y′n ∈L2[0; 1] where yn is given by
formula (9). Then the set of functions
hˆi(t1; : : : ; ti) :=
1
i!
∑
(m1 ;:::;mi)∈P(1;:::; i)
K1(tm1) · · ·Ki(tmi); i = 1; 2; : : : ; n (15)
is a symmetric solution of Eq. (3); where Ki ∈L2[0; 1] is the unique solutions of the Volterra
integral equations (14).
Proof. The assumption of this theorem ensures that for each i = 1; 2; : : : ; n, Eq. (14) has a unique
solution Ki ∈L2[0; 1] by using Lemma 3.2. Substituting Eq. (14) into the left-hand side of (6) and
using formula (13), we conclude that
y1(1 + y2(1 + · · · (1 + yn−1(1 + yn)) · · ·)) =A−1n (yn):
Using formula (10) we obtain
A−1n (yn) = y:
Thus, the set of functions Ki forms a solution to Eq. (6). Therefore, the set of functions hi in the
form (5) is a solution to Eq. (3). Consequently, the set of symmetric functions hˆi, de#ned by (15),
is a symmetric solution to Eq. (3).
The signi#cance of Theorem 3.3 is that it transfers a complicated mathematical problem of #nding
a solution of a #rst kind Volterra integral equation of n variables to a much simpler problem of
solving n #rst kind Volterra integral equations of one variable with the same kernel. DiLerent choices
of the right-hand side functions yi; i=1; 2; : : : ; n−1, give diLerent solutions to Eq. (3). This method
is demonstrated by presenting two examples.
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In the #rst and simplest example, choose
yi = 1; i = 1; 2; : : : ; n− 1
and thus
yn = y − n+ 1:
In this case, only two equations need to be solved∫ t
0
u(t − s)K1(s) ds= 1
and ∫ t
0
u(t − s)Kn(s) ds= y(t)− n+ 1;
and therefore K1 = K2 = · · ·= Kn−1.
In the second example, choose n− 1 real numbers
16 26 · · ·6 n−1
and set
yi(t) = eit ; t ∈ [0; 1]; i = 1; 2; : : : ; n− 1:
Then compute yn using formula (9) to obtain
yn(t) = e−S0ty(t)−
n−2∑
k=1
e−Sk t − 1; t ∈ [0; 1];
where
Sk :=
n−1∑
j=k+1
j; k = 0; 1; : : : ; n− 2:
According to Theorem 3.3, n equations need to be solved∫ t
0
u(t − s)Ki (s) ds= yi(t); i = 1; 2; : : : ; n:
These n equations have the same kernel but diLerent right-hand side functions. Note that when
i = 0; i = 1; 2; : : : ; n− 1, the second example reduces to the #rst example.
Because the solution of Eq. (3) is not unique, it seems reasonable to ask how to choose the
right-hand side functions yi to obtain a “better” solution in a certain sense. To compare diLerent
solutions, in the next section the concept of stability is introduced.
4. Stability analysis
In this section, the system constructed by the factorization method in Section 3 is analyzed for
stability. To this end, #rst de#ne a stability concept. A nonlinear systemH is M -stable for a positive
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constant M if the norm of the nonlinear operator H is #nite, i.e.,
‖H‖M := sup
{‖H(u)‖2
‖u‖2 : u∈L
2[0; 1]; ‖u‖∞6M
}
¡+∞:
In other words,H is M -stable if it is a bounded nonlinear operator restricted to functions u∈L2[0; 1]
with ‖u‖∞6M [24]. ‖H‖M acts as an induced 2-norm depending on M . The next theorem gives
an estimate of the norm of the Volterra system H and as a result, it is M -stable.
Theorem 4.1. Suppose that the assumptions of Theorem 3:3 are satis@ed. Then the Volterra system
H constructed by the factorization method is M -stable and
‖H‖M6
n∑
i=1
Mi−1
i∏
j=1
‖Kj‖2:
Proof. For each i=1; 2; : : : ; n, introduce a nonlinear operator Hi : L2[0; 1]→ L2[0; 1] by the formula
Hi(u) :=
∫ t
0
· · ·
∫ t
0
u(t − s1) · · · u(t − si)hi(s1; : : : ; si) ds1 · · · dsi;
where hi has the form (2:3). Then we have that
H(u) =
n∑
i=1
Hi(u):
Note that the factorization form of the functions hi leads to the formula
Hi(u) =
i∏
j=1
∫ t
0
u(t − s)Kj (s) ds; i = 1; 2; : : : ; n:
Taking the L2-norm yields that
‖Hi(u)‖22 =
∫ 1
0
∣∣∣∣∣∣
i∏
j=1
∫ t
0
u(t − s)Kj (s) ds
∣∣∣∣∣∣
2
dt
6
i−1∏
j=1
sup
06t61
∣∣∣∣
∫ t
0
Kj(s) u (t − s) ds
∣∣∣∣
2 ∫ 1
0
∣∣∣∣
∫ t
0
Ki (s) u(t − s) ds
∣∣∣∣
2
dt:
Using the Cauchy–Schwarz inequality, we conclude that
‖Hi(u)‖226

 i−1∏
j=1
‖u‖2∞‖Kj‖22

 ‖Ki‖22
∫ 1
0
∫ t
0
|u(t − s)|2 ds dt
6

 i∏
j=1
‖Kj‖22

 ‖u‖2(i−1)∞ ‖u‖22:
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Summing up the inequalities above over i = 1; 2; : : : ; n we obtain that
‖H(u)‖26
n∑
i=1
‖Hi(u)‖2
6
n∑
i=1

 i∏
j=1
‖Kj‖2

 ‖u‖i−1∞ ‖u‖2;
which leads to the conclusion of this theorem.
In the next corollary, express the upper-bound of ‖H‖M in terms of the norm of ‖yi‖2; i =
1; 2; : : : ; n. Intuitively, since the input is bounded by M , the energy in the output is a measure of the
system energy dissipation, or degree of stability. To this end, denote by U : L2[0; 1] → L2[0; 1] the
Volterra integral operator with the kernel u(t − s), that is,
(Ux) (t) :=
∫ t
0
u(t − s)x(s) ds; t ∈ [0; 1]:
Corollary 4.2. Suppose that the Volterra operator U has a bounded inverse. LetH be the Volterra
system constructed by the factorization method. Then
‖H‖M6
n∑
i=1
Mi−1‖U−1‖i
i∏
j=1
‖yj‖2:
Proof. Because the linear operator U has a bounded inverse, it follows from (14) that for j =
1; 2; : : : ; n,
Kj =U−1yj;
and thus,
‖Kj‖26 ‖U−1‖ ‖yj‖2:
Hence, the claim follows directly from Theorem 4.1.
For engineering applications, a smaller operator norm ‖H‖ corresponds to the more stable system
in an input–output sense [4], or more energy dissipation. This stability designation leads to the
construction of optimal systems.
5. Optimal systems
The stability consideration in engineering applications requires the construction of a system with
smallest norm. Motivated by Corollary 4:2, develop a method of choosing the right-hand side func-
tions yj; j = 1; 2; : : : ; n, according to a given function y, which may lead to optimal systems.
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Speci#cally, choose yi; i = 1; 2; : : : ; n, which minimize
n∑
j=1
∫ 1
0
|yj(t)|2 dt:
Note that the functions y1; : : : ; yn−1 are chosen arbitrarily but yn is completely determined using
formula (9) by y1; : : : ; yn−1. De#ne the following functional
F(y1; : : : ; yn−1) :=
n∑
j=1
∫ 1
0
|yj(t)|2 dt
where yn :=An(y) with y being the system output, and choose positive functions y∗1 ; : : : ; y∗n−1 ∈L2[0; 1]
to minimize the functional F , i.e.,
F(y1∗; : : : ; y∗n−1) = inf{F(y1; : : : ; yn−1) : yi ¿ 0; yi ∈L2[0; 1]; i = 1; 2; : : : ; n− 1}:
For this purpose, introduce notations
pk :=
n−1∏
j=k+1
yj; k = 0; 1; : : : ; n− 2
and
qk :=
k−1∑
j=1
1
pj
; k = 1; 2; : : : ; n− 1:
In the following theorem, a result concerning the necessary condition is presented.
Theorem 5.1. Let y be a given function. Then the positive functions yj; j = 1; 2; : : : ; n − 1; that
minimize the functional F satisfy the equations
yj(t) +
y(t)
p0(t)yj(t)
[qj(t) + qn−1(t) + 1− y(t)]− qj(t)yj(t)[qn−1(t) + 1] = 0; j = 1; 2; : : : ; n− 1:
(16)
Proof. Use variational calculus to derive Eqs. (16). Let j ∈L2[0; 1]; j=1; 2; : : : ; n− 1, be arbitrary
functions and introduce a function
f() :=F(y1 + 1; : : : ; yn−1 + n−1):
Suppose that y1; : : : ; yn−1 is a set of positive functions that minimize the functional F . Then, we
conclude that
df()
d
|=0 = 0:
In other words, y1; : : : ; yn−1 must satisfy the equations∫ 1
0
yj(t)j(t) dt +
∫ 1
0
yn(t)
@yn
@yj
(t)j(t) dt = 0; j = 1; 2; : : : ; n− 1:
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Because j; j = 1; 2; : : : ; n− 1 are arbitrary,
yj(t) + yn(t)
@yn
@yj
(t) = 0; j = 1; 2; : : : ; n− 1: (17)
On the other hand, using Eq. (9), we have the formula
yn =
y∏n−1
j=1 yj
−
n−2∑
k=1
1∏n−1
j=k+1 yj
− 1 (18)
and for i = 1; 2; : : : ; n− 1,
@yn
@yi
=− y
yi
∏n−1
j=1 yj
+
1
yi
i−1∑
k=1
1∏n−1
j=k+1 yj
: (19)
Substituting formulas (18) and (19) into (17) and using the notations introduced proceeding this
lemma yield Eqs. (16).
Eqs. (16) are a system of nonlinear functional equations having unknowns y1; : : : ; yn−1 when y
is given. When n= 2, system (16) reduces to
y1(t) +
y(t)
y21(t)
− y
2(t)
y31(t)
= 0: (20)
Write system (4:1) in the operator form
G(y) = 0; (21)
where G is the corresponding nonlinear operator and y := (y1; : : : ; yn−1)T is a vector-valued functions.
A combination of projection methods and the Newton method is employed to solve the nonlinear
functional equation (21) to obtain the solution y. In other words, project the unknown solution y into
a #nite dimensional space which convert Eq. (21) approximately into a nonlinear algebraic equation
and then use the Newton method to solve the resulted nonlinear algebraic equations.
To this end, choose a sequence of #nite dimensional subspace Xm in (L2[0; 1])n−1 such that
∞⋃
m=1
Xm = (L2[0; 1])n−1:
Suppose the dimension of the space Xm is dm, i.e., dm := dim Xm and the space Xm has a nonnegative
vector-valued basis functions fm;j ∈Rn−1; j=1; 2; : : : ; dm. A typical example of such spaces and bases
is spline spaces and the corresponding B-spline functions, respectively. A positive element um in Xm
has the representation
um :=
dm∑
j=1
am;jfm;j;
where am;j; j= 1; 2; : : : ; dm, are positive constants. Project the solution y of (21) onto Xm by letting
zm :=
dm∑
j=1
cm;jfm;j (22)
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and requiring the coe6cients cm;j to satisfy the condition
〈G(zm); fm;j〉= 0; j = 1; 2; : : : ; dm:
The equations above are a system of nonlinear algebraic equations with unknowns c := (cm;j : j =
1; 2; : : : ; dm). That is, it can be written as
G(c) = 0: (23)
Given an initial guess c0 for an approximation of c, the Newton iteration scheme for solving
Eq. (4:8) is de#ned by
ck+1 = ck − (G′(ck))−1G(ck); k = 0; 1; : : : : (24)
Substituting the vector ck obtained from the Newton iteration into (22) gives an approximate solution
z(k)m :
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