Abstract. Due to the Baker-Pixley theorem we know that every clone over a finite domain A containing a near-unanimity operation g is finitely generated. Therefore there exists an integer k such that the clone is generated by its k-ary part. In this paper we are interested in the size of k for a fixed A and fixed arity of a conservative g. We obtain lower bounds for all arities and they turn out to be sharp for arity three.
Introduction
Let us define A := {0, 1, 2, . . . , |A| − 1} ⊆ N 0 to be a finite set. For d ∈ N, d ≥ 2 an operation g : A d+1 → A is said to be a near-unanimity operation (nu-operation) if it reflects arguments which are unanimous except for one argument, which means for all x, y ∈ A we have g(x, . . . , x, y) = g(x, . . . , x, y, x) = . . . = g(y, x, . . . , x) = x.
If the arguments x 1 , . . . , x d+1 of a function follow this pattern they will be called near-unanimous and the value in prevalence (x here) will be denoted by Maj(x 1 , . . . , x d+1 ) in that case. Now recall the well-known result by Baker and Pixley: Theorem 1.1 ( [1] ). If a clone C ≤ O A contains a (d + 1)-ary nearunanimity operation, then there exists k ∈ N such that the k-ary operations of C are sufficient to generate C.
Therefore we can consider λ(C) := min{k ∈ N | C = Clo(C (k) )} describing the minimal k such that the k-ary part of C characterizes the entire clone. It is a consequence of the theorem that the set M d n of all clones on A := {0, . . . , n − 1} containing a (d + 1)-ary nu-operation g is finite. Therefore we can define λ d (n) := max{λ(C) | C ∈ M d n }. Knowledge about λ d (n) can be used to examine and characterize unknown clones or to calculate them more efficiently. Furthermore there is the special case where g is conservative, that is for all x 1 , . . . , x d+1 ∈ A we have g(x 1 , . . . , x d+1 ) ∈ {x 1 , . . . , x d+1 }. The subset of M d n containing a conservative g is termed C d n here and the corresponding function is γ d (n) := max{λ(C) | C ∈ C d n }. Work on λ d and γ d started in 1989 by Harry Lakser. Here is an overview of known results:
Note that while λ d (n) is known to a great extent, γ d (n) remains to be discovered. The latter has been introduced by Kerkhoff in [3] . In Section 3 we will prove a lower bound on γ 2 (n), giving sharp results. The paper concludes with a generalization of the ideas for d ≥ 3. Before we begin, we would like to thank Dr. Sebastian Kerkhoff for his great support regarding this paper and the anonymous reviewer for his/her efforts and the helpful report.
Preliminaries
Let be O A the set of all finitary operations on set A. For F ⊆ O A and k ∈ N let F (k) be the set of all k-ary operations in F . F ⊆ O A is called clone on A if it includes all projection maps and is closed under composition, that is
Since O A is a clone and intersections of clones are clones, we can define Clo(F ) to be the smallest clone that contains F . We say that F generates Clo(F ). Since clones on sets with one element are trivial, we will from now on consider |A| ≥ 2 only.
A l-ary relation is an element of P(A l ). We describe relations as matrices by interpreting their columns as elements of the relation. The union of matrices will therefore describe the set of all columns in the matrices, e.g.
Note the ambiguity of this notation when it comes to a single column vector. On the one hand it can represent a relation with one element and on the other hand it can describe an element of a relation. We promise that the context will always clarify what is meant. Whenever we have a fixed relation σ and need to consider some matrix representation, we will choose the matrix Σ containing the elements of σ in lexical order
1
. With that we know what the i-th row of σ means, namely Σ (i,·) .
1 Any linear order is fine -we just need to fix one.
For a relation ρ of arity l and an d-ary operation f define
. . .
Thinking of matrices, xI (l) (for x ∈ A) will denote the l × l matrix with x on the diagonal and all other entries zero, which describes the relation
We can now count the number of essential variables for an operation f and denote the number by ess(f ). f ∈ O A is said to preserve a relation ρ if f (ρ) ⊆ ρ. The statement "f preserves ρ" will be written as f £ ρ and its converse as f ρ.
Lower bound for arity three
To prove a lower bound for γ 2 (n), as well as for Theorem 4.1, we will need the following Lemma.
Lemma 3.1. Let k, d and n be positive integers, and let A be an n-element set. Assume there exist relations σ and ρ on A and f, g ∈ O A such that the following conditions hold:
(
Proof. Assume that h ∈ Clo({f, g}) (k−1) and let r 1 , . . . , r k−1 ∈ ρ. Since |σ| = k there exists t ∈ σ which is different from all r 1 , . . . , r k−1 . By condition (2) and (3) f and g preserve ρ\{t}. But then h must preserve ρ\{t} since every member of a clone preserves all relations its generators preserve. Therefore h(r 1 , . . . , r k−1 ) ∈ ρ \ {t} ⊆ ρ for arbitrary r 1 , . . . , r k−1 ∈ ρ, which means h £ ρ. Hence Clo({f, g}) cannot be generated by its k−1-ary part, since all elements of Clo({f, g}) (k−1) preserve ρ but f does not. Since Clo({f, g}) is a clone containing a (d + 1)-ary conservative nu-operation, we have γ d (n) ≥ k.
Using this lemma we can prove the first main result:
Proof. For given n ≥ 4, we set d = 2 and k = 2n and construct relations σ, ρ and operations f, g such that conditions (1) to (3) of Lemma 3.1 are satisfied.
Consider the following:
. . , x 2n ) equals the first row of σ, n − 1 if (x 1 , . . . , x 2n ) equals the second row of σ, 0 otherwise,
The following visualization of σ and ρ (to be read like an incidence matrix) should facilitate the understanding: n−1 ∈ ρ we have f ρ. Assume we have r 1 , . . . , r 2n ∈ ρ \ {t} for some t ∈ σ. Then we can never get n−1 n−1 = f (r 1 , . . . , r 2n ) because we would either need all entries from the diagonal (that is ∈ f (ρ \ {t}) since the inclusion would require some element with n − 1 in the first row, but there is only t with that property. The analogue is true for t = 0 n−1 . Therefore t ∈ f (ρ \ {t}) for any t ∈ σ, which implies (2).
(3): Conservativity, near-unanimity and arity of g are straightforward to check. It remains the show that for all t ∈ σ we have g £ ρ \ {t} and we begin by proving g(ρ) ⊆ ρ. Observe that 1 (and 2) can only be a result from the nu-part of g because three non-near-unanimous, non-zero arguments must have a maximum greater than 2. Assume we have g(r 1 , r 2 , r 3 ) equaling 1 1 (or 2 2 ). Then we would need two arguments to be 1 (or two being 2) in the first and second line, which implies to use Let be a, b ∈ N, a ≥ 3, b = 0 and assume we have r 1 , r 2 , r 3 ∈ ρ such that a b = g(r 1 , r 2 , r 3 ). Then we must have some r i such that r i = a 0 because it is the only element with a in the first coordinate. Without loss of generality we will choose i = 1. But then a needs to be a result of g * since b = 0 otherwise. Hence, a is the greatest integer in the first row and all arguments there are pairwise distinct and nonzero. For example
Now observe that there are at most two different elements in ρ with b in the second coordinate, one of which always has 0 in the first coordinate. Therefore b must be a result of g * as well, because otherwise we would need one entry to be 0 in the first row. But then b = 0 because there is a zero below a. Contradiction. Therefore a ≥ 3 implies b = 0.
Because σ and ρ are symmetric relations, the analogue is true if we swap the restrictions for a and b. Hence if
It remains to show that for all t ∈ σ we have t ∈ g(ρ \ {t}). For reasons of symmetry of ρ, the following cases are sufficient:
• t = 1 = g(r 1 , r 2 , r 3 ) with r 1 , r 2 , r 3 ∈ ρ \ {t}, there must be two arguments having 2 in the first coordinate. But then the result of g will be Hence g £ ρ \ {t} for all t ∈ σ. Since our construction works for all n ≥ 4 and Lemma 3.1 is applicable, we conclude γ 2 (n) ≥ 2n for n ≥ 4.
The framework used above is a condensed version of some of the ideas used in [4] . Combined with the results from [3], Theorem 3.2 immediately yields the following corollary.
Corollary 3.3. γ 2 (n) = 2n for all n ≥ 4.
Lastly we have γ 2 (2) = λ 2 (2) and γ 2 (3) = λ 2 (3) because every nu-operation on a set with three or less elements is necessarily conservative.
Generalization for higher arities
Unfortunately, we were not able to generalize our sharp lower bound to higher arities d in such a way that they remain at least 'potentially sharp'.
However, the following theorem is a first result for d ≥ 3 using the same techniques as above:
Proof. The proof is very similar to the proof of Theorem 3.2 and we will use Lemma 3.1 again. For given n and d define:
We will now check, that these relation and operation satisfy condition (1) to (3) from Lemma 3.1, where (1) is trivial again.
(2): First of all we have f (ρ) ⊇ {n − 1} d ⊆ ρ which means f ρ. Now choose t ∈ σ and observe that there is a ∈ {1, . . . , n − 2} and i ∈ {1, . . . , d} such that t is the unique element of σ having a in its i-th coordinate. Then f (ρ \ {t}) cannot contain any element with n − 1 in the i-th coordinate because we need all numbers 1, . . . , n − 2 to appear in the argument if we want to produce n − 1 with f . Therefore {n − 1} d ⊆ f (ρ \ {t}). Hence for all t ∈ σ it holds that f £ ρ \ {t} because any tuple consisting of 0 and n − 1 except for the one in {n − 1} d is in ρ.
(3): Again conservativity, near-unanimity and arity of g are easy to check. The rest can be split into the following steps:
. . , r d+1 ∈ ρ and s = g(r 1 , . . . , r d+1 ) and ∃i : s(i) = n − 1 then ∀j ∈ {1, . . . , d} : s(j) ∈ {0, n − 1} 3.1.3 If r 1 , . . . , r d+1 ∈ ρ and s = g(r 1 , . . . , r d+1 ) and ∃i : s(i) ∈ {1, . . . , n − 2} then ∀j = i : s(j) = 0 3.2 t ∈ σ ⇒ t ∈ g(ρ \ {t}) 3.1.1: Pick any s in g(ρ). Then there exist r 1 , . . . , r d+1 ∈ ρ such that s = g(r 1 , . . . , r d+1 ). Since there is at least one zero in each r i ∈ ρ, we have at least d + 1 zeros in the d × (d + 1) matrix given by (r 1 , . . . , r d+1 ) and therefore at least one row j with two zero entries (WLOG we choose the first two). But then s(j) = g(0, 0, . . .) = 0. Therefore {n − 1} d ⊆ g(ρ).
3.1.2:
Pick an arbitrary index j = i. If the value of s(i) is produced through the nu-case, there exist distinct indices ι 1 , ι 2 such that r ι 1 (i) = r ι 2 (i) = n−1 and therefore r ι 1 (j), r ι 2 (j) ∈ {0, n − 1} which implies s(j) ∈ {0, n − 1}. If, however, the value of s(i) is produced through g * , we would need at least two nonzero, non-(n − 1) entries in row i (here n − 2 and n − 3) because any zero would imply s(i) = 0 and all but one entry being n − 1 would imply that s(i) is produced through the nu-case. This results in two zeros in row j.
But then s(j) = 0.
3.1.3: If s(i) ∈ {1, . . . , n − 2} either s(i) = max {r 1 (i), . . . , r d+1 (i)} with 0 ∈ {r 1 (i), . . . , r d+1 (i)} or all but one of the arguments equal s(i). In both cases we get Therefore all other s(j) for j ∈ {1, . . . , d} \ {i} must be zero.
3.2: Choose t ∈ σ. Then there are i ∈ {1, . . . , d} and a ∈ {1, . . . , n − 2} with t(i) = a and only t satisfies this equation. By conservativity of g and uniqueness of t it follows that t ∈ g(ρ \ {t}) because g would need a in the i-th line of arguments to satisfy g(. . .)(i) = a.
Therefore (3) is satisfied and Lemma 3.1 yields γ d (n) ≥ d(n − 2) for n ≥ 3 and d ≥ 3.
Even though this generalizes some of the techniques used in the previous section, we think that this is by no means sharp. It seems that the general case needs relations and operation with a much 'deeper' interplay or an entirely different approach. Finding such f, g, ρ and σ and understanding their interplay is an open problem.
Summary
In this paper we have derived that any clone on a finite set with n elements containing a conservative 3-ary near-unanimity operation can be generated by its 2n-ary part if n ≥ 4. For n = 3 the 5-ary and for n = 2 the 3-ary part is sufficient. Furthermore we obtained lower bounds for conservative near-unanimity operations of higher arity.
