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In this paper, the completed investigation of a possible superconducting phase in monolayer in-
dium selenide is determined using first-principle calculations for both the hole and electron doping
systems. The hole-doped dependence of the Fermi surface is exclusively fundamental for the mono-
layer InSe. It leads to the extensive modification of the Fermi surface from six separated pockets
to two pockets by increasing the hole densities. For quite low hole-doped of the system, below the
Lifshitz transition point, a strong electron-phonon coupling λ ∼ 7.6 is obtained; uniquely determin-
ing a superconductive critical temperature of Tc = 65 K. However, for some hole doping above the
Lifshitz transition point, the combination of the temperature dependence of the bare susceptibility
and the strong electron-phonon interaction gives rise to a charge density wave that emerged at a
temperature far above Tc. Having included non-adiabatic effects, we could carefully analyze con-
ditions for which either a superconductive or charge density wave phase occurs in the system. In
notable addition, monolayer InSe becomes dynamically stable by including non-adiabatic effects for
different carrier concentrations at room temperature.
I. INTRODUCTION
Motivated by the discovery of graphene [1], a two-
dimensional (2D) advanced material with spectacular
properties, researchers have greatly discovered 2D lay-
ered materials; namely, hexagonal boron nitride [2], tran-
sition metal dichalcogenide (like MoS2 and WS2) [3],
magnetic 2D crystalline like monolayer chromium triio-
dide (CrI3) [4] and other elemental 2D semiconductors
like black phosphorus [5] and silicene [6], ranging from
insulators, semiconductors, metals, magnetics and super-
conductors.
In addition, group III-VI semiconductors (M2X2, M
= Ga and In and X = S, Se and Te) with sombrero-
shaped valence band edges have shown marvelous elec-
trical and optical properties [7, 8]. The bulk indium se-
lenide (InSe), III-monochalcogenide semiconductor, has
β, ε and γ structural phases depending on stacking char-
acteristics [9–11]. Among these phases, ε has an indi-
rect bandgap about 1.4 eV [10], while, β and γ phases
have a direct bandgap close to 1.28 [12] and 1.29 eV
[13], respectively. Electronphonon coupling (EPC) and
superconductive properties of an electron-doped mono-
layer InSe were studied [14] and a superconductive tran-
sition temperature about 3.41 K was reported. Moreover,
it has been shown that hole states in monolayer InSe
are strongly renormalized by the coupling with acoustic
phonons leading to the formation of satellite quasiparticle
states near the Fermi energy [15]. Not long ago, mono-
layer InSe has been fabricated from its bulk counterpart
by mechanical exfoliation [16–18]. High carrier mobility
∗Electronic address: asgari@ipm.ir
about 103 cm2/Vs, which is greater than that of MoS2
[19], has been reported at room temperature [20]; sug-
gesting that this 2D material is promising for ultra-thin
digital electronics applications. Furthermore, InSe is a
promising material for making use of FETs [21].
The presence of the sombrero-shaped valence band in
the electronic band structure of monolayer InSe gives
rise to a larger density of states (DOS), which is simi-
lar to that of one-dimensional material, specifies a Van
Hove singularity at the valence band maximum (VBM)
which could primarily lead to a magnetic transition and
superconducting phases as well [22–26]. Stimulated by
the remarkable discovery of gate-induced superconduc-
tivity in graphene (upon lithium adsorption) [27–30], a
new field for investigating superconducting features on
the other 2D materials typically emerges. In advance,
lithium adsorbed graphene was properly utilized for 2D
superconductivity. Undoubtedly owing to a small DOS
at the Fermi level and the σh symmetry which gives rise
to a weaken electron coupling with the flexural modes,
graphene illustrates a small electron-phonon coupling
constant, λ. However, these shortcomings could be lifted
by typically making use of lithium adsorption [29, 30].
Even though monolayer InSe naturally has σh symme-
try, electrons in monolayer InSe could couple to the flex-
ural phonons owing to the presence of the atomic layers
away from the symmetry plane. Notably, this coupling
alongside with a larger DOS near the VBM potentially
leads to a large EPC parameter. On the other hand, the
active presence of a significant DOS as well as λ makes
the system susceptible to a charge density wave (CDW)
instability, which represents a static modulation of the
itinerant electrons and usually accompanied by a peri-
odic distortion of the lattice. The CDW formation may
naturally arise from a possible combination of the large
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2nesting and/or electron-phonon interaction at a specific
phonon wave vector (qCDW ). Therefore, the formation of
the CDW must be carefully examined for systems with a
strong EPC, though a superconducting state is possible.
The standard method of properly investigating the
CDW formation is first to calculate the phonon dis-
persion of the system within density functional the-
ory (DFT) calculations, i.e. considering either a small
displacement or density functional perturbation theory
(DFPT) method at specific temperatures [31]. It is
worth mentioning that the static electron-phonon inter-
actions induced phonon self-energy are carefully consid-
ered in the phonon dispersion of both mentioned ap-
proaches [32]. However, it has become evident that dy-
namical phonons undoubtedly play a significant role and
non-adiabatic/dynamic effects could give rise to a signif-
icantly renormalized phonon dispersion for doped semi-
conducting materials [33–35] including InSe.
Here, we adequately investigate a viable superconduct-
ing and CDW phases of monolayer InSe based on DFT
and necessary DFPT calculations. We correctly calcu-
late the renormalized phonon dispersion owing to the
electron-phonon coupling in both the adiabatic and non-
adiabatic regimes for different temperatures and doping
levels. We further investigate the competition between
CDW formation and the superconductive phase for the
different hole and electron doping levels. We eagerly dis-
cuss the most important phonon wave vectors leading to
the remarkable electron-phonon coupling strength which
well expresses the significance of both bare susceptibil-
ity and nesting function below and above the Lifshitz
transition point. By including non-adiabatic effects, we
carefully analyze conditions for which either a supercon-
ductive or CDW phase could typically emerge in the sys-
tem. Our desired results show that in some hole-doped
cases, the CDW instability prevents access to the quite
high-temperature superconductivity, whereas, for some
other doped levels, the achievement of such supercon-
ducting temperatures is possible. In the electron-doped
cases, the CDW instability is significantly suppressed,
and therefore, the superconducting phase is possible.
The paper is organized as follows. We commence with
a description of our theoretical formalism in Sec. II, fol-
lowed by the details of the DFT and DFPT calculations.
Numerical results for the band structures, phonon disper-
sions, DOS, superconducting critical temperature, and
CDW in adiabatic and non-adiabatic approximations are
reported in Sec. III. We summarize our main findings in
Sec. IV.
II. THEORY AND COMPUTATIONAL DETAILS
The self-consistent DFT calculations are carefully per-
formed with LDA-Norm-conserving pseudopotential as
implemented in Quantum Espresso package [36]. The
phonon dispersion and self-consistent deformed poten-
tials are calculated based on DFPT method [31, 32, 37].
The Kohn-sham wave functions and Fourier expansion
of the charge density are truncated at 90 and 360 Ry,
respectively. To eliminate spurious interaction between
adjacent layers, a vacuum space of 25 A˚ along the
z−direction is adopted. For the electronic and phononic
calculations, a 24 × 24 × 1 k-mesh and 12 × 12 × 1 q-
mesh, are used and a finer k-mesh 240× 240× 1 and q-
mesh 120× 120× 1, respectively, are applied to calculate
the Wannier interpolation of the electronic and phonon
dispersions as implemented in EPW code [38–41]. The
Dirac delta functions are approximated by applying the
Gaussian smearing σel = 5 meV and σph = 0.2 meV. The
convergence of results is carefully performed as a function
of the k- and q−mesh and Gaussian smearing. Moreover,
to adequately describe the temperature dependence of
the electronic structure, the Fermi-Dirac smearing about
0.01 Ry is used [42].
Since the static part of the phonon self-energy is
typically included in the phonon dispersion, one may
uniquely define a dressed phonon frequency as [43],
ω2q,ν = Ω
2
q,ν + 2ωqνΠqν , (1)
where Ωq,ν is the bare phonon frequency and Πq,ν =
2
Nk
∑
k,m,n |gνnk,mk+q|2 f(εnk)−f(εmk+q)εnk−εmk+q is the static part
of the first-order self-energy of phonon modes, m andn
refer to the electronic band indexes, Nk is the consid-
erable number of k points, gmn,ν(k,q) is the electron-
phonon interaction matrix elements and f() represents
the Fermi-Dirac distribution function.
It is reasonable to assume k independent electron-
phonon interactions in which gνnk,mk+q = g
ν
qn,m. There-
fore, Eq. (1) can be written as follows;
ω2q,ν = Ω
2
q,ν + 2ωqν |gνqn,m|2χ0(q). (2)
with χ0(q) =
2
Nk
∑
k,m,n
f(εnk)−f(εmk+q)
εnk−εmk+q is the bare
charge susceptibility. The phonon softening typically
emerges at some branches of the phonon spectrum,
known as Kohn anomaly [44] which originates from any
sizable variation of χ0 as a function of q and/or the elec-
tronic temperature. Consequently, it is a common prac-
tice to scientifically verify χ0 as a necessary signature
of the phonon softening and thus the formation of the
CDW. The CDW instability can be well-appeared in the
form of an imaginary phonon band when temperature
lies below TCDW (the temperature where softened modes
touch the zero frequency at qCDW ).
To estimate superconducting temperature in systems
with strong EPC, we utilize Migdal-Eliashberg for-
malism [45, 46] in the form of modified Allen-Dynes
parametrization [47]:
Tc =
f1f2ωlog
1.2
exp
(
− 1.04(1 + λ)
λ− µ∗c(1 + 0.62λ)
)
, (3)
with λ = 2
∫ ∞
0
ω−1α2F(ω)dω, ωlog =
exp
[
2
λ
∫ ωmax
0
dω
α2F(ω)
ω
logω
]
, µ∗c is Morel-Anderson
3coulomb potential, and we use µ∗c = 0.1, f1 and f2 repre-
sent strong-coupling and shape corrections, respectively
(for detail definitions of f1 and f2 see Ref. [47]). The
Eliashberg function is defined as,
α2F(ω) =
1
N(εF )NkNq
∑
q,k
ν,m,n
|gmn,ν(k,q)|2 × (4)
δ(εnk − εF )δ(εmk+q − εF )δ(ω − ωqν),
where N(εF ) is the electronic density of states at the
Fermi level. The imaginary part of the phonon self-
energy γqν reads as follows;
γqν =
2piωqν
Nk
∑
mn,k
|gmn,ν(k,q)|2δ(εnk−εF )δ(εmk+q−εF ),
(5)
To carefully analyze the different contributions of the
λ and α2F, the projected quantities are defined as fol-
lows. Two principal directions are typically considered;
in-plane and out-of-plane distortions. The F(ω) along
the specific direction κ is written as
Fκ(ω) =
∑
s,ν
∫
dq
(2pi)2
Pκ,sqν δ(ω − ωq,ν), (6)
for the atom type s in the unit cell (including In2 or
Se2) where κ = xy (labeled by in-plane), z (labeled by
out-of-plane) and
Pxy,sq,ν =
∑
κ=x,y
e∗κ,sq,ν e
κ,s
q,ν , P
z,s
q,ν = e
∗ z,s
q,ν e
z,s
q,ν , (7)
where vector eqν is the eigenvector of the dynamical ma-
trix. The α2F can also be projected into Cartesian coor-
dinates by making use of the phonon displacements as-
sociated with various atom types in different directions.
α2Fκ,κ
′
s,s′ (ω) =
1
NkNqN(εF )
∑
m,n,ν,k,q
g∗κ,snk,mk+q,ν g
κ′,s′
nk,mk+q,ν
× δ(εnk − εF )δ(εmk+q − εF )δ(ω − ωq,ν),
(8)
where κ, κ′ refer to the in-plane and out-of-plane
deformations, respectively with gxy,snk,mk+q,ν =∑
κ=x,y(
~
2ωqν
)1/2 dκ,snk,mk+qu
κ,s
qν and g
z,s
nk,mk+q,ν =
( ~2ωqν )
1/2 dz,snk,mk+qu
z,s
qν and u
κ,s
q =
eκ,sq√
ms
is displacement
pattern [48], so that α2Fκ,κ
′
s,s′ satisfies the following
relation
α2F(ω) =
∑
k,k′,s,s′
α2Fκ,κ
′
s,s′ (ω). (9)
In particular, we define α2Fz,xy(ω) =
2
∑
s,s′
∑
k′=x,y
<e[α2Fz,κ′s,s′ (ω)], α2Fxy,xy(ω) =
∑
s,s′
∑
k,k′=x,y
α2Fκ,κ
′
s,s′ (ω) and α
2Fz,z(ω) =
∑
s,s′
α2Fz,zs,s′(ω).
Projected λ can be obtained by projected α2F as
following
λκ,κ
′
s,s′ = 2
∫
dω
α2Fκ,κ
′
s,s′ (ω)
ω
. (10)
III. NUMERICAL RESULTS AND
DISCUSSIONS
Two distinct types of structural phases (α and β) have
been properly reported for pristine monolayer InSe in
Ref. [8] which α phase has mirror symmetry, while β has
inversion symmetry. Moreover, both of them are dynam-
ically stable, but, the former possesses cohesive energy
slightly lower than the latter. We efficiently perform our
DFT calculations on α phase by incorporating a hexag-
onal structure with D3h symmetry. The relaxed geome-
try calculations of pristine monolayer InSe show that the
optimized hexagonal unit cell naturally has the lattice
constant a = 3.90 A˚ and two sublayers are separated by
distance dIn−In = 2.66 A˚ and dSe−Se= 5.15 A˚. These
parameters are in good agreement with previous studies
[8, 14, 25].
A. Investigation of superconductive properties of
monolayer InSe
In this work, both the electron- and hole-doped
cases are carefully studied within the jellium model for
monolayer InSe. A compensate positive or negative
background charge is included to guarantee the charge
neutrality.
There are different experimental techniques like elec-
trolytic gate [49] to precisely control the rate of the
electron and hole densities. Here, we consider electron
doping levels −0.1 and −0.2 electron per formula unit
(e/f.u.) precisely corresponding to the electron densities,
7.44× 1013 and 1.46× 1014 cm−2 respectively. Simiraly,
+0.01,+0.04 (low doping regime), +0.1,+0.2,+0.3 and
+0.4 e/f.u. (high doping regime) for hole-doped cases
corresponding to 7.58 × 1012, 3.0 × 1013, 7.58 × 1013,
1.51 × 1014, 2.26 × 1014 and 3.0 × 1014 cm−2 charge
densities are considered. For the sake of simplicity, we
promptly drop e/f.u. units corresponding to different
doping levels, ± refers to the hole or electron doping,
respectively.
The Fermi surfaces of the system are described in Fig. 1
for different doping levels. Fig. 1(a) displays the topology
of the Fermi surface for −0.1 doping consisting precisely
of two types of electronic pockets located at the Γ and M
points. In the case of the deeper electronic doping level
−0.2, the specific form of the Fermi surface is similar to
the previous doping level. The Fermi surface of +0.04
4FIG. 1: (Color online) The Fermi surface contour of the mono-
layer InSe based on the jellium model. (a) The Fermi surface
for doping -0.1. (b) The Fermi surfaces corresponding to dif-
ferent shifts of the EF from the EF related to the doping level
+0.04 (represented by red lines). The color bar shows the
shift of the Fermi energy. The gray dashed lines are applied
to illustrate the first Brillouin zone boundaries.
doping system consists of six separated pockets located
around a point between the Γ and K as shown in Fig. 1
marked by red color.
In the hole-doped case (see Fig. 1(b)) and upon more
significantly decreasing the Fermi energy EF, a Lifshitz
transition [8] occurs. Therefore, the topology of the
Fermi surface with six pockets, located between the Γ
and K, changes to two coaxial pockets around the Γ
point. This fundamental change of the principal char-
acter of the Fermi surface results in a tangible variation
of superconductive properties of the hole-doped system
which we adequately address in the following.
To begin with, we carefully look at the Eliashberg func-
tion in terms of various doping levels. Figs. 2(a) and
(b) depict the α2F(ω) and projected phonon DOS for
doping level −0.1. The projected Eliashberg function
along the in-plane and out-of-plane deformations show
a mighty peak at around 27 meV related to a scattering
process which originates primarily from α2Fz,xy+α
2Fz,z
resulting of the out-of-plane vibration of In atoms and
in-plane vibration of Se atoms. This is equally consis-
tent with the projected F(ω) in Fig. 2(b), where there
is significant density of phonons with Inz and Sexy de-
formations. Looking at more reduced energies there is a
two-peak structure between 21−24 meV, where the larger
one forms from α2Fz,xy + α
2Fz,z, while the more lesser
peak comes from α2Fz,xy+α
2Fxy,xy. On the other hand,
peaks at more reduced energies originate from α2Fxy,xy.
The α2F(ω) and F(ω) are shown in Figs. 2(c) and
(d) for low hole doping level +0.01. There is a peak
around 28 meV, which comes principally from single op-
tical phonon mode with the out-of-plane In and in-plane
Se vibrations. In this case, the deformation of the α2Fz,z
is considerably larger than α2Fz,xy. Moreover, the small
peak at around 26 meV has a major α2Fxy,xy and a mi-
nor α2Fz,z character with a destructive contribution from
α2Fz,xy, while the strong peak at around 8 meV has a
major α2Fz,xy character with relatively equal contribu-
tions from the other two deformations.
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FIG. 2: (Color online) The α2F and projected phonon DOS
within the jellium model. (a), (c) and (e) Total α2F and
cumulative EPC, λ(ω), for specific doping levels −0.1,+0.01
and +0.1. The dashed lines are used for λ(ω). (b), (d) and (f)
refer to the projected phonon DOS, F(ω), respectively, for In
and Se atoms along the in-plane and out-of-plane directions
for corresponding doping levels.
As a notable example of high hole-doped regime,
the α2F(ω) and projected F(ω) for +0.1 are shown in
Figs. 2(e) and (f), respectively. Despite the low hole-
doped and electron-doped cases, the prominent peak
around 28 meV is absent. In general, the spectrum of
+0.1 hole-doped is slightly shrunk in comparison with
+0.01 one. Moreover, the gapped two peaks structure in
the high energy part of the α2F(ω) for +0.01 is replaced
with a gapless one at the energy about 25-27 meV. The
outstanding contribution of this high energy part arises
mainly from the α2Fz,z and α
2Fxy,xy deformations, how-
ever, the α2Fz,xy has a completely destructive contri-
bution. The low-energy peak between 5-7 meV has al-
most the identical character as the low-energy peak of
the +0.01 doping level, albeit with a lesser height.
Therefore, passing through Lifshitz transition point re-
sults in a tangible modulation of the optical phonons
which could significantly affect their superconductive
properties. Notice that, the Eliashberg function for the
specific case of +0.01 behaves properly something be-
tween electron doping and high hole-doped cases.
5As a result, we can correctly state that in hole doping
the acoustic branches carry out a substantial role in the
formation of the λtot. Unlike hole-doped cases, there is
a more uniform distribution of each branch contributing
in the formation of the λtot for the electron doping, as
inferred from λ(ω) in Figs. 2(a), (c) and (e).
Tabulated amounts of λtot with respect to various
doped levels in Table. I reveal that upon increasing
in the hole/electron doping levels leads to a descend-
ing/constant behavior of the λtot, respectively. Obvi-
ously, while the amount of the λ is almost the same for
the first three hole-doped cases, the Tc for +0.01 is 30
percent larger than that of +0.1; coming from a larger
value of ωlog. The larger value of the ωlog corresponding
to the former originates from the fact that the phonon
dispersion for +0.01 doped is typically harder than +0.1.
Moreover, the proportion of the high energy peak to the
low-energy peak of the α2F for the case of +0.01 is appre-
ciably larger than that of +0.1 (see Figs. 2(c) and (e)).
Thus, the ωlog is enhanced for +0.01 in comparison with
+0.1.
One can seemly remark that λ can take effect
from N(εF) and the average of the electron-phonon
matrix elements on the Fermi surface, 〈|g|2〉 =
1
N(εF)
∫
α2F(ω)dω; according to λ = 2N(εF )〈|g|2〉/ω0.
It promptly turns out that the λ is a linear function of
N(εF) as long as 〈|g|2〉 and ω0 are constant. λ/λmax
and N(εF)/N(εF)max are shown in Fig. 3 for different
doping levels. Upon progressively increasing the hole
density, while λ decreases monotonously, the N(εF) in-
creases up to doping level +0.1 then decreases for larger
doping levels. Accordingly, the 〈|g|2〉 behaves differently
below and above the Lifshitz transition point. In that
manner, we reasonably expect a larger 〈|g|2〉 for low hole
doping levels, as shown in Fig. 3. Beyond doping level
+0.1 a constant behavior for the 〈|g|2〉 can be correctly
estimated for all hole-doped levels as both the λ/λmax
and N(εF)/N(εF)max.
In the case of electron doping, as electron density in-
creases, a practically constant behavior of the N(εF), λ
and 〈|g|2〉 occur as a function of doping level. Although
there exists precisely a drastic decline in the N(εF) com-
pared with that of hole ones, 〈|g|2〉 adopts those results
obtained for high hole doping, and, therefore, almost a
constant behavior of the 〈|g|2〉 is obtained as a function
of the doping level.
Furthermore, Eq. (10) is properly used to carefully
consider the contribution of the projected λ for differ-
ent atom types and the out-of/in-plane directions in the
λtot. Fig. 4 shows the projected λ while those are rescaled
to the λtot for four doping levels −0.1,+0.01,+0.1 and
+0.4. The desired results show, for electron doped case,
the highest contribution of the λtot is attributed to the
in-plane displacements. For −0.1 the corresponding in-
plane/out-of-plane contributions are λxy,xy = 0.73 >
λz,z = 0.27 > λz,xy = −0.45.
For the hole-doped levels beyond +0.1, on the other
TABLE I: The superconducting properties of the monolayer
InSe including the EPC constant, λtot, average logarithmic
phonon frequency, ωlog, transition temperature to supercon-
ducting phase, Tc, transition temperature to CDW region,
TCDW , for studied hole/electron concentrations. The charge
density is in units of 1013 cm−2. We set µ∗ = 0.1 in all cal-
culations.
e/f.u. charge density λtot ωlog(K) Tc(K) TCDW (K)
+0.01 0.758 7.62 123 65 120
+0.04 3.0 7.36 106 55 145
+0.1 7.58 6.99 90 44 420
+0.2 15.1 3.07 79 21 530
+0.3 22.6 1.44 78 9 470
+0.4 30 0.85 80 4 2
- 0.1 7.44 0.55 97 2 < 2
- 0.2 14.6 0.50 103 2 < 2
hand, the meaningful contribution arises from the
out-of-plane deformations and mixed the in-plane In
and out-of-plane Se constructive deformations in this
case, with λz,z = 2.73 > λz,xy = 2.7 > λxy,xy = 1.55.
In the case of +0.01 doping, the system is some
where between a high hole doping and electron doped
cases. While its in-plane contributions share the same
behaviour as of the electron doped one, its out-of-
plane and mixed in-plane/out-of-plane contributions
behave properly similar to the high doping levels,
λz,z = 2.88 > λxy,xy = 2.48 > λz,xy = 2.26. To be
specific, the valuable contribution which comes from
(Inin-Seout) deformation is destructive for the electron-
doped system, while it is constructive for low and high
hole-doped cases. This main difference originates from
the distinction between the generic forms of the topology
of the Fermi surface such that this type of polarization
is beneficial for hole-doped cases and it is a disadvantage
of the electron-doped ones.
Furthermore, Table. I shows the critical transition tem-
perature to the superconducting phase with the afore-
mentioned doped conditions calculated through Eq. (3).
In the case of hole doping, the highest value of Tc = 65 K
is obtained. This temperature is comparable with Tc =
88 K for blue phosphorene studied in Ref. [50]. More-
over, it is much larger than reported Tc for Li-decorated
monolayer graphene and antimonene with Tc ≈ 6 [27]
and 4 K [51], respectively. However, the high value of
the λ needs careful examination and further insights of
the formation of the CDW phase at low temperatures for
the hole-doped system which we adequately address in
the following section.
B. CDW formation in adiabatic approximation
Fig. 5 depicts the amplitude of the Kohn anomaly as a
function of the electronic Fermi-Dirac smearing for dop-
ing level +0.1. Typically decreasing the temperature
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FIG. 3: (Color online) The variation of the rescaled
EPC and N(εF) with respect to different doping levels in
monolayer InSe. Inset: The
√
< g2 > / < g2 >max as a
function of the doping level. In the case of hole dop-
ing, an increment in the carrier density leads to a decreas-
ing of both the λ/λmaxand N(εF)/N(εF)max and nearly
constant value for the
√
< g2 > / < g2 >max. While, in
the case of electron doping, an increment in the car-
rier density leads to a constant behavior of the λ/λmax,
N(εF)/N(εF)max and
√
< g2 > / < g2 >max.
leads to more softening of the phonon energies and finally,
the system suffers from a CDW instability at smearing
slightly lower than 420 K. For exploring the considerable
variations of the phonon softening as a function of the
Fermi-Dirac smearing, two upper temperature, 470 and
1580, in the adiabatic/static regime are depicted as well.
The typical smearing 1580 K, as a starting point in the
adiabatic regime, is large enough to wipe out the Kohn
anomaly in linear response calculations.
In addition, this figure shows there are two qCDW
which give rise to two different chirality. One includes
a 6× 6 commensurate supercell corresponding to the dip
in the middle of the Γ-K direction. The secondary point
of the CDW instability is related to an incommensurate
distortion precisely corresponding to another dip along
the Γ-M path. Our numerical calculations reveal that
the dip in the middle of the Γ-K direction has lower ω2
and we, therefore, refer to this point as qCDW in the re-
minder. Notice that for the other higher doped levels, i.e.
+0.2 and +0.3 the CDW forms at the same q for the +0.1
doping level. On the other hand, in the adiabatic regime,
low hole doping levels +0.01 and +0.04 show instability
in a q different from the high doped regime. However,
it does not show any instability of the system even at
very low temperatures by including non-adiabatic effects.
Besides, in the comparison between low doped and high
doped regimes in terms of phonon softening at qCDW , we
thus report our results at qCDW for doping levels +0.01
and +0.04 as well. The CDW instability indeed relies on
the existence of the remarkable amounts of the λ. Hence,
five cases +0.01,+0.04,+0.1,+0.2 and +0.3, with strong
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FIG. 4: (Color online) The projected λ associated with dif-
ferent displacements of atoms along with the in/out-of-plane
directions for doping +0.4,+0.1,+0.01, and −0.1. The λ pa-
rameter is rescaled to the λtot. The dashed maroon line set
to zero indicates the constructive or destructive role of the
polarization. The splines connecting the points are used to
guide for eyes.
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FIG. 5: (Color online) The phonon dispersion as a function
of electronic temperatures for a doping +0.1 in both adia-
batic (A) and non-adiabatic (NA) regimes. The lower elec-
tronic smearing, the appearance of the greater amplitude of
the Kohn anomaly which finally leads to CDW instability at
a temperature lower than T0 = 420 K in the adiabatic regime
while these anomalies can be faded out at upper temperature
such as T0 = 470 K. Also, fading out of the Kohn anomalies
via the non-adiabatic effects compared with adiabatic one are
represented for two aforementioned temperatures. The black
solid lines were carried out with typical electronic broaden-
ing, T1 = 1580 K, which is large enough to wipe out the Kohn
anomaly in linear response self-consistent force constants.
EPC, naturally need more comprehensive considerations.
To further perceive the fundamental reason for the
phonon-softening, Fig. 6 shows different quantities asso-
ciated with the CDW formation for various doping levels
and temperatures. In particular, the average amounts
of the electron-phonon interaction 〈g2〉qν = γqν2piωqνξq ,
where the nesting function is precisely defined as ξq =
N−1k
∑
mn,k δ(εnk − εF )δ(εmk+q − εF ), is properly used.
Tilde symbol in Fig. 6 typically refers to the related cal-
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FIG. 6: (Color online) The effective factors to determine the
CDW instability as a function of temperature for all doped
levels. (a) The dressed phonon energies squared, (b) elec-
tronic bare susceptibility, (c) real part of the phonon self-
energy, and (d) the magnitude of 〈|g˜|2〉 related to the soften-
ing branch of phonon dispersion. The splines connecting the
points are guides to the eyes and the tilde symbol refers to
related calculations at qCDW .
culations at the qCDW . Moreover, the depicted quan-
tities are associated with the softened branch at qCDW ,
therefore, the branch index ν is dropped.
The effects of the phonon energy renormalization as
a function of temperature within the adiabatic/static
regime are shown in Fig. 6(a). These results reveal the
tendency of the system to the CDW region for the three
+0.1,+0.2, and +0.3 doping levels. On the contrary, the
electron-doped and low hole doping levels, below the Lif-
shitz transition point, almost retain their constant behav-
ior as a function of various temperatures. Fig. 6(b) shows
the bare susceptibility as a function of doped levels at the
qCDW for the aforementioned temperatures. Notice, the
〈g˜2〉 is the largest for doping level +0.2 (see Fig. 6(d)), in
addition, the largest change of the χ0 basically belongs
to the doping level +0.2. This leads to further decline
of 2ω˜Π˜ (from temperature 1580 K) for doping level +0.2
as shown in Fig. 6(c). Moreover, such a larger variation
in the χ0 for doping levels +0.1,+0.2, and +0.3 leads
to a giant Kohn anomaly and finally the appearance of
the instability in the monolayer InSe for smearing lower
than 420, 530 and 470 K, respectively. A comparison for
doping +0.4 implicitly expresses that though there is the
reduction of the self-energy correction, having less tem-
perature dependence on the χ0 together with a smaller
average of the 〈g˜2〉 (Fig. 6(d)) on the Fermi surface, re-
sults in less effective Kohn anomaly and therefore, the
CDW is suppressed at the qCDW for doping level +0.4.
Further analyses associated with the polarization of
the softened mode at the qCDW adequately explain that
the instability at this point mainly involves the in-plane
displacements of the In atoms and the out-of-plane dis-
placements of the Se atoms at the same time.
The notable absence of the Kohn anomaly for elec-
tron doping is owing to the lack of a reduction of the
χ0 with respect to the different temperatures alongside
with extremely small 〈g˜2〉 (Fig. 6(d)). In two low hole
doping cases, the 〈g˜2〉 is smaller than that obtained for
other hole-doped levels. For doping level +0.01 a specific
combination of a small 〈g˜2〉 and the lack of typically de-
creasing of the χ0 as a function of temperature results in
the absence of the Kohn anomaly at qCDW . In doping
level +0.04, although there correctly is a depletion in the
χ0 upon temperature reduction, due to a slight value of
the 〈g˜2〉, it sufficiently shows a smaller softening.
Therefore, considering the adiabatic regime, competi-
tion, and coexistence between Tc and TCDW for all doped
levels, reveals that in the three hole-doped cases +0.1,
+0.2 and +0.3, TCDW is exceedingly greater than Tc and
consequently, the CDW instability prevents access to the
high-temperature superconductivity for mentioned dop-
ing levels.
C. Non-adiabatic effects
In metallic systems, ion dynamic affects the elec-
tron dynamics and leads to the excited state owing to
the proximity of phonon energies and electron excited
states [32]. Experimental realization of such dynamics
on the phonon energies is observable in the form of the
Raman frequency shift at the zone center so-called non-
adiabatic effects [34, 35, 52, 53]. To explore this, a time-
dependent perturbation theory (TDPT) is necessary for
a full ab initio treatment of non-adiabatic effects. Since
a full TDPT is complicated enough in practical terms of
complexity of the accurate calculations, here, by pursuing
Ref. [32], we adopt the following procedure to properly
include the non-adiabatic effects. At the first necessary
step for a specific q vector, adiabatic self-consistent force
constants, Csr(q, 0, T1), are calculated. Here T1 is the
electronic temperature applied in self-consistent calcula-
tions (T1 is large enough to prevent Kohn anomaly). The
non-adiabatic phonons can be naturally obtained by di-
agonalizing the phonon dynamical matrix related to non-
adiabatic non-self-consistent force constants, C˜(q, ω, T0),
at the physical temperature T0 given by [32]:
C˜sr(q, ω, T0) = Πsr(q, ω, T0) + Csr(q, 0, T1). (11)
where Πsr comprises both addition (subtraction) of the
non-adiabatic (adiabatic) effects at the specific tempera-
ture T0 (T1) used in the related Fermi-Dirac distribution
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FIG. 7: (Color online) The phonon dispersion corresponding
to adiabatic high (T=1680 K) and non-adiabatic low (T=16
K) electronic temperatures for a doping +0.01. The corre-
sponding Eliashberg function is depicted at the right side of
the plot. Also, fading out of CDW phase via non-adiabatic
phonons at low temperatures is visible.
function fkm, respectively:
Πsr(q, ω, T0) =
2
Nk(T0)
Nk(T0)∑
k,m,n
fkm(T0)− fk+qn(T0)
εkm − εk+qn + ω + iη×
dsmn(k,k+ q)d
r
nm(k+ q,k)
− 2
Nk(T1)
Nk(T1)∑
k,m,n
fkm(T1)− fk+qn(T1)
εkm − εk+qn ×
dsmn(k,k+ q)d
r
nm(k+ q,k)
(12)
where Nk(T0) is k-point grid at smearing T0 and much
larger than Nk(T1) and we properly consider η as a pos-
itive real infinitesimal parameter. Furthermore, dsmn are
deformation potential matrix elements which properly
include the derivative of the Kohn-Sham self-consistent
potential with respect to the Fourier transform of the
phonon displacements [32].
In the intra-sheet scattering process, when |εk+q −
εk| ≈ ω, the fundamental difference of the non-adiabatic
and adiabatic frequencies, ∆ω approximately specifies by
∆ω ' N(εF)〈g˜2〉 at the Fermi surface [33–35]. Hence,
this proper deference is remarkable for the doping cases
+0.01,+0.04,+0.1,+0.2 and +0.3 encompassing large
amounts for both the N(εF) and 〈g˜2〉; essentially restat-
ing the considerable importance of the non-adiabatic ef-
fects for these hole-doped cases.
Having mentioned earlier, to obtain phonon energies
within an adiabatic regime a coarse 24 × 24 × 1 k-point
mesh and T1 = 1580 K as a proper starting point are con-
sidered. While a dense enough k-point grid 72 × 72 × 1
is adopted for the calculation of non-adiabatic and adia-
batic force constant matrices at more reduced tempera-
tures. As depicted in Fig. 5 for the doping level +0.1, the
amplitude of the Kohn anomaly decreases in the presence
of non-adiabatic effects. It is equally sought for the same
electronic broadening T0 = 420, and 470 K for the adi-
abatic one. In addition, the non-adiabatic calculations
related to the electronic smearing TNA0 = 30 (60) K (not
shown here) express that the system is dynamically un-
stable at such temperature, which is lower (upper) than
related superconducting temperature (44 K) given in Ta-
ble. I.
Furthermore, the same calculations are repeated for
doping +0.2 and +0.3. The results show that the system
is still dynamically unstable close to the related super-
conducting transition temperature, 21 and 9 K, respec-
tively. As a result, non-adiabatic effects shift only the
CDW region to lower temperatures for elevated doped
levels ( i.e. +0.1,+0.2 and +0.3) and are not capable to
suppress the formation of the CDW instability in these
three cases. Therefore, it appears that the superconduct-
ing transition for three mentioned hole doping is unlikely
to be accessible as a CDW phase forms before a super-
conductive phase.
In Fig. 7 high temperature phonon dispersion, T1 =
1580 K, and non-adiabatic low temperature one with
TNA0 = 16 K are plotted along with their corresponding
α2F for hole doping level 0.01. The system is stable even
for temperatures considerably smaller than its Tc = 65
K (see equally Table. I). Notice that the α2F calculated
based on non-adiabatic phonons gives marginally dif-
ferent Tc=67 K owing to the small softening at certain
q points. Accordingly, the low doped monolayer InSe
likely shows a superconductive phase with maximum
Tc = 67 K.
Notice that the convergence of Eq. (12) for η is care-
fully checked to adequately explain that this equation be-
comes practically η-independent when η decreases even
as small as 0.0015 Ry. In addition, the desired results
show that in the presence of the non-adiabatic effects,
monolayer InSe is dynamically stable for all aforesaid
doped levels at room temperature.
IV. CONCLUSION
In summary, based on the first-principle DFT and
DFPT methods, the superconducting properties of pris-
tine monolayer InSe employing the Migdal-Eliashberg
theory are explored. We have also calculated the renor-
malized phonon dispersion owing to the electron-phonon
coupling in both the adiabatic and non-adiabatic regimes
for various temperatures and doping levels. We have fur-
ther investigated the competition between CDW forma-
tion and the superconductive phase for the various hole
and electron doping levels.
We have adequately discussed the most important
phonon wave vectors leading to the remarkable electron-
phonon coupling strength. That correctly expresses the
significance of both bare susceptibility and nesting func-
tion below and beyond the Lifshitz transition point. Fur-
9thermore, more analyses associated with polarization of
the softened phonon mode at qCDW adequately explain
that instability at this point mainly involves the in-plane
displacements of the In atoms and the out of plane dis-
placements of the Se atoms at the same time.
Our desired results show that in some hole-doped cases
associated with elevated doping levels beyond the Lifshitz
transition point (+0.1,+0.2, and +0.3 e/f.u.), TCDW is
much greater than Tc and consequently, CDW instability
prevents access to superconductive phase. Whereas, for
other hole doping levels, i.e. doping levels below Lifshitz
transition point (+0.01 and +0.04 e/f.u.) and very deep
hole doping level +0.4 e/f.u., TCDW is lower than Tc and
a maximum Tc = 67 K was achieved for hole doping level
+0.01 e/f.u. In the case of very deep hole doping +0.4
and electron doping rather small Tc = 4 and Tc = 2
K, respectively, are obtained. The non-adiabatic phonon
effects correctly determine monolayer InSe becomes dy-
namically stable for different carrier concentrations at
room temperature.
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