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Abstrat
The problem of finding, in an edge-weighted bidireted graph G = (V,E), a yle
with minimum mean weight of its edges generalizes similar problems for both direted
and undireted graphs. (The problem is onsidered in two variants: for the yles
without repeated edges and for the yles without repeated nodes.) In this note we
develop an algorithm to solve this problem in O(V 2 min(V 2, E logV ))-time (to ompare:
the omplexity of an improved version of Barahona's algorithm for undireted yles
is O(V 4)). Our algorithm is based on a ertain general approah to minimum mean
problems and uses, as a subroutine, Gabow's algorithm for the minimum weight 2-fator
problem in a graph. The problem admits a reformulation in terms of regular yles in
a skew-symmetri graph.
Keywords: bidireted graph, skew-symmetri graph, minimum mean yle.
AMS Subjet Classifiation: 05C38, 05C85, 90C27.
1 Introdution
Among a variety of disrete optimization problems, an interesting lass is formed by the
problems onsisting in finding an objet (subset) of a given type in whih the mean weight
of an element is minimized. One of the most popular problems of this sort is the minimum
mean yle problem in an edge-weighted direted graph. The lassial algorithm due to
Karp [6℄, based on a dynami programming approah, finds suh a yle in O(nm) time.
(Here and later on n and m denote the numbers of nodes and edges, respetively, in the
input graph.) An analogous problem for yles of an undireted graph an also be solved
effiiently: Barahona [1℄ redues it to a series of minimum weight ∅-join omputations (see
also [8, Se 29.11℄), and an improved version of his algorithm requires only O(n) suh
omputations.
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This note presents an algorithm with omplexity O(n2min(n2,m log n)) for a more gen-
eral problem, namely, for finding a minimum mean yle in an edge-weighted bidireted
graph. (The onept of bidireted graph was introdued by Edmonds and Johnson [2℄; more
about bidireted graphs an be found in, e.g., [8℄.)
Reall that in a bidireted graph G = (V,E) edges of three types are allowed: a usual
direted edge, or an ar, that leaves one node and enters another one; an edge direted
from both of its ends; and an edge direted to both of its ends. When both ends of an edge
oinide, the edge beomes a loop; to slightly simplify our desription we admit no loop
entering and leaving its end node simultaneously (this will lead to no loss of generality in
what follows).
A walk in G is an alternating sequene P = (s = v0, e1, v1, . . . , ek, vk = t) of nodes
and edges suh that eah edge ei onnets nodes vi−1 and vi, and for i = 1, . . . , k − 1, the
edges ei, ei+1 form a transit pair at vi, whih means that one of ei, ei+1 enters and the other
leaves vi. (Note that e1 may enter s and ek may leave t.) If, in addition, k ≥ 1, v0 = vk
and the pair e1, ek is transit at v0, P is alled a yle. A yle is alled node-simple if all
its nodes (exept v0 = vk) are different, and edge-simple if all its edges are different. Note
that G may ontain edge-simple yles but no node-simple ones.
Our main problem is stated as follows:
(P) Given a bidireted graph G = (V,E) and a funtion w : E → R of weights of edges,
Find an edge-simple yle C of G that minimizes the value w(C) := w(C)/|C|.
Here w(C) denotes the total weight of edges, and |C| the number of edges (the length) of
C. So we deal with the minimum mean edge-simple yle problem in an edge-weighted
bidireted graph. Instead, one an state, in a similar way, the minimum mean node-simple
problem in (G,w), whih also may find reasonable appliations. However, the latter is easily
redued to (P) (and therefore, an be exluded from onsideration in what follows). Indeed,
modify the graph as follows: replae eah node v by a pair of nodes v1, v2, onneting them
by an edge with zero weight from v1 to v2, and eah edge of the original graph that enters
(leaves) v make entering v1 (resp. leaving v2). The obtained graph has 2n nodes and m+n
edges, all edge-simple yles C ′ in it are node-simple and just orrespond to the node-simple
yles C of the original graph; moreover, for orresponding C ′ and C, one has w(C ′) = w(C)
and |C ′| = 2|C|.
In fat, the minimum mean yle problem for direted graphs G beomes equivalent to
(P) (as well as to its node-simple version) when G is onsidered as a bidireted graph. As for
the undireted ase, an undireted graph G an be turned into a bidireted one by assigning
the orientation of eah edge from both of its ends and by adding, for eah node v, a loop
with zero weight that enters v (twie). This redues the undireted minimum mean yle
problem to problem (P) (but not to its node-simple version).
We show the following.
Theorem 1.1 Problem (P) an be solved in O(n2 min(n2,m log n)) time.
Another lass of nonstandard graphs is formed by so-alled skew-symmetri graphs 
direted graphs with involutions on the nodes and on the ars that hange the orientation
of eah ar. (This lass of graphs, under the name of antisymmetrial digraphs, was intro-
dued by Tutte [9℄.) There is a lose relationship between these and bidireted graphs, and
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problem (P) is, in fat, equivalent to the problem of finding a regular yle having minimum
mean weight in a skew-symmetri graph with symmetri weights of ars (preise definitions
will be given later). As a onsequene, we obtain an O(n2min(n2,m log n))-algorithm for
the latter problem.
A natural approah to the minimum mean problem for an abstrat family F of subsets
of a set onsists in reduing this problem to a series of (auxiliary) problems of finding a
member of F with minimum total weight when the weight funtion is shifted by a onstant.
The shifts are hosen in suh a way that the ardinalities of intermediate subsets in this
proess monotonially derease. Therefore, the proess is finite, provided that the auxiliary
problem is well-solvable. In a more general approah, F is extended to a family D by adding
ertain sets represented as the disjoint union of members of F . A lever hoie of D may
simplify the auxiliary problem signifially, yielding an effiient algorithm for the original
problem. Just this idea is applied in [1℄ where undireted yles are extended to ∅-joins.
(One more approah to a ertain lass of minimum mean problems and related topis are
disussed in [7℄.)
In our ase, the role of extended family D plays the family of irulations that traverse
every node of a given bidireted graph at most twie. Then the auxiliary problem beomes
equivalent to the minimum weight 2-fator problem in a ertain assoiated undireted graph.
The latter an be solved in O(nmin(n2,m log n)) time by use of Gabow's algorithm [3℄. This
yields an algorithm with the desired omplexity, taking into aount that the number of
iterations in the proess is O(n).
The above-mentioned general approah is desribed in Setion 2 and a proof of Theo-
rem 1.1 is given in Setion 3. The related problem for skew-symmetri graphs is disussed
in Setion 4.
2 A General Approah
In a general setting, the minimum mean problem is formulated as follows:
(M) Given a family F of nonempty subsets of a finite set E and a funtion w : E → R,
Find X ∈ F minimizing w(X) := w(X)/|X|,
where w(X) denotes
∑
e∈X w(e). For onveniene the elements of F are alled feasible sets;
so the goal is to find a feasible set with minimum mean weight.
Let us all a family D of nonempty subsets of E a disjoint extension of F if F ⊆ D and
eah member X of D an be represented as the disjoint union of feasible sets, i.e.,
(1) X = X1 ⊔ . . . ⊔Xk for pairwise disjoint sets X1, . . . ,Xk ∈ F .
(To emphasize that the sets involved in the union are pairwise disjoint, we use notation ⊔
rather than ∪.) Let s(D) denote the maximum ardinality (size) of a member of D.
For an arbitrary disjoint extension D of F , problem (M) an be redued to at most s(D)
problems of finding a set X ∈ D having minimum weight w′(X) with respet to some other
weight funtion w′, followed by one problem of onstruting a deomposition (1) for the
final set X. The idea is rather transparent and has been enountered in speial ases (f.,
e.g., [7, 1℄).
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Funtions w′ ourring in the desired redution are obtained by shifting w by a onstant.
More preisely, we say that w′ is the shift of w by a ∈ R if w′(e) := w(e) − a for all e ∈ E.
We also denote w′ by wa and all a the shift number. The method below relies on two easy
properties:
(2) wa(X) = w(X)− a for any nonempty subset X ⊆ E;
(3) if X = X1 ⊔ . . . ⊔Xk for nonempty subsets Xi, then w(X) ≥ miniw(Xi).
Method. In the beginning put a := max(w(e) : e ∈ E). Then iteratively onstrut a set X
and update a as follows. At eah iteration, take as X a member of D with wa(X) minimum,
by solving the orresponding minimum weight problem. Put b := wa(X). If (i) b = 0, then
the proess terminates with onstruting a deomposition (1) of X and outputting any of
its members. Otherwise (ii) update a := a+ b and proeed with the next iteration.
Lemma 2.1 The above method terminates in at most s(D) + 1 iterations and outputs an
optimal solution to problem (M).
Proof.
First of all we observe that at eah iteration there exists a set Y ∈ D satisfying wa(Y ) ≤
0. Indeed, the initial hoie of a guarantees this property to hold at the first iteration. And
for eah iteration, we have wa
′
(X) = wa(X)− b|X| = 0, where a is the shift number at the
beginning of this iteration, X is the set in D found on it, b = wa(X), and a′ is the next shift
number a+ b. Then the property holds for the next iteration.
Thus, eah number b in the proess is nonpositive. Suppose b = 0 happens at some
iteration. Then the set X found on this iteration satisfies wa(X) = 0, and by the minimality
of X, we have wa(Y ) ≥ 0 for all Y ∈ D; equivalently: 0 = wa(X) ≤ wa(Y ). Now (2) and (3)
imply that w(Xi) = a for eah member Xi in a deomposition of X, and that w(Y ) ≥ a for
any Y ∈ F (taking into aount that F ⊆ D). So Xi is an optimal solution to (M).
Finally, onsider two onseutive iterations. Let a and X denote the shift numbers at
the beginning of the former iteration and the set found on it, and let a′ and X ′ denote similar
objets on the latter one. Suppose that the latter iteration was not the last in the proess;
then wa
′
(X ′) < 0. Also a′ = a+ wa(X) implies wa
′
(X ′) = wa(X ′)− wa(X). Therefore,
wa(X ′)/|X ′| < wa(X)/|X|.
This inequality is possible only if |X ′| < |X|, in view of wa(X) ≤ wa(X ′) and wa(X) < 0.
Thus, the proess is finite and the number of iterations does not exeed s(D) + 1. 
Remark. It is seen from the above proof that the number of iterations in the method
is estimated via the minimum ardinality of a set X ∈ D minimizing wa(X) on the first
iteration. Also the method an start with any initial shift number a for whih one guarantees
the existene of a set Y ∈ D with wa(Y ) ≤ 0 (provided that suh an a an be omputed
effiiently).
To illustrate the method, onsider problem (M) for the family F of simple yles, or
iruits, in a undireted graph G = (V,E) with edge weights w (regarding iruits as edge
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sets). Sine the minimum weight problem for iruits is NP-hard when negative weights are
possible, and therefore, D := F is a bad hoie, one has to take as D some nontrivial disjoint
extension of F . Following [1℄, we put D to be the family of nonempty ∅-joins in G. (Reall
that for T ⊆ V with |T | even, a set J ⊆ E is alled a T -join if the set of nodes with odd
degrees in (V, J) is exatly T .) Clearly a ∅-join is deomposed into pairwise (edge-) disjoint
iruits; suh a deomposition is onstruted in linear time. Eah iteration of the method
in our ase onsists in finding a minimum weight ∅-join, whih an be arried out in O(n3)
time (see [8℄). Also the number of iterations is O(m). Hene the obtained algorithm runs
in O(n3m) time.
In an improved version of this algorithm, the number of iterations redues to O(n),
yielding the overall time bound O(n4). This relies on the existene (and the possibility to
effiiently onstrut) an initial shift number a suh that there exists a nonempty ∅-join J
whose weight wa(J) is minimum and whose ardinality is O(n), and moreover, this weight
is nonpositive; f. Remark above.
To ompute the desired a, we order the edges of G by nondereasing their weights:
w(e1) ≤ w(e2) ≤ . . . ≤ w(em).
We find the minimum number k suh that the graph Gk = (V, {e1, . . . , ek}) ontains a
iruit C. Put a := w(C); then wa(C) = 0. Define
E+ := {e ∈ E | wa(e) ≥ 0}
E− := {e ∈ E | wa(e) < 0}
Let J be a nonempty ∅-join with |J | minimum among all ∅-joins J ′ minimizing wa(J ′). The
iruit C is also a ∅-join, hene wa(J) ≤ wa(C) = 0. We assert that |J | < 2n. Indeed,
sine Gk−1 is ayli and, obviously, ontains E
−
, we have |J ∩ E−| ≤ |E−| < k ≤ n. Also
|J ∩ E+| ≤ n. For otherwise the subgraph (V, J ∩ E+) would ontain a iruit C ′. Then
J ′ := J − C ′ is a nonempty ∅-join satisfying wa(J ′) ≤ wa(J) and |J ′| < |J |, ontraditing
the minimality of J . Thus, |J | < 2n, and a is as required.
3 Minimum Mean Cyles in Bidireted Graphs
In this setion we speialize the method desribed in Setion 2 to find a minimum mean
edge-simple yle in a bidireted graph G = (V,E) with a weighting w : E → R on the
edges. For brevity we omit the adjetive edge-simple in what follows.
Let us all a subset X ⊆ E balaned if for eah node v, the numbers of edges in X
entering v and leaving v are equal (ounting twie eah doubly entering or doubly leaving
loop at v, if any). In partiular, the edge-set of any yle is balaned. If eah node is entered
by at most two edges in X, we say that this balaned set is small. In a similar fashion, a
yle is alled small if it passes eah node at most twie, i.e., its edge-set is a small balaned
set. Balaned sets and small yles are related by the following property (in fat, known
in literature), whih is a bidireted analog of the fat that a irulation in a digraph is
deomposed into simple yles.
Lemma 3.1 Eah balaned set X is representable as the union of pairwise edge-disjoint
small yles (regarding a yle as an edge set).
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Proof.
Assuming X 6= ∅, hoose a maximal edge-simple walk P = (v0, e1, v1, . . . , ek, vk) in the
subgraph of G indued by X. The fat that X is balaned easily implies that v0 = vk and
that e1, ek form a transit pair at v0, i.e., P is a yle.
Deleting the edges of P from X, we again obtain a balaned set. So it follows by
indution that X is representable as the union of pairwise edge-disjoint yles. Let the
number of yles in suh a representation be as large as possible. We assert that eah yle
is small.
Indeed, suppose some yle C = (v0, e1, v1, . . . , ek, vk) among these is not small, i.e., C
passes some node v at least three times. Sine a yle an be onsidered up to reversing
and ylially shifting, we may assume that v = v0 = vi = vj for some 0 < i < j < k, and
that e1 leaves v0. If for some p ∈ {i, j}, the edge ep enters vp, then the pair e1, ep (as well
as ek, ep+1) is transit at v, and we an split C into two yles: the part of C from v0 to vp
and the rest. And if ei leaves vi and ej leaves vj , then the pair ei+1, ej is transit, and C an
again be split into two yles. A ontradition. 
It is straightforward to devise a linear time algorithm that deomposes a balaned set
into small yles.
An immediate onsequene of (3) and Lemma 3.1 is that for any yle C, there exists
a small yle C ′ suh that w(C ′) ≤ w(C). Therefore, instead of all yles, we an take
as the family F in problem (M) the olletion of (the edge-sets of) small yles. Also the
desired disjoint extension D of F an be defined to be the olletion of small balaned sets.
The ardinality of any small balaned set X does not exeed 2n sine eah node is inident
with at most four edges in X. This implies that the number of iterations of the method
applied to these F and D is O(n), by Lemma 2.1. Eah iteration onsists in finding a small
balaned set X with minimum weight w′(X) for a urrent weight funtion w′ : E → R, and
it remains to explain how to solve this problem.
We redue it to the minimum weight 2-fator problem in a ertain undireted multigraph
G˜ = (V˜ , E˜), with possible loops, formed from G as follows. Eah node v ∈ V generates two
nodes v˜1, v˜2 in G˜. Eah edge e in E onneting nodes u and v generates an edge e˜ with the
same weight onneting nodes u˜i and v˜j , by the following rule: if e enters u then i = 1,
otherwise i = 2, and similarly for v and j. In partiular, a doubly entering loop at v (if
any) indues an undireted loop at v1. Finally, for eah v ∈ V , we add two parallel edges
onneting v˜1 and v˜2 in G˜ and assign them zero weight; these edges are alled auxiliary. An
example of this transformation is depited in Fig. 1.
Reall that a 2-fator in a (multi)graph is a subset of edges suh that eah node of the
graph is overed by exatly two edges of this subset (ounting a loop twie). There is a
natural orrespondene φ between the small balaned sets in G and the 2-fators in G˜ (up
to swapping parallel auxiliary edges), and this orrespondene preserves set weights. More
preisely, for a small balaned set X in G, φ(X) ontains all edges of G˜ generated by X. In
addition, for eah node v ∈ V inident with d entering edges in X (ounting a loop twie),
φ(X) ontains 2 − d auxiliary edges onneting v˜1 and v˜2. One an hek that φ(X) is
indeed a 2-fator. Moreover, any 2-fator of G˜ an be obtained in this way.
Applying the O(nmin(n2,m log n))-algorithm due to Gabow [3℄ to find a minimum
weight 2-fator in G˜, we onlude that eah iteration in our method an be performed
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Figure 1: Redution to 2-fator problem.
with a similar time bound. Sine the number of iterations is O(n), we obtain an algorithm
to solve the original problem (P) in O(n2min(n2,m log n)), as required in Theorem 1.1.
4 Skew-Symmetri Graphs
The above result on bidireted graphs an be translated into the language of skew-symmetri
graphs. (About skew-symmetri graphs and problems on them, see, e.g., [9, 4, 5℄.)
A skew-symmetri graph is a digraph G = (V,E), with possible multiple ars, endowed
with two bijetions σV , σE suh that: σV is an involution on the nodes (i.e., σV (v) 6= v and
σV (σV (v)) = v for eah node v); σE is an involution on the ars; and for eah ar a from u
to v, σE(a) is an ar from σV (v) to σV (u). For brevity, the mappings σV , σE are ombined
into one mapping σ on V ∪ E, whih is alled the symmetry (rather than skew-symmetry)
of G. For a node (ar) x, its symmetri node (ar) σ(x) is also alled the mate of x, and we
will use notation with primes for mates, denoting σ(x) by x′.
Observe that if G ontains an ar a from a node v to its mate v′, then a′ is also an ar
from v to v′.
The symmetry σ is extended in a natural way to walks, yles and other objets in
G. In partiular, two walks or yles are symmetri to eah other if the elements of one
of them are symmetri to those of the other and go in the reverse order: for a walk P =
(v0, a1, v1, . . . , ak, vk), the symmetri walk σ(P ) is (v
′
k, a
′
k, v
′
k−1, . . . , a
′
1, v
′
0).
Next we explain a relationship between skew-symmetri and bidireted graphs (f. [5,
Se. 2℄). Given a skew-symmetri graph G = (V,E), hoose an arbitrary partition pi =
{V1, V2} of V suh that V2 is symmetri to V1. Then G and pi determine the bidireted
graph G = (V ,E) with V := V1 whose edges orrespond to the pairs of symmetri ars in
G. More preisely, ar mates a, a′ of G generate one edge e of G onneting nodes u, v ∈ V1
suh that: (i) e goes from u to v if one of a, a′ goes from u to v (and the other goes from v′
to u′ in V2); (ii) e leaves both u, v if one of a, a
′
goes from u to v′ (and the other from v to
u′); (iii) e enters both u, v if one of a, a′ goes from u′ to v (and the other from v′ to u). In
partiular, e is a loop if a, a′ onnet a pair of symmetri nodes.
Conversely, a bidireted graph G = (V ,E) determines a skew-symmetri graph G =
(V,E) with symmetry σ as follows. Take a opy σ(v) of eah element v of V , forming the
set V
′
:=
{
σ(v) | v ∈ V
}
. Now set V := V ⊔ V
′
. For eah edge e of G onneting nodes u
and v, assign two symmetri ars a, a′ in G so as to satisfy (i)(iii) above (where u′ = σ(u)
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(a) Bidireted graph G.
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(b) Corresponding skew-
symmetri graph G.
Figure 2: Related bidireted and skew-symmetri graphs.
and v′ = σ(v)). An example is depited in Fig. 2.
(Note that one bidireted graph generates one skew-symmetri graph, by the seond
onstrution. On the other hand, one skew-symmetri graph generates a set of bidireted
graphs, depending on the partition pi of V , by the first onstrution. One an hek that
among these bidireted graphs, one is obtained from another by the following operation:
hoose a subset X of nodes, and for eah node v in X and eah edge e inident with v,
reverse the diretion of e at v. This implies that the sets of walks (yles) in these bidireted
graphs are the same.)
There is a one-to-one orrespondene between walks in G and (direted) walks in G.
More preisely, let τ be the natural mapping of V ∪ E to V ∪ E (obtained by identifying
the pairs of symmetri nodes and ars). Eah walk P = (v0, a1, v1, . . . , ak, vk) in G (where
ai is an ar from vi−1 to vi) indues the sequene
τ(P ) := (τ(v0), τ(a1), τ(v1), . . . , τ(ak), τ(vk))
of nodes and edges in G. One an see that τ(P ) is a walk in G and that τ(P ′) is the walk
reverse to τ(P ). Moreover, for any walk P in G, there is exatly one preimage τ−1(P ).
Finally, following terminology of [4℄, a walk (yle) in a skew-symmetri graph is alled
regular if it is ar-simple and ontains no pair of symmetri ars (while pairs of symmetri
nodes in it are allowed). Certain problems on regular walks and yles are studied in [9, 4℄
(and some other works). One more problem is:
(S) Given a skew-symmetri graph G = (V,E) and a symmetri weight funtion w : E → R
(i.e., w(a) = w(a′) for all a ∈ E), find a regular yle C in G whose mean weight
w(C) is minimum.
It is not diffiult to hek that for eah regular yle C in G, the orresponding yle
τ(C) in the bidireted graph G is edge-simple, and vie versa. Moreover, the weights (and
the mean weights) of the orresponding yles are equal, assuming that for e ∈ E, the weight
of τ(e) is defined to be w(e) (this is well-defined sine w is symmetri). Therefore, problem
(S) is equivalent to (P), and we obtain the following.
8
Corollary 4.1 Problem (S) an be solved in O(n2min(n2,m log n)) time.
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