Abstract. It has long been known that in high dimensions there are examples of irreducible knots which are not prime. Here we show that in fact there are no prime simple knots in high dimensions, with the possible exception of those whose homology is finite. In particular, the result holds for all simple (2q − 1)-knots, q > 1.
either a summand of a or of b. And k is irreducible if k = a + b implies that either a or b is the trivial knot. It is well known that factorisation is not unique for knots in higher dimensions, so that irreducible does not imply prime; see, for example, [1, 2, 3, 4, 10] . The object of this paper is to show that, in higher dimensions, simple non-finite knots are never prime. This is proved in §6 for n = 3, 5 and n ≥ 7 (there is no classification theorem for simple 4-knots). There is a classification theorem for Z-torsion-free simple 6-knots, i.e. those for which H 3 K has no Z-torsion, and we can extend our result to include these knots.
Given the restrictions above, simple knots correspond (1-1 on isomorphism classes) to algebraic structures satisfying certain conditions. Moreover, connected sum of these knots corresponds to direct sum of these structures. In even dimensions the structures are Λ-quintets (see §3) and in odd dimensions they are -hermitian K-forms (see §4).
In either case the structure is based on a knot module (i.e. a module of type K -see below; in terms of the corresponding knot the knot module is H q (K), discussed above.). The strategy in this paper is to take a knot module M and, choosing suitable co-prime integers r 1 and r 2 , create (for j = 1, 2) a module M j which has a quotient isomorphic to M mod r j . We then "glue" (by pull-back * -see 2.5), each M j to a copy of M along the common mod r j "edge" to form modules N j of which (see 2.1) M is not a summand. However, in the sum N 1 ⊕ N 2 , the two copies of M glued in there can be "viewed from a different angle" as, again, two copies of M but such that one copy possesses both the glued "edges" while the other is only trivially attached and can be split off.
The devil, of course, is in the detail. We have to carry out this programme for knot structures (Λ-quintets and K-forms). Thus, starting with a knot structure F which has M as knot module, we have to fashion knot structures G j about the N j such that, in the splitting off of some copy of M from N 1 ⊕ N 2 , one is able to split off a whole knot structure from G 1 ⊕ G 2 and that this is isomorphic to F .
Following Levine [14] , by a module of type K we mean a finitely generated Λ-module on which multiplication by (t − 1) is bijective. We note that direct sums, submodules and quotients of modules of type K are also of type K and that a finitely generated Λ-module is of type K if and only if it is annihilated by a polynomial ψ ∈ Z[t] such that ψ(1) = 1 and if and only if multiplication by (t − 1) is surjective.
Vectors (e.g. in Λ n ) will be thought of as row vectors (i.e. 1 × n matrices) unless
) will be written (f, g).
Construction Lemmas.
Our first four lemmas enable us to construct suitable "glueings" which will not fall apart in an obvious way. We first give a basic result. This requires the following notation. If M is a Λ-module, we write T (M ) for the Z-torsion subgroup of M and if ψ ∈ Λ we put
Lemma 2.1. Let N be a pullback of Λ-modules:
such that g and g (and hence f and f ) are surjective. Let φ and φ ∈ Z[t] − tZ [t] annihilate M and M , respectively, and put ψ = gcd(φ, φ ).
Proof. Referring to the short exact sequence:
. So we have a new short exact sequence:
.
Moreover, if M is a direct summand of N then M/T ψ (M ) will be a direct summand of N/T ψ (N ). So, without loss of generality, we may replace the modules of (2.3) by those of (2.4). Thus we may assume that ψ = 1, that M and M are Z-torsion free and that
, and there is a non-zero integer r, say, in
is annihilated by both φ and φ and hence by r.
So, since M is torsion-free,
Tensoring with Q and comparing dimensions we see that ker(f Y ) = {0}.
So Y is annihilated by φ and, reasoning as before ( * ), f (Y ) = {0}.
Thus
Next, we give a method for creating suitable pull-back contexts. Lemma 2.5. Let r ∈ Z >1 and let A and A be m × n and m × n matrices over Λ (with m ≤ m) such that A is congruent, mod r, to the first m rows of A. Let M = Λ n /(Λ m A) and M = Λ n /(Λ m A ) be the modules with relations matrices A and A .
(i) The identity map on Λ n induces an epimorphism σ = σ(A, A , r):
where π M and π M are the natural projections.
(ii) For any integer s coprime to r, The inclusion map
Proof. (i) Writing A ! for the first m rows of A, we find that (relative to Λ n ) the relations module of M /rM is Λ m A + Λ n r = Λ m A ! + Λ n r and this contains the relations module Λ m A + Λ n r of M/rM . (ii) Tensoring the short exact sequence (derived from 2.6)
with Z/sZ we get
((M/rM ) ⊗ Z/sZ and Tor(M/rM, Z/sZ) vanish since r and s are coprime).
The following lemma shows how to choose r so that the pullback (2.6) satisfies the condition on X in Lemma 2.1 (in the case where ψ = 1).
with leading coefficient l and let M be a finitely generated Z-torsion-free Λ-module, annihilated by φ and such that M = T (M ).
If rM + T (M ) = M then any prime divisor of r divides lφ(0).
, by the Gauss lemma.
Choose a generating set γ = (γ 1 , . . . , γ n ) of M as a Λ-module. So rγ generates M also, since rM = M . Hence, considering γ as an n × 1 matrix, γ = Brγ, for some n × n matrix B over Z[t, t −1 ]. But then γ(I − rB) = 0. So det(1 − rB) annihilates γ, and hence also V . Hence
(again, by the Gauss lemma).
Thus, for any prime divisor p of r, we have φ | 1 in
But φ is not a power of t (else V = {0}). So p divides either the leading coefficient or the constant term of φ . Thus, since φ | φ, we have p | lφ(0).
We now show that in designing pullbacks with Lemma 2.5 we have (with m = n) plenty of choice for r and A while keeping ψ = 1 in Lemma 2.1.
and let B be an n × n matrix over Z. Choose e > 0 in Z to be at least as big as the degree of any entry in A ! and let ρ(x) be the resultant of φ = det(A ! ) and φ x = det(A ! − (t − 1) e xB) (as polynomials in t).
If A ! (1) and B are non-singular then ρ(x) is not identically zero.
Proof. Let ψ(y) be the resultant of φ and
ne and our choice of e ensures that deg
Hence ρ(x) is not identically zero.
In our final lemma we give a proof of a remark of Kervaire (see [12] , after Lemma II.12). We need this result to show that the modules M that we construct are suitable knot modules.
Lemma 2.9. Let A be a n×n-matrix over Λ with φ = det(A) = 0. If φ is primitive (and so, in particular, if
Proof. Suppose that rm = 0 for some m ∈ M and some r ∈ Z >0 . Then m = λ + Λ n A, for some λ ∈ Λ n , and rλ = µA for some µ ∈ Λ n . But then, writing A adj for the adjugate matrix of A, we have rλA adj = φµ. Thus, since φ is primitive (and hence prime to r in Λ), r | µ and λ = (µ/r)A ∈ Λ n A. Hence m = 0. Thus M has no elements of finite order (bar 0). (ii) α is a Λ-monomorphism from M/2M to Π.
(iii) τ and h are Q/Z-valued non-singular -symmetric forms defined on T (M ) and Π, respectively, and on which t acts as an isometry. (iv) There is a short exact sequence of Λ-modules:
where β is defined by
We have α(γ(x) + 2M ) = 2x. (Neither the non-singularity of h nor the fact that β is a Λ-homomorphism are mentioned in [5] but they follow, respectively, from the exactness of (3.2) and the t-invariance of h. Also the form h (ψ of [5] ) is defined in [5] to take values in Z/4Z and Hom(M, Z/2Z) appears instead of (M/2M )
* . The present formulation makes for an easier interpretation of (3.3) -note that it follows from the exactness of (3.2) that 4Π = 0.)
We first reformulate this definition so as to separate out the "finite part" of a quintet. The finite part of a quintet (M, Π, α, τ, h) will be (T (M ), M/2M, Π, µ, α, τ, h). (ii) µ and α are Λ-monomorphisms µ: T /2T → H and α: H → Π.
(iii) τ and h are Q/Z-valued non-singular -symmetric forms defined on T and Π, respectively, and on which t acts as an isometry. (iv) There is a short exact sequence of Λ-modules:
where β is defined by β(x)(a) = h(x, α(a)), for all x ∈ Π and a ∈ H.
Then we have αµγ(x) = 2x. Now we add the rest.
Direct sums of Λ-quintets, of Finite Parts and of Q-forms are defined in the obvious way. The definitions of isomorphisms between such objects are also fairly predictable. For the record:
and f Π are isometries of τ with τ and h with h , respectively, and
(i) f T and f Π are isometries of τ with τ and h with h , respectively, and
Clearly the Q-form is simply a verbose reformulation of the Λ-quintet.. Proposition 3.9. The assignment
(where i and p are the obvious maps), together with the obvious map on morphisms, gives an equivalence (of categories with direct sum) from the category of Λ-quintets (and isomorphisms) to the category of Q-forms (and isomorphisms).
Thus to the following result there is a corresponding result for Λ-quintets.
Theorem 3.10. Let F = (M, F, i, p) be any Q-form such that M ⊗ Q = {0}. Then there are Q-forms G 1 and G 2 such that F is a direct summand of
The rest of this section is devoted to the proof of this theorem. We assume that the components of F are denoted as in Definitions 3.4 and 3.5. So F = (T , H, Π, µ, α, τ, h).
If A is an m × n matrix, letȂ be the n × n-matrix obtained either by removing excess rows from the bottom or by adding rows of zeros. We make the following choices. e B and φ j = det(A j ), we have φ j is coprime to φ.
Proof. (i) Let A be a relations matrix for M , say m × n. Since M/(t − 1)M = {0}, the matrix A(1) will have rank n and all its torsion coefficients will be 1. Thus, by performing integer row and column operations on A (and replacing A by the modified matrix) we can assume thatȂ(1) = I n and that φ(1) = det(Ȃ(1)) = 1.
(iv) Take ρ(x) as in 2.8 with A ! =Ȃ. Then (c) will be satisfied provided ρ(2r j ) = 0. So conditions (a) -(c) are easily satisfied (e.g. take r 1 congruent to 1 mod 2|T (M )|lb and bigger than the roots of ρ(2x) and take r 2 = r 1 + 2|T (M )|lb.)
For the rest of this section any use of j should be prefixed with "for j = 1 or 2". We take M j to be the module with relations matrix A j . Put H j = M j /2M j and let p j : M j → → H j be the canonical projection. Put Π j = H j ⊕ H * j and let α j : H j → Π j be the obvious monomorphism. Define the -symmetric form h j on Π j to be the hyperbolic form, that is h j ((a, f ), (a , f ) 
Proof. Note that φ j (1) = φ(1) = 1 so M j and hence H j and H * j are of type K. Part (i) is now easily verified as is (ii) since, by Lemma 2.9, T (M j) = {0}.
Using the projection σ(A, A j , r j ): M j → → M/r j M of 2.5(i), and we form the pullback N j = P B[A, A j , r j ], as in 2.5(ii). Lemma 3.13. (i) The homomorphism
is an epimorphism with kernel
Proof. By 3.11(iv)a, r j is odd so (i) follows from 2.5(ii). 
is an epimorphism with kernel 2M .
(ii) T (M ) = {0} ⊕ {0} ⊕ T (M ) ⊕ {0}. Thus we have an isomorphism
Whence p is surjective and, moreover, ker(p ) = ker(p| M ). But, by Lemma 3.13(i),
But β maps to first T (M ) isomorphically and kills the other, since |T (M )| is prime to v and divides 2uw. Thus
Ignoring the brackets, we regard the obvious isomorphism of Finite Parts,
as the identity. The proof of 3.10 is completed by the following lemma. Lemma 3.17. (f,f ):
Proof. We simply have to check the identities of 3.8 viz. So, using (3.16), (p ⊕ p ) • f = (pβ, ↓p(1 − γβ)) = (pπ 1 , ↓p) = p, where π 1 is projection onto the first factor.
The -Hermitian case.
As usual conjugation in Λ (and in rings constructed from it) is induced by t = t −1 . We let Hom Λ (M, N ) denote the conjugate linear Λ-homomorphisms of M into N , where M, N are Λ-modules. We write M † = Hom Λ (M, Q(t)/Λ). This is the hermitian dual appropriate to Z-torsion free modules of type K. We also write B † for the hermitian transpose of a matrix B. (To avoid overuse of the letter t we use this notation even for the transpose of explicitly integer matrices.) Let = ±1.
(ii) Non-singular -Hermitian form h: M × M → Q(t)/Λ Direct sums and isometries of -hermitian K-forms are defined in the obvious way.
As explained in [11] , if F = (M, h) is an -hermitian K-form and ψ ∈ Λ−{0} annihilates M , is primitive and is invariant under conjugation then h corresponds to a non-singular -hermitian form on M with values in R ψ = Λ/(ψ). This form, which we will call h ψ , is defined as follows
(Here and elsewhere we will tend to write, say, [λ] Λ for a coset λ + Λ.) Since ψ is primitive, R ψ may be regarded as a subring of K ψ = Q[t, t −1 ]/(ψ) and, since M is Z-torsion-free, it can be regarded as spanning the Q-vector space and Q[t,
Then h ψ extends to a non-singular -hermitian form on V with values in K ψ (and also denoted h ψ ). The point of recalling these details is the following result ([11, Prop. 2.3]): Proposition 4.2. Let N be a finitely generated Λ-submodule of V which spans V .
(i) Then the R ψ -dual of N with respect to h ψ :
is a non-singular -hermitian form on N . (We put N h rather than N h ψ because it does not, in fact, depend on the choice of ψ.)
An -Seifert matrix is a square integer matrix such that det(S − S † ) = ±1. Now we have (see [9, §8] and [16, p485] ) Theorem 4.3. Every -hermitian K-form F = (M, h) is given by a non-singular -Seifert matrix in the following way (i) M = Λ n /(Λ n A) the module with relations matrix A = (tS − S † ) and
And every -Seifert matrix gives an -hermitian K-form in this way. The rest of this section is devoted to the proof of the following theorem. Theorem 4.4. Let F = (M, h) be any -hermitian K-form (with M = {0}). Then there are -hermitian K-forms F , G 1 and G 2 such that F ⊕ F ∼ = G 1 ⊕ G 2 but F is not a summand of either G 1 or G 2 . Moreover, if = −1 then we can arrange for the signatures of G 1 and G 2 to be 0 (so that the signature of F is the negative of that of F ).
Choose an -Seifert matrix S for F , as in (4.3). And, as in (4.3), put A = tS− S † . We note that φ = det(A) is symmetric (i.e. if α is a root so is α −1 ). Moreover φ(1) = ±1 so that neither ±1 are roots of φ and it follows that n = deg(φ) is even and φ = φ/t n/2 is self-conjugate. So we can take ψ above to be φ. And, as above we consider M as a submodule of V = M ⊗ Q. (For example, choose r 1 to be divisible by |l|(|l| + 1) and bigger than the roots of ρ(x) and the eigenvalues of SB −1 .)
For the rest of this section any use of j should be prefixed with "for j = 1 or 2". Take S j = S − r j B. Then S j is a non-singular (by 4.5(iii)) -Seifert matrix. Let F j = (M j , h j ) be the -hermitian K-form defined by the Seifert matrix S j as in 4.3. Parallel with the notation for M we put
n/2 and V j = M j ⊗ Q. We note that Proof. The signature of h j is that of S j + S † j = S + S † , since B † = −B. So the signature of h j is that of h.
As in 2.5(i), we have the epimorphism σ(A, A j , r j ): M j → → M/r j M and we form the pullback:
By 4.5(ii), φ j is coprime to φ so that, by (2.1), 4.5(i) and (2.7), Lemma 4.7. M is not a summand of N j .
Like their corresponding modules, the two forms h and h j are, in some sense, congruent mod r j :
Take ψ j = φ φ j , a self-conjugate annihilator of M ⊕ M j , and put
2) we can consider the R ψj -dual of N j in V ⊕ V j with respect to (g j ) ψj :
Proof. Note first that
, with µ and
(We lose the t − 1 because it is a unit mod ψ j Λ. In the penultimate line, ψ j must divide αA, since ψ j is primitive, so we can take γ in the last line to be (1/ψ j )αA. This step can be reversed by taking α = γψ j A −1 , since
From this, 4.2(iii) and (4.6) we have The proof of Theorem 4.4 is now completed by the following result.
Proposition 4.11. There is an -hermitian K-form (M , h ) such that
Proof. Define
Then π(α(m)) = −r 1 m + r 2 m = m and so α splits π and
So α(M ) ⊥ ker π. Thus we can take M = ker π and h = (−k 1 ⊕ k 2 )| M and the result will follow if we show that
But this is clear since (−k 1 ⊕ k 2 )(((r 1 n, 0), (r 2 n, 0)), ((r 1 m, 0), (r 2 m, 0)) = −(1/r 1 )h(r 1 n, r 1 m) + (1/r 2 )h(r 2 n, r 2 m) = −r 1 h(n, m) + r 2 h(n, m) = h(n, m).
5.
A Seifert matrix for (N j , ±k j ).
One can find Seifert matrices for the K-forms (N j , ±k j ) of Corollary 4.10.: Let γ = (γ 1 , . . . , γ n ) and γ = (γ 1 , . . . , γ n ) be the generating sets for M and M j which are the images of the standard generating set for Λ n . (We view γ and γ as n × 1 matrices.) From the expression for N j in the proof of 4.9, we see that N j is generated by (γ + γ ) ∪ r j γ . Now we find A(γ + γ ) = (A − A j )γ = (t − 1)B(r j γ ) and, of course, A j (r j γ ) = 0. So N j is a quotient of the module with relations matrix A −(t − 1)B 0 A j .
Since this matrix has the right determinant, φφ j , it is the relations matrix of N j . We modify this matrix, with row operations, as follows: Thus the hermitian module given by the Seifert matrix X is (N j , (1/r j )(−h⊕h j )).
6. Knot Theory.
Theorem 6.1. There are no prime simple non-finite 2q-knots for q ≥ 4.
Proof. Let k be a simple non-torsion 2q-knot with q ≥ 4. Then k gives rise to a Q-form F = (M, F, i, p) such that M ⊗ Q = {0}. By Theorem 3.10 there are Q-forms G 1 , G 2 , H such that F ⊕ H = G 1 ⊕ G 2 but there is no Q-form H such that F ⊕ H = G 1 or F ⊕ H = G 2 . By the equivalence (Proposition 3.9) of the category of Λ-quintets and the category of Q-forms, and [6, Theorem 11.6], there exist simple 2q-knots g 1 , g 2 , h such that k + h = g 1 + g 2 but there is no knot h such that k + h = g 1 or k + h = g 2 .
