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Abstract
Mixed Poisson distributions can be expressed in explicit, recursive
and expectation forms. It can also be expressed in terms of special
functions.
This paper expresses mixed Poisson distributions and their proba-
bility generating functions in terms of Confluent Hypergeometric func-
tions and modified Bessel function of the third kind.
Keywords: Mixed Poisson; Confluent Hypergeometric; Bessel fun-
tion; Probability generating function
1 Introduction
The main difficulty with the use of mixed Poisson distributions is that, its
probability mass function is difficult to evaluate, except for a few mixing
distributions. One way of solving this problem is to express the mixed
Poisson distributions in terms of special functions.
In this paper, mixed Poisson distributions and their probability gener-
ating functions have been expressed in terms of confluent hypergeometric
functions. Beta, gamma and Pareto distributions and their generalizations
have been used as mixing distributions. The work has been given in Section
2 where the definition of Confluent hypergeometric has been given and its
relations.
Mixed Poisson distributions have also been expressed in terms of mod-
ified Bessel function of the third kind. The mixing distributions for this
case are: inverse gamma, inverse Gaussian, reciprocal inverse Gaussian and
generalised Gaussian distributions. The work is in Section 3 where the mod-
ified Bessel function of the third kind has been defined and some properties
stated. In Section 4 we have some concluding remarks.
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2 Confluent hypergeometric functions
The confluent hypergeometric function, also known as Kummer’s series is
defined as:
1F1 (a; c;x) = 1 +
a
c
x
1!
+
a (a+ 1)
c (c+ 1)
x2
2!
+ . . .
=
∞∑
n=0
a (a+ 1) (a+ 2) . . . (a+ n− 1)
c (c+ 1) (c+ 2) . . . (c+ n− 1)
xn
n!
(1)
where c 6= 0,−1,−2, . . .
An integral representation is
1F1 (a; c;x) =
1
B (a, c;x)
1∫
0
ta−1 (1− t)c−a−1 extdt (2)
Another confluent hypergeometric (Tricomi) function has the integral
representation as
ψ (a, c;x) =
1
Γ (a)
∞∫
0
ta−1 (1 + t)c−a−1 e−xtdt (3)
The following relations hold:
ψ (a; c;x) = x1−cψ (a− c+ 1; 2− c;x) (4)
ψ (a; c;x) =
Γ (1− c)
Γ (a− c+ 1)1F1 (a; c;x)+
Γ (c− 1)x1−c
Γ (a)
1F1 (a− c+ 1; 2− c;x)
(5)
Incomplete Gamma function is defined as
γ (a, x) =
x∫
0
ta−1e−tdt
= a−1xae−x1F1 (1; a+ 1;x) (6)
2.1 Mixing with 2-parameter Beta distribution
2.1.1 Beta I distribution
The probability density function of Beta I distribution is given by
g (λ) =
λα−1 (1− λ)β−1
B (α, β)
, 0 < λ < 1; α, β > 0 (7)
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Therefore the mixed Poisson distribution is given by
f (x) =
1∫
0
e−λt (λt)x
x!
λα−1 (1− λ)β−1
B (α, β)
dλ
=
tx
x!B (α, β)
1∫
0
λx+α−1 (1− λ)(x+α)+β−(x+α)−1 e−λtdλ
=
tx
x!
B (x+ α, β)
B (α, β)
1F1 (x+ α;x+ α+ β;−t) (8)
for x = 0, 1, 2, . . .
In terms of probability generating function (pgf), we have
GX (s, t) =
1
B (α, β)
1∫
0
λα−1 (1− λ)α+β−α−1 e−[t(1−s)]λdλ
= 1F1 (α;α+ β;−t (1− s)) (9)
as obtained by Gurland (1958) and Katti (1966) .
2.1.2 Rectangular distribution
The probability density function of a Rectangular distribution is given by
g (λ) =
1
b− a ; a ≤ λ ≤ b (10)
Therefore
f (x) =
b∫
a
e−λt
(λt)x
x!
dλ
b− a
=
tx
x! (b− a)

b∫
0
e−λtλxdλ−
a∫
0
e−λtλxdλ

Let
y = λt =⇒ dy = tdλ =⇒ dλ = dy
t
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Therefore
f (x) =
tx
x! (b− a)

bt∫
0
e−y
yx
tx+1
dy −
at∫
0
e−y
yx
tx+1
dy

=
1
x! (b− a) t {γ (x+ 1, bt)− γ (x+ 1, at)}
=
1
x! (b− a) t
{
1
x+ 1
(bt)x+1 1F1 (x+ 1;x+ 2; bt)
}
− 1
x! (b− a) t
{
1
x+ 1
(at)x+1 1F1 (x+ 1;x+ 2; at)
}
Therefore,
f (x) =
tx (bx − ax)
(x+ 1)! (b− a) {1F1 (x+ 1;x+ 2; bt)−1 F1 (x+ 1;x+ 2; at)} (11)
In terms of pgf
GX (s, t) =
b∫
a
e−λt(1−s)
dλ
b− a
=
1
(b− a) (1− s) t
{
e−bt(1−s) − e−at(1−s)
}
(12)
as obtained by Bhattacharya and Holla (1965) for t = 1.
2.1.3 Beta II distribution
The second kind of beta distribution also known as inverted beta distribution
is given by
g (λ) =
λp−1
B (p, q) (1 + λ)p+q
; λ > 0; p, q > 0 (13)
Therefore
f (x) =
∞∫
0
e−λt
(λt)x
x!
λp−1
B (p, q) (1 + λ)p+q
dλ
=
tx
x!B (p, q)
∞∫
0
λx+p−1 (1 + λ)x+1−q−(x+p)−1 e−λtdλ
=
tx
x!
Γ (x+ p)
B (p, q)
ψ (x+ p, x− q + 1, t) (14)
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In terms of pgf
GX (s, t) =
1
B (p, q)
∞∫
0
λp−1 (1 + λ)1−q−p−1 e−λt(1−s)dλ
=
Γ (p)
B (p, q)
ψ (p, 1− q, t (1− s)) , 0 < q < 1 (15)
2.2 Mixing with 3-parameter Beta distribution
2.2.1 Scaled Beta distribution
Let the classical Beta (Beta I) be written as
w (t) =
tα−1 (1− t)β−1
B (α, β)
, 0 < t < 1; α, β > 0
By the tranformation
t =
λ
µ
=⇒ λ = µt and dt
dλ
=
1
µ
we have the scaled Beta distribution
g (λ) =
λα−1 (µ− λ)β−1
µα+β−1B (α, β)
, 0 < λ < µ; α, β > 0 (16)
so that the mixed Poisson distribution becomes
f (x) =
tx
x!µα+β−1B (α, β)
µ∫
0
e−λtλα+x−1 (µ− λ)β−1 dλ
Putting
λ = µz =⇒ z = λ
µ
and dλ = µdz
then
f (x) =
txµx
x!B (α, β)
1∫
0
zα+x−1 (1− z)α+x+β−(α+x)−1 e−µztdz
=
(µt)x
x!
B (α+ x, β)
B (α, β)
1F1 (α+ x;α+ x+ β;−µt) , x = 0, 1, 2, . . .(17)
In terms of pgf ,
GX (s, t) =
1
µα+β−1B (α, β)
µ∫
0
λα−1 (µ− λ)β−1 e−λt(1−s)dλ
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putting
λ = µz =⇒ z = λ
µ
and dλ = µdz
gives
GX (s, t) =
µα−1+β−1+1
µα+β−1B (α, β)
1∫
0
zα−1 (1− z)α+β−α−1 e−µt(1−s)zdz
=
B (α, β)
B (α, β)
1F1 (α;α+ β;−µt (1− s)) (18)
as obtained by Willmot (1986) when t = 1.
A more general situation is given by letting
y =
λ− σ
µ
=⇒ λ = µy + σ and dy
dλ
=
1
µ
If
g (y) =
yα−1 (1− y)β−1
B (α, β)
, 0 < y < 1; α, β > 0
then
g (y) =
(λ− σ)α−1 ((µ+ σ)− λ)β−1
µα+β−1B (α, β)
for σ < λ < σ + µ; α, β, µ, σ > 0
therefore
f (x) =
tx
x!µα+β−1B (α, β)
σ+µ∫
σ
λx (λ− σ)α−1 [(σ + µ)− λ]β−1 e−λtdλ
Putting
z =
λ− σ
µ
=⇒ λ = µz + σ and dλ = µdz
gives
f (x) =
tx
x!µα+β−1B (α, β)
1∫
0
(µz + σ)x (µz)α−1 [(σ + µ)− µz − σ]β−1 e−(µz+σ)tµdz
=
txe−σt
x!B (α, β)
∫ 1
0
(µz + σ)x zα−1 (1− z)β−1 e−µztdz
=
txe−σt
x!B (α, β)
∫ 1
0
{
x∑
k=0
(x
k
)
σx−k (µz)k
}
zα−1 (1− z)β−1 e−µztdz
=
txe−σt
x!B (α, β)
x∑
k=0
{(x
k
)
σx−kµk 1F1 (α+ k;α+ k + β;−µt)
}
(19)
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In terms of pgf,
GX (s, t) =
1
µα+β−1B (α, β)
σ+µ∫
σ
e−λt(1−s) (λ− σ)α−1 [(µ+ σ)− λ]β−1 dλ
Putting
z =
λ− σ
µ
=⇒ dz = µdλ and λ = µz + σ
we have
GX (s, t) =
e−σt(1−s)
B (α, β)
1∫
0
zα−1 (1− z)α+β−α−1 e−µt(1−s)zdz
= e−σt(1−s)1F1 (α;α+ β;−µt (1− s)) (20)
When α = t = 1, we have
GX (s) = e
σ(s−1)
1F1 (1; 1 + β;µ (s− 1)) (21)
as obtained by Willmot (1986) .
2.2.2 The Full Beta Model
Kempton (1975) mixed two Gamma distributions to obtain what he called
Full Beta model given by
g (λ) =
∫ ∞
0
ap
Γ (p)
e−aλλp−1 · 1
bqΓ (q)
e−
a
b aq−1da
=
bp
B (p, q)
λp−1
(1 + bλ)p+q
, λ > 0; b, p, q > 0 (22)
This distribution can also be obtained by the following transformation:
From the Beta II pdf given by
g (y) =
yp−1
B (p, q) (1 + y)p+q
; y > 0; p, q > 0
Let
y = bλ =⇒ dy
dλ
= b
therefore
g (λ) =
bp
B (p, q)
λp−1
(1 + bλ)p+q
; y > 0; b, p, q > 0
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Therefore the mixed Poisson distribution is given by,
f (x) =
bp
B (p, q)
tx
x!
∞∫
0
e−λtλx+p−1 (1 + bλ)−p−q dλ
letting
z = bλ =⇒ λ = z
b
and dλ =
dz
b
we get
f (x) =
bptx
B (p, q)x!
1
bx+p
∞∫
0
zx+p−1 (1 + z)x+1−q−(x+p)−1 e−
t
b
zdz
=
bptx
B (p, q)x!
Γ (x+ p)
bx+p
ψ
(
x+ p, x+ 1− q; t
b
)
Using the relation (4); i.e.,
ψ (a, c;x) = x1−cψ (1 + a− c, 2− c;x)
we obtain
f (x) =
(
t
b
)q Γ (x+ p)
B (p, q)x!
ψ
(
p+ q, 1− x+ q; t
b
)
for x = 0, 1, 2, . . . (23)
as given by Gupta and Ong (2005) when t = 1.
In terms of pgf
GX (s, t) =
bp
B (p, q)
∞∫
0
λp−1 (1 + bλ)−p−q e−λt(1−s)dλ
Putting
z = bλ =⇒ λ = z
b
and dλ =
dz
b
therefore
GX (s, t) =
1
B (p, q)
∞∫
0
zp−1 (1 + z)1−p−q−1 e−
t
b
(1−s)zdz
=
Γ (p)
B (p, q)
ψ
(
p, 1− q; t
b
(1− s)
)
(24)
2.3 Mixing with 4-parameter Beta distributions
Pearson Type I and VI distributions are cases of 4-parameter Beta distribu-
tions.
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2.3.1 Pearson Type I distribution
The pdf of Pearson Type I mixing distribution is given by:
g (λ) =
1
B (p, q)
(λ− a)p−1
(b− a)p−1
(b− λ)q−1
(b− a)q−1
1
b− a (25)
Therefore the mixed Poisson distribution is as follows
fx (t) =
b∫
a
e−λt
(λt)x
x!
1
B (p, q)
(λ− a)p−1
(b− a)p−1
(b− λ)q−1
(b− a)q−1
dλ
b− a
=
tx
x!B (p, q)
b∫
a
e−λtλx
(
λ− a
b− a
)p−1 [
1− λ− a
b− a
]q−1 dλ
b− a
Let
z =
λ− a
b− a =⇒ λ = a+ (b− a) z and dλ = (b− a) dz
Therefore
fx (t) =
txe−at
x!B (p, q)
1∫
0
e−(b−a)tz [a+ (b− a) z]x zp−1 (1− z)q−1 dz
=
txe−at
x!B (p, q)
1∫
0
e−(b−a)tz
[
x∑
k=0
(x
k
)k
ax−k (b− a)k zk
]
zp−1 (1− z)q−1 dz
=
txe−at
x!
x∑
k=0
{(x
k
)k
ax−k (b− a)k B (k + p, q)
B (p, q)
1F1 (k + p; k + p+ q;− (b− a) t)
}
=
(at)x e−at
x!
Γ (p+ q)
Γ (p)
x∑
k=0
(
x
k
)(
b− a
a
)k Γ (k + q)
Γ (k + p+ q)1
F1 (k + p; k + p+ q;− (b− a) t) (26)
When a = 0,
fx (t) =
(bt)x
x!B (p, q)
B (x+ p, q)1 F1 (x+ p, x+ p+ q;−bt)
Both fx (t) and f0 (t) are as given by Albrecht (1984) .
In terms of pgf
GX (s, t) =
1∫
0
e−[a+(b−a)z]t(1−s)zp−1 (1− z)q−1 dz
= e−at(1−s)B (p, q)1 F1 (p; p+ q;− (b− a) t (1− s))
253
2.3.2 Pearson Type VI distribution
The pdf of Pearson Type VI mixing distribution is given by
g (λ) =
(
λ−d
d−c
)b−a−1
1
d−c
B (a, b− a)
(
1 + λ−dd−c
)b , λ > d (27)
Therefore the mixed Poisson distribution is given by
fx (t) =
∞∫
d
e−λt
(λt)x
x!
(
λ−d
d−c
)b−a−1
1
d−c
B (a, b− a)
(
1 + λ−dd−c
)bdλ
putting
z =
λ− d
d− c =⇒ λ = d+ (d− c) z and dλ = (d− c) dz
we get
fx (t) =
txe−dt
x!B (a, b− a)
∞∫
0
(d+ (d− c) z)x zb−a−1 (1 + z)−b e−(d−c)tzdz
=
txe−dt
x!B (a, b− a)
∞∫
0
{
x∑
k=0
(
x
k
)
dx−k (d− c)k zk+b−a−1
}
(1 + z)−b e−(d−c)tzdz
=
(dt)x e−dt
x!B (a, b− a)
x∑
k=0
{(
x
k
)(
d− c
d
)k
Γ (k + b− a)ψ (k + b− a, k − a+ 1; (d− c) t)
}
(28)
Therefore when x = 0 we have:
f0 (t) =
e−dt
B (a, b− a)Γ (b− a)ψ (b− a, 1 + a; (d− c) t)
=
e−dtΓ (b)
Γ (a) Γ (b− a)Γ (b− a)ψ (b− a, 1 + a; (d− c) t)
= e−dt
Γ (b)
Γ (a)
ψ (b− a, 1 + a; (d− c) t)
Both fx (t) and f0 (t) are given by Albretch (1984) who states that the
result are neater than those of Philipson (1960, p 152) .
In terms of pgf,
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GX (s, t) =
∞∫
d
e−λt(1−s)
(
λ−d
d−c
)b−a−1
B (a, b− a)
(
1 + λ−dd−c
)b dλd− c
=
e−dt(1−s)
B (a, b− a)
∞∫
0
zb−a−1 (1 + z)−a+1−(b−a)−1 e−(d−c)t(1−s)zdz
=
e−dt(1−s)
B (a, b− a)Γ (b− a)ψ (b− a, 1− a; (d− c) t (1− s)) (29)
2.4 Mixing with Gamma distributions
2.4.1 Shifted Gamma (Pearson Type III) distribution
The pdf of a Shifted Gamma distribution is given by:
g (λ) =
βα
Γ (α)
e−β(λ−µ) (λ− µ)α−1 ; λ > µ > 0; α, β > 0 (30)
The Poisson - Shifted Gamma distribution is therfore given by
fx (t) =
tx
x!
βα
Γ (α)
∞∫
µ
e−λtλxe−β(λ−µ) (λ− µ)α−1 dλ
=
txβαe−µt
x!Γ (α)
∞∫
µ
λx (λ− µ)α−1 e−(t+β)(λ−µ)dλ
Putting
z = λ− µ =⇒ λ = z + µ and dλ = dz
we obtain
fx (t) =
txβαe−µt
x!Γ (α)
∞∫
0
(z + µ)x zα−1e−(t+β)zdz
Next, letting
z = µy =⇒ dz = µdy
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we get
fx (t) =
txβαe−µt
x!Γ (α)
∞∫
0
µx (1 + y)x µα−1yα−1e−(t+β)µyµdy
=
txβαe−µtµx+α
x!Γ (α)
∞∫
0
yα−1 (1 + y)α+x+1−α−1 e−(t+β)µydy
=
(µt)x (µβ)α e−µt
x!Γ (α)
ψ (α, α+ x+ 1; (t+ β)µ) (31)
as obtained by Rolski et al (1999, p 372) . Using the relation (4),Al-
bretcht (1984) obtained
fx (t) =
txβαe−µt
x!
[(t+ β)]−(α+x) ψ (−x, 1− α− x, (t+ β)µ) (32)
In terms of pgf
GX (s, t) =
∞∫
µ
e−λt(1−s)
βa
Γ (α)
e−β(λ−µ) (λ− µ)α−1 dλ
=
βa
Γ (α)
e−µt(1−s)
∞∫
µ
(λ− µ)α−1 e−(λ−µ)[t(1−s)+β]dλ
=
βa
Γ (α)
e−µt(1−s)
∞∫
0
zα−1 (1 + z)α+1−α−1 e−z[t(1−s)+β]dz
=
βa
Γ (α)
e−µt(1−s)Γ (α)ψ (α, α+ 1; t (1− s) + β) (33)
by letting
z = λ− µ.
2.4.2 Gamma truncated from above
A two-parameter Gamma pdf is given by
h (y) =
ab
Γ (b)
e−ayyb−1; y > 0; a, b > 0 (34)
Let us consider the integral
I =
p∫
0
e−ayyb−1dy
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put
x = ay =⇒ y = x
a
and dy =
dx
a
so that
I =
ap∫
0
e−x
(x
a
)b−1 dx
a
=
1
ab
ap∫
0
e−xxb−1dx
=
1
ab
γ (b, ap)
Therefore
ab
Γ (b)
p∫
0
e−ayyb−1dy =
ab
Γ (b)
1
ab
γ (b, ap) =
γ (b, ap)
Γ (b)
where γ (b, ap) is a truncated Gamma. Therefore,
ab
Γ (b)
Γ (b)
γ (b, ap)
p∫
0
e−ayyb−1dy = 1
p∫
0
ab
γ (b, ap)
e−ayyb−1dy = 1
which also implies that
p∫
0
e−ayyb−1dy =
γ (b, ap)
ab
Thus the mixing distribution to be considered is the Gamma truncated
from above which is given by:
g (λ) =
ab
γ (b, ap)
e−aλλb−1, 0 < λ < p; a, b > 0 (35)
The corresponding mixed Poisson distribution is
fx (t) =
txab
x!γ (b, ap)
p∫
0
e−λ(t+a)λx+b−1dλ
=
txab
x!γ (b, ap)
γ (x+ b, (t+ a) p)
(t+ a)x+b
=
(pt)x (ap)b
x! (pt+ ap)x+b
γ (x+ b, (pt+ ap))
γ (b, ap)
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But
γ (a, x) = a−1xa1F1 (a; a+ 1;−x)
therefore
fx (t) =
(pt)x (ap)b
x! (pt+ ap)x+b
(x+ b)−1 (pt+ ap)x+b 1F1 (x+ b;x+ b+ 1;−pt− ap)
b−1 (ap)b 1F1 (b; b+ 1;−ap)
=
(pt)x
x!
b
b+ x
1F1 (x+ b;x+ b+ 1;−pt− ap)
1F1 (b; b+ 1;−ap) (36)
If we use the relation (6), then
fx (t) =
(pt)x (ap)b
x! (pt+ ap)x+b
(x+ b)−1 (pt+ ap)x+b
b−1 (ap)b
e−pt−ap1F1 (1;x+ b+ 1; pt+ ap)
e−ap1F1 (1; b+ 1; ap)
(37)
as given by Johnson, Kemp and Kotz (2005) .
In terms of pgf
GX (s, t) =
p∫
0
e−λt(1−s)
abe−aλλb−1
γ (b, ap)
dλ
=
ab
[t (1− s) + a]b
γ (b, (t (1− s) + a) p)
γ (b, ap)
=
1F1 (b; b+ 1;−pt (1− s)− ap)
b−1 (ap)b 1F1 (−ap)
(38)
also given by Johnson, Kemp and Kotz (2005) .
2.4.3 Gamma truncated from below
A Gamma distribution with two parameters α and β has pdf
h (y) =
βα
Γ (α)
e−βyyα−1, y > 0; α, β > 0
Therefore
βα
Γ (α)
∞∫
0
e−βyyα−1dy = 1
Therefore
βα
Γ (α)

λ0∫
0
e−βyyα−1dy +
∞∫
λ0
e−βyyα−1dy
 = 1
γ (α, βλ0)
Γ (α)
+
βα
Γ (α)
∞∫
λ0
e−βyyα−1dy = 1
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therefore
∞∫
λ0
e−βyyα−1dy =
Γ (α)
βα
− γ (α, βλ0)
βα
=
1
βα
{Γ (α)− γ (α, βλ0)}
which implies that
∞∫
λ0
βαe−βyyα−1dy
Γ (α)− γ (α, βλ0) = 1
Therefore the pdf of a Gamma distribution truncated from below is given
by:
g (λ) =
βαe−βλλα−1
Γ (α)− γ (α, βλ0) , λ > λ0 (39)
so that the mixed distribution becomes
fx (t) =
∞∫
λ0
e−λt
(λt)x
x!
βαe−βλλα−1
Γ (α)− γ (α, βλ0)dλ
=
1
x!
(
β
t+ β
)α( t
t+ β
)x Γ (α+ x)− γ (α+ x, (t+ β)λ0)
Γ (α)− γ (α, βλ0) (40)
In terms of pgf, we have;
GX (s, t) =
∞∫
λ0
e−λt(1−s)
βαe−βλλα−1
Γ (α)− γ (α, βλ0)dλ
=
(
β
β + t (1− s)
)α Γ (α)− γ (α, [t (1− s) + β]λ0)
Γ (α)− γ (α, βλ0) (41)
2.4.4 Gamma truncated from both sides
Consider the integral
b∫
a
e−βyyα−1dy =
b∫
0
e−βyyα−1dy −
a∫
0
e−βyyα−1dy
=
γ (α, βb)
βα
− γ (α, βa)
βα
Therefore
b∫
a
βαe−βyyα−1dy = γ (α, βb)− γ (α, βa)
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Therefore
b∫
a
βαe−βyyα−1
γ (α, βb)− γ (α, βa)dy = 1
Hence the pdf of Gamma distribution truncated from both sides is given
by;
g (λ) =
βαe−βλλα−1
γ (α, βb)− γ (α, βa) , 0 < a < λ < b <∞; α, β > 0 (42)
The Poisson - Gamma truncated from both sides is thus given by;
fx (t) =
b∫
a
e−λt
(λt)x
x!
βαe−βλλα−1
γ (α, βb)− γ (α, βa)dλ
=
txβα
x! [γ (α, βb)− γ (α, βa)]
b∫
a
λx+α−1e−λ(t+β)dλ
=
1
x!
(
t
t+ β
)x( β
t+ β
)α
γ (x+ α, (t+ β) b)− γ (x+ α, (t+ β) a)
[γ (α, βb)− γ (α, βa)] (43)
In terms of pgf
GX (s, t) =
b∫
a
e−λt(1−s)
βαe−βλλα−1
γ (α, βb)− γ (α, βa)dλ
=
[
β
β + t (1− s)
]α
{
γ (α, [β + t (1− s)] b)− γ (α, [β + t (1− s)] a)
γ (α, βb)− γ (α, βa)
}
(44)
2.4.5 Truncated Pearson Type III distribution
The Pearson differential equation is given by
1
y
dy
dx
= − a+ x
c0 + c1x+ c2x2
where
y = f (x)
is a probability distribution function.
Pearson Type III corresponds to the case of c2 = 0 and c1 6= 0.
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Therefore
1
y
dy
dx
= − x+ a
c1x+ c0
= − 1
c1
[
x+ a
x+ c0c1
]
= − 1
c1
+
c0
c1
− a
c1x+ c0
Therefore∫
dy
y
=
∫ [
− 1
c1
+
c0
c1
− a
c1x+ c0
]
dx
log y = − x
c1
+
(
c0c
−1
1 − a
)
c−11 log (c1x+ c0) + logK
= − x
c1
+ log (c1x+ c0)
m + logK
where
m = c−11
(
c0c
−1
1 − a
)
Therefore
log y = log e
− x
c1 + log (c1x+ c0)
m + logK
y = Ke
− x
c1 (c1x+ c0)
m , c1 6= 0
If c1 > 0,then c1x+ c0 > 0 implies x > − c0c1 .
If c1 < 0,let c1 = −δ where δ > 0 then c1x+ c0 > 0
which implies that
−δx+ c0 > 0 =⇒ −δx > −c0 =⇒ δx < c0 =⇒ x < c0
δ
so that
c1 < 0 =⇒ x < −c0
c1
a case we want to consider.
Therefore
y = Ke
− x
c1 (c1x+ c0)
m
= Ke
x
δ (c0 − δx)m
= Kδme
x
δ
(c0
δ
− x
)m
Putting
c0
δ
= 1 and α =
1
δ
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we obtain
y =
K
αm
eαx (1− x)m , x < 1
But
y = f (x)
Therefore
1∫
0
f (x) dx =
K
αm
1∫
0
eαx (1− x)m dx
1 =
K
αm
1∫
0
eαx (1− x)m dx
Consider the integral
1∫
0
eαx (1− x)m dx =
1∫
0
x1−1 (1− x)2+m−1−1 eαxdx
= B (1,m+ 1)1 F1 (1;m+ 2;α)
Putting
β = m+ 2 =⇒ β − 1 = m+ 1 and m = β − 2
we get
1∫
0
eαx (1− x)β−2 dx = B (1, β − 1)1 F1 (1;β;α)
therefore
1∫
0
(1− x)β−2 eαx
B (1, β − 1)1 F1 (1;β;α)
dx = 1
Thus the mixing distribution (Truncated Pearson Type III) under con-
sideration is
g (λ) =
(1− λ)β−2 eαλ
B (1, β − 1)1 F1 (1;β;α)
, 0 < λ < 1 (45)
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Therefore the mixed Poisson distribution is given by;
fx (t) =
1∫
0
e−λt
(λt)x
x!
(1− λ)β−2 eαλ
B (1, β − 1)1 F1 (1;β;α)
dλ
=
tx
x!B (1, β − 1)1 F1 (1;β;α)
1∫
0
λ(x+1)−1 (1− λ)x+β−(x+1)−1 e(α−t)λdλ
=
tx
x!
B (x+ 1;β − 1)
B (1, β − 1)
1F1 (x+ 1;x+ β;α− t)
1F1 (1;β;α)
= tx
Γ (β)
Γ (x+ β)
1F1 (x+ 1;x+ β;α− t)
1F1 (1;β;α)
(46)
In terms of pgf
GX (s, t) =
1∫
0
e−λt(1−s)
(1− λ)β−2 eαλ
B (1, β − 1)1 F1 (1;β;α)
dλ
=
1
B (1, β − 1)1 F1 (1;β;α)
1∫
0
λ1−1 (1− λ)β−1−1 e[α−t(1−s)]λdλ
=
1F1 (1;β;α− t+ ts)
1F1 (1;β;α)
(47)
When α = t, we have
GX (s, t) =
1F1 (1;β; ts)
1F1 (1;β;α)
as given in Johnson, Kemp and Kotz (2005, p 370 , eqn (8.82)) .
2.5 Mixing with Pareto distribution
2.5.1 Pareto I distribution
Let
g (λ) =
αβα
λα+1
, λ > β > 0; α > 0 (48)
This is the Pareto distribution, sometimes called Pareto of the first kind.
Willmot (1993) calls it Shifted Pareto. The mixed Poisson distribution be-
comes
fx (t) =
αtxβα
x!
∞∫
β
e−λtλx−α−1dλ
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Let
λ = z + β =⇒ z = λ− β and dλ = dz
Therefore
fx (t) =
αtxβαe−βt
x!
∞∫
0
(z + β)x−α−1 e−ztdz
Putting
z = βy =⇒ dz = βdy
we get
fx (t) =
αtxβαe−βt
x!
∞∫
0
βx−α−1 (y + 1)x−α−1 e−βytβdy
=
α (tβ)x e−βt
x!
∞∫
0
y1−1 (y + 1)x−α+1−1−1 e−βytdy
=
α (tβ)x e−βt
x!
ψ (1, x− α+ 1;βt) (49)
In terms of pgf
GX (s, t) = αβ
α
∞∫
β
λ−α−1e−λt(1−s)dλ
Putting
λ = z + β =⇒ z = λ− β and dz = dλ
gives
GX (s, t) = αβ
αe−βt(1−s)
∞∫
0
(z + β)−α−1 e−t(1−s)zdz
Putting
z = βy =⇒ dz = βdy
GX (s, t) = αβ
αe−βt(1−s)
∞∫
0
β−α−1 (1 + y)−α−1 e−t(1−s)βyβdy (50)
= αe−βt(1−s)
∞∫
0
y1−1 (1 + y)1−α−1−1 e−t(1−s)βydy (51)
= αe−βt(1−s)ψ (1, 1− α;βt (1− s)) (52)
264
2.5.2 Pareto II (Lomax) distribution
The Pareto II (Lomax) distribution pdf is given by
g (λ) =
αβα
(λ+ β)α+1
; λ > 0; α, β > 0 (53)
The mixed Poisson distribution becomes
fx (t) =
tx
x!
αβα
∞∫
0
λx (λ+ β)−α−1 e−λtdλ
Let
λ = βu =⇒ dλ = βdu
Therefore
fx (t) =
tx
x!
αβα
∞∫
0
βxuxβ−α (1 + u)−α−1 e−βtudu
=
tx
x!
αβx
∞∫
0
ux+1−1 (1 + u)1+x−α−(x+1)−1 e−βtudu
= α (βt)x ψ (x+ 1, x− α+ 1;βt) (54)
In terms of pgf,
GX (s, t) = αβ
α
∞∫
0
(λ+ β)−α−1 e−λt(1−s)dλ
= αβα
∞∫
0
(βu+ β)−α−1 e−βut(1−s)βdu
= α
∞∫
0
u1−1 (1 + u)1−α−1−1 e−βt(1−s)udu
= αψ (1, 1− α;βt (1− s)) (55)
2.5.3 Generalized Pareto distribution
The pdf of a Generalized Pareto distribution also known as Gamma- Gamma
is given by
g (λ) =
∫ ∞
0
kβ
Γ (β)
e−kλλβ−1
µα
Γ (α)
e−µkkα−1dk
=
µαλβ−1
B (α, β) (λ+ µ)α+β
; λ > 0; α, β, µ > 0 (56)
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Now, the mixed Poisson distribution becomes
fx (t) =
txµα
x!B (α, β)
∞∫
0
λx+β−1 (λ+ µ)−α−β e−λtdλ
Putting
λ = µz =⇒ dλ = µdz
we get
fx (t) =
txµα
x!B (α, β)
∞∫
0
µx+β−1−α−β+1zx+β−1 (1 + z)−α−β e−µztdz
=
(µt)x
x!B (α, β)
∞∫
0
zx+β−1 (1 + z)x+1−α−(x+β)−1 e−µztdz
Therefore
fx (t) =
(µt)x
x!B (α, β)
Γ (x+ β)ψ (x+ β, x− α+ 1;µt) (57)
as given by Willmot (1993, p 119) .
In terms of pgf,
Gx (s, t) =
µα
B (α, β)
∞∫
0
λβ−1 (λ+ µ)−α−β e−λt(1−s)dλ
=
µα
B (α, β)
∞∫
0
(µz)β−1 (µz + µ)−α−β e−µzt(1−s)µdz
=
1
B (α, β)
∞∫
0
zβ−1 (1 + z)1−α−β−1 e−µt(1−s)zdz
=
1
B (α, β)
Γ (β)ψ (β, 1− α;µt (1− s))
Therefore
GX (s, t) =
Γ (α+ β)
Γ (α)
ψ (β, 1− α;µt (1− s)) (58)
Using the relation (5),
fx (t) =
(µt)x
Γ (α) Γ (β)
Γ (x+ β)
Γ (x+ 1)
Γ (α− x)1 F1 (x+ β; 1 + x− α;µt)
+
(µt)x
Γ (α) Γ (β)
Γ (x+ β)
Γ (x+ 1) 1
F1 (α+ β; 1− x+ α;µt)
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This result is similar to that of Bruno et al (2006) who used different nota-
tions for t = 1.
The pgf becomes
GX (s, t) =1 F1 (β; 1− α;µt (1− s))+ Γ (−α)
B (α, β)
[µt (1− s)]α1 F1 (α+ β; 1 + α;µt (1− s))
(59)
3 Mixed Poisson Distributions in terms of Modi-
fied Bessel function of the third kind
In this section, mixed Poisson distribution are expressed in terms of modified
Bessel function of the third kind denoted by
Kv (ω) =
1
2
∞∫
0
xv−1e−
ω
2 (x+
1
x)dx (60)
which is a function of ω with index v. Some properties of the Bessel
function are:
Kv (ω) = K−v (ω)
Kv+1 (ω) =
2v
ω
Kv (ω) +Kv−1 (ω)
K ′v (ω) =
d
dω
Kv (ω) = −1
2
[Kv−1 (ω) +Kv+1 (ω)]
Kv+ 1
2
(ω) =
√
pi
2ω
e−ω
{
1 +
v∑
i=1
(v + i)! (2ω)−i
(v − i)!i!
}
3.1 Inverse Gamma distribution
The pdf of Inverse Gamma distribution is given by
g (λ) =
βα
Γ (α)
e−
β
λλ−α−1; λ > 0; α, β > 0 (61)
which is obtained as by replacing y with 1λ in the Gamma pdf with two
parameters α and β given by:
h (y) =
βα
Γ (α)
e−βyyα−1; y > 0; α, β > 0 (62)
Therefore the mixed Poisson distribution is given by
fx (t) =
tx
x!
βα
Γ (α)
∞∫
0
λx−α−1e−t(λ+
β
t
1
λ)dλ
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Let
λ =
√
β
t
z =⇒ dλ =
√
β
t
dz
Therefore
fx (t) =
tx
x!
βα
Γ (α)
∞∫
0
(√
β
t
z
)x−α−1
e
−t
√
β
t (z+
1
z )
√
β
t
dz
=
tx
x!
βα
Γ (α)
(√
β
t
)x−α ∞∫
0
zx−α−1e−
2
√
βt
2 (z+
1
z )dz
=
2
x!
(βt)
x+α
2
Γ (α)
Kx−α
(
2
√
βt
)
; x = 0, 1, 2, . . . (63)
In terms of pgf,
GX (s, t) =
βα
Γ (α)
∞∫
0
λ−α−1e−λt(1−s)−
β
λ dλ
=
βα
Γ (α)
∞∫
0
λ−α−1e−t(1−s)
[
λ+ β
t(1−s)
1
λ
]
dλ
Let
λ =
√
β
t (1− s)z =⇒ dλ =
√
β
t (1− s)dz
GX (s, t) =
βα
Γ (α)
(√
β
t (1− s)
)−α ∞∫
0
z−α−1e−
2
√
βt(1−s)
2 (z+
1
z )dz
=
2βα
Γ (α)
(√
β
t (1− s)
)−α
K−α
(
2
√
βt (1− s)
)
(64)
3.2 Pearson Type V distribution
The pdf of Pearson Type V distribution is given by
g (λ) =
βα
Γ (α)
e−
β
λ−c (λ− c)−(α+1) , λ > c; α, β > 0 (65)
The Poisson-Pearson Type V distribution is therefore given by
fx (t) =
tx
x!
βα
Γ (α)
∞∫
c
λx (λ− c)−(α+1) e−λt− βλ−cdλ
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Putting z = λ− c we have
fx (t) =
tx
x!
βα
Γ (α)
e−ct
∞∫
0
(z + c)x z−α−1e−tz−
β
z dz
=
txβαe−ct
x!Γ (α)

x∑
k=0
(
x
k
)
cx−k
∞∫
0
zk−α−1e−t(z+
β
t
1
z )dz

Let
z =
√
β
t
u =⇒ dz =
√
β
t
du
then,
fx (t) =
txβαe−ct
x!Γ (α)

x∑
k=0
(
x
k
)
cx−k
∞∫
0
(√
β
t
)k−α
uk−α−1e−
2
√
βt
2 (u+
1
u)dz

=
txβαe−ct
x!Γ (α)
x∑
k=0
(
x
k
)
cx−k
(
β
t
) k−α
2
2Kk−α
(
2
√
βt
)
=
2βα (ct)x e−ct
x!Γ (α)
x∑
k=0
(
x
k
)
1
ck
(
β
t
) k−α
2
Kk−α
(
2
√
βt
)
(66)
When c = 0, we obtain the result for Poisson-Inverse Gamma distribu-
tion.
In terms of pgf
GX (s, t) =
βα
Γ (α)
∞∫
c
(λ− c)−(α+1) e−λt(1−s)− βλ−cdλ
Put
z = λ− c =⇒ dz = dλ
Therefore,
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GX (s, t) =
βα
Γ (α)
∞∫
0
z−α−1e−t(1−s)(z+c)−
β
z dz
=
βα
Γ (α)
e−t(1−s)c
∞∫
0
z−α−1e−t(1−s)
[
z+ β
t(1−s)
1
z
]
dz
=
βα
Γ (α)
e−t(1−s)c
∞∫
0
(√
β
t (1− s)
)−α
y−α−1e−
2
√
βt(1−s)
2
(
y+ 1
y
)
dy
= 2
βα
Γ (α)
(√
β
t (1− s)
)−α
e−t(1−s)cK−α
(
2
√
βt (1− s)
)
(67)
3.3 Inverse Gaussian distribution
The pdf of Inverse Gaussian distribution is given by:
g (λ) =
(
φ
2pi
) 1
2
e
φ
µλ−
3
2 exp
{
− φλ
2µ2
− φ
2λ
}
(68)
The Poisson-Inverse Gaussian ditribution is therefore given by:
fx (t) =
tx
x!
(
φ
2pi
) 1
2
e
φ
µ
∞∫
0
λx−
1
2
−1 exp
{
−λt− φ
2µ2
λ− φ
2µ2
µ2
λ
}
dλ
=
tx
x!
(
φ
2pi
) 1
2
e
φ
µ
∞∫
0
λx−
1
2
−1 exp
{
−
(
2µ2t+ φ
2µ2
)[
λ+
µ2
2µ2t+ φ
φ
λ
]}
dλ
Put
λ =
√
µ2
2µ2t+ φ
z =⇒ dλ =
√
µ2
2µ2t+ φ
dz
Therefore
fx (t) =
tx
x!
(
φ
2pi
) 1
2
e
φ
µ
(√
µ2φ
2µ2t+ φ
)x− 1
2 ∞∫
0
zx−
1
2
−1 exp
{
−1
2
√
(2µ2t+ φ)φ
µ2
(
z +
1
z
)}
dz
=
tx
x!
(
φ
2pi
) 1
2
e
φ
µ
(√
µ2φ
2µ2t+ φ
)x− 1
2
Kx− 1
2
(√
(2µ2t+ φ)φ
µ2
)
(69)
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In terms of pgf
GX (s, t) =
(
φ
2pi
) 1
2
e
φ
µ
∞∫
0
λ−
1
2
−1e
−
[
2µ2t(1−s)+φ
2µ2
]
λ−φ
2
1
λ
dλ
=
(
φ
2pi
) 1
2
e
φ
µ
∞∫
0
λ−
1
2
−1e
−
(
2µ2t(1−s)+φ
2µ2
)[
λ+ φµ
2
2µ2t(1−s)+φ
1
λ
]
dλ
Put
dλ =
√
φµ2
2µ2t (1− s) + φdz
Therefore
GX (s, t) =
(
φ
2pi
) 1
2
e
φ
µ
(√
φµ2
2µ2t (1− s) + φ
)− 1
2 ∞∫
0
z−
1
2
−1e
− 1
2
√
φ[2µ2t(1−s)+φ]
µ2
(z+ 1z )dz
=
(
φ
2pi
) 1
2
e
φ
µ
(√
φµ2
2µ2t (1− s) + φ
)− 1
2
2K− 1
2
(√
φ [2µ2t (1− s) + φ]
µ2
)
(70)
Using Willmot’s notation, φ = µ2/β
GX (s, t) =
(
µ2
2βpi
) 1
2
e
µ
β
(√
µ4
2βµ2t (1− s) + µ2
)− 1
2
2K− 1
2
√2µ2t (1− s) + µ2β
β

= 2
(
µ2
2βpi
) 1
2
e
µ
β µ−
1
2
(√
2βt (1− s) + 1
) 1
2
K− 1
2
(
µ
β
√
2βt (1− s) + 1
)
=
(
2µ
βpi
) 1
2
e
µ
β
(√
2βt (1− s) + 1
) 1
2
K 1
2
(
µ
β
√
2βt (1− s) + 1
)
But
K 1
2
(ω) =
√
pi
2ω
e−ω
Therefore
GX (s, t) =
(
2µ
βpi
) 1
2
e
µ
β
1(
2µ
βpi
) 1
2
e
−µ
β
√
2βt(1−s)+1
= e
µ
β e
−µ
β
√
2βt(1−s)+1
= exp
{
−µ
β
[√
1− 2βt (s− 1)− 1
]}
(71)
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3.4 Reciprocal Inverse Gaussian distribution
The pdf of Reciprocal Inverse Gaussian distribution is given by;
g (λ) =
(
φ
2pi
) 1
2
eφ/µλ−
1
2 exp
{
−φ
2
λ− φ
2µ2λ
}
; λ > 0 (72)
The Poisson-Reciprocal Inverse Gaussian distribution becomes
fx (t) =
tx
x!
(
φ
2pi
) 1
2
e
φ
µ
∞∫
0
λx−
1
2 exp
{
−λt− φ
2
λ− φ
2µ2λ
}
dλ
=
tx
x!
(
φ
2pi
) 1
2
e
φ
µ
∞∫
0
λx+
1
2
−1 exp
{
−2t+ φ
2
λ− φ
2µ2
1
λ
}
dλ
=
tx
x!
(
φ
2pi
) 1
2
e
φ
µ
∞∫
0
λx+
1
2
−1 exp
{
−2t+ φ
2
(
λ− φ
µ2 (2t+ φ)
1
λ
)}
dλ
Put
λ =
√
φ
µ2 (2t+ φ)
z =⇒ dλ =
√
φ
µ2 (2t+ φ)
dz
Therefore
fx (t) =
tx
x!
(
φ
2pi
) 1
2
e
φ
µ
(√
φ
µ2 (2t+ φ)
)x+ 1
2
∞∫
0
zx+
1
2
−1 exp
{
−1
2
√
φ (2t+ φ)
µ2
(
z +
1
z
)}
dz
=
tx
x!
(
φ
2pi
) 1
2
e
φ
µ
(√
φ
µ2 (2t+ φ)
)x+ 1
2
2Kx+ 1
2
(√
φ (2t+ φ)
µ2
)
=
tx
x!
(
2φ
pi
) 1
2
e
φ
µ
(√
φ
µ2 (2t+ φ)
)x(√
φ
µ2 (2t+ φ)
) 1
2
Kx+ 1
2
(√
φ (2t+ φ)
µ2
)
=
e
φ
µ
x!
(
t
µ
√
φ
(2t+ φ)
)x(
2φ
µpi
√
φ
(2t+ φ)
) 1
2
Kx+ 1
2
(√
φ (2t+ φ)
µ2
)
(73)
3.5 Generalized Inverse-Gaussian Distribution
The pdf of Generalized Inverse-Gaussian distribution is given by
g (λ) =
(ψ/φ)
v
2
2Kv
(√
ψφ
)λv−1 exp{−1
2
(
ψλ+
φ
λ
)}
; λ > 0 (74)
with the parameters taking values in one of the ranges:
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(i) φ > 0, ψ ≥ 0 if v < 0
(ii) φ > 0, ψ > 0 if v = 0
(iii) φ ≥ 0, ψ = 0 if v > 0
Therefore the mixed Poisson distribution is
fx (t) =
tx
x!
(ψ/φ)
v
2
2Kv
(√
ψφ
) ∞∫
0
λx+v−1 exp
{
−1
2
(2t+ ψ)
[
λ+
φ
(2t+ ψ)
1
λ
]}
dλ
Put
λ =
√
φ
(2t+ ψ)
z =⇒ dλ =
√
φ
(2t+ ψ)
dz
Therefore
fx (t) =
tx
x!
(
ψ
φ
) v
2
(
φ
2t+ ψ
)x+v
2 1
2Kv
(√
ψφ
) ∞∫
0
zx+v−1 exp
{
−1
2
√
φ (2t+ ψ)
(
z +
1
z
)}
dz
=
tx
x!
(
ψ
φ
) v
2
(
φ
2t+ ψ
)x+v
2 2Kx+v
(√
φ (2t+ ψ)
)
2Kv
(√
ψφ
) , x = 0, 1, 2, . . .
In terms of pgf,
GX (s, t) =
(ψ/φ)
v
2
2Kv
(√
ψφ
) ∞∫
0
λv−1e−
1
2 [(2t(1−s)+ψ)λ+φλ ]dλ
=
(ψ/φ)
v
2
2Kv
(√
ψφ
) ∞∫
0
λv−1e−
1
2
[2t(1−s)+ψ]
{
λ+ φ
2t(1−s)+ψ
1
λ
}
dλ
=
(
ψ
φ
) v
2 1
2Kv
(√
ψφ
) (√ φ
2t (1− s) + ψ
)v ∞∫
0
zv−1e−
1
2
√
2t(1−s)+ψ(z+ 1z )dz
=
(
ψ
2t (1− s) + ψ
) v
2 Kv
[√
2t (1− s) + ψ
]
Kv
(√
ψφ
) (75)
4 Conclusion
A number of mixed Poisson distributions can be expressed in terms of special
functions. This paper has derived Poisson mixtures in terms of confluent
hypergeometric functions and modified Bessel functions of the third kind
for continuous mixing distributions. These expressions seem quite involved;
however, most of them can also be expressed recursively as given by Sarguta
and Ottieno (2014); rendering the distributions usable. Algorithms have
also been developed by Press et al (1999) and have been used to calculate
Generalized Pareto mixtures of Poisson distributions by Bruno et al (2006).
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