Purpose -The purpose of this paper is to analyze the impact of corruption on trade. Design/methodology/approach -The authors estimate gravity equations with the last econometric advances on a wide sample of countries and years using three different measures of corruption. Two of them belong to the so-called perception-based indexes and the third is derived from a structural model that takes into account the causes and indicators of corruption across countries.
Introduction
Corruption in the public sector is probably one of the main elements of failures in governance (Acemoglu and Verdier, 2000) which directly affects institutional quality and, thereby, the well-being of the society. The World Bank and the International Monetary Fund share the opinion that corruption, as one of the determinants of the poor functioning of institutions, is a great obstacle to economic and social development. Diverse authors show how a higher degree of corruption negatively affects economic growth (Mauro, 1995) , slows down the flow of foreign direct investment (Wei, 2000) or distorts tax revenues (Mauro, 1998) . The uncertainty in the decision making by economic agents, the poor law enforcement affecting business agreements because of the insecurity around the legal solution to disputes or the inefficient allocation of resources are the most common arguments that are behind this adverse impact.
However, other authors present corruption as a factor that, under certain circumstances, may facilitate economic exchanges, thus improving efficiency [see, for example, Egger and Winner (2005) , for foreign direct investment or Dreher and Gassebner (2013) for firm entry]. The reason is that, in economic systems with extensive and complex regulations as well as weak institutions, bribes can help companies to avoid formal regulatory barriers. That is, corruption would serve as a mechanism for deregulation. This is the "grease the wheels" hypothesis. In this line of research, Méon and Weill (2010) find, using a sample of 69 developed and developing countries, that this hypothesis is accomplished in its weak and strong forms: corruption has a less detrimental effect on efficiency in countries with a low degree of effectiveness of their institutions and a positive effect in countries with especially ineffective institutions. Therefore, there are reasons to believe that the real impact of corruption will depend on the conditions under which it operates, although on the set of empirical contributions the negative impact usually predominates over the positive one.
The relationship between corruption and international trade is a less explored area. The motives for expecting that the effect of corruption on international trade flows is favorable or detrimental are similar to those outlined above. On the one hand, the improper functioning of the legal framework can hinder the effectiveness of the contracts, a fact that discourages international transactions by increasing the cost of exporting (Anderson and Marcouiller, 2002) . So, corruption would have an impact that is similar to the establishment of a tariff. On the other hand, if tariff and/or non-tariff barriers (for instance, complex administrative formalities) are high, bribes could facilitate trade since they would help to overcome these obstacles.
The specialized literature shows that the positive effect of corruption on trade (evasion) will surpass the negative effect (extortion) in those markets in which tariffs are relatively high (Dutt and Traca, 2010) . A corollary is that corruption favors international trade in those cases in which destination markets present barriers that exceed a certain threshold. The empirical research finds a negative effect of corruption on international trade. This is the case of Levchenko (2007) , focusing on institutional quality, Pomfret and Sourdin (2010) , showing that direct trade costs increase with corruption, Zelekha and Sharabi (2012) , discussing the case of Israel and Masila and Sigue (2010) , on a sample of 47 African countries. Nevertheless, Voraveeravong (2013) estimates a positive effect for ASEAN countries whereas Akbarian and Shirazi (2012) find an inverted U relationship between corruption and trade for a sample of countries of the Middle East and Latin America. This implies that, for such countries, an increase of corruption from relatively low levels would increase trade while from relatively high levels would reduce it.
Additionally, the phenomenon of corruption presents different aspects that can influence the degree in which it will affect international trade. This fact is highlighted by Thede and Gustafson (2009) . These factors come from the seriousness of such conduct (if the corruption is severe it can limit or even prevent transactions), its prevalence (which increases the costs of looking for an honest partner), its function (obstruction of market competition) or its predictability (the more predictable is the lower costs implies). Other authors also highlight several factors that should be taken into account. For instance, De Jong and Bogmans (2011) outline the importance to determine if countries act as exporters or importers. Horsewood and Voicu (2012) argue that differences in the ethical standards of countries would also negatively affect trade and Knack and Azfar (2003) pose the problems of sample selection and bias resulting from those databases that incorporate a small number of countries.
Our aim is to shed light on the relationship between corruption and international trade. To this end, we have made use of three different measures of corruption. Two of them belong to the so called perception-based indexes. The other [from Deher et al. (2007) ] is the AEA 27,79 result of a structural modelling which takes into account the causes and indicators of corruption across countries. This last index, constructed with an economic basis, tries to overcome the shortcomings of the indexes based on perceptions.
We estimate gravity equations on a large sample of countries and years controlling for a wide set of potential biases: unobserved bilateral heterogeneity, multilateral resistance changes over time, heteroskedastic residuals and the existence of zero trade flows. Until very recently, there was not possible to account for all these sources of biases simultaneously in large samples because of convergence problems in the estimations. However, Larch et al. (2017) provide a routine to deal with high dimensional fixed effects. The contribution of this paper is twofold. The first is to estimate the impact of corruption on international trade accounting simultaneously for the four potential sources of bias. The second is the use, for the first time, of a corruption variable with a solid economic basis.
To preview our results, we find that, once the aforementioned potential biases are controlled for, the impact differs from the perception-based indexes to the structural index. This result makes sense given that the structural index corrects for measurement errors of the other indexes. In particular, when perception-based indexes are used we find a negative effect of corruption on trade but this result is far from being generalized. However, using the structural index, estimations suggest sensible evidence for the "grease the wheels" hypothesis. That is, corruption positively impacts trade when low and middle income countries (which are those with weak institutions and high regulations) are implicated. Moreover, when controlling for RTA membership, we do not find any significant difference in previous conclusions.
The rest of the paper is organized as follows. In Section 2, we describe the methodology. Section 3 offers the data sources. Section 4 presents the results and Section 5 concludes.
Methodology
The vast majority of the papers analyzing the impact of corruption on trade use the gravity model, which name proceeds from its analogy to the Newtonian physics. The basic version of the gravity equation relates bilateral trade flows positively to the economic size of countries and negatively with the distance between them. Nevertheless, it has been usual the inclusion of other factors affecting trade barriers such as sharing a border, a common language or be part of the same regional trade agreement [1] . In particular, our benchmark augmented gravity equation takes the following form:
where ln denotes logarithm, i and j denote trading partners, t is time, and the variables are defined as follows: X ij are the bilateral export flows from i to j, Y denotes gross domestic product (GDP), dist is the distance between i and j, contiguity is a dummy variable which is unity if i and j share a land border, comlang is a dummy variable which is unity if i and j have a common language, colony is a binary variable which is unity if i ever colonized j or vice versa, comctry is a binary variable which is unity if i and j were part of a same country in the past, island is a dummy variable which is unity if there are island nations in the pair, landlocked is a dummy variable which is unity if there are landlocked countries in the country-pair, religion is an index of common religion[2], RTA is a binary variable which is Corruption and international trade unity if i and j belong to the same Regional Trade Agreement, CU is a binary variable which is unity if i and j belong to the same Currency Union, corrup is an index of corruption of the country pair (our variable of interest), difcorrupt is a measure of the difference in the level of corruption in the country-pair, l t are time dummies and u ijt is the standard classical error term.
Originally, gravity equations were estimated by pooled Ordinary Least Squares. However, since the 2000s, several influential papers highlighted some relevant points that were necessary to take into account in the estimation of gravity equations to avoid misspecification issues. First, Egger (2002) outlines the necessity to control for country-pair specific factors influencing their mutual trade but which are invariant over time (unobserved bilateral heterogeneity). The inclusion of country-pair fixed effects (CPFE) in panel data set accounts for this. Additionally, country-pair fixed effects adequately control for the main sources of endogeneity (Baier and Berstrand, 2007 or Gil-Pareja et al., 2017) . Obviously, the effects of country-pair dyadic variables (distance, common language, etc.) are captured by these bilateral fixed effects.
Second, Anderson and van Wincoop (2003) outline the necessity to account for relative trade barriers by including in the estimation "multilateral resistance" terms. This leads to the theoretically based gravity equation. To take into account multilateral resistance terms in cross-section samples, it is necessary the inclusion of country fixed effects, both when countries act as exporters and when they act as importers. However, as multilateral resistance terms may vary over time in panel data models, researchers [Klein and Shambaugh (2006) , Baier and Bergstrand (2007) , Gil-Pareja et al. (2008a , 2008b ] include country-year fixed effects (CYFE).
Third, the existence of a high volume of zero trade flows in large samples[3] (Helpman, Melitz and Rubinstein (2008) as well as econometric problems resulting from heteroskedastic residuals (Santos Tenreyro, 2006, 2010) are further elements to be considered. The proposal of these last authors to control for zeros in the dependent variable and heteroskedastic residuals is to run a non-linear Poisson estimator (Poisson pseudomaximum likelihood estimation -PPML). This is the most accepted methodology to estimate gravity equations.
Therefore, taking into account the above considerations, to obtain unbiased estimations, the correct way to proceed is to use a PPML estimator with CYFE and CPFE and this will be our preferred specification:
where m ij are CPFE and d it and g jt are exporter-year an importer-year fixed effects. We have incorporated into the regression two pair-specific corruption variables [4] . The first (corrup ijt ) is the geometric mean of the values of the respective corruption variables for the exporter and the importer [5] . This is going to give us an average of the corruption level in which the corresponding pair of countries are involved. We use a geometric mean because it is more appropriate for the characteristics of the data at hand especially with CPI and CCI because these indexes establish a ranking of countries in corruption levels. Additionally, the geometric mean gives less weight to extreme values in data.
The second one difcorrup ijt À Á is the absolute value of the difference between the corruption indexes for the exporter and the importer. This provides us the "distance" in the corruption levels between the pair of countries. In this sense, Horsewood and Voicu (2012) have found that trade is reduced as far as the differences in this institutional characteristic widens. We will test this result with our sample and different measures of corruption. [6] AEA 27,79
Additionally, in our regressions, we will consider two factors that may influence the relationship between corruption and trade: the income level of countries and membership in regional trade agreements. On the one hand, the institutional environment could determine the real impact of corrupt behaviour on economic variables. Stronger institutions fight more efficiently against corruption and the richest countries have better institutions. To account for this, we will run regressions taking into consideration the income level of countries. On the other hand, one of the most striking events in the past two decades at the international level has been the massive proliferation of regional trade agreements all over the world, regardless of the degree of development. Countries belonging to a RTA have more transparent commercial relationships and a higher level of certainty and both elements may be able to reduce the negative effect of corruption [7] . Therefore, we will also consider the eventual membership of the pair of countries to an RTA.
Data
The export flows from country i to country j come from the "Direction of Trade (DoT)" dataset, which is constructed by the International Monetary Fund (IMF). The data comprise bilateral merchandise trade between 139 countries and territories (see Table A1 1995 1996 , 2000 and 2002 for CCI and 1978 , 1983 , 1988 and 1994 for SCI Source: Self made Corruption and international trade Factbook, and Masson and Pattillo (2005) . The sample includes around 200 regional trade agreements (plurilateral and bilateral) and 17 currency unions. To construct our variable of interest we have resorted to three different sources. The first one is the Corruption Perception Index (CPI) from Transparency International. This index is built since 1995 and goes from 0 (a highly corrupt country) to 10 (a very clean country) although the scale has changed in last years from 0 to 100 [8] . As defined in its website, this index ranks countries depending on perceptions about corruption in the public sector. That is, it is based on values given by people with founded opinions as analyst, businesspeople or experts in the area. Transparency International considers all types of corruption: that which is exercised by high levels of governments (grand corruption), by low and mid-levels (petty corruption) or by political decision makers (political corruption). Nowadays the index is available for most of countries in the world but at the outset there were only 41 countries ranked.
The second measure of corruption is the Control of Corruption Index (CCI) which is elaborated in the context of the project Worldwide Governance Indicators from the World Bank. The definition of corruption is quite similar as the previous one, that is, what this source tries to measure is the perception about "the extent to which public power is exercised for private gain". It also considers all forms of corruption. It combines data from a set of different sources (for instance, Afrobarometer, Business Enterprise Environment Survey, Freedom House, Global Integrity Index, Institutional Profiles Database, among much others) and, as such, it is based on the views of informed people and public and private organizations. The range of values goes from À2.5 (very bad governance) to þ2.5 (very good governance) for around 200 countries and territories and for the years 1996, 1998, 2000 and 2002 onwards.
Finally, we resort to the (what we call) Structural Corruption Index (SCI) by Dreher et al. (2007) . This index has been built trying to overcome the shortcomings that, according to some authors, present the perception-based indexes. On the one hand, these indexes are not connected with the causes of corruption and, consequently, may not be a reflection of actual corruption (see, for instance, Mocan, 2008) . On the other hand, Weber Abramo (2008) shows that perceptions about corruption in poor countries are a bad indicator of the effect of this phenomenon on institutions, and that these perceptions are closely related to opinions about other countries' aspects (i.e. violence). These facts invalidate, in the author's opinion, the reliance of these indexes as a measure of the real incidence of corruption. Finally, Razafindrakoto and Rouboud (2010) , through direct surveys on experts' perceptions on eight African countries, conclude that these indexes are erroneous, also finding an "ideological bias".
The SCI considers corruption as a latent variable connected to its causes (rule of law, school enrollment, latitude, legal German origin and age of democracy) and indicators (consumption of cement, private credit, GDP per capita and capital restrictions). Therefore, the respective values are obtained based on more objective factors than opinions, which are not really connected with reality as above explained. Perceptions have inertia and are slow moving over time even in the event of important social changes in the respective countries. More importantly, as pointed out by Dreher et al. (2007) , the SCI gives (in addition to an ordinal ranking of corruption across countries as CPI and CCI do) a more reliable measure of "distance" between countries in the corruption index.
The SCI index is constructed for around 100 countries for the periods 1976-1980, 1981-1985, 1986-1990 and 1991-1997 . In our panel data sample, we have decided to assign the respective value to the year that is in the middle of each period, that is, we have data for the years 1978, 1983, 1988 and 1994 . Contrary to what occurs with the other two indexes (CPI AEA 27,79
and CCI) higher values in this case imply worse performance. For instance, for the period 1991-1997, the least corrupt country (Switzerland) has a value of À0.9047, whereas the most corrupt country (Guinea-Bissau) presents a value of 0.3424.
In Table I , we present descriptive statistics for these three indexes. Mean values of the respective indexes reflect a world bias to corrupt behavior [9] , observing a higher relative dispersion for the CCI. One important point is the relationship between the income level and the degree of corruption of a country. Therefore, we have divided the sample into high income, middle income and low income countries following The World Bank data source [10] . For all indexes higher income levels clearly implies, on average, lower corrupt perceptions (in the case of CPI and CCI) or lower corrupt estimations (in the case of SCI). This is reflected in the mean values of each cohort as well as in the respective minimum and maximum values. Given that our interest is on trade, we have also calculated the export intensity by each income interval. Richer countries are more export oriented on average. Therefore, as the level of income increases countries are, in general, less corrupt and more export oriented.
The corruption variables used in the regressions are the geometric means of the respective corrupt indexes for the pair of countries that trade, that is, the square root of the bilateral product of the corresponding values. Then, we have to avoid negative or zero values in the CCI and SCI variables. To this end, we have made a very simple transformation. We have just summed 2.1 to all CCI values and 0.91 to all SCI values. This ensures positive values in both cases without altering the essence of the indicators. Additionally, once the geometric mean has been calculated, we have changed the sign of the variable for the CPI and CCI measures to make direct comparison of the estimated parameters with the SCI. That is, for the three cases, a negative parameter estimated implies an adverse impact of corruption on bilateral trade flows and the contrary occurs if the estimated parameter is positive.
In Table II , we present the descriptive statistics for the selected measures of corruption that are used in the regressions. One relevant aspect in international trade is the proliferation of RTAs over the last two decades. Then, we have also provided in the table the median value (which is quite close to the mean) to take it as a reference to see whether there is any statistical relationship between the level of corruption in the pair of countries and the fact that they are partners in a RTA. As shown, RTAs are clearly more prevalent between countries with a lower level (below median) of joint corruption [11] . This is 1996 , 2000 and 2002 for CCI and 1978 , 1983 , 1988 and 1994 for SCI Source: Self made Corruption and international trade especially true for perception-based indexes, suggesting that countries have the tendency to form a trade agreement with partners that are perceived as less corrupt.
Results
The results for the estimations of the naive gravity equation [equation (1)] for the three measures of corruption considered are in the first column of Tables III, IV and V. As usual, the gravity equation works well explaining around 70 per cent of variation in bilateral trade flows in the three estimations. As expected, trade flows increase with countries' incomes and decrease with distance. The rest of variables of the augmented gravity equation present, in general, sensible and significant coefficients with minor exceptions depending on the sample [12] . In particular, membership in a regional trade agreement or a currency union positively affect trade, although for the sample used for CPI the coefficient corresponding to currency unions is not significant. Focusing on our variable of interest, we find that for the three selected measures corruption is detrimental for international trade, being the respective estimated coefficients significant at 1 per cent level. This is the most common result found in the literature, as already mentioned.
Taking the last year of the three samples as a reference (2012 for CPI and CCI and 1994 for SCI) and the maximum and minimum values for the average level of corruption in the pair, the estimations imply (ceteris paribus), a trade loss of around 66 per cent for the pair of countries showing a higher mean in the particular year considered with respect to the pair of countries with the lower mean for CPI [13] and CCI and around 79 per cent for SCI. Focusing now on differences in corruption levels between partners, we find the expected negative and significant coefficient for CCI (at 10 per cent level) and SCI (at 1 per cent level), while a nonsignificant coefficient (although negative) is found for CPI. This implies a maximum trade loss for distinct degrees of corruption of around 10 per cent using CCI and 30 per cent using SCI.
The next step is to econometrically exploit the panel data nature of our samples. As it is well known, there are two basic methods to do this: random effects and fixed effects. Random effects assume that individual effects are uncorrelated with the regressors whereas fixed effects assume that they are. The Hausman test allows us to discriminate between both to select the unbiased and more efficient estimator. In the three samples, the Hausman test rejects the null of equal coefficients which implies that fixed effects is the preferred specification, as it is usual in trade gravity models. As explained, CPFE control for unobserved bilateral heterogeneity. This fact has no consequences on the estimated parameters of the variables of interest for the CPI. In the case of the CCI, the parameter of the difference in bilateral corruption level losses its statistical significance. However, the major change occurs with the SCI. Now, the estimated parameter for the average corruption in the pair is positive and significant at 1 per cent level implying that corruption boosts trade. This suggests that the parameter estimated in column 1 of Table V is biased. With respect to the coefficient for differences in corruption levels, it remains negative and highly significant.
In Columns 3 and 4 of the mentioned tables, we finally control for multilateral resistance terms varying over time. The difference between Column 3 and 4 is that, in the specification (2)], we additionally account for zero trade flows [14] and heteroskedastic residuals with the PPML estimator. Therefore, the results of Column 4 are our preferred ones. To the best of our knowledge, this is the first paper that both estimates the impact of corruption on trade taking into account all the cited sources of potential biases and using the SCI index. The last comments about the impact of our corruption variables on trade remain valid for the CCI and SCI measures. In the first case, corruption negatively affects trade and has no impact for differences in corruption levels. In the second case, corruption and differences in corruption levels positively and negatively affect trade, respectively. However, both corruption variables have not any significant impact when using the CPI index [15] [16]. At this point, it is worth noting the following. As before stated, a number of authors have suggested that perception-based indexes are inappropriate to adequately analyse the impact of corruption on economic variables. Although CPI and CCI measures have been extensively used in the economic literature as part of the dependent and independent variables in regressions, these indicators are ordinal in nature and then, some doubts arise about the reliability of the results obtained with them. For this reason, Dreher et al. (2007) make an effort to construct a corruption indicator with economic sense. Obviously, if this is the case, it is perfectly possible that this index "may also provide a different assessment of the likely impact of corruption to the one produced by perception-based indexes", in authors' words.
Focussing on the results obtained until now, we find a positive effect of corruption on trade when using SCI [17] . This surprising result (but not new using other measures of corruption and other dependent variables) is plausible under the "grease the wheels' hypothesis. However, this hypothesis make sense in countries with highly regulated markets, usually jointly with the existence of weak institutions. Therefore, it is important to analyse this point. Additionally, we have found a significant negative effect of bilateral corruption differences when using SCI (not for CPI and CCI). This is most likely the result of a much more exact measure of distance of corrupt activities across countries. [18] From the above considerations, a quite interesting point is whether the described pattern depends on the level of income of countries. To this end, we have decomposed the corruption variable in all the possible combinations by income (high, middle and low) and direction of trade (exporter and importer). The interpretation of the respective coefficients is direct. We present the estimations in Table VI . To clarify the information provided, let's consider two examples: The expression "Both High Income" means that the exporter and the importer are high income countries and the expression Exp_Minc_Imp_Linc means that the exporter is a middle income country whereas the importer is a low income one.
According to the results, we can extract three relevant conclusions. First, the absence of impact detected when using the CPI is generalised. In particular, we find just one (out of nine) parameter which is negative and significant (but only at 10 per cent level). Second, the negative effect of CCI is significant in five out of the nine combinations, not finding any particular behavioural pattern. For instance, corruption negatively affects trade between high income countries as well as between low income ones. Finally, it is observed that there are just three cases for which the SCI gives estimated coefficients which are positive and significant parameters that most likely drive the overall positive coefficient. These are high values and the two most relevant ones refer, on the one hand, to trade between low income countries and, on the other hand, to exports from low income countries to middle income countries [19] . That is precisely what we expected. As noted repeatedly along the text, corruption could positively impact economic variables when serves as a deregulation mechanism in highly regulated economies with poor institutional environment. This is the case of low income countries and a great part of middle income ones. Additionally, a much smaller (although significant) coefficient is found for exports from middle income countries to high income ones. Therefore, taking as a whole the results found for the SCI, we see that Finally, we are interested in knowing if membership in RTA has any consequence on the relationship between corruption and trade. In principle, a given level of corruption may have less harmful effects in more transparent and predictable markets. To see this, we have added an additional dimension in our corruption variables decomposition: the fact that the pair of countries are part or not of an RTA. The results are in Table VII . As before, the interpretation of the coefficients is direct.
In the major part of cases there is not any substantial difference in the estimated impact of corruption on trade when distinguishing by RTA membership in any of the indexes considered. When this is not the case, and there is a statistical significant difference in the estimated coefficients, we do not find any particular behavior to extract robust conclusions. Therefore, it seems that RTA's membership does not change the relationship between corruption and trade.
Conclusions
From a theoretical point of view, the effects of corruption on international trade flows are ambiguous. On the one hand, corruption may act as a barrier to trade increasing the cost of doing international business. On the other hand, corrupt agents may facilitate trade in countries with strict regulations ("grease the wheels" hypothesis). To determine which factor dominates and in which circumstances is an empirical matter. In this paper, we have used three different measures of corruption to address this issue. Two of them, the Dreher et al. (2007) , comes from a structural modelling which takes into account causes and indicators of corruption. This last index tries to overcome the relevant shortcomings of the indexes based on perceptions, as pointed out by several authors. Our methodology relies on the estimation of gravity equations over wide samples taking into account the last methodological advances as well as a very recent estimation procedure to overcome convergence issues. According to the parameters estimated by this way (after showing estimation with diverse sources of bias, previously employed in the literature) the results show a negative effect of corruption on trade when using CCI. However, a positive effect is found when using SCI. This last result is qualified when we take into account the income level of countries (high, middle or low). We show that the overall positive coefficient is mainly due to trade across low and middle income countries, that is, those with higher regulations and poor institutions. This is the case described by the "grease the wheels" hypothesis. Additionally, using the SCI, we show that differences in corruption levels negatively impact international trade, which is also in line with expectations. Finally, it does not seem that membership in RTAs had any influence in the relationship corruption-trade in any of the three indicators considered. Notes 1. The first authors to apply gravity equations to trade flows were Tinbergen (1962) and Pöyhönen (1963) , although lacking a theoretical basis. Anderson (1979) first provided the theoretical background. Subsequent developments came from Bergstrand (1985 Bergstrand ( , 1989 , Deardoff (1998) , Evenett and Keller (2002) , Anderson and van Wincoop (2003) or Helpman et al. (2008) , among others.
2. The index is defined as: (% Protestants in country i * % Protestants in country j) þ (% Catholics in country i * % Catholics in country j) þ (% Muslims in Country i * % Muslims in country j).
3. This is because the existence of non-observable firm heterogeneity and fixed trade costs in line with the so-called new-new trade theory (Melitz, 2003) .
4. Most of the aforementioned studies incorporates into the regression country-specific variables (for the exporter and the importer). However, these variables are perfectly collinear with countryyear fixed effects. Therefore, to investigate the effect of corruption on trade, it is necessary to construct country-pair variables.
5. Previously, we have made an adjustment to the CCI and SCI variables in order to avoid negative values.
6. It is important to note that there are no multicollinearity issues between both variables of corruption.
7. We are grateful to an anonymous referee for this point.
8. Obviously, we have used the same scale for all the period. Additionally, making estimations just till 2011 (in 2012 changes the scale), we do not find that results change in any significant way. We are grateful to an anonymous referee for this point.
9. For the last year available (2017), Transparency International finds an average score of 43 (4.3 in our scale), a value which is considered as a "poor performance". 
