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Abstract. We study the solutions of linear Schrödinger equations in which the potential energy is a
periodic function of time and is sufficiently localized in space. We consider the potential to be close
to one that is time periodic and yet explicitly solvable. A large family of such potentials has been
constructed and the corresponding Schrödinger equation solved by Miller and Akhmediev. Exact
bound states, or breather modes, exist in the unperturbed problem and are found to be generically
metastable in the presence of small periodic perturbations. Thus, these states are long-lived but
eventually decay. On a time scale of orderε−2, whereε is a measure of the perturbation size,
the decay is exponential, with a rate of decay given by an analogue of Fermi’s golden rule. For
times of orderε−1 the breather modes are frequency shifted. This behaviour is derived first by
classical multiple-scale expansions, and then in certain circumstances we are able to apply the
rigorous theory developed by Soffer and Weinstein and extended by Kirr and Weinstein to justify
the expansions and also provide longer-time asymptotics that indicate eventual dispersive decay of
the bound states with behaviour that is algebraic in time. As an application, we use our techniques
to study the frequency dependence of the guidance properties of certain optical waveguides. We
supplement our results with numerical experiments.
AMS classification scheme numbers: 37K55, 35C20, 35C15, 35Q55, 81Q05, 81Q15
1. Introduction and overview
We are interested in the initial-value problem for the linear Schrödinger equation in one space
dimension
i∂tf =
(− 12∂2x + V (x, t))f ≡ H(t)f. (1.1)
Here,f is a complex-valued function ofx ∈ R andt ∈ R. We assume thatV (x, t) is a smooth
real-valued potential energy function which is sufficiently localized in space (for example, of
Schwartz class). In our specific applications,V (x, t) will be taken to be a periodic function
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of t . However, the techniques we use can be adapted to a more general time dependence [15].
Note that (1.1) is a non-autonomous Hamiltonian system
i∂tf = δh
δf ∗
[f, f ∗, t ] (1.2)
whereh denotes the Hamiltonian energy
h[f, f ∗, t ] =
∫ (
1
2|∂xf |2 + V (x, t)|f |2
)
dx. (1.3)
If V (x, t) is not independent oft , h is not a conserved integral of the flow. On the other hand,
since the potentialV is real-valued, the flow defined by (1.1) is always unitary inL2(R), i.e.∫
|f (x, t)|2 dx =
∫
|f (x, 0)|2 dx t ∈ R. (1.4)
In applications, it is often natural to decomposeV (x, t) as
V (x, t) = V0(x, t) +W(x, t)
whereV0(x, t) denotes anunperturbed potential, andW(x, t)
.= V (x, t)− V0(x, t), denotes
a small perturbation. Thus,
H(t) ≡ H0(t) +W(t) (1.5)






Here, we have denoted the multiplication operatorf 7→ W(x, t)f by W(t). The choice
of V0(x, t) is often dictated by somea priori knowledge of the solutions of the unperturbed
system
i∂tf = H0(t)f . (1.7)
A problem of importance is then to contrast the detailed dynamics of solutions to (1.6)
with those of the unperturbed system (1.7). In particular,if (1.7) has bound state solutions
(breather modes, or solutions having finite energy and not decaying as|t | → ∞) do they
persist in the perturbed dynamical system (1.6)?
The simplest variant of this problem is the case where the unperturbed part is stationary,
i.e.V0(x, t) = V0(x). Suppose the operatorH0 has anL2 eigenfunction. The unitary evolution
of the spatially localized eigenfunction is time-periodic and represents a bound state solution
of the unperturbed Schrödinger equation (1.7). The perturbed model (in this and in the more
general case whenH0 has multiple discrete eigenvalues) is related to the problem of ionization
of an atom by a time-dependent electromagnetic field [10, 17] and the problem of describing
the effects of weak inhomogeneities on the propagation of continuous waves in optical fibres
[20]. Using a time-dependent method developed in the context of (a) quantum resonances
and the perturbation theory of embedded eigenvalues in the continuous spectrum [26] and
(b) resonances and radiation damping of bound nonlinear wave equations [27], Soffer and
Weinstein studied the metastability of such states [28]. Generalizations of this theory for
handling multi-frequency perturbations [15] and the interference of multiple bound states in the
unperturbed problem [16] have been explored by Kirr and Weinstein. Based on the observation
that the mechanism for instability of the bound state is coupling of the bound state to the
continuous spectral modes, the analysis was carried out at the level of the coupled equations
for the bound state and dispersive components of the solution. Under general hypotheses on
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the unperturbed Hamiltonian (local energy decay estimates on the unitary propagator e−itH0)
this equivalent dynamical system was studied and it was shown that a bound state is generically
unstable but long-lived. The lifetime is given by a formula analogous to Fermi’s golden rule
[28].
In this paper we consider the case where the unperturbed Hamiltonian is genuinely time
dependent. A physical application of the theory we develop, in the context of frequency
detuning in periodically modulated optical waveguides [2, 3], will be presented in section 5.
Let H0(t) = − 12∂2x + V0(x, t), whereV0(x, t) is smooth, periodic int with the same period
for eachx and of sufficiently rapid decay for largex for eacht ∈ R. The particular choices of
V0(x, t)we consider in this paper belong to a large family of very special, so-calledseparable,
time-dependent potentials,V0(x, t), x ∈ R, studied by Miller and Akhmediev [22]. The
separable potentialV0(x, t) can be chosen to be time periodic, in which case the unperturbed
problem supports exact bound states (breather modes) and the initial-value problem for (1.7)
can be solved exactly. That is, a complete set of eigenmodes and generalized eigenmodes
can be displayed explicitly with respect to which the dynamics of (1.7) is diagonal. This
class of potentials is intimately connected with the soliton theory of completely integrable
multicomponent cubic nonlinear Schrödinger equations [9, 19].
The existence of such exact breather modes in the unperturbed time-periodic problem is
quite remarkable and we believe that this is a highly non-generic phenomenon†. Indeed, from
a general dynamical systems perspective, equation (1.7) with such a choice ofV0(x, t), may be
viewed as a parametrically forced wave equation (here we are actually considering the time-
periodic functionV0(x, t) itself to be the sum of a time-independent part and a time-periodic
modulation). One therefore expects that the presence of resonances will perturb the Floquet
multipliers (corresponding to bound states) off the unit circle as in the elementary example
of Mathieu’s equation [1]. The persistence of breather solutions under the time-periodic
perturbation would imply the non-departure of a Floquet multiplier from the unit circleto all
ordersin the size of the perturbation. The fact that infinitely many such conditions hold for these
special separable potentials is no doubt linked to the infinite sequence of symmetries and time
invariants enjoyed by the completely integrable nonlinear flow that underpins the construction
of the separable potentials (see appendix A for more details). Of course, this is only a heuristic
picture. In fact, the perturbation theory of the Floquet multipliers is complicated by the fact
that they are embedded in the continuous spectrum which covers the unit circle. However,
spectral deformation methods have been developed for some classes of models that could well
be adapted here. Relevant technical details can be found in [6, 11]‡.
We want to make our motivation for pursuing deformations of these admittedly rather
special periodic potentials very clear. First of all, the problem is relevant to the analysis
of optical waveguides. In the paraxial approximation, the slowly varying envelope of
a highly oscillatory electric field in a dielectric medium with inhomogeneous dielectric
properties (refractive index) satisfies an equation of the form (1.1). Here,t d notes the
† The scarcity of breather solutions ofnonlinearwave equations defined on a spatial continuum of infinite extent
has been explored extensively in the setting of perturbations of the completely integrable sine–Gordon equation; see,
for example, [4, 5, 8, 14]. The connection with linear non-autonomous problems can be made by viewing a breather
solution of a nonlinear dynamical problem as a bound state of a linear problem with a given (self-consistent) potential.
‡ For nonlinear wave equations defined on an infinite lattice (e.g. discrete sine–Gordon, discreteφ4), breather solutions
can be constructed for sufficiently large lattice spacing; see, for example, [18]. The radiative decay of such discrete
breathers, for sufficiently small lattice spacing, is expected to be governed by a mechanism of the kind studied in
this paper (see also [27]). Related to this are results for the dynamics of kinks of discrete nonlinear wave equations,
in which the techniques of this paper have been used to study the ‘pinning’ of discrete kinks on a lattice site. This
pinning is marked by the slow radiative decay of spatially localized and time-periodic or quasiperiodic oscillations
about a static kink [13].
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longitudinal variable, the direction of propagation, andx is the transverse spatial variable.
For inhomogeneous index profiles corresponding to exactly solvable potentials, lightof a
particular frequencypropagates as a non-attenuating bound state mode in these waveguides.
However, if the light frequency deviates from the ‘integrable frequency’, the propagating wave
will be governed by the perturbed equation (1.6). Thus the question of whether such modes
persist and if not what their lifetime is for the perturbed dynamics naturally arises. We will
give more details about this problem in section 5.
However, it is also true that the study of perturbed separable periodic potentials is important
in general terms. Given an arbitrary time-periodic potential in the Schrödinger equation, one
wants to study the corresponding dynamics using perturbation theory. In doing so, the first
question one must address is that of finding a ‘nearby’ problem that can be solved exactly.
We simply take the point of view that many periodic potentials will be closer to a separable
periodic potential (in a sense that can be made precise) than to any time-independent potential.
In any case, with the explicit spectral theory associated withV0(x, t) in hand, our goal
is to carry out a detailed analytical study of the coupled-mode dynamics induced by a time-
dependent perturbationW(x, t). We establish the generic metastabilty of the exact bound
states associated with separable periodic potentialsV0(x, t) and obtain a detailed picture of
the dynamics.
This paper is structured as follows. In section 2 we first review the construction of time-
dependent exactly solvable potentials [22] from a set of discrete data, and then show how the
initial-value problem for suchseparablepotentials can be solved explicitly. We then describe
how properties of the separable potentials depend on the choice of the discrete data generating
them. Next, we derive by projection onto an orthonormal basis the general coupled-mode
equations which arise when a separable potential is perturbed by some arbitrary correction
W(x, t). This section will then conclude with a detailed derivation of thetwo-solitontime-
periodic potential and its associated explicit complete set of bound states and generalized
eigenfunctions. More details about the separable potentials described in section 2 are given in
appendix A.
In section 3, Floquet theory is then used to map the coupled-mode equations to a system
associated with a time-dependent perturbation of anautonomousystem, a situation analysed
in detail in [15, 28]. In section 4, we then describe the dynamics of solutions of the coupled-
mode equations for even time-periodic perturbationsW(x, t) of a separable two-soliton even
time-periodic potentialV0(x, t) (V0(x, t) andW(x, t) both share even parity inx and have
the same temporal period). In particular, we study the initial-value problem when the initial
condition is a pure bound state of the unperturbed problem. First, we study the small-time
behaviour of the coupled-mode equations (without requiringW(x, t) to be small) and deduce
that the bound state amplitude behaves as 1−Ct2 for some constantC and interpret this result
in the context of the theory of ideal measurements in quantum mechanics (the ‘watched pot’
effect). We then assume the perturbationW(x, t) to be small, of sizeε, and seek the behaviour
of the bound state amplitude over intermediate times of orderε−1 andε−2 using the classical
method of multiple scales.
We show the existence of a perturbation-induced frequency shift of the breather mode
evident on time scales of orderε−1 and exponential decay of the bound state mode amplitude
on time scales of orderε−2. The condition for the decay constant to be non-zero is a direct
analogue of ‘Fermi’s golden rule’.
Then, using the transformation to an autonomous system found in section 3, we show how
the rigorous theory developed for multi-frequency perturbations of autonomous systems by
Kirr and Weinstein [15] can be applied in some cases to justify the multiple-scales calculation,
and to provide more detailed information about the infinite-time behaviour of the solution.
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This analysis completes the portrait of the dynamics, showing that the exponential decay is
ultimately washed out in a sea of dispersive waves, at which point the decay becomes algebraic
in time.
Having described the theory, in section 5 we consider an application of the analysis to a
problem of frequency detuning in planar optical waveguides. Finally, in section 6 the prediction
of an exponential decay constant0 for the bound state mode amplitude found in section 4 is
compared to numerical simulations of the perturbed time-dependent Schrödinger equation.
A detailed description of the theory of separable potentials, at once summarizing for
completeness and also further developing the results of [22], can be found in appendix A. In
appendix B the reader will find the proofs of the decay estimates that we will use in section 4
in order to apply the results of [15].
Regarding notation
We will use the inner product
〈f (·), g(·)〉 =
∫ ∞
−∞
f (x)∗g(x) dx (1.8)
on L2(R). Occasionally, the angled brackets will denote the inner product in more general
Hilbert spaces. Linear operators will be denoted by calligraphic letters, vectors by arrows and
matrices with boldface letters. We will often use the function defined by
〈x〉 .= (1 +x2)1/2. (1.9)
Complex conjugation will be denoted with stars, and time averages will be denoted with bars.
2. Exactly solvable time-dependent potentials
In this section we recall for our purposes a class of time-dependent potentialsV0(x, t) related to
M-soliton solutions of certain completely integrable nonlinear flows. Because of the intimate
connection of these potentials to integrable systems, it is possible to explicitly derive the spectral
representation associated with such potentials [22]. This section is divided into five parts. First,
the direct construction of separable potentials from a set of discrete dataD is outlined. Then,
we show how the same discrete dataD gives rise to formulae for a complete set of modes
for the time-dependent Schrödinger equation corresponding to the separable potentialV0(x, t)
and how this basis is easily used to express the general solution of the initial-value problem.
We then give a qualitative description of the kinds of functionsV0(x, t) one can obtain from
this procedure. As we ultimately want to consider perturbations ofV0(x, t), we next show how
to use the basis of solutions to the unperturbed problem to derive the coupled-mode equations
which trivialize the unperturbed dynamics and lay bare the perturbative effects. Finally, we
specialize to the case of an even periodic potential corresponding to a two-soliton solution of
the cubic nonlinear Schrödinger equation. As one might anticipate, the evenness (inx) of the
potential leads to some simplifications in the spectral representation.
2.1. Separable time-dependent potentials
Let us present the construction of the family of time-dependent potentials that we will consider
in this paper, and describe their properties with respect to the linear Schrödinger equation. More
details can be found in appendix A.
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Each potential we shall consider will be specified by a certain set of discrete data. Let
N andM be independent natural numbers. A set of discrete dataD consists ofM distinct
complex numbersλ1, . . . , λM in the upper half-plane, andM vectorsEg(1), . . . , Eg(M) in CN .
The discrete dataD are used to build a potential functionV0(x, t) in the following way.
Introduce the scalar expression









and theN -component vector expression
Eb(x, t, λ) =
M−1∑
p=0
λp Eb(p)(x, t). (2.2)
In these expressions, the coefficientsa(p)(x, t) andEb(p)(x, t) are undetermined functions ofx
andt . They will now be determined by the use of the discrete dataD. Fork = 1, . . . ,M, we
insist thata(x, t, λ) andEb(x, t, λ) satisfy the relations
a(x, t, λk) = Eg(k)†Eb(x, t, λk)
Eb(x, t, λ∗k) = −a(x, t, λ∗k)Eg(k).
(2.3)
These equations amount to a square linear inhomogeneous system of algebraic equations for
the coefficient functionsa(p)(x, t) and the components ofEb(p)(x, t). We will soon illustrate
this procedure with a concrete example. From the solution of this linear system, the potential






∣∣b(M−1)n (x, t)∣∣2. (2.4)
This functionV0(x, t) is a genuinely time-dependent potential well. Furthermore, it can be
shown thatV0(x, t) is in the Schwartz space as a function ofx, and itsL1 norm is constant in
t . The latter follows from the fact thatV0(x, t) can be viewed as the self-consistent nonlinear
potential for anN -component cubic nonlinear Schrödinger equation, which conserves the sum
of theL2 norms of theN field components, which are proportional to theb(M−1)n (x, t) for
n = 1, . . . , N .
2.2. Solution of the linear Schrödinger equation with a separable potential
Along with the potential functionV0(x, t), this construction starting from the discrete dataD
also provides all of the solutions of the corresponding linear Schrödinger equation [22]. These









a(x, t, λ) (2.5)
and let the functions9b,1(x, t), . . . , 9b,M(x, t) be the result of applying the Gram–Schmidt
procedure (inL2(R)with respect tox) to the functionsa(x, t, λ∗1), . . . , a(x, t, λ∗M) at any fixed
value oft . Then we have [22]:
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(a) Each function9d(x, t, λ) for λ ∈ R and each function9b,k(x, t) is a solution of the linear
Schr̈odinger equation with the potentialV0(x, t). The fact that theL2 inner product is an
invariant of the evolution shows that the functions9b,k(x, t) do not depend on the choice
of the timet at which they are obtained from the Gram–Schmidt process.
(b) For any fixedt , these functions form an orthonormal basis ofL2(R).
These facts show us how to solve the initial-value problem for the linear Schrödinger equation
for the potentialV0(x, t). Namely, to find the solution of
i∂tf + 12∂
2
x f − V0(x, t)f = 0 f (x, 0) = f0(x) ∈ L2(R) (2.6)
one simply projects the initial data onto the basis att = 0 by defining
f̂ (λ)
.= 〈9d(·, 0, λ), f0(·)〉 f̂k .= 〈9b,k(·, 0), f0(·)〉 (2.7)
and then recovers the solution as a superposition of modes






f̂ (λ)9d(x, t, λ)dλ. (2.8)
If the potentialV0(x, t) is slightly perturbed, it may still be convenient to expand in this basis,
but then the coefficientŝf (λ) andf̂1, . . . , f̂M will become time-dependent.
2.3. Qualitative description of separable potentials
Let us describe the types of potential functionsV0(x, t) that can be obtained by this procedure.
In the generic case when the real parts of the parametersλ1, . . . , λM are all distinct, these






0 (x, t) (2.9)
where the individual wells have the form
V
(k)±
0 (x, t) = −4ρ2k sech2(2ρk(x + 2σkt)− δ±k ) (2.10)
whereδ±k are constants that depend on the vectorsEg(1), . . . , Eg(M), and whereλk = σk + iρk.
Considered in isolation, each well carries a single bound state. When the wells collide for
finite t , the bound states can become mixed, and a statef (x, t) that is bound in a single well
ast →−∞will have a component in each well ast → +∞. The associated scattering matrix
can be computed exactly [21].
If some of the parametersλk share the same real partσ , then the asymptotics of the
potentialV0(x, t) in the frame moving with velocity−2σ will no longer be stationary, but will
be generally quasiperiodic. In particular, if all of the parametersλk are purely imaginary, then
the potentialV0(x, t) will generally be a quasiperiodic function of the timet . This is clear
because takingλk = iρk with ρk real and positive ensures that the only time dependence that
enters into the computation ofV0(x, t) is via the exponentials exp(±2iρ2k t). Such a potential
is automatically quasiperiodic. We can further ensure that the potential function is strictly






† ForM > 2. The potential is always periodic ifM = 2 and is stationary ifM = 1.
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where0 is some fundamental frequency andnk are distinct integers. This choice ensures that
the frequencies
ωjk
.= 2ρ2j − 2ρ2k = (nj − nk)0 (2.12)
are all integer multiples of0. Only the frequency differencesωjk are important because the
potential is given as a sum of absolute values (2.4). In fact, it can be seen from the form of the
linear system (2.3) that
b(p)n (x, t) = e2i(ρ
2
1+···+ρ2M)tGn,p({eiωjkt }, x) (2.13)
whereGn,p is, for each fixedx, a rational function of the exponentials exp(iωjkt). The
sufficiency of the relations (2.11) to guarantee time periodicity ofV (x, t) with a fundamental
frequency0 is then clear from (2.4).
2.4. Perturbed separable potentials and coupled-mode equations
As we have already suggested, the explicit basis of exact solutions derived in the previous
subsection forms a natural coordinate system in which to study perturbed problems. Let
W(x, t) be a correction to the potential energy, so that the equation becomes
ift =
(− 12∂2x + V0(x, t))f +W(x, t)f = H0(t)f +W(t)f. (2.14)
Here, V0(x, t) is a separable time-dependent potential built from the discrete dataD =
{λ1, . . . , λM, Eg(1), . . . , Eg(M)}. So we use completeness to expressf (x, t) for each fixedt
in terms of the basis of solutions of the unperturbed problem






Bd(t, λ)9d(x, t, λ)dλ. (2.15)
In the absence of the perturbationW(x, t), the mode amplitudesBb,k andBd(t, λ), λ ∈ R
are governed by the equations∂tBb,k = 0, ∂tBd(t, λ) = 0. In the presence of a perturbation
W(x, t) coupled-mode equationscan be derived by projecting (2.14) onto the basis elements
9b,k(x, t) and9d(x, t, λ). This yields the system ofcoupled-mode equations
i∂t EBb(t) =M(t) EBb(t) +
∫ ∞
−∞
Bd(t, λ) EN(t, λ)dλ
i∂tBd(t, η) = EN(t, η)† EBb(t) +
∫ ∞
−∞
K(t, η, λ)Bd(t, λ)dλ
(2.16)
for the coefficients of (x, t), whereEBb(t) is the vector of bound state amplitudesBb,k(t), and
where thematrix elementsof the perturbationW(x, t) are given explicitly by
Mkj (t) = 〈9b,k(·, t),W(·, t)9b,j (·, t)〉
Nk(t, λ) = 〈9b,k(·, t),W(·, t)9d(·, t, λ)〉
K(t, η, λ) = 〈9d(·, t, η),W(·, t)9d(·, t, λ)〉
(2.17)
whereNk(t, λ) are the components of the vectorEN(t, λ) andMkj (t) are the elements of the
matrixM(t). In particular, it follows that the matrixM(t) is Hermitian and the scalar kernel
K(t, η, λ) is Hermitian symmetric becauseW(x, t) is real. With the unperturbed problem
exactly diagonalized in this way, this system is a useful starting point for perturbation theory.
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2.5. Even two-soliton periodic potentials
In this subsection, we illustrate the procedures described above in some detail with an example
that is important in applications and that will guide the subsequent discussion. We consider
the caseN = 1 andM = 2, and accordingly introduce the expressions
a(x, t, λ) = (λ2 + a(1)(x, t)λ + a(0)(x, t))e−2i(λx+λ2t)
b(x, t, λ) = b(1)(x, t)λ + b(0)(x, t).
(2.18)
BecauseN = 1 these are both scalar expressions, and we have at the moment four complex-
valued unknown functions,a(0)(x, t), a(1)(x, t), b(0)(x, t) andb(1)(x, t). To find these, we
introduce the discrete dataλ1, λ2, g(1) and g(2) (again, here theg(k) are complex scalars
becauseN = 1). The linear equations (2.3) then become
(λ21 + a
(1)(x, t)λ1 + a
(0)(x, t))e−2i(λ1x+λ
2
1t) = g(1)∗(b(1)(x, t)λ1 + b(0)(x, t))
(λ22 + a
(1)(x, t)λ2 + a
(0)(x, t))e−2i(λ2x+λ
2
2t) = g(2)∗(b(1)(x, t)λ2 + b(0)(x, t))
(2.19)
and
b(1)(x, t)λ∗1 + b





b(1)(x, t)λ∗2 + b






Given the discrete dataD, one can solve these equations fora(0)(x, t), a(1)(x, t), b(0)(x, t) and
b(1)(x, t), say by Cramer’s rule, and thus obtain explicit expressions in terms of exponential
functions.
Specializing to the case ofλ1 = iρ1, λ2 = iρ2 (we assume without loss of generality
thatρ2 > ρ1), we obtain a time-periodic potential function, since the parametersλk are pure
imaginary and then the commensurability condition is automatically satisfied forM = 2.
Furthermore, choosing(1) = eiθ1 andg(2) = eiθ2 ensures that the potential function is even in
x. Indeed, we then find that withs = ρ2 + ρ1 andd = ρ2 − ρ1,
b(1)(x, t) = 2sd ρ1 cosh(2ρ2x) e
2iρ21 t+iθ1 − ρ2 cosh(2ρ1x) e2iρ22 t+iθ2
d2 cosh(2sx) + s2 cosh(2dx)− 4ρ1ρ2 cos(2sdt + θ2 − θ1) . (2.21)
The potential function is then given by
V0(x, t) = −4|b(1)(x, t)|2 (2.22)
which is easily seen to be periodic int with periodL = π/(sd), and an even function ofx.
The shapes of these time-periodic potential wells are shown in figures 1 and 2 forθ1 = θ2 = 0
and two different choices of the parametersρ1 andρ2. From the solution of the same linear
system, we also find




2ρ1ρ2 cos(ωt + (θ2 − θ1))− (ρ21 + ρ22)C + (ρ1 + ρ2)2S1S2
(2.23)
and
a(1)(x, t) = i (ρ
2
1 − ρ22)ρ1C2S1 + (ρ22 − ρ21)ρ2C1S2
2ρ1ρ2 cos(ωt + (θ2 − θ1))− (ρ21 + ρ22)C + (ρ1 + ρ2)2S1S2
(2.24)
whereSk
.= sinh(2ρkx), Ck .= cosh(2ρkx) andC .= cosh(2(ρ1 + ρ2)x), and where the
frequency isω = 2π/L = 2sd. Note thata(0)(x, t) is an even function ofx, while a(1)(x, t)
is odd. We may then write the mode functiona(x, t, λ) in the form
a(x, t, λ) = ((λ2 + a(0)(x, t)) cosh(−2iλx) + λa(1)(x, t) sinh(−2iλx)) e−2iλ2t
+
(
(λ2 + a(0)(x, t)) sinh(−2iλx) + λa(1)(x, t) cosh(−2iλx)) e−2iλ2t (2.25)
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Figure 1. The potential wellV0(x, t) for ρ1 = 1/
√
2 andρ2 = 1. The phase parameters are
θ1 = θ2 = 0. This well is time-periodic with periodL = 2π and even inx.
in which the first term is even inx and the second term is odd inx. Also, it is clear that
a(−x, t, λ) = a(x, t,−λ).
A particularly convenient orthonormal basis of the two-dimensional space of bound states
is given by the formulae
9
(e)





ρ1− ρ2a(x, t,−iρ1) +
2




















In this case, the even symmetry of the potentialV0(x, t) guarantees that we may choose one
basis element to be even and the other to be odd; we are using superscripts ‘(e)’ and ‘(o)’ to
refer to even and odd functions ofx, respectively. These bound state solutions of the linear
Schr̈odinger equation are shown in figures 3 and 4. The two bound state modes are Bloch
functions int , with the same Floquet multiplier exp(2iβbL) = exp(2iρ21L) = exp(2iρ22L).
Note that, in reference to the remark made at the end of section 2.1, the function9(e)b (x, t) is




xψ + |ψ |2ψ = 0. (2.27)
Correspondingly,V0(x, t) = −|ψ |2 is the self-consistent potential.
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Figure 2. The potential wellV0(x, t) for ρ1 = 14 and ρ2 = 34 . The phase parameters are
θ1 = θ2 = 0. This well is time-periodic with periodL = 2π and even inx.
It will also be useful to decompose the continuum into odd and even parts. Using the fact
thata(x, t,−λ) = a(−x, t, λ), define
9
(e)




(a(x, t, λ) + a(x, t,−λ))
9
(o)




(a(x, t, λ)− a(x, t,−λ))
(2.28)
whereλ > 0. The solutions9ed(x, t, λ) and9
(o)
d (x, t, λ) are also Bloch functions int of
periodL with Floquet multiplier exp(−2iλ2L).
These solutions of the unperturbed problem have the following inner products [22]:
〈9(e)b (·, t), 9(e)d (·, t, λ)〉 = 0
〈9(e)b (·, t), 9(e)b (·, t)〉 = 1
〈9(e)d (·, t, λ),9(e)d (·, t, η)〉 = δ(λ− η).
(2.29)
In this latter relation it is assumed that bothλ andη are positive real. Similar relations hold
among the odd solutions, and of course everything even is orthogonal to everything odd. If
the perturbationW(x, t) is also even inx, then this observation will allow us to treat the even
and odd parts of the fieldf (x, t) in isolation to all orders in the perturbation theory.
In our subsequent analysis of the coupled-mode equations for this family of periodic
potentials, we shall assume that the perturbationW(x, t) is also an even function ofx, and
thus restrict attention to the subspace of initial conditions,f (x, 0) which are either even or
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Figure 3. Equal phase contours for the even (a) and odd (b) modes superimposed on a density plot
of the corresponding square modulus. The parameter values areρ1 = 1/
√
2 andρ2 = 1. For these
values ofρ1 andρ2, the Floquet multiplier is equal to 1, and therefore these are periodic functions
of t .
odd inx. By the spatial symmetry ofV = V0 +W , f (x, t) has the same parity asf (x, 0). In
analogy with the above derivation of coupled-mode equations, we can then expandf (x, t) in
terms of (even or odd) modes of the unperturbed problem







d (x, t, λ)dλ (2.30)
whereα = e if f (x, 0) is even andα = o if f (x, 0) is odd. Coupled-mode equations
for the amplitudesB(α)b (t), B
(α)
d (t, λ), λ ∈ R analogous to those derived in the absence of
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Figure 4. Equal phase contours for the even (a) and odd (b) modes superimposed on a density plot
of the corresponding square modulus. The parameter values areρ1 = 14 andρ2 = 34 . Here, the
Floquet multiplier is not equal to 1, and the modes are not periodic int , although they have Bloch
form.
any particular symmetry can then be derived by projecting the dynamical system (2.14) onto
these even and odd basis modes. In section 3 we show, by using the Floquet factorization
of the unitary evolution associated with the unperturbed dynamics, that these coupled-mode
equations can be re-expressed as the following system (cf the system (3.15)) which is more
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amenable to our techniques:




i∂tAd(t, η)− 2η2Ad(t, η) = N(p)(t, η)∗Ab(t) +
∫ ∞
0




.= Bb(t) e2iβbt Ad(t, λ) .= Bd(t, λ)e−2iλ2t (2.32)
and where the scalar coefficients, all periodic with periodL, are
M(t) = 〈9b(·, t),W(·, t)9b(·, t)〉
N(p)(t, λ) = 〈9b(·, t),W(·, t)9d(·, t, λ)〉 e2i(λ2+βb)t
K(p)(t, η, λ) = 〈9d(·, t, η),W(·, t)9d(·, t, λ)〉 e2i(λ2−η2)t .
(2.33)
Remark. To avoid cumbersome formulae, we have omitted the superscripts (o) and (e), with
the understanding that the amplitudes correspond to either one type or the other, depending on
the parity off (x, 0).
The system (2.31) may be viewed as that governing a family of oscillators: a single discrete
oscillator whose amplitude isAb(t) coupled to a continuum of oscillators with amplitudes
Ad(t, η), η ∈ R+.
In section 4 we shall analyse the coupled-mode system (2.31), and determine the detailed
asymptotic behaviour of its solutions for smallW(x, t) over different time scales.
3. Coupled-mode equations for periodic potentials
Consider a dynamical system of the form (1.6), where both the unperturbed and the perturbed
potential are time periodic with the same periodL. We will encounter a concrete example
of such a problem in section 5. Floquet theory [1] suggests the introduction of a new time-
periodic basis, with respect to which the problem (2.14) becomes a periodic perturbation of an
autonomousHamiltonian system. This change of basis transforms the problem at hand into
one similar to that treated in [15, 28]. Similar methods are used along with resonance theory
in a weakly nonlinear setting in [25].
3.1. Floquet factorization
Let U(t) denote the unitary evolution operator (or propagator) of the unperturbed problem,
so that for anyL2(R) functionf (x), f (x, t) = U(t)f (x) is the solution of the unperturbed
problem withf (x, 0) = f (x). As a consequence of the periodicity, the evolution operator
can be factored into two operators onL2(R)
U(t) = P(t) e−itB (3.1)
whereP(t + L) = P(t) andB is independent oft . This factorization can be motivated by
the observation that by periodicity, there is an operatorM satisfyingU(t +L) = U(t)M, and
that by settingt = 0, in fact, one hasM = U(L). SinceU(L) is unitary, one can find a
self-adjoint operatorB such thatM = U(L) = e−iLB. This operatorB, in turn, defines the
Abelian unitary group e−itB. Now it is easy to see thatP(t) = U(t) eitB is a unitary operator
satisfyingP(t +L) = P(t).
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LetW(t) be the operator of multiplication by the correction to the potentialW(x, t), and
sety(x, t) = P(t)†f (x, t). Then, the perturbed equation (1.6) becomes
i∂ty − By = W̃(t)y (3.2)
whereW̃(t) .= P(t)†W(t)P(t), a ‘dressing’ ofW(t). The form of (3.2) is similar to the type
of problem treated in [15, 28]. The ‘unperturbed Hamiltonian’B is time-independent, and self-
adjoint. The perturbatioñW(t) is localized, self-adjoint and time-periodic because the periods
of P(t) andW(t) are equal. Typically the perturbation contains frequency components at all
overtones of the fundamental frequency, and thus the version of the theory described in [15] is
most appropriate. The key qualitative difference between the present situation and that treated
in [15] is that here the unperturbed operator can have multiple bound states. We will soon
introduce a symmetry that removes this difficulty from the scope of this paper. However, the
methods of [15, 28] can be extended to give results on radiation damping due to the coupling
of multiple discrete modes to the continuum for a general class of spatially localized and
time-dependent perturbations [16].
In fact, one can simplify the problem even further by invoking the spectral theorem for
the self-adjoint operatorB. This guarantees the existence of an isomorphismV : L2(R) →
L2(6, dµ) to the space of square-integrable functions on some set6with measure dµ, such that
VB = T V whereT is a real diagonal operator onL2(6, dµ) (i.e. an operator of multiplication
by a bounded function from6 toR). Settingz(t) = Vy(t), we find the equation
i∂tz− T z = VW̃(t)V†z. (3.3)
In quantum mechanics, making the transformation from (2.14) to (3.3) to facilitate the study
of perturbations is known as going from theSchr̈odinger pictureto theinteraction picture.
In the particular example we will analyse in detail, arising from even perturbations
of the two-soliton even potential described at the end of section 2, the operatorB has a
single degenerate eigenvalue of−2βb < 0 of geometric multiplicity two. By restricting
separately to even and odd spaces of initial conditions (which is possible because the potential
V0(x, t)+W(x, t) is symmetric inx), the problem is reduced to one which, formally, is precisely
of the type studied in [15]. We may then apply the methods developed in [15] (subject to some
appropriate hypotheses) without modification.
We now use our explicit knowledge developed in section 2 of the unitary propagatorU(t)
corresponding to a time-periodic separable potentialV0(x, t) to find the operatorsP(t) and
B, and then to diagonalizeB. This effectively implements the programme described above
and casts the perturbed problem (2.14) into a form (3.3) more suitable for analysis. We begin
with the observation that each element of the basis of solutions of the unperturbed problem is
a Bloch function or Floquet mode. We have
9d(x, t +L, λ) = e−2iλ2L9d(x, t, λ) (3.4)
whereλ is arbitrary real. Also, we have
a(x, t +L,−iρk) = e2iρ2k La(x, t,−iρk). (3.5)
Note that the commensurability relations (2.11) imply quite generally that the Floquet
multipliers exp(2iρ2kL) are all equal. This generalizes the observation made above in the
context of the two-soliton potentials. This means that the entireM-dimensional subspace
of bound states consists of degenerate Floquet modes. In particular, the elements of any
522 P D Miller et al
orthonormal basis{9b,k(x, t), k = 1, . . . ,M} have the same Floquet multiplier† exp(2iβbL).
It now follows from (3.4) and (3.5) that the functions defined by
9
(p)
d (x, t, λ)






are time-periodic with periodL, as denoted by the superscript ‘(p)’.
As described in section 2, the solution of the unperturbed problem with initial dataf (x)
is expanded as




〈9b,k(·, 0), f (·)〉9b,k(x, t) +
∫ ∞
−∞








〈9(p)d (·, 0, λ),e−2iλ
2t f (·)〉9(p)d (x, t, λ)dλ. (3.7)








〈9(p)d (·, 0, λ),e−2iλ





〈9(p)b,k(·, 0), g(·)〉9(p)b,k(x, t) +
∫ ∞
−∞
〈9(p)d (·, 0, λ), g(·)〉9(p)d (x, t, λ)dλ. (3.9)
We have used, several times, the fact that at= 0 there is no distinction between the
basis elements and their periodic counterparts defined by (3.6). It is easy to see that
f (x, t) = U(t)f (x) = P(t) e−itBf (x) is the solution of the unperturbed initial-value problem
with dataf (x) ∈ L2(R) and thatP(t) is periodic with periodL andU(L) = e−iLB.
The generator of the Abelian unitary group e−itB is








〈9(p)b,k(·, 0),−2βbf (·)〉9(p)b,k(x, 0) +
∫ ∞
−∞




〈9b,k(·, 0),−2βbf (·)〉9b,k(x, 0) +
∫ ∞
−∞
〈9d(·, 0, λ),2λ2f (·)〉9d(x, 0, λ)dλ.
(3.10)
In the last step we have dropped the superscripts ‘(p)’ since everything is evaluated att = 0.
This formula for the self-adjoint operatorB makes clear its spectral decomposition. The
† Recall that the Floquet exponents are not unique but that the Floquet multipliers are. Identification of the Floquet
exponents with a single numberβb > 0 amounts to a particular choice of branch of the logarithm.
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isomorphismV takes a functiong(x) ∈ L2(R) to a functionAd(λ) for λ ∈ R and a set ofM
numbersAb,k for k = 1, . . . ,M defined by
Ad(λ)
.= 〈9(p)d (·, 0, λ), g(·)〉 (3.11)
and fork = 1, . . . ,M,
Ab,k
.= 〈9(p)b,k(·, 0), g(·)〉. (3.12)




















It is now easy to use the definition of the unitary periodic operatorP(t) and the unitary
isomorphismV, along with the completeness relation to compute the dressed operatorVW̃(t)V†
and thus write the perturbed problem (2.14) in the simple form (3.3). The dynamical unknowns
are in the range ofV, the spaceL2(6, dµ), and are given in terms off (x, t), the solution of
(2.14), by
Ab,k = (VP(t)†f (·, t))b,k = 〈9(p)b,k(·, t), f (·, t)〉
Ad(λ) = (VP(t)†f (·, t))d(λ) = 〈9(p)d (·, t, λ), f (·, t)〉.
(3.14)
Whenf (x, t) satisfies (2.14), these quantities satisfy the system




i∂tAd(η)− 2η2Ad(η) = EN(p)(t, η)† EAb +
∫ ∞
−∞
K(p)(t, η, λ)Ad(λ) dλ
(3.15)
where EAb is the vector of componentsAb,1, . . . , Ab,M , and the time-periodic matrix elements
are defined in terms of (2.17) by
EN(p)(t, λ) .= e2i(λ2+βb)t EN(t, λ)
K(p)(t, η, λ)
.= e2i(λ2−η2)tK(t, η, λ).
(3.16)
The periodicity of these matrix elements whenW(x, t) is periodic with periodL is also clear
from these explicit formulae and the Bloch relations (3.4) and (3.5) for the basis of solutions;
these imply similar ones for the matrix elements defined by (2.17). We have
M(t +L) =M(t)
EN(t +L, λ) = e−2i(λ2+βb)L EN(t, λ)
K(t +L, η, λ) = e2i(η2−λ2)LK(t, η, λ).
(3.17)
Of course, the right-hand side of (3.15) is just the operatorVW̃(t)V† operating on the dynamical
unknowns. Similarly, the perturbation operatorW̃(t) operating in the spaceL2(R) can be






























K(p)(t, λ, η)〈9d(·, 0, η), f (·)〉9d(x, 0, λ)dλ dη. (3.18)
For the special choice ofV0(x, t) discussed at the end of section 2, evenness implies that
there is one bound state of each parity. If the perturbationW(x, t) also has even symmetry
in x, the coupled-mode system (3.15) reduces to a system of the type (2.31) when the initial
condition is restricted to either even or odd parity. It is easily checked that the unknowns as
defined above correspond exactly to those defined in section 2 for the system (2.31).
4. Analysis of the coupled-mode equations
In this section we study the structural instability of the even and odd breather modes introduced
at the end of section 2 associated with the two-soliton time-periodic even potentials. We first
give a simple argument valid for short times that in the presence of a perturbationW(x, t)
to the potentialV0(x, t), the bound state begins to decay initially. We then seek to capture
the dynamics for longer times, primarily to show that this initial phase of decay does not
reverse itself, but takes on a different, exponentially decaying, character. The decay will
be first calculated formally, using asymptotic expansions and the method of multiple scales.
Then, using the results of Kirr and Weinstein [15], we show that, at least in the odd case,
it is possible to make statements about the decay process that are valid globally in time. In
particular, these arguments will rigorously justify the formal results for the odd case, and will
show that the exponential decay model is only a valid approximation until it becomes smaller
than the dispersive part of the solution. The bound state ultimately dies algebraically in time,
qualitatively indistinguishable from the dispersive components of the solution to which it is
orthogonal.
4.1. Small-time analysis. The watched pot effect
A simple calculation carried out at the level of the coupled-mode equations (2.31) shows that
the effect of the perturbation is to cause the bound state to decay immediately both forward and
backward in time. More complicated calculations will be required to show that the decay does
not stop or reverse for longer times, although it takes on a different character. The approach
in the small-time analysis is simply to expand the solution in Taylor series
Ab(t) = Ab(0) + c1t + c2t2 + O(t3)
Ad(λ, t) = d1(λ)t + O(t2)
(4.1)
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and use the (known) Taylor expansions of the matrix elements, in particular,
M(t) = M(0) +M ′(0)t + O(t2)
N(p)(t, λ) = N(p)(0, λ) + O(t). (4.2)













id1(η)−N(p)(0, η)∗Ab(0) = O(t).
(4.3)
Solving forc1 andc2 yields an approximation forAb(t), valid for smallt
Ab(t) = Ab(0)
[
1− i (M(0)− 2βb) t
− 12
(














|N(p)(0, λ)|2 dλ + O(t3)
]
. (4.5)
Note that the smallness of the perturbation is not exploited in these calculations. This Taylor
expansion shows that the initial phase of the evolution is a process of radiative decay, since
|Ab(t)|2 < |Ab(0)|2 for all non-zerot in some neighbourhood oft = 0. The decay is symmetric
in time.
The fact that the decay is an order O(t2) effect is quite general† and is well known in the
perturbation theory of stationary Schrödinger equations. It has an interesting interpretation in
the quantum theory of ideal measurements, the so-called ‘watched pot effect’. Suppose that an
ideal measurement is made at some point during the evolution of the wavefunction to determine
whether the state is bound, and the measurement yields a positive result. The probability of
† In the general setting, the decay is a simple consequence of the Cauchy–Schwarz inequality. One supposes that
U(t) is the unitary propagator of the possibly time-dependent unperturbed problem:
iUt (t)φ0 = H0(t)U(t)φ0
for all statesφ0. One then considers the perturbed equation
iψt = (H0(t) +W(t))ψ
by settingψ(t) = U(t)φ(t), giving the ‘interaction picture’ equation
iφt = U(t)†W(t)U(t)φ
which one solves by Taylor series int . The result is
φ(t) = (I − iW(0)t + 12 t2(−iW ′(0)−W(0)2 + [H0(0),W(0)]) + O(t3))φ(0).
The probability of remaining in the unperturbed state is then found to be (using self-adjointness of bothW(0) and
H0(0))
|〈U(t)φ(0),U(t)φ(t)〉|2 = |〈φ(0), φ(t)〉|2
= ‖φ(0)‖42 − (‖W(0)φ(0)‖22‖φ(0)‖22 − |〈φ(0),W(0)φ(0)〉|2)t2 + O(t3).
This quantity is initially decreasing in time as a consequence of the Cauchy–Schwarz inequality.
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a positive result at timet is |Ab(t)|2/|Ab(0)|2. The theory of ideal measurements says that
as a consequence of the measurement disturbing the system, the wavefunction ‘collapses’
upon a positive result to the bound state, and evolution of the wavefunction according to the
Schr̈odinger equation continues from this ‘reset’ bound state. One may then try to determine
the asymptotic effect of making many such measurements in a finite time interval. In particular,
we can ask about the limiting probability of finding the system in the bound state aftere chof
n ideal measurements performed at timestn = T/n, asn→∞. After each positive result, the
wavefunction collapses and the experiment is restarted. The Schrödinger evolution takes place
over short time intervals so it is appropriate to replace the probability in each intervalp(t) by
its short-time approximationp(t) = 1− (αt)2 + O(t3). Thenmeasurements are independent
events, so the probability of always finding the system bound after each measurement is
simply
Pn = p(T /n)n. (4.6)
Because the ‘time slice’ decay probability 1− p(t) is quadratic int , Pn tends to unity† as
n→∞, regardless of the value ofT . So if the measurements are performed infinitely often,
the decay of the bound state never occurs. The quantum ‘watched pot’ never boils.
4.2. Multiple-scales analysis
We begin the multiple-scales analysis by assuming that the correctionW(x, t) = W(x, t; ε)
to the potential energy has an expansion in a small parameter,ε (see, for example,
equation (5.11)),
W(x, t; ε) = εW1(x, t) + O(ε2). (4.7)
It then follows that the coupling coefficient functions in (2.31) have formal expansions for
smallε,
M(t) = εM1(t) + ε2M2(t) + O(ε3)
N(p)(t, λ) = εN(p)1 (t, λ) + O(ε2)






1 (t, η, λ) correspond to the expressions forM(t), N
(p) andK(p)
in (2.33) withW replaced byW1.
The amplitudesAb(t; ε) andAd(t, λ; ε) are assumed to have asymptotic expansions of
the form
Ab(t; ε) = A(0)b (T0, T1, T2, . . .) + εA(1)b (T0, T1, T2, . . .) + ε2A(2)b (T0, T1, T2, . . .) + O(ε3)
Ad(t, λ; ε) = A(0)d (T0, T1, T2, . . . , λ) + εA(1)d (T0, T1, T2, . . . , λ) + O(ε2)
(4.9)
where theTk
.= εkt are time scale variables. Such expansions of given functionsAb(t; ε) and
Ad(t, λ; ε) are highly non-unique. However, the guiding principle of the method of multiple
scales (see, for example, [12]) stipulates that the dependence of the various terms on the ‘slow’
timesT1, T2, and so on is chosen so that each term is uniformly bounded as a function of the
‘fast’ time T0. This procedure is quite systematic, and is supposed to keep the error terms in
any truncation uniformly small in time intervals whereTk is bounded for somek asε tends to
† The superlinear nature of the decay probability is important. Ifp(t) = 1−|αt |+O(t2), thenPn tends to e−|αT | < 1
instead.
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zero. We will see by comparison with the rigorous results that this formal procedure indeed
works as advertised.
One now substitutes these expansions into the system (2.31) and expands the time
derivative operating on the expansion coefficients in (4.9) according to the chain rule,
∂t = ∂T0 + ε∂T1 + ε2∂T2 + · · · . (4.10)
The coupling coefficients, all being periodic functions oft with periodL independent ofε,
are taken to be explicit functions oft = T0 only. Substituting them into (2.31) along with the
expansions (4.9) and the chain rule formula (4.10), and equating terms with the same powers





























































d (η)− 2η2A(2)d (η) = · · ·
(4.13)
and so on. Our initial conditions are encoded in the expansions (4.9) asA(0)b (0, 0, 0, . . .) = Ab0,
A
(0)
d (0, 0, 0, . . . , λ) = 0, and forj > 1, A(j)b (0, 0, 0, . . .) = A(j)d (0, 0, 0, . . . , λ) = 0. We
now proceed to solve the hierarchy sequentially.
Solving equations (4.11) at order O(1) subject to the initial conditions gives
A
(0)
b = Ce2iβbT0 A(0)d (η) = 0 (4.14)
whereC = C(T1, T2, . . .) satisfies the initial conditionC(0, 0, . . .) = Ab0 but is otherwise
undetermined at this stage.




b = f e2iβbT0 (4.15)
which leads to the equation
∂T0f = −∂T1C − iM1(T0)C. (4.16)
Integrating with the use of the initial conditionf (T0 = 0) = 0, and keeping in mind thatT1
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We need this correction to be bounded as a function ofT0 so that the asymptotic expansion will
be well-ordered for long times. SinceM1(s) is a periodic function of periodL, this requirement
uniquely determines∂T1C,







C = De−iM1T1 D = D(T2, . . .) D(0, . . .) = Ab0. (4.19)
Putting together what we have for the bound state amplitude at this time,
A
(0)







This has been the first application in our calculation of the guiding principle of the method of
multiple scales, that dependence of expansion terms on ‘slow’ times is chosen to ensure that
the expansion terms are uniformly bounded with respect to the ‘fast’ timeT0. Now we solve
for the correction to the dispersive mode amplitude at this order (in fact, the leading term)
using the second of equations (4.12). Substituting the expressions from the previous order and
using the initial conditions gives a unique expression
A
(1)








Continuing systematically with equation (4.13) for the bound state amplitude correction




b = he−iM1T1e2iβbT0. (4.22)
We find forh the simple equation





















∗ ds dλ. (4.24)
Equation (4.23) can be analysed as follows. By linearity, we can expressh a a sum:
h = h1 + h2, where









∂T0h2 = −∂T2D −D · γ (T0)
(4.25)
and where we assume the initial conditionsh1(T0 = 0) = h2(T0 = 0) = 0. Integrating the
equation forh1 exactly using the initial condition gives






which is periodic, and in particular bounded, by periodicity ofM1(T0).
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We now want to select the dependence ofD on the slow timeT2 such thath2, as found
from the second of equations (4.25), is a bounded function ofT0. Using the initial condition
to integrate the equation forh2 with respect toT0 while holdingT2 fixed gives
h2 = −T0∂T2D −D
∫ T0
0
γ (s) ds. (4.27)
Clearly, the possibility of choosingD(T2) so that expression (4.27) is bounded inT0 depends
on the behaviour ofγ (T0) in the limits T0 → ±∞. We now studyγ (T0) for large
|T0|.
We can compute thes-integral in (4.24) exactly if we introduce the Fourier series for the
periodic functionN(p)1 (T0, λ),
N
(p)









Substituting the Fourier series into (4.24), integrating term by term with respect tos, and
changing variables toσ = λ2, we arrive at















e−2i(σ−σn)T0 − e2π i(n−k)T0/L] dσ
(4.30)
where the resonancesσn are defined by
σn
.= πn/L− βb. (4.31)
Note that for all terms havingσk > 0, the difference of the exponentials in the integrand
vanishes forσ = σk, so there is no singularity. Moreover, the Fourier coefficientsN1,n(λ)
are by construction analytic functions ofλ for λ in a sector including the real axis, and so the
quantitiesN1,n(
√
σ) are analytic in a neighbourhood of the positive realσ -axis. This property
extends to the whole integrand, and we may therefore deform the integration contour away
from the real axis in an effort to study the behaviour for large|T0| by a steepest-descents-type
argument.
For positiveT0, we deform the contour into the lower half-plane. Forδ > 0, letCδ+ be the
contour consisting of the diagonal segment from 0 to(1− i)δ followed by the horizontal ray
from (1− i)δ to−iδ +∞ (see figure 5). We have














































= γ0(T0) + γ +1 (T0) + γ +2 (T0) (4.32)
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Figure 5. The deformed integration contoursCδ+ andC
δ−.
so that on the new contourCδ+ the two integrals converge independently. The termγ0(T0) is
periodic inT0 with periodL and mean value iM2. The termγ +2 (T0) is also a periodic function
of T0 with periodL. Its mean value is given by the terms in the sum withn = k,











Lettingδ tend to zero does not alter the value of the integral, and then we may use the Plemelj–
Sokhotski formula† to evaluate the terms withσn > 0 to find
































Finally, consider the termγ +1 (T0). Its time integral, calculated term by term, is∫ T0
0












σ(σ − σk)(σ − σn)
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σ(σ − σk)(σ − σn)
e−2i(σ−σn)T0 dσ. (4.37)
The first term is independent ofT0 (and also ofδ > 0, since the integral converges and the
integrand is analytic). In the second term, the real part of the exponent is negative forT0 > 0, so
† This is merely the distributional identity
(x ± i0)−1 = PVx−1 ∓ iπδ(x).
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for T0 large and positive, the integrand is exponentially small except in a small neighbourhood
of σ = 0. This small neighbourhood gives a leading contribution to the integrand that is
O(T −1/20 ), and in particular is bounded for largeT0 > 0.
Putting these results together, we find that for largeT0 > 0, we have∫ T0
0
γ (s) ds = (iM2 − i32 + 02)T0 + O(1). (4.38)
Going back to (4.27), it is clear that choosing
∂T2D = −(iM2 − i32 + 02)D (4.39)
will lead to a solutionh2(T0) that is uniformly bounded for allT0 > 0. Also note that the first









to the expression forh2(T0). We writeh2(T0) = h2,M(T0) + h̃2(T0).
To find the behaviour ofγ (T0) and its time integral asT0 tends to−∞, we repeat the
above steps, this time deforming the integration contour into the upper half-plane to facilitate
the steepest-descents argument. The path of integration is nowCδ− (see figure 5). The only
difference is in the sign of02; the correct choice for a bounded solution for allT0 is
∂T2D = −(iM2 − i32 + sgn(T0)02)D. (4.41)
Thus, the method of multiple scales gives the following approximation to the bound state
mode amplitude:




























It is not hard to see that an asymptotically equivalent expression is just







This asymptotic formula is expected to be uniformly valid asε tends to zero for all|t | < Kε−2
for any constantK.
So the behaviour of the bound state amplitude under the influence of a periodic
perturbation, as predicted by the multiple-scale theory, is dominated by two effects, a shift
in frequency accompanied by exponential decay. The shift in frequency is an order O(ε)
effect, coming fromM. This shift can be traced back to the influence of the perturbation
directly on the bound state; there is no coupling to any other modes in this term. The order
O(ε2) effects include both a further adjustment to the frequency through the quantityε232, the
Lamb shift, and exponential decay through the quantityε202. Clearly, these two numbers are
the real and imaginary parts of the same complex frequency. Unlike the leading-order phase
shift, both of these effects are clearly due to the resonant coupling between the bound state
and the continuum that is introduced and mediated by the periodic perturbation. Due to the
exponential decay, the lifetime of the bound state is seen to be approximatelyε−2/02, which
is quite long for smallε. For this reason, under small perturbations of the potential energy the
state is calledmetastable.
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Remark. The validity of this expansion procedure is clearly called into question if any of
the resonancesσn are very close to zero, in which case the complex frequency32 + i02 is
potentially large. The breakdown of the expansion in this case indicates the presence of a
parametric zero-energy resonance. Note, however, that in the odd case the matrix element
N(p)(t, λ) vanishes asλ tends to zero, and therefore so do the corresponding Fourier coefficients
(and, in particular, they vanish to leading order inε, that is,N1,n(λ) vanishes atλ = 0 for all
n). This suggests that the expansion (4.43) continues to hold in the odd case as the parameters
ρ1 andρ2 of the two-soliton potential are varied so as to cause a resonanceσn(ρ1, ρ2) to pass
through zero. In the even case, however, behaviour possibly very different from that predicted
by the formula (4.43) is expected if a resonance is close to zero. We plan to investigate
this phenomenon analytically; however, in this paper we will demonstrate the effects of a
parametric zero-energy resonance in both the even and odd cases with numerical simulations.
Sudden changes in the behaviour of a simple model for atomic ionization as a parameter is
smoothly varied, causing the system to pass through a zero-energy resonance, have recently
been observed and compared with experiment by Costinet al [7].
4.3. Rigorous analysis and infinite-time results
The multiple-scale analysis of the preceding section leads to an asymptotic formula for the
decaying bound state amplitude that is valid on time intervals of orderε−2. In this section,
we will establish the validity of the asymptotic formula (4.43) in certain circumstances using
the results of Kirr and Weinstein [15]. When applicable, these results also yield a detailed
description of the solution ast →±∞.
More precisely, we now study the perturbed periodic system in the form obtained by use
of Floquet factorization of the time-periodic unperturbed HamiltonianH0(t),
i∂ty − By = W̃(t)y. (4.44)
The self-adjoint operatorB : L2(R)→ L2(R) defined in section 3 can be thought of as a time-
independent Hamiltonian, and the idea is to apply the theory of periodic (or almost periodic)
perturbations of autonomous linear Hamiltonian systems as developed in [15, 28] directly to
the problem in this form.
As we did in the multiple-scales analysis, we will restrict attention to the special case
of periodically perturbed even two-soliton periodic potentials. As we know, in this case the
operatorB has exactly twoL2 eigenfunctions, one an even function ofx and the other an odd
function ofx. SinceL2 is the direct sum of its two subspacesL2(e,o) of even and odd functions,
and sinceB leaves each subspace invariant, we may study the problem (4.44) restricted to one
subspace at a time. This reduction results in an unperturbed problem with a single bound state,
and to such problems the results described in [15, 28] can be applied without modification.
On each subspaceL2(e,o)(R), the operatorB is explicitly given by




〈9(e,o)d (·, 0, λ),2λ2f (·)〉9(e,o)d (x, 0, λ)dλ (4.45)
where the functions9(e,o)b (x, t) and9
(e,o)
d (x, t, λ) are defined given the parametersρ1 andρ2
in section 2. The hypotheses required in [15] of the even and odd restrictions of the operator
B are reproduced here adapted to our application.
(H1) The even and odd restrictions ofB are densely defined on subspaces ofL2(e,o)(R) and
have self-adjoint extensions to all ofL2(e,o)(R).
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(H2) The spectrum ofB in each ofL2(e,o)(R) consists of an absolutely continuous part
σ
(e,o)
cont (B) = [0,∞] with associated spectral projectionP (e,o)c and a single isolated
eigenvalueλ0 = −2βb with corresponding normalized eigenstateψ0(x) = 9(e,o)b (x, 0),
so that
Bψ0 = λ0ψ0 ‖ψ0‖2 = 1. (4.46)
(H3) The odd restriction ofB satisfies twodispersive local decay estimates. There exist
constantsCns andCs such that
(a) The non-singular local decay estimate
‖〈·〉−7/2e−iBtP (o)c f ‖2 6 Cns〈t〉−3/2‖〈·〉7/2f ‖2 (4.47)
holds for allf ∈ L2(o)(R).
(b) The singular local decay estimate
‖〈·〉−7/2e−iBt (B − 2µ− 2iκ0)−1P (o)c f ‖2 6 Cs〈t〉−3/2‖〈·〉7/2f ‖2 (4.48)
whereκ = sgn(t), holds uniformly for allµ satisfying|µ| > µmin > 0, that is, the
constantCs only depends onµmin.
The local decay hypotheses are established in appendix B. We remark here that due to azero-
energy resonance, the decay estimates that are established in appendix B for the even case are of
the form (4.47) and (4.48) but with decay rate〈t〉−1/2 (this is a sharp estimate). Unfortunately,
this slower rate of decay precludes the direct application of the results in [15, 28]. On the other
hand, as long as the perturbation does not create a resonanceµ that is close to zero, we can
expect similar results to hold in the even case over time scales of length|t | < K/ε2, since
there is no obvious difficulty with the multiple-scales analysis.
The application of the results of [15, 28] also requires some hypotheses to be satisfied
by the perturbation operator̃W(t) and its relation to the unperturbed HamiltonianB. The
perturbation operator acting onL2(e,o)(R) takes the form
W̃(t)f (x) =
(





















d (x, 0, λ)dλ. (4.49)
We recall that the periodic ‘matrix elements’ in the above expression are defined in terms of
either the odd or even modes by (2.33). This operator, being periodic int with periodL, has





where each operator̃Wk has the same form as (4.49) with the functionsM(t), N(p)(t, λ) and
K(p)(t, λ, η) replaced by the correspondingkth Fourier coefficients,Mk,Nk(λ) andKk(λ, η),
respectively. The hypotheses required in [15] of the perturbation adapted to this context are:
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(‖〈·〉7/2W̃k‖L(L2(R)) + ‖〈·〉7/2W̃k〈·〉7/2‖L(L2(R))) <∞. (4.52)





〈W̃nψ0, δ(B − 2σn)W̃nψ0〉 > 0 (4.53)
where the resonances are defined byσn = (λ0 + 2πn/L)/2 = −βb + nπ/L. Heren0 is
the smallest positive integer for whichσn0 > 0. Note that since




∗9(e,o)d (x, 0, λ)dλ (4.54)
and since forσ > 0
〈f (·), δ(B − 2σ)f (·)〉 =
∫ ∞
0
|(VP (e,o)c f )(λ)|2δ(2λ2 − 2σ) dλ =















Note that ifNn(λ) has an expansion in a small parameterε, with its leading term linear inε
as was assumed in the multiple-scale analysis, then the leading term of the corresponding
expansion for0(ε) is exactlyε202, where02 is correctly obtained by the multiple-scale
analysis and is given by (4.36). The constant0 is a decay rate associated with the bound
state of the unperturbed system. The statement that expression (4.53) should be positive
for decay to occur as a consequence of resonant coupling to the continuum is attributed
to Fermi and is known as ‘Fermi’s golden rule’. Again, because the decay constant0 is
quadratic in the size of the perturbation, the exponential decay process is very slow for
small perturbations. Thus, in the presence of a small perturbationW(x, t), the bound state
is said to be metastable.
(H6) There are no finite accumulation points of the resonancesσn, n > n0. This is
satisfied automatically because the Fourier expansion ofW̃(t) is that of a periodic
function. The point here is that the results in [15] are more general; for example, this
hypothesis is satisfied by finite Fourier sums with incommensurate frequencies. Yet further
generalizations can be found in [15].
Verifying the hypothesis (H4) would seem to require more detailed information about the
correction to the potential energyW(x, t) than we have used thus far. We merely point out
at this time that by elementary Cauchy–Schwarz arguments applied to the unitarily equivalent











|Kn(λ, η)|2 dλ dη. (4.57)
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Assuming these bounds are all finite, which is really a question of the smoothness and decay
of ‘snapshots’ of the functionW(x, t) at fixedt , we see that the first required bound in (H4)
will be satisfied if the Fourier coefficients of the functionW(x, t) in t decay faster than, say,
1/n. This is because the other periodic contributions come from the analytic eigenfunctions,
whose Fourier coefficients decay faster than 1/ p for anyp > 0. Therefore, not much beyond
continuity in t is required ofW(x, t), at least for this simpler estimate. More restrictions are
certainly required to satisfy the second estimate of (H4).
These hypotheses imply the following results:
Proposition 4.1 (theorem 2.1 of [15]).LetB andW̃(t) satisfy the above hypotheses and let
an odd functiony0(x) be given such that〈x〉7/2y0(x) ∈ L2(o)(R). Lety(x, t) be the solution of
(4.44) with initial conditiony(x, 0) = y0(x). Then if|‖W̃(·)‖| is sufficiently small there exists
a constantC such that
‖〈·〉−7/2y(·, t)‖2 6 C〈t〉−3/2‖〈·〉7/2y0(·)‖2 (4.58)
holds for allt ∈ R.
Proposition 4.2 (theorem 2.2 of [15]).Assume the same hypotheses ofB andW̃(t). Then if
|‖W̃(·)‖| is sufficiently small, the solutiony(x, t) of (4.44) corresponding to the odd initial
conditiony0(x) with 〈x〉7/2y0(x) ∈ L2(o)(R) is of the form











〈W̃nψ0,PV(B − 2σn)−1P (o)c W̃nψ0〉 (4.60)
and where
• the phase correctionr1(t) is uniformly bounded andO(|‖W̃(·)‖|2);
• the bound state amplitude errorr2(t) is O(|‖W̃(·)‖|) uniformly for all |t | < K/0 for all
fixedK and decays for large time asO(〈t〉−3/2);
• the correctionỹ(x, t) is orthogonal to the bound state:〈ψ0, ỹ(·, t)〉 = 0 for all t , and
satisfies the dispersive decay estimate‖〈·〉−7/2ỹ(·, t)‖2 = O(〈t〉−3/2) for large t .
Remark. Propositions 4.1 and 4.2 would appear to say that all initial conditions decay
exponentially and then algebraically. However, a more careful reading shows that it is possible
for there to be a transient stage of growth, before the decay ultimately sets in. This is because
the error terms, although small when the perturbation is small, are notunif rmlysmall for all
initial conditionsy0(x) such that〈x〉7/2y0(x) ranges over the unit sphere inL2(R). So, for
each fixed perturbationW(x, t), no matter how small, it is possible to find an initial condition
y0(x, t) that grows before it decays. This is achieved by the following thought experiment.
Suppose the periodic perturbationW(x, t) is fixed and even in timet . Now pick any initial
conditiony0(x) so that〈x〉7/2y0(x) ∈ L2(R). Proposition 4.1 guarantees that after a sufficiently
large numberN of periods, the size of the solution of (4.44) when measured in the weighted
L2 norm is as small as we please. Note that throughout this process, the solution continues
to satisfy‖〈·〉7/2y(·, t)‖2 < ∞. So now, start again att = 0 with the new initial condition
y0(x) = y(x, t = NL)∗. Since the potential is real and even in time, integration of (4.44) with
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this new initial condition is, up to complex conjugation, equivalent to integrationbackwards
in time from the timet = NL with the initial conditiony(x, t = NL). So we know that for
this very small initial condition, the weightedL2 norm must first grow to an order one size
at timet = NL as the decay process transiently reverses itself, before ultimately giving way
to decay over longer times. The existence of such solutions does not violate the statement
of propositions 4.1 or 4.2 because if one keeps the same initial condition and then makes the
perturbation smaller yet again, the connection with the time-reversed problem is lost for this
initial condition, and decay occurs sooner.
By the same arguments applied in the above discussion of the decay constant0, i follows

























Again, ifNn(λ) has an expansion in a small parameterε of the formNn(λ) = εN1,n(λ)+O(ε2)
then the leading term of3 is of the formε232, where32 as given by (4.35) was resolved by
the multiple-scales analysis. This frequency shift associated with the decay of the bound state
is the Lamb shift.
From these results, one recovers the true dynamics by settingf (x, t) = (P(t)y(·, t))(x, t),
whereP(t) is the periodic operator that appeared in the Floquet factorization of the propagator
U(t) for the periodic unperturbed HamiltonianH0(t). Since
(P(t) e2iβbt9(o)b (·, t))(x, t) = (P(t) e−itB9(o)b (·, t))(x, t)
= (U(t)9(o)b (·, t))(x, t) = 9(o)b (x, t) (4.62)
it follows that the time-dependent projection off (x, t) onto the bound state Bloch function
9
(o)
b (x, t) is uniformly approximated by
Bb(t)
.= 〈9(o)b (·, t), f (·, t)〉 ∼ 〈9(o)b (·, 0), f (·, 0)〉 e−0|t |ei3te−i
∫ t
0 M(s) ds . (4.63)
For the system restricted to the odd part ofL2(R), these theorems provide justification for
the formal multiple-scales analysis carried out above, and more. They globally describe the
decay process for all time, where the multiple-scales calculation only attempts to capture the
dynamics over time scales of length0−1. On the other hand, since the rate of free dispersive
decay is not sufficient in the even case to apply this detailed theory, we must settle for the
multiple-scale expansions.
5. Applications in planar waveguide optics
In this section, we present a physical application of the kinds of perturbed time-dependent
Schr̈odinger equations we have been studying in detail. This will provide a concrete family of
perturbationsW(x, t) that we can use in subsequent numerical experiments.
5.1. Time-dependent Schrödinger equations in waveguide optics
For completeness, we present here a brief derivation of the time-dependent Schrödinge
equation as it occurs in the paraxial theory of monochromatic waveguide optics. Consider
Maxwell’s wave equation for the electric field vectorEE(Ex, t) in a planar (Ex = (y, z)) dielectric
medium with isotropic, inhomogeneous linear susceptibilityχ(1)(Ex, t),
1 EE − 1
c2
EEtt −∇(∇ · EE) = 1
c2
[χ(1)(Ex, t) ∗ EE]t t . (5.1)
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Here, the asterisk indicates convolution in time. A Fourier transform (denoted with the operator
F) in t with dual variableω (the optical frequency) leads to
1F EE −∇(∇ · F EE) + ω
2n2(y, z, ω)
c2
F EE = 0 (5.2)
where the refractive indexn is defined byn2(y, z, ω)
.= 1 +(Fχ(1))(y, z, ω). We now assume
that the inhomogeneity is weak, so that gradients of(Fχ(1))(y, z, ω) are small. This implies
that in the absence of any free charges, the approximate relation∇ · F EE ≈ 0 follows from
the exact relation for the electric displacement∇ · F ED = 0. Neglecting the divergence term
in (5.2), one may then choose any unit vectorEe and set(F EE)(y, z, ω) = φ(y, z, ω)Ee, which
gives the Helmholtz or scalar wave equation forφ,
φzz + φyy +
ω2n2(y, z, ω)
c2
φ = 0. (5.3)
In the design of integrated optical devices, the inhomogeneity in the refractive index
is a localized modulation of a ‘background index’n0(ω). Choose a fixed length scale
L0 and non-dimensionalize by settingz/L0 = δ−2Z and y/L0 = δ−1Y , where δ is a
dimensionless parameter, andY andZ are dimensionless coordinates. Settingφ(y, z) =
f (Y, Z)exp(iβZ/δ2), whereβ = L0ωn0(ω)/c is also dimensionless, one arrives at







f = 0. (5.4)
With the definition









we see that the formal limit ofδ ↓ 0 withβ andQ(Y,Z;ω) held fixed yields the paraxial wave
equation
iβfZ + 12fYY − β2Q(Y,Z;ω)f = 0. (5.6)
The potential functionQ(Y,Z;ω) vanishes as the refractive index approaches its background
valuen0(ω), say asY andZ go off to infinity (at least in most directions). Given a fixed
functionQ(Y,Z;ω), we see that the paraxial approximation made here (δ ↓ 0) is valid if
the modulation in the refractive index is weak, slowly varying and more slowly varying in the
z-direction than in they-direction. That is, a fixed functionQ(Y,Z;ω) provides anasymptotic
descriptionof a familyof physical refractive index profiles parametrized byδ  1,
n2(y, z, ω; δ) = n20(ω)− 2δ2n20(ω)Q(δy/L0, δ2z/L0;ω). (5.7)
Note that these assumptions about the refractive index justifya posterioriour neglect of the
term∇(∇ · F EE) in the original wave equation, because in the limitδ → 0, gradients of
n2(y, z, ω; δ) necessarily vanish.
5.2. Spectral properties of paraxial waveguides
In optical waveguide theory, integration (numerical or otherwise) of the linear Schrödinger
equation (5.6), also known as the beam propagation method, is one of the main tools for
studying the optical properties of ‘long’ planar structures like gradual fibre tapers or channel
waveguide junctions, in which backward reflecting waves can be neglected. In this connection,
a common problem that arises is the description of the change in behaviour of a waveguiding
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structure as the optical frequency is varied in the neighbourhood of some frequencyω0. If
the structuren2(y, z, ω) is one that admits the paraxial approximation, we can use the theory
described above as a model. In this case, it is convenient to choose the length scaleL0 so that
at the frequencyω0 we haveβ = 1. With this choice, we think ofβ = β(ω) as a function
of frequency satisfyingβ(ω0) = 1. With the functionQ(Y,Z;ω) chosen consistently, the
problem becomes one of studying the dependence of solutions of (5.6) on the frequency
parameterω nearω0. With the change of variablesx = Y
√
β(ω) andt = Z, equation (5.6)
takes the form
ift =
(− 12∂2x + V0(x, t)) f +W(x, t)f (5.8)
where
V0(x, t) = Q(x, t;ω0) (5.9)
and the correction to the potential is given by
W(x, t) = β(ω)Q(x/
√
β(ω), t;ω)−Q(x, t;ω0). (5.10)
Settingε = ω/ω0−1, we see thatW(x, t) = W(x, t; ε) is uniformly small inε if Q(Y,Z;ω)
is in the Schwartz space with respect toY . We have the expansion






Q(x, t;ω0) + ∂ωQ(x, t;ω0)
]
+ O(ε2) (5.11)
uniformly in x andt . If the frequency range of interest is sufficiently small, then it is often a
good approximation to consider the problem to bedispersionless, so that the refractive index
n(y, z, ω) is independent ofω. In this paper, we will accordingly consider the functionQ to
be independent ofω in which caseQ(x, t;ω) = V0(x, t) for all ω in the range of interest, and
we can drop the corresponding term in (5.11).
Suppose now that we choose to study a refractive index profilen2(y, z) that is even iny and
periodic inz, such that after choosing a frequencyω0 and non-dimensionalizing, the function
V0(x, t) is one of the separable potentials described in detail at the end of section 2. Over
length scales where the paraxial approximation is valid, this periodically modulated channel
waveguide will actually have two ‘breather modes’, approximately described by the bound
states9(e)b (x, t) and9
(o)
b (x, t). The effect of not being fully in the paraxial limit (that is,
δ is small but finite) is that the modes will very slowly attenuate as they propagate forward
due to a small coupling to backward-propagating fields. This small attenuation occurs at all
frequencies nearω = ω0 in a way that can be quantified [23]. However, the profilen2(y, z) is
very special in that at the frequencyω = ω0 there is no coupling between the bound modes and
any forward-propagating radiation modes. This additional coupling would indeed be present
for ‘typical’ z-periodic waveguide profilesn2(y, z).
In fact, the theory developed in section 4 can be applied to the perturbed problem (5.8)
because the unperturbed potentialV0(x, t) and the perturbationW(x, t; ε) are both even
functions ofx that are periodic int with the same periodL. This theory shows that the
additional attenuation due to coupling to forward-propagating radiation, while completely
suppressed at the frequencyω0, re-emerges upon detuning the frequency slightly fromω0.
Suppose the waveguide is cleaved atz = 0 and is illuminated at this face with a broadband
source consisting of many frequenciesω. After some distance all of the frequencies will have
attenuated somewhat due to backscattering (weak non-paraxiality). However, all frequencies
exceptω0 will additionallydecay by forward-propagating radiation damping. The waveguide
will therefore preferentially ‘pass’ light of the frequency†ω0. These effects were observed
numerically in [2, 3].
† Actually, the ‘background’ attenuation due to non-paraxiality (δ 6= 0) decreases slightly with increasing frequency.
When this effect is combined with the frequency-dependent decay calculated from the paraxial approximation, the
preferred frequency for which the loss is minimal is detuned slightly upward [23] by an amount that is O(δ2).
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Note that from the point of view of optical waveguide theory, the periodicity of the
index n(x, z) in z is an important feature, since it gives rise to an attenuated frequency
response that is a symmetric function of frequencyω in the neighbourhood ofω0. Thus,
attenuation occurs whetherω is less than or greater than the frequencyω0 of structural
instability. In contrast, channel waveguides, wheren(y, z) is independent ofz, also exhibit
frequency-dependent structural instability atcu -off frequencieswhere the number of bound
states changes. However, in such waveguides the number of bound states (guided modes)
is always an increasing function of frequency [20], which implies that an input beam that
matches onto a mode at its cut-off frequencyω0 will attenuate forω slightly less thanω0
but will remain bound and thus give rise to a significant transmission forω slightly greater
thanω0. Thus, whereas channel waveguides withz-independent refractive index profiles can
behave as ‘high-pass’ components,z-periodic waveguides that at frequencyω0 are modelled
by separable potentials can behave as ‘band-pass’ components.
6. Numerical simulations
Here, we describe some numerical simulations we performed to verify the analytical predictions
where we expect them to apply. We also would like to explore the behaviour of the perturbed
system in parameter regimes where we expect zero-energy resonances (see the remark at the
end of section 4.2) to prevent the theory from applying in its current form. For concreteness,
we considered periodic perturbations of two problems, each associated with a particular two-
soliton separable periodic potential. The particular perturbation we selected was exactly the
type considered in section 5, namely, given a separable two-soliton periodic potentialV0(x, t),




∂2x f − (1 + ε)V0(x, t)f = 0 (6.1)
for several small values ofε. This problem differs from the type to which the theory developed
above applies only by a rescaling ofx; in particular, the time scale is unaffected.
Let us give some details about our numerical scheme. We used a Fourier split-step method
with a local truncation error of O(1t3) [24]. The spatial domain [xL, xR] of [−80, 80] in the
‘non-zero-energy resonance’ case and [−40, 40] in the ‘zero-energy resonance’ case (see below
for more details about these two cases) was discretized into 1024 points. The scheme splits





.= (1 + ε)V0(x, t). (6.2)
Let U ε(t, s) denote the propagator associated with (6.1). LetU ε1( − s) andU ε2(t, s) be those
associated withH1 andH2(t). Then, the numerical scheme approximates the true integration
over a time step of size1t as follows:
U ε(t +1t, t) ∼ U ε1(1t/4)U ε2(t + 31t/4, t +1t/4)U ε1(1t/4) (6.3)
which has an error of order1t3. It is easy to see that, after getting started with a quarter-step,
and until finishing with a quarter-step, iterating this approximation to the propagatorU ε(t, s)
over many steps amounts to simply alternating betweenU ε1 andU ε2 each acting over a half-step
of length1t/2.
So, in each half-step, only one of the two parts is integrated. The half-step involvingH1
is carried out in the Fourier transform domain where one multiplies by the explicit exponential
of the operator. This step is thus exact in time, so that the only error appears in discretizing
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Figure 6. The magnitude of the projection of the solution onto the bound state. Odd mode.ρ1 = 14 ,
ρ2 = 34 . Full curves are the output from numerical simulations. Dotted lines are the analytical
predictions.
the Fourier transform and is smaller than any power of1x if the functions to be differentiated
are taken to be arbitrarily smooth. The half-step involvingH2(t) is doneexactlybecause we
have explicit formulae forV0(x, t) and it is possible to find anexplicit exponential ofH2(t).
That is, we can write down a formula for the multiplication operator








and use it in the code. Since the temporal gradients ofV0(x, t) can be large in some parts of
each period and small in others, we adjusted the time step throughout the period.
We expect the perturbation to generate radiation from the central bound region of the
potential, and we need to remove this radiation from the problem as it moves to large|x|. To


















to the right-hand side of (6.1) for a positive damping factord and widthw. These parameters
were adjusted heuristically until it was observed, roughly speaking, that no energy was being
artificially drawn out of the centre and that no energy that was radiated outward was either
reflected or transmitted through to the other side of the periodic domain.
We integrated for 50 periods. In all the experiments it was arranged that the fundamental
period wasL = 2π . We initialized the fieldf at t = 0 to be a snapshot of either the odd or the
even mode of the unperturbed problem. Then, after integrating, we calculated the projection
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Figure 7. The phase of the projection of the solution onto the bound state. Odd mode.ρ1 = 14 ,
ρ2 = 34 .
of the numerical solution onto the exact solution of the unperturbed problem, defining
Bb(t)
.= 〈9(e,o)b (·, t), f (·, t)〉. (6.6)
We verified the accuracy of the code by checking that forε = 0 we hadBb(t) ≡ 1 to several
digits, even in the presence of the damping in the sponge layer. Note that the functionBb(t)
is related toAb(t) by the simple relation
Bb(t) = Ab(t) e−2iβbt . (6.7)
6.1. Away from parametric zero-energy resonance
For the first experiments, we selectedρ1 = 14 andρ2 = 34 as the parameters of the function
V0(x, t). It is easy to check that the period isL = 2π , and that the Floquet exponent of both
odd and even bound states may be taken to beβb = ρ21 = 116. Therefore, the resonances are
explicitly given by
σn = 12n− 116 (6.8)
none of which are equal to zero. This means that there is no parametric zero-energy resonance,
although in the even case there still is a zero-energy resonance corresponding to insufficient
dispersive decay. In this case, the formula for the decay constant0 makes sense for both odd
and even parity. Furthermore, for odd parity, we have a proof that the asymptotic expansion
obtained previously is indeed valid.
In figure 6, we show plots of log(|Bb(t)|) for ε = 0.04, 0.02 and 0.01 for an initial
condition of odd parity. The numerical results are plotted as full curves, and superimposed
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Figure 8. The magnitude of the projection of the solution onto the bound state. Even mode.
ρ1 = 14 , ρ2 = 34 . Full curves are the output from numerical simulations. Dotted lines are the
analytical predictions.
are corresponding graphs of−0|t | calculated from the analytical formula, the analogue of
Fermi’s golden rule, and shown as dotted lines. The main observation here is that the graphs
follow the corresponding straight lines, which have slopes that scale likeε2, as expected. The
deviation from the straight lines appears to scale likeε2 as well, and to decay in time. In
figure 7, we give corresponding plots of the argument ofBb(t) for an initial condition of odd
parity. In these plots, it is easy to see that the phase grows roughly linearly in time, with a slope
that is O(ε). This is the contribution to the frequency shift of the termM, which is indeed
O(ε).
Now, we consider an even initial condition, with corresponding projectionBb(t) onto the
even mode of the exact solution forε = 0. Figure 8 contains plots of log(|Bb(t)|) as calculated
from the numerical data forε = 0.04, 0.02 and 0.01 shown as full curves. Also plotted are
the corresponding decay curves−0|t | shown as dotted lines. Although for even parity there
is insufficient dispersive decay for the results of [15] to apply, the decay constant0 (or more
precisely as it is obtained in the multiple-scale analysis,ε202) is finite because none of the
resonancesσn are zero, and we see that the multiple-scale theory accurately predicts the rate of
decay of the bound state even in this case. The plots of the phase ofBb(t) are shown in figure 9.
Again, one sees that the rate of drift of the phase is O(ε), as predicted by the multiple-scale
theory.
The significant new feature apparently contributed by the lack of sufficient dispersive
decay for initial conditions of even parity appears to be the quality of the deviations in|Bb(t)|
from the ‘backbone’ decay e−0|t |. Not only are they larger for fixedε than for initial conditions
of odd parity, but they have an undulatory character that suggests a possible contribution of
subharmonicfrequencies to the dynamics. The period of the undulations superimposed on the
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Figure 9. The phase of the projection of the solution onto the bound state. Even mode.ρ1 = 14 ,
ρ2 = 34 .
decay appears to be long compared withL, the fundamental period of the problem, but also
appears to be more or less independent ofε.
6.2. At parametric zero-energy resonance
As a second set of experiments, we considered a potential energy functionV0(x, t) obtained
from the parametersρ1 = 1/
√
2 andρ2 = 1. In this case, the period is againL = 2π , and the
Floquet exponents of both modes areβb = ρ21 = 12. The corresponding family of resonances
is
σn = 12n− 12 . (6.9)
One of these values is equal to zero. This condition for parametric zero-energy resonance
always goes hand-in-hand with another property of this potential, namely that the Floquet
multipliers of both modes are equal to 1. Thus, both odd and even modes are actually periodic
functions oft with periodL.
At a parametric zero-energy resonance, the dispersive local decay estimates fail to be
sufficient to guarantee the applicability of the theory in [15],also for initial conditions of odd
parity. However, in the odd case, the formulae for the decay constant0 d the Lamb shift
3 are finite because there is sufficient vanishing in the numerator coming from the missing
generalized eigenfunction atσ = 0 to cancel and overcome the weaker vanishing of the
denominator. Plots of log(|Bb(t)|) for odd parity corresponding toε = 0.04, 0.02 and 0.01 are
shown in figure 10 along with dotted lines indicating the analytical prediction of decay. The
prediction of the theory appears to be very accurate indeed. The plots of the phase ofBb(t)
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Figure 10. The magnitude of the projection of the solution onto the bound state. Odd mode.
ρ1 = 1/
√
2, ρ2 = 1. Full curves are the output from numerical simulations. Dotted lines are the
analytical predictions.
are shown in figure 11. They show the frequency shift scaling likeε, as we expect from the
contribution of the termM. So it appears that for initial conditions of odd parity, there is little
if any effect of the parametric zero-energy resonance, although the rate of dispersive decay is
smaller here than at more generic parameter values.
Finally, let us examine the behaviour of initial conditions of even parity. For such initial
conditions and for these parameter values, we havebotha simple zero-energy resonance (as
one has in the even case for all parameter values) and a parametric zero-energy resonance (as
occurs only for very special parameter values). It is easy to see that both0 and3 are infinite
in this case, and clearly one cannot expect the multiple-scale analysis to be valid. So what
can one expect? In figure 12 we plot log(|Bb(t)|) for ε = 0.04, 0.02 and 0.01, as before.
This time, rather than superimposing the straight lines−0|t |, we might try to compare with
a ‘renormalized’ rate of decay given by the formula for0 with the term coming fromσ = 0
simply dropped. The straight lines calculated from the renormalized version of0 appear dotted
on the plots. Westill see quite good agreement at the level of a mean drift of|Bb(t)|. As in the
previous experiment with even parity, we see subharmonic undulations about this mean drift.
However, a key point is that, whereas previously the period of these undulations appeared to
be more or less independent ofε, in this case we note that the period appears to scale like
ε−1. Thus, there is a ‘slow’ dynamical process involving variations of the amplitude that is
completely missed by the multiple-scales analysis in its current form. We must expect that
whatever rescalings are required to balance the blowing up of0 in the vicinity of a parametric
zero-energy resonance will also introduce interesting subharmonic dynamics on the scale of
T1 = εt that will reproduce the effects we are seeing numerically. As a final remark, the phase
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Figure 12. The magnitude of the projection of the solution onto the bound state. Even mode.
ρ1 = 1/
√
2, ρ2 = 1. Full curves are the output from numerical simulations. Dotted lines are the
‘renormalized’ analytical predictions.
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Figure 13. The phase of the projection of the solution onto the bound state. Even mode.
ρ1 = 1/
√
2, ρ2 = 1.
of Bb(t), as shown in figure 13, exhibits no particularly different behaviour than was seen in
any of the other experiments. The frequency adjustment continues to be dominated by the
relatively large termM and is therefore of orderε.
7. Conclusions
In studying the propagation of waves in time-periodic potentials, considering the problem
at hand to be a perturbation of a separable periodic problem is evidently as easy as, and in
many cases more convenient than, working with periodic perturbations of stationary potential
problems. A particular application to the theory of periodically modulated optical waveguides
in planar dielectric media allows one to study frequency-dependent attenuation properties of
certain optical waveguides.
Many of the difficulties described in our paper concern the influence of zero-energy
resonances. These are generically not present (that is, for most separable periodic potentials,
as for most stationary potentials), but arealwayspresent when the potential has sufficient
symmetry, as in the evenness considered above. Many problems would therefore vanish upon
dropping the symmetry. From one point of view, this introduces the additional complication
of having multiple bound states that are essentially coupled to one another by the perturbation.
The study of perturbed multimode problems arises naturally in the theory of light propagation
in optical fibres having large effective cross sections. Some of the necessary modifications in
the theory described in [15] are described by the same authors in [16].
Of course another point of view is to keep the symmetry, and hence the possibility of
zero-energy resonance, and study the effect of the resonance in more detail. Our numerical
Metastability of breather modes of time-dependent potentials 547
experiments suggest that the effects of such a resonance are most dramatic when the expressions
for 0 and3 blow up, but we also see significant effects, presumably coming simply from the
lack of a sufficiently long time decay for freely dispersing waves, when these quantities are
finite. An asymptotic perturbation theory for smallε should be uniformly valid with respect
to parameters such asρ1 andρ2, and we plan to investigate zero-energy resonances with such
a goal in mind in future work.
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Appendix A. Some theory of separable potentials
For completeness, here we give a self-contained description of the separable potentials for the
linear Schr̈odinger equation that are connected with the soliton theory of vector nonlinear
Schr̈odinger equations. However, the material is auxiliary and all the needed facts are
reproduced in the main text. The results here are not new [22] but some arguments are carried
out in more detail.
Let q1(x, t), . . . , qN(x, t) be given smooth bounded complex functions of realx nd t ,
and letA be the vector space of differentiableCN+1-valued functions ofx andt . Let λ be a
complex parameter, and consider the two linear operators acting inA




= ∂x − (−2iλE +U(Eq)) (A.1)








T (λ, Eq) .= ∂t −
[
−2iλ2 + iEqT Eq∗/2 λEqT + i∂x EqT /2
−λEq∗ + i∂x Eq∗/2 −i Eq∗ EqT /2
]
= ∂t −
(−2iλ2E + λU(Eq) + 12iV (Eq)) (A.3)
where
V (Eq) =
[ EqT Eq∗ ∂x EqT
∂x Eq∗ −Eq∗ EqT
]
. (A.4)
Here Eq denotes the column vector of the functionsqk(x, t) and0 denotes theN × N zero
matrix. Along with these two operators, we consider their nullspaces,KX (λ, Eq) ⊂ A and
KT (λ, Eq) ⊂ A. For genericλ, these subspaces are(N + 1)-dimensional, and if restricted to
generic fixedx, t andλ spanCN+1.
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If the functionsqk(x, t) are chosen just right, then the subspacesKX (λ, Eq) andKT (λ, Eq)
may coincide for all complexλ: KX = KT .= K. If this is the case, then the common
nullspace will certainly be contained in the nullspace of the commutator:K ⊂ K[X ,T ] . As is
easily checked, the commutator [X , T ] is not a differential operator, but is merely a matrix
multiplication operator, with entries depending onx and t through theqk(x, t). Since the
kernel of the commutator contains a subspaceK of dimensionN + 1 for mostλ, x and t ,
this implies that the operatorsX andT commute. It is easily checked that the compatibility
condition [X , T ] = 0 is equivalent to the vector nonlinear Schrödinger equation
i∂t Eq + 12∂2x Eq + (EqT Eq∗)Eq = 0. (A.5)
It is therefore necessary that (A.5) be satisfied by the functionsqk(x, t) if we are to have
a basis of simultaneous nullvectors in the common nullspaceK. When they exist, we can
collect all these linearly independent column vectors into a square matrixF (x, t, λ). These
ideas admit a natural geometric interpretation in the trivial frame bundleE → R2 with fibre
GL(N +1,C). Here,X andT are covariant derivative operators forE in thex andt directions,
and the condition [X , T ] = 0 means that the curvature of the affine connection specified byX
andT is zero. This implies the existence of parallel global sectionsF (x, t, λ) of the bundle
E.
Finding a global sectionF (x, t, λ) of E given Eq(x, t) (that is, a matrix of simultaneous
solution vectors) is not always easy and for this reason, we will adopt a different point of
view below. However, it is clear from (A.1) and (A.3) that, given bounded functionsqk(x, t)
satisfying (A.5), it is possible to develop an asymptotic expansion forF (x, t, λ) in the limit
λ→∞. The expansion may be sought in the form
F (x, t, λ) = (cIN+1 + λ−1F (−1)(x, t) + λ−2F (−2)(x, t) + · · ·) [ e−2i(λx+λ2t) E0TE0 IN
]
. (A.6)
Here,ID denotes theD×D identity matrix andc is a complex constant. The coefficient matrices
F (p)(x, t) are determined recursively in terms ofq1(x, t), . . . , qN(x, t) and the constantc by
collecting powers ofλ in the compatible equationsXF = T F = 0. There is some ambiguity







qk(x, t) k = 1, . . . , N (A.7)
regardless of the values of the integration constants.
The implications of this compatible structure for linear Schrödinger equations that are of
interest to us in this paper are easily stated.
Proposition A.1. Suppose that (A.5) is satisfied, and letEv(x, t, λ) ∈ K be any simultaneous
nullvector ofX (λ, Eq) andT (λ, Eq). LetP : A → C(x, t) be the operator of projection onto
the first component. Define thes lf-consistent potential
V0(x, t)
.= −Eq(x, t)T Eq(x, t)∗ (A.8)
and setf (x, t, λ) = P Ev(x, t, λ). Then it follows that
i∂tf + 12∂
2
x f − V0(x, t)f = 0. (A.9)
So, for each complexλ, the functionf (x, t, λ) is a solution of the linear, time-dependent
Schr̈odinger equation with potential (A.8). Solutions corresponding to different values ofλ
are linearly independent. Given functionsqk(x, t) satisfying the nonlinear system (A.5), one
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can look to the common nullspaceK of the linear operatorsX (λ, Eq) andT (λ, Eq) as a source
of many solutions of the linear equation (A.9).
Remark. Let us try to put these facts in a larger context, and incidentally give the proof of
proposition A.1. It is part of the lore of integrable systems theory that linearized evolution
equations connected with integrable systems are solvable in terms of ‘squared eigenfunctions’
coming from the auxiliary linear problems making up the Lax pair for the integrable system.
The integrable system (A.5) is the compatibility condition for the equationsXF = 0 and
T F = 0. By a change of variables (gauge transformation)F = G exp(−iλx − iλ2t) the two
equations take the more familiar form of the Lax pair for (A.5) [9, 19],








−iλ2 + iEqT Eq∗/2 λEqT + i∂x EqT /2
−λEq∗ + i∂x Eq∗/2 iλ2I− i Eq∗ EqT /2
]
. (A.11)
If Gα andGβ are any two simultaneous matrix solutions of the Lax pair (A.10), and ifC is
any constant (that is,x- andt-independent) matrix, then by settingQ = GαCG−1β , one easily
obtains the equations
∂xQ = [A,Q] ∂tQ = [B,Q]. (A.12)
Equations of this form are calledLax equations, and the elements ofQ are the ‘squared
eigenfunctions’. The terminology becomes accurate in the scalar caseN = 1 whenA andB
are in the Lie algebrasl(2). In this case the solutionsG of the Lax pair can be normalized to
be in the Lie groupSL(2) and therefore have determinant one. Then, becauseGβ is 2×2 with
determinant one, the elements ofQ are seen to bebona fidequadratic forms in the solutions
of the Lax pair (A.10). The emphasis in the literature on thesl(2)-specific terminology of
‘squared eigenfunctions’ for the forms that satisfy the Lax equations (A.12) no doubt bears
witness to the fact that so many of the famous integrable equations (e.g. Korteweg–de Vries,
scalar nonlinear Schrödinger, sine–Gordon) are associated withsl(2) representations.
If one introduces the splitting of a matrix into blocks:M = MD + MOD whereMD
consists of the 1× 1 andN × N diagonal blocks ofM andMOD consists of the 1× N and
N × 1 off-diagonal blocks ofM , and if one introducesA0 = A|λ=0 andB0 = B|λ=0, then it
























i∂t EgT + 12∂2x EgT + EqT Eq∗ EgT + EqT EhEqT + EgT Eq∗ EqT = E0
−i∂t Eh + 12∂2x Eh + Eq∗ EqT Eh + Eq∗ EgT Eq∗ + EhEqT Eq∗ = E0.
(A.15)
These linear equations forEg and Eh are consistent with the constraintEh = Eg∗ at which point
it becomes clear thatEg(x, t) satisfies the linearization of the vector nonlinear Schrödinger
equation (A.5) about a solutionEq(x, t).
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Consider now a particular solutionEq(x, t) of (A.5) and by adjoining a new trivial
componentqN+1(x, t) ≡ 0, view it as a solutionEq ′(x, t) of (A.5) in the(N + 1)-component




x gN+1 + (EqT Eq∗)gN+1 = 0
−i∂thN+1 + 12∂2xhN+1 + (EqT Eq∗)hN+1 = 0
(A.16)
where we have used the fact thatEq ′T Eq ′∗ = EqT Eq∗. Now considering the Lax pair (A.10) for
the primed potentials, it is easy to see that there exists a non-trivial column vector solution of
both equations of the form(E0TN+1, exp(iλx + iλ2t))T , and that further column vector solutions
can then be chosen to have a vanishing last component. Taking the last column of the matrix
solutionGβ to be this particular solution, and the firstN + 1 columns all to have zeros in the
final component, we see thatGβ may be inverted into two independent blocks, and therefore
a solution of the linearized equation is given by
gN+1(x, t) = Q1,N+2(x, t, λ) = exp(−iλx − iλ2t)
N+2∑
k=1
Ck,N+2(λ)Gα,1,k(x, t, λ). (A.17)
Since the matrixC is arbitrary, we may view the sum above as the first component of an
arbitrary column vector solution of the Lax pair (A.10) with the primed potentialsEq ′(x, t).
Moreover, sinceq ′N+1(x, t) ≡ 0, the first component of a solution of the primed Lax pair
is also the first component of a solution of the unprimed Lax pair for the fully non-trivial
potentialEq(x, t). Reversing the gauge transformation between solutionsG of the unprimed
Lax pair (A.10) and solutionsF of XF = T F = 0 then establishes the connection with
proposition A.1.
So, the procedure we are using for solving the time-dependent linear Schrödinger equation
is exactly the ‘squared eigenfunction’ linearization of a certainN + 1 component nonlinear
Schr̈odinger equation about a particular solution havingq ′N+1(x, t) ≡ 0. The ‘squared
eigenfunctions’ solving the linearized problem appear to be linear in this special case because
for q ′N+1 ≡ 0 the primed Lax pair becomes partly trivial, and the contribution of this trivial
part to the matrixQ is completely explicit (the exponential function that we remove with a
gauge transformation). 
We now return to the construction of self-consistent potentials and the corresponding
solutions of (A.9). The nonlinear equation (A.5) is an integrable system by virtue of its
representation as the compatibility condition of two linear problems. So there are many well
known ways to find functionsqk(x, t) for which the corresponding linear Schrödinger equation
can be solved. However, as we are interested as much in the common nullspace ofX andT
as in the functionsqk(x, t), we will now describe an effective approach to finding both at the
same time. In this approach, the object of fundamental importance is the common nullspace
K itself. We construct it first, with the functionsqk(x, t) being chosen after the fact precisely
so that for any basis matrixF of K, we will haveX (λ, Eq)F = T (λ, Eq)F = 0.
What we know aboutK is that whenever it exists by virtue of the compatibility condition,
the assumption that the functionsqk(x, t) are bounded (this will be justified below) leads to
expansions for largeλ of a basis forK of the form (A.6). These expansions are generally
only asymptotic; there is no guarantee that there exists a choice of the integration constants
such that the expansion (A.6) converges for anyλ at all. However, we now suppose that
there exist solutionsqk(x, t) of the nonlinear system (A.5) for which an expansion (A.6) not
only converges in some deleted neighbourhood ofλ = ∞, but actually truncates. For such
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solutionsqk(x, t), if they exist, a basis of the subspaceK is givenexactlyby an expression of
the form












for some positive integerM, wherec is a complex constant. We have multiplied by an explicit
factor ofλM to bring the sum into polynomial form.
Since we are not considering the functionsqk(x, t) to be known, we do not have the
option of solving for the coefficient matricesF (p)(x, t) by substitution into the equations
XF = T F = 0. We therefore must consider them to be arbitrary functions ofx andt until
we know otherwise. Without any constraints on the coefficients, we see that the differentiable
matrix functions ofx, t andλ of the form (A.18), for given integer values ofM andN , form
a vector space3N,M over the complex numbers.
The space3N,M is very large. If our claim—that appropriate solutionsqk(x, t) of
the nonlinear system (A.5) exist—is not vacuous, then3N,M should contain many proper
subspaces that may be identified with the common nullspaceK of X (λ, Eq) andT (λ, Eq) for
someEq. If F (x, t, λ) is of the form (A.18) and is a basis matrix of one of these subspaces, then
it must be determined modulo the constantc. This means that each such subspace of3N,M
should ultimately be isomorphic toC, with the isomorphism being established via the constant
c.
We prepare to isolate the appropriate subspaces of3N,M by defining a set ofdiscrete data.
LetD denote anM-tuple of pairs(λk, Eg(k)) where theλk are distinct numbers in the complex
upper half-plane and where theEg(k) are vectors inCN . From each vectorEg(k), we buildN + 1
vectors inCN+1 by setting
Ea(k) = (−1, g(k)∗1 , g(k)∗2 , . . . , g(k)∗N )T ∈ CN+1 (A.19)
and forj = 1, . . . , N ,
Eb(k,j) = (g(k)j , EeTj )T ∈ CN+1 (A.20)
whereEej are the usual unit vectors inCN .
Definition A.1. 3DN,M is the subspace of3N,M whose elementsF (x, t, λ) satisfy the
homogeneous linear conditions
F (x, t, λk)Ea(k) = E0 (A.21)
for k = 1, . . . ,M and
F (x, t, λ∗k)Eb(k,j) = E0 (A.22)
for k = 1, . . . ,M andj = 1, . . . , N .
It is not hard to use dimension counting arguments to prove the following:
Proposition A.2. Let the discrete dataD be given. The set of solutions of (A.21) and (A.22)
forms a one-dimensional linear subspace of3N,M . The general solution of (A.21) and (A.22)
is given by the one-parameter family of matrices (A.18), indexed by the complex parameter
c. Thus,3DN,M ' C, with the isomorphism being established via the complex constantc. I
particular, if c is given, then the coefficient functionsF (p)(x, t) are uniquely determined as
functions ofx andt , and ifc is chosen to be zero, thenF (x, t, λ) is the zero matrix.
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This proposition allows us to index the elements of3DN,M by the constantc which is now
a genuine coordinate for the one-dimensional subspace3DN,M . We indicate the dependence by
writing FD,c(x, t, λ) for the matrices in this subspace.
This proposition is true even if homogeneous constraints less structured than (A.21) and
(A.22) are imposed. In order for the dimension count to come out right it is sufficient to
chooseM · (N + 1) arbitrary complex numbersλk along with corresponding constant vectors
Ec(k) ∈ CN+1 (the numbersλk need not all be distinct, as long as the vectorsEc belonging to each
λk are linearly independent) and to imposeFD,c(x, t, λk)Ec(k) = E0 for allk = 1, . . . ,M ·(N+1).
The additional structure in the constraints (A.21) and (A.22) is needed for the following.













k = 1, . . . , N. (A.23)
We will have use for this symmetry property below. Its proof is simple.
Proof of proposition A.3. It is sufficient to consider the case ofc = 1, since the coefficient
matrices simply scale withc. It will be convenient to introduce the block form of the coefficient
matrices






wherea(p)(x, t) is a scalar,Eb(p)(x, t) andEc(p)(x, t) areN -component vectors, andD(p)(x, t)
is anN ×N matrix. We will prove the stronger result that for allp = 0, . . . ,M − 1,
Ec(p)(x, t) = −Eb(p)(x, t)∗. (A.25)














































wherek = 1, . . . ,M. From the first and fourth equations, we can eliminatea(p)(x, t) and
D(p)(x, t), p = 0, . . . ,M − 1 in favour of theEb(p)(x, t) and Ec(p)(x, t). This involves
introducing the elements of the inverseW of the Vandermonde matrixV having elements
Vjk
.= λk−1j , but it leads to two decoupled linear systems, one for theEb(p)(x, t) and the other
for the Ec(p)(x, t). These systems are
M∑
r=1
Hkr Ec(r−1) = hk
M∑
r=1
H ∗kr Eb(r−1) = −h∗k
(A.27)
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where
Hkr









−2i(λ∗j x+λ∗2j t) Eg(j)T Eg(k)∗ (A.28)
and
hk










It is then clear thatEc(p) = −Eb(p)∗ for all p. 
So, the emphasis has changed with respect to these matrices and their relation to the
functionsqk(x, t). Rather than determining the coefficient matricesF (p)(x, t) from a given set
of functionsqk(x, t) solving (A.5) by an asymptotic expansion procedure, we are determining
them from the discrete dataD and a choice of the constantc. If there is to be any consistency,
then we must still have relations between the coefficient matricesF (p)(x, t) of FD,c and the






1,k+1 (x, t) (A.30)
and use it as adefinitionof some functionsqk(x, t) in terms of the discrete dataD and the
constantc. Note that as long asc 6= 0, then this definition is actually independent ofc because
FD,c is directly proportional toc. The fact that (A.30) is sensible as a definition of theqk(x, t)
is shown by
Proposition A.4. Let the discrete dataD be given and let the constantc be non-zero, and let the
functionsq1(x, t), . . . , qN(x, t) be defined (in terms ofD alone) via (A.30). This determines
the operatorsX (λ, Eq) andT (λ, Eq). Then for anyFD,c(x, t, λ) ∈ 3DN,M ,
X (λ, Eq)FD,c(λ, x, t) = T (λ, Eq)FD,c(λ, x, t) = 0. (A.31)
For theseqk(x, t) the columns ofFD,c(x, t, λ) are generically linearly independent and
therefore form a basis of the common nullspaceK for almost allλ.
Recall that the commutator [X , T ] is, for fixedx andt , a matrix multiplication operator
in CN+1. Thus, the existence of the common nullspaceK of X (λ, Eq) andT (λ, Eq) of generic
dimensionN + 1 for these functionsqk(x, t) implies the vanishing of the commutator and the
compatibility of the two linear problems. Therefore, we have
Corollary A.1. The functionsqk(x, t) constructed from any set of discrete dataD satisfy the
vector nonlinear Schr̈odinger equation (A.5).
A time-dependent self-consistent potential functionV0(x, t) generated from the functions
qk(x, t) connected with a set of discrete dataD according to (A.8) will be called aseparable
potential[22].
Proof of proposition A.4. Let FD,c(x, t, λ) ∈ 3DN,M . The proof begins with the simple
observation that, as a consequence of the vectorsEa(k) andEb(k,j) in the homogeneous relations
(A.21) and (A.22) satisfied byFD,c(x, t, λ) being independent ofx andt , these relations are
satisfied by(XFD,c)(x, t, λ) and(T FD,c)(x, t, λ) as well. For example, with the operatorX ,
(X (λ, Eq)FD,c)(x, t, λk)Ea(k) = X (λk, Eq)(FD,c(x, t, λk)Ea(k)) = X (λk, Eq)0= 0 (A.32)
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for k = 1, . . . ,M, and
(X (λ, Eq)FD,c)(x, t, λ∗k)Eb(k,j) = X (λ∗k, Eq)(FD,c(x, t, λ∗k)Eb(k,j)) = X (λ∗k, Eq)0= 0 (A.33)
for k = 1, . . . ,M andj = 1, . . . , N . The argument is unchanged ifX is replaced withT .
Next, we examine the form of the matrix(X (λ, Eq)FD,c)(x, t, λ). It is straightforward to
see that















(0) −UF (0))} exp(−2i(λx + λ2t)E). (A.34)
Now, as a consequence of the definition of the functionsqk(x, t) in terms of the discrete
dataD and the symmetry property guaranteed by proposition A.3, the leading term vanishes
identically, that is,
2i[E,F (M−1)(x, t)] = cU(Eq). (A.35)
This, along with the fact thatX (λ, Eq)FD,c(x, t, λ) satisfies the homogeneous conditions (A.21)
and (A.22), means that
X (λ, Eq)FD,c(x, t, λ) ∈ 3DN,M. (A.36)
Not only that, but for matrices in3DN,M the only way that the coefficient ofλ
M can vanish is
for the leading constant to vanish. Therefore, by the isomorphism between3DN,M andC via
the leading constant, it follows that
X (λ, Eq)FD,c(x, t, λ) = 0. (A.37)
We now consider the form ofT (λ, Eq)FD,c(x, t, λ),




2i[E,F (M−1)] − cU)
+λM
(


















(0) − 12iV F (0)
)}
exp(−2i(λx + λ2t)E). (A.38)
Once again, the definition of the functionsqk(x, t) and the symmetry property of
proposition A.3 guarantee that the coefficient ofλM+1 vanishes. We shall now show that
the coefficient ofλM vanishes as well. Begin by writingF (M−1)(x, t) in the block form
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We already know by definition of the functionsqk(x, t) and proposition A.3, thatEb(M−1)T =
EqT /2i andEc(M−1) = −Eb(M−1)∗. Making use of the fact that all of the terms in (A.34) vanish
identically, we also have
∂xF
(M−1)(x, t) + 2i[E,F (M−2)(x, t)] −U(Eq)F (M−1)(x, t) = 0. (A.40)
This implies that for the coefficient ofλM in (A.38) to vanish, it will be enough to show that
cV (Eq) = 2i∂xF (M−1)(x, t). (A.41)
From (A.4), it is clear (A.41) is satisfied in the off-diagonal blocks. To show that the diagonal











Eliminating the derivatives ofa(M−1) andD(M−1) between this equation and the diagonal blocks
of (A.41) and comparing with the definition (A.4) ofV (Eq), we finally see that (A.41) is satisfied
identically. By similar arguments as we used above, it follows thatT (λ, Eq)FD,c(x, t, λ) is also
the zero element of3DN,M . This ends the proof of the proposition. 
We now return to the problem of interest, namely the algebraic construction of separable
time-dependent potentials for the linear Schrödinger equation and of a large number of exact
solutions to this linear equation. From the construction of the subspace3DN,M we can extract
a simpler construction of the quantities of immediate interest, and cast the whole procedure
in the form of an algorithm. The key observation is that it is sufficient to build from given
discrete dataD only the first rowof a matrixFD,c(x, t, λ) in the space3DN,M . This gives us
both the functionsqk(x, t) via the first row of the coefficient matrixF (M−1)(x, t) from which
we find the potentialV0(x, t) and also the image of the projection operatorP that consists of
solutions of the linear Schrödinger equation with this potential.
So we consider the first row ofFD,c(x, t, λ)and impose the homogeneous linear constraints
(A.21) and (A.22). Introducing










Eb(x, t, λ) = (F12(x, t, λ), . . . , F1,N+1(x, t, λ))T =
M−1∑
p=0
λp Eb(p)(x, t) (A.44)
the relations (A.21) and (A.22) take the simple form
a(x, t, λk) = Eg(k)†Eb(x, t, λk)
Eb(x, t, λ∗k) = −a(x, t, λ∗k)Eg(k)
(A.45)
wherek = 1, . . . ,M. Note that without loss of generality, we are takingc = 1. Written
out in its entirety, this is a square linear system for theM · (N + 1) unknowns,a(p)(x, t),
and theN elements ofEb(p)(x, t) for p = 0, . . . ,M − 1. The matrix of this system, and the
right-hand side, are explicit functions ofx andt through the exponential functions contributed
by a(x, t, λk) anda(x, t, λ∗k).
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From the solution of this linear system, one computes the potential function as
V0(x, t) = −4
N∑
n=1
∣∣b(M−1)n (x, t)∣∣2. (A.46)
Then, we see that(x, t, λ) and all the elements ofEb(x, t, λ) are solutions of the linear equation
i∂tf + 12∂
2
x f − V0(x, t)f = 0 (A.47)
for fixed but arbitraryλ. Being polynomial inλ, each element ofEb(x, t, λ) sweeps out an
M-dimensional space of solutions asλ varies. The solutions contained ina(x, t, λ) are more
interesting because the presence of the exponential means that all of these solutions for realλ
are linearly independent. This immediately gives an infinite-dimensional space of solutions to
the linear Schr̈odinger equation.
In fact, the functiona(x, t, λ) contains anL2(R) basis of solutions of the Schrödinger
equation as the parameterλ is varied [22]. In particular, the set
{a(x, t, λ∗1), . . . , a(x, t, λ∗M), a(x, t, λ), λ real} (A.48)









a(x, t, λ). (A.49)
The subscript ‘d’ indicates solutions that superpose to form dispersive waves. Forλ andη real
we then have the inner products
〈9d(·, t, λ),9d(·, t, η)〉 = δ(λ− η) (A.50)
and fork = 1, . . . ,M,
〈a(·, t, λ∗k), 9d(·, t, µ)〉 = 0. (A.51)
Also, dim span{a(x, t, λ∗k), k = 1, . . . ,M} = M as functions ofx for fixed t . So, let
{9b,k(x, t)} be any basis of span{a(x, t, λ∗k), k = 1, . . . ,M} that is orthonormal with respect
to the inner product (say obtained by the Gram–Schmidt procedure), so that
〈9b,j (·, t), 9b,k(·, t)〉 = δjk. (A.52)
The subscript ‘b’ indicates solutions that are bound and have finite energy. Note that this basis
remains orthonormal because the time evolution of these functions under (A.47) is unitary.
The completeness relation is generalized toL2(R) from that proved in [22] as
Proposition A.5. Let discrete dataD be given and let ∈ R be fixed. For allf (x) ∈ L2(R),








where the expansion coefficients are given by
fd(λ, t) = 〈9d(·, t, λ), f (·)〉 fb,k(t) = 〈9b,k(·, t), f (·)〉. (A.54)
The orthogonality relations for the functions9b,k(x, t) and9d(x, t, λ) are implied by this
result. Note that if = f (x, t) satisfies (A.47) then the expansion coefficients are independent
of t and can be constructed from the initial dataf (x, 0). Thus one solves the initial-value
problem for (A.47) inL2(R).
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Appendix B. Dispersive local decay estimates
Here, we establish several important properties of the unitary group e−itB. We will consider
even perturbations of the even two-soliton periodic potentials, so we will work in either the
even or odd subspace ofL2(R). For a given functionf (·) in L2(R), the operatorP (e,o)c is
defined as the spectral projection onto the continuous part of the spectrum ofB




〈9(e,o)d (·, 0, λ), f (·)〉9(e,o)d (x, 0, λ)dλ. (B.1)
As we will now see, the main difference between the even and odd cases is in the rate of
dispersive decay, and the difference can be directly traced to the behaviour of the dispersive
eigenfunction9(e,o)d (x, 0, λ) in the vicinity ofλ = 0. It is easy to see from the explicit formulae
that the eigenfunctions are continuous inλ atλ = 0, and that the odd mode vanishes there
9
(o)
d (x, 0, λ = 0) = 0 (B.2)
while the even mode does not vanish, but is simply finite atλ = 0. We say that the existence of
a non-trivial eigenfunction atλ = 0, as in the even case, indicates azero-energy resonanceof
the system. The ubiquitous effect of a zero-energy resonance is to alter the rate of dispersive
decay in the system. However, more dramatic effects can appear if under the influence of a
perturbation, the zero-energy resonance is directly excited. This latter situation we refer to
as aparametric zero-energy resonance. A system with a zero-energy resonance is ‘primed’
to feel the effects of a parametric zero-energy resonance in the presence of an appropriate
perturbation.
B.1. Non-singular local decay
First, we will prove thenon-singular local decay estimatefor the unitary group e−itB.
Proposition B.1. Fix σ > 52 . There exist constantsL
(e,o) > 0 such that
‖〈·〉−σ (e−itBP (e)c f ) (·)‖2 6 L(e)〈t〉−1/2‖〈·〉σ f (·)‖2 (B.3)
and
‖〈·〉−σ (e−itBP (o)c f ) (·)‖2 6 L(o)〈t〉−3/2‖〈·〉σ f (·)‖2 (B.4)
for all f ∈ L2(R) for which the right-hand side makes sense.
The proof is based on a sequence of intermediate results. First, from the simple chain of
estimates
‖〈·〉−σe−itBP (e,o)c f (·)‖2 6 ‖e−itBP (e,o)c f (·)‖2 = ‖P (e,o)c f (·)‖2 6 ‖f (·)‖2 6 ‖〈·〉σ f (·)‖2
(B.5)
we have
Lemma B.1. For all σ > 0, we have the simple estimate
‖〈·〉−σe−itBP (e,o)c f (·)‖2 6 ‖〈·〉σ f (·)‖2 (B.6)
for all f ∈ L2(R) for which the right-hand side makes sense.
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We now want to refine the above uniform estimate to include a multiplicative factor of
‖〈·〉σ f (·)‖2 that decays in|t |. To this end, we fixt 6= 0 and observe that by the definition of
the operatorB,
〈x〉−σ (e−itBP (e,o)c f ) (x) = ∫ ∞
−∞
〈y〉σ f (y) h(x, y; t) dy (B.7)
where





d (y, 0, λ)
∗9(e,o)d (x, 0, λ)e
−2iλ2t dλ. (B.8)
We note here that the integral in the definition ofh(x, y; t) is improper; the integrand is not
absolutely integrable, and the integral from zero to infinity should be interpreted as the limit
of the integral from zero toR asR ↑ ∞. This limit exists as long ast 6= 0, and consequently
the functionh(x, y; t) is well defined fort 6= 0. The trouble with the functionh(x, y; t) at
t = 0 is not our concern here because we already have a uniform estimate that holds for allt ,
and, in particular, fort near zero. Thus we will be thinking oft as being large in what follows.
In any case, by Cauchy–Schwarz, we have∣∣〈x〉−σ (e−itBP (e,o)c f ) (x)∣∣ 6 ‖h(x, ·; t)‖2 ‖〈·〉σ f (·)‖2. (B.9)
It follows that ∥∥〈·〉−σ (e−itBP (e,o)c f ) (·)∥∥2 6 ‖h(·, ·; t)‖2 ‖〈·〉σ f (·)‖2 (B.10)
an estimate that involves the Hilbert–Schmidt norm of the kernelh(x, y; t) for each fixedt .
The rest of our work will be to showh(x, y; t) is in L2(R2) for each fixedt , with its norm
decaying in|t |.
First note that from the explicit formulae
9
(o)
d (x, 0, λ) =






d (x, 0, λ) =




wherea(0)(x, t) anda(1)(x, t) are bounded analytic functions ofx, we obtain
Lemma B.2. Let the parametersρ1 andρ2 be fixed. The function defined by
q(λ)
.= 9(e,o)d (x, 0, λ)9(e,o)d (y, 0, λ)∗ (B.13)
is in Ck(R+) for all k > 0. In particular, all derivatives with respect toλ are uniformly
bounded functions ofλ. The norms‖q(k)(·)‖∞ are homogeneous polynomials in|x| and|y| of
degreek, with non-negative coefficients that depend only onρ1 andρ2. Also, in the odd case,
we haveq(λ) = O(λ2) for λ near zero, while in the even caseq(λ) = O(1).
In showing thath(x, y; t) is L2(R2) with its norm decaying int , we will find that the
main contribution for larget comes from the part of the integral nearλ = 0. To see this, we
first separate the contributions near and away from zero. Letg1(λ) be a non-negative ‘bump
function’, infinitely differentiable for realλ > 0, identically equal to 1 for 06 λ 6 1/2 and
identically equal to zero forλ > 31/2. Let g̃1(λ) .= 1− g1(λ). Then
h(x, y; t) = h1(x, y; t) + h̃1(x, y; t) (B.14)
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where





d (y, 0, λ)
∗9(e,o)d (x, 0, λ)g1(λ) e
−2iλ2t dλ (B.15)
and





d (y, 0, λ)
∗9(e,o)d (x, 0, λ)g̃1(λ) e
−2iλ2t dλ. (B.16)
First, we will show that away fromλ = 0, we can obtain an arbitrary decay in time.
Lemma B.3. Fix L > 0. For somek > 2, suppose thatf (λ) is in Cn([L,∞]) for all












∣∣∣∣ 6 1L4k|t |k supλ>L ∣∣λ2(Akf )(λ)∣∣ (B.18)
where the operatorA is defined by





























(Akf )(λ) e−2iλ2t dλ
]
. (B.20)
The boundary terms atλ = L vanish identically, and those atλ = R tend to zero asR ↑ ∞.




















The bound is finite fork > 2. 
We can now apply this result to estimateh̃1(x, y; t).
Lemma B.4. Fix an integerk > 2, and letσ > k + 12 . Then, the functioñh1(x, y; t) is in
L2(R2) as a function ofx andy, with its norm decaying as|t |−k.
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Proof. We apply the above lemma withL = 1/2 andf (λ) = 9(e,o)d (x, 0, λ)9(e,o)d (y, 0, λ)∗
g̃1(λ). This gives the pointwise estimate
|h̃1(x, y; t)| 6 2〈x〉
−σ 〈y〉−σ
14k|t |k supλ>1/2
∣∣∣λ2(Ak9(e,o)d (x, 0, ·)9(e,o)d (y, 0, ·)∗g̃1(·))(λ)∣∣∣. (B.22)
The operatorAk acting on the right-hand side makes the supremum bound a polynomial in|x|
and|y| of degreek. Therefore, forh̃1(x, y; t) to lie in L2(R2) as a function ofx andy, it is
sufficient to takeσ > k + 12. The claimed time decay of theL
2 norm is then obvious. Note
that each derivative of̃g1(λ) contributes a factor of order O(1−1), so the overall bound on the
L2 norm ofh̃1(x, y; t) scales like1−(k+1). 
Now, we move on to consider the part ofh(x, y; t) contributed by the neighbourhood of
λ = 0. We again need some technical lemmas.





∣∣∣∣ 6 √3. (B.23)





∣∣∣∣ 6 ∫ µ
0
|dζ | = |µ|. (B.24)





























∣∣∣∣∣ 6 34M . (B.26)





∣∣∣∣ 6 M + 34M . (B.27)




3/2. Since for 0< µ 6 Mmin,





∣∣∣∣ 6 |µ| 6 Mmin 6 2Mmin = √3 (B.28)
the lemma is established uniformly for all positiveµ. By symmetry, the same estimate holds
for µ < 0. 
Lemma B.6. Fix L > 0 and supposef (λ) is twice continuously differentiable, withf (0) =
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Proof. Integrating by parts using the boundary conditions (evaluations at the lower boundary
of λ = 0 are interpreted in the sense of the limitλ ↓ 0, that is, from above), we have∫ L
0
f (λ) e−2iλ

































and integrate by parts again making use of the boundary conditions (with the same caveat as
above), to find∫ L
0
f (λ) e−2iλ












2t dσ dλ. (B.32)
With a change of variables toζ = |t |1/2σ , this becomes∫ L
0
f (λ) e−2iλ














Estimating theλ integral in the obvious way using the uniform bound of theζ integral by
√
3
establishes the claimed estimate. 
Without the vanishing boundary conditions atλ = 0, one finds less decay in time.










an orderO(|t |−1/2) bound.
Proof. Separate off the slow decay by writing∫ L
0
f (λ) e−2iλ







(f (λ)− f (0)) e−2iλ2t dλ = IA + IB. (B.35)
The first integral is easily transformed















|t |1/2 . (B.37)








2t dµ dλ. (B.38)
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Therefore,





























|f ′(λ)| dλ. (B.39)
Combining the estimates forIA andIB establishes the claimed result. 
We now want to use these results to estimateh1(x, y; t). To do this, we want to apply
lemmas B.6 or B.7 withf (λ) = 9(e,o)d (x, 0, λ)9(e,o)d (y, 0, λ)∗g1(λ). Now, from lemma B.2,
it is clear that the hypotheses of lemma B.6 concerning the behaviour off atλ = 0 will only
be satisfied in the odd case. Here, we obtain the following.
Lemma B.8. Consider the odd case, and letσ > 52 . Thenh1(x, y; t) is in L2(R2) as a
function ofx andy with its norm decaying like|t |−3/2.
Proof. We have the pointwise estimate








d (x, 0, λ)9
(o)





From lemma B.2 we have that the right-hand side is a quadratic polynomial in|x| and |y|.
Therefore, forh1(x, y; t) to be inL2(R2) as a function ofx andy it is sufficient to takeσ > 52.
The time decay of theL2 norm is then obvious. Note that each derivative ofg1(λ) contributes
a factor that is O(1−1) so the bound on theL2 norm scales like1−1. 
In the even case, we have a zero-energy resonance, and this means that the integrand near
λ = 0 is not small enough to allow as rapid decay as in the odd case. In this case, we can only
apply lemma B.7 to find the following.
Lemma B.9. Consider the even case, and letσ > 32 . Thenh1(x, y; t) is in L2(R2) as a
function ofx andy, with its norm decaying like|t |−1/2.
Proof. Usingf (λ) = 9(e)d (x, 0, λ)9(e)d (y, 0, λ)∗g1(λ) andL = 31/2 in lemma B.7, we have
the pointwise estimate











Since the derivative with respect toλ results in at most linear growth inx andy, takingσ > 32
is sufficient to ensure thath1(x, y; t) is inL2(R2) as a function ofx andy. Clearly, for large
t , theL2 norm is O(|t |−1/2). Note that the estimate is also O(1−1) due to differentiation of
the bump functiong1(λ). 
In both odd and even cases, the contribution ofh1(x, y; t) to theL2 norm ofh(x, y; t)
dominates for large time that ofh̃1(x, y; t), for which we had arbitrary decay. According to
lemma B.4, forσ > 52 this latter decay is at least as fast as|t |−2. These results imply the
following.
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Lemma B.10. Fix σ > 52 . Then, fort sufficiently large, we have the estimates∥∥〈·〉−σ (e−itBP (e)c f ) (·)∥∥2 6 K(e)|t |1/2‖〈·〉σ f (·)‖2 (B.42)
and ∥∥〈·〉−σ (e−itBP (o)c f ) (·)∥∥2 6 K(o)|t |3/2‖〈·〉σ f (·)‖2 (B.43)
whereK(e) andK(o) are some positive constants.
This result, taken together with the elementary time-independent bound established in
lemma B.1, completes the proof of proposition B.1. 
B.2. Singular local decay
Now we prove thesingular local decay estimatefor the unitary group e−itB.
Proposition B.2. Let |µ| > µmin > 0. Fix σ > 72 . Let t = κr with r > 0 andκ = ±1. Then,
there exist constantsM(e,o) > 0, such that∥∥〈·〉−σ lim
δ↓0
((B − 2µ− 2iκδ)−1e−itBP (e)c f )(·)
∥∥
2 6 M
(e)〈r〉−1/2‖〈·〉σ f (·)‖2 (B.44)
and∥∥〈·〉−σ lim
δ↓0
((B − 2µ− 2iκδ)−1e−itBP (o)c f )(·)
∥∥
2 6 M
(o)〈r〉−3/2‖〈·〉σ f (·)‖2. (B.45)
The constantsM(e,o) depend only onµmin, so the bounds are uniform for large|µ|.









〈y〉σ f (y)k(x, y; t) dy (B.46)
where






d (x, 0, λ)9
(e,o)
d (y, 0, λ)
∗
2λ2 − 2µ− 2iκδ e
−2iλ2t dλ. (B.47)
Perhaps despite appearances, the kernelk(x, y; t) is somewhat more amenable to analysis than
the kernelh(x, y; t) that appeared in the non-singular case. This is because for each finiteδ
the integrand is absolutely integrable as a consequence of the uniform boundedness inλ of
9
(e,o)
d (x, 0, λ) as guaranteed by lemma B.2 and the large-λ behaviour of the denominator.
Again, the goal is to show that the kernelk(x, y; t) is inL2(R2) as a function ofx andy,
with a norm that is decaying in time, although in this case we will only obtain the decay fort
of a particular sign. First, we show that theL2 norm exists and is finite neart = 0.
Lemma B.11. Fix σ > 32 , µ with |µ| > µmin > 0, and t with |t | < T . Then there exist
constantsC(e,o) > 0 depending onµmin andT such that
‖k(·, ·; t)‖2 6 C(e,o). (B.48)
Since the bounds only depend onµ viaµmin, they are uniform for large|µ|.
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Proof. Begin by settingf (λ) = 9(e,o)d (x, 0, λ)9(e,o)d (y, 0, λ)∗ e−2iλ
2t . First we consider
µ 6 −µmin < 0, in which case we have






λ2 − µ (B.49)
since there is no singularity forµ < 0. We immediately obtain the pointwise estimate

















√−µmin supλ>0 |f (λ)|. (B.50)
Now we considerµ > µmin > 0. Pick some positiveG less than
√
µmin. Then






















µ + iκδ)(λ−√µ + iκδ)
(B.52)
where the principal branch of the square root is understood, so that the square root is nearly a





































































































































Again, the bounds are uniform inµ for largeµ.
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Now, we simply note that the pointwise bounds forIns andIs are themselves bounded by
functions ofx, y andt that grow linearly at worst, as a consequence of differentiation off (λ)
with respect toλ (cf lemma B.2 for the growth inx andy, while the growth int comes from
the factor e−2iλ
2t ). Thus, to havek(x, y; t) ∈ L2(R2) as a function ofx andy, it is sufficient
to takeσ > 32, and then the norm will be bounded by a linear function of|t |, and therefore
uniformly for |t | < T . The bound is also uniform inµ for |µ| > µmin > 0. 
We now note that proving the decay for larger = |t | for µ 6 −µmin < 0 amounts to
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λ2 − µ e
−2iλ2t dλ. (B.56)
Using the same arguments as used to prove the non-singular local decay estimate one obtains a
pointwise bound for this integral that is at most quadratically growing inx a dy and decaying
like |t |−1/2 in the even case and|t |−3/2 in the odd case. Since the estimates involve up to two
derivatives of the quotient in the integrand, the bounds will be uniform inµ forµ 6 −µmin < 0.
To prove the decay for larger = |t | in the truly singular case whenµ > µmin > 0, we split
k(x, y; t) into three parts. Letg1(λ) andg̃1(λ) be as before, and introduce the new ‘bump’
functionsgG(λ) andg̃G(λ) = 1− gG(λ), both infinitely differentiable and non-negative, with
gG(λ) identically equal to zero outside of the interval(
√
µ−3G/2,√µ+3G/2) and identically
equal to one inside of the interval(
√
µ−G/2,√µ +G/2). Set
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λ2 − µ g̃G(λ) e
−2iλ2t dλ. (B.60)
Note that in keeping the contributions near zero and nearµ distinct, we are assuming that
31/2 <
√
µmin − G. The analysis ofI0 and Ĩ proceeds exactly as in the proof of the non-
singular local decay estimate. The results are almost identical. ForĨ one can integrate by
parts as many times as one likes, and therefore one obtains a pointwise estimate with arbitrary
decay in time of order O(|t |−k) for k > 2, but at the cost of polynomial growth inx andy of
degreek. ForI0, one obtains a pointwise estimate that decays like O(|t |−1/2) in the even case
and O(|t |−3/2) in the odd case, at the cost of quadratic growth inx andy.
The estimates ofI0 and Ĩ are uniform for largeµ. The pointwise bounds for̃I involve
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with f (λ) given by9(e,o)d (x, 0, λ)9
(e,o)
d (y, 0, λ)
∗g̃G(λ) for λ >
√
µ + G/2 and withf (λ)
given by9(e,o)d (x, 0, λ)9
(e,o)
d (y, 0, λ)
∗g̃1(λ)g̃G(λ) for 1/2< λ <
√
µ−G/2. In particular,




















For the part ofĨ involving λ >
√
µ +G/2, it is easy to check that the three coefficients above
are monotonic functions ofλ for λ >
√
µ that decay for largeλ with µ fixed. Therefore,
each coefficient is bounded by its magnitude at the lower endpointλ = √µ + G/2. With
G held fixed, these bounds are then seen to be decaying functions ofµ. For the part of
Ĩ involving λ ∈ (1/2,√µ − G/2), it is easy to see that the coefficients blow up at both
endpoints. Therefore, for1 andG sufficiently small but independent ofµ, the coefficients
will be bounded by the maximum of their values atλ = 1/2 andλ = √µ − G/2. Again,
holding1 andG fixed, one sees that the bounds are uniform for largeµ. This direct argument
shows that, at least fork = 2, the pointwise bound for̃I is uniform inµ. Establishing the
uniformity of the pointwise estimate forI0 is easier; the denominatorλ2−µ plays no essential
role forλ < 31/2 forµ sufficiently large.
The new term that must be handled differently isIµ.





wherePk(x, y) is a polynomial in|x| and |y| of degreek with positive coefficients that are
uniform inµ.
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Now, with gG(λ) vanishing to all orders at the integration endpoints, it is possible to bound
the integral in square brackets by iterated integration by parts. The bound is O(|s|−k) and
grows inx andy like a polynomialPk(x, y) of degreek. This bound is uniform inµ, since the
only placeµ appears is in the range of integration over which bounds are required, and from








which establishes the lemma fort > 0. For t < 0, one obtains an integral from−∞ to t in
the second step above, and ultimately obtains the same bound. 
Finally, we put the pieces together to complete the proof of proposition B.2. For the odd
case, we want decay of order O(|t |−3/2). For 〈x〉−σ 〈y〉−σ I0 to be inL2(R2) with this decay
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rate, we needσ > 52. With this bound onσ , we can obtain〈x〉−σ 〈y〉−σ Ĩ to be inL2(R2)
with decay bounded by O(|t |−2) = o(|t |−3/2), but no better. Finally, for〈x〉−σ 〈y〉−σ Iµ being
in L2(R2) with decay O(|t |−2) we now see that we need to localize a bit more in space by
takingσ > 72. Combining these large time estimates with the finite-time bound of lemma B.11
establishes the proposition in the odd case. Similar arguments for the even case give anL2(R2)
norm that decays like O(|t |−1/2) for σ > 72.
Remark. Evidently, the singular decay estimates blow up whenµmin approaches zero. This
is an essential phenomenon in both the odd and even cases. This is best seen by considering
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∗
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−2iλ2t dλ. (B.66)
This integral blows up for allx, y andt , asδ tends to zero in the even case. In the odd case
there is sufficient vanishing atλ = 0 for the limit of δ ↓ 0 to exist for allx, y andt , but the
limit only decays int like |t |−1/2. Thus it is not possible for estimates of the form derived for
|µ| > µmin > 0 to hold uniformly in any neighbourhood ofµ = 0. 
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