A review of current efforts towards developing a non-linear system identification (NSI) methodology of broad applicability [1] [2] [3] [4] is provided in this article. NSI possess distinct challenges, since, even the task of identifying a set of (linearized) modal matrices modified ('perturbed') by non-linear corrections might be an oversimplification of the problem. In that context, the integration of diverse analytical, computational, and post-processing methods, such as slow flow constructions, empirical mode decompositions, and wavelet/Hilbert transforms to formulate a methodology that holds promise of broad availability, especially to systems with non-smooth non-linearities such as clearances, dry friction and vibro-impacts is proposed. In particular, the proposed methodology accounts for the fact that, typically, non-linear systems are energy-and initial condition-dependent, and has both global and local components. In the global aspect of NSI, the dynamics is represented in a frequency-energy plot (FEP), whereas in the local aspect of the methodology, sets of intrinsic modal oscillators are constructed to model specific non-linear transitions on the FEP. The similarity of the proposed methodology to linear experimental modal analysis is discussed, open questions are outlined, and some applications providing a first demonstration of the discussed concepts and techniques are provided.
INTRODUCTION
System identification, modal analysis, and reduced order modelling of linear dynamical systems have been well documented [5] [6] [7] [8] [9] [10] . Accordingly, linear techniques have been developed in time and frequency domains that find broad applicability to general classes of dynamical systems. The foundation of these techniques is the principle of superposition upon which methods have been developed and concepts have been introduced; these include convolutions, Green's functions, spectral theory, frequency response functions, and Sturm-Liouville eigenvalue theory. The assumption of linearity facilitates the use of these techniques and others, such as numerical Fourier transforms (FTs) coupled with experimental modal analysis (EMA) to extract natural frequencies, mode shapes and modal damping ratios from a structure which, coupled with knowledge of the mass distribution, enable the construction of reduced order mathematical models that capture the essential dynamical properties of the structure in the frequency range of interest. This approach is nonparametric and can be applied to a broad range of structures that behave linearly (or almost linearly).
Moreover, although the previous linear concepts cannot be directly applied to non-linear dynamical systems, they can still be applied indirectly through perturbation schemes if the (weakly) non-linear dynamics are regarded as perturbations of the underlying linear dynamics. Still, the resulting methods are valid only for restricted classes of dynamical systems and only under strict assumptions and conditions [11] .
Still, as mechanical systems become more complex, incorporating not only electrical and mechanical components but also biological and biomimetic elements, the likelihood exists that their dynamics will be strongly non-linear and nonstationary. For example, strongly non-linear dynamics such as local buckling, plastic deformations, clearance and backlash, hysteresis, friction-induced oscillations, and vibro-impact motions cannot be accurately modelled by linearized techniques. Moreover, in the context of multi-physics problems such as interfacial effects, thermal induced oscillations, fluid-structure interactions, or sensor-tissue interactions, a physically based parametric model of the system will not be known a priori. However, given a sufficiently dense set of sensors, measured time series recorded throughout the system will contain all the information reflecting both non-linearity and nonstationarity. Hence, it rests with the analyst to be able to extract information about the dynamics directly from the measured time series. Clearly, the classical FT is not able to properly isolate and extract this information, especially in strongly non-linear applications [12, 13] , where concepts such as 'normal mode', 'natural frequency', and 'modal space' need to be carefully reconsidered and extended to the non-linear regime.
The previous discussion highlights the importance of developing a non-linear system identification (NSI) and reduced order modelling method that ideally would be as utilitarian as experimental linear modal analysis and applicable to a broad class of non-linear systems, including systems with weak or strong nonlinearities, smooth or non-smooth characteristics, and time-invariant or time-variant properties. It follows that, ideally, such a method should possess attributes such as the following.
1. It should be based on direct analysis of measured time series, since they contain all necessary information of the dynamics. 2. It should be physics-based, resting on a solid theoretical foundation. 3. It should be applicable to the analysis of complex non-linear resonance interactions and provide interpretation and modelling of such interactions. 4 . It should address the dependence of the non-linear dynamical response on the level and type of excitation, and its sensitivity to the initial conditions. 5. It should be considered as a 'natural extension' of classical linear modal analysis, extending, if possible, concepts from linear theory to the non-linear regime.
This is a very demanding wish list indeed, given the well-recognized, highly individualistic nature of nonlinear dynamical systems which restricts the unifying dynamical features that are amenable to system identification. Current NSI methods are valid for limited classes of systems and mainly for systems with weak non-linearities; moreover, these methods either are valid for relatively simple systems (i.e. one or two-DOF, degrees of freedom), or they are computationally intensive. Moreover, no general methods exist for systems with non-smooth non-linearities (e.g. clearances and dry friction) or with strong non-linearities (e.g. ultra-flexible wings where geometric non-linearities are prominent). A discussion of current methods and techniques for system identification and reduced order modelling of non-linear dynamical systems is provided in the recent review by Kerschen et al. [14] and in references therein.
The focus of this article is to discuss some recent efforts towards developing such a NSI/reduced order modelling approach of broad applicability [1] [2] [3] [4] . Given the many challenges that this task entails, new concepts and methodologies need to be developed and then harmoniously synthesized to form a powerful and versatile approach that successfully addresses as many as possible of the aforementioned objectives. In the following sections, the basic elements of the approach and provide some examples of application are discussed.
BASIC ELEMENTS OF THE NSI METHODOLOGY: SLOW FLOW CONSTRUCTIONS, WAVELET TRANSFORMS, AND EMPIRICAL MODE DECOMPOSITIONS
The formulation of a general NSI approach of broad applicability should necessarily address the fact that non-linear systems are energy-and initial conditiondependent, so that even the task of identifying a set of (linearized) modal matrices modified ('perturbed') by non-linear corrections might be an oversimplification of the problem [1] [2] [3] [4] . In other words, basing NSI on linearized modal spaces might be invalid since in many applications, non-linear modal spaces (non-linear normal modes [15] ) might be drastically different than what linear theory predicts.
One wishes to demonstrate this point with a two-DOF non-linear system composed of a weakly damped linear oscillator (LO) coupled to a light attachment by means of essential stiffness non-linearity of the third degree. In previous work, the non-linear oscillator was termed a 'non-linear energy sink' (NES) due to its capacity to passively absorb and dissipate energy from the LO over broad frequency ranges [12] . The equations of motion of the system are given by
Such strong geometric non-linearity occurs when very flexible, thin structural members fixed at their ends undergo vibrations transverse to their longitudinal axis. It will be shown that this system has surprisingly complex dynamics. For (1), it is assigned that ! 0 ¼ 1, C ¼ 1, " ¼ 0:05, 1,2 ¼ 0:03, and in Fig. 1 , the transient dynamics for two different initial conditions is depicted [12] . The response time series with their wavelet transforms (WTs), together with the representations of the transient dynamics on the frequency-energy plot (FEP) of the underlying Hamiltonian system corresponding to setting Fig. 1 Two damped non-linear transitions of system (1) depicted in the FEP: (a) 1:3 TRC for initial conditions _ yð0Þ ¼ À0:059, _ vð0Þ ¼ 0:015, yð0Þ ¼ vð0Þ ¼ 0, (b) transition with initial conditions yð0Þ ¼ vð0Þ ¼ _ vð0Þ ¼ 0, _ yð0Þ ¼ À0:579; yellow lines indicate schematically the damped transitions 1,2 ¼ 0 is presented. A very useful feature of the FEP is its relation to the transient dynamics of the corresponding weakly damped system. This is due to the fact that the effect on the dynamics of weak damping is parasitic: Instead of introducing 'new' dynamics, it just causes transitions of the dynamics between branches of normal modes leading to multi-frequency non-linear dynamical transitions. It follows that different initial or forcing conditions may lead to drastically different transitions in the FEP. To construct the FEP, the periodic orbits of the Hamiltonian system for different initial conditions are computed. The resulting FEP is in the background in bottom (Fig 1(a) and (b)), where a frequency index (FI) of a periodic orbit is depicted against its (conserved) energy. Symmetric periodic orbits SnmAE correspond to curves in the configuration plane ð y, vÞ, with ðm : nÞ indicating the internal resonance realized (e.g. a 1:1 internal resonance is realized on S11AE, with both the LO and the NES oscillating with identical dominant frequencies). The (AE) signs indicate in-phase or out-of-phase motions of the LO and the NES. Unsymmetric periodic orbits UpqAE are Lissajous curves in the configuration plane. Then, the FI of a periodic orbit on branches SnmAE and UnmAE is given by FI ¼ n! 0 =m. The (seemingly simple) two-degree-of-freedom system (1) possesses a countable infinity of periodic orbits (or non-linear normal modes)! Near-horizontal branches are linearized or weakly non-linear motions (weak frequencyenergy dependence), whereas curved branches imply strongly non-linear responses (The corresponding linear two-DOF system would possess a FEP with just two horizontal lines corresponding to its natural frequencies!). Depending on initial conditions, two radically different damped transitions occur. In Fig. 1 (a) a 1:3 transient resonance capture (TRC) [16, 17] is depicted during which the NES engages in transient resonance with the LO with their dominant frequencies being locked in a 1:3 ratio. A different transition is depicted in Fig. 1(b) where an initial higher frequency TRC is followed by a transition (jump) to 1:1 TRC.
The previous example highlights the important challenges that the analyst is faced with when performing NSI: First, to address the (generic) feature of non-linear systems to exhibit qualitatively different responses with varying energy and/or initial conditions, which dictates a global approach to identify the dynamics over broad frequency and energy ranges (in the context of the previous example, requires the construction of the entire FEP of the underlying dynamical system); and second, to identify complex multi-frequency transitions for particular initial conditions, dictates a local approach whereby specific non-linear transitions are considered, and the task is to identify the non-linear modal interactions that govern these transitions (again, in the context of the previous example, this would require the identification of the specific transitions shown in Fig. 1 ).
The methodology under development addresses both the above challenges by adopting a combined global/local approach to NSI, whereby global features of the dynamics are identified in the frequencyenergy domain by constructing FEPs directly from measured data, while local features are identified by constructing appropriate local slow-flow models. In this way, one ensures that both the global and local requirements of NSI are addressed. The added benefit of the proposed approach is that it is based on direct analysis of measured time series which contain complete information of the non-linear dynamics to be identified. Hence, it holds the promise of broad applicability to a wide range of dynamical systems, including systems with strong or even non-smooth non-linearities, as well as systems with time-varying properties. Different techniques are combined to formulate the proposed methodology, and these are shown in the chart of Construction of a slow-flow model of the dynamics of a system is a powerful analytical tool for modelling the essential dynamics. This is performed by slow/fast partition of the measured time series, whereby the (non-essential) 'fast' dynamics is averaged out to reveal the (essential) 'slow' modulations of appropriately defined amplitudes and phases. To this end, one applies the complexification-averaging (CX-A) technique first introduced by Manevitch [18] under the central assumption that the measured time series are in the form of modulated oscillatory signals. Hence, one considers a general n-DOF non-linear dynamical system
where x is an nÀ response vector and f an 2n-vector function (underlines denote vectors). Assume that the dynamics possesses N distinct components at frequencies ! 1 , . . . , ! N , so the response of each DOF of the system can be expressed as a summation of N independent components
where x ðmÞ k ðt Þ indicates the response of the kth coordinate of (2), associated with the basic frequency ! m with the ordering ! 1 4 . . . 4 ! N . One assumes at this point that all the basic frequencies in the response are well separated. For each component of (3), a new complex variable defined by is assigned
where a slow/fast partition of the dynamics in terms of the 'slow' (complex) amplitude ' ðmÞ k ðt Þ and the 'fast' oscillation e j! m t was assumed. That such a partition holds is a central assumption in our methodology. Clearly, such slow/fast partition is by no means unique or universal. Still, the analysis is restricted to measured signals that can be decomposed as in (4) . Substituting (3) and (4) into (2) and performing multiphase averaging [19] for each of the 'fast' frequencies, the slow flow of (2) is obtained
where
The number of 'fast' frequencies N determines the dimensionality of the slow flow (5) . The slow flow model (5) captures the slow evolution of the N harmonic components of (2), or the essential dynamics after the fast frequencies are averaged out. Note that in the previous formulation, the slow flow model is derived directly from the equations of motion (2) which, in general, are not known during experimental measurements. This construction, however, provides an important theoretical foundation for the NSI methodology as described below. At this point, one merely state that, even if the governing equations of motion of a measured dynamical process are not known, the underlying essential dynamics are captured by a slow flow model; to construct such a model directly from measured time series, data will be the primary task of the developed NSI methodology.
The second element of the proposed methodology is EMD combined with the HT. EMD was conceived as a numerical post-processing technique for analysing nonstationary and non-linear time series [20, 21] , and has been applied to numerous applications including system identification [22, 23] non-linear dynamics [24, 25] , and damage detection [26] . This decomposition method, which is based on identifying the characteristic time scales in measured oscillatory time series, is adaptive, highly efficient, and especially suitable for non-linear and nonstationary processes. In particular, EMD yields a complete and nearly (but not thoroughly) orthogonal basis of intrinsic mode functions -IMFs. These are oscillatory modes embedded in the time series, each with its own characteristic time scale, whose linear superposition reconstructs the measured time series. Hence, EMD is a multiscale decomposition of a measured time series in terms of embedded oscillatory modes at different time scales of the dynamics.
The main loop of the EMD algorithm (the sifting algorithm) for extracting the IMFs from a signal xðt Þ consists of the following steps [20, 21] : (a) identify all extrema of xðt Þ, (b) perform (spline) interpolations of the minima and maxima of xðt Þ, ending up with two envelopes e minðt Þ and e maxðt Þ, respectively, (c) compute the average curve Rðt Þ ¼ e min ðt Þþ ½ e max ðt Þ=2 (as a residual), (d) extract the remainder cðt Þ ¼ xðt Þ À Rðt Þ, and (e) apply the previous algorithm on the remainder cðt Þ until the residual Rðt Þ can be considered as zero-mean under some tolerance (i.e. a stopping criterion). Once this criterion (through the sifting process) is met, the remainder cðt Þ is regarded as the effective IMF. By subtracting this IMF from the original time series and applying the algorithm iteratively, additional IMFs are extracted, so that the original signal xðt Þ is decomposed sequentially from high to low frequency into components as
By this construction process, the superposition of the K leading IMFs reconstructs approximately the measured time series. However, due to the ad hoc nature of the sifting algorithm, only a subset of these IMFs is physically meaningful with the rest being of spurious nature [27] . As discussed in references [24, 25] , the dominant (and physically meaningful) IMFs can be identified by comparing their instantaneous frequencies to the WT spectra of the original time series. The instantaneous frequencies of the dominant IMFs coincide with the dominant harmonics of the wavelet spectra. This process also identifies the dominant time scales (or frequencies) of the dynamics in the time series. It follows that EMD provides the following ad hoc numerical decomposition of the dynamical response of the kth coordinate of the general system (2)
where c ðmÞ k ðt Þ is the mth dominant IMF of the response x k ðt Þ, associated with the fast frequency ! m , with ! 1 4 . . . 4 ! N . It is noted at this point, the similarity between the numerical construction (7) and the theoretical slow flow construction (3); this similarity is a key point in the proposed NSI methodology.
Although EMD is a powerful signal decomposition method for oscillatory measured data, it has certain deficiencies. First, it may lead to spurious (i.e. nonphysically meaningful) IMFs; spurious IMFs are the direct result of the well-established lack of orthogonality of the IMFs. The deletion of spurious IMFs from further consideration can be performed by comparing the instantaneous frequencies of the IMFs to the WT spectra of the time series and eliminating nonphysical IMFs from further consideration. Hence, one can identify a set of dominant IMFs from the measured time series which have physical meaning since they correspond to basic harmonics in the WT spectra of the measured time series. Second, there are concerns regarding the frequency resolution of the EMD results. Indeed, in order to obtain meaningful results when applying HT to the IMFs, it is necessary that these are mono-component or, at least, narrowband (otherwise one obtains mixed-mode IMFs in the form of beat phenomena with closely spaced frequencies). Related to this, there are issues concerning the uniqueness of the EMD results; EMD does not result in a unique decomposition of a measured time series since it is applied in an ad hoc manner and depends on a free stopping parameter; that is, EMD is not robust in practice. The set of extracted IMFs can be considered as a basis for reconstructing the original measured time series if it satisfies (or nearly satisfies) the basic conditions of completeness and orthogonality. By virtue of the EMD algorithm, completeness of the IMFs is guaranteed by construction. It is the lack of orthogonality between IMFs, however, that generates spurious features in the results and prevents uniqueness of the decomposition. These issues have been addressed in reference [13] through the use of masking and mirror-image signals that lead to well-decomposed, nearly orthogonal sets of IMFs. A final issue concerns the ad hoc nature of EMD and the lack of a theoretical foundation for the derived near-orthogonal basis of the IMFs of the decomposed time series. Hence, the next element of the proposed NSI methodology addresses this very issue by bridging the gap between the theoretical slow flow models and the numerically derived IMFs, and provides a solid theoretical basis for the proposed NSI methodology.
In order to formulate the correspondence between slow flows and EMD, one needs to shift his/her analysis to the complex plane. For the slow flow construction, this was already performed through the definition (4). To perform a similar complexification of the IMFs in (7), one employs HTs. The HT hðt Þ of a (mono-component) signal yðt Þ is defined as
where PV stands for Cauchy principal value. Moreover, a complex function whose imaginary part is the HT of the real part is analytic. Motivated by this result, one can complexify the mth IMF c ðmÞ k ðt Þ of the time series x k ðt Þ in (7) by defining the analytic complex function 
It is noted that this is in the same form as the complexification (4) introduced in the slow flow construction. It follows that by complexifying the identified IMFs in (7) , one has a direct way to relate them to the governing slow flow dynamics, in particular to the complex amplitudes C ðmÞ k ðt Þ in (4). This provides a way to physically interpret the (previously ad hoc) dominant IMFs in terms of the slow flow dynamics.
The theoretical slow flow decomposition (4) and the complexified numerically derived dominant measured IMF (11) are now related. From the previous derivations, the response of the kth DOF of (2) can be expressed in two ways Slow flow 
where N is the number of dominant harmonic components in the slow flow decomposition of the dynamics (i.e. the dimensionality, or the number, of significant frequency-time scales in the dynamics). It follows that the above partitions can be directly related, since they represent identical theoretical and numerical multi-scale slow-fast decompositions of the measured time series
This correspondence was first reported by Junsheng et al. [26] , but the formulation outlined herein is different.
At this point, it is noted that the complexification (9) based on HT is different than the corresponding complexification (4) employed in the theoretical slow flow analysis. Hence, one introduces the alternative complexification Given the correspondence (12b) and taking into account that the complexifications (4) and (13) are similar (and, hence, directly comparable), it is concluded that the correspondence between the complexifications must be of the form 
The reason that in the correspondence (15) between the theoretical and empirical slow flows, one prefers the complexification (9) (in terms of HT) than (13) is due to its applicability when one considers experimental time series (since then the HTs of experimental time series can be employed to construct analytical complexifications in contrast to (13) that uses the time derivative of the time series which may be prone to numerical error and even instabilities).
Relations (15) provide a physics-based theoretical foundation for EMD, whereby the dominant IMFs represent the underlying slow flow of the dynamics and, hence, capture all the important (multi-scale) dynamics. This leads us to the important conclusion that dominant IMFs extracted by means of EMD of experimentally measured time series (i.e. from systems whose governing equations are not known) represent the underlying slow flow dynamics of the measured dynamical system. This important result [2, 3, 13] provides the foundation for the development of the proposed NSI methodology of broad applicability. One notes that no assumptions have been made regarding the type or dimensionality of the system and the type and strength of the non-linearity. It follows that the slow-fast partitions discussed above and the physical interpretation of the results of EMD should hold for a broad class of dynamical systems. In fact, as discussed below, EMD can provide us with the added benefit of separating the smooth from non-smooth dynamics by localizing all non-smooth effects (e.g. due to clearances) in the leading order IMFs. Hence, the proposed NSI methodology can be extended to non-smooth dynamical systems. It is reemphasized at this point, however, that this approach is valid for oscillatory measured time series possessing a finite number of well-separated fast frequencies. A discussion of possible extensions of the methodology is provided later.
To demonstrate the correspondence (15), one considers the 1:3 TRC depicted in Fig. 1(a) . For this particular damped transition, there exists two dominant fast frequencies in the dynamics, namely at ! 1 ¼ ! 0 (high-frequency -HF) and at ! 2 ¼ ! 0 =3 (low-frequency -LF), respectively. Given that there are only two fast frequencies in the transient responses, one constructs a slow flow model by expressing the responses of the linear and nonlinear oscillators as yðt Þ x 1 ðt Þ ¼ x ð1Þ 1 ðt Þ þ x ð2Þ 1 ðt Þ and vðt Þ x 2 ðt Þ ¼ x ð1Þ 2 ðt Þ þ x ð2Þ 2 ðt Þ, and introduce the slow/ fast partitions
The real variables and their derivatives in terms of the complex variables are expressed
where (*) denotes complex conjugate, and employ similar expressions for vðt Þ and its derivatives [17] . Substituting (17) and the corresponding expressions for vðt Þ into the governing equations of motion (1), and performing averaging with respect to the two fast frequencies
This corresponds to the general slow flow model (5) of system (2) . Considering now the same 1:3 TRC transition, one decomposes the time series for x 1 ðt Þ yðt Þ and x 2 ðt Þ vðt Þ using EMD. The results appear in Fig. 3 ; there is a single HF IMF c ð1Þ 1 ðt Þ for the LO, and a HF IMF c ð1Þ 2 ðt Þ and LF IMF c ð2Þ 2 ðt Þ for the NES. In Fig. 4 , one shows the comparison between the slow flow model (18) 
NSI METHODOLOGY
Based on the previous discussion, a new methodology for NSI of dynamical systems is proposed. The method has global and local components and relies on direct processing of measured time series. The central assumption is that the measured dynamics can be decomposed in terms of slowly modulated fast oscillations, which is a reasonable assumption for non-chaotic measured data. The basic elements are as follows. The final outcome of the proposed NSI is: (a) a FEP of the global dynamics depicting the possible coexisting families of solutions and their bifurcations over the frequency and energy ranges of interest (global aspect of NSI); and (b) the corresponding local slow flow models of the dynamics describing non-linear transitions on the FEP (local aspect of NSI). Hence, the proposed approach addresses in a systematic way, a fundamental limitation of current NSI methods; namely, that they cannot account for the fact that the responses of non-linear systems may depend crucially on initial conditions and/or the applied excitations. Instead, the proposed new methodology takes into account that non-linear systems may change their dynamics with energy and possibly possess numerous co-existing solutions (attractors). The added flexibility of 'probing' the dynamics over different frequency and energy ranges in order to extract different local models is important when identifying systems capable of strongly non-linear dynamical behavior. The global aspect of our method, FEP construction, can be applied to both discrete and continuous non-linear dynamical systems irrespective of dimensionality. By constructing FEPs, one can identify global features of the dynamics; e.g. ranges of frequencies and energies where the system possesses linearized responses (corresponding to nearly horizontal branches of solutions in the FEP), coexisting branches of strongly non-linear solutions, bifurcation points signifying the limits of response branches, etc. In addition, it is well established that forced resonances of non-linear systems occur in neighbourhoods of free periodic solutions (NNMs); hence, by identifying the FEPs, one gains understanding of the structure of non-linear (fundamental or subharmonic) resonances in the forced dynamics. Finally, the added benefit of considering transient instead of steady-state responses in our proposed NSI is pointed out. Indeed, analysing transient responses is an efficient way of 'probing' the dynamics (As the damped transitions in the FEP plots of Fig. 1 demonstrate, steady-state motions would appear merely as isolated dots in these plots as they correspond to fixed frequencies and energies). Performing transient tests allows us to effectively probe the dynamics of a system and to depict these results in compact form in a FEP.
In the following sections, the global and local aspects of the NSI methodology are discussed separately. Combined, these aspects form an integrated approach for identifying the dynamics of (even strongly) non-linear dynamical systems.
Global aspects of NSI
The principal aim of global NSI is to construct the main features of the FEP of a dynamical system under the assumption of weak dissipation. This is performed by considering distinct damped nonlinear transitions initiated at different energy levels.
This resembles the 'hammer tests' of traditional EMA; however, in the presence of non-linearity, the transitions depend on the initial energy imparted to the system. This dictates the use of 'hammer tests' of varying force intensity so that transitions initiated at different energy ranges are considered from which the underlying FEP of the dynamics is constructed. This will provide the basic topology of the periodic orbits (non-linear normal modes) of the system in the frequency-energy plane.
Considering a specific weakly damped transition, EMD is performed first and the dominant IMFs are identified corresponding to that transition. The instantaneous frequency of an identified dominant IMF, say c ðmÞ k , can be computed directly through relations (9 to 11) as,! ðmÞ k ðt Þ ¼ _ ðmÞ k ðt Þ. The corresponding instantaneous 'energy' of the IMF (i.e. at each time instant of the damped transition) can be expressed as a sum of kinetic and potential energies,
If the mass distribution for the system is known, then the instantaneous mechanical energy of the system can be estimated as a summation of the 'energies' of the IMFs multiplied by appropriate mass factors
where the weighting coefficients m k correspond to the mass distribution of the system among components (it can de deduced from the physical configuration of the system), and a factor used to match the exact initial conditions of the damped transition with the approximate initial conditions satisfied by the IMFs (this can be directly deduced from the measured time series). If the system is linear, then ¼ 1, so 4 1 accounts for the energy of the nonlinear terms. Using these expressions, a partial construction of the FEP can be made (corresponding to the considered transition) and a global picture of the dynamics can be gained. By considering different non-linear transitions, one can construct different regions of the FEP and perform global identification of the dynamics over broad frequency and energy ranges.
As a demonstration of global non-linear identification, in Fig. 5 , a partial reconstruction of the FEP is provided for the strongly non-linear system of coupled oscillators (1) and compared it to the exact result. The reconstructions were performed for the two damped transitions depicted in Fig 1(a) and (b). In this case, the mass distribution of the system is m 1 ¼ 1 (LO) and m 2 ¼ " ¼ 0:05 (NES), and the correction factor is computed as ¼ 1:5. In Fig. 5(a) , the FEP reconstructions are performed using the instantaneous frequency and energy estimates derived above, whereas in Fig. 5(b) , they are based on direct WT spectra of the identified dominant IMFs. In both cases, the efficacy of performing global NSI based on the identified dominant IMFs of the responses is demonstrated.
Each transition in the (global) FEP plot corresponds to a local model of the dynamics identified by the local aspect of the NSI methodology, which is now proceeded to discuss.
Local aspects of the NSI methodology
As discussed previously, depending on the initial conditions, non-linear systems may possess multiple Fig. 5 Global identification on the FEP of system (1): Partial reconstructions based on: (a) frequency and energy estimates from identified IMFs and (b) direct WT spectra of the IMFs co-existing solutions, so when performing NSI, one must account for this eventuality, i.e. the possibility that depending on the initial conditions, the system may possess different co-existing local models in the same energy range. The 'global' transitions in the FEP discussed in the previous section can help to clarify this issue. The construction of the local model for a given transition in the FEP will be based on the correspondence between the theoretical and empirical slow-flows discussed in Section 2. This will allow us to interpret the slow components of the identified IMFs of the non-linear systems as the underlying slow flow responses of the system. Based on the correspondence (15) between the theoretical and empirical slow flow analyses, the local aspect of the NSI methodology is addressed by constructing a ROM or, more generally, a NIM in terms of intrinsic modal oscillators (IMOs). One defines the IMOs as the equivalent linear oscillators that can reproduce a measured time series over different time scales. For proper empirical slow flow decompositions [1] , IMOs are typically expressed as sets of linear, damped oscillators having as forcing functions the non-linear modal interactions. A basic requirement is that each IMO should approximately reproduce the corresponding dominant IMF, provided that the fast frequencies of the time series are well separated (distinct).
One commences the local NSI analysis by considering the response of the kth DOF of the general dynamical system (2), x k ðt Þ, and assuming that a theoretical slow flow model (5) can be constructed. Following (3), x k ðt Þ is expressed in terms of its N fast-frequency components and define an IMO corresponding to (i.e. reproducing) the mth component of (3) with fast frequency ! m in the form
Here, ðmÞ k and ! m are assumed to be constants, N the number of fast frequencies in the time series, and the nonhomogeneous term F ðmÞ k ðt Þ represents a timedependent forcing term describing the non-linear modal interaction of the mth component of x k ðt Þ with the other components of the measured time series. Equivalently, one assumes that each of the components in (3) is generated by an IMO of the form (20) . In principle, the nonhomogeneous term in (20) can be expressed in terms of slow/fast partitions of all participating frequency components. That is, one can write
where Re½Á represents the real part, and Ã ðmÞ k ðt Þ slowly varying (complex) forcing amplitudes. However, because of the linear structure of the IMO, it should be clear that the only term that can produce an Oð1Þ dynamical response is the one with fast frequency ! m (i.e. the eigenfrequency of the IMO). Hence, it is justified to approximately express the IMO in the simplified form
where the nonhomogeneous term is in the form of a slowly modulated oscillation with fast frequency equal to the eigenfrequency of the IMO.
It is noted at this point that the time invariance of the parameters of the IMO is dictated by the temporal evolution of the corresponding dominant harmonics of the time series at frequency ! m which can be numerically checked by studying the wavelet spectrum of the time series x k ðt Þ. [1] In cases of (slow) time variation of the dominant frequency of a component of x k ðt Þ, it will be necessary to introduce a time-varying IMO to represent the corresponding dynamics, but this will not destroy the linear structure of (22) . Hence, time variance or invariance of the IMOs is dictated by the temporal evolutions of the corresponding frequency components of the time series.
The issue now is to identify the modal parameters of the IMO (22) and, more importantly, its forcing term representing the non-linear modal interaction. To this end, one applies CX-A analysis by recalling (4) .
Note that this complexification is different from complexification (9) of the IMFs employed in Section 2 which was based on the HT. Expressing the component x ðmÞ k ðt Þ in (22) using (4) and applying the CX-A methodology, one derives a relation between the forcing amplitude of the non-linear modal interaction in (19) and the complex amplitude
This important relation expresses the non-linear modal interaction of the mth IMO of the kth DOF of the dynamical system (2) in terms of the slowly varying complex amplitude ' ðmÞ k ðt Þ. This result indicates that, when the slow flow model (5) is known, the non-linear modal interaction Ã ðmÞ k ðt Þ can be determined directly from the theoretical slow flow.
However, when the time series (3) is obtained from an experiment, a slow flow model does not exist so that an alternative approach needs to be followed. In this case, one invokes the equivalence between the theoretical and empirical slow flows (12a to c) in order to approximate the forcing amplitudes (20) by the slow components of the corresponding IMFs computed by EMD of the measured time series. That is, the equivalence (15) is employed and the complex forcing amplitude exclusively is expressed in terms of the complexification of the corresponding IMF, as 
This provides a way to estimate the non-linear modal interaction force provided that the eigenfrequency and viscous damping ratio of the IMO are known. The eigenfrequency ! m is directly determined by performing wavelet analysis of the time series and constructing wavelet spectra in time [1] . The viscous damping ratio is determined by an optimization process based on the requirement that the response of the IMO should reproduce the IMF corresponding to the dominant frequency ! m ; hence, the damping factor is determined by minimizing the normalized mean square errors between the envelope of the IMF c ðmÞ k ðt Þ and the IMO x ðmÞ k ðt Þ [3] . This completes the local aspect of the NSI methodology, the output of which is the set of IMOs (22) that reproduces the IMFs of the measured time series and, by superposition (3), the time series itself. As an example, the non-linear system of coupled oscillators (1) is considered again and a local model for the damped transition depicted in Fig. 1(a) 
As mentioned previously, the low-frequency component of the oscillation of the LO (LF LO) at frequency ! 2 ¼ 1=3 is negligible and, hence, is omitted. The rationale for expressing the local model in the form (25) is that during 1:3 TRC, the 'fast' frequencies of the IMFs 'lock' in a 1:3 ratio and remain approximately constant; in cases where the 'fast' frequencies vary slowly with time, or if one has closely spaced 'fast' frequencies, the slow model would need to be modified accordingly (see discussion in reference [1] and [28] ). The forcing terms in (25) are in the form of 'fast' oscillating terms e j! m t , m ¼ 1, 2 modulated by 'slowly-varying' complex amplitudes. This particular form of excitation is chosen since otherwise it would be off-resonance, and its effect on the dynamics would be negligible. In essence, the forcing terms in (25) represent the transient non-linear modal interactions between the LO and the NES at the dominant fast frequencies of the dynamics. In Fig. 6 , the comparisons between the local model (25) and the dominant IMFs of the transient responses that validate the local NSI of the transition corresponding to 1:3 TRC of system (1) are provided.
APPLICATION TO A SYSTEM WITH NON-SMOOTH DYNAMICS
Of special interest is the applicability of the proposed NSI methodology to systems with nonsmooth non-linearities, in particular, systems undergoing vibro-impacts. As shown in reference [29] , application of EMD can lead to separation of nonsmooth from smooth features in the measured time series, which enables one to study the underlying smooth dynamics 'free' of leading-order nonsmooth effects. One will demonstrate this interesting feature of the proposed NSI methodology by considering a linear cantilever beam undergoing vibroimpacts with symmetrically placed rigid constraints. The computational model of this system and its comparison to experimental tests is discussed in detail in reference [30] .
The model of this system is presented in Fig. 7 . The material of the beam is steel with density ¼ 7850 kg=m 3 and modulus of elasticity E ¼ 200 GPa, whereas the area of the beam is A ¼ 3:57 Â 10 À4 m 2 , the moment of inertia of its cross-section about an axis perpendicular to the plane of motion I ¼ 1:9 Â 10 À9 m 4 , and its length L ¼ 1:311 m. The position of the vibro-impacts is at d ¼ 1:23 m, and the considered clearance is e ¼ 0:004 m. An impulsive force is applied at a distance of 0:395 m from the fixed end of the cantilever, and the response is measured at sensing locations along the length of the beam [30] . In Fig. 8 , one depicts the accelerometer time series at a measurement point located near the impact points (at x ¼ 1:215 m from the clamped end of the beam), together with the wavelet and FTs of these data. It is clear that it is not possible to perform system identification of the transient vibro-impact dynamics based on direct processing of the measured time series. Fig. 6 Comparison between the local model (25) and the IMFs computed from EMD of the 1:3 TRC of system (1) Fig. 7 The model of vibro-impacting beam One will show, however, that by applying the local component of the proposed NSI methodology, one will achieve an approximate partition of the nonsmooth and smooth components in the measured time series, which will enable us to perform NSI based on the smooth component. In Fig. 9 , one presents the first (non-smooth) IMF computed by EMD of the acceleration time series, and the residual (smoothened) time series obtained by subtracting the first IMF from the measured time series. One conjectures that this first IMF captures the leading-order non-smooth effects in the time series caused by the vibro-impacts, so the residual time series is amenable to post-processing by the proposed NSI methodology. Applying EMD analysis to the residual time series ( Fig. 9(c) ), the 'smoothened' measured time series in terms of IMOs that individually reproduce each of the computed IMFs is decomposed. The main finding from applying this approach for the vibro-impacting beam dynamics is that the identified IMOs retain the linear structure of the problem (i.e. the cantilever beam with no vibro-impacts) with the vibro-impact effects being captured by the first IMF ( Fig. 9(a) ) and the non-linear modal interaction forces (i.e. the nonhomogeneous terms in the IMOs). Taking as an example, the first IMF of the residual time series depicted in Fig. 10 , one notes that it is nearly monochromatic with fast frequency approximately equal to the highest eigenfrequency of the computational model of the beam. This indicates that the IMF can be reproduced by the IMO € x ð1Þ ðt Þ þ 2 ð1Þ ! 1 _
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The computed modulus of the non-linear modal interaction is depicted in Fig. 10(c) , and is also compared to the case when no vibro-impacts occur. Hence, the non-homogeneous term in the IMO captures the effects of the vibro-impacts, whereas the underlying linear structure of the problem is retained on the left-hand side of the IMO. Similar IMO constructions can be made for the other IMFs of the residual time series. As a result, the measured time series in Fig. 8(a) can be reproduced by a set of IMOs of the form (26) . The resulting set of IMOs will address the local aspect of the NSI.
This example indicates that the proposed NSI methodology may be especially suitable for dynamical systems with non-smooth non-linearities and provides an interesting topic for further research, taking into account of the lack of current NSI methods of broad applicability.
CONCLUDING REMARKS
It is concluded by stressing some conceptual similarities between the well-established linear EMA, EMA, and the proposed NSI methodology. Referring to Fig. 11 , one notes that, whereas in EMA measured frequency response functions are decomposed in the frequency domain in terms of linear vibration modes, in the proposed NSI methodology measured time series are decomposed in terms of approximately monochromatic dominant IMFs which are either depicted in FEPs (global aspect of NSI), or are used to construct local models in terms of sets of IMOs (local aspect of NSI). The construction of FEPs is necessary in the non-linear case since the dynamics is typically dependent on energy and is sensitive to the initial conditions (since multiple coexisting non-linear attractors may be realized). Key to the NSI formulation is the interpretation of the dominant IMFs in terms of the underlying slow flow dynamics.
Considering the construction of reduced order models (ROMs), whereas the output of EMA is a set of uncoupled modal oscillators, the proposed NSI leads to sets of IMOs which provide local models of the dynamics that depend on the energy and frequency ranges considered. The proposed methodology holds promise of broad applicability, since the discussed formulation is general and (at least in principle) can be applied to general classes of dynamical systems, even to systems with non-smooth non-linearities. This latter case was considered in the application of Section 4, demonstrating the capability of the proposed NSI method to separate smooth from non-smooth effects, identifying both. Moreover, the methodology relies on direct analysis of measured response time series, so it may find interesting applications in fields such as Fig. 11 Conceptual similarities the NSI methodology to linear EMA structural health monitoring and damage detection. Also, it can lead to physics-based understanding of complex non-linear modal interactions and transient or sustained resonance interactions [12] in measured responses of complex dynamical systems.
The authors are currently working to develop the proposed NSI method, with the goals of constructing data-driven ROMs in multi-physics problems, of identifying and modelling non-smooth structural dynamics including the effects of clearance and friction, and to extend it to wave-related applications. Basic open questions include the construction of local models for non-linear dynamic transitions with closely spaced fast frequencies, or with slowly varying fast frequencies; improving and providing a theoretical basis for separating smooth and nonsmooth effects in dynamics of systems with nonsmooth non-linearities; and extending local model constructions to distributed parameter systems (i.e. adding a spatial dimension to the analysis). ß Authors 2011
