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Part VI: Ethical Quandaries: Ideologies
Chapter 23: Surveillance and the edtech imaginary via the mundane stuff of schooling

By Michelle Ciccone
Abstract: The use of edtech in schools is growing, as is a critical edtech research agenda. This
research, combined with student activism, helps us understand the problematic impact of
edtech and the way in which these predictive and coercive surveillance technologies pose a
threat to students and educators’ ability to live self-directed lives. This chapter considers the
use of QR codes for a digital hall pass system in one high school during the COVID-19
pandemic as a way to examine how seemingly mundane uses of technologies can have a
significant impact. Combining insights from critical edtech research with media literacy
education can help us understand how we might resist the edtech imaginary and exercise a
different relationship to technologies in our schools.
*****
Introduction
The use of digital technologies for teaching and learning (otherwise known as edtech) in
schools around the world is growing, a trend only accelerated by the disruption of schooling
due to the COVID-19 pandemic (Wan, 2021). Of course, technology in schools—and the
euphoric optimism of those that believe in the revolutionizing promise of edtech—is not new.
Larry Cuban’s 1986 book Teachers and Machines traces the use of various technologies in
classrooms to 1920, long before the rise of the personal computer; and more recently Audrey
Watters’ 2021 book Teaching Machines tells the decades-old history of “personalized
learning,” a concept that predates a current edtech obsession with algorithmic
customization. No, the enthusiasm for technologies in education is not new, though the use
of edtech may be accelerating, deepening, and becoming more consequential (Castañeda &
Williamson, 2021).
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Technologies are never neutral, and edtech is no different; to adopt an educational
technology is to buy into its particular imaginary about how learners learn, how teachers
teach, and what schools need help doing. A growing field of critical edtech research meets the
urgent need for work that problematizes these edtech imaginaries and articulates the politics
of these technologies. This research critically examines the claims made by edtech
companies and their proponents, the assumptions baked into the design of these
technologies, and the complex practices of putting various edtech to use in schools
(Castañeda and Williamson, 2021; Macgilchrist, 2021). This critical edtech research is
complemented by a growing pushback on technosolutionism by students and families,
evidenced by protests to video proctoring surveillance software during remote schooling
(Harwell, 2020), activism by students and families against the use of de-personalized learning
platforms in schools (Strauss, 2018), and protests over the use of algorithmic systems in the
United Kingdom to make predictions about students’ likely test scores (Amoore, 2020).
The critical edtech research field helps us understand the significant, deep, and
harmful impact of various pieces of edtech, and the way in which these personalizing,
predictive, and coercive technologies pose a threat to students’ and educators’ ability to live
self-directed lives. And, like all uses of technologies, the harm of edtech is unevenly
distributed, as the digital divide at once limits access and overexposes our most marginalized
students in ways that mimic and reinforce entrenched inequalities in society (Ciccone &
Brayton, 2022).
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The harm of the edtech imaginary can be introduced via powerful platforms, but it can
also happen via the mundane, everyday routines of schools and schooling. In this chapter, I
aim to illustrate what this can look like by focusing on the most mundane of school artifacts:
the hall pass. Just as Jean Anyon (1980) articulated the way in which everyday classroom
activity reflects deeper social meaning in regards to social class and beliefs about students’
ideal relationship to capital, I hope to illustrate the way in which the mundane tech-enabled
practices of schools communicate to students particular expectations and ideal ways of being
in a digitalized world. In this way, the habits that students develop within an edtech
imaginary have the potential for deep and long lasting impact in students’ lives.

From sign-out sheet to QR code: The case of the digital hall pass
I worked in a high school during the 2020-21 school year, and we, like so many others around
the world, were forced to rethink nearly every routine in order to guard against the spread of
COVID-19. One such strategy was the digitalization of the hall pass. In prior years, when
students needed to leave their classrooms, they would use a pen or pencil to sign out via a
paper log in their classrooms, and then carry with them in the hall a laminated, physical hall
pass. The paper sign-out logs were kept by classroom teachers for tracking purposes, in case
damage was done in a bathroom, for instance, and administrators needed to identify the
students responsible. Concerns over spreading COVID-19 led schools to reduce the handling
of physical materials as much as possible, so the paper logs and shared laminated hall passes
posed a problem. What’s more, COVID-19 required a finer-grained tracking of student
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movement for contact tracing purposes, in case a student tested positive for COVID-19 and
any close contacts needed to be notified. So a more centralized and formal system was
needed.
The new system that was developed involved a series of QR codes each linking to a
digital version of the paper sign-out log. QR codes are the square-ish bar codes that users can
scan with their smartphones, and which, once scanned, point users directly to a specific
webpage. During the COVID-19 pandemic, many businesses started using QR codes to
facilitate contactless interactions, perhaps most notably adopted by restaurants to eliminate
the use of physical menus (Woo, 2021).
This is how it worked: Each classroom teacher was required to create a Microsoft Form
survey to serve as the once-paper classroom sign-out sheet. Conveniently, the Microsoft
Forms app automatically generates a QR code for each survey, and so teachers were able to
print out their unique QR code to hang by their door. Before students could leave the
classroom, they would scan the classroom QR code with their smartphone and complete the
survey to indicate where they were headed. The Microsoft Form automatically collected
students’ email addresses and timestamped their survey submissions. Once students arrived
at their destination—which might include the bathroom, the nurse, the guidance office, or
other various offices—they would encounter another QR code (linked to a different Microsoft
Form) that they would then scan to complete the linked-to survey in order to timestamp their
arrival at their destination. To use the bathroom, for example, students would scan a QR code
hanging outside the bathroom door to timestamp their arrival, enter the bathroom to do
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what they needed to do, rescan the QR code upon exiting the bathroom in order to
timestamp their departure from the bathroom, walk back to their classroom, and then rescan
their classroom QR code in order to timestamp their arrival back in the classroom. QR codes
were also taped to each seat in the lunchrooms and study halls, which required a similar signin/sign-out process. Each QR code pointed to a different Microsoft Form. If students did not
have a smartphone, a teacher or staff member would alternatively document the student’s
comings and goings.
Ostensibly, this system was developed to aid in contact tracing. The guidance from the
state was that anyone who was within 6 feet for more than 15 minutes with someone who
tested positive for COVID-19 would be deemed a close contact and would need to quarantine.
The idea behind the QR code system was that the timestamps of each Microsoft Form survey
submission would allow administrators to determine who was close to whom for how long.
As time went on, though, it became clear that this system proved unwieldy. Each QR code led
to a different Microsoft Form, and so to identify close contacts one needed to cross reference
several surveys and line up timestamps to determine who might have been close to whom
when. What’s more, soon into the 2020-21 school year it became clear that the “within 6 feet
for more than 15 minutes” rule would rarely if ever be met in the bathroom, and never at
lunch or in study hall if the desks were kept at least 6 feet apart (which they were). In short,
the QR code system was rarely if ever used for its intended purposes, and in fact the first time
I learned that the surveys were accessed by administrators was during the investigation of a
disciplinary issue unrelated to COVID-19. And yet, throughout the 2020-21 school year,
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students were required to scan the QR codes to track their movements throughout the
building.
It is important to also note here that the QR code system represented a sizable shift
from the prior policy that in previous years had officially prohibited students from bringing
their phones to the bathroom at all. Of course, that prior policy was likely routinely violated,
but in any event it was in place until the 2020-21 school year, at which point students were
not only allowed to bring their phones to the bathroom but in fact were required to, so that
they could scan the various QR codes throughout their journey. When thinking about policies
that regulate student technology use in schools, Selwyn and Bulfin (2016) write that “the
significance of school rules lie not in the specific things they make students do but the
broader values that they convey” (p. 287). In the next section, I will articulate a set of values I
believe this QR code system communicates, and the way in which this system, as Jessy Irwin
(2014) evocatively wrote, conditions students for a lifetime of surveillance.

QR codes as enactment of surveillance culture
First, the QR code system described here demonstrates to students that they should expect to
be entered into microtracking systems without the opportunity to offer input or engage in
authentic deliberation. Yes, students had already been participating in a tracking regime by
signing a paper log whenever they needed to leave the classroom. But I argue that the
addition of QR codes to capture timestamped movement throughout the building represents
a deepening of this tracking practice, due not only to its digitization and centralization, but
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also due to the required use of students’ personal devices to participate in this new
microtracking system. The public debate around so-called COVID-19 “vaccine passports” and
the privacy concerns of an unsecured and corporate-led digital solution (Stanley, 2021)
signals that these systems do not come without feelings of trepidation from users. In the case
of the QR code system, student perspectives were not sought and therefore it was
communicated that user input is not valued or needed when rolling out this new system. The
fact that students were previously not allowed to bring their phones to the bathroom
illustrates the significance of this change in official policy, and also might explain what likely
led to swift buy-in from students: it is not unlikely that a desire to have access to their phones
throughout the school day, including in the bathrooms, may have tempered any potential
pushback.
But relatively easy student adoption should not be seen as evidence that students
need not be consulted when crafting new policy, particularly policy that requires the use of
student personal devices for microtracking purposes. In fact, when considering how to make
social media policies understandable to youth, Creswick et al (2019) argue that “...failure to
consult [youth] may constitute a specific form of injustice. If failure to consult reflects a
presumption that young people have nothing worthwhile to contribute... then they may be
subject to testimonial injustice, in which someone’s views are given less credibility than they
should receive, due to prejudice (Fricker, 2007)” (p. 171). The need for student input will be
further taken up in the final section.
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Second, the drift that occurred from the initial stated use of the student data that was
collected, I argue, represents a type of user agreement violation, which, students might learn
from this experience, is something they should come to expect. As described in the previous
section, the Microsoft Forms were proven, in practice, to be untenable as a contact tracing
system, and yet students were still required to participate in this system throughout the
school year. This user agreement violation becomes all the more clear given that these
timestamps did become useful to administrators—not for the purpose originally
communicated to students, but for behavioral incident follow up. This also reflects a common
practice that sees corporations maintaining large stores of “data exhaust,” or user data that is
not currently used for any business-related purpose but is collected and stored in case the
data might someday prove to be useful for an as-yet unknown purpose (Noyes, 2016). Given
Microsoft’s commercial business model, I question whether it is appropriate to use Microsoft
Forms as a digital sign-out sheet at all to track student movement throughout a school
building, particularly to a private destination such as the bathroom. But here I will not
undertake a thorough analysis of Microsoft’s terms of service or data privacy policies in
relation to the digital sign-out purpose, though this would certainly be an important line of
inquiry. Instead, I wish to draw attention to how, as Pekka Mertala (2020) writes, the
“everyday data-related practices in education…naturalize the routines of all-pervading data
collection” (p. 31). The QR code system conveys to students that, once collected, data can be
used in any way the institution sees fit, again without opportunity for meaningful user input
or feedback.
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Finally, the QR code system serves as a reminder of the way in which new technologies
rarely represent reinvention, and most often simply allow entrenched ideas to become
further entrenched. In fact, computer science pioneer Joseph Weizenbaum once called the
computer “a fundamentally conservative force” as “it has made possible the saving of
institutions pretty much as they were, which otherwise might have had to be changed”
(quoted in ben-Aaron, 1985). And so, while edtech can introduce new logics, priorities, and
ways of viewing education, so too does edtech simply amplify and deepen problematic
surveillance impulses of schooling already present. The use of QR codes as a digitized signout system is just one example. The danger, Selinger and Durant (2021) argue, is in the
“slippery slope” that sees “installing surveillance infrastructure...create conditions that likely
will lead to surveillance creep—that is, over time, more invasive surveillance features will get
added...or the privacy policy will be relaxed...” (p. 10). What once may have given teachers
and administrators pause becomes more palatable and possible, and students become
conditioned to participate in whatever technology-enabled “innovation” comes next.
This in fact is already happening. I am no longer working at this school, but I learned
that during the 2021-22 school year administrators replaced the QR code system with a third
party digital hall pass system, which no doubt comes with a new set of data- and privacyrelated concerns. The ability to seamlessly track student movement throughout the building
proved too irresistible, it seems. This is how various edtech and their uses “seem to be quickly
domesticated and normalised [in schools], thereby serving as the foundation for
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implementation of evolving technologies of big data, recommender systems and machine
learning” (Lindh & Nolin, 2016, p. 660). In the process, expectations and behaviors shift, and
students become conditioned to a disempowered relationship to technology and technology
policies, opening the door for practices and technologies that further diminish the rights of
student-users to live self-directed lives. Is this really what we want our schools to
communicate to students?

Media literacy as an intervention
Luckily, media literacy education offers ideas for a way forward. Our role as media literacy
educators, in part, is to help demystify media for students: media content, media platforms,
and media environments. Media literacy pedagogy and practice dive deep below the surface,
to examine not just the impact we can see but the impact that is harder to see. This must
extend to the uses of technologies in schools. A critical edtech orientation combined with
media literacy education can help point towards ways to complicate and intervene in the
mundane uses of technologies in schools.
I do want to recognize, though, that we are incentivized to not make these
connections with our students. As educators in schools, we are inherently a part of the power
structures that employ these surveillance technologies. To lead learners in noticing and
questioning these technologies is to intentionally undermine our power, and perhaps put a
target on our back if we engage in critique of school- and district-mandated technology
adoption. We are in a difficult position, some more than others, and I do not want to minimize
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that. And yet, as media literacy educators, we must find opportunities to examine edtech in
our classrooms.
A first step is simply noticing these taken-for-granted edtech tools and the policies
that govern their use in our schools. The QR codes quickly became background noise, what
Marshall McLuhan and his coauthors (1977) would have called the “hidden ground” of school.
By pausing and calling attention to these changes, we can help students pay attention to the
policies that quickly become the way-things-work.
Second, we can encourage both our colleagues and our students to consider how the
introduction of a new technology or a new policy introduces new logics or new priorities.
Krutka et al (2021) write of how the introduction of certain edtech can promote “an education
where digital consumption, productivity, and surveillance may be prioritized over human
dispositions such as curiosity, uncertainty, and privacy” (p. 427). With the introduction of a
new piece of technology or a shift in policy, we can help colleagues and students pause and
ask, Who does this benefit? How does this change what we do in our classrooms and our

relationships to each other? How might this change impact different stakeholders differently?
What potential harm might this change introduce?
Finally, if we want young people to be empowered and savvy digital citizens, we must
commit to including student voice when choosing technologies for use in our classrooms and
when developing any new technology-related policy—which also means leaving open the
possibility of not using a particular technology as a result of student input. Allen (2011) writes,
“The goal is to facilitate classrooms that are sites of resistance and empowerment, where
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students acquire (and faculty hone) critical perspectives and skills that can not only reform
the classroom… but also translate into other contexts” (quoted in Zenovich & Cooks, 2021, p.
62). Though we may not be able to opt our students out of every use of edtech or include their
voice in all decisions, where we are able, we must create space in our schools where we resist
the edtech imaginary and exercise a different relationship to technologies.
But, the truth is, it isn’t enough to performatively include student voice if our schools
remain committed to the principles of surveillance. The impulse of schools to monitor and
surveille is deeply ingrained—Michel Foucalt traces the history well (Deacon, 2016). I regret
that I was not able to push back harder on the use of QR codes in my school, but that does not
mean that we shouldn’t keep trying. Because, to inoculate schools against the most
egregious uses of commercial edtech, we must take on the most entrenched ideologies of
schools themselves.
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