We propose and analyze a novel approach to accelerate the Sinkhorn and Greenkhorn algorithms for solving the entropic regularized optimal transport (OT) problems. Focusing on the discrete setting where the probability distributions have at most n atoms, and letting ε ∈ (0, 1) denote the tolerance, we introduce accelerated algorithms that have complexity bounds of O n 7/3 ε −1 . This improves on the best known complexity bound of O n 2 ε −2
Introduction
From its origins in work by Monge and Kantorovich in the eighteenth and twentieth centuries, respectively, and through to the present day, the optimal transport (OT) problem has played a determinative role in the theory of optimization [38] . It also has found a wide range of applications in problem domains beyond the original setting in logistics. In the current era, the strong and increasing linkage between optimization and machine learning has brought new applications of OT to the fore; see for example, [4, 8, 30, 31, 37, 12] . In these applications, the focus is on the probability distributions underlying the OT formulation. These distributions are generally either empirical distributions, obtained by placing unit masses at data points, or are probability models of a putative underlying data-generating process. The OT problem accordingly often has a direct inferential meaning-as the definition of an estimator, the definition of a likelihood, or as a robustification of an estimator. The key challenge is computational. Indeed, in machine learning applications the underlying distributions generally involve high-dimensional data sets and complex probability models.
We study the OT problem in a discrete setting, where we assume that the target and source probability distributions each have at most n atoms. In this setting, the benchmark methods for solving OT problems are interior-point methods, reflecting the linear-programming formulation of the OT problem. A specialized interior-point method [32] delivers a complexity bound of O n 3 . Lee and Sidford [24] have improved this to O n 5/2 via an appeal to Laplacian linear system algorithms. Neither method, however, provides an effective practical solution to large-scale machine learning problems; the former because of scalability issues and the latter because efficient practical implementations of Laplacian approach are yet unknown.
Cuturi [9] initiated a productive line of research in which he used an entropic regularizer to replace the nonnegative constraints in the transportation plan. This OT problem is referred to as entropic regularized optimal transport or regularized OT. The key advantage of regularized OT is that its dual representation has structure that can be exploited computationally. In particular, [9] showed that a dual coordinate ascent algorithm for solving regularized OT is equivalent to the celebrated Sinkhorn algorithm [35, 22, 20, 7] . Further progress in this vein was presented by [3] , who proposed and analyzed a greedy alternative to the Sinkhorn algorithm that they referred to as the Greenkhorn algorithm. The best known complexity bounds shown by [13, 26] are O n 2 ε −2 for both Sinkhorn and Greenkhorn algorithms, which remain the current baseline solution methods in practice [15] .
Further progress has been made by considering other algorithmic procedure for the OT problem [13, 26, 17, 19, 11, 6, 16, 1, 2, 23] . While the primal-dual schemes along with gradient descent [13] , mirror descent [26] and coordinate descent [17] all lead to the complexity bound O n 5/2 ε −1 , Jambulapati et.al. [19] has designed an algorithm with the complexity bound O n 2 ε −1 by incorporating the dual extrapolation framework with area-convex mirror mapping [34] . This complexity bound is believed to be optimal in [5] and also achieved by some black-box algorithms [5, 33] and a specialized graph algorithm [23] . Despite the better theoretical complexity bound, the lack of the simplicity and ease-of-implementation makes these algorithms less competitive with Sinkhorn and Greenkhorn algorithms in practice.
Another line of related work builds on Nesterov [29] , who developed a randomized coordinate-descent algorithm with an overall iteration complexity of O(ε −1/2 ) in terms of the convex objective gap. Subsequently, several researchers extended Nesterov's technique and analysis to a variety of other problem settings [28, 14, 25] . Very recently, Lu et al. [27] has shown that a novel variant of accelerated greedy coordinate descent algorithm also achieves the improved complexity bound of O(ε −1/2 ).
In this paper, we show that the Sinkhorn and Greenkhorn algorithms can be accelerated directly by firstly considering the monotone constant step scheme of accelerated randomized coordinate descent. The resulting complexity bound is commensurate with the more specialized acceleration techniques. More specifically, we develop an accelerated randomized scheme for the Sinkhorn algorithm, which we refer to as the Randkhorn algorithm. The Randkhorn algorithm involves exact minimization for the main iterates accompanied by an auxiliary sequence of iterates that are based on a randomized coordinate gradient update and a monotone constant step scheme. We establish the complexity bound of O n 7/3 ε −1 for the Randkhorn algorithm, which is better than the complexity bound of O n 2 ε −2 achieved by the Sinkhorn algorithm in terms of ε and that of O n 5/2 ε −1 achieved by the accelerated first-order primal-dual algorithms in terms of the number of atoms n. We also accelerate the Greenkhorn algorithm, yielding an algorithm that we refer to as the Gandkhorn algorithm, and obtain the same improved complexity bound.
Organization. The remainder of the paper is organized as follows. In Section 2 we present the formulation of entropic regularized OT and its dual form. We discuss the properties of optimal solutions of these objective functions. In Section 3, we derive the Randkhorn algorithm and establish its complexity bound. We turn to the Gandkhorn algorithm and its theoretical guarantee in Section 4. Extensive simulation studies of these algorithms with both synthetic and real data are presented in Section 5. We conclude in Section 6 and defer the proof of remaining key results in the paper to Appendix A.
Notation. For any n ≥ 2, we start with ∆ n a probability simplex in n − 1 dimensions, namely ∆ n := {v = (v 1 , . . . , v n ) ∈ R n :
the notation x p stands for p -norm while x indicates an 2 -norm. Furthermore, we define [n] := {1, 2, . . . , n}. For any n ≥ 1, R n + is the set of all vectors in the space R n with nonnegative coordinates. The notation diag(x) is standard diagonal matrix whose has the vector x on its diagonal. The notation 1 is a vector with all components take value 1. The notation ∇ x f denotes a partial derivative of f in terms of x. Finally, for any dimension n and desired accuracy ε, two notation a = O (b(n, ε)) and a = Ω (b(n, ε)) respectively indicate the upper and lower bounds a ≤ C 1 · b(n, ε) and a ≥ C 2 · b(n, ε), where C 1 and C 2 are independent of n and ε. Given these notation, a = Θ (b(n, ε)) if and only if a = O (b(n, ε)) and a = Ω (b(n, ε)). Similarly, we denote a = O(b(n, ε)) to indicate that the inequality with O (b(n, ε)) may depend on some logarithmic function of both n and ε.
Problem Setup
In this section, we provide some background on the problem of computing the OT distance between two discrete probability measures with at most n atoms. In particular, we discuss the entropic regularized OT problem and its dual formulation.
Entropic regularized OT
According to [21] , the problem of approximating the optimal transportation distance is equivalent to solving the following linear programming problem:
where X refers to the transportation plan, C = (C ij ) ∈ R n×n + stands for a cost matrix with nonnegative components, and r and l refer to two known probability distributions in the simplex ∆ n . The goal of the paper is to find a transportation planX ∈ R n×n + satisfying marginal distribution constraintsX1 = r andX 1 = l and the following bound
Here, X * is defined as an optimal transportation plan for the OT problem (1) . For the sake of presentation, we respectively denote C,X an ε-approximation andX an ε-approximate transportation plan for the original optimal transportation distance. Since problem (1) is a linear programming problem, we can solve it by means of the interior-point method; however, this method performs poorly on large-scale problems due to its high per-iteration computational cost. Seeking a formulation for OT distance that is more amenable to computationally efficient algorithms, Cuturi [9] proposed to solve an entropic regularized version of the OT problem (1), which is given by
s.t. X1 = r, X 1 = l.
Here, η > 0 in the above display stands for the regularization parameter while H(X) refers to an entropic regularization admitting the following formulation
Altschuler et al. [3] have shown that an ε-approximate transportation plan can be obtained by solving (3) with η = ε 4 log(n) . It is clear that the entropic regularized OT problem (3) is a convex optimization problem with affine constraints. We demonstrate below that its dual problem is in fact an unconstrained optimization problem. Such a nice structure of this dual problem is favorable to not only the algorithmic development but also the theoretical complexity analysis of algorithms. Simple algebra indicate that the Lagrangian function admits the following formulation L(X, α, β) = α, r + β, l + C, X − ηH(X) − α, X1 − β, X 1 .
To obtain a dual form of entropic regularized OT, we need to solve min X∈R n×n L(X, α, β). Since the Lagrangian function L(·, α, β) is both strictly convex and differentiable, we can solve the previous optimization problem by setting ∂ X L(X, α, β) = 0. It is equivalent to the following equations
The above equations lead to the following value of transportation plan X:
We substitute this solution into the Lagrangian function and define
To further simplify the notation, we set u i = 
The problem (6) is called the dual (entropic) regularized OT problem. We denote (u * , v * ) the optimal solution of this problem.
Some key properties
We notice that problem (3) is a special case of the following problem:
where A 1 = 2 and f is strongly convex with respect to the 1 -norm:
By [26, Lemma 4.1] , the dual objective ϕ satisfies the following inequality with λ i = (α i , β i ),
Therefore, the objective in the dual entropic regularized OT (6) is smooth with respect to the 2 -norm and the Lipschitz constant is 2η. This further implies the following relationship between the norm of the gradient and the objective gap.
Lemma 2.1. For any optimal solution (u * , v * ) of the dual regularized OT problem in (6), we have
Since τ * is an optimal solution, we must have
. Putting these pieces together yields the desired inequality.
Finally, we present an upper bound for an optimal solution to the dual regularized OT problem (6). Lemma 2.2. For the dual regularized OT problem in (6), there exists an optimal solution
where R > 0 is defined as
Proof. By [26, Lemma 3.2] , it holds that u * ∞ ≤ R and v * ∞ ≤ R. Therefore, the desired results follow from the definition of 2 -norm and ∞ -norm.
Randkhorn: Accelerated Randomized Sinkhorn Algorithm
In this section, we present the Randkhorn algorithm and its complexity analysis. The key idea behind the algorithm is to interpret the Sinkhorn algorithm as a block coordinate descent algorithm for the dual regularized OT problem (6) . Then, we improve the algorithm by incorporating an estimated sequence. The complexity analysis for the Randkhorn algorithm yields a complexity bound of O
, which improves on the best known
for the Sinkhorn algorithm [13] in terms of desired accuracy ε and the complexity bound of O
for the accelerated first-order primal-dual algorithms [26] in terms of the number of atoms n. To ease the ensuing discussion, we present the pseudocode of Randkhorn algorithm in Algorithm 1 and its application to regularized OT in Algorithm 2.
Similar to the Sinkhorn algorithm, the Randkhorn algorithm can be viewed as an accelerated randomized coordinate descent algorithm for the dual regularized OT problem (6) . More specifically, the update for the main iterates, (u, v), is an exact minimization (cf.
Step 2 in the algorithm) while that for the estimated iterates, (ũ,ṽ), is based on randomized coordinate gradient (cf.
Step 3 in the algorithm). This is in contrast to existing accelerated randomized algorithms, which are based purely on the coordinate gradient updates [29, 28, 14, 25, 27] . Quantifying the per-iteration progress of the Randkhorn algorithm accordingly turns out to be more challenging than that of other accelerated randomized coordinate descent algorithms, and we needed to improve the current proof techniques by further exploiting the problem structure of dual regularized OT.
The presentation of the Randkhorn algorithm in Algorithm 1 makes use of a function
The function ρ measures the progress in the dual regularized OT objective (6) between two consecutive iterates of the Randkhorn algorithm. It is easy to check that:
with equality holding true if and only if a = b. The optimality condition for the dual regularized OT problem (6) is given by:
This suggests that a natural quantity to measure the error of the k-th iterate of the Randkhorn algorithm as follows:
where the expectation is taken with respect to the Bernoulli distributions in Step 4 of Randkhorn algorithm. Finally, we show how to apply the Randkhorn algorithm to regularized OT in Algorithm 2, where we have made use of standard parameter settings from [3] . More specifically, we set ε =
which are supported by the complexity analysis in the sequel.
Step 1:
Step 2:
Step 4: Randomly sample ξ k ∼ Bernoulli( 1 2 ), a Bernoulli random variable with parameter
Step 5:
Step 6:
Technical lemmas
In this section, we provide several technical lemmas for bounding the dual objective gap δ k in the Randkhorn algorithm:
where (y k u , y k v ) are defined in Algorithm 1. Our analysis hinges upon two key sequences of iterates. The first sequence is obtained by performing a full gradient descent step with a step size 1/(8η) and a starting point (ū k ,v k ) :
The second sequence is obtained, on the other hand, by taking a full gradient descent step with a different step size 1/(8ηθ k ), where θ k is given in Step 1 of Algorithm 1, and making use Step 1:
Step 2: ComputeX = RANDKHORN C, η,r,l, ε /2
Step 3: Given Algorithm 2 in [3] , we roundX toX to satisfyX1 = r andX 1 = l. Output:X.
of a different starting point (ũ k ,ṽ k ) :
Given the definition of these two sequences, we first establish a key descent inequality regarding the values of dual regularized OT at Randkhorn updates.
Lemma 3.1. For each iteration k > 0 of the Randkhorn algorithm, we have
Proof. We claim that the following inequalities hold:
Assuming that these inequalities hold for the moment, we invoke the definition of s k+1 u and s k+1 v in (11) and obtain the following equations:
Plugging this equality into (15) and rearranging yields the following inequality:
Furthermore, based on the definition ofs k+1 u ands k+1 v in (12), we have
Plugging into (16) yields:
Invoking the definition ofs k+1 u ands k+1 v again, we find that
Rearranging the terms yields:
Finally, by plugging the result from (18) into (17), we arrive at the following:
By simple algebra, we can check that
Thus, we obtain that
By plugging the result from (20) into (19), we obtain the desired inequality (13) , which proves the lemma.
Proof of claim (14): Without loss of generality, we assume that ρ r, r(
as the proof argument for the other case is similar. Given that assumption, we havê u k+1 =ū k + log (r) − log r(ū k ,v k ) andv k+1 =v k . This leads to the following equation
Furthermore, we have
Therefore, we conclude that
Combining with the assumption that ρ r, r(ū k ,v k ) ≥ ρ l, l(ū k ,v k ) , we obtain the desired inequality (14) .
Proof of claim (15): By the definition of ρ r, r(ū k ,v k ) and ρ l, l(ū k ,v k ) , we have
Applying (8) yields that
Combining with (14), we achieve the conclusion of claim (15) .
We are now ready to bound the dual objective gap δ k .
Lemma 3.2. For the iterates {(u k , v k )} k≥0 returned by the Randkhorn algorithm, we have
Proof. We claim that we can replace (s k+1 u ,s k+1 v ) by (ũ k+1 ,ṽ k+1 ) on the right-hand side of inequality (13) as follows:
Assume that this claim is true for the moment. Putting together Lemma 3.1 and equality (22) leads to the following inequality
Subtracting f (u * , v * ) from both sides and taking an expectation with respect to
Furthermore, by the definition of
The above result implies that
Changing the count k to i and summing the inequality over i = 0, 1, . . . , k − 1, we obtain:
Furthermore, since f is smooth with respect to 2 -norm (cf. inequality (8)), we have
We now use an induction argument to demonstrate that θ k ≤ 2 k+2 for all k ≥ −1. Indeed, the hypothesis holds when k = −1 as we have θ −1 ∈ (0, 2]. Assume that the hypothesis holds for k ≥ −1; i.e., θ k ≤ 2 k+2 . We obtain:
Therefore, the hypothesis holds for k + 1. Putting all these pieces together yields the following inequality
which establishes the lemma.
Proof of claim (22) : By the definition ofũ k+1 andṽ k+1 , we have
This directly implies the desired equality (22).
Main results
In this section, we provide an upper bound for the complexity of Randkhorn algorithm. First, we derive the iteration complexity of Randkhorn algorithm based on the results of Lemma 2.2 and Lemma 3.2.
Theorem 3.3. The Randkhorn algorithm returns a matrix B(u K , v K ) that satisfies the condition E K ≤ ε with the number of iterations K satisfying the following upper bound
where R is defined in Lemma 2.2 to control optimal solutions of dual regularized OT problem (6).
Proof. By the similar argument for proving (14), we have
. This together with (24) yields that
Given any 1 ≤ j ≤ K, by summing the above inequality over k = j, j + 1, . . . , K, we find that
, the above inequality leads to
where the second inequality comes from [3, Lemma 6] . Taking an expectation on both sides with respect to the Bernoulli random variables {ξ j } k j=1 yields that
Combining the above result with that from Lemma 3.2 leads to the following inequality
On the other hand, according to Lemma 2.2, we have u * ≤ √ nR and v * ≤ √ nR. Furthermore, E k ≥ ε holds true as soon as the stopping criterion is not fulfilled. Therefore, the following inequality holds:
.
Since the above inequality holds true for any 1 ≤ j ≤ K, we assume without loss of generality that K is even and let j = K/2. Then, we obtain that
As a consequence, we conclude that the number of iterations k satisfies (23).
Equipped with the result of Theorem 3.3 and the scheme of Algorithm 2 for approximating OT by Randkhorn algorithm, we obtain the following result regarding the complexity of the Randkhorn algorithm.
Theorem 3.4. The Randkhorn algorithm for approximating the optimal transport problem (Algorithm 2) returns a transportation planX ∈ R n×n satisfying the constraintsX1 = r, X 1 = l and criterion (2) in a total of
The proof of Theorem 3.4 is provided in Appendix A.1. The complexity of the Randkhorn algorithm improves upon the best known complexity bound O
for the Sinkhorn algorithm [13] when ε is sufficiently small and outperforms the complexity bound
for the accelerated first-order primal-dual algorithms [13, 26] . This is supported empirically by the comparative performance of the Randkhorn algorithm with both synthetic and real data in Section 5.
Gandkhorn: Greedy Randkhorn Algorithm
We now turn to the Gandkhorn algorithm, a greedy Randkhorn algorithm. The motivation for this algorithm stems from the fact that the Greenkhorn algorithm [3, 26] , a greedy coordinate version of Sinkhorn algorithm, has been shown to have favorable practical performance and a comparable theoretical guarantee with respect to the Sinkhorn algorithm. We present the pseudocode for the Gandkhorn algorithm in Algorithm 3 and its application to approximate regularized OT in Algorithm 4.
The algorithmic design of the Gandkhorn algorithm is similar to that of the Randkhorn algorithm; both are based on coordinate descent for the dual regularized OT problem (6) and the estimated sequences. We wish to remark that the Gandkhorn algorithm differs from existing accelerated randomized algorithms based on coordinate gradient in that the update for the main iterates (u I , v J ) of the Gandkhorn algorithm in Algorithm 3 is an exact minimization (cf.
Step 2 in Algorithm 3). 
Step 4: Randomly sample ξ k ∼ Bernoulli( , and π ∈ {1, 2, . . . , n} at uniform.
Step 6: Compute
We present a complexity analysis for the Gandkhorn algorithm that yields a complexity
, which is better than the best existing complexity bound
for the Greenkhorn algorithm [26] in terms of the desired accuracy ε. Step 1: Chooser ∈ ∆ n andl ∈ ∆ n as r,l = 1 − ε 8 (r, l) + ε 8n (1, 1) .
The presentation of the Gandkhorn algorithm in Algorithm 3 makes use of a function
Step 2: ComputeX = GANDKHORN C, η,r,l, ε /2 .
which measures the progress in the dual objective between two consecutive iterates of the Gandkhorn algorithm. Note that ρ(a, b) = n i=1ρ (a i , b i ) for any a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ), where ρ is defined in Section 3.
Step 3 and Step 6 of the Gandkhorn algorithm differ from Step 3 and Step 6 of the Randkhorn algorithm in that they are designed specifically to choose the most promising coordinates based onρ distance. In the theoretical analysis of the Gandkhorn algorithm, we also use the quantity E k defined in (10) to measure the error of the k-th iterate for the Gandkhorn algorithm. Finally, we describe the application of the Gandkhorn algorithm to approximate OT in Algorithm 4 by introducing a standard scheme from [3] .
Technical lemmas
In this section, we provide several technical lemmas for bounding the following dual objective gap δ k in the Gandkhorn algorithm:
where (y k u , y k v ) are defined in Algorithm 3. We modify the two sequences of iterates defined in (11) and (12) as follows:
and
Given the formulations of these sequences, we present a key descent inequality for the values of dual regularized OT at the Gandkhorn updates.
Lemma 4.1. For each iteration k > 0 of the Gandkhorn algorithm, we have
Proof. The proof technique of the lemma is similar to that of Lemma 3.1. We nonetheless provide the details for completeness. Assume that the following inequalities hold:
Using the definitions of q k+1 u and q k+1 v in (25), we find that
Plugging the above equality into (29) and rearranging yields the following inequality
Furthermore, invoking the definitions ofq k+1
in (26), we obtain the following equality:
and combining this equality with (30) leads to:
Based on the definitions ofs k+1 u ands k+1 v in (26), we can check that
Rearranging the terms yields that
By plugging (32) into (31), we arrive at the following result:
Simple algebra indicates that
Collecting the previous results, we arrive at the following inequality:
Therefore, we conclude the desired inequality (27) by plugging (34) into (33) .
Proof of claim (28): First, we assume thatρ r I , r
Thus, the definition of I and J in Step 3 of the Gandkhorn algorithm implies that
Putting these pieces together with (28) yields the result of claim (29) .
Given the result of Lemma 4.1, we are now ready to bound the dual objective gap δ k .
Lemma 4.2. For the iterates {(u k , v k )} k≥0 returned by the Gandkhorn algorithm, we have
Proof. First, we estimate the third term of the right-hand side of (27) using a similar approach to the proof of claim (22) . In particular, we have the following equality:
. (36) which follows directly from the definition of the Gandkhorn algorithm. We now put the result of Lemma 4.1 and equality (36) together, which leads to the following inequality:
Subtracting f (u * , v * ) from both sides and taking an expectation with respect to {ξ j } k−1 j=1 yields:
Furthermore, by the definition of u k v k and
which implies that
Dividing both sides of the inequality by θ 2 k , we find that
Changing the count k to i and summing the inequality over i = 0, 1, . . . , k − 1 gives the following inequality:
Recall from the proof of Lemma 3.2 that, we have
Putting the pieces together leads to
which proves the lemma.
Main results
In this section, we first provide an upper bound for the number of iterations K to achieve a desired tolerance ε for the iterates of the Gandkhorn algorithm.
Theorem 4.3. The Gandkhorn algorithm returns a matrix B(u K , v K ) that satisfies the condition E K ≤ ε with the number of iterations K satisfying the following upper bound
Proof. Arguing similarly as in Theorem 3.3, we have
Combining with the results of Lemma 4.2 yields that
On the other hand, we have u * ≤ √ nR and v * ≤ √ nR. Also, E k ≥ ε holds true as soon as the stopping criterion is not fulfilled. Therefore, the following inequality holds:
Therefore, we conclude that the number of iterations K satisfies (23) .
Equipped with the result of Theorem 4.3 and the scheme of Algorithm 4, we are able to establish the following result for the complexity of the Gandkhorn algorithm. Theorem 4.4. The Gandkhorn algorithm for approximating the optimal transport problem (Algorithm 4) returns a transportation planX ∈ R n×n satisfying the constraintsX1 = r, X 1 = l and criterion (2) in a total of
The proof of Theorem 4.4 is provided in Appendix A.2. The complexity bound of the Gandkhorn algorithm in Theorem 4.4 is comparable to that of Randkhorn algorithm and improves on the best known complexity bound O
for the Greenkhorn algorithm [26] when ε is sufficiently small.
Experiments
In this section, we conduct careful comparative experiments with the Randkhorn and Gandkhorn algorithms on synthetic images and real images from the MNIST Digits dataset 1 . For comparison purposes, we use the Sinkhorn and Greenkhorn algorithms as baselines [9, 3] . We also compare the Gandkhorn algorithm with a practical implementation of Greenkhorn algorithm with normalization, which we refer to as the normalized Greenkhorn algorithm. This algorithm has been widely used in real application [15] . To obtain the optimal value of the original optimal transport problem without entropic regularization, we employ the default linear programming solver in MATLAB.
We will demonstrate that, while the Randkhorn algorithm consistently outperforms the Sinkhorn algorithm, the comparison between the Gandkhorn algorithm and two different implementations of Greenkhorn algorithms need to be discussed case by case.
Experiments on synthetic images
To generate the synthetic images we adopt the process from [3] . We evaluate the performance of different algorithms on these synthetic images following the procedures in [26] . Note that the transportation distance is defined between two synthetic images while the cost matrix is defined based on the 1 distances among locations of pixel in the images.
The synthetic images are of size 20 by 20 pixels and are generated by means of randomly placing a foreground square in a black background. Furthermore, a uniform distribution on [0, 1] is used for the intensities of the pixels in the background while a uniform distribution on [0, 50] is employed for the pixels in the foreground. Here, we fix the proportion of the size of the foreground square as 10% of the whole images and implement all of the aforementioned algorithms on these synthetic images.
We use standard metrics to assess the performance of different algorithms. The first metric is the 1 distance (cf. [3] for an argument of choosing 1 distance) between the output of some algorithm X and the corresponding transportation polytope, which is given by
Here, r(X) and l(X) in the above display are the row and column obtained from the output of the algorithm X while r and l are the given row and column vectors of the OT problem. The In the leftmost image of that row, the comparison is based on using distance to transportation polytope d(X) where X are Sinkhorn and Randkhorn algorithms. In the middle image of that row, the maximum, median and minimum values of the competitive ratios on ten pairs of images are utilized for the comparison between Sinkhorn and Randkhorn algorithms. In the rightmost image of that row, we vary the regularization parameter η ∈ {1, 10, 100} with these algorithms and using the value of the optimal transport problem (without the entropic regularization term) as the baseline. Similarly, the second rows of images present comparative results for the Greenkhorn versus Gandkhorn algorithms and the normalized Greenkhorn versus Gandkhorn algorithms.
second metric is defined as log(d(X 1 )/d(X 2 )), which is termed the competitive ratio, where d(X 1 ) and d(X 2 ) are respectively the distances between the outputs of two algorithms X 1 and X 2 and the corresponding transportation polytope. We perform three pairwise comparative experiments: Sinkhorn versus Randkhorn, Greenkhorn versus Gandkhorn, normalized Greenkhorn versus Gandkhorn, on ten randomly selected pairs of synthetic images. To have further evaluations with these algorithms, we also compare their performance with different choices of regularization parameter η in the specific set {1, 10, 100} while using the value of the optimal transport problem (without entropic regularization term) as the baseline. For all the algorithms, the total number of iterations is set as T = 10. We present experimental results in Figure 1 for different choices of regularization parameters. We observe that the Randkhorn algorithm consistently outperforms the Sinkhorn algorithm in terms of iteration count. This demonstrates the improvement achieved by the proposed algorithms for solving the dual regularized OT problem, and provides support for our theoretical assertion that the proposed algorithms achieves a better complexity bound than the Sinkhorn algorithm. Similarly, the Gandkhorn algorithm behaves the best, followed by the normalized Greenkhorn algorithm, outperforming the Greenkhorn algorithm in terms of iteration count. This supports the better theoretical complexity of the proposed Gandkhorn algorithm over the Greenkhorn algorithm.
Experiments on MNIST images
In this section, we use the same evaluation metrics as in Section 5.1 to compare the performance of different algorithms on real images from MNIST dataset. Note that the MNIST dataset contains 60,000 images of handwritten digits with the given size of 28 by 28 pixels. To understand more precisely the dependence on the dimension n of our algorithms, following the procedure in [3, 26] , we add a very small noise term of the order 10 −6 to all the zero elements and then perform a normalization step to guarantee that their sum becomes one.
We present experimental results of our algorithms in Figure 2 with several choices of regularization parameter η. In Figure 2 , the Randkhorn algorithm also outperforms the Sinkhorn algorithm. Besides that, all the comparative results on real images are consistent with those on the synthetic images. Therefore, we conclude that the Randkhorn algorithm has favorable practical performance relative to that of the Sinkhorn algorithm. However, while the Gandkhorn algorithm still outperforms the Greenkhorn algorithm, it behaves worse than the normalized Greenkhorn algorithm. It is possibly because the normalization technique can alleviate the ill-conditioning which often occurs on real datasets. Unfortunately, the direct application of normalization technique to the Gandkhorn algorithm seems invalid and makes the algorithm divergent. To this end, it remains open whether the normalized Gandkhorn is possible. Therefore, we conclude that the normalized Greenkhorn algorithm is still favorable in practice despite the lack of theoretical guarantee.
Conclusion
In the paper, we proposed several novel accelerated versions of the Sinkhorn and Greenkhorn algorithms for solving optimal transport problems. In particular, we introduced an accelerated, monotone randomized version of the Sinkhorn algorithm, which we named the Randkhorn algorithm. The algorithm was shown to have a complexity bound of O
. This is more favorable than that of the Sinkhorn algorithm in terms of desired accuracy ε and that of the accelerated first-order primal-dual algorithms in terms of the number of atoms n. Similarly, a greedy version of Randkhorn algorithm, which we referred to as the Gandkhorn algorithm, was proposed to accelerate Greenkhorn algorithm. This algorithm was demonstrated to have a complexity bound of O n 7/3 ε , which is comparable to that of Randkhorn algorithm and faster than that of Greenkhorn algorithm in terms of ε.
This work lays the foundations for several research directions. First, the proposed algorithms are specific for optimal transport distance between two discrete probability distributions with dimension at most n. However, in several practical applications, one of these measures can have infinite dimension; i.e., it may have uncountable or even continuous support. Subsampling methods have been widely employed to approximate optimal transport problem between such measures [36] by the optimal transport distance between their corresponding empirical measures, which are discrete. Since the number of atoms of these empirical measures needs to be sufficiently large to give a good approximation of the original OT, it is of practical interest to investigate whether the accelerated algorithms proposed in the paper can realize computational advantages over the Sinkhorn or Greenkhorn algorithms when being used to compute the OT between these measures.
The Wasserstein barycenter problem is closely related to the optimal transport problem, and it has also been shown to useful in various applications of machine learning and statistics [37, 18] . While a variety of algorithms have been proposed to solve the Wasserstein barycenter problem [10, 12] , accelerated versions of Sinkhorn and Greenkhorn algorithms for this problem have not yet been developed. Given the favorable practical performance of the proposed accelerated algorithms for solving the optimal transport problem, it is of significant interest to extend these algorithms to the Wasserstein barycenter problem.
A Technical Proofs
In this appendix, we provide proofs of the remaining results in the paper.
A.1 Proof of Theorem 3.4
We follow the proof argument of Theorem 1 in [3] . Here, we provide the detail proof of Theorem 3.4 for the completeness. In particular, simple algebra lead to the following bound
where transportation planX is an output of Algorithm 2 and X * is the optimal transportation plan of the OT problem (1). Furthermore,X is a transportation plan returned by the Randkhorn algorithm (Algorithm 1) with the choice ofr,l and ε /2 are given in Step 3 of Algorithm 2. Now, by means of triangle inequality with 1 distance, we derive that
Putting the above results together, we obtain that C,X − C, X * ≤ ε where ε = . Furthermore, the vectorsr andl in
Step 2 of Algorithm 2 can be approximated within O(n) arithmetic operations [3, Algorithm 2] . Therefore, the required number of arithmetic operations is of order O(n 2 ). Putting all the results together, we conclude the desired complexity bound of the Randkhorn algorithm.
A.2 Proof of Theorem 4.4
The proof is nearly the same as that of Theorem 3. . By the similar argument as in Theorem 3.4, we conclude the desired complexity bound of the Gandkhorn algorithm.
