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Abstract
For an analytic variety Vϕ = {(z1, z2) ∈ C2: ϕ(z1, z2) = 0}, defined by a holomorphic function ϕ,
we assume that the point 0 ∈ Vϕ and that Vϕ −{0} is smooth. In this setting, we construct holomorphic
differentials θ , on Vϕ − {0}, with prescribed certain of the values of the integrals
∫
zk1z
l
2θ(z1, z2),
taken over closed curves on Vϕ which surround 0. The construction is quite explicit and is based on a
residue process. We also study similar questions with specific choices of ϕ, in which cases we obtain
more complete results.
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1. Introduction
Recall that to each function h ∈ O(C − {0}) we may associate an entire holomorphic
function Lh(λ), which is defined by the formula
Lh(λ) =
∫
|τ |=r
eλτ h(τ ) dτ, λ ∈ C (r > 0).E-mail address: thatziaf@math.uoa.gr.
0022-247X/$ – see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.12.052
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L : O(C − {0}) → O(C), h → Lh. We may generalize this transform by replacing C
by an analytic subvariety of C2. More precisely, let us consider a holomorphic function
ϕ(z1, z2), defined for z = (z1, z2) ∈ C2, and let
Vϕ =
{
(z1, z2) ∈ C2: ϕ(z1, z2) = 0
}
be the corresponding analytic variety. Assume that ϕ(0,0) = 0, i.e., the point 0 =
(0,0) ∈ Vϕ . Assume also that dϕ(z1, z2) = 0 for every (z1, z2) ∈ Vϕ −{0}. Thus Vϕ −{0} is
a one-dimensional complex manifold. To each holomorphic differential ω on Vϕ −{0}, we
may associate an entire holomorphic function Fω(ζ1, ζ2), which is defined by the formula
Fω(ζ1, ζ2) =
∫
(z1,z2)∈Vϕ∩Sr
eζ1z1+ζ2z2ω(z1, z2), (ζ1, ζ2) ∈ C2.
The study of this transform leads to the following question:
Under what conditions on a double sequence kl of complex numbers (k, l are
nonnegative integers), does there exist a holomorphic differential θ on Vϕ −{0},
so that
∫
Vϕ∩Sr z
k
1z
l
2θ(z1, z2) = kl , for every k, l?
(1)
We use the notation Sr = {(z1, z2) ∈ C2: |z1|2 + |z2|2 = r2} where r > 0, and when we
write an integral over Vϕ ∩Sr , we assume that Vϕ meets the sphere Sr transversally, so that
Vϕ ∩ Sr is a smooth curve. Also by Stokes’s theorem, the integrals in (1) are independent
of r .
In general, the sequence kl cannot be arbitrary. For example, if ϕ(z1, z2) = z31 − z22,
then ∫
Vϕ∩Sr
zm+31 z
n
2θ(z1, z2) =
∫
Vϕ∩Sr
zm1 z
n+2
2 θ(z1, z2),
for any θ ∈O1(Vϕ − {0}) and for all nonnegative integers m,n. (We will use O1 to denote
sets of holomorphic differentials and O to denote sets of holomorphic functions.)
In this note we will make a detailed study of this question in the case of the variety
Vp,q = {(z1, z2) ∈ C2: zp1 = zq2 } and—in the general case—we will give a partial answer
by proving the following theorem.
Theorem 1. Assume that for some finite set Γ of pairs (k, l), the function ϕ(z1, z2) satisfies
the condition
∂s+t ϕ(z1, z2)
∂zs1∂z
t
2
∣∣∣∣
(z1,z2)=(0,0)
= 0 for s + t  1, s  k, t  l, (k, l) ∈ Γ. (∗)Γ
Then given complex numbers kl , (k, l) ∈ Γ , there exists θ ∈O1(Vϕ − {0}) so that∫
zk1z
l
2θ(z1, z2) = kl, (k, l) ∈ Γ.Vϕ∩Sr
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(1) If dϕ(0,0) = 0 (in which case 0 is a singular point of Vϕ), the function ϕ satisfies at
least the condition (∗)Γ with Γ = {(0,0), (1,0), (0,1)}.
(2) The function ϕ = z1 − zq2 satisfies (∗)Γ with Γ = {(0,0), (0,1), . . . , (0, q − 1)}.
(3) The function ϕ = z31 − z22 − z52 satisfies (∗)Γ with
Γ = {(0,0), (1,0), (0,1), (2,0), (1,1), (2,1)}.
Thus in this case we may assign values for the integrals∫
θ,
∫
z1θ,
∫
z2θ,
∫
z21θ,
∫
z1z2θ,
∫
z21z2θ.
(4) The function ϕ = z31 − z52 − z21z72 satisfies (∗)Γ with Γ = {(0,0), (1,0), (0,1), (2,0),
(1,1), (0,2), (2,1), (1,2), (0,3), (0,4), (1,3), (1,4), (2,2), (2,3), (2,4)}.
(5) If ϕ = z1, then
∫
zk1z
l
2θ = 0 for k  1. Thus in this case we cannot assign values for
any of the integrals
∫
zk1z
l
2θ when k  1.
To prove Theorem 1, first we differentiate the Bochner–Martinelli kernel in C2 and
we obtain kernels ηkl , whose integrals against entire functions f , taken on small closed
surfaces S around 0, give the derivatives of f at zero. Then we construct ∂¯-primitives Θ˜kl
for ηkl , on C2 −Vϕ , and by a residue process we transform these integrals, to integrals taken
on the curves which are the intersections of the surfaces S with Vϕ . (Such residue processes
were first used by Stout [6], and subsequently they were generalized in [2,3,5].) Then Θ˜kl
produce functions θkl , which, when restricted to Vϕ − {0}, are holomorphic. These are the
functions that we use in order to construct the holomorphic differentials θ , with prescribed
the values of the integrals
∫
zk1z
l
2θ , for (k, l) ∈ Γ . One feature of the construction is the
explicit form, in which the holomorphic functions θkl are given. Condition (∗)Γ is used in
the residue process. The functions θkl play a role analogous to the role played by 1/λn (n =
1,2,3, . . .) for the functions which are holomorphic for λ ∈ C − {0}. But the relation that
exists between z1 and z2, when (z1, z2) ∈ Vϕ − {0}, restricts the construction to (k, l) ∈ Γ .
2. Preliminaries
With notation as before, let us consider the differential form
βϕ(z1, z2) = ∂ϕ/∂z2 dz1 − ∂ϕ/∂z1 dz2|∂ϕ/∂z1|2 + |∂ϕ/∂z2|2 ,
which is defined for (z1, z2) = 0 in a neighborhood of Vϕ and where the quantity
|∂ϕ/∂z1|2 + |∂ϕ/∂z2|2 = 0. If we restrict βϕ to Vϕ − {0}, then it is holomorphic, i.e.,
βϕ |Vϕ−{0} ∈O1(Vϕ − {0}). Indeed, near a point of Vϕ − {0} where ∂ϕ/∂z2 = 0,
βϕ(z1, z2) = 1
∂ϕ/∂z2
dz1, with differential forms restricted to Vϕ − {0},
and a similar formula holds near a point of Vϕ − {0} where ∂ϕ/∂z1 = 0.
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and set M = Vϕ ∩ D and ∂M = Vϕ ∩ ∂D. Assuming that (0,0) /∈ ∂M and that Vϕ
meets ∂D transversally, we have that ∂M is a smooth closed curve. For a smooth map
γ : (∂D) × D → C2 with γ (z, ζ ) = (γ1(z, ζ ), γ2(z, ζ )), defined for (z, ζ ) ∈ (∂D) × D so
that the quantity
(z, ζ ) = (z1 − ζ1)γ1(z, ζ )+ (z2 − ζ2)γ2(z, ζ ) = 0 for every (z, ζ ) ∈ (∂D)×D,
define
Aϕ,γ = 1
2πi
1
(z, ζ )
det
(
γ1(z, ζ ) ϕ1(z, ζ )
γ2(z, ζ ) ϕ2(z, ζ )
)
,
where
ϕ1(z, ζ ) =
1∫
t=0
∂ϕ
∂z1
(
(1 − t)ζ + tz)dt and ϕ2(z, ζ ) =
1∫
t=0
∂ϕ
∂z2
(
(1 − t)ζ + tz)dt.
These functions ϕ1 and ϕ2 are holomorphic in (z, ζ ) = (z1, z2, ζ1, ζ2) and satisfy the equa-
tion
ϕ(z1, z2)− ϕ(ζ1, ζ2) = (z1 − ζ1)ϕ1(z, ζ )+ (z2 − ζ2)ϕ2(z, ζ ).
In this setting the following formula holds: for f ∈O(M¯),
f (ζ ) =
∫
z∈∂M
f (z)Aϕ,γ (z, ζ )βϕ(z) for ζ ∈M. (2)
This is a Cauchy–Fantappiè type formula in M. (See [2].)
3. Holomorphic functions on Vϕ − {0}
First we discuss the relation between holomorphic functions and holomorphic dif-
ferential on Vϕ − {0}. If f ∈ O(Vϕ − {0}), then fβϕ ∈ O1(Vϕ − {0}). Conversely, if
ω ∈ O1(Vϕ − {0}), then we may define the function f = ω/βϕ , with the obvious mean-
ing of ω/βϕ . In other words, any ω ∈O1(Vϕ − {0}) can be written in the form ω = fβϕ ,
for some f ∈ O(Vϕ − {0}). It is easy to write down holomorphic functions on Vϕ − {0}
with singularity at 0. For example, consider a holomorphic function Ψ (z1, z2), defined for
(z1, z2) ∈ C2, so that{
(z1, z2) ∈ C2: Ψ (z1, z2) = 0
}∩ Vϕ = {0}.
Then the functions 1/Ψ (z1, z2) and exp[1/Ψ (z1, z2)], defined for (z1, z2) ∈ Vϕ − {0}, are
holomorphic with singularity at 0.
Theorem 2. A holomorphic function f :Vϕ − {0} → C extends to a holomorphic function
on Vϕ if and only if∫
zl1z
k
2f (z1, z2)β
ϕ(z1, z2) = 0 for every l, k  0. (3)
(z1,z2)∈Vϕ∩Sr
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that f extends to a holomorphic function on Vϕ . Then, by a classical theorem of Cartan
(see [1, p. 99]), f extends to a holomorphic function on C2, i.e., there is a holomorphic
f˜ : C2 → C whose restriction to Vϕ − {0} is f .
Now notice that for every δ > 0, sufficiently small, the set ϕ(B(0, δ)) is an open subset
of C and 0 ∈ ϕ(B(0, δ)) (where B(0, δ) = {(z1, z2 ∈ C2: |z1|2 + |z2|2 < δ2}). Therefore
there is ε(δ) > 0 so that{
τ ∈ C: |τ | < ε(δ)}⊂ ϕ(B(0, δ)).
This implies that if τ ∈ C is sufficiently close to 0, then
Uτ =
{
(z1, z2) ∈ C2: ϕ(z1, z2) = τ
} = ∅.
Also, by Sard’s theorem, the set {τ ∈ C: |τ | < ε(δ)} contains regular values of ϕ. It follows
that there is a sequence (z1,n, z2,n) ∈ C2 − {0}, n = 1,2,3, . . . , with (z1,n, z2,n) → 0, and
such that
τn
def= ϕ(z1,n, z2,n) are all regular values of ϕ.
Then each Uτn is smooth and we may arrange it so that it meets Sr transversally. Also,
then, as n → ∞,∫
(z1,z2)∈Uτn∩Sr
zl1z
k
2f˜ (z1, z2)β
ϕ(z1, z2) →
∫
(z1,z2)∈Vϕ∩Sr
zl1z
k
2f (z1, z2)β
ϕ(z1, z2).
But ∫
(z1,z2)∈Uτn∩Sr
zl1z
k
2f˜ (z1, z2)β
ϕ(z1, z2)
=
∫ ∫
(z1,z2)∈Uτn∩B(0,r)
d
[
zl1z
k
2f˜ (z1, z2)β
ϕ(z1, z2)
]= 0.
(Here we are using the fact that |∂ϕ/∂z1|2 + |∂ϕ/∂z2|2 = 0 for (z1, z2) ∈ Uτn , and that
βϕ |Uτn ∈O(Uτn).) The above relations imply (3).
Conversely, we will show that (3) implies that f extends to a holomorphic function
on Vϕ . First let us notice that (3) implies that∫
(z1,z2)∈Vϕ∩Sr
g(z1, z2)f (z1, z2)β
ϕ(z1, z2) = 0 for every g ∈O
(
C
2), (4)
since the entire functions g(z1, z2), can be approximated, uniformly in (z1, z2) on compact
sets in C2, by linear combinations of the functions zl1z
k
2, l, k  0.
To find the holomorphic extension of f to Vϕ , we write the Cauchy–Fantappiè formula
(see Section 2) for the function f in the part of Vϕ which is between the spheres SR and
Sr (R > r), with following choice of γ : for ζ = (ζ1, ζ2) with r2 < |ζ1|2 + |ζ2|2 <R2,{
(z¯1, z¯2) when z = (z1, z2) ∈ SR,
γ (z, ζ ) =
(ζ¯1, ζ¯2) when z = (z1, z2) ∈ Sr .
T. Hatziafratis / J. Math. Anal. Appl. 305 (2005) 722–742 727Then, by (2), for a fixed (w1,w2) ∈ Vϕ with r2 < |w1|2 + |w2|2 <R2,
f (w1,w2) = 12πi
∫
(z1,z2)∈Vϕ∩SR
f (z1, z2)
z¯1ϕ2 − z¯2ϕ1
(z1 −w1)z¯1 + (z2 −w2)z¯2 β
ϕ(z1, z2)
− 1
2πi
∫
(z1,z2)∈Vϕ∩Sr
f (z1, z2)
w¯1ϕ2 − w¯2ϕ1
(z1 −w1)w¯1 + (z2 −w2)w¯2 β
ϕ(z1, z2).
(5)
But the function
w¯1ϕ2 − w¯2ϕ1
(z1 −w1)w¯1 + (z2 −w2)w¯2
as a function of (z1, z2), is holomorphic in the ball{
(z1, z2) ∈ C2: |z1|2 + |z2|2 < |w1|2 + |w2|2
}
and therefore can be approximated by entire functions. It follows that (4) implies that the
second integral in (5), which is taken over Vϕ ∩ Sr , vanishes. Therefore, the first integral
in (5), which is taken over Vϕ ∩ SR , gives the required extension of f and completes the
proof of the theorem. 
3.1. Fourier–Laplace transform of holomorphic differentials
To each differential ω ∈O1(Vϕ −{0}) we may associate an entire holomorphic function
Fω(ζ1, ζ2), which is defined by the formula
Fω(ζ1, ζ2) =
∫
(z1,z2)∈Vϕ∩Sr
eζ1z1+ζ2z2ω(z1, z2), (ζ1, ζ2) ∈ C2.
This defines the Fourier–Laplace transform L : O1(Vϕ − {0}) → O(C2), by setting
L(ω) = Fω. The coefficients ckl in the power series expansion
Fω(ζ1, ζ2) =
∑
l,k0
cklζ
l
1ζ
k
2 , (ζ1, ζ2) ∈ C2,
are given by the formula
ckl = 1
l!k!
∂l+kFω
∂ζ l1∂ζ
k
2
∣∣∣∣
(ζ1,ζ2)=(0,0)
= 1
l!k!
∫
(z1,z2)∈Vϕ∩Sr
zl1z
k
2ω(z1, z2).
Since there are arbitrarily small δ > 0, for which
Fω(ζ1, ζ2) =
∫
(z1,z2)∈Vϕ∩Sδ
eζ1z1+ζ2z2ω(z1, z2),
it follows that the entire function Fω satisfies the following:∣ ∣
for every δ > 0 there is a Cδ > 0 so that ∣Fω(ζ )∣ Cδeδ|ζ | for every ζ ∈ C2. (6)
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∣∣Fω(ζ1, ζ2)∣∣
∫
(z1,z2)∈Vϕ∩Sδ
∣∣eζ1z1+ζ2z2ω(z1, z2)∣∣ eδ|ζ |
∫
(z1,z2)∈Vϕ∩Sδ
∣∣ω(z1, z2)∣∣,
and therefore (6) holds with
Cδ =
∫
(z1,z2)∈Vϕ∩Sδ
∣∣ω(z1, z2)∣∣.
We claim that (6) implies that
∑
l,k0
|kl |sl1sk2 < ∞ for every s1, s2 > 0, (7)
where kl are the weighted periods of ω given by the formula
kl =
∫
(z1,z2)∈Vϕ∩Sr
zl1z
k
2ω(z1, z2) (l, k  0).
To prove this claim, notice that by Cauchy’s inequalities and (6), we have
|ckl | = |kl |
l!k!  Cδ
eδ(R1+R2)
Rl1R
k
2
for every R1,R2 > 0.
Applying this inequality with R1 = l/δ and R2 = k/δ, we obtain
|kl |
l!k!  Cδ
(δe)l+k
llkk
for all l, k.
Thus
|kl | Cδ(δe)l+k for all l, k and all δ > 0.
Therefore∑
l,k0
|kl |sl1sk2  Cδ
∑
l,k0
(δes1)
l(δes2)
k < ∞,
provided that δ < min{1/(es1),1/(es2)}, and (7) follows.
Now according to Theorem 2, Fω = 0 if and only if ω = fβϕ for some f ∈ O(Vϕ).
In other words, the kernel of the map L : O1(Vϕ − {0}) → O(C2) is the set O(Vϕ)βϕ =
{gβϕ : g ∈O(Vϕ)}, i.e.,
kerL=O(Vϕ)βϕ.
It seems more difficult to describe, in general, the range of L. We will do this in some
special cases.
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Throughout this section ϕ(z1, z2) = zp1 − zq2 in which case Vϕ becomes Vpq and
ϕ1 = zp−11 + ζ1zp−21 + · · · + ζp−11 and ϕ2 = −
(
z
q−1
2 + ζ2zq−22 + · · · + ζ q−12
)
.
We will denote by β = β(z) the corresponding differential βϕ(z), i.e.,
β(z) = − qz¯
q−1
2 dz1 + pz¯p−11 dz2
p2|z1|2p−2 + q2|z2|2q−2 .
With differentials restricted to Vpq −{0}, pzp−11 dz1 = qzq−12 dz2, and the differential β(z)
becomes
β = β(z) = − dz1
qz
q−1
2
= − dz2
pz
p−1
1
(
(z1, z2) ∈ Vpq − {0}
)
.
Using as γ (z, ζ ) = (z¯1 − ζ¯1, z¯2 − ζ¯2) and setting ζ = 0 in the differentialAϕ,γ (z, ζ )βϕ(z),
we find that
ξ(z)
def= Aϕ,γ (z,0)βϕ(z) = 1
2πi
1
|z1|2 + |z2|2 det
(
z¯1 z
p−1
1
z¯2 −zq−12
)
β(z)
(restricted to Vpq − {0}) is given by the formula
ξ = ξ(z) = 1
2πi
dz1
qz1
= 1
2πi
dz2
pz2
.
Lemma 1. Suppose that (p, q) = 1, i.e., p and q are relatively prime. Then, for l, k ∈ Z,∫
z∈Vpq∩Sr
zl1z
k
2ξ(z) =
{
1 if ql + pk = 0,
0 if ql + pk = 0.
Proof. First, since (p, q) = 1, the map
ρ : C → Vpq, λ → (z1, z2) =
(
λq,λp
)
, λ ∈ C,
is 1–1 and onto. To justify this, we choose integers m,n so that mp+nq = 1 and we claim
that the map
ψ : Vpq − {0} → C − {0}, ψ(z1, z2) = zn1zm2
(
(z1, z2) ∈ Vpq − {0}
)
,
is the inverse of ρ : C − {0} → Vpq − {0}. Indeed,
ψ
(
ρ(λ)
)= ψ(λq,λp)= (λq)n(λp)m = λmp+nq = λ (for λ ∈ C − {0})
and, for (z1, z2) ∈ Vpq − {0},
ρ
(
ψ(z1, z2)
)= ρ(zn1zm2 )= ((zn1zm2 )q, (zn1zm2 )p)= (zqn1 zqm2 , zpn1 zpm2 )( ) ( )= zqn1 zpm1 , zqn2 zpm2 = zpm+qn1 , zpm+qn2 = (z1, z2).
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z1 = s1/peiqt , z2 = s1/qeipt , 0 t  2π,
of the curve Vpq ∩ Sr , to compute the integral
∫
z∈Vpq∩Sr
zl1z
k
2ξ(z) =
1
2π
sl/psk/q
2π∫
t=0
ei(ql+pk)t dt,
and the formula of the lemma follows. 
4.1. A complete set of differentials in O1(Vpq − {0})
Let B be the following set of differentials:
B = B0 ∪B1 ∪ · · · ∪Bq−1,
where
B0 =
{
ξ,
ξ
z1
,
ξ
z21
,
ξ
z31
, . . .
}
, B1 =
{
ξ
z2
,
ξ
z1z2
,
ξ
z21z2
,
ξ
z31z2
, . . .
}
,
B2 =
{
ξ
z22
,
ξ
z1z
2
2
,
ξ
z21z
2
2
,
ξ
z31z
2
2
, . . .
}
, . . . ,
Bq−1 =
{
ξ
z
q−1
2
,
ξ
z1z
q−1
2
,
ξ
z21z
q−1
2
,
ξ
z31z
q−1
2
, . . .
}
.
We will prove that, in some sense and under certain restriction on p and q , B forms a basis
for O1(Vpq − {0}). First we show linear independence.
Lemma 2. Let Π be the set of the pairs (p, q) ∈ N × N so that either
(i) q = 1,
(ii) q is a prime which does not divide p, or
(iii) q = 4 and p is odd.
Then, for (p, q) ∈ Π , the set of the cosets of the elements of B is C-linearly independent
subset of O1(Vpq − {0})/O(Vpq)β .
Proof. It is clear that B ⊂O1(Vpq − {0}). To show linear independence, suppose that for
the complex numbers µkl , 0 k  q − 1, 0 l N ,
µ00ξ +µ01 ξ
z1
+µ02 ξ
z21
+ · · · +µ0N ξ
zN1
+µ10 ξ
z2
+µ11 ξ
z1z2
+µ12 ξ
z21z2
+ · · ·
+µ1N ξ
zN1 z2
+ · · · +µq−1,0 ξ
z
q−1
2
+µq−1,1 ξ
z1z
q−1
2
+µq−1,2 ξ
z21z
q−1
2
+ · · ·
+µ ξ = g(z)β(z),q−1,N
zN1 z
q−1
2
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the above equation with zj1z
m
2 (0m q − 1, 0 j N ) and we obtain
q−1∑
k=0
N∑
l=0
µklz
j−l
1 z
m−k
2 ξ(z) = zj1zm2 g(z)β(z).
Integrating and applying Theorem 2 (recall that g ∈O(Vpq)), we find that
q−1∑
k=0
N∑
l=0
µkl
∫
z∈Vpq∩Sr
z
j−l
1 z
m−k
2 ξ(z) =
∫
z∈Vpq∩Sr
z
j
1z
m
2 g(z)β(z) = 0.
Since in any case (p, q) = 1, by Lemma 1,∫
z∈Vpq∩Sr
z
j−l
1 z
m−k
2 ξ(z) =
{1 if q(j − l)+ p(m− k) = 0,
0 otherwise.
Also the assumptions on p and q imply that either q = 1 or q does not divide p(q − 1)!. It
follows that the equation q(j − l)+p(m− k) = 0 implies that m = k and j = l. Therefore
µmj = 0. This proves the claim and completes the proof of the lemma. 
4.2. The range Rpq of L :O1(Vpq − {0}) →O(C2)
First if F ∈O(C2) and F = Fω, for some ω ∈O1(Vpq − {0}), then the coefficients kl
in the expansion
F(ζ1, ζ2) =
∑
l,k0
kl
l!k! ζ
l
1ζ
k
2
satisfy the condition (7). Also
kl = ∂
l+kF
∂ζ l1∂ζ
k
2
∣∣∣∣
(ζ1,ζ2)=(0,0)
=
∫
(z1,z2)∈Vpq∩Sr
zl1z
k
2ω(z1, z2) (l, k  0).
Since zp1 = zq2 on Vpq , it follows that
k+νq,l =
∫
z∈Vpq∩Sr
zl1z
k+νq
2 ω(z) =
∫
z∈Vpq∩Sr
zl1z
k
2
(
z
q
2
)ν
ω(z)
=
∫
z∈Vpq∩Sr
zl1z
k
2
(
z
p
1
)ν
ω(z) =
∫
z∈Vpq∩Sr
z
l+pν
1 z
k
2ω(z) = k,l+νp.
Therefore
k+νq,l = k,l+νp, k = 0,1,2, . . . , q − 1, ν = 1,2,3, . . . , l = 0,1,2, . . . . (8)
Thus if the function F ∈O(C2) belongs toRpq , then its coefficients kl satisfy (7) and (8).
We will see now that under certain restriction on p and q , this is also sufficient. More
precisely, we will prove the following theorem.
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kl = ∂
l+kF
∂ζ l1∂ζ
k
2
∣∣∣∣
(ζ1,ζ2)=(0,0)
of a function F ∈O(C2) satisfy (7) and (8), F ∈Rpq .
Proof. Let us consider an F ∈O(C2) whose coefficients kl satisfy (7) and (8). It follows
from (7) that the series
ω˜(z1, z2) =
q−1∑
k=0
∞∑
l=0
kl
zl1z
k
2
ξ(z1, z2)
converges uniformly on compact subsets of Vpq − {0} and defines a holomorphic differen-
tial: ω˜ ∈O1(Vpq − {0}). We will show that Fω˜ = F . Of course, this is equivalent to
∂l+kFω˜
∂ζ l1∂ζ
k
2
∣∣∣∣
(ζ1,ζ2)=(0,0)
= ∂
l+kF
∂ζ l1∂ζ
k
2
∣∣∣∣
(ζ1,ζ2)=(0,0)
for l, k  0.
Thus it suffices to show that for every m,j  0,∫
z∈Vpq∩Sr
z
j
1z
m
2 ω˜(z1, z2) = mj . (9)
Let us consider first the case 0  m  q − 1. Since the convergence of the series which
defines ω˜ is uniform on compact subsets of Vpq − {0},
∫
z∈Vpq∩Sr
z
j
1z
m
2 ω˜(z1, z2) =
q−1∑
k=0
∞∑
l=0
kl
∫
z∈Vpq∩Sr
z
j−l
1 z
m−k
2 ξ(z1, z2). (10)
But, as in the proof of Lemma 2, the assumption (p, q) ∈ Π implies that∫
z∈Vpq∩Sr
z
j−l
1 z
m−k
2 ξ(z1, z2) = 0 unless l = j and k = m,
in which case the above integral is equal to 1. Thus (10) gives (9) in this case.
In the general case we can write m = m′ + νq , where 0  m′  q − 1 and ν ∈
{0,1,2, . . .}. Since zp1 = zq2 on Vpq ,∫
z∈Vpq∩Sr
z
j
1z
m
2 ω˜(z) =
∫
z∈Vpq∩Sr
z
j
1z
m′+νq
2 ω˜(z) =
∫
z∈Vpq∩Sr
z
j
1
(
z
q
2
)ν
zm
′
2 ω˜(z)
=
∫
z∈Vpq∩Sr
z
j
1
(
z
p
1
)ν
zm
′
2 ω˜(z) =
∫
z∈Vpq∩Sr
z
j+νp
1 z
m′
2 ω˜(z)
= m′,j+νp = m′+νq,j = mj ,
where we also used the result from the previous case and (8). This proves (9) and completes
the proof of the theorem. 
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holomorphic functions on Vpq − {0}.
Theorem 4. Suppose that (p, q) ∈ Π . Then every differential ω ∈O1(Vpq − {0}) has an
expansion of the form
ω(z1, z2) =
q−1∑
k=0
∞∑
l=0
kl
zl1z
k
2
ξ(z1, z2)+ g(z1, z2)β(z1, z2),
where g ∈O(Vpq) and kl ∈ C.
Furthermore, this expansion is unique and the coefficients pq are given by the formula
kl =
∫
(z1,z2)∈Vpq∩Sr
zl1z
k
2ω(z1, z2).
Equivalently, every f ∈O(Vpq − {0}) has a unique expansion of the form
f (z1, z2) = 12πi
q−1∑
k=0
∞∑
l=0
σkl(f )
z
q−k−1
2
zl+11
+ g(z1, z2), (z1, z2) ∈ Vpq − {0},
where g ∈O(Vpq) and
σkl(f ) =
∫
(z1,z2)∈Vpq∩Sr
zl1z
k
2f (z1, z2)β(z1, z2).
Proof. Starting with ω ∈O(Vpq − {0}), we take F = Fω and then we define kl as in the
statement of Theorem 3. Next, we define ω˜ as in the proof of Theorem 3. Then the func-
tion (ω − ω˜)/β satisfies the hypotheses of Theorem 2, and the first conclusion follows.
The uniqueness assertion follows from the proof of Theorem 3. (Related is also the proof
of Lemma 2.) Notice that a simple convergence of the involved series implies uniform
convergence on compact subsets of Vpq −{0}. Finally, the assertion concerning the expan-
sion of the function f follows from the first part of the theorem applied to the differential
ω = fβ . 
The following theorem is also a consequence of the previous construction.
Theorem 5. Suppose that (p, q) ∈ Π . Then given a double sequence of complex numbers
kl , k, l  0, there exists ω ∈O1(Vpq − {0}) with weighted periods kl , i.e.,∫
(z1,z2)∈Vpq∩Sr
zl1z
k
2ω(z1, z2) = kl, k, l  0,
if and only if kl satisfies (7) and (8), and moreover such an ω is unique up to a differential
in O(Vpq)β .
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Theorem 4 still holds, of course only for z ∈ Vpq ∩ {|z| < ε} − {0}, and in this case
g ∈ O(Vpq ∩ {|z| < ε}). Also r (in the integrals which give the coefficients kl) has to
be restricted accordingly, i.e., 0 < r < ε.
4.3. Behavior of a function in O(Vpq − {0}) near 0
In the setting of Theorem 4, let us consider a function f ∈O(Vpq − {0}) and its expan-
sion
f (z1, z2) = 12πi
q−1∑
k=0
∞∑
l=0
σkl(f )
z
q−k−1
2
zl+11
+ g(z1, z2), (z1, z2) ∈ Vpq − {0}. (11)
Using the parametrization z1 = λq , z2 = λp , λ ∈ C − {0}, of Vpq − {0}, we may evaluate
the functions zq−k−12 /z
l+1
1 , which appear in (11), in terms of λ:
hkl(λ) = z
q−k−1
2
zl+11
∣∣∣∣
(z1,z2)=(λq ,λp)
= λpq−p−q−pk−ql, 0 k  q − 1, l = 0,1,2, . . . .
Let us set J = {(k, l): 0 k  q − 1, l = 0,1,2, . . .} and notice that the map J → Z,
(k, l) → pq − p − q − pk − ql,
is 1–1. Indeed, if pk+ql = pk′+ql′, for some (k, l), (k′, l′) ∈ J , then q(l− l′) = p(k′−k),
and, since we assume that either q = 1 or q does not divide p(q − 1)!, this implies that
k = k′ and l = l′. This observation leads to the following theorem.
Theorem 6. Suppose that (p, q) ∈ Π . For a function f ∈ O(Vpq − {0}), the following
assertions hold:
(I) f extends to a continuous function on Vpq if and only if
σkl(f ) = 0 for (k, l) ∈ J with pk + ql > pq − p − q.
In other words,
O(Vpq − {0})∩C(Vpq)
=
{ ∑
(k,l)∈J,pk+qlpq−p−q
ckl
z
q−k−1
2
zl+11
+ g(z1, z2): ckl ∈ C, g ∈O(Vpq)
}
,
and if one of the coefficients ckl (in the above sum) is = 0, then the corresponding
function does not extend holomorphically to Vpq .
(II) lim(z1,z2)→0 f (z1, z2) = ∞ if and only if the set{
(k, l) ∈ J : σkl(f ) = 0 and pk + ql > pq − p − q
}
is finite and nonempty.
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exist in C ∪ {∞}, and then, for every τ > 0, f maps Vpq ∩ {|z| < τ } − {0} onto C or
onto C − {a point}.
Proof. It suffices to study the function
∑
(k,l)∈J
σkl(f )hkl(λ) =
∑
(k,l)∈J
σkl(f )λ
pq−p−q−pk−ql, λ ∈ C − {0},
for λ near 0. 
5. Preparation for the proof of Theorem 1
For k, l  0, we define
ηkl(z1, z2) = (k + l + 1)!4π2
z¯k1z¯
l
2
(|z1|2 + |z2|2)k+l+2 (z¯1 dz¯2 − z¯2 dz¯1).
These differential forms are the derivatives of the Bochner–Martinelli kernel. More pre-
cisely,
ηkl(z1, z2) = ∂
k+l
∂wk1∂w
l
2
∣∣∣∣
(w1,w2)=(0,0)
[
M(z1, z2,w1,w2)
]
,
where
M = M(z1, z2,w1,w2) = 14π2
1
(|z1 −w1|2 + |z2 −w2|2)2 det
(
z¯1 − w¯1 dz¯1
z¯2 − w¯2 dz¯2
)
.
Since ∂¯z1,z2M = 0, it follows that ηkl ∈ Z(0,1)∂¯ (C2 − {0}). (Z∂¯ denotes sets of ∂¯-closed
forms.)
By the Bochner–Martinelli formula, for f ∈O(C2),
f (w1,w2) =
∫ ∫ ∫
(z1,z2)∈Sr
f (z1, z2)M(z1, z2,w1,w2)∧ dz1 ∧ dz2,
if (w1,w2) ∈ C2 and |w1|2 + |w2|2 < r2. Therefore
∂k+lf
∂wk1∂w
l
2
∣∣∣∣
(w1,w2)=(0,0)
=
∫ ∫ ∫
(z1,z2)∈Sr
f (z1, z2)ηkl(z1, z2)∧ dz1 ∧ dz2. (12)
In particular, for nonnegative integers m and j ,
∫ ∫ ∫
zm1 z
j
2ηkl(z1, z2)∧ dz1 ∧ dz2 =
{
k!l! if (m, j) = (k, l),
0 otherwise.
(13)
(z1,z2)∈Sr
736 T. Hatziafratis / J. Math. Anal. Appl. 305 (2005) 722–7425.1. Construction of ∂¯-primitives of ηkl(z1, z2) for (z1, z2) ∈ C2 − Vϕ
First, at points (z1, z2), (w1,w2) ∈ C2 where ϕ(z1, z2)− ϕ(w1,w2) = 0, we have
1
(|z1 −w1|2 + |z2 −w2|2)2 det
(
z¯1 − w¯1 dz¯1
z¯2 − w¯2 dz¯2
)
= − 1
ϕ(z1, z2)− ϕ(w1,w2) ∂¯z1,z2
[
1
|z1 −w1|2 + |z2 −w2|2 det
(
z¯1 − w¯1 ϕ1
z¯2 − w¯2 ϕ2
)]
,
where ϕ1, ϕ2 are the functions which were defined in Section 2. The proof of this formula
is a straightforward computation. (See also [2].) Thus
M(z1, z2,w1,w2) = − 1
ϕ(z1, z2)− ϕ(w1,w2) ∂¯z1,z2
[
K(z1, z2,w1,w2)
]
, (14)
where we have set
K = K(z1, z2,w1,w2) = 14π2
1
|z1 −w1|2 + |z2 −w2|2 det
(
z¯1 − w¯1 ϕ1
z¯2 − w¯2 ϕ2
)
.
Applying to both sides of (14) the operator ∂k+l/∂wk1∂wl2 and evaluating at (w1,w2) =
(0,0), we obtain
ηkl(z1, z2) = −∂¯z1,z2
[
Θkl(z1, z2)
ϕ(z1, z2)
+Ekl(z1, z2)
]
, provided that ϕ(z1, z2) = 0,
(15)
where
Θkl(z1, z2) = ∂
k+lK
∂wk1∂w
l
2
∣∣∣∣
(w1,w2)=(0,0)
,
and Ekl(z1, z2) is the part of
∂k+l
∂wk1∂w
l
2
∣∣∣∣
(w1,w2)=(0,0)
{[
1
ϕ(z1, z2)− ϕ(w1,w2)
][
K(z1, z2,w1,w2)
]}
,
which is obtained when at least one derivative hits the first factor of the product, i.e., the
quantity 1/(ϕ(z1, z2) − ϕ(w1,w2)). (In this construction, (k, l) is allowed to be (0,0), in
which case Θ00 = K and E00 = 0.)
Lemma 3. If the function ϕ satisfies (∗)Γ , then
∂s+t
∂zs1∂z
t
2
∣∣∣∣
(z1,z2)=(0,0)
(
1
X − ϕ(z1, z2)
)
= 0 for s + t  1, s  k, t  l, (k, l) ∈ Γ,
and for X ∈ C − {0}.
Proof. Consider the expansions
1 2 31 − Yϕ = 1 + Yϕ + (Yϕ) + (Yϕ) + · · ·
T. Hatziafratis / J. Math. Anal. Appl. 305 (2005) 722–742 737(with Y ∈ C, ϕ = ϕ(z1, z2) and |Yϕ| < 1) and
ϕ =
∑
s+t1
1
s!t !
∂s+t ϕ
∂zs1∂z
t
2
(0,0)zs1z
t
2.
Substituting the second into the first expansion, we find that
1
1 − Yϕ = 1 + Y
( ∑
s+t1
1
s!t !
∂s+t ϕ
∂zs1∂z
t
2
(0,0)zs1z
t
2
)
+ Y 2
( ∑
s+t1
1
s!t !
∂s+t ϕ
∂zs1∂z
t
2
(0,0)zs1z
t
2
)2
+ · · · .
Using this, we see that (∗)Γ implies that when s + t  1, s  k, t  l, (k, l) ∈ Γ , the
coefficient of zs1z
t
2 in the power series expansion of 1/(1 − Yϕ) is zero, i.e.,
∂s+t
∂zs1∂z
t
2
∣∣∣∣
(z1,z2)=(0,0)
(
1
1 − Yϕ(z1, z2)
)
= 0.
Setting Y = 1/X, we obtain the required conclusion. 
5.2. Construction of the holomorphic functions θkl for (k, l) ∈ Γ
Let us assume that the function ϕ satisfies the condition (∗)Γ , and let us fix a (k, l) ∈ Γ .
We will construct functions θkl(z1, z2), holomorphic for (z1, z2) ∈ Vϕ − {0}, so that, for
f ∈O(C2),
∫
(z1,z2)∈Vϕ∩Sr
f (z1, z2)θkl(z1, z2)β
ϕ(z1, z2)
=
∫ ∫ ∫
(z1,z2)∈Sr
f (z1, z2)ηkl(z1, z2)∧ dz1 ∧ dz2. (∗∗)
This equation will be proved by a process of passing to a residue. (A similar residue process
was used in [5].) Having in mind this residue process and from the expression of the
∂¯-primitives that we constructed before, we may guess how we should choose the holo-
morphic function θkl . Notice that the function Θkl(z1, z2) is defined and is real analytic
for (z1, z2) ∈ C2 − {0}. We will prove that the restriction of this function to Vϕ − {0}, is
holomorphic. Thus we are led to define
θkl(z1, z2) = 2πiΘkl(z1, z2) for (z1, z2) ∈ Vϕ − {0}.
Before we prove that θkl ∈ O(Vϕ − {0}), we will carry out the residue process which
proves (∗∗).
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Let us assume that the function ϕ satisfies the condition (∗)Γ , and let us fix a (k, l) ∈ Γ .
First we claim that
Ekl(z1, z2) = 0 when ϕ(z1, z2) = 0. (16)
By its definition,
Ekl(z1, z2) = ∂
k+l (PK)
∂wk1∂w
l
2
∣∣∣∣
(w1,w2)=(0,0)
− P ∂
k+lK
∂wk1∂w
l
2
∣∣∣∣
(w1,w2)=(0,0)
,
where we have set
P = 1
ϕ(z1, z2)− ϕ(w1,w2) .
(Let us keep in mind that P and K are functions of (z1, z2,w1,w2).)
Using the abbreviation Dk,l = (∂k+l/∂wk1∂wl2)|(w1,w2)=(0,0), we have
Ekl(z1, z2) = Dk,l(PK)− PDk,l(K)
=
k∑
s=0
l∑
t=0
(
k
s
)(
l
t
)(
Ds,tP
)(
Dk−s,l−tK
)− PDk,lK.
But (∗)Γ (in view of Lemma 3) implies that
Ds,tP = 0 for s + t  1, s  k, t  l,
and (16) follows.
It follows from (15) and (16) that at points (z1, z2) where ϕ(z1, z2) = 0,
ηkl(z1, z2)∧ dz1 ∧ dz2 = −dz1,z2
[
Θkl(z1, z2)
ϕ(z1, z2)
]
∧ dz1 ∧ dz2,
and, since f is assumed holomorphic,
f (z1, z2)ηkl(z1, z2)∧ dz1 ∧ dz2 = −dz1,z2
[
f (z1, z2)
Θkl(z1, z2)
ϕ(z1, z2)
dz1 ∧ dz2
]
. (17)
Also, as a simple computation shows, at points (z1, z2) ∈ C2 where dϕ(z1, z2) = 0,
βϕ(z1, z2)∧ dϕ(z1, z2) = βϕ(z1, z2)∧
(
∂ϕ
∂z1
dz1 + ∂ϕ
∂z2
dz2
)
= dz1 ∧ dz2. (18)
Now we can carry out the residue process. Working on the sphere Sr and using (17)
and (18), we obtain∫ ∫ ∫
(z1,z2)∈Sr
f (z1, z2)ηkl(z1, z2)∧ dz1 ∧ dz2
= lim
∫ ∫ ∫
f (z1, z2)ηkl(z1, z2)∧ dz1 ∧ dz2
ε→0
(z1,z2)∈Sr∩{|ϕ|>ε}
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ε→0
∫ ∫ ∫
(z1,z2)∈Sr∩{|ϕ|>ε}
dz1,z2
[
f (z1, z2)
Θkl(z1, z2)
ϕ(z1, z2)
dz1 ∧ dz2
]
= lim
ε→0
∫ ∫
(z1,z2)∈Sr∩{|ϕ|=ε}
f (z1, z2)
Θkl(z1, z2)
ϕ(z1, z2)
dz1 ∧ dz2
= lim
ε→0
∫ ∫
(z1,z2)∈Sr∩{|ϕ|=ε}
f (z1, z2)Θkl(z1, z2)β
ϕ(z1, z2)∧ dϕ(z1, z2)
ϕ(z1, z2)
= lim
ε→0
∫
|τ |=ε
( ∫
(z1,z2)∈Sr∩{ϕ=τ }
f (z1, z2)Θkl(z1, z2)β
ϕ(z1, z2)
)
dτ
τ
= 2πi
∫
(z1,z2)∈Sr∩{ϕ=0}
f (z1, z2)Θkl(z1, z2)β
ϕ(z1, z2)
=
∫
(z1,z2)∈Vϕ∩Sr
f (z1, z2)θkl(z1, z2)β
ϕ(z1, z2).
For this computation we also used Stokes’s theorem, Fubini’s theorem and the fact that the
function which is defined by the integral
∫
Sr∩{ϕ=τ } is continuous at τ = 0. (The change
of the sign in the third of the above equations is due to the choice of orientation of Sr ∩
{|ϕ| = ε}.) This proves (∗∗).
Theorem 7. If ϕ satisfies the condition (∗)Γ and (k, l) ∈ Γ , then the function θkl ∈
O(Vϕ − {0}).
Proof. The residue process that we used before to prove (∗∗), can be generalized to show
that
∫
(z1,z2)∈Vϕ∩∂G
f (z1, z2)θkl(z1, z2)β
ϕ(z1, z2)
=
∫ ∫ ∫
(z1,z2)∈∂G
f (z1, z2)ηkl(z1, z2)∧ dz1 ∧ dz2 (19)
for any bounded open set G ⊂ C2 with smooth boundary ∂G, and with this boundary
intersecting Vϕ transversally, so that Vϕ ∩ ∂G is a smooth curve, provided that 0 /∈ ∂G.
Indeed, all we have to do, is to work on the surface ∂G, instead of on the sphere Sr .
But
0 /∈ G¯ ⇒
∫ ∫ ∫
ηkl(z1, z2)∧ dz1 ∧ dz2 = 0.
(z1,z2)∈∂G
740 T. Hatziafratis / J. Math. Anal. Appl. 305 (2005) 722–742(Recall that ηkl ∈ Z(0,1)∂¯ (C2 − {0}).) Therefore (19) gives that∫
(z1,z2)∈Vϕ∩∂G
θkl(z1, z2)β
ϕ(z1, z2) = 0 for every G with 0 /∈ G¯.
It follows from the above conclusion and Morera’s theorem, that the function θkl is indeed
holomorphic on Vϕ − {0}. 
Proof of Theorem 1. Given the complex numbers kl , (k, l) ∈ Γ , define
θ(z1, z2) =
∑
(k,l)∈Γ
kl
k!l! θkl(z1, z2)β
ϕ(z1, z2).
By Theorem 7, θ ∈O1(Vϕ − {0}). Also (13) and (∗∗) give∫
(z1,z2)∈Vϕ∩Sr
zm1 z
j
2θkl(z1, z2)β
ϕ(z1, z2) =
{
k!l! if (m, j) = (k, l),
0 otherwise.
Thus, if (m, j) ∈ Γ ,∫
(z1,z2)∈Vϕ∩Sr
zm1 z
j
2θ(z1, z2)
=
∑
(k,l)∈Γ
kl
k!l!
∫
(z1,z2)∈Vϕ∩Sr
zm1 z
j
2θkl(z1, z2)β
ϕ(z1, z2) = mj .
This completes the proof of the theorem. 
Remark 2. With the notation and under the assumptions of Theorem 1, if f ∈O(C2), then
∂k+lf
∂wk1∂w
l
2
(0,0) =
∫
(z1,z2)∈Vϕ∩Sr
f (z1, z2)θkl(z1, z2)β
ϕ(z1, z2) for (k, l) ∈ Γ.
Indeed, this follows from (∗∗) and (12). More generally,
∂k+lf
∂wk1∂w
l
2
(0,0) =
∫
(z1,z2)∈Vϕ∩∂G
f (z1, z2)θkl(z1, z2)β
ϕ(z1, z2) for (k, l) ∈ Γ,
for any bounded open set G ⊂ C2, provided that 0 ∈ G and that the curve Vϕ ∩ ∂G is
smooth. Of course this formula holds for any continuous function f on G¯ which is holo-
morphic in G.
Notice that the above formula implies the following:
If f,g ∈O(C2) and f |Vϕ = g|Vϕ , then ∂
k+lf
∂wk1∂w
l
2
(0,0) = ∂
k+lg
∂wk1∂w
l
2
(0,0)for (k, l) ∈ Γ.
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(k, l) ∈ Γ , which of course is expected in view of (∗)Γ . In other words, if we are to have
such an integral formula for the derivatives of the functions f at (0,0), then (∗)Γ should
hold.
7. A Mittag–Leffler type construction
First let us observe that the previous construction, which was centered—so to speak—
around the point 0 = (0,0), can be extended—with the obvious modifications—around any
point a = (a1, a2) ∈ Vϕ . The period integrals for a differential θ ∈ O1(Vϕ − {a}), in this
case, are ∫
(z1,z2)∈Vϕ∩S(a,ra)
(z1 − a1)k(z2 − a2)lθ(z1, z2).
(S(a, ra) is the sphere centered at a, of radius ra , where ra are sufficiently small positive
numbers.) Having this in mind, we will prove the following theorem.
Theorem 8. Let D ⊂ C2 be a pseudoconvex set, ϕ ∈O(D), and define V = {(z1, z2) ∈ D:
ϕ(z1, z2) = 0}. Let A be a discrete subset of V. Suppose that for each a ∈ A, we are given
a finite set Γa so that ϕ satisfies the condition (∗)Γa at the point a. Then for any complex
numbers akl , (k, l) ∈ Γa , a ∈ A, there exists θ ∈O1(V −A) so that∫
(z1,z2)∈V∩S(a,ra)
(z1 − a1)k(z2 − a2)lθ(z1, z2) = akl for (k, l) ∈ Γa and a ∈ A.
Proof. First, using Theorem 1, we construct θa ∈O1(Ua − {a}) which have the required
periods at a. (Ua are small neighborhoods of a in V.) Next, since D is assumed pseudo-
convex, V is a Stein variety (see [1]), and therefore
H 1(V,O) = 0. (20)
Then, using (20), we may patch the differentials θa together to a global differential θ ∈
O1(V − A) with the required periods. (This is similar to the proof of [4, Theorem 2,
p. 356].) Notice that by Theorem 2, if h ∈O(a), then∫
(z1,z2)∈V∩S(a,ra)
(z1 − a1)k(z2 − a2)lθ(z1, z2)
=
∫
(z1,z2)∈V∩S(a,ra)
(z1 − a1)k(z2 − a2)l
[
θ(z1, z2)+ h(z1, z2)βϕ(z1, z2)
]
,
i.e., if to a differential θ we add a differential of the form hβϕ , its weighted periods at
the point a remain unaltered. (This is needed to carry out the construction of the global
differential.) 
742 T. Hatziafratis / J. Math. Anal. Appl. 305 (2005) 722–742References
[1] R. Gunning, Introduction to Holomorphic Functions of Several Variables, vol. III, Wadsworth and
Brooks/Cole, 1990.
[2] T. Hatziafratis, Integral representation formulas on analytic varieties, Pacific J. Math. 123 (1986) 71–91.
[3] T. Hatziafratis, On certain integrals associated to CR-functions, Trans. Amer. Math. Soc. 314 (1989) 781–802.
[4] T. Hatziafratis, Mittag–Leffler type expansions of ∂¯-closed (0, n − 1)-forms in certain domains in Cn, Com-
ment. Math. Univ. Carolin. 44 (2003) 347–358.
[5] T. Hatziafratis, A formula for the derivatives of holomorphic functions in C2 in terms of certain integrals
taken on boundaries of analytic varieties, J. Math. Anal. Appl. 281 (2003) 501–515.
[6] E.L. Stout, An integral formula for the holomorphic functions on strictly pseudoconvex hypersurfaces, DukeMath. J. 42 (1975) 347–356.
