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Abstract
We propose a novel a framework for deriving approximations for in-
tractable probabilistic models. This framework is based on a free energy
(negative log marginal likelihood) and can be seen as a generalization
of adaptive TAP [1, 2, 3] and expectation propagation (EP) [4, 5]. The
free energy is constructed from two approximating distributions which
encode different aspects of the intractable model such a single node con-
straints and couplings and are by construction consistent on a chosen set
of moments. We test the framework on a difficult benchmark problem
with binary variables on fully connected graphs and 2D grid graphs. We
find good performance using sets of moments which either specify fac-
torized nodes or a spanning tree on the nodes (structured approximation).
Surprisingly, the Bethe approximation gives very inferior results even on
grids.
1 Introduction
The development of tractable approximations for the statistical inference with probabilis-
tic data models is of central importance in order to develop their full potential. The most
prominent and widely developed [6] approximation technique is the so called Variational
Approximation (VA) in which the true intractable probability distribution is approximated
by the closest one in a tractable family. The most important tractable families of distribu-
tions are multivariate Gaussians and distributions which factorize in all or in certain groups
of variables [7]. Both choices have their drawbacks. While factorizing distributions neglect
correlations, multivariate Gaussians allow to retain a significant amount of dependencies
but are restricted to continuous random variables which have the entire real space as their
natural domain (otherwise KL divergences becomes infinite).
More recently a variety of non variational approximations have been developed which
can be understood from the idea of global consistency between local approximations.
E.g., in the Bethe–Kikuchi approach [8] the local neighborhood of each variable in a
graphical model is implicitly approximated by a tree-like structure. Global consistency
is achieved by the matching of marginal distributions at the connecting edges of the graph.
Thomas Minka’s Expectation Propagation (EP) framework seems to provide a general
framework for developing and unifying such consistency approximations [4, 5]. Although
the new frameworks have led to a variety of promising applications, often outperforming
VA schemes, the unsatisfactory division between the treatment of constrained and uncon-
strained, continuous random variables seems to persist.
In this paper we propose an alternative approach which we call the expectation consistent
(EC) approximation which is not plagued by this problem. We require consistency between
two complimentary global approximations (say, a factorizing & a Gaussian one) to the same
probabilistic model which may have different support. Our method is a generalization of
the adaptive TAP approach (ADATAP) [2, 3] developed for inference on densely connected
graphical models which has been applied successfully to a variety of relevant problems
ranging from probabilistic ICA over Gaussian process models to bootstrap methods for
kernel machines.
2 Approximative inference
We consider the problem of computing expectations, i.e. certain sums or integrals involving
a probability distribution with density
p(x) =
1
Z
f(x) , (1)
for a vector of random variables x = (x1, x2, . . . , xN ) with the partition function Z =∫
dxf(x). We assume that the necessary exact operations are intractable, where the in-
tractability arises either because the necessary sums are over a too large number of vari-
ables or because multivariate integrals cannot be evaluated exactly. In a typical scenario,
f(x) is expressed as a product of two functions
f(x) = f1(x)f2(x) (2)
with f1,2(x) ≥ 0, where f1 is “simple” enough to allow for tractable computations.
The idea of many approximate inference methods is to approximate the “complicated”
part f2(x) by replacing it with a “simpler” function, say of some exponential form
exp
(
λT g(x)
)
≡ exp
(∑K
j=1 λjgj(x)
)
. The vector of functions g is chosen in such a
way that the desired sums or integrals can be calculated in an efficient way and the param-
eters λ are adjusted to optimize certain criteria. Hence, the word tractability should always
be understood as relative to some approximating set of functions g.
Our novel framework of approximation will be restricted to problems, where both parts f1
and f2 can be considered as tractable relative to some suitable g, and the intractability of
the density p arises from forming their product. Take, as an example, the density (with
respect to the Lebesgue measure in RN ) given by
p(x) =
∏
α
Ψα(xα) exp

∑
i<j
xiJijxj

 , (3)
where the xα denote tractable potentials defined on disjoint subsets of variables xα.
In order to have a non-trivial problem, the Ψα should be a non-Gaussian function.
One may approximate p(x) by a factorizing distribution, thereby replacing f2(x) ≡
exp
(∑
i<j xiJijxj
)
by some function which factorizes in the components xi. Alterna-
tively, one can consider replacing f1(x) =
∏
i Ψi(xi) by a Gaussian function to make
the whole distribution Gaussian. Both approximations are not ideal. The first completely
neglects correlations of the variables but leads to marginal distributions of the xi, which
might qualitatively resemble the non Gaussian shape of the true marginal. The second
one neglects the non Gaussian effects but incorporates correlations which might be used
in order to approximate the two variable covariance functions. While within the VA both
approximations would appear independent from each others, we will, in the following de-
velop an approach for combining two approximations which “communicate” by matching
the corresponding expectations of the functions g(x). We do not have to assume that either
choice is a reasonably good approximation for the global joint density p(x) as done in the
VA. In fact, we apply the approach to a case where the KL divergence between one of them
and p is even infinite!
3 Gibbs free energy
Free energies (FE) provide a convenient formalism for dealing with probabilistic approx-
imation problems. In this framework, the true, intractable distribution p(x) = f(x)
Z
is
implicitly characterized as the solution of an optimization problem defined through the the
relative entropy or KL divergence
KL(q, p) =
∫
dx q(x) ln
q(x)
p(x)
(4)
between p and other trial distributions q. In contrast to the usual formulation of the VA,
where one minimizes the KL divergence directly within a tractable family, it is more con-
venient to consider the following two stage optimization process. In the first step, one
constrains the trial distributions q by fixing the values of a set of generalized moments
〈g(x)〉q . This will be helpful later to enable the communication between approximations.
We define the Gibbs Free EnergyG(µ) as
G(µ) = min
q
{KL(q, p) | 〈g(x)〉q = µ} − lnZ . (5)
We have subtracted the term lnZ to make the expression independent of the intractable
partition functionZ. In a second step, the moments of the distribution and also the partition
function Z are found within the same approach by relaxing the constraints and further
minimizing G(µ) with respect to the µ.
min
µ
G(µ) = − lnZ and 〈g〉 = argmin
µ
G(µ) . (6)
We will next give a short summary of properties of the Gibbs free energy (GFE). The
optimizing density in (5) is given by
q(x) =
f(x)
Z(λ)
exp
(
λT g(x)
)
, (7)
with a normalizing partition function Z(λ). The set of Lagrange parameters λ = λ(µ) is
chosen such that the conditions 〈g(x)〉q = µ are fulfilled, i.e. λ satisfies
∂ lnZ(λ)
∂λ
= µ . (8)
Inserting the optimizing distribution eq. (7) into the definition of the Gibbs free energy eq.
(5), we get the explicit expression:
G(µ) = − lnZ(λ(µ)) + λT (µ)µ = max
λ
{
− lnZ(λ) + λTµ
}
, (9)
i.e., G is the Legendre transform or dual of − lnZ(λ). Hence, G is a convex function of
its arguments and ∂G(µ)
∂µ
= λ.
G(µ) can be used to generate moments, e.g.
∂2G(µ)
∂µ∂µT
=
∂λ
∂µT
=
(
∂µT
∂λ
)−1
=
[
〈g(x)gT (x)〉 − 〈g(x)〉〈g(x)〉T
]−1
, (10)
where the expectations are over the density eq. (7).
The derivative with respect to a parametert contained in the probability density p(x|t) =
f(x,t)
Zt
can be calculated using (9) and (8) as
dGt(µ)
dt
= −
∂ lnZ(λ, t)
∂t
+
(
µ −
∂ lnZ(λ, t)
∂λ
)
dλT
dt
= −
∂ lnZ(λ, t)
∂t
. (11)
The important message is that we only need to take the explicit t dependence into account,
i.e. we can keep λ fixed upon differentiation.
3.1 Free energy examples
Here we give the free energies for three tractable models and choices of moments that will
be used subsequently in the free energy framework.
Completely factorized, i.e. p(x) =
∏
i ψi(xi). For simplicity we will consider biased
binary variables: Ψi(xi) = [δ(xi +1)+δ(xi−1)]eθixi and fix the first moments m = 〈x〉.
Denoting the conjugate Lagrange parameters by γ:
G(m) =
∑
i
Gi(mi) with Gi(mi) = max
γi
{− lnZi(γi) +miγi} (12)
with Zi(γi) =
∫
dxi Ψi(ξ)e
γixi = 2 cosh(γi + θi).
Tree-connected graph. For the case where either the couplings and the moments to-
gether define a tree-connected graph, we can write the free energy in term of single- and
two-node free energies. Considering again completely factorized binary variables, all non-
trivial moments on the graph (ij) ∈ G are the means m and correlations of linked nodes
Mij = 〈xixj〉:
G(m, {Mij}(ij)∈G) =
∑
(ij)∈G
Gij(mi,mj ,Mij) +
∑
i
(1− ni)Gi(mi) , (13)
where Gij(mi,mj ,Mij) is the two-node free energy defined in a similar fashion as the
one-node free energy, ni the number of links to node i and Gi(mi) is the one-node free
energy.
Gaussian distribution. We set µ = (m,M) with all first moments m and an arbitrary
subset of second moments M for a Gaussian model Ψi(xi) ∝ exp[aixi − bi2 x
2
i ] and p(x)
given by eq. (3). We introduce conjugate variables γ and −Λ/2. γ can be eliminated
analytically, whereas we get a log-determinant maximization problem for Λ:
G(m,M) = −
1
2
mT Jm−mT a +
1
2
∑
i
Miibi (14)
+ max
Λ
{
1
2
ln det(Λ− J)−
1
2
TrΛ(M−mmT )
}
.
4 Exact interpolation representation
If the density p factors into a tractable f1 and an intractable part f2, according to eq. (2),
we can construct a representation of the Gibbs free energy which also separates into two
corresponding parts. We treat f2(x) as a perturbation which is smoothly turned on using a
parameter 0 ≤ t ≤ 1. We define f2(x, t) to be a smooth interpolation between the trivial
f2(x, t = 0) = 1 and the “full” intractable f2(x, t = 1) = f2(x). Hence, we define
parametric densities and the corresponding free energy by p(x|t) = 1
Zt
f1(x)f2(x, t) and
q(x|t) =
1
Zq(λ, t)
f1(x)f2(x, t) exp
(
λT g(x)
)
(15)
Gq(µ, t) = max
λ
{
− lnZq(λ, t) + λ
Tµ
}
. (16)
Using eq. (11), and the fact that ∂ ln Z(λ,t)
∂t
=
〈
d ln f2(x,t)
dt
〉
q(x|t)
we derive the following
exact identity for the free energyG(µ, t)
Gq(µ, 1)−Gq(µ, 0) =
∫ 1
0
dt
〈
d ln f2(x, t)
dt
〉
q(x|t)
. (17)
to relate the Gibbs free energy of the intractable model Gq(µ) = G(µ, t = 1) and tractable
modelG(µ, t = 0). An simple approximation is obtained for the case f2(x, t) = t ln f2(x),
when the expectation over q(x|t) is replaced by the expectation over the tractable q(x|0),
ie
G(µ) ≈ G(µ, 0)−
∫ 1
0
dt
〈
d ln f2(x, t)
dt
〉
q(x|0)
= G(µ, 0)− 〈ln f2(x)〉q(x|0) . (18)
This result coincides with the variational approximation when we restrict the family of
optimizing functions to be of the form q(x|0).
4.1 Expectation Consistent Approximation
Our goal is to go beyond the variational approximation and capture more of the t depen-
dence of the intractable part f2 in the term eq. (17). We will now use our assumption that
besides the family of distributions eq. (15), there is a second family which can be used as
an approximation to the distribution p(x|t). It is given by
r(x|t) =
1
Zr(λ, t)
f2(x, t) exp
(
λT g(x)
)
, (19)
where the parameters λ will be chosen in such a way as to guarantee consistency for the
expectations of g, i.e. 〈g(x)〉r(x|t) = µ. Using eq. (19) in place of q(x|t) in eq. (17), we
get the approximation
Gq(µ, 1)−Gq(µ, 0) ≈
∫ 1
0
dt
〈
d ln f2(x, t)
dt
〉
r(x|t)
= Gr(µ, 1)−Gr(µ, 0) , (20)
where the last equality is derived from the fact that both types of densities eqs. (15) and
(19) contain the same exponential family. This allows us to carry out the integral over the
interaction strength t in eq. (20) in closed form without specifying the interpolating term
f2(x, t) explicitly. Hence, the expectation consistent (EC) approximation is
Gq(µ, 1) ≈ Gq(µ, 0) +Gr(µ, 1)−Gr(µ, 0) ≡ G
EC(µ) . (21)
To simplify notation, we will write Gq ≡ Gq(µ, 0), Gr ≡ Gr(µ, 1) and Gs ≡ Gr(µ, 0) in
the following.
5 Models with pair-wise interactions
Our framework works very naturally to the class of models eq. (3). The EC approxima-
tion eq. (21) will be based on approximating neglected correlations in the factorizing ap-
proximation using a Gaussian distributions. The corresponding free energies G(µ, 1) and
r(µ, 0) appearing in eq. (21) are thus found using the Gaussian free energy eq. (14) with J
and J = 0
GEC(m,M) = Gq(m,M, 0)−
1
2
mT Jm (22)
+ max
Λ
{
1
2
ln det(Λ− J)−
1
2
TrΛ(M−mmT )
}
−max
Λ
{
1
2
ln detΛ−
1
2
TrΛ(M−mmT )
}
,
where the free energyGq(m,M, 0) will depend explicitly upon the potentials Ψα(xα).
6 Free energy minimization algorithms
In our approach, inference is based on the minimization of the free energy with respect to
its arguments µ. While the exact free energy is by construction a convex function in µ,
our free energy approximation GEC = Gq + Gr − Gs contains the concave contribution
−Gs and may not be convex. Hence, we may have potentially many local minima and other
stationary points, like saddlepoints. Moreover, the expression derived forGEC is not a sim-
ple explicit functions ofµ but contains additional optimizations over Lagrange parameters.
Consequently, we cannot expect that message-passing algorithms similar to loopy belief
propagation or expectation propagation (EP) [4] which sequentially update moments and
Lagrange parameters are guaranteed to converge. More details of the interpretation of EP
in our framework will be given in a forthcoming paper.
6.1 Guaranteed convergence – variational bounding
An iterative algorithms which is guaranteed to find at least stationary points of the Free
Energy is similar in spirit to the so-called double-loop approaches [9, 10]. The basic idea
is to minimize a decreasing sequence of convex upper bounds to GEC. Each convex upper
bound is derived by linearizing the concave term−Gs(µ) at the present iterationµ∗, i.e. us-
ingGs(µ) ≥ Glbounds (µ) = −C∗+µT λ
∗
s , with C∗ ≡ lnZq(λ
∗
s) and λ
∗
s = λs(µ
∗). Since
it is usually much easier to deal with the Lagrange parameters we convert the resulting
convex minimization problem into a concave maximization problem for the λ’s
GEC(µ) ≤ Gq(µ) +Gr(µ)−µ
T λ∗s + C∗
= min
µ
max
λq ,λr
{
− lnZq(λq)− lnZr(λr) + m
T (λq + λr − λ
∗
s) + C∗
}
= max
λq ,λr
{− lnZq(λq)− lnZr(λr)|λq + λr = λ
∗
s}+ C∗
= max
λr
{− lnZq(λ
∗
s − λr)− lnZr(λr) + C∗} . (23)
This can be summarized in the following double loop algorithm which is guaranteed not to
increase our free energy approximation.
1. Outer loop: For fixed old value µ∗, bound the concave term −Gs(µ) by
−Glbounds (µ) go get the convex upper bound to GEC(µ).
2. Inner loop: Solve the concave maximization problem
max
λr
L with L = − lnZq(λ∗s − λr)− lnZr(λr) . (24)
Inserting the solution into µ(λr) = 〈g(x)〉r gives the new value µ∗ for µ.
Currently, we either solve the non-linear inner-loop optimization by a sequential approach
that are computationally efficient when Gr is the free energy of a multivariate Gaussian or
by interior point methods [11, 12, 13].
7 Simulations
We have tested the EC framework in a benchmark set-up proposed by Wainwright and
Jordan [12, 13]. The stochastic variables are binary xi = ±1 with pair-wise couplings
are used. The N = 16 nodes are either fully connected or connected to nearest neighbors
in a 4-by-4 grid. The external field (observation) strengths θi are drawn from a uniform
distribution θi ∼ U [−dobs, dobs] with dobs = 0.25. Three types of coupling strength
statistics are considered: repulsive (anti-ferromagnetic) Jij ∼ U [−2dcoup, 0], mixed Jij ∼
U [−dcoup,+dcoup] and attractive (ferromagnetic) Jij ∼ U [0,+2dcoup] with dcoup > 0.
We compute the average one-norm error on the marginals:
∑
i |p(xi = 1) − p(xi =
1|Method)|/N , p(xi = 1) = (1 + mi)/2 over 100 trials testing the following Methods:
SP = sum-product (aka loopy belief propagation (BP) or Bethe approximation) and LD
= log-determinant maximization [12, 13], EC factorized and EC structured. Results for
SP and LD are taken from Ref. [12]. For EC, we are minimizing the EC free energy eq.
(22) where Gq(m,M, 0) depend upon the approximation we are using. For the factorized
model we use the free energy eq. (12) and for the structured model we assume a single
tractable potential ψ(x) in eq. (3) which contains all couplings on a spanning tree. For
Gq , we use the free energy eq. (13). The spanning tree is defined by the following simple
heuristic: choose as next pair of nodes to link, the (so far unlinked) pair with strongest
absolute coupling |Jij | that will not cause a loop in the graph.
The results are summarized in table 1. The Bethe approximation always give inferior re-
sults compared to EC. This might be a bit surprising for the sparsely connected grids. This
indicates that loopy BP and too a lesser degree extensions building upon BP [5] are only
to be applied to really sparse graphs and/or weakly coupled nodes, where the error induced
by not using a properly normalized distribution can be expected to be small. We also spec-
ulate that a structured variational approximation, using the same heuristics as described
above to construct the spanning tree, in many cases will be superior to the Bethe approx-
imation as also observed by Ref. [5]. LD is a robust method which seems to be limited
in it’s achievable precision. EC structured is uniformly superior to all other approaches.
Additional simulations (not included in the paper) also indicate that EC give much im-
proved estimates of free energies and two-node marginals when compared to the Bethe-
and Kikuchi-approximation.
8 Conclusion and outlook
We have introduced a novel method for approximate inference which tries to overcome
certain limitations of single approximating distributions by achieving consistency for two
of these on the same problem. While we have demonstrated its accuracy in this paper
only for a model with binary elements, it can also be applied to models with continuous
random variables or hybrid models with both discrete and continuous variables. We expect
that our method becomes most powerful when certain tractable substructures of variables
with strong dependencies can be identified in a model. Our approach would then allow
Table 1: The average one-norm error on marginals for the Wainwright-Jordan set-up.
Problem type Method
SP LD EC fac EC struct
Graph Coupling dcoup Mean Mean Mean Mean
Repulsive 0.25 0.037 0.020 0.003 0.0017
Repulsive 0.50 0.071 0.018 0.031 0.0143
Full Mixed 0.25 0.004 0.020 0.002 0.0013
Mixed 0.50 0.055 0.021 0.022 0.0151
Attractive 0.06 0.024 0.027 0.004 0.0031
Attractive 0.12 0.435 0.033 0.117 0.0211
Repulsive 1.0 0.294 0.047 0.153 0.0031
Repulsive 2.0 0.342 0.041 0.198 0.0021
Grid Mixed 1.0 0.014 0.016 0.011 0.0018
Mixed 2.0 0.095 0.038 0.082 0.0068
Attractive 1.0 0.440 0.047 0.125 0.0028
Attractive 2.0 0.520 0.042 0.177 0.0024
to deal well with the weaker dependencies between the groups. A generalization of our
method to treat graphical models beyond pair-wise interaction is obtained by iterating the
approximation. This is useful in cases, where an initial three term approximation GEC =
Gq +Gr −Gs still contains non-tractable component free energiesG.
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