In this paper, based on geometric singular perturbation analyses of a quasi-one dimensional Poisson-Nernst-Planck model for ionic flows, we study the problem of zero current condition for ionic flows through membrane channels with a simple profile of permanent charges. For ionic mixtures of multiple ion species, under equal diffusion constant condition, Eisenberg, et al [Nonlinearity 28 (2015), 103-128] derived a system of two equations for determining the reversal potential and an equation for the reversal permanent charge. The equal diffusion constant condition is significantly degenerate from physical points of view. For unequal diffusion coefficients, the analysis becomes extremely challenging. This work will focus only on two ion species, one positively charged (cation) and one negatively charged (anion), with two arbitrary diffusion coefficients. Mathematically, we identify two governing equations for the zero current which, for the first time, allow one to examine how the reversal potential depends on the channel structure and diffusion coefficients; In particular, we are able to show, with a number of concrete results, that the possible different diffusion constants indeed make significant differences. The inclusion of channel structures is also far beyond the situation where the Goldman-Hodgkin-Katz (GHK) equation might be applicable. A comparison of our result with the GHK equation is provided. The dual problem of reversal permanent charges is briefly discussed too.
Introduction.
Ion channels, proteins embedded in membranes, provide a major channel for cells to communicate with each other and with the outside to transform signals and to conduct group tasks ( [5, 9, 15, 16] ). The key structure of an ion channel is its shape and its permanent charge. The shape of a typical channel could be approximated as a cylindrical-like domain. Within an ion channel, amino acid side chains are distributed mainly over a "short" and "narrow" portion of the channel, with acidic side chains contributing negative charges and basic side chains contributing positive charges. It is the specific of side chain distributions that is referred to as the permanent charge of the ion channel. The function of channel structures is to select the types of ions and to facilitate the diffusion of ions across cell membranes.
At present, these permeation and selectivity properties of an ion channel are mainly extracted from the I-V relation measured experimentally ( [15, 16, 20, 21, 22, 23] ). Individual fluxes carry more information than the I-V relation but it is expensive and challenging to measure them ( [24, 27] ). The I-V relation is a functional response of the channel structure on ionic fluxes but it depends on boundary conditions that are in fact driving forces of ionic transport. The multiscale feature of the problem with multiple physical parameters allow the system to have a great flexibility and to exhibit rich phenomena/behaviors -a great advantage of "natural devices" ( [8] ). On the other hand, the same multi-scale feature with multiple physical parameters presents an extremely challenging task for anyone to extract meaningful information from experimental data, given also the fact that the internal dynamics cannot be observed with present technique.
Mathematical analysis plays important and unique roles for explaining mechanisms of observed biological phenomena and for discovering new ones, assuming a more or less explicit solution of the associated mathematical model can be obtained. The latter is often too much to hope. Nonetheless, there have been some successes recently in analyzing Poisson-Nernst-Planck (PNP) models for ionic flows through ion channels ( [10, 11, 27, 29, 31, 32, 35, 39] , etc.).
In this work, we are interested in reversal potentials (or Nernst potentials) as well as reversal permanent charges. They are defined by zero total current: for fixed other physical quantities, the total current I = I(V, Q) depends on the transmembrane potential V and the permanent charge Q. For fixed Q, a reversal potential V = V rev (Q) is a transmembrane potential that produces zero current I(V rev (Q), Q) = 0. Likewise, for fixed transmembrane potential V , a reversal permanent charge Q = Q rev (V ) is a permanent charge that produces zero current I(V, Q rev (V )) = 0.
Nernst was among the first who considered reversal potential and, for one ion species case, formulated an equation -now called the Nernst equation -for the reversal potential. Following a treatment of Mott for electronic conduction in the copper-copper oxide rectifier ( [36] ), the Nernst equation was generalized by Goldman ([14] ), and Hodgkin and Katz ( [19] ) -called Goldman-Hodgkin-Katz (GHK) equation -for reversal potentials involving multiple ion species. The derivations were based on the assumption that the electric potential φ(x) is linear in xthe coordinate along the longitude of the channel. The assumption was known wrong by those authors and, unfortunately, there was no substitute yet for their equations.
Recently in [11] , the authors investigated the problem of determining reversal potentials and reversal permanent charges based on rigorous analysis on the Poisson-Nernst-Planck models. For the case when all diffusion constants are equal, the results are very complete. In particular, a system of two equations is derived that will lead to a determination of the reversal potential, and one equation is derived for the reversal permanent charge. On the other hand, the equal diffusion constants case is quite degenerate, which is known from biological point of view even for ionic mixtures of two ion species. In this work, allowing different diffusion coefficients, we start our investigation on reversal potentials and reversal permanent charges for two ion species. We are particularly interested in the effect of ρ = D 2 /D 1 on the values of reversal potentials and reversal permanent charges, where D k is diffusion constant for the kth ion species.
The geometric singular perturbation framework developed in [10, 31, 32] particularly for analyzing PNP models for ionic flow is again applied as in [11] to get a system of algebraic equations for the problem. The solution method of solving/analyzing the algebraic system is simply different from that in [11] due to the difference between D 1 and D 2 . The difficulty is overwhelmingly increased -more than technical. An important step in our analysis is a reduction of the algebraic system to two nonlinear equations that turns out to work effectively.
As a consequence, this reduced system allows one to, for the first time, examine how the reversal potential depends on the channel structure, boundary concentrations and diffusion coefficients. In particular, we are able to establish a number of precise differences that possible different diffusion constants make. Some of these results can be explained qualitatively in terms of physical intuitions, for examples, the dependence of the sign of reversal potential on interplay between diffusion constants, boundary conditions and permanent charge (Theorem 4.2 and Corollary 4.3), how the monotonicity of the reversal potential in the permanent charge depends on the relative sizes of the diffusion constants together with the boundary conditions (Theorem 4.4), etc. Some are counterintuitive, including the specific dependence on the boundary concentrations of the monotonicity of the reversal potential in ρ (Proposition 4.6 and Remark 4.2). All these results are not known before and there are also several concrete open questions that we share our belief but could not verify. The well-known GHK equation for the reversal potential is briefly discussed and a short comparison with our result is provided.
The rest of paper is divided as follows. In Section 1.1 we introduce the problem and provide the basic setup for our problem in Section 1.2. We apply the geometric singular perturbation theory in Section 2 to derive the matching system of algebraic equations for the zero current condition. In Section 3, we discuss the reduced system for a simpler case and make preparation for our main concern. The topics on reversal potential, its existence, uniqueness and dependence on permanent charge and diffusion coefficients, are analyzed in Section 4. The topic on reversal permanent charge is briefly discussed in Section 5. Section 6 is a short conclusion. The appendix (Section 7) details the reduction to the system of two equations for the zero current.
A quasi-one-dimensional PNP model for ion transports.
The PNP system has been extensively studied by simulations and computations ( [1, 2, 3, 4, 6, 7, 25, 26] ). It is clear from these simulations that macroscopic reservoirs -mathematically boundary conditions -must be included in the mathematical formulation to describe the actual behavior of channels ( [13, 38] ). On the basis that ion channels have narrow cross-sections relative to their lengths, 3-D PNP type models are further reduced to quasi-one-dimensional models ( [34, 37] ):
where X ∈ [0, l] is the coordinate along the longitudinal axis of the channel, A(X) is the area of cross-section of the channel over the location X; Q(X) is the permanent charge density, ε r (X) is the relative dielectric coefficient, ε 0 is the vacuum permittivity, e 0 is the elementary charge, k B is the Boltzmann constant, T is the absolute temperature; Φ is the electric potential, and, for the kth ion species, C k is the concentration, z k is the valence (the number of charges per particle), µ k is the electrochemical potential depending on Φ and C k , J k (X) is the flux density through the cross-section over X, and D k is the diffusion coefficient. Equipped with system (1.1), we impose the following boundary conditions, for k = 1, 2, · · · , n,
For an analysis of the boundary value problem (1.1) and (1.2), we will work on a dimensionless form. Let C 0 be a characteristic concentration of the problems, for example,
In terms of the new variables, BVP (1.1) and (1.2) becomes, for k = 1, 2, · · · , n,
with the boundary conditions
One often imposes the electroneutrality conditions on the concentrations to avoid sharp boundary layers
The electrochemical potentialμ k (x) =μ id k (x) +μ ex k (x) for the kth ion species consists of the ideal componentμ id k (x) and the excess componentμ ex k (x), where the ideal component iŝ
The classical PNP model only deals with the ideal componentμ id k (x), which reflects the collision between ion particles and water molecules and ignores the size of ions. The excess electrochemical potentialμ ex k (x) accounts for the finite size effect of ions. This component is essential for dealing with properties of crowded ionic mixtures where concentrations exceed say 1M.
For given V , Q(x), l k 's and r k 's, if (φ(x; ε), c k (x; ε), J k (ε)) is a solution of the boundary value problem (1.3) and (1.4), then the current I is
(1.7)
We will be interested in the zero order approximation of I = I(0) and J k = J k (0). Note that, J k depends on V , Q(x), l k 's and r k 's, so is I. As mentioned before, we will focus mainly on the dependance of I = I(V, Q) on the electric potential V and permanent charge Q. Particularly, for fixed Q, the electric potential V so that I(V, Q) = 0 is the reversal potential. The reversal potential has been used to identify the type (i.e., selectivity) of ion channels in biological experiments since 1949 ( [18, 19] ). Similarly, for fixed V , the permanent charge Q that makes I(V, Q) = 0 is called a reversal permanent charge as introduced in [11] . For the existence of a reversal permanent charge Q of a general form, a necessary condition is that the quantities z k (z k V + ln l k − ln r k ), for k = 1, 2, . . . , n, cannot have the same sign (Proposition 1.1 in [11] ).
In [11] , the authors presented a necessary condition for the existence of reversal permanent charges. More precisely, one has
For the classical PNP model whereμ
. . , n, have the same sign, then the current I cannot be zero, independent of a permanent charge Q. A question is that under what conditions on V , l k 's and r k 's, can current I be reversed for appropriate choices of permanent charges Q? Such a permanent charge Q is called a reversal permanent charge.
Setup of our case study.
We now specify the case treated in this paper. We will examine the question by working on the simplest model, the classical PNP (cPNP) model (1.3) with the ideal electrochemical potentialμ k = z k φ + ln c k , a simple profile of a permanent charge Q(x) (see (A2) below), and the boundary condition (1.4). We will focus on the case of two ion species but allow different diffusion coefficients. More precisely, we will assume
(A1) Electroneutrality boundary conditions (1.5);
(A2) A piecewise constant permanent charge Q with one nonzero region; that is, for a partition
where Q 2 is an arbitrary constant.
For permanent charges Q of the form in (1.9) and for general n, under the condition of equal diffusion coefficients D k 's, the topics on the reversal potential and reversal permanent charges were examined completely in [11] . It turns out that the condition of equal diffusion coefficients is highly degenerate (see Remark 2.1), even for n = 2. This is the main technical reason for us to limit to the case n = 2 in this work. As in [11] , if the permanent charge Q in (1.9) is a reversal permanent charge, we simply call Q 2 a reversal permanent charge.
2 GSP for the BVP (1.3) and the results on current reversal for the case study (n = 2 and z 1 = −z 2 > 0).
In [32] , a geometric singular perturbation (GSP) framework, combining with special structures of PNP systems, has been developed for studying the BVP (1.3) and (1.4). This general dynamical system framework and the subsequent analysis have demonstrated the great power of analyzing PNP type problems with potential boundary and internal layers (see [10, 31, 32, 35] for study on cPNP models, [30] for PNP with a local excess hard-sphere components, and [28, 33, 40] for PNP with nonlocal excess hard-sphere components). For convenience, we will give a brief account of the relevant results in [32] (with slightly different notations) and refer the readers to the paper for details. We remind the readers that we will work on cPNP with ideal electrochemical potential µ k = z k φ + ln c k .
Denote the derivative with respect to x by overdot and introduce u = εφ and w = x. System (1.3) becomes, for k = 1, 2, . . . , n,
System (2.1) will be treated as a dynamical system with the phase space R 2n+3 and the independent variable x is viewed as time for the dynamical system. The boundary condition (1.4) becomes, for k = 1, 2, . . . , n,
Following the framework in [32] , we convert the boundary value problem to a connecting problem. To this end, we denote C = (c 1 , c 2 , . . . , c n ) T and J = (J 1 , J 2 , . . . , J n ) T , and for j = 1, 2, preassign values of φ and C at x j :
Now for j = 0, 1, 2, 3, let B j be the subsets of the phase space R 2n+3 defined by
Note that dim B j = n + 1. Then, the BVP (1.3) and (1.4) is equivalent to the following connecting orbit problem: finding an orbit of (2.1) from B 0 to B 3 . The construction would be accomplished by finding first a singular connecting orbit -a union of limiting slow orbits and limiting fast orbits, and then applying the exchange lemma to show the existence of a connecting orbit for ε > 0 small (see [32] for details). For the problem at hand, the construction of a singular orbit consists of one singular connecting orbit from B j−1 to B j for j = 1, 2, 3 with a matching of J k and u at x 1 and x 2 (see again [32] for details).
Singular connecting orbits from
By setting ε = 0 in system (2.1), we get the slow manifold
In terms of the independent variable ξ = x/ε, we obtain the fast system of (2.1), for k = 1, 2, . . . , n,
where prime denotes the derivative with respect to ξ. The limiting fast system is, for k = 1, 2, . . . , n,
The slow manifold Z j is precisely the set of equilibria of (2.4) with dim Z j = 2n + 1. For the linearization of (2.4) at each point on Z j , there are (2n + 1) zero eigenvalues associated to the tangent space of Z j and the other two eigenvalues are ± n s=1 z 2 s c s . Thus, Z j is normally hyperbolic (see [12, 17] ). We will denote the stable and unstable manifolds of Z j by W s (Z j ) and W u (Z j ), respectively.
Let
be the collection of all forward orbits from B j−1 under the flow of (2.4) and let M [j,−] be the collection of all backward orbits from B j . Then the set of forward orbits
, and the set of backward orbits from
All those important geometric objects are explicitly characterized in [32] .
2.1.1 Fast (layer) dynamics for singular layers at x 1 and x 2 .
The limiting fast (layer) dynamics conserve electrochemical potentials, and hence, do not depend on diffusion constants (see, e.g. Proposition 3.3 in [32] ). We thus can apply the result about the fast dynamics from [11] directly and only point out the differences. The relevant results are Lemmas 3.4 and 3.5 in [11] . The differences are that we have to keep φ [1,−] , φ [1,+] , φ [2,−] and φ [2,+] here in this paper, while in [11] it is known that φ
With this modification, these lemmas are cast below for n = 2.
Lemma 2.1. The fast layer dynamics over x = x 1 provides, for k = 1, 2,
(ii) relative to (x 1 , x 2 ) where Q 2 = 0,
(iii) the matching u
Lemma 2.2. The fast layer dynamics over x = x 2 provides, for k = 1, 2,
(ii) relative to (x 2 , 1) where
Slow dynamics for regular layers over
The degeneracy of equal diffusion coefficients shows in the slow dynamics. We will point out the exact place in the following construction of the slow orbits over the slow manifold
Note that system (2.1) is degenerate at ε = 0 in the sense that all dynamical information on (φ, c 1 , · · · , c n ) would be lost when setting ε = 0. In [32] , the dependent variables are rescaled as
Replacing (u, c n ) with (p, q), slow system (2.1) becomes, for k = 1, 2, . . . , n − 1,
The limiting slow system is, for k = 1, 2, . . . , n − 1,
Therefore, on the new slow manifold
On S j where q = n s=1 z s c s + Q j = 0, it follows that
Remark 2.1. Note that, with equal diffusion constant condition, the zero current I = s z s J s = 0 reduces system (2.6) toφ
,J = 0,ẇ = 1.
The system can be solved explicitly and the solution is simple enough which is the very reason for the authors in [11] to obtain their rather specific results for general n. This is NOT the case if D k 's are not the same. In order to get reasonably explicit solution that can lead to advances of understanding of the physical problem, one has serious trouble to treat even the case with n = 2. In fact, we can only handle the case where n = 2 and z 1 = −z 2 at this moment.
We now get back to system (2.6) and apply the assumption that n = 2, z 1 = −z 2 and
. In this case,
Applying zero current condition (2.7), the limiting slow system (2.6) becomes,
Slow system (2.8) on (x 0 , x 1 ) with Q 1 = 0:
The solution of (2.9) with the initial condition (V, l 1 , J 1 , 0) is,
where
Evaluating the solution at w = x = x 1 we get the following lemma. Lemma 2.3. Over (0, x 1 ) with z 1 c 1 (x) + z 2 c 2 (x) = −Q 1 = 0 the slow dynamics system gives,
Slow system (2.8) on (x 1 , x 2 ) with Q = Q 2 = 0: Note that h(w) > 0. Also, c k 's are the concentrations of ion species. Therefore, we will be interested in solutions with c k > 0 for k = 1, 2, and hence (z 1 − z 2 )z 1 c 1 − z 2 Q = z 2 1 c 1 + z 2 2 c 2 > 0. Hence, if we multiply h(w)((z 1 − z 2 )z 1 c 1 − z 2 Q) > 0 on the right hand side of system (2.8), the phase portrait remains the same and we have,
The solution of (2.10) with the initial condition (φ [1,+] , c
Assume w(y * ) = x 2 for some y * > 0, then φ(y * ) = φ [2,−] and c 1 (y * ) = c
. Then, from (2.11) one has the following result.
Lemma 2.4. Over (x 1 , x 2 ) with z 1 c 1 (x) + z 2 c 2 (x) + Q 2 = 0 the slow dynamics system gives,
.
Slow system (2.8) on (x 2 , x 3 ) with Q 3 = 0: The slow dynamics system is (2.9) and the solution with the initial condition (φ [2,+] , c
Evaluating the solution at w = x = 1 we get the following lemma.
Lemma 2.5. Over (x 2 , 1) with z 1 c 1 (x) + z 2 c 2 (x) = 0 the slow dynamics system gives,
Matching for zero current and singular orbits on
The matching conditions are u
+ , and J 1 has to be the same on all subintervals. It follows from Lemmas 2.1 and 2.2, and equations in Lemma 2.3 to Lemma 2.5,
where,
2 , c
Remark 2.2. In (2.12), the unknowns are: φ [1] , φ [2] , c
1 , c [2] 2 , J 1 , φ [1,+] , φ [2,−] , y * and Q that is, there are eleven unknowns that matches the total number of equations on (2.12).
It follows from last two equations of (2.13),
(2.14)
Remark 2.3. The matching conditions in (2.12) are (kind of) equivalent to the matching condition in [10] , in a sense that, here we added zero current conditions and also have diffusion coefficients in our equations in (2.12). We went through the same procedure here as the authors of [10] did to find F (A) = 0 in their paper though. Recall that to find F (A) = 0, the authors of [10] first obtained (See the last equation of (44) in [10] ),
Now, applying zero current z 1 J 1 + z 2 J 2 = 0 with z 1 = −z 2 = 1 one has J 1 = J 2 and the above equation becomes,
One can see that the same equation will be obtained here from the last equation of (7.4), with the constraints, D 1 = D 2 = 1 and z 1 = 1.
3 Reduced system for zero current with z 1 = −z 2 > 0.
The matching system (2.12) is nonlinear and challenging to analyze in general. In [11] , for equal diffusion constants D k 's, the study of reversal potential and reversal permanent charges has been successfully carried out for a general n. It is a little bit surprising that with general D k 's the problem becomes overwhelmingly harder, at least, technically, even for the case that we will treat here where n = 2 with z 1 = −z 2 . In [10] , the authors introduced two intermediate variables that allow a significant reduction of the governing system of matching (2.12) without zero current assumption. We will use the same intermediate variables for our reduction. Thus, we set A = c It will be shown in (7.11) that B = B(A) = 1 − β α (l − A) + r. We will thus treat B as a function of A instead of an independent variable from now on. We denote
Note that 0 < α < β < 1 and −1 < θ < 1, which will always be assumed. The vector (Q 0 , V, θ, α, β, l, r) contains major parameters of the system, which affect the behavior of the system through their nonlinear interactions. In the sequel, we will always fix the parameters α, β, l and r, and focus on the roles of (V, Q 0 , θ). One can see that the roles of (α, β, l, r) can be studied within our analysis framework. For ease of notation, we also introduce
3)
The most critical ingredient for our analysis is the following result on a reduced system of the matching system (2.12).
Proposition 3.1. The matching system (2.12) for zero current I = 0 can be reduced to
4)
Proof. We defer the proof to the appendix Section 7.
At this moment, we would like to make some comments on the above reduction.
Remark 3.1. The reduction of (2.12) to system (3.4) is critical for the remaining analysis. We comment that there is no practical principle to lead the reduction and no criterion for a 'good' final form of a reduction. In general, there could be infinitely many different forms of the reduction. It turns out the above reduction works well.
For the special case where h = 1, x 1 = 1/3, x 2 = 2/3, z 1 = 1 = −z 2 , and D 1 = D 2 , a reduced system consists of F (A) = 0 in (48) in [10] and I = 0. One can get different equivalent forms and, as expected, one equivalent reduced system can be put into exactly the same as the one stated in Proposition 3.1. We also note that, for a given Q 0 , one cannot solve for A from either F (A) = 0 or I = 0 uniquely. But, we will show that one can solve for A from G 2 = 0 uniquely -a critically important indication that the specific form of system (3.4) is special.
We now prepare several properties of the functions G 1 and G 2 to be used later on. (ii) ∂ Q 0 G 1 (A, Q 0 , θ) has the same sign as that of l − r, (iii) ∂ θ G 1 (A, Q 0 , θ) has the same sign as that of l − r,
has the same sign as that of (l − r)Q 0 , (vi) ∂ θ G 2 (A, Q 0 , θ) has the same sign as that of (l − r)Q 0 .
Proof. Partial derivatives of G 1 and G 2 with respect to Q 0 and A are,
,
All statements except those for signs of ∂ θ G k 's follow directly from (3.6). For signs of ∂ θ G k 's, note that g (X) = X (X + θQ 0 ) 2 > 0 for X > 0.
So g(S a ) − g(S b ) has the same sign as that of S a − S b . It is obvious that S a − S b has the same sign as that of A − B and it will be shown in Theorem 3.4 that l − r and A − B have the same sign too. The statements on the signs of ∂ θ G k 's then follow. Proof. For any (Q 0 , θ), it follows from Lemma 3.2 that ∂ A G 2 (A, Q 0 , θ) < 0, and hence, G 2 (A, Q 0 , θ) is strictly decreasing in A. Let A M = l + αr/(1 − β) be the largest value for A (when B = 0) and let B M = (1 − β)l/α + r be the largest value for B (when A = 0).
The solution
It is easy to check that f 1 (t) > 0 > f 2 (t) for t > 0, and hence,
Thus, for any (Q 0 , θ) there is a unique
In the following, we also denote B(A(Q 0 , θ)) by B(Q 0 , θ).
has the same sign as that of (l − r)Q 0 .
Proof. (a). The value A(0, θ) can be deduced from
For the claim about the limits, one has, from G 2 (A(Q 0 , θ), Q 0 , θ) = 0,
On the other hand, apply L'Hospital rule to get
Note that, for some S * between S a and S b ,
Thus, for some S * between S a and S b ,
The latter implies B(Q 0 , θ) < A * < A(Q 0 , θ), and hence, S a > S b , which then implies
It follows from (3.6) that, if θQ 0 > 0 or θ = 0, then ∂ Q 0 G 2 has the same sign as that of (S a − S b )Q 0 . The latter has the same sign as that of (l − r)Q 0 . The statement then follows from ∂ A G 2 < 0 and
Remark 3.2. Note that, with zero current condition I = 0, we have that A(Q 0 , θ) always lies between l and r for any Q 0 . This is not true without zero current condition (see [41] ).
We believe that, if l = r, then A(Q 0 , θ), or equivalently, G 2 (A(Q 0 , θ), Q 0 , θ) has a unique critical point in Q 0 . It is true if D 1 = D 2 (so θ = 0) but we could not establish it in general. Figure 1 shows numerical simulations of A(Q 0 , θ) for α = 
Zero current fluxes.
For the case of zero current with z 1 = −z 2 , one has J 1 = J 2 . Denote the equal fluxes by J that we call it zero current flux. Once a solution (A, V ) of G 1 = z 1 V and G 2 = 0 is obtained, it follows from (7.10) that J is given by
The following result is a direct consequence of Theorems 3.4 and 3.5. Proof. Direct calculations from (3.8) give
The statement follows from the above formulas and Theorems 3.4 and 3.5. 4 Reversal potential V rev = V rev (Q 0 , θ).
We are searching for the value V = V rev of the transmembrane potential V = φ(0) − φ(1) that produces zero current I. For the case we considered, we will show the existence and uniqueness of reversal potentials.
The next result is a direct consequence of Theorem 4.2, whose proof will be omitted.
We now provide remarks on the physical basis for results in Theorem 4.2 and Corollary 4.3.
Remark 4.1. The statements (i) and (ii) in Theorem 4.2 can be obtained in a direct way as follows. Note that, in general, J k has the same sign as that of z k V + ln l/r. Thus, if l > r,
In [41] , it shows that, as To help J 1 more than J 2 to get J 1 = J 2 , one needs to increase V and this is why, in this case, V rev (0, θ) > 0. The latter often implies that, if V = 0, then I(V = 0) < 0, or equivalently, J 2 > J 1 . Thus, intuitively, in order for the zero potential to be a reversal potential, a permanent charge helping J 1 more than J 2 is needed; that is, the permanent charge should be negative, which agrees with statement (i) in Corollary 4.3. Other statements in Corollary 4.3 can be explained similarly.
Concerning the monotonicity of V rev = V rev (Q 0 , θ), we have Theorem 4.4. For any given θ ∈ (−1, 1), one has (i) if θ = 0, then V rev (Q 0 , θ) is increasing in Q 0 for l > r and decreasing in Q 0 for l < r;
(ii) if θ > 0, then, for Q 0 ≥ 0, V rev (Q 0 , θ) is increasing in Q 0 for l > r and decreasing in Q 0 for l < r;
is increasing in Q 0 for l > r and decreasing in Q 0 for l < r.
Proof. It follows from
The statements then follow from Lemma 3.2.
We conjecture that V rev (Q 0 , θ) is always monotonic in Q 0 but could not prove it. Numerical simulations in Figure 2 support our conjecture. Figure 2 has two graphs of V = V rev (Q 0 , θ) for −10 ≤ Q 0 ≤ 10 with α = 1/3, β = 2/3, l = 2 < r = 3, and θ = −1/3 for the figure on the left and θ = 1/3 for the figure on the right.
For |Q 0 | small, we have Remark 4.2. Proposition 4.6 shows how diffusion coefficients affect reversal potential and reveals a fascinating attribute that may not be completely intuitive at first glance. Indeed, recall the observation in [11] that, for k = 1, 2,
The relation of course holds true for the zero current condition: J 1 = J 2 with V = V rev . Now, if we fix D 1 and increase D 2 (so ρ is increasing), then J 2 increases since all but
are independent of D 2 ([32]), and hence, to satisfy zero current condition, we should increase J 1 . Intuitively increasing V rev seems to accomplish the latter. But this intuition agrees with Proposition 4.6 only for l > r and is the exactly opposite for l < r. That is, for l < r, Proposition 4.6 says, as ρ increases, V rev (Q 0 , ρ) decreases. This counterintuitive behavior could be explained by the fact that c 1 (x) actually depends on V rev and reducing V rev could increase J 1 .
From the above discussion, we feel that it is almost impossible to deduce the whole truth without analysis.
A comparison to Goldman-Hodgkin-Katz equation for V rev .
We will first recall Goldman-Hodgkin-Katz (GHK) equation for the reversal potential V rev and then make a comparison with our result.
Based on essentially the assumption that the electric potential φ(x) is linear in x (or the electric field is constant), Goldman ([14] ), and Hodgkin and Katz ( [19] ) derived an equation (the GHK equation) for the reversal potential, which extends that of Nernst equation for a single ion species. Under the assumption, the I-V (current-voltage) relation is given by
For the case where n = 2 and z 1 = −z 2 , the GHK equation for the reversal potential is
The assumption that the electric potential φ(x) is linear in x is thought to probably make sense without channel structure; in particular, Q 0 = 0. This is not correct either. In fact, when Q 0 = 0, from Theorem 4.2 or the expansion of V rev (Q 0 , θ) near Q 0 = 0 in Theorem 4.5, the reversal potential is
which is different from that in (4.5). In our opinion, what is more important is that our result on the reversal potential is the first for general Q 0 = 0 with different diffusion coefficient. Thus, for n = 2 with z 1 = −z 2 , the GHK equation for reversal potential should be replaced by
with A(Q 0 , θ) being the solution of G 2 (A, Q 0 , θ) = 0. It is very important to generalize this result to mixtures with more than two ion species.
5 Reversal permanent charge Q rev (V, θ).
In view of the duality of reversal potential V and the reversal permanent charge Q * , we now present a general result for reversal permanent charge with a given electric potential V . We comment that there are differences between these two problems. On one hand, as probably expected, reversal potentials should always exist. On the other hand, there is a simple necessary condition for the existence of the reversal permanent charge Q rev as discussed above. This is indeed established below for the special case of permanent charges Q in (A3).
Theorem 5.1. For n = 2 with z 1 = −z 2 , there exists a reversal permanent charge Q rev if and only if
Proof. Since J k , for k = 1, 2, has the same sign as that of z k V + ln l r and z 1 = −z 2 , the condition in (5.1) is necessary for a zero current I, and hence, for the existence of a reversal permanent charge. To show the condition is also sufficient, we set
Then from above, the equation for G 1 in (3.5), Lemma 3.3 and above one has,
The condition (5.1) implies that the above values have opposite signs. By the Intermediate Value Theorem, there is at least one
This existence result can be viewed as a duality of Theorem 4.1 together with (i) and (ii) in Theorem 4.2. The next result is a duality to (iii) of Theorem 4.2, whose proof will be omitted. 
Recall we could not show but conjecture that V rev (Q 0 , θ) is monotone in Q 0 in Section 4. Should the conjecture be shown, Q rev (V, θ) would be monotone in V .
6 A brief conclusion.
In this paper, we work on the cPNP model allowing unequal diffusion constants and for a single profile of permanent charges, to answer the specific questions about reversal potentials and reversal permanent charges that are among the central issues of biological functions. Our study relies on a modern general geometric singular perturbation theory and on some special structures of the cPNP models. These allow us to obtain a nonlinear matching system of algebraic equations (2.12) for zero current condition that include both the reversal potential and reversal permanent charge topics. Using an intermediate variable introduced in [10] , the matching system is further reduced to an effective system of two algebraic equations with two unknowns. A number of interesting properties of biological significance are resulted from analysis of these governing equations, some are not totally intuitive.
7 Appendix: Proof of Proposition 3.1.
We consider a special case where z 1 = −z 2 . Set c Then, from the first two equations of (2.12), (2.13) and (2.14) give
1 ),
1 ).
(7.
The rest of system (2.12) becomes,
1 e 2z 1 (φ [1] −φ [1,−] ) , c ,
From third and fourth equations in (7.4),
The equations (7.3) and (7.5) give
Now, the equation (7.2) and y * equation in sixth line of (7.4) give,
But, from third and fourth equations of (7.4), ln c 
Furthermore, it follows from above that,
Thus, J 1 equations in (7.4), with equations in (7.9) and (7.1) give,
B − A − Q 0 (φ [2] − φ [1] ) (D 1 + D 2 )(β − α)H(1) .
(7.10)
Now, from the equations in (7.10),
Thus, the equations in (7.9) and (7.11) give, 12) where N = N (A, Q 0 ) = β − α α z 1 (A − l) + S a − S b . is defined in (3.3) . On the other hand, from (7.7) and (7.11) we obtain an equation in terms of A and Q 0 ,
Now, it follows from above equation and the expression for N (A, Q 0 ) that, 
