The paper investigates blind finite-impulse-response (FIR) equalization schemes for quadrature amplitude modulation (QAM) signalling. We compare a bootstrap maximum a posteriori probability (MAP) equalizer with a recently introduced concurrent constant modulus algorithm (CMA) and decision directed (DD) equalizer (CMA+DD). Both equalizers are known to outperform the CMA considerably. The concurrent CMA+DD equalizer only increases the complexity to twice of the CMA, and the bootstrap MAP equalizer has computational requirements that are slightly more complex than the CMA. Simulation results indicate that the bootstrap MAP blind FIR equalizer has a faster convergence rate than the concurrent CMA+DD blind FIR equalizer.
INTRODUCTION
Blind equalization improves system bandwidth efficiency by avoiding the use of a training sequence. Furthermore, for multi-point communication systems, training is infeasible and blind equalizer provides a practical means for combating the detrimental effects of channel intersymbol interference (ISI) in such systems. For communication systems employing high bandwidth-efficiency QAM signalling, the CMA based FIR equalizer is by far the most popular blind equalization scheme [1, 2, 3, 4] . It has a very simple computational requirements, which readily meets the real-time computational constraint. A particular problem of the CMA, however, is that it only achieves a moderate mean square error (MSE) after convergence, which may not be sufficient for the system to obtain adequate performance. A possible solution is to switch to a DD adaptation which should be able to minimize the residual CMA steady state MSE [5] . However, as pointed out in [6] , in order for such a transfer to be successful, the CMA steady state MSE should be sufficiently low.
In practice, such a low level of MSE may not always be achievable by the CMA.
De Castro et al [6] have suggested an interesting solution to this problem. Rather than switching to a DD adaptation after the CMA has converged, they have proposed to operate a DD equalizer concurrently with a CMA equalizer. The weight adaptation of the DD equalizer follows that of the CMA equalizer, and the DD adjustment only takes place if the CMA has achieved a successful adjustment with high probability. At a small cost of doubling complexity to that of the very simple CMA, this concurrent CMA+DD equalizer is reported to obtain a dramatical improvement in equalization performance over the CMA [6] . Many blind FIR equalizers have been reported before, which can commonly be referred to as Bussgang algorithms (e.g. [7, 8, 9, 10, 11, 12] ). A Bussgang-type blind equalizer has an FIR filter structure and adjusts the filter coefficients by optimizing a non-convex criterion function using stochastic gradient. The CMA is obviously a Bussgang-type blind equalizer. In the lights of the results reported in [6] , we revisit a Bussgang-type blind FIR equalizer called the bootstrap MAP equalizer [11, 12] .
The bootstrap MAP equalizer was originally derived in [13] for 4-QAM constellation and extended to Å -QAM (Å ) communication channels in [11, 12] . The basic idea is to maximize the a posteriori probability density function (p.d.f.) of the equalizer output subject to the equalizer weights. To accomplish a fast and reliable convergence and to keep the complexity to a minimum, a multi-stage procedure is adopted. At the first stage, a 4-cluster p.d.f. model is adopted as though the data constellation is an equivalent 4-QAM one. The aim of this stage is to classify equalizer outputs correctly into one of the four quadrants in the complex plane with high probability. At the second stage, a 16-cluster p.d.f. model is used and it is divided into 4 sub-sets, one for each quadrant. If the equalizer output appears in a particular quadrant, the corresponding 4-cluster sub-model is used to adapt the equalizer weights. After the stage two, the complex plane is divided into 16 square regions, each containing a 4-cluster sub-model. The procedure is continuing until after the Ä-th stage, where Ä is given by ¾ Ä Ô Å , the correct data constellation is restored. In this study, we compare the bootstrap MAP equalizer with the concurrent CMA+DD equalizer, with the standard CMA acting as a benchmark in terms of complexity and performance. The bootstrap MAP equalizer requires similar numbers of multiplications and additions as the CMA, with an additional need of evaluating 4 exponential function values. Even taking into account this additional requirement,the complexity of the bootstrap MAP equalizer is very simple and no more than that of the concurrent CMA+DD equalizer. Simulation confirms that both the bootstrap MAP and concurrent CMA+DD equalizers outperform the CMA considerably, and the results suggest that the bootstrap MAP equalizer achieves faster convergence than the concurrent CMA+DD equalizer.
BLIND EQUALIZATION
Consider the baseband model of a digital communication channel characterized by a symbol-space FIR filter and an additive Gaussian white noise source. Specifically, the received signal at sample is given by
where Ò is the length of the channel impulse response (CIR), Ê · Á are the complex channel tap weights, the complex symbol sequence ×´ µ × Ê´ µ · × Á´ µ is assumed to be independently identically distributed (i.i.d.), ´ µ Ê´ µ · Á´ µ is an i.i.d. complex Gaussian white noise with E ¾ Ê´ µ℄ E ¾ Á´ µ℄ ¾ , and E ¡℄ denotes the expectation operator. The symbol constellation is Å -QAM and the set of all the symbol points is defined by
where É Ô Å ¾ Ä , and Ä is an integer.
To remove the channel distortion, a symbol-space equalizer is employed, which has an FIR structure defined by 
It is recognized that a fractional-space equalizer can often achieve better performance. The purpose of this study is to assess a group of blind equalizers under a common framework. For this reason, we choose a common symbol-space structure.
The constant modulus algorithm
The CMA adjusts the equalizer weights by minimizing the non-convex cost function
using a stochastic gradient algorithm, where ¡ ¾ is a real positive constant defined by
where is a small positive adaptive gain and Ö £´ µ is the complex conjugate of Ö´ µ.
The CMA is by far the most popular blind equalizer for high-order QAM signal constellation. It has a very simple computational complexity, as summarized in Table 1 . Although Å -QAM symbols do not fall on the circle of radius Ô ¡ ¾ , it is known that the cost function Â Å ´Ûµ is minimized at the equalizer weight solution which restores the signal constellation. Under certain conditions, the CMA converges to this solution subject to a possible phase shift. Let Û ÓÔØ be the solution of the adaptive equalizer based on the cost function (4) that yields the correct signal constellation. All the weight vectors
produces the same cost as Â Å ´Û ÓÔØ µ. In practice, the adaptive equalizer may converge to any of the solutions defined in (7). This undesired phase shift cannot be resolved by the CMA and must be eliminated by other means. [6] proposed a blind equalization scheme that consists of a CMA equalizer and a DD equalizer operating concurrently. Specifically, let
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where Û is the weight vector of the CMA equalizer which is designed to minimize the CMA cost function Â Å ´Û µ and Û is the weight vector of the DD equalizer which is designed to minimize the decision based MSE
with É Ý´ µ℄ denoting the quantized equalizer output defined by
More precisely, at sample , given Ý´ µ Û Ì ´ µÖ´ µ·Û Ì ´ µÖ´ µ, the CMA part adapts Û according to the rule (6) by substituting Û in the place of Û with an adaptive gain . The DD adaptation follows immediately after the CMA adaptation and it only takes place if the CMA adjustment is viewed to be a successful one. Let
Then the DD part adjusts Û according to [6] Û ´ · ½µ Û ´ µ · AE´É Ý´ µ℄ É Ý´ µ℄µ´É Ý´ µ℄ Ý´ µµÖ £´ µ (12) where is the adaptive gain of the DD equalizer and the indicator function
It can be seen that Û is updated only if the equalizer hard decisions before and after the CMA adaptation are the same. The complexity of this CMA+DD blind equalizer, summarized in Table 1 , is obviously linear in the equalizer order Ñ. Let Û ÓÔØ be the solution of the DD equalizer based on the cost function (9) that yields the correct signal constellation. The weight vectors
produces the same cost as Â ´Û ÓÔØ µ. As with any blind equalization scheme, this ambiguity needs to be resolved by other means. However, the DD adaptation does not suffer from a serious phase shift problem and is capable of lowering the steady state MSE, compared with the CMA. Karaoguz and Ardalan [13] first suggested this algorithm for 4-QAM (É ¾) channels. In order to speed up convergence rate and to keep the complexity to a minimum, a multi-stage implementation was proposed [11, 12] for high-oder QAM signalling.
The bootstrap MAP equalizer
In the 16-QAM case, the equalization objective is decomposed into a two-stage process. In the first stage, a 4-cluster p.d.f. model is adopted with the 4 cluster means being ¦¾ · ¦ ¾ . The equalizer weights are adjusted using this equivalent "4-QAM" model through the gradient algorithm (21). The objective of this stage is to achieve a roughly correct classification of equalizer outputs into the 4 quadrants in the complex plane, and this task can easily be accomplished. At the second stage, the 16-cluster p.d.f. model is adopted with the 16 cluster means being the correct symbol points × ÕÐ ½ Õ Ð . This cluster model is divided into 4 sub-models, one for each quadrant. If the equalizer output is in a particular quadrant, the corresponding 4-cluster sub-model is used to adapt the equalizer weights via the gradient algorithm (21). The equalizer adaptation is done correctly with high probability at this stage owing to the primary clustering of the previous stage. Thus the overall equalization objective can be achieved faster and more reliably.
For the 64-QAM case, a three-stage process is adopted. This multi-stage process is upwardly extendable. In general, the task of Å -QAM equalization, where Å ¾ ¾Ä , can be achieved using the Ä-stage process. Because the sub-task of each stage can be accomplished easily and reliably, the overall convergence of the equalizer is achieved faster and more reliably. The soft-decision directed nature of this bootstrap MAP means that a much large adaptive gain can be used, which otherwise would cause the CMA to diverge. The choice of for each adaptation stage should ensure a proper separation of the clusters. If the value of is too large, a desired degree of separation among the clusters may not be achieved. On the other hand, if a too small is used, the algorithm attempts to impose a very tight control in the size of clusters and may fail to do so. Apart from these two extreme cases, the performance of the algorithm does not critically depend on the value of , and there exists a wide range of values for at each stage of the adaptation.
It is obvious that the criterion (19) is maximized when the equalizer output produces the correctly signal constellation. Let Û ÓÔØ be the solution of the adaptive equalizer based on the criterion (19) that yields the correct signal constellation. Then the weight vectors which produce the same function value as ´Û ÓÔØ µ are given by
It can be seen that the bootstrap MAP equalizer does not suffer from a serious phase shift problem as the CMA does. Since the equalizer weights are always adapted using a 4-cluster sub-model at each sample via the gradient algorithm (21), the complexity is always compatible to the minimum complexity of the 4-QAM case, and is only slightly more than the CMA, as can be seen from 
SIMULATION STUDY
The performance of the concurrent CMA+DD and bootstrap MAP blind equalizers were evaluated in a computer simulation using the standard CMA blind equalizer as a benchmark. Two performance criteria were used to assess the convergence rate of a blind equalizer. The first one was an estimated MSE at each adaptation sample based on a block of AE ÅË data samples. The second one was the maximum distortion (MD) measure defined by 
The equalizer output signal constellation after convergence was also shown using AE Ø ×Ø ¼¼¼ testing data samples not used in adaptation.
Example 1
The CIR, listed in Table 2 , was a 22-tap telephone channel taken from [14] and the data symbols were 4-QAM. The noise power was ¾ ¼ ¼ , giving rise to a channel signal to noise ratio (SNR) of 13 dB. The blind equalizer had 23 taps, and the length of data samples for estimating the MSE at each adaptation sample was AE ÅË ½ ¼. ¼ ¼½ and the cluster width ¼ . Notice that the adaptive gain for the CMA had to be chosen so small to avoid divergence. The learning curves of the three blind equalizers, the CMA, the CMA+DD and the bootstrap MAP, are compared in Fig. 1 . The equalizer output signal constellations after convergence are shown in Fig. 2 . The results confirm the founding of [6] that the concurrent CMA+DD equalizer has superior performance over the pure CMA. It can also be seen that for this example the bootstrap MAP equalizer has the fastest convergence rate and the lowest MSE level among the three blind equalizers. The signal constellation of the CMA shown in Fig. 2 (a) has an obvious phase rotation. The signal constellation of the bootstrap MAP equalizer depicted in Fig. 2 (c) has the best quality.
Example 2
The CIR was again given in Table 2 but the transmitted data symbols were 16-QAM. Given a noise power of ¾ ¼ ¼½, the SNR was 27 dB. The equalizer had 23 taps and the length of data samples for estimating the MSE at each adaptation was AE ÅË ¾ ¼. The convergence performance of the three blind equalizers, in terms of the estimated MSE and MD measure, are depicted in Fig. 3 (a) and (b) , respectively. It can clearly be seen that both the concurrent CMA+DD and bootstrap MAP equalizers have similar steady state performance which are dramatical improvements over those of the CMA. Again for this example the bootstrap MAP equalizer has the fastest convergence speed. The three equalizer output signal constellations are shown in Fig. 4 . Again, a phase rotation of the CMA signal constellation is evident in Fig. 4 (a) .
Example 3
In this example, 64-QAM data symbols were transmitted through a 5-tap channel whose CIR is given in Table 3 The learning curves of the three blind equalizers, in terms of the estimated MSE and MD measure, are depicted in Fig. 5 (a) and (b) , respectively. The equalizer output signal constellations of the three equalizers after convergence are plotted in Fig. 6 . The results again show that both the concurrent CMA+DD and bootstrap MAP equalizers have significantly better equalization performance over the CMA. It can also be seen that for this example the bootstrap MAP equalizer converges faster than the concurrent CMA+DD equalizer.
CONCLUSIONS
In this paper, we have investigated two novel blind FIR equalizers, namely the concurrent CMA+DD and bootstrap MAP, with the popular CMA as a benchmark. These two novel blind FIR equalizers are attractive as they have low computational requirements that are only slightly more complex than the very simple CMA. Simulation study has confirmed that these two blind equalizers outperform the CMA considerably. The results have also demonstrated that the bootstrap MAP equalizer has a faster convergence speed than the concurrent CMA+DD equalizer. This initial investigation suggests that further theoretical study of the concurrent CMA+DD and bootstrap MAP blind FIR equalizers is warranted. 
