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Abstract
Large-scale labeled training datasets have enabled
deep neural networks to excel on a wide range
of benchmark vision tasks. However, in many
applications it is prohibitively expensive or time-
consuming to obtain large quantities of labeled
data. To cope with limited labeled training data,
many have attempted to directly apply models
trained on a large-scale labeled source domain
to another sparsely labeled target domain. Un-
fortunately, direct transfer across domains often
performs poorly due to domain shift and dataset
bias. Domain adaptation is the machine learn-
ing paradigm that aims to learn a model from a
source domain that can perform well on a dif-
ferent (but related) target domain. In this paper,
we summarize and compare the latest unsuper-
vised domain adaptation methods in computer vi-
sion applications. We classify the non-deep ap-
proaches into sample re-weighting and intermedi-
ate subspace transformation categories, while the
deep strategy includes discrepancy-based methods,
adversarial generative models, adversarial discrim-
inative models and reconstruction-based methods.
We also discuss some potential directions.
1 Introduction
Deep neural networks have achieved satisfying performance
in various vision tasks with large-scale labeled training
data. For example, the classification error of the “Clas-
sification + localization with provided training data” task
in the Large Scale Visual Recognition Challenge has re-
duced from 0.28 in 2010 to 0.022 in 2017 (http://image-
net.org/challenges/LSVRC/2017), even outperforming hu-
mans. However, in many applications, it is difficult to ob-
tain large amount of labels, as labeling is expensive and time-
consuming. Directly generalizing the models trained on one
large-scale labeled source domain to another related and un-
labeled target domain usually may not perform well (see Fig-
ure 1), because of the dataset bias [Torralba and Efros, 2011]
or domain shift, i.e. the joint probability distributions of ob-
served data and labels are different in the two domains.
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Arxiv 2016Figure 1: An example of dataset bias or domain shift [Hoffman et
al., 2016]. The FCN segmentation model trained on the Cityscapes
is tested on the left image from the Cityscapes and the right image
from the San Francisco Dashcam. The regions pointed out by red
arrows are segmented with incorrect class labels.
One may argue that we can fine-tune the pretrained models
in the target domain. However, fine-tuning still requires con-
siderable quantities of labeled training data, which may be not
available for many applications. For example, in fine-grained
recognition, only experts are able to provide reliable labeled
data [Gebru et al., 2017]; in segmentation, it took about 90
minutes to label each image in the Cityscapes dataset [Cordts
et al., 2016]; in autonomous driving, the substantial traffic
data obtained with different sensors, such as 3D LiDAR point
clouds, are difficult to label [Wu et al., 2018].
Meanwhile, recent progress in graphics and simulation in-
frastructure can create large amount of simulated and labeled
data. For example, CARLA (http://www.carla.org) and GTA-
V (https://www.rockstargames.com/V) are two popular simu-
lators for autonomous driving research. Several recent efforts
[Shrivastava et al., 2017; Hoffman et al., 2017] have stud-
ied models trained on simulated data. Unfortunately, while
models trained on simulated data perform well on simulated
data they often do not transfer to real-world settings. While
there are ongoing efforts to make simulations more realis-
tic, it is very difficult to model all the characteristics of real
data [Shrivastava et al., 2017]. Therefore, transferring the la-
beled data in the simulation domain to the real-world domain
is a promising alternative.
Domain adaptation, also known as domain transfer, is a
form of transfer learning which aims to learn a model from
a source domain that can generalize to a different (but re-
lated) target domain. With increasing demands in different
applications, domain adaptation has recently attracted signif-
icant interest in artificial intelligence. In this paper, we sur-
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vey recent unsupervised domain adaptation approaches with
computer vision applications, compare their differences and
(dis)advantages, and discuss potential research directions.
2 Notations and Problem Definition
We attempt to introduce a standard definition of the vari-
ables and models to enable effective comparisons. Let x
and y respectively denote the input data and output label
variables, drawn from a specific domain probability distri-
bution P (x, y). In typical domain adaptation, there is one
source domain and one target domain. Suppose the source
data and corresponding labels drawn from the source distri-
bution PS(x, y) are XS and YS , and the target data and cor-
responding labels drawn from the target distribution PT (x, y)
are XT and YT . Corresponding marginal distributions include
PS(x), PS(y), PT (x), PT (y), and conditional distributions
include PS(x|y), PS(y|x), PT (x|y), PT (y|x). Two funda-
mental sources of variation between the two domains are (1)
covariate shift, PS(y|x) = PT (y|x) for all x, but PS(x) 6=
PT (x); (2) concept drift, PS(y|x) 6= PT (y|x). Specifically,
the source dataset is DS = {XS , YS} = {(xiS , yiS)}NSi=1, the
target dataset is DT = {XT , YT } = {(xjT , yjT )}NTj=1, where
NS andNT are the number of source samples and target sam-
ples, xiS ∈ RdS and xjT ∈ RdT are referred as an observation
in the source domain and the target domain, and yiS and y
j
T
are corresponding class labels. Unless otherwise specified,
we assume (1) dS = dT , which indicates that the data from
different domains are observed in the same feature space but
exhibit different distributions; (2) yiS ∈ Y, yjT ∈ Y , where Y
is the class label space. Generally, YS is fully labeled and YT
is unlabeled or partially labeled. Suppose the number of la-
beled target samples is NTL, the domain adaptation problem
can be classified into different categories:
(1) unsupervised domain adaptation, when NTL = 0;
(2) fully supervised domain adaptation, when NTL = NT ;
(3) semisupervised domain adaptation, otherwise.
Further, if there is more than one source domain
S1, S2, · · · , SNMS , the task turns to multi-source domain
adaptation [Sun et al., 2015; Bhatt et al., 2016]. If dS 6=
dT , the problem is named as heterogeneous domain adapta-
tion [Li et al., 2014; Hubert Tsai et al., 2016]. Please note that
multi-source or heterogeneous domain adaptation usually ac-
companies one of the above three supervision cases.
We focus on the survey of unsupervised domain adap-
tation (UDA) in one-source and homogeneous settings, i.e.
NTL = 0, NMS = 1, dS = dT . The goal is to learn a model
f with parameter θf that can correctly predict a sample from
the target domain based on {XS , YS} and {XT }. We take the
multi-class classification task as an example and optimize the
loss function from the source domain as
Lc(XS , YS ;θf ,θh) = E(xS ,yS)∼PS(x,y)l(xS , yS),
l(xS , yS) = dis(f(h(xS ;θh);θf ), yS),
(1)
where h is a feature mapping with parameter θh, dis is a
distance function between the predicted label and the ground
truth. Please note that here E(xS ,yS)∼PS(x,y) (E(xS ,yS)∼PS for
short) is equivalent to
∑NS
i=1 by replacing xS with x
i
S and yS
with yiS when computing the empirical loss. For simplicity,
we omit the parameters of the functions below.
For semisupervised and fully supervised domain adapta-
tion, please refer to [Patel et al., 2015] and [Tzeng et al.,
2015], respectively. For other transfer learning paradigms,
such as self-taught learning and multi-task learning, please
refer to [Pan and Yang, 2010]. The survey [Patel et al.,
2015] is mainly about the early methods without much dis-
cussion on recent deep learning based methods, and the sur-
vey [Csurka, 2017] reviews almost all categories of domain
adaptation methods briefly but not computationally.
3 Non-deep Approaches
The early unsupervised domain adaptation (UDA) methods
are mainly non-deep approaches, which aims to match the
feature distributions between the source domain and the tar-
get domain. Roughly, these methods can be divided into two
categories: (1) sample re-weighting and (2) intermediate sub-
space transformation.
3.1 Sample Re-weighting
Huang et al. [2007] proposed to re-weight the training sam-
ples such that the means of the source and target domains
in a reproducing kernel Hilbert space (RKHS) H are close.
In this way, the computation of the objective function with
respect to (w.r.t.) PT can be transformed to w.r.t. PS . Based
on the covariate shift assmuption, the transformation is sim-
ply accomplished with the coefficient PT (x)/PS(x), i.e.,
E(xT ,yT )∼PT l(xT , yT ) = E(xT ,yT )∼PSβ(xT , yT )l(xT , yT ),
(2)
where β(xT , yT ) = PT (xT , yT )/PS(xT , yT ) =
PT (xT )/PS(xT ) = β(xT ). Instead of firstly estimat-
ing PS , PT and subsequently computing β, Huang et al.
designed a more robust and flexible strategy, named kernel
mean matching, to infer β by
min
β
‖ ExT∼PT h(xT )− ExT∼PSβ(xT )h(xT ) ‖,
s.t. β(xT ) ≥ 0 and ExT∼PSβ(xT ) = 1.
(3)
To learn domain-invariant features, Gong et al. [2013] ex-
ploited the existence of landmarks, which are defined as a
subset of labeled samples from the source domain that are
distributed similarly to the target domain. Suppose the land-
mark indicator of the source samples is α = {αi ∈ {0, 1}},
the difference in sample means of the source and target do-
mains in the RKHS is minimized to select landmarks,
min
α
∥∥∥∥ 1∑
i αi
∑
i
αih(xiS)−
1
NT
∑
j
h(xjT )
∥∥∥∥2
H
, (4)
with balanced label constraints. Based on multi-scale kernel
mappings, different sets of landmarks Lq(q = 1, · · · , Nq)
are selected. By augmenting the original target domain and
weakening the original source domain with landmarks DqT =
DT
⋃
Lq, D
q
S = DS \Lq , a cohort of auxiliary tasks are cre-
ated, where the distinction across domains are blurred. The
solutions of the auxiliary tasks using the geodesic flow kernel
algorithm [Gong et al., 2012] form the basis to compose in-
variant features for the original task. The SVM trained using
the concatenation of the invariant features and the labels of
{Lq} is used to generalize to the target domain.
Both methods use Euclidean distance for dis, SVM for f ,
while Gaussian kernel [Huang et al., 2007] and geodesic flow
kernel [Gong et al., 2013] are selected for h. The assumption
of the former method that PS(y|x) = PT (y|x) and that the
support of PT is contained in the support of PS is too strong,
while the landmarks of the latter method may not exist.
3.2 Intermediate Subspace Transformation
Gopalan et al. [2011] proposed a sampling geodesic flow
(SGF)-based method to exploit low-dimensional structures.
SGF models each domain in a s-dimensional linear sub-
space and embeds them to two points on a Grassmann man-
ifold. The collection of all s-dimensional subspaces form
the Grassmannian G(s,N). They assumed that if the two
points are close, the two domains are similar to each other.
Let BS ,BT ∈ RN×s denote the basis of the PCA subspaces
for the source and target domains, respectively. By viewing
G(s,N) as a quotient space, the geodesic path in G(s,N)
starting from BS is given by a one-parameter exponential flow
Φ(t) = Q exp(tC)QTBS , t ∈ [0, 1], (5)
where exp is the matrix exponential, Q ∈ G(s,N) and
QTBS =
(
Is
0N−s,s
)
, C =
(
0 AT
−A 0
)
is a skew-
symmetric, block-diagonal matrix with A specifying the di-
rection and the speed of geodesic flow, and Is is the identity
matrix of size s. After obtaining A with inverse exponential
mapping, a sequence of intermediate subspaces between BS
and BT can be obtained by selecting discrete t from 0 to 1.
To address the limitations of SGF, such as sampling strat-
egy selection and parameter tuning, Gong et al. [2012] ex-
tended the GF in a kernel framework. Suppose RS ∈
RN×(N−s) is the orthogonal complement to BS , i.e.,
RTSBS = 0. Using the canonical Euclidean metric for the
Riemannian manifold, the GF between BS and BT on the
manifold is parameterized as a path connecting the two sub-
spaces
Φ(t) = BSU1Γ(t)− RSU2Σ(t), t ∈ [0, 1], (6)
with the constraints Φ(0) = BS and Φ(1) = BT , U1 ∈ Rs×s
and U2 ∈ R(N−s)×s are orthonormal matrices, Γ and Σ are
diagonal matrices. The GF is viewed as a collection of infinite
features varying gradually from the source to the target with
the inner products induced by a kernel function.
Gopalan et al. [2014] proposed a high-dimensional RKHS
approach using Mercer kernel mapping to account for non-
linear data. Specifically, kernel Gram matrix KS ∈ RNS×NS
is constructed from all the source samples. Corresponding
to the top s eigenvalues of KS , the eigenvectors constitute a
matrix AS ∈ RNS×s. Similarly, in the target domain, KT ∈
RNT×NT , AT ∈ RNT×s. For any source sample xiS and
target sample xjT , the kernel PCA representation turns to
αS = ATSkS(x
i
S),αT = A
T
TkT (x
j
T ), (7)
which consists of the projected coefficients of the original
sample onto the orthonormal principal components in the
RKHS, kS and kT areNS×1 andNT×1 vectors. By KPCA,
the samples of each domain are represented as uncorrelated
and Gaussian distributed. With the incremental change of or-
thonormal principal components from the source to the target,
the projected coefficients of an original sample simply incre-
mentally scale from the Gaussian variances of the source to
those of the target.
Instead of using different kernels, Ni et al. [2013] pro-
posed to interpolate subspaces through dictionary learning.
ND intermediate domain dictionaries {Dk ∈ RN×Nd}NDk=0 are
learned to gradually adapt the source to the target. D0 is the
dictionary learned from XS using standard dictionary learn-
ing methods and Nd is the number of atoms in the dictionary.
Specifically, the domain dictionary Dk+1 is learned by esti-
mating ∆Dk from its coherence with Dk, k ∈ [0, ND−1] and
the reconstruction residue Jk of the target data
min
∆Dk
‖ Jk −∆DkΓk ‖2F +λ ‖ ∆Dk ‖2F ,
Jk =‖ XT − DkΓk ‖2F ,
(8)
where Γk ∈ RNd×NT is the sparse coefficients of decom-
posed with Dk and ‖ . ‖2F is the Frobenius norm. The final
dictionary DND that best represents the target data in terms of
reconstruction error is taken as the target domain dictionary.
The above methods need to build a set of intermediate
subspaces. Fernando et al. [2013] proposed to project each
source and target sample to its respective subspace and learn
a linear transformation to align the source subspace to the
target one. Concretely, to align subspace BS to BT , a trans-
formation matrix M is learned by minimizing the Bregman
matrix divergence
min
M
‖ BSM− BT ‖2F= minM ‖M− B
′
SBT ‖2F , (9)
where B′S is orthonormal, i.e. B
′
SBS = Is.
The summarization and comparison of these methods is il-
lustrated in Table 1. Please note that h and f here can be
easily generalized to other features and classifiers.
4 Deep Unsupervised Domain Adaptation
With the advent of deep learning, emphasis has been shifted
to learning domain invariant features in an end-to-end fash-
ion. Typically, a conjoined architecture with two streams is
employed to represent the models for the source and target
domains, respectively [Zhuo et al., 2017]. Besides the tra-
ditional classification loss based on the labeled source data,
deep UDA models are usually trained jointly with another
loss to deal with the domain shift, such as discrepancy loss,
adversarial loss and reconstruction loss. We divide these
methods into four categories based on the domain shift loss
and generative/discriminative settings.
Let 1 and σ respectively denote the indicator function and
the softmax function. Typically, the cross-entropy loss is em-
ployed as the classification loss, i.e.,
l(xS , yS) =
∑K
k=1
1[k=yS ] log(σ(f(h(xS)))). (10)
The loss functions of the deep methods discussed below is the
joint combination of the cross-entropy loss and another new-
designed loss. Unless otherwise specified, we will discuss the
new-designed loss only in the following subsections.
Table 1: Comparison of different intermediate subspace transformation methods, where ‘# sub’ indicates the number of subspaces, ‘linearity’
represents the linearity of the subspaces, ‘NN’ is short for nearest neighbor. Euclidean distance is employed for dis in all methods.
method # sub the object of PCA linearity f h
[Gopalan et al., 2011] sampling geodesic flow a set original samples linear NN SURF
[Gong et al., 2012] geodesic flow kernel a set original samples non-linear 1-NN SURF
[Gopalan et al., 2014] mercer kernel a set kernel Gram matrix non-linear NN SURF
[Ni et al., 2013] dictionary learning a set original samples linear SVM dictionary
[Fernando et al., 2013] subspace alignment 2 original samples linear 1-NN, SVM SURF, dense SIFT
4.1 Discrepancy-based Methods
Discrepancy-based methods explicitly measure the discrep-
ancy between the source and target domains on correspond-
ing activation layers of the two network streams. Long et al.
[2015] designed a Deep Adaptation Network (DAN), where
the discrepancy is defined as the sum of the multiple ker-
nel variant of maximum mean discrepancies (MK-MMD) be-
tween the fully connected (FL) layers
LMK =
l2∑
l=l1
‖ ErS∼RlSφ(rS)− ErT∼RlT φ(rT ) ‖
2
Hk , (11)
where l1 and l2 are layer indices between which MK-MMD
is effective, RlS ,R
l
T are the lth layer hidden representations
(embeddings) for the source and target examples. The char-
acteristic kernel k associated with the feature map φ in RKHS
Hk is k(rS , rT ) =< φ(rS), φ(rT ) >, and is implemented as
a linear combination of several positive semi-definite kernels.
Sun et al. [2017] proposed correlation alignment (CORAL)
to minimize domain shift by aligning the second-order statis-
tics of source and target features of the last FL layer
LCORAL =‖ CS − CT ‖2F /(4N2FL), (12)
where CS (CT ) are the feature covariance matrices
CS = (RTSRS − (1RS/NS)T(1RS))/(NS − 1), (13)
where RijS indicates the jth dimension (totally NFL dimen-
sion) of the ith source feature, 1 is a column vector with all
elements equal to 1. By replacingNS withNT , RijS with R
ij
T ,
we can obtain CT .
Apart from the CORAL loss on the last FL layer, Zhuo
et al. [2017] also incorporated the CORAL loss on the last
convolutional (conv) layer. To deal with the high dimension
of convolutional layer activations, activation-based attention
mapping is employed to distill it into low dimensional rep-
resentations. Given an activation tensor AT ∈ RC×H×W , a
mapping function Fatt that takes AT as input and outputs a
spatial attention map is defined as
(Fatt(AT)i,j) =
∑C
ch=1
|ATch,i,j |p. (14)
After transforming Fatt into vectorized form and applying a
logarithmic function, log(vec(Fatt(.))) is used to compute
the CORAL loss. The CORAL losses on both the last convo-
lutional layer and the last FC layer are combined.
The above methods all adopt sharing weights of the two
streams of the Siamese architecture. On the contrary, Rozant-
sev et al. [2016] relaxed the sharing weight constraint by as-
suming that the weights of corresponding layers in the two
Table 2: Comparison of different discrepancy-based methods, where
‘loss’ indicates the loss objectives without the common cross-
entropy loss, ‘layer’ represents the layers that the loss functions
on, ‘weight’ indicates whether the weights of the two networks are
shared or not, ‘base net’ is the existing network that the compared
methods are based on.
loss layer weight base net
Long et al. MK-MMD FL shared AlexNet
Sun et al. CORAL last FL shared AlexNet
Zhuo et al. CORAL last (conv, FL) shared AlexNet
Rozantsev et al. weight, MMD all linear AlexNet, LeNet
models remain linearly related. Besides the standard classi-
fication loss, another two regularizers are jointly optimized.
One is weight regularizer LW , representing the loss between
corresponding layers of the two streams
LW =
∑
l
exp(‖ alθlfS + bl − θlfT ‖2)− 1, (15)
where θlfS and θ
l
fT
are the parameters of the lth layer of the
source and target streams, al and bl are scalar parameters that
are different across layers. The other is the unsupervised reg-
ularizer LMMD, encoding the MMD measure and favoring
similar distributions of the source and target representations.
LMMD is of the form Equ. (11), except that in implementa-
tion there is only one kernel.
The comparison of these methods is summarized in Ta-
ble 2. Since the domain invariant features of deep UDA meth-
ods are learned end-to-end, we will not compare the detailed
difference on dis, f and h unless otherwise specified.
4.2 Adversarial Generative Models
Adversarial generative models combine the domain discrimi-
native model with a generative component generally based on
generative adversarial nets (GANs) [Goodfellow et al., 2014],
which includes a generator g with parameter θg and a dis-
criminator d with parameter θd. g takes random noise z as
input to generate a virtual image, and d takes the output of g
and real images x as input to classify whether an image is real
or generated. The learning process is that d tries to maximize
the probability of correctly classifying real images and gen-
erated images, while g tries to generate images to maximize
the probability of d making a mistake. In other words, the
following two-player minimax game is played
min
g
max
d
LG(d, g) = Ex∼Px log d(x)
+ Ez∼Pz log(1− d(g(z))).
(16)
When optimizing g, the lossLg only includes the second part.
While optimizing d, the loss Ld includes both.
Table 3: Comparison of different adversarial generative models, where ‘loss’ indicates the loss objectives without the common cross-entropy
loss, ‘layer’ represents the layers that the loss functions on, ‘weight’ indicates whether the weights of different GANs are shared or not, the
number after ‘ResNet-’ is the number of ResNet blocks.
loss input of GAN weight g base net d base net f base net
[Liu and Tuzel, 2016] Coupled GAN z partially shared self-defined LeNet self-defined
[Shrivastava et al., 2017] GAN with new Lg xS - ResNet-4 self-defined self-defined
[Bousmalis et al., 2017] GAN, masked-PMSE z, xS - ResNet-3 self-defined AlexNet
[Hoffman et al., 2017] CycleGAN, semantic, feature xS , xT , fea unshared ResNet-7 self-defined LeNet, VGG16, DRN
[Kang et al., 2018] CycleGAN, attention map xS , xT unshared ResNet-50 self-defined ResNet, AlexNet
The Coupled Generative Adversarial Networks (Co-
GAN) [Liu and Tuzel, 2016] is composed of a tuple of GANs,
each corresponding to one domain. CoGAN can learn a joint
distribution of multi-domain images without existence of cor-
responding images in different domains, simply by enforcing
a weight-sharing constraint to the layers that are responsible
for decoding high-level semantics. For example, in the unsu-
pervised domain adaptation situation discussed in this paper,
CoGAN consists of a pair of GANs, each is responsible for
synthesizing images in one domain (source or target). In such
cases, the CoGAN corresponds a constrained minimax game
of two teams, each with two players
LG(dS , gS , dT , gT ) = ExS∼PS log dS(xS)
+ Ez∼Pz log(1− dS(gS(z))) + ExT∼PT log dT (xT )
+ Ez∼Pz log(1− dT (gT (z))),
(17)
where gS (gT ) and dS (dT ) are the generator and discrimina-
tor of the source (target) GAN, θ
g
(i)
S
= θ
g
(i)
T
, i = 1, 2, · · · ,m
and θ
d
(nS−j)
S
= θ
d
(nT−j)
T
, j = 0, 1, 2, · · · , n− 1, which indi-
cate the weight-sharing constraint of the first m layers for the
generator and the last n layers for the discriminator.
Shrivastava et al. [2017] proposed simulated and unsuper-
vised learning (SimGAN) to improve the realism of a simu-
lator’s output using unlabeled real data. The discriminator’s
loss in SimGAN is the same as that of traditional GAN, while
a self-regularization loss is added in the refiner (generator)
loss to ensure that the refined data do not change much, which
aims to preserve the annotation information
Lg = ExS∼PS [log(1−d(g(xS)))+λ ‖ g(xS)−xS ‖1]. (18)
Another two improvements in SimGAN are that the discrim-
inator’s output is a multiple dimensional probability map of
patches to reflect the receptive field and that the discriminator
is trained using a history of refined images rather than only
the ones from the current refiner network, which aims to sta-
bilize training.
Bousmalis et al. [2017] also exploited GANs to adapt
source images to appear as if they are drawn from the target
domain. The generator in this model is conditioned on both a
noise vector and an image from the source domain. By decou-
pling the process of domain adaptation from the task-specific
architecture, the model can generalize to object classes un-
seen during the training phase. Furthermore, to penalize large
low-level differences between source and generated images
for foreground pixels only, the model learns to minimize a
masked Pairwise Mean Squared Error (PMSE) which only
calculates the masked pixels (foreground) of the source and
the generated images. The joint objective is
min
θg,θf
max
θd
αLd(d, g) + βLc(f, g) + γLe(g). (19)
Similar to Equ. (16), Ld represents the domain loss by replac-
ing x with xT and z with xS , z. Lc is the cross-entropy loss.
Le is the masked-PMSE loss
Le(g) =ExS∼PS ,z∼Pz [‖ (xS − g(xS , z)) ◦m ‖22 /NxS
− ((xS − g(xS , z))m)2/N2xS ],
(20)
where m ∈ RNxS is a binary mask, NxS is the number of
pixels in input xS , and ◦ is the Hadamard product.
Based on the cycle-consistency constraints of the Cy-
cleGAN [Zhu et al., 2017], Hoffman et al. [2017] pro-
posed discriminatively-trained Cycle-Consistent Adversarial
Domain Adaptation (CyCADA), which adapts representa-
tions at both the pixel-level and feature-level, enforces cycle-
consistency, and leverages a task loss, without the require-
ment of aligned pairs. A source model fS is first learned
with the cross-entropy loss Lc(fS ,XS ,YS). Besides the tra-
ditional GAN loss LG(gST , dT ,XT ,XS), gST indicates the
generator from source to target, dT is the corresponding dis-
criminator, there are some other losses. The first is the cross-
entropy loss Lc(fT , gST (XS),XT ,YS) for the target model
fT based on the translated source image and corresponding
labels. Another mapping from target to source is trained
to preserve the structure or content of the original sample
xS with the GAN loss LG(gTS , dS ,XS ,XT ). The cycle-
consistency is enforced to ensure that mapping a source sam-
ple from source to target and back to the source reproduces
the original sample by imposing an L1 penalty on the recon-
struction error
Lcyc(gST , gTS ,XS ,XT ) = ExS∼PS ‖ gTS(gST (xS))
− xS ‖1 +ExT∼PT ‖ GS→T (GT→S(xT ))− xT ‖1 .
(21)
Suppose the predicted label from classifier f is p(f, x) =
arg max(f(x)), the high semantic consistency is added be-
fore and after image translation
Lsem(gST , gTS ,XS ,XT , fS) = Lc(fS , gTS(XT ),
p(fS ,XT )) + Lc(fS , gST (XS), p(fS ,XS)). (22)
A feature-level GAN loss LG(fT , dfeat, fS(gST (XS)),XT )
is considered to discriminate between the features or seman-
tics from two image sets as viewed under a task network. The
objective is the joint combination of the above losses.
Besides LG(gST , dT ,XT ,XS), LG(gTS , dS ,XS ,XT ) and
Lcyc(gST , gTS ,XS ,XT ), Kang et al. [2018] proposed to im-
pose the attention alignment penalty to reduce the discrep-
ancy of attention maps across domains. The attention map is
defined as in Equ. (14). The distance betwen the vectorized
attention maps of the source and the target networks is pe-
nalized to minimize the discrepancy. To make the attention
mechanism invariant to the domain shift, the target network
is trained with a mixture of real and synthetic data from both
source and target domains.
The comparison of these models is summarized in Table 3.
4.3 Adversarial Discriminative Models
Adversarial discriminative models usually employ an adver-
sarial objective with respect to a domain discriminator to en-
courage domain confusion. Suppose mS and mT are the rep-
resentation mappings of the source and target domains, d is
a domain discriminator, which classifies whether a data point
is drawn from the source or the target domain. All adversar-
ial losses train the adversarial discriminator using a standard
classification loss, typically GAN loss,
max
d
Lad(XS ,XT ,mS ,mT ) = ExS∼PS
log d(mS(xS)) + ExT∼PT log(1− d(mT (xT ))).
(23)
The loss used to train representation mapping, Lam , is dif-
ferent in existing methods. The Domain-Adversarial Neu-
ral Networks (DANN) [Ganin et al., 2016] optimizes the
mapping to minimize the discriminator loss directly Lam =−Lad , which might be problematic, since early on during
training the discriminator converges quickly, causing the gra-
dient to vanish. Tzeng et al. [2017] proposed to use an in-
verted label GAN loss rather than directly using the minimax
loss to split the optimization process into two independent
objectives for generator and discriminator in Adversarial Dis-
criminative Domain Adaptation (ADDA)
max
mT
Lam(XS ,XT , d) = ExT∼PT log d(mT (xT )). (24)
4.4 Reconstruction-based Methods
Reconstruction based methods incorporate a reconstruction
loss to minimize the difference between the input and the
reconstructed input. Ghifary et al. [2015] designed a three-
layer Multi-task Autoencoder (MTAE) architecture, which
is an autoencoder with multiple (2 when NMS = 1) out-
put layers, each corresponding to one domain. In MTAE,
the input-hidden and hidden-output weights represent shared
and domain-specific parameters, respectively. The category-
level correspondence across domains is required, which can
be implemented by a random selection procedure. Suppose
the selected data are X′S ,X
′
T ∈ RN×N
′
. Let X = [X′S ; X
′
T ],
Xl = [X′l; X
′
l], l ∈ {S, T}, xTi and xlTi be the ith row of X
and Xl. The feed-forward MTAE reconstruction is
hi = σenc(WTxi), fΘ(l)(xi) = σdec(V
(l)Thi), (25)
where Θ(l) = {W,V(l)} contains the matrices of shared
and individual weights, σenc and σdec are element-wise non-
linear activation functions. Self-domain and between-domain
reconstruction tasks are performed truing MTAE Training,
which corresponds to minimizing the following objective∑
l
2N ′∑
i=1
‖ fΘ(l)(xi)− xl ‖22 +η(‖W ‖22 + ‖ V(l) ‖22). (26)
Another representative work is Deep Reconstruction Clas-
sification Network (DRCN) [Ghifary et al., 2016], which
combines a traditional convolutional supervised network for
source label prediction with a de-convolutional unsupervised
network for target data reconstruction, by viewing the recon-
struction network as an approximate of the ideal discrimina-
tive representation. The feature mapping parameters of the
two streams are shared, while the feature labeling parameters
of the supervised network and the feature decoding param-
eters of the unsupervised network for the reconstruction are
learned individually. The reconstruction loss is defined as
LR = ExT∼PT ‖ fR(xT )− xT ‖22, (27)
where fR(xT ) is the output of the reconstruction network.
The former MTAE method requires that the number of
samples of corresponding category in the two domains should
be the same. After sample selection procedure, some im-
portant information may be missing. Further, the output of
the algorithm is learned features, based on which a classifier
(multi-class SVM with linear kernel in this paper) needs to
be trained. The latter DRCN method employs an end-to-end
strategy, without the requirement of aligned pairs.
5 Conclusion and Future Directions
This paper attempted to provide an overview of recent devel-
opments in unsupervised domain adaptation of both non-deep
and deep scenarios. Obviously, it cannot cover all the liter-
ature on UDA, since too many works have been published
recently, and we focused on a representative subset of the
latest methods. We summarized these methods with unified
variables and formulations, and compared the differences and
(dis)advantages. We hope that this survey can help the inter-
ested researchers understand UDA better.
We believe that (unsupervised) domain adaptation will
continue to be an active and promising research area with
broad potential applications, such as autonomous driving. For
further studies, researchers can pursue either the method-
ology or applications of domain adaptation. From the
methodology’s perspective, incorporating prior knowledge
into the adaptation process may lead to performance increase
and imaging understanding, since domain shifts are usu-
ally caused from the imaging process, such as illumination
changes, sensor changes, and viewpoint changes [Patel et al.,
2015]. For adversarial methods, imposing multi-level con-
straints jointly in the adaptation, such as low-level appear-
ances, mid-level features and high-level semantics, can better
preserve the structure and attributes of the source data. In ad-
dition, if there are just a few examples for some categories in
the labeled source data, how to adapt well in such cases is an-
other challenge. Designing an effective and direct metric to
evaluate the quality of adaptation, instead of testing the per-
formance on the target domain, would accelerate the training
process of GANs.
For applications, current methods mainly focused on 2D
images from the source domain to the target domain. Adapt-
ing 3D images, 2D videos, 3D videos or multi-modal data is
more challenging and worth studying. Effectively exploring
the temporal correlation of videos and the spatial information
of 3D data may significantly improve the performance of do-
main adaptation. For example, adapting the 3D LiDAR point
cloud data from synthetic GTA-V to realistic KITTI [Geiger
et al., 2012] is very interesting. Meanwhile, existing adap-
tation methods mainly work on the objective task, such as
object classification and scene segmentation, while the adap-
tation on subjective attributes, such as aesthetics and emo-
tions, has been rarely explored.
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