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1.1
V
A
L
O
R
E
D
I
A
S
P
E
T
T
A
Z
IO
N
E
Ilvalore
di
aspettazion
e
µ
d
iu
n
a
variab
ile
aleatoria
x
h
a
la
n
otazion
e
µ=
E
[x];
con
ciò
si
in
ten
de
la
som
m
a
p
esata
ditu
ttivalorip
ossibilip
er
x,n
orm
alizzata
alla
som
m
a
deip
esi:
￿+∞−∞
xW
(x)d
x
￿+∞−∞
W
(x)d
x
(1.1)
￿
∞i=
0 x
i w
i
￿
∞i=
0 w
i
(1.2)
con
W
(x)
la
fu
n
zion
e
d
eip
esi,e
w
i
ilp
eso
i-esim
o.
N
elcaso
ch
e
W
(x)
sia
n
orm
alizzata
ad
1,essa
rap
p
resen
ta
la
fu
n
zion
e
diden
sità
diprobabilità
;an
alogam
en
te
se
la
som
m
a
d
ei
p
esiw
i
vale
1,allora
ciascu
n
p
eso
rap
p
resen
ta
la
p
robabilità
dioccorren
za
delvalore
x
i
della
variabile
aleatoria
x
E
[x]è
u
n’ap
p
licazion
e
lin
eare
in
x,e
qu
in
divale
ch
e
E
[a
x+
b
]=
E
[a
x]+
E
[b
]=
a
E
[x]+
b=
a
µ+
b
;
(1.3)
1.2
M
O
M
E
N
T
I
IN
IZ
IA
L
I
E
M
O
M
E
N
T
I
C
E
N
T
R
A
L
I
Ilm
om
en
to
in
iziale
grado
n
della
variabile
aleatoria
x
è
ilvalore
diasp
ettazion
e
dix
n,ovvero
E
[x
n].
Ilm
om
en
to
cen
trale
d
igrad
o
n
è
ilvalore
d
iasp
ettazion
e
d
ella
p
oten
za
n
-esim
a
d
i
x−
E
[x]=
x−
µ
,ovvero
E
[(x−
µ
) n]
O
vviam
en
te,ilm
en
to
cen
trale
digrado
1
è
n
u
llo:E
[x−
µ
]=
E
[x]−
E
[µ
]=
µ−
µ=
0
1.3
V
A
R
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D
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V
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N
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D
A
R
D
E
D
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C
E
R
T
E
Z
Z
A
D
I
U
N
A
M
IS
U
R
A
La
varian
za
della
variabile
aleatoria
x
è
ilsu
o
m
om
en
to
cen
trale
digrado
2:
V
[x]
=
E
[(x−
µ
) 2]=
E
[x
2−
2x
µ+
µ
2]
=
E
[x
2]−
2E
[x]µ+
E
[µ
2]
=
E
[x
2]−
2µ
2+
µ
2
=
E
[x
2]−
µ
2.
(1.4)
La
varian
za
n
on
è
u
n’ap
p
licazion
e
lin
eare
dix,m
a
qu
adratica:
V
[a
x+
b
]
=
E
[(a
x+
b
) 2]−
(E
[a
x+
b
]) 2
=
E
[a
2x
2+
2a
xb+
b
2]−
(a
µ+
b
) 2
=
a
2E
[x
2]+
2a
b
µ+
b
2−
a
2µ
2−
2a
b
µ−
b
2
=
a
2E
[x
2]−
a
2µ
2=
a
2(E
[x
2−
µ
2])
=
a
2V
[x]
(1.5)
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C
om
e
sivede,la
dip
en
den
za
dib
scom
p
are.In
fatti,essen
do
b
u
n
a
costan
te
n
on
com
p
orta
u
n
a
varian
za.R
im
an
e
a
(in
form
a
qu
adratica)p
oich
é
strettam
en
te
con
n
esso
con
la
variabile
aleatoria.
La
deviazion
e
stan
dard
sidefi
n
isce
com
e
la
radice
qu
adrata
della
varian
za:
σ
std = ￿
V
[x]
(1.6)
Sp
esso
p
ossiam
o
associare
u
n
a
gran
d
ezza
m
isu
rata
ad
u
n
a
variab
ile
aleatoria.Q
u
esta
asso-
ciazion
e
è
legittim
a
assu
m
en
d
o
ch
e
ilrisu
ltato
d
iogn
im
isu
ra
d
itale
gran
d
ezza
sia
soggetto
a
fl
u
ttu
azion
iim
p
reved
ib
ilie
in
con
trollab
ili,e
q
u
in
d
ialeatorie.
Pu
rtrop
p
o
ilset
d
im
isu
re
dispon
ibilin
on
è
m
aiin
fin
ito,e
quin
din
on
è
corretto
associare
direttam
en
te
l’errore
dim
isura
con
la
sem
p
lice
d
eviazion
e
stan
d
ard
.Q
u
ello
ch
e
sifa
è
associare
l’errore
d
ella
m
isu
ra
con
il
m
iglior
estim
atore
diqu
esta,com
e
m
ostrato
p
iù
avan
tin
ella
sezion
e
5.1.
1.4
D
E
FIN
IZ
IO
N
E
operativa
D
E
L
L
A
C
O
V
A
R
IA
N
Z
A
Su
p
p
on
iam
o
diavere
du
e
variabilialeatorie
x
e
y,risp
ettivam
en
te
con
valoridiasp
ettazion
e
µ
x
e
µ
y .C
erchiam
o
la
varian
za
della
quan
tità
x+
y
(con
ovvio
valore
diaspettazion
e
µ
x +
µ
y ):
V
[x+
y]
=
E
[(x+
y) 2]−
(E
[x+
y]) 2=
E
[x
2+
2x
y+
y
2]−
(µ
x +
µ
y ) 2
=
E
[x
2]+
E
[y
2]+
2E
[x
y]−
µ
2x −
µ
2y −
2µ
x µ
y
=
V
[x]+
V
[y]+
2cov
[x,y]
aven
do
defi
n
ito
cov
[x,y]=
E
[x
y]−
µ
x µ
y
(1.7)
R
isu
lta
evid
en
te
ch
e
se
x
e
y
son
o
in
d
ip
en
d
en
ti,E
[x
y]=
E
[x]E
[y],e
la
covarian
za
è
n
u
lla
(in
sostan
za
n
on
c’è
u
n
a
m
u
tu
a
dip
en
den
za
tra
le
variabili,qu
in
din
on
co-varian
o).
Si
n
oti
ch
e
la
covarian
za
d
i
u
n
a
variab
ile
con
se
stessa
corrisp
on
d
e
alla
varian
za
d
ella
variabile
stessa,ovvero
:cov
[x,x]=
E
[x·x]−
µ
x ·µ
x =
E
[x
2]−
µ
2x =
V
[x].
1.5
V
A
R
IA
N
Z
A
C
O
N
P
E
S
I
E
M
A
T
R
IC
E
D
I
C
O
V
A
R
IA
N
Z
A
Su
p
p
on
iam
o
diavere
le
solite
du
e
variabilialeatorie
x
e
y,e
ch
e
qu
este
form
in
o
la
gran
dezza
z=
xw
x +
yw
y ,d
ove
w
x
e
w
y
son
o
ip
esiattrib
u
itia
x
e
y,risp
ettivam
en
te.
C
alcoliam
o
la
varian
za
diz:
V
[z]
=
E
[(xw
x +
yw
y ) 2]−
(E
[xw
x +
yw
y ]) 2
=
E
[x
2w
2x +
y
2w
2y +
2x
yw
x w
y ]−
(w
x µ
x +
w
y µ
y ) 2
=
w
2x E
[x
2]+
w
2y E
[y
2]+
2w
x w
y E
[x
y]−
w
2x µ
2x −
w
2y µ
2y −
2w
x w
y µ
x µ
y
=
w
2x V
[x]+
w
2y V
[y]+
2w
x w
y cov
[x,y]
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G
en
eralizzan
do
z
com
e
la
som
m
a
diu
n
n
u
m
ero
arbitrario
divariabilialeatorie
x
i ,ogn
u
n
a
p
esata
con
ilsu
o
w
i ,ovvero
z= ￿
i w
i x
i ,la
varian
za
diz
vale
qu
in
di
V
[z]= ￿i
w
2i V
[x
i ]+
2 ￿j>
k w
j w
k cov
[x
j ,x
k ].
(1.8)
D
efi
n
iam
o
m
atrice
dicovarian
za
V
tale
ch
e
ilsu
o
elem
en
to
i
j
vale
V
ij =
cov
(x
i ,x
j ).Sin
oti
qu
in
dich
e
glielem
en
tidiagon
alidella
m
atrice
dicovarian
za
son
o
le
varian
ze
diogn
isin
gola
variabile
aleatoria
con
siderata.
Se
￿w
è
ilvettore
deip
esi,allora
p
ossiam
o
con
trarre
in
scrittu
ra
m
atriciale
la
varian
za
V
[z]
com
e
V
[z]=
￿w
V
￿w
T
.
1.6
V
A
R
IA
N
Z
A
D
E
L
V
A
L
O
R
E
M
E
D
IO
Su
p
p
on
iam
o
d
iavere
u
n
setd
iN
variab
ilialeatorie
x
i .
Sid
efi
n
isce
ilvalore
m
ed
io
com
e
la
segu
en
te
esp
ression
e:
xˆ= ￿
Ni=
1 x
i
N
(1.9)
Su
p
p
on
iam
o
ch
e
ciascu
n
a
delle
x
i
abbia
lo
stesso
valore
diasp
ettazion
e
E
[x
i ]=
µ
(1.10)
Sin
otich
e
n
u
lla
siè
d
etto
circa
la
varian
za
d
iciascu
n
a
d
elle
x
i .
A
lm
om
en
to
ciascu
n
a
variabile
p
u
ò
avere
u
n
a
varian
za
diversa
da
tu
tte
le
altre.
Posso
quin
diiden
tifi
care
la
(1.9)com
e
la
som
m
a
diN
variabilialeatorie,e
quin
diattribuire
altrettan
to
a
xˆ
ilru
olo
divariabile
aleatoria.Per
qu
esto
h
a
sen
so
calcolarsila
varian
za
dixˆ.
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V
(xˆ)
=
E ￿￿￿i
x
i
N ￿
2 ￿− ￿E ￿￿i
x
i
N ￿￿
2
=
E ￿￿￿i
x
i
N ￿
2 ￿− ￿￿i
E
[x
i ]
N ￿
2
=
1N
2
E ￿￿i
x
2+
2 ￿i>
j x
i x
j ￿−
µ
2N
2
N
2
=
1N
2 ￿￿i
E
[x
2i ]+
2 ￿i>
j E
[x
i x
j ]−
N
2µ
2 ￿
e
se
le
x
i
son
o
in
dip
en
den
ti→
E
[x
i x
j ]=
E
[x
i ]E
[x
j ]=
µ
2
=
1N
2 ￿￿i
E
[x
2i ]+
2 ￿i>
j µ
2−
N
2µ
2 ￿
con ￿
i>
j 1=
N
(N−
1)
2
=
1N
2 ￿￿i
E
[x
2i ]+
2µ
2 N
(N
−
1)
2
−
N
2µ
2 ￿
=
1N
2 ￿￿i
E
[x
2i ]−
µ
2N ￿
ten
en
do
con
to
ch
e
N
= ￿
i 1
=
1N
2 ￿￿i
E
[x
2i ]− ￿i
µ
2 ￿
= ￿
i V
[x
i ]
N
2
(1.11)
N
otiam
o
ch
e
fi
n
o
ad
ora
ab
b
iam
o
soltan
to
assu
n
to
ch
e
le
N
variab
ili
x
i
sian
o
tra
loro
in
d
ip
en
d
en
ti.
Se
con
fron
tiam
o
ilrisu
ltato
otten
u
to
ad
esso
con
la
(1.8)
n
otiam
o
ch
e
ilcaso
trattato
adesso
con
siste
(oltre
all’in
dipen
den
za
delle
variablili)n
eldare
un
peso
uguale
a
tutte
le
N
variabilialeatorie,e
p
ariad
1N
.
Se
adesso
su
p
p
on
iam
o
u
lteriorm
en
te
ch
e
la
varian
za
diciascu
n
a
delle
x
i
sia
u
gu
ale
ad
u
n
valore
costan
te
V
[x
i ]=
σ
2,allora
la
(1.11)siridu
ce
a
V
[xˆ]
=
σ
2
N
(1.12)
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1.7
IN
C
E
R
T
E
Z
Z
A
S
U
L
L
E
en
tries
IN
U
N
B
IN
D
I
U
N
IS
T
O
G
R
A
M
M
A
Su
p
p
on
iam
o
d
iavere
u
n
istogram
m
a
con
varib
in
,e
ch
ied
iam
ociq
u
ale
sia
l’in
certezza
d
a
attrib
u
ire
a
ciascu
n
b
in
.
Su
p
p
on
iam
o
p
rim
a
d
itu
tto
ch
e
ciascu
n
a
en
try
in
ciascu
n
b
in
sia
in
dip
en
den
te
dalle
altre.Per
qu
esto
m
otivo,la
(1.8)siridu
ce
alla
sola
V
[z]= ￿j
w
2j V
[x
j ],
(1.13)
dove
(e
qu
ioccorre
ben
e
in
ten
dersisu
lsign
ifi
cato
delle
variabili)
z=
n
i =
n
i
￿j
w
j x
j ,
ovvero
z
è
iln
u
m
ero
deglieven
tich
e
son
o
con
teggiatiap
p
arten
ere
albin
i-esim
o.Sin
otich
e
la
scrittura
presen
tata
è
gen
erale,e
siriferisce
ad
even
tipesati.In
particolare
x
j
è
iln
um
ero
di
tu
ttie
soliqu
eglieven
tich
e
h
an
n
o
in
dividu
alm
en
te
ilp
eso
w
j .
È
im
portan
te
a
questo
pun
to
capire
com
e
calcolare
la
varian
za
digran
dezze
che
esprim
on
o
ilcon
teggio
dieven
ti.Per
questo
occorre
in
trodurre,n
ella
sezion
e
successiva,la
distribuzion
e
diPoisson
.
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2
D
IS
T
R
IB
U
Z
IO
N
E
D
IP
O
IS
S
O
N
La
distribuzion
e
diPoisson
descrive
glieven
tiche
en
tran
o
in
un
con
teggio.Q
uestisoddisfan
o
gen
eralm
en
te
isegu
en
tirequ
isiti:
•
ciascu
n
even
to
è
in
d
ip
en
d
en
te
d
a
q
u
ellioccorsiin
p
reced
en
za
e
n
on
in
fl
u
en
za
q
u
elli
su
ccessivi
•
la
d
istrib
u
zion
e
d
egli
even
ti
lu
n
go
u
n
asse
ch
e
serva
ad
ord
in
arli,
ad
esem
p
io
u
n
a
lin
ea
tem
p
orale
o
sp
aziale,n
on
d
ip
en
d
e
in
n
essu
n
m
od
o
d
a
com
e
sisu
d
d
ivid
e
tale
asse.
Q
u
esto
sign
ifi
ca
ch
e
im
m
agin
an
d
o
d
isu
d
d
ivid
ere
l’asse
in
in
tervalliu
gu
ali,la
p
robabilità
dioccorrere
in
u
n
dato
in
tervallo
è
iden
tica
p
er
tu
ttigliin
tervalli.
•
glieven
tioccorron
o
in
m
od
o
seq
u
en
ziale.In
altre
p
arole,esiste
sem
p
re
u
n
in
tervallo
lu
n
go
l’asse
diriferim
en
to
arbitrariam
en
te
p
iccolo
ch
e
sep
ara
du
e
even
ti.
D
a
qu
estiassu
n
tip
ossiam
o
d
ire
ch
e
la
p
rob
ab
ilità
d
itrovare
u
n
even
to
in
u
n
in
tervallo
d
i
lu
n
gh
ezza
d
l
d
ip
en
d
e
d
alla
d
im
en
sion
e
d
ell’in
tervallo,ovvero
p=
k
d
l,con
k
u
n
a
costan
te,
ch
e
in
terp
reterem
o
com
e
la
freq
u
en
za
m
ed
ia
d
i
occorren
za
d
i
u
n
even
to.
N
atu
ralm
en
te,
p
erch
é
k
d
l
esp
rim
a
il
sen
so
d
i
u
n
a
p
rob
ab
ilità
d
eve
essere
k
d
l≤
1.
Q
u
esto
è
garan
tito
d
all’arb
itrarietà
d
id
l,ch
e
p
ossiam
o
con
sid
erare
p
iccolo
a
p
iacere
(e
com
u
n
qu
e
su
ffi
cien
te-
m
en
te
p
iccolo
p
erch
é
sia
trascu
rabile
la
p
robabilità
ditrovarciden
tro
du
e
even
ti).
Se
k
d
l
è
la
p
rob
ab
ilità
d
i
trovare
u
n
even
to
in
d
l,
allora
la
p
rob
ab
ilità
d
i
n
on
trovarn
e
n
essu
n
o
è
ilsu
o
com
p
lem
en
to
ad
1,ovvero
1−
k
d
l.
Se
stiam
o
con
sid
eran
d
o
u
n
in
tervallo
L
su
d
d
iviso
d
a
N
in
tervallid
l,allora
la
p
rob
ab
ilità
ch
e
n
essu
n
o
diqu
esticon
ten
ga
u
n
even
to
vale
P
0 (L
)=
(1−
k
d
l) N
.
D
’altron
de
d
l=
LN
,qu
in
dila
p
receden
te
equ
azion
e
diven
ta
P
0 (L
)=
(1−
k
LN
) N
.
Im
m
agin
an
do
dim
an
dare
N
→
∞
,ovvero
diriducen
do
sem
pre
dipiù
d
l,possiam
o
scrivere
P
0 (L
)=
lim
N→
∞
(1−
k
LN
) N=
e −
k
L.
A
questo
pun
to
defin
iam
o
I1 (l)com
e
la
den
sità
diprobabilità
(p.d.f.)
diin
tervallicon
1
solo
even
to.L’esp
ression
e
segu
en
te
I1 (l)d
l
(2.1)
corrisp
on
d
e
alla
p
rob
ab
ilità
d
iavere
u
n
even
to
n
ell’in
tervallo
tra
l
e
l+
d
l.
In
altre
p
arole,
la
(2.1)
in
d
ica
la
p
rob
ab
ilità
d
itrovare
u
n
im
p
u
lso
in
u
n
in
tervallo
in
fi
n
itesim
ale
d
l,d
op
o
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ch
e
n
on
siè
avu
to
u
n
solo
even
to
p
er
tu
tto
u
n
in
tervallo
d
ilu
n
gh
ezza
l
d
all’u
ltim
o
even
to.
In
som
m
a:stiam
o
parlan
do
della
sequen
za
didue
even
tin
ell’in
tervallo
com
preso
da
0
a
l+
d
l.
Q
u
in
di
I1 (l)d
l
=
P
0 (l)×
P
1 (d
l)=
e −
k
lk
d
l;
I1 (l)
=
k
e −
k
l.
A
questo
pun
to
vien
e
n
aturale
chiederciprim
a
quale
sia
la
probabilità
diavere
un
a
sequen
za
d
i3
even
ti,e
p
oigen
eralizzare
ad
u
n
n
u
m
ero
arb
itrario
N
d
ieven
ti(sem
p
re
in
clu
siin
u
n
in
tervallo
com
p
reso
da
0
a
l+
d
l
).
A
ffron
tiam
o
p
rim
a
ilcaso
d
i3
even
ti.R
elativam
en
te
alcaso
d
ella
sequ
en
za
d
id
u
e
even
ti,
si
tratta
d
i
in
serirn
e
u
n
o
tra
0
e
l+
d
l.
In
p
ratica
lu
n
go
l’asse
d
i
riferim
en
to,
l’even
to
d
a
aggiu
n
gere
sip
resen
ta
en
tro
u
n
certo
d
l ￿dop
o
ch
e
n
on
cison
o
statieven
titra
l’in
izio
e
l ￿<
l.
Pertan
to
la
probabilità
ditale
sequen
za
a
tre
even
ti(che
occorron
o
rispettivam
en
te
in
0,l ￿+
d
l ￿
e
l+
d
l
)vale:
I2 (l)d
l
=
P
0 (l ￿)×
k
d
l ￿×
P
0 (l−
l ￿)×
k
d
l
=
d
l ￿
l0 I1 (l ￿)×
I1 (l−
l ￿)d
l ￿
=
d
l ￿
l0 k
e −
k
l ￿×
k
e −
k
(l−
l ￿)d
l ￿
=
k
2d
le −
k
ll
=
k
(k
l)e −
k
ld
l.
Pertan
to
I2 (l)
=
k
(k
l)e −
k
l
=
(k
l)I1 (l).
(2.2)
D
alla
(2.2)ap
pare
subito
la
relazion
e
recursiva.U
n
A
um
en
tan
do
diun
even
to
sidim
ostra
che
I3 (l)
=
(k
l) 2I1 (l)
2
I4 (l)
=
(k
l) 3I1 (l)
6
IN
(l)
=
(k
l) N−
1I1 (l)
(N
−
1)!
(2.3)
Possiam
o
qu
in
diu
tilizzare
la
(2.3)p
er
scrivere
la
p
rob
ab
ilità
d
iavere
N
even
tin
ell’in
tervallo
(0,L+
d
l)in
m
odo
ch
e:
P
N
(L+
d
l)
=
IN
(L
)d
l
=
(k
L
) N−
1e −
k
L
(N
−
1)!
k
d
l
(2.4)
=
P
N−
1 (L
)P
1 (d
l)
(2.5)
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C
on
fron
tan
d
o
la
(2.4)
con
la
(2.5)
sicon
clu
d
e
ch
e
la
p
rob
ab
ilità
d
iavere
M
=
N
−
1
even
ti
n
ell’in
tervallo
dilargh
ezza
L
vale
P
M
(L
)=
(k
L
) M
e −
k
L
M
!
.
(2.6)
La
(2.6)è
la
form
u
lazion
e
m
atem
atica
della
distribu
zion
e
diPoisson
.
2.1
V
A
L
O
R
E
D
I
A
S
P
E
T
T
A
Z
IO
N
E
E
V
A
R
IA
N
Z
A
P
E
R
L
A
D
IS
T
R
IB
U
Z
IO
N
E
D
IP
O
IS
S
O
N
U
tilizzan
do
la
relazion
e
(1.2),iden
tifi
can
do
i=
x
i =
M
,e
con
w
i =
P
M
(L
)sitrova
ch
e
ilvalore
diasp
ettazion
e
diu
n
a
variabile
ch
e
segu
e
la
distribu
zion
e
diPoisson
vale
p
rop
rio
µ=
k
L
.
In
fattisih
a
ch
e
µ
=
E
[M
]
=
∞￿M=
0 M
(k
L
) M
e −
k
L
M
!
=
e −
k
L
∞￿M=
0 M
(k
L
) M
M
!
Poich
é
p
er
M
=
0
ilrelativo
term
in
e
della
som
m
a
è
n
u
llo,p
ossiam
o
scrivere
µ
=
e −
k
L
∞￿M=
1 M
(k
L
) M
M
!
=
e −
k
L
∞￿M=
1
(k
L
) M
(M
−
1)!
=
e −
k
Lk
L
∞￿M=
1
(k
L
) M
−
1
(M
−
1)!
Se
defi
n
isco
J=
M
−
1
µ
=
e −
k
Lk
L
∞￿J=
0
(k
L
) J
(J)!
m
a
valen
do ￿
∞J=
0
(k
L
) J
(J)! =
e
k
L,sitrova
in
fi
n
e
µ
=
e −
k
Lk
L
e
k
L
=
k
L
(2.7)
In
sostan
za
µ
è
ilvalore
d
iasp
ettazion
e
d
eln
u
m
ero
d
ieven
tich
e
p
osson
o
occorrere
in
u
n
in
tervallo
d
igran
d
ezza
L
.
Per
q
u
esto
m
otivo,u
n
a
form
u
lazion
e
eq
u
ivalen
te
alla
(2.6)
è
la
segu
en
te:
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P
(r,µ
)=
µ
re −
µ
r!
.
(2.8)
ovvero
la
p
robabilità
ditrovare
r
even
tiqu
an
do
m
e
n
e
asp
etto
µ
.
Per
la
varian
za
siap
p
lica
la
relazion
e
(1.4):
V
[r]
=
E
[r
2]−
µ
2
E
[r
2]
=
∞￿r=
0 r
2 e −
µ
µ
r
r!
=
e −
µ
∞￿r=
1 r
µ
r
(r−
1)!
=
e −
µ
µ
∞￿r=
1 r
µ
(r−
1)
(r−
1)!
=
e −
µ
µ
∞￿i=
0 (i+
1) µ
i
i!
=
e −
µ
µ ￿
∞￿i=
0 i
µ
i
i! +
∞￿i=
0
µ
i
i! ￿
=
e −
µ
µ ￿µ
∞￿i=
1
µ
(i−
1)
(i−
1)! +
e
µ ￿
=
e −
µ
µ ￿µ
∞￿j=
0
µ
j
j! +
e
µ ￿
=
e −
µ
µ ￿µ
e
µ+
e
µ ￿
=
µ ￿µ+
1 ￿
Q
u
in
disitrova
ch
e
V
[r]
=
µ
2+
µ−
µ
2
=
µ
.
(2.9)
Q
uesto
im
plica
che
n
elcaso
della
distribuzion
e
diPoisson
,la
varian
za
della
variabile
aleato-
ria
coin
cide
con
ilvalore
diasp
ettazion
e.
2.2
A
N
C
O
R
A
IL
C
A
S
O
D
E
L
L
E
E
N
T
R
IE
S
D
I
U
N
IS
T
O
G
R
A
M
M
A
Fin
alm
en
te
p
ossiam
o
ritorn
are
ad
occu
p
arcid
elle
en
tries
d
iu
n
b
in
d
iu
n
istogram
m
a.
Per
q
u
an
to
afferm
ato
all’in
izio
d
ella
Sezion
e,la
(1.13)
p
u
ò
essere
riscritta
ten
en
d
o
con
to
d
ella
(2.9),e
qu
in
di:
V
[z]= ￿j
w
2j µ
j
(2.10)
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O
ra,in
gen
erale,qu
an
d
o
sicostru
isce
u
n
istogram
m
a,ilvalore
d
elle
µ
i
n
on
è
con
osciu
to.
Possiam
o
però
stim
arlo
n
elm
odo
più
verosim
ile,ovvero
trovare
ilsuo
m
igliorestim
atore
µˆ
.Sco-
p
rirem
o
com
e
fare
p
iù
avan
ti,qu
an
do
p
arlerem
o
delm
etodo
della
M
assim
a
Verosim
iglian
za,
(
M
axim
u
m
Likelih
ood
-
M
L,in
in
glese).
Q
u
ib
asta
an
ticip
are
ch
e
d
ata
u
n
a
m
isu
ra
d
icon
-
teggi
r,q
u
in
d
i
essen
d
o
r
u
n
a
variab
ile
aleatoria
d
istrib
u
ita
secon
d
o
u
n
a
d
istrib
u
zion
e
d
i
Poisson
,la
m
iglior
stim
a
d
elvalore
d
iasp
ettazion
e
µˆ=
r,cioè
è
p
rop
rio
la
m
isu
ra
effettu
ata.
D
icon
segu
en
za
p
ossiam
o
riscrivere
la
(2.10)n
elsegu
en
te
m
odo:
V
[z]
= ￿j
w
2j µˆ
i
= ￿j
w
2j x
j
(2.11)
con
x
j
icon
teggich
e
h
an
n
o
ilp
eso
w
j
(l’avevam
o
già
detto
in
p
receden
za).
A
desso
se
ogn
ien
try
h
a
u
n
su
o
p
eso
in
dividu
ale,x
j
=
1,p
ossiam
o
scrivere
fi
n
alm
en
te
ch
e
V
[z]
= ￿j
w
2j .
(2.12)
E
’in
teressan
te
n
otare
ch
e
se
ogn
ieven
to
h
a
p
eso
u
n
itario
(w
j ≡
1),allora
V
[z]
=
n
i .
Q
u
esto
risu
ltato
è
p
erfettam
en
te
in
lin
ea
con
ilfatto
ch
e
n
i
è
la
m
isu
ra
d
iu
n
con
teggio,
ovvero
ilvalore
m
isu
rato
d
iu
n
a
variab
ile
aleatoria
d
istrib
u
ita
secon
d
o
u
n
a
Poisson
ian
a,e
q
u
in
d
iaven
te
la
m
iglior
stim
a
d
ella
varian
za
coin
cid
en
te
con
l’estim
atore
d
elsu
o
valore
d
i
asp
ettazion
e.
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