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Abstract
We consider the problem of the exact computation of the correlation functions of the
eight-vertex solid-on-solid model by means of the algebraic Bethe Ansatz. We compute the
scalar product between a Bethe eigenstate and an arbitrary state of Bethe type and show
that, in the cyclic case, it can be formulated as a single determinant of usual functions. It
allows us to obtain determinant representations for finite-size form factors. By summing
up over the form factors, we also give a multiple integral representation for a generating
function of the two-point function.
1 Introduction
In the domain of integrable systems, after the successful determination of the spectrum and the
eigenstates of the Hamiltonian [10, 25, 93, 7, 34, 78, 24], a crucial problem is the computation
of the form factors and correlation functions which are essential objects for the description of
the full dynamical properties of the models. For truly interacting integrable models (i.e. for
models which are not equivalent to free fermions), this problem represents a real challenge and
has been intensively studied during the last decades (see e.g. [50, 19, 32, 94, 91, 65, 43, 44, 45,
74, 71, 75, 73, 62, 63, 58, 60, 55, 15, 14, 16, 17, 12, 13, 46, 48, 47, 18, 86, 21]). Several methods
have been developed so far, and important progresses have been made recently, in particular
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for the archetypal integrable models such as the isotropic (XXX) and partially anisotropic
(XXZ) Heisenberg chains, or the one-dimensional quantum Bose gas.
Among these methods, one [62, 63], based on algebraic Bethe Ansatz (ABA) [25, 24],
has led to important recent developments [58, 37, 38, 60, 59, 85, 54, 55, 67, 66, 56, 57]. It
relies on the solution of the quantum inverse problem [62, 77, 39] and on a compact and
explicit expression, in the form of a determinant of usual functions, for the scalar products
between a Bethe eigenstate and an arbitrary state of Bethe type [90]. The combination of
these two results leads to simple determinant representations for the form factors (i.e. for
the matrix elements of local operators in the basis of eigenstates of the transfer matrix) in
finite volume [62]. Although the exact representations which are obtained for the physical
correlation functions (and in particular for the two-point functions) have a less simple form
[58, 61, 60, 59, 54], it is nevertheless possible to obtain quantitative results for these quantities
as well, for instance by summation over the corresponding form factors series. This can
be achieved either by numerical methods relying on the efficient, explicit aforementioned
determinant representation for the form factors [11, 20, 21] or, in the asymptotic regime, from
the analytic study of the series [55, 67, 66, 56, 57].
However, until now, this method has been essentially developed in the relatively simple
case of the periodic XXZ spin-1/2 Heisenberg chain or some of its variants (open chain [52, 53],
higher spins [51, 40, 22] . . . ), or in the even simpler case of the Bose gas model [54, 67, 57].
In fact, for more complicated models, the solution of one of the two aforementioned basic
ingredients (resolution of the inverse problem and determinant representation for the scalar
products of Bethe states) is often missing.
In particular, a real challenge would be to adapt this method so as to find explicit and
manageable expressions for the correlation functions of the completely anisotropic (XYZ)
Heisenberg chain. The latter is a natural generalization of the XXZ Heisenberg chain, and is
related to the eight-vertex model of statistical physics (which in its turn is a natural general-
ization of the six-vertex model related to the XXZ chain). It was solved for the first time by
Baxter [3, 4, 5, 6] (see also [49] for the computation of the correlation length, and [92, 28] for
the ABA formulation). In fact, it is worth mentioning here that, due to the non-conservation
of the spin, the XYZ (or eight-vertex) model is not directly solvable by Bethe Ansatz. Nev-
ertheless, Baxter managed to construct the eigenstates of this model by relating them (via
the so-called Vertex-IRF transformation) to the Bethe eigenstates of another model of solid-
on-solid (SOS) type. The latter, which is often called eight-vertex SOS model (8VSOS), is
a L-state IRF (interaction-round-a-face) model on a square lattice and is solvable by Bethe
Ansatz [6, 28]. However, due to the need of the Vertex-IRF transformation to come back to
the XYZ (or eight-vertex) model, the resolution process is therefore much more complicated
than in the XXZ case, and the exact computation of the correlation functions is in this case
still a widely open problem. In particular, through the aforementioned method based on
ABA, no significant results in this direction have been obtained so far (see nevertheless, by
means of another approach using q-vertex operators [44], some first results based on those of
[72] in [70, 69], as well as an attempt of a direct approach in [87]).
Actually, the combinatorial complexity issued from the use of the Vertex-IRF transfor-
mation is not the only problem for the computation of the XYZ correlation functions. In
fact, even in the simpler case of the related SOS models [2, 68, 83, 82], the ABA approach
to correlation functions presents some difficulties, in particular concerning the obtention of
a compact and manageable formula for the scalar products of states. Let us recall at this
point that, in the XXZ case, the scalar product between a Bethe eigenstate and an arbitrary
state of Bethe type can be written as a determinant of usual functions [90], and that the ABA
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approach to correlation functions relies strongly on such a representation [62]. The latter orig-
inates (see for instance the derivation of [62]) from the explicit determinant representation of
the partition function of the six-vertex model with special boundary conditions, the so-called
domain wall boundary conditions [64, 42]. The main problem in the 8VSOS case is that the
analogous partition function with domain wall boundary conditions does not seem to admit
a representation in the form of a single determinant [84, 81] (see also [33]). This is due to the
fact that the R-matrix of the model depends (compared to the simpler six-vertex R-matrix)
on an extra dynamical parameter related to the fluctuation variable (height) of the model.
This R-matrix hence satisfies the dynamical version of the Yang-Baxter equation [26, 29, 28]
instead of the usual one. As a result, the dynamical parameter is subject to some shifts, which
prevents one from reducing the sum of determinants obtained in [84] for the 8VSOS partition
function to a unique one as in [42] (see nevertheless [31, 30] for a model with a reflecting
end, for which the partition function indeed reduces to a unique determinant of Izergin type).
Hence, a mere generalization of the process described in [62] seems to be not so easy.
This is the problem that we tackle in this article, namely to set the bases of the ABA
approach to correlation functions in the dynamical case, i.e. in the case of the periodic 8VSOS
model. Building on Rosengren’s representation [84] of the partition function with domain wall
boundary conditions as a sum of determinants, we obtain a similar representation (i.e. as a
sum of determinants) for the partial scalar product, evaluated at a fixed value of the height s,
of a Bethe eigenstate with an arbitrary state. Hence, the fact that we do not a priori obtain a
single determinant may be a problem for the computation of correlation functions. However
we show that, in the cyclic case (i.e. when the parameter η of the model is rational and the
space of states is finite-dimensional), the true scalar product of Bethe states, which is obtained
by summing up over all values of the dynamical parameter, can in fact be represented as a
unique determinant. In the same way, the finite-size form factors (i.e. the matrix elements,
in the basis of eigenstates of the finite-size transfer matrix, of local operators labeling the
difference of height between two neighboring vertices) can be written as a unique determinant
which has a similar form as in XXZ. This opens the way to the computation of correlation
functions, for instance by summation over the form factor series. In particular, we define a
generating function of the two-point function and show that, in the cyclic dynamical model in
finite volume, the latter admits a multiple integral representation very similar to the master
equation representation that was obtained in [60] and used in [55] to derive the long-distance
asymptotic behavior for the two-point function in the XXZ case.
The content of the article is the following. In Section 2, we define the 8VSOS model and
recall the main steps of its algebraic Bethe Ansatz resolution. In Section 3, we compute the
scalar product between a Bethe eigenstate and an arbitrary state of Bethe type. In Section 4,
we solve the quantum inverse problem in the dynamical case, namely we express local spin
operators in terms of elements of the dynamical monodromy matrix. In Section 5, we compute
the finite-size form factors. In Section 6, we formally sum up the form factor series and obtain
a multiple integral representation (master equation representation) for a generating function
of the two-point function of the (finite-size) cyclic dynamical model. Details and technicalities
are gathered in a set of appendices.
2 The 8VSOS model and algebraic Bethe Ansatz
Let us consider a two-dimensional square lattice with N × M elementary square cells (or
faces), with periodic (toroidal) boundary conditions. A height s is attached to each vertex
(site) of the lattice, so that heights on adjacent sites are restricted to differ by ±1, and a
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complex parameter ui (resp. ξj) is attached to each column i (resp. line j) of cells. To each
height configuration (s1, s2, s3, s4) (with |s1 − s2| = |s2 − s3| = |s3 − s4| = |s4 − s1| = 1)
around an elementary face of the lattice is associated a statistical weight W
(s1 s2
s4 s3
)
, which can
be understood as a matrix element of some matrix R depending on the difference of the two
corresponding parameters:
R(ui − ξj ; s)
ǫi,ǫj
ǫ′i,ǫ
′
j
=
s s+ ǫ′i
ui
s+ ǫj s+ ǫi + ǫj= s+ ǫ′i + ǫ
′
j
ξj ≡W
( s s+ǫ′i
s+ǫj s+ǫi+ǫj
)
.
Here ǫi, ǫ
′
i, ǫj , ǫ
′
j ∈ {+1,−1}, and the matrix R(u; s) ∈ End(V ⊗ V ), where V ∼ C
2 is a
two-dimensional vector space with basis (e+, e−), is such that
R(u; s) (eǫ′1 ⊗ eǫ′2) =
∑
ǫ1,ǫ2
ǫ1+ǫ2=ǫ′1+ǫ
′
2
R(u; s)ǫ1,ǫ2
ǫ′1,ǫ
′
2
(eǫ1 ⊗ eǫ2). (2.1)
The R-matrix of the SOS model admits only six non-zero elements, which can be param-
eterized as follows:
R(u; s) =

1 0 0 0
0 b(u; s) c(u; s) 0
0 c¯(u; s) b¯(u; s) 0
0 0 0 1
 (2.2)
with
b(u; s) =
[s+ 1] [u]
[s] [u+ 1]
, c(u; s) =
[s+ u] [1]
[s] [u+ 1]
, (2.3)
b¯(u; s) =
[s− 1] [u]
[s] [u+ 1]
= b(u;−s), c¯(u; s) =
[s− u] [1]
[s] [u+ 1]
= c(u;−s). (2.4)
The parameters u and s are respectively called spectral and dynamical parameters. The
function u 7→ [u] is an entire, odd and quasi-periodic function of quasi-periods 1/η and
τ/η, where η and τ are two parameters such that ℑτ > 0 (see Appendix A for the precise
definition of this function). Graphically, the above non-zero matrix elements correspond to
the six following statistical weights:
s s+ 1
s+ 2s+ 1
+
+
+ +
a(u; s) = 1
s s− 1
s− 2s− 1
−
−
− −
a¯(u; s) = 1
s s+ 1
ss− 1
+
+
− −
b(u; s)
s s− 1
ss+ 1
−
−
+ +
b¯(u; s)
s s− 1
ss− 1
−
+
− +
c(u; s)
s s+ 1
ss+ 1
+
−
+ −
c¯(u; s)
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The R-matrix (2.2) satisfies the dynamical Yang-Baxter equation [36, 26] (which is equiv-
alent to Baxter’s star-triangle relation for the Boltzmann weights W ) :
R12(u1 − u2; s+ h3) R13(u1 − u3; s) R23(u2 − u3; s + h1)
= R23(u2 − u3; s) R13(u1 − u3; s + h2) R12(u1 − u2; s), (2.5)
with
h =
(
1 0
0 −1
)
. (2.6)
This equation should be understood as an identity for meromorphic functions of u1, u2, u3, s
with values in End(V ⊗ V ⊗ V ). The indices label as usual the space of the tensor product
on which the corresponding operator acts. The R-matrix (2.2) also satisfies the following
properties:
• zero weight: [R12(u; s) , h1 + h2] = 0,
• unitarity: R12(u; s)R21(−u; s) = Id,
• crossing symmetry: σy1R12(−u− 1; s − h1)σ
y
1
[s+ h2][u]
[s] [u+ 1]
= Rt121(u; s),
in which, in the expression R12(−u − 1; s − h1), the h1 operator should be understood
as acting to the right of any other operator involved in the definition of the R-matrix.
The transfer matrix of the model corresponds to the product of all statistical weights along
a column of elementary cells of the lattice. A given allowed configuration of heights along a
vertical line of vertices of the lattice (a state on which the transfer matrix acts) corresponds to
a N -tuple of heights (s1, s2, . . . , sN ) such that si+1−si = ±1, i = 1, . . . N (with the convention
sN+1 = s1), i.e. to a configuration (s, eǫ1 , . . . , eǫN ) with s = s1 and ǫi ≡ si+1 − si such that
ǫ1+ · · ·+ ǫN = 0. Hence, the space of states of the model can be seen as the space of functions
Fun(H[0]) of one complex variable (the height s) with values in the zero-weight space H[0],
where H = V ⊗N .
In the general (unrestricted) SOS model, η is arbitrary and the dynamical parameter s
may take an infinite discrete set of values, i.e. belongs to some set Cs0 = s0 + Z for some
arbitrary parameter s0. Hence, in that case, the space of states is infinite-dimensional even for
a finite lattice. Usually, however, one considers situations for which the height s is only allowed
to take a finite set of values and the space of states is finite-dimensional. This happens for
rational values of η, i.e. for η = r/L with r, L being relatively prime integers such that L > 0
(or more generally3, as in [6], when there exist two integers r1 and r2 such that Lη = r1+r2τ).
In that case, that will be referred to as the cyclic case (or cyclic SOS (CSOS) model [83]), the
statistical weights of the model (i.e. the elements (2.3)-(2.4) of the R-matrix) are periodic of
period L, and the space of states HLs0 corresponds to the space of functions ψ : Cs0 7→ H[0]
such that ψ(s + L) = ψ(s) or, equivalently, to the space of functions ψ : CLs0 7→ H[0], with
CLs0 = s0 + Z/LZ.
The algebraic Bethe Ansatz approach to the SOS model, which enables one to diagonalize
the transfer matrix of the model, has been developed in [28], based on the study of repre-
sentations [29] of Felder’s dynamical quantum group Eτ,η(sl2) associated to the dynamical
3This situation is actually equivalent to the case η = r/L with r being the greatest common divisor of r1
and r2 (see Appendix A).
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R-matrix (2.2). The central object of this approach is the monodromy matrix, defined as the
following ordered product of R-matrices along a column of elementary cells of the lattice:
Ta,1...N (u; ξ1, . . . , ξN ; s) = RaN (u− ξN ; s+ h1 + · · ·+ hN−1) . . . Ra1(u− ξ1; s)
=
(
A(u; s) B(u; s)
C(u; s) D(u; s)
)
[a]
. (2.7)
It acts on Va ⊗ H, where Va ∼ C
2 is another copy of V usually called auxiliary space. In
this framework, the entries A,B,C,D of the monodromy matrix are linear operators acting
on H, and the commutation relations of these operators are given by the following quadratic
equation on Va1 ⊗ Va2 ⊗H,
Ra1a2(u1 − u2; s+ h1...N ) Ta1,1...N (u1; s) Ta2,1...N (u2; s+ ha1)
= Ta2,1...N (u2; s) Ta1,1...N (u1; s + ha2) Ra1a2(u1 − u2; s), (2.8)
which is a consequence of the Yang-Baxter relation (2.5). Here h1...N = h1 + . . .+ hN .
It may be convenient to define, from the above monodromy matrix T ∈ End(Va ⊗H), the
following matrix of finite-difference operators:
T̂ (u) =
(
Â(u) B̂(u)
Ĉ(u) D̂(u)
)
[a]
= T (u; ŝ)
(
τ̂s 0
0 τ̂−1s
)
[a]
∈ End(Va ⊗ Fun(H)), (2.9)
where τ̂s ŝ = (ŝ+ 1) τ̂s, and the action of ŝ and τ̂s on functions f ∈ Fun(H) are given as
[ŝf ](s) = sf(s), [τ̂sf ](s) = f(s+ 1). (2.10)
This defines an operator algebra whose commutation relations follow from (2.8) (see [29, 28]).
In this picture, the (operator) transfer matrix is t̂(u) = Â(u) + D̂(u). It is easy to see [29, 28]
that these transfer matrices preserve the space Fun(H[0]) of functions with values in the zero
weight space H[0] (the subspace of H on which h1...N vanishes), and that they commute
pairwise on Fun(H[0]): [t̂(u), t̂(v)] = 0 on Fun(H[0]).
The structure of the R-matrix implies that there exists a reference state | 0 〉 = e+ ⊗ · · · ⊗
e+ ∈ H which is an eigenstate of A(u; s) and D(u; s). More precisely,
A(u; s)| 0 〉 = a(u)| 0 〉, D(u; s)| 0 〉 =
[s− 1]
[s+N − 1]
d(u)| 0 〉, (2.11)
with, in our normalization,
a(u) = 1, d(u) =
N∏
j=1
[u− ξj]
[u− ξj + 1]
. (2.12)
Starting from this reference state, one can construct states in the zero-weight space Fun(H[0])
as
s 7→ ϕ(s)B(v1; s)B(v2; s− 1) . . . B(vn; s− n+ 1)| 0 〉, (2.13)
where v1, . . . , vn are arbitrary spectral parameters, ϕ is an arbitrary numerical function of the
dynamical parameter and n is such that N = 2n + ℵL for some integer ℵ (or N = 2n in the
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unrestricted case). Bethe states correspond to states (2.13) for which the function ϕ takes
the form
ϕω(s) = ω
s
n∏
j=1
[1]
[s− j]
, (2.14)
depending on some complex parameter ω. Such states will be denoted as | {v1, . . . , vn}, ω 〉,
or simply as | {v}, ω 〉 when there is no ambiguity concerning the set {v} ≡ {v1, . . . , vn}. Note
that, whereas ω can a priori take any complex value in the unrestricted case, it is no longer
the case in the cyclic case: for such a state | {v}, ω 〉 to belong to HLs0 (i.e. to be L-periodic
as a function of s), one should impose ω to be such that (−1)rnωL = 1.
It can easily be shown, using the commutation relations coming from (2.8), that, if
v1, . . . , vn are off-diagonal
4 solutions to the following system of Bethe equations5
a(vj)
∏
l 6=j
[vl − vj + 1]
[vl − vj ]
= (−1)rℵω−2 d(vj)
∏
l 6=j
[vj − vl + 1]
[vj − vl]
, j = 1, . . . n, (2.15)
then
t̂(u) | {v}, ω 〉 = τ(u; {v}, ω) | {v}, ω 〉, (2.16)
with
τ(u; {v}, ω) = ω a(u)
n∏
l=1
[vl − u+ 1]
[vl − u]
+ (−1)rℵω−1 d(u)
n∏
l=1
[u− vl + 1]
[u− vl]
. (2.17)
Similarly, setting 〈 0 | = | 0 〉† and
ϕ˜ω(s) = ω
−s
n−1∏
j=0
[s+ j]
[1]
, (2.18)
one can define Bethe states 〈 {v}, ω | in the dual space of states as
〈 {v}, ω | : s 7→ 〈 0 |C(vn; s− n) . . . C(v2; s− 2)C(v1; s− 1)ϕ˜ω(s). (2.19)
Then, if the set of spectral parameters {v} ≡ {v1, . . . , vn} is an off-diagonal solution of the
system of Bethe equations (2.15), one has
〈 {v}, ω | t̂(u) = τ(u; {v}, ω) 〈 {v}, ω |, (2.20)
with τ(u; {v}, ω) given by (2.17).
3 Scalar product of Bethe states
The next step towards the calculation of form factors and correlation functions, after the
determination of the eigenvectors of the transfer matrix, is to obtain manageable and compact
formulas for their scalar products. To compute these scalar products we use here the method
proposed in [62], which is based on some recursion relation initiated from the determinant
4i.e. such that, for all i < j, ηvi 6= ηvj mod Z+ τZ.
5These equations are also valid in the unrestricted case for N = 2n with the convention rℵ = 0.
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representation of the partition function with domain wall boundary conditions [42]. This
recursion uses the expression of the operators B and C in the so-called F -basis, a basis of the
space of states in which these operators become quasi-local [76].
In the case of the dynamical SOS model, the F -basis has been explicitly obtained in [1],
whereas an expression (unfortunately not as a single determinant but as a sum of determi-
nants) for the partition function of the model with domain wall boundary conditions has been
obtained in [81, 84] (see Appendix B). The fact that one does not know a compact formula
(as a single determinant) for the partition function is a difficulty for the computation of the
scalar product, but the approach of [62] can nevertheless be achieved and, at least in the
cyclic case for which the space of states is finite-dimensional, the result can be presented as a
single determinant.
Let 〈 {u}, ωu | be a dual Bethe eigenstate given in terms of a function ϕ˜ωu of the fom (2.18)
with complex parameter ωu, {u} ≡ {u1, . . . , un} being solution of the corresponding Bethe
equations, and | {v}, ωv 〉 ∈ H
L
s0
be a state of the form (2.13) given in terms of a function ϕωv
(2.14) with complex parameter ωv, {v} ≡ {v1, . . . , vn} being a set of arbitrary parameters. In
the cyclic case, we consider the following scalar product between these two states:
Sn({u}, ωu; {v}, ωv) = 〈 {u}, ωu | {v}, ωv 〉
=
1
L
∑
s∈CLs0
ϕ˜ωu(s)ϕωv (s)Sn({u}; {v}; s)
=
1
L
∑
s∈CLs0
ω−su ω
s
v
n∏
j=1
[s+ j − 1]
[s− j]
Sn({u}; {v}; s), (3.1)
where Sn({u}; {v}; s) is the partial scalar product at a given height s defined as
Sn({u}; {v}; s) = 〈 0 |C(un; s− n) . . . C(u1; s− 1)B(v1; s) . . . B(vn; s− n+ 1)| 0 〉. (3.2)
Following the method proposed in [62], (3.2) can be calculated in the F -basis because the
reference state and the dual reference state are left invariant under the action of the F -matrix
which induces the corresponding change of basis (see [76, 62, 1] for more details about the
F -basis). (3.2) is therefore equal to
Sn({u}; {v}; s) = 〈 0 |C˜(un; s− n) . . . C˜(u1; s− 1)B˜(v1; s) . . . B˜(vn; s− n+ 1)| 0 〉, (3.3)
where C˜ and B˜ stand for the expressions of the corresponding operators C and B in the
F -basis (see [1] for details):
B˜(u; s) =
[s− 1]
[s+ h1...N ]
N∑
i=1
σ−i
[1][s +
∑
l 6=i hl + u− ξi]
[s+
∑
l 6=i hl][u− ξi + 1]
⊗
j 6=i
( [u−ξj ]
[u−ξj+1]
0
0
[ξj−ξi+1]
[ξj−ξi]
)
[j]
, (3.4)
C˜(u; s) =
N∑
i=1
σ+i
[1][s − u+ ξi]
[s][u− ξi + 1]
⊗
j 6=i
(
[u−ξj ]
[u−ξj+1]
[ξi−ξj+1]
[ξi−ξj ]
0
0 1
)
[j]
. (3.5)
As already mentioned, (3.3) can be computed by recursion. For k ∈ {0, 1, . . . n}, we
consider the following quantity:
G
(k)
ℓk+1,...,ℓn
({u}; {v1, . . . , vk}; s)
= 〈 0 |C˜(un; s− n) . . . C˜(u1; s− 1)B˜(v1; s) . . . B˜(vk; s− k + 1)| ℓk+1, . . . , ℓn 〉, (3.6)
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where | ℓk+1, . . . , ℓn 〉 denotes the state with N −k down spins at sites ℓk+1, . . . , ℓn. For k = n,
the quantity G(n)({u}; {v1, . . . , vn}; s) corresponds to the partial scalar product (3.3). For
k = 0, G
(0)
ℓ1,...,ℓn
({u}; ∅; s) can easily be computed, by means of the expression (3.5) of the
operator C in the F -basis, in terms of the partition function with domain wall boundary
conditions (B.1) on a lattice of size n × n (we also use the fact that the F -matrix leaves
invariant the state | 0¯ 〉 so that (B.1) can be written directly in the F -basis):
G
(0)
ℓ1,...,ℓn
({u}; ∅; s) = 〈 0 |C˜1...N (un; s− n) . . . C˜1...N (u1; s − 1)| ℓ1, . . . , ℓn 〉
=
∏
j 6=ℓ1,...ℓn
{
n∏
α=1
[uα − ξj ]
[uα − ξj + 1]
·
n∏
k=1
[ξℓk − ξj + 1]
[ξℓk − ξj]
}
× Zn(u1, . . . , un; ξℓ1 , . . . , ξℓn ; s− n). (3.7)
The functions (3.6) admit the following recursion relation:
G
(k)
ℓk+1,...,ℓn
({u}; {v1, . . . , vk}; s) =
∑
ℓk 6=ℓk+1,...,ℓn
G
(k−1)
ℓk ,...,ℓn
({u}; {v1, . . . , vk−1}; s)
× 〈 ℓk, . . . , ℓn |B˜(vk; s − k + 1)| ℓk+1, . . . , ℓn 〉, (3.8)
with, using the expression (3.4) of the operator B in the F -basis,
〈 ℓk, . . . , ℓn |B˜(vk; s− k + 1)| ℓk+1, . . . , ℓn 〉 =
[1] [s +N − 2n+ k + vk − ξℓk ]
[s+N − 2n+ k] [vk − ξℓk ]
×
[s− k] d(vk)
[s+N − 2n + k − 1]
n∏
j=k+1
{
[vk − ξℓj + 1]
[vk − ξℓj ]
[ξℓj − ξℓk + 1]
[ξℓj − ξℓk ]
}
. (3.9)
The recursion relation (3.8) with initial condition (3.7) is explicitly solved in Appendix C.
Here we merely give the result for the partial scalar product (3.2).
Proposition 3.1. For N = 2n+ℵL with ℵ integer, let {u1, . . . , un} be a solution of the Bethe
equations (2.15) with complex parameter ωu, and {v1, . . . , vn} be a set of arbitrary parameters.
Then the partial scalar product Sn({u}; {v}; s) can be represented as the following sum of
determinants:
Sn({u}; {v}; s) =
[s− n]
[γ]n[|u| − |v|+ γ + s]
n−1∏
j=1
[s− j]
[s+ j]
∏n
t=1 d(ut) d(vt)∏
j<k[uj − uk][vk − vj ]
×
∑
S,S˜⊂{1,...,n}
(−1)|S|+|S˜|
∏
j 6∈S˜
{
(−1)rℵ
a(vj)
d(vj)
n∏
t=1
[ut − vj + 1]
}∏
j∈S˜
{
ω−2u
n∏
t=1
[ut − vj − 1]
}
×
[γ + s− |S|+ |S˜|]
[s− |S|+ |S˜|]
det
n
[
Nγ({u}; {v − δ
S S˜})
]
. (3.10)
In this expression, γ is an arbitrary complex parameter (the result does not depend on γ),
|u| = u1 + · · ·+ un, |v| = v1 + · · ·+ vn, and the elements of the n× n matrix Nγ are given by[
Nγ({u}; {v})
]
jk
=
[uj − vk + γ]
[uj − vk]
. (3.11)
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The sum in (3.10) runs over all subsets S and S˜ of {1, . . . , n}, |S| and |S˜| being the cardinality
of these subsets, and {v − δS S˜} = {v1 − δ
S S˜
1 , . . . , vn − δ
S S˜
n }, with
δSS˜k =

1 if k ∈ S and k /∈ S˜,
−1 if k /∈ S and k ∈ S˜,
0 if k /∈ S ∪ S˜ or k ∈ S ∩ S˜.
(3.12)
Remark 3.1. The formula (3.10) is also valid for any generic SOS model (i.e. for generic η)
in the case N = 2n (ℵ = 0).
Remark 3.2. The apparent poles at vk = uj are removable due to the fact that {u} satisfies
the Bethe equations. The apparent pole at |u| − |v| + γ + s = 0 is also removable due to
Remark B.1.
In the case when η is rational, i.e. if there exists a positive integer L such that Lη is
integer, the sum of determinants in (3.10) can be reduced, by a similar argument as for the
partition function in [84], to a sum over only L terms. Indeed, using (A.9) and the periodicity
of the theta-function to re-express the ratio [γ+s−|S|+|S˜|]
[s−|S|+|S˜|]
in (3.10), one obtains the following
result:
Corollary 3.1. Suppose that there exists a positive integer L such that Lη is integer. Then,
with the same hypothesis and notations as in Proposition 3.1, the partial scalar product
Sn({u}; {v}; s) can be written as a sum of only L terms:
Sn({u}; {v}; s) =
[γ] [s]
[0]′ [|u| − |v|+ γ + s]
n∏
j=1
[s− j]
[s+ j − 1]
∏n
t=1 d(ut)∏
j<k[uj − uk][vk − vj ]
×
L−1∑
ℓ=0
qℓs
[Ls0 + γ + ℓ
τ
η ]L [0]
′
L
[Ls0]L [γ + ℓ
τ
η ]L
det
n
[
Ω(ℓ)γ ({u}, ωu; {v})
]
, (3.13)
with
[Ω(ℓ)γ ({u}, ωu; {v})
]
ij
=
(−1)rℵ
[γ]
{
[ui − vj + γ]
[ui − vj]
−q−ℓ
[ui − vj + γ + 1]
[ui − vj + 1]
}
a(vj)
n∏
t=1
[ut−vj+1]
+
1
[γ]
{
[ui − vj + γ]
[ui − vj]
− qℓ
[ui − vj + γ − 1]
[ui − vj − 1]
}
ω−2u d(vj)
n∏
t=1
[ut − vj − 1]. (3.14)
Here we have set q = e2πiη and [u]
L
= θ1(ηu;Lτ).
Although we do not obtain a single determinant, the representation (3.13) seems never-
theless more convenient than (3.10) for the computation of the correlation functions, its main
advantage being that the number of terms remains finite in the thermodynamic limit.
At this point, we would like to make the following remark. As we have seen, we did
not succeed to represent the partial scalar product (3.2) as a single determinant as in [90].
However, it is worth stressing that the state
B(v1; s)B(v2; s− 1) . . . B(vn; s− n+ 1)| 0 〉 ∈ H[0] (3.15)
is not a Bethe state: even when the parameters {v} satisfy the Bethe equations, the shifts
of the dynamical parameter that appear when commuting A(u; s) or D(u; s) with B(u; s± 1)
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prevent this state from being an eigenstate of, for instance, A(u; s) +D(u; s). Therefore, it is
not very surprising that the occurrence of dynamical shifts also prevent us from re-expressing
the quantity (3.10) or (3.13) (and the partition function (B.1) as a particular case) as a single
determinant as in the non-dynamical case. In fact, if we consider instead the true Bethe state,
i.e. the function (2.13), we shall see that the natural scalar product of functions (3.1) can, in
the cyclic case, and for one of the set of parameters being solution of the Bethe equations, be
represented as a single determinant.
Let us therefore now consider the scalar product (3.1). Using the L-periodicity and the
fact that the right hand side of (3.10) does not depend on γ and hence that a convenient choice
can be made for this parameter, we can extract the dependance in the dynamical parameter s
from the sum of determinants and factorize the latter as a single determinant. More precisely,
we get from (3.10)
Sn({u}, ωu; {v}, ωv) =
1
[γ]n
∏n
t=1 d(ut) d(vt)∏
j<k[uj − uk][vk − vj ]
∑
S,S˜⊂{1,...,n}
(−1)|S|+|S˜|
×
∏
j 6∈S˜
{
(−1)rℵ
a(vj)
d(vj)
n∏
t=1
[ut − vj + 1]
}∏
j∈S˜
{
ω−2u
n∏
t=1
[ut − vj − 1]
}
×
{
1
L
∑
s∈CLs0
ω−su ω
s
v [s]
[|u| − |v|+ γ + s]
[γ + s− |S|+ |S˜|]
[s− |S|+ |S˜|]
}
× det
n
[
Nγ({u}; {v − δ
S S˜})
]
. (3.16)
Setting γ = −|u|+ |v|, and performing a change of indices in the sum over s, we obtain
Sn({u}, ωu; {v}, ωv) =
{
1
L
∑
s∈CLs0
ω−su ω
s
v
[γ + s]
[s]
}
1
[γ]n
∏n
t=1 d(ut) d(vt)∏
j<k[uj − uk][vk − vj]
×
∑
S,S˜⊂{1,...,n}
(−1)|S|+|S˜|
(ωv
ωu
)|S|−|S˜|∏
j 6∈S˜
{
(−1)rℵ
a(vj)
d(vj)
n∏
t=1
[ut − vj + 1]
}
×
∏
j∈S˜
{
ω−2u
n∏
t=1
[ut − vj − 1]
}
det
n
[
Nγ({u}; {v − δ
S S˜})
]
. (3.17)
Using the linearity of the determinant, one can now express the last sum in (3.17) as a single
determinant. We have the following result:
Theorem 3.1. For N = 2n + ℵL with ℵ integer, let {u1, . . . , un} be a solution of the Bethe
equations (2.15) with complex parameter ωu, and {v1, . . . , vn} be a set of arbitrary parameters.
Then, the scalar product Sn({u}, ωu; {v}, ωv) (3.1) between the Bethe eigenstate 〈 {u}, ωu | and
the state | {v}, ωv 〉 ∈ H
L
s0
of the form (2.13),(2.14) with parameter ωv can be represented as:
Sn({u}, ωu; {v}, ωv) =
{
1
L
∑
s∈CLs0
ωsv
ωsu
[γ + s]
[s]
} ∏n
t=1 d(ut)∏
j<k[uj − uk][vk − vj]
× det
n
[
Ωγ({u}, ωu; {v}, ωv)
]
, (3.18)
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with γ = −|u|+ |v| and Ωγ given by
[Ωγ({u}, ωu; {v}, ωv)
]
ij
=
(−1)rℵ
[γ]
{
[ui − vj + γ]
[ui − vj]
−
ωv
ωu
[ui − vj + γ + 1]
[ui − vj + 1]
}
a(vj)
n∏
t=1
[ut−vj+1]
+
1
[γ]
{
[ui − vj + γ]
[ui − vj ]
−
ωu
ωv
[ui − vj + γ − 1]
[ui − vj − 1]
}
ω−2u d(vj)
n∏
t=1
[ut − vj − 1]. (3.19)
From this determinant formula, it can be shown (see Appendix D) that two different Bethe
eigenstates are orthogonal. On the contrary, taking the limit in which {v} = {u} with ωv = ωu
in (3.18), we obtain the formula for the “square of the norm” of a Bethe eigenstate (in that
case γ = 0):
Sn({u}, ωu; {u}, ωu) =
∏n
t=1 d(ut) · detn
[
Ω0({u}, ωu; {u}, ωu)
]∏
j 6=k[uj − uk]
=
(−1)nrℵ
(−[0]′)n
∏n
t=1 a(ut)d(ut)
∏n
j,k=1[uj − uk + 1]∏
j 6=k[uj − uk]
det
n
[
Φ({u})
]
,
(3.20)
with
[
Φ({u})
]
jk
= δjk
{
log′
a
d
(uj) +
n∑
t=1
K˜(uj − ut)
}
− K˜(uj − uk). (3.21)
Here we have defined the even function
K˜(u) =
[u− 1]′
[u− 1]
−
[u+ 1]′
[u+ 1]
. (3.22)
Note that the formula (3.20) is very similar to its XXZ analog [35, 64].
Remark 3.3. In the case ℵ = 0 (n = N/2), the above formula does not explicitly depend on
the periodicity L of the model. Hence, one can easily take the limit L → ∞, extending by
continuity the validity of (3.20) to all values of η, including irrational ones. In that case, the
cyclic condition has only been used so as to avoid the subtleties of dealing with an infinite-
dimensional space of states.
4 Solution of the quantum inverse problem
In the ABA framework, the Bethe states are constructed by a repeated action of n non-local
operators B on the reference state | 0 〉. In order to compute form factors and correlation
functions, one needs to be able to act explicitly with local operators on such states, which
may seem not so easy (at least by direct computation) due to the mixture of local and non-
local operators in a same expression. A way to solve this problem was proposed in [62]: it
relies on the solution of the quantum inverse problem, which consists in expressing the local
operator we consider in terms of the generators of the Yang-Baxter algebra; as a result, it
is possible to compute the action of this local operator on a Bethe state by using only the
quadratic Yang-Baxter commutation relations given by the R-matrix.
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The method described in [62, 77], which relies on the fundamental property that the
R-matrix evaluated at 0 coincides with a permutation operator, can also be applied to the
dynamical case. Indeed, the structure of the R-matrix (2.2) implies that, for any value of s,
Rij(0; s) = Pij , (4.1)
where Pij is the permutation operator of spaces i and j. The explicit reconstruction of local
operators in the dynamical SOS case involves however some subtleties (with respect to the
simplest XXZ case) due to the presence of the dynamical parameter s.
Let Eαβi be the elementary matrix, acting on the i-th space of the tensor product H =
V ⊗N , with elements (Eαβi )jk = δ
α
j δ
β
k , where α and β are equal to ±1. In order to adapt the
method of [62, 77] to the dynamical case, we first note that
hiE
αβ
i = E
αβ
i (hi + α− β). (4.2)
We shall also use the following lemmas:
Lemma 4.1. For any value of s, we have the identity
Ta1,1...N (ξ1; s)Ta,1...N (u; s+ ha1) = Ta,2...Na1(u; s+ h1)Ta1,1...N (ξ1; s + ha), (4.3)
in which Ta,1...N (respectively Ta,2...Na1) is the monodromy matrix of a chain of N sites labelled
(in this order) by 1, 2, . . . N (respectively by 2, 3, . . . N, a1) with inhomogeneity parameters
ξ1, ξ2, . . . ξN (respectively ξ2, ξ3, . . . ξN , ξ1).
Proof — Applying the quadratic commutation relation (2.8) on the l.h.s. of (4.3), we get
Ta1,1...N (ξ1; s)Ta,1...N (u; s+ ha1) = R
−1
a1a(ξ1 − u; s+ h1...N )
× Ta,1...N (u; s)Ta1 ,1...N (ξ1; s + ha)Ra1a(ξ1 − u; s). (4.4)
Then, using the fact that Ra11(0) = Pa11 and that R is of weight 0, we have
Ta1,1...N (ξ1; s + ha)Ra1a(ξ1 − u; s) = R1a(ξ1 − u; s)Ta1,1...N (ξ1; s+ ha). (4.5)
On the other hand, the R-matrix being unitary, we have
R−1a1a(ξ1 − u; s+ h1...N )Ta,1...N (u; s)R1a(ξ1 − u; s) = Ta,2...Na1(u; s+ h1), (4.6)
which ends the proof. 
Lemma 4.2. For any value of s, we have the following identity between products of mon-
odromy matrices:
Ta1,1...N (ξ1; s)Ta2,1...N (ξ2; s+ ha1) . . . Tai,1...N (ξi; s + ha1 + ha2 + · · ·+ hai−1)
= Tai,i...Na1a2...ai−1(ξi; s+ h1 + h2 + · · ·+ hi−1)
× Tai−1,i−1...Na1a2...ai−2(ξi−1; s+ h1 + h2 + · · ·+ hi−2 + hai) . . .
. . . Ta2,2...Na1(ξ2; s + h1 + ha3 + · · · + hai)Ta1,1...N (ξ1; s+ ha2 + · · ·+ hai), (4.7)
where the notations are similar to Lemma 4.1 (i.e. for instance Tai,i...Na1a2...ai−1 denotes the
monodromy matrix of a chain of N sites labelled by i, . . . N, a1, a2, . . . ai−1 with inhomogeneity
parameters ξi, ξi+1, . . . ξN , ξ1, ξ2, . . . ξi−1).
Proof — (4.7) can be proven by induction on i using (4.3). 
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The solution of the quantum inverse problem, i.e. the reconstruction of local operators
Eαβi in terms of the entries of the monodromy matrix (2.9), can be formulated as follows:
Theorem 4.1. A local operator Eαβi acting on the i-th space of the tensor product H = V
⊗N
can be expressed in terms of the entries of the monodromy matrix (2.9) in the following way:
Eαβi =
i−1∏
k=1
t̂(ξk) · T̂βα(ξi) ·
1∏
k=i
[
t̂(ξk)
]−1
· τ̂β−αs . (4.8)
Hence, a product of local operators on adjacent sites admits the following reconstruction:
Eαiβii E
αi+1βi+1
i+1 . . . E
αi+jβi+j
i+j =
i−1∏
k=1
t̂(ξk) ·
i+j∏
k=i
T̂βkαk(ξk) ·
1∏
k=i+j
[
t̂(ξk)
]−1
· τ̂
∑i+j
k=i[βk−αk]
s . (4.9)
Proof — Let us first prove (4.8) for i = 1. Writing T̂βα(ξ1) as a trace over an auxiliary
space, and expressing the monodromy matrix (2.9) in terms of products of R-matrices and
shift operator τ̂s, we get
T̂βα(ξ1) = tra[T̂a,1...N (ξ1; ξ1, . . . , ξN )E
αβ
a ]
= tra[RaN (ξ1 − ξN ; ŝ+ h1 + · · ·+ hN−1) . . . Ra2(ξ1 − ξ2; ŝ + h1)Pa1 τ̂
ha
s E
αβ
a ],
in which we have used (4.1). Passing in this expression the operator Eαβa from right to left
by means of (4.2), we obtain
T̂βα(ξ1) = tra[E
αβ
1 RaN (ξ1 − ξN ; ŝ+ h1 + · · ·+ hN−1 + α− β) . . .
. . . Ra2(ξ1 − ξ2; ŝ+ h1 + α− β)Pa1 τ̂
ha+α−β
s ]
= Eαβ1 tra[Ta,1...N (ξ1; ξ1, . . . , ξN ; ŝ+ α− β) τ̂
ha+α−β
s ]
= Eαβ1 τ̂
α−β
s t̂(ξ1), (4.10)
which ends the proof of (4.8) in the case i = 1.
In the general case, one proceeds similarly by writing
∏i−1
k=1 t̂(ξk) · T̂βα(ξi) as a trace over
auxiliary spaces:
i−1∏
k=1
t̂(ξk) · T̂βα(ξi) = tra1...ai−1ai [T̂a1(ξ1) . . . T̂ai−1(ξi−1) T̂ai(ξi)E
αβ
ai ]
= tra1...ai−1ai [Ta1(ξ1; ŝ) . . . Tai−1(ξi−1; ŝ+ ha1 + · · ·+ hai−2)
× Tai(ξi; ŝ + ha1 + · · ·+ hai−1) τ̂
ha1+···+hai−1+hai
s E
αβ
ai ]. (4.11)
Passing the elementary matrix Eαβai from the right to the left, first through the shift operator
τ̂
ha1+···+hai−1+hai
s , and then through the product of monodromy matrices, one obtains
i−1∏
k=1
t̂(ξk) · T̂βα(ξi) = E
αβ
i tra1...ai−1ai [Ta1(ξ1; ŝ+ α− β) . . .
. . . Tai−1(ξi−1; ŝ+ ha1 + · · · + hai−2 + α− β)
× Tai(ξi; ŝ+ ha1 + · · ·+ hai−1 + α− β) τ̂
ha1+···+hai−1+hai+α−β
s ]. (4.12)
14
Here we have used (4.2), and the fact that the product of monodromy matrices could be
expressed in a convenient way by means of Lemma 4.2, so that its commutation with Eαβa
(which becomes Eαβi by this process) can be performed similarly as in the case i = 1. Finally,
it remains to note that (4.12) can be rewritten as
i−1∏
k=1
t̂(ξk) · T̂βα(ξi) = E
αβ
i τ̂
α−β
s
i∏
k=1
t̂(ξk), (4.13)
which ends the proof of (4.8).
(4.9) can be proven by induction from (4.13). 
5 Determinant representation for finite-size form factors
In this section we consider finite-size form factors of the 8VSOS model in the cyclic case, i.e.
matrix elements of local operators between Bethe eigenstates of the finite-size transfer matrix.
We recall that the space of states of the 8VSOS model corresponds to the space of functions
of the height s with values in the zero-weight space H[0], where H = V ⊗N . Note that the
action of an operator of the type E+−i or E
−+
i on a zero-weight state of H[0] results in a new
state of H which is no longer of zero-weight, and therefore does not belong to the space of
states of the model. Hence, the only physical form factors of the model are those involving
local operators of the type E++i or E
−−
i .
Let us first consider the matrix element of the operator E−−i at site i between two Bethe
eigenstates 〈 {u}, ωu | and | {v}, ωv 〉, where {u} ≡ {u1, . . . , un} and {v} ≡ {v1, . . . , vn} are
solutions of Bethe equations, associated respectively to ωu and ωv. From the solution (4.8) of
the inverse problem, we get
E−−i =
i−1∏
k=1
t̂(ξk) · D̂(ξi) ·
1∏
k=i
[
t̂(ξk)
]−1
. (5.1)
Hence we have
〈 {u}, ωu |E
−−
i | {v}, ωv 〉 =
∏i−1
k=1 τ(ξk; {u}, ωu)∏i
k=1 τ(ξk; {v}, ωv)
1
L
∑
s∈CLs0
ϕ˜ωu(s)ϕωv (s− 1)
× 〈 0 |C(un; s − n) . . . C(u1; s− 1)D(ξi; s)B(v1; s− 1) . . . B(vn; s − n)| 0 〉. (5.2)
Using the commutation relation, which follows from (2.8), of the operatorD with the operators
B, we can express (5.2) in terms of the partial scalar product (3.10):
〈 {u}, ωu |E
−−
i | {v}, ωv 〉 =
∏i−1
k=1 τ(ξk; {u}, ωu)∏i
k=1 τ(ξk; {v}, ωv)
1
L
∑
s∈CLs0
ϕ˜ωu(s)ϕωv (s− 1)
×
[s− n− 1] [1]
[s] [s− 1]
n∑
j=1
(−1)rℵd(vj)
[s+ vj − ξi]
[vj − ξi]
∏
l 6=j
[vj − vl + 1]
[vj − vl]
× Sn({u}; {vβ}β 6=j ∪ {ξi}; s). (5.3)
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From (2.14),(2.18), and the value (3.10) of the partial scalar product, we get
〈 {u}, ωu |E
−−
i | {v}, ωv 〉 =
∏i−1
k=1 τ(ξk; {u}, ωu)∏i
k=1 τ(ξk; {v}, ωv)
1
[γ]n
∏n
t=1 d(ut)∏
k<l[uk − ul][vl − vk]
×
n∑
j=1
(−1)rℵ+1d(vj)
n∏
l=1
[vj − vl + 1]
[ξi − vl]
∑
S,S˜⊂{1,...,n}
(−1)|S|+|S˜|
×
∏
k 6∈S˜
{
(−1)rℵa(vˆk)
n∏
t=1
[ut − vˆk + 1]
}∏
k∈S˜
{
d(vˆk)
ω2u
n∏
t=1
[ut − vˆk − 1]
}
×
{
1
L
∑
s∈CLs0
ω−su ω
s−1
v [s+ vj − ξi]
[|u| − |v|+ vj − ξi + γ + s]
[γ + s− |S|+ |S˜|]
[s− |S|+ |S˜|]
}
× det
n
[
Nγ({u}; {vˆ − δ
S S˜})
]
, (5.4)
where γ is arbitrary, and vˆk = vk if k 6= j, vˆj = ξi. Setting γ = −|u| + |v| and performing
a change of indices in the sum over s, we see that, similarly as for the computation of the
scalar product, we can factorize out the sum over s and use the linearity of the determinant
to recast the last sum over determinants into a single one:
〈 {u}, ωu |E
−−
i | {v}, ωv 〉 =
∏i−1
k=1 τ(ξk; {u}, ωu)∏i
k=1 τ(ξk; {v}, ωv)
{
1
L
∑
s∈CLs0
ω−su ω
s−1
v
[γ + s]
[s]
}
×
∏n
t=1 d(ut)∏
k<l[uk − ul][vl − vk]
n∑
j=1
(−1)rℵ+1d(vj)
n∏
l=1
[vj − vl + 1]
[ξi − vl]
× det
n
[
Ωγ({u}, ωu; {vˆ}, ωv)
]
, (5.5)
with Ωγ given by (3.19). Finally, the remaining sum can be seen as the expansion of the
determinant of the sum of two matrices, one of which being of rank 1:
〈 {u}, ωu |E
−−
i | {v}, ωv 〉 =
{
i−1∏
k=1
τ(ξk; {u}, ωu)
τ(ξk, {v}, ωv)
}{
1
L
∑
s∈CLs0
ω−su ω
s
v
[γ + s]
[s]
}
×
∏n
t=1 d(ut)∏
k<l[uk − ul][vl − vk]
{
det
n
[
Ωγ({u}, ωu; {v}, ωv)
]
− det
n
[
Ωγ({u}, ωu; {v}, ωv)− Pγ({u}, ωu; {v}, ωv |ξi)
]}
, (5.6)
where we have defined the rank 1 matrix Pγ as
[
Pγ({u}, ωu; {v}, ωv |ξi)
]
ab
=
1
[γ]
{
[ua − ξi + γ]
[ua − ξi]
−
ωv
ωu
[ua − ξi + γ + 1]
[ua − ξi + 1]
}
× (−1)rℵa(vb)
n∏
t=1
{
[vt − vb + 1]
[ut − ξi + 1]
[vt − ξi + 1]
}
. (5.7)
Note that we have used the Bethe equations for {v} to express Pγ as in (5.7).
Remark 5.1. When {u} 6= {v}, one can use the orthogonality of the corresponding Bethe
eigenstates and the fact that detn
[
Ωγ({u}, ωu; {v}, ωv)
]
= 0 to simplify the expression (5.6).
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The computation of the matrix element 〈 {u}, ωu |E
++
i | {v}, ωv 〉 can be performed in a
similar way, by using the solution of the quantum inverse problem for the operator E++i in
terms of the operator Â(ξi), and by computing the action of the latter on the state | {v}, ωv 〉.
One can also notice that E++i = 1 − E
−−
i and use the previous result concerning the form
factor of E−−i . One obtains:
〈 {u}, ωu |E
++
i | {v}, ωv 〉 =
{
i−1∏
k=1
τ(ξk; {u}, ωu)
τ(ξk; {v}, ωv)
}{
1
L
∑
s∈CLs0
ω−su ω
s
v
[γ + s]
[s]
}
×
∏n
t=1 d(ut)∏
k<l[uk − ul][vl − vk]
det
n
[
Ωγ({u}, ωu; {v}, ωv)− Pγ({u}, ωu; {v}, ωv |ξi)
]
. (5.8)
Combining these two results, one gets the following expression for the form factor of the
operator σzi between two Bethe eigenstates:
〈 {u}, ωu |σ
z
i | {v}, ωv 〉 =
{
i−1∏
k=1
τ(ξk; {u}, ωu)
τ(ξk; {v}, ωv)
}{
1
L
∑
s∈CLs0
ω−su ω
s
v
[γ + s]
[s]
}
×
∏n
t=1 d(ut)∏
k<l[uk − ul][vl − vk]
det
n
[
Ωγ({u}, ωu; {v}, ωv)− 2Pγ({u}, ωu; {v}, ωv |ξi)
]
. (5.9)
We recall that, in all these expressions, γ = −|u| + |v|. Note that these formulas are very
similar to those obtained in the XXZ case.
6 Master equation representation for the two-point function
We now consider the problem of the computation of the two-point function, which can be
tackled by summation over the corresponding form factor series. We explain here how such a
summation can be formally performed in finite volume, hence resulting into a multiple integral
representation for the two-point function, similar to the representation that was introduced
in [60] in the XXZ case under the name of master equation representation. This terminology
was due to the fact that such a formula could be understood as the common result of two
possible ways of computing the two-point function as a sum over elementary objects: over
form factors on the one hand, or over elementary building blocks on the other hand.
We consider here a quantity which is the analog of the generating function studied in [60].
Namely, for a generic complex number κ, we introduce the operator
Qκ1,m =
m∏
j=1
(
1 + κ
2
+
1− κ
2
σzj
)
=
m∏
j=1
(
E11j + κE
22
j
)
. (6.1)
The mean value of this operator in the ground state | {u}, ωu 〉 of the transfer matrix,
〈Qκ1,m 〉 =
〈 {u}, ωu |Q
κ
1,m | {u}, ωu 〉
〈 {u}, ωu | {u}, ωu 〉
, (6.2)
which can be seen as a polynomial of degree m in κ, is a generating function for the two-point
function of the finite-size one-dimensional quantum dynamical model whose Hamiltonian is
obtained from the finite-size transfer matrix. In the thermodynamic limit, it also gives the
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probability, in the CSOS model, that two sites on a same line at distance m have a difference
of height ℓ ≤ m: the latter is given by the coefficient of κ
m−ℓ
2 of (6.2)6.
The quantity (6.2) can be evaluated by summation over form factors corresponding to a
suitable basis of the space of states. In the present case, such states can be conveniently chosen
as the eigenstates of the κ-twisted transfer matrix t̂κ(u) = Â(u) + κD̂(u). The latter can be
constructed similarly as in the untwisted case, as states of the form (2.13)-(2.14) or (2.18)-
(2.19) with parameters {v}κ satisfying the following system of κ-twisted Bethe equations:
a(vj)
∏
l 6=j
[vl − vj + 1]
[vl − vj ]
= (−1)rℵκω−2 d(vj)
∏
l 6=j
[vj − vl + 1]
[vj − vl]
, j = 1, . . . n. (6.3)
The corresponding eigenvalues are
τκ(u; {v}κ , ω) = ω a(u)
n∏
l=1
[vl − u+ 1]
[vl − u]
+ (−1)rℵκω−1 d(u)
n∏
l=1
[u− vl + 1]
[u− vl]
. (6.4)
Indeed, from the solution (4.9) of the inverse problem, the operator (6.1) can be expressed
as follows:
Qκ1,m =
m∏
i=1
t̂κ(ξi) ·
1∏
i=m
[
t̂(ξi)
]−1
. (6.5)
Hence, provided the eigenstates | {v}κ , ωv 〉 of t̂κ(u) form a complete basis of the space of
states, one can expand the mean value (6.2) as
〈Qκ1,m 〉 =
∑
{v}κ , ωv
〈 {u}, ωu | {v}κ , ωv 〉 〈 {v}κ , ωv |Q
κ
1,m| {u}, ωu 〉
〈 {u}, ωu | {u}, ωu 〉 〈 {v}κ , ωv | {v}κ , ωv 〉
,
=
∑
{v}κ , ωv
m∏
i=1
τκ(ξi; {v}κ , ωv)
τ(ξi; {u}, ωu)
〈 {u}, ωu | {v}κ , ωv 〉 〈 {v}κ , ωv | {u}, ωu 〉
〈 {u}, ωu | {u}, ωu 〉 〈 {v}κ , ωv | {v}κ , ωv 〉
, (6.6)
and then use the determinant representations obtained in Section 3 to express the scalar
products.
In the untwisted case, for a rational parameter η = 1L and for n = N/2, the completeness
of quasi L-periodic Bethe eigenstates (2.13)-(2.14) with generic multiplier α (i.e. associated to
ω such that (−1)nωL = α) and generic inhomogeneity parameters {ξ} was shown by Felder,
Tarasov and Varchenko in [27], at least for any large enough odd integer L > n. Their proof
can easily be extended to the case of L-periodic κ-twisted Bethe eigenstates with arbitrary
κ (at least in a vicinity of κ = 0, which is enough for the study of the polynomial quantity
(6.2)), and to more general rational parameters η = r/L for L odd and large enough. This
problem is discussed in Appendix E. Hence, in (6.6), the sum should be understood over all
admissible7 off-diagonal8 solutions {v}κ of the κ-twisted Bethe equations (6.3) with n = N/2
(ℵ = 0), associated to all possible values of ωv ∈ C such that (−1)
rnωLv = 1.
6We suppose here that m ≪ L. In fact, in this section, we are not interested in the specific properties
of the root of unity case, but rather in obtaining a formula that could be extended by continuity to the case
of irrational η. Therefore, when necessary, we may suppose L large enough (for instance L > N) to avoid
problems of cyclicity on the lattice.
7A solution {v} of the system (6.3) is called admissible, if
∏n
k=1[vj − ξk]
∏n
l=1[vj − vl+1] 6= 0, j = 1, ..., n.
8See footnote 4.
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The computation of the scalar product performed in Section 3 can easily be generalized
to the κ-twisted case. Using the same arguments as for (3.18), one obtains that the scalar
product between a κ-twisted Bethe eigenstate 〈 {v}κ , ωv | and a general state | {w}, ωw 〉 of the
form (2.13)-(2.14) with n = N/2 can be represented as 9
〈 {v}κ , ωv | {w}, ωw 〉 =
{
1
L
∑
s∈CLs0
ωsw
ωsv
[γ + s]
[s]
} ∏n
t=1 d(vt)∏
j<k[vj − vk][wk − wj]
× det
n
[
Ω(κ)γ ({v}κ , ωv; {w}, ωw)
]
, (6.7)
with γ = −|v|+ |w|, and
[Ω(κ)γ ({v}, ωv ; {w}, ωw)
]
ij
=
1
[γ]
{
[vi − wj + γ]
[vi − wj]
−
ωw
ωv
[vi − wj + γ + 1]
[vi − wj + 1]
}
a(wj)
n∏
t=1
[vt−wj+1]
+
1
[γ]
{
[vi − wj + γ]
[vi − wj]
−
ωv
ωw
[vi − wj + γ − 1]
[vi − wj − 1]
}
κ
ω2v
d(wj)
n∏
t=1
[vt − wj − 1]. (6.8)
The “square of the norm” of a κ-twisted Bethe eigenstate is given by (3.20) or, alternatively,
in terms of the function
Yκ;ω(u; {v}) = a(u)
∏
l
[vl − u+ 1] + κω
−2 d(u)
∏
l
[vl − u− 1], (6.9)
as
〈 {v}κ , ωv | {v}κ , ωv 〉 =
1
(−[0]′)n
∏n
t=1 d(vt)∏
j 6=k[vj − vk]
· det
n
[
∂
∂vk
Yκ;ωv(vj |{v}κ)
]
. (6.10)
Hence, using these determinant representations for the scalar products, one can rewrite
(6.6) as
〈Qκ1,m 〉 =
([0]′)2n
L2
∑
{v}κ ,ωv
m∏
i=1
τκ(ξi; {v}κ , ωv)
τ(ξi; {u}, ωu)
{ ∑
s∈CLs0
ωsv
ωsu
[γv + s]
[s]
}{ ∑
s∈CLs0
ωsu
ωsv
[−γv + s]
[s]
}
×
detn
[
Ωγv({u}, ωu; {v}κ , ωv)
]
· detn
[
Ω
(κ)
−γv({v}κ , ωv; {u}, ωu)
]
detn
[
∂
∂uk
Y1;ωu(uj ; {u})
]
· detn
[
∂
∂vk
Yκ;ωv(vj ; {v}κ)
] , (6.11)
in which we have set γv = |v| − |u|. As in [60], the sum over admissible off-diagonal solutions
of the κ-twisted Bethe equations in (6.11) can be reexpressed as a multiple integral, and one
obtains the following representation (master equation) for the generating function (6.2):
〈Qκ1,m 〉 =
1
n!
([0]′)2n
L2
∑
ω
∮
Γ({v}κ )
dnz
(2iπ)n
m∏
i=1
τκ(ξi; {z}, ω)
τ(ξi; {u}, ωu)
{ ∑
s∈CLs0
ωs
ωsu
[γz + s]
[s]
}2
×
detn
[
Ωγz({u}, ωu; {z}, ω)
]
· detn
[
Ω
(κ)
−γz({z}, ω; {u}, ωu)
]
detn
[
∂
∂uk
Y1;ωu(uj ; {u})
]
·
∏n
j=1 Yκ;ω(zj ; {z})
. (6.12)
9Here we only give the case n = N/2 (i.e. ℵ = 0). In the general case, there is an additional sign in the
expression of Ω
(κ)
γ as in (3.19).
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The sum in (6.12) is taken over all ω ∈ C such that (−1)rnωL = 1, and the integration contour
is such that it surrounds (with index 1) all poles corresponding to solutions {v}κ with n = N/2
of the κ-twisted Bethe equations associated to ω. The other poles of the integrand, which lie
outside the contour, are poles at zℓ = ξi, i = 1, . . . ,m (issued from the factors τκ(ξi; {z}, ω)),
and poles at zℓ = uj, j = 1, . . . , n (contained in detn
[
Ω
(κ)
−γz({z}, ω; {u}, ωu)
]
). By considering
these poles, one can, as in the XXZ case [60], rewrite the above integral in the alternative
form
〈Qκ1,m 〉 =
1
n!
([0]′)n
L2
∑
ω
∮
Γ({ξ})∪Γ({u})
dnz
(2iπ)n
m∏
i=1
τκ(ξi; {z}, ω)
τ(ξi; {u}, ωu)
{ ∑
s∈CLs0
ωs
ωsu
[γz + s]
[s]
}2
×
detn
[
Ωγz({u}, ωu; {z}, ω)
]
· detn
[
Ω
(κ)
−γz({z}, ω; {u}, ωu)
]
detn
[
Ω0({u}, ωu; {u}, ωu)
]
·
∏n
j=1 Yκ;ω(zj ; {z})
. (6.13)
7 Conclusion
In this paper we have generalized the algebraic Bethe Ansatz approach to correlation functions
to the dynamical case, i.e. to the case of an R-matrix depending on a dynamical parameter and
satisfying the dynamical Yang-Baxter equation. In this framework, we have obtained finite-
size representations for scalar products of Bethe states, form factors of local operators and
two-point correlation function. These results hence initiate the study of correlation functions
of the (cyclic) 8VSOS model within the framework of algebraic Bethe Ansatz. Applications
of these formulas at the thermodynamic limit will be considered in a further publication.
As we have seen, one of the difficulty of the ABA approach to correlation functions is
that it relies on the existence of a compact and manageable expression, preferably as a single
determinant, for the scalar products of Bethe states: in practice, such a representation may
not be easy to obtain, and it is even possible that it does not exist for all models, at least
in the simplest expected form of a single determinant (see for instance the recent preprints
[9, 8] concerning SU(3)-invariant models). In the case of general SOS models, in fact, it seems
that we can only obtain representations of height-dependent (partial) scalar products (3.2) as
sums of determinants. As in the case of the partition function with domain wall boundary
conditions [84, 81], this is due to the shifts undergone by the dynamical parameter. However,
as mentioned in Section 3, it is not very surprising that shifts of the dynamical parameter
prevent us from representing the height-dependent partial scalar product (and hence the
partition function) as a single determinant, since such shifts also prevent the corresponding
states, i.e. states of H[0] of the form (3.15), from directly being Bethe states. In fact, when
one considers true Bethe states as functions of the dynamical parameter, and their natural
scalar products which, in the cyclic case, can be expressed as a finite sum over all values of
the dynamical parameter, one obtains for the latter a single determinant representation very
similar to its XXZ analog. It follows in particular that the norm of a Bethe eigenstate can be
expressed as a single determinant. As we have seen, this opens the way to the computation
of form factors and correlation functions.
As a final remark, we would like to mention an interesting and promising alternative
method: Sklyanin’s separation of variables (SOV) method [88, 89], which has been recently
developed in the direction of the computation of form factors [41, 80, 79]. The advantage
of this approach is that it enables one to free oneself from the main difficulty of the ABA
approach to correlation functions, namely the fact that, depending on the model we consider,
we have a priori no guaranty that a convenient expression for the scalar products does exist
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and — should it exist — no model-independent constructive method to derive it. In fact,
in the SOV approach, it seems that scalar products of separates states can automatically be
expressed as a determinant. Let us note however that, at least at the present stage of the
art, the determinant representation obtained from ABA still presents some advantages, the
main one being probably that it is more appropriate than its SOV counterpart for taking the
thermodynamic limit.
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A Definition and useful properties of the function u 7→ [u]
Let us set p = e2πiτ , with ℑτ > 0. Let θ1(z; τ) be the Theta function of quasi-periods 1 and
τ and nome p1/2 = eiπτ :
θ1(z; τ) = 2p
1/8 sinπz
∞∏
n=1
(1− 2pn cos 2πz + p2n)(1− pn)
= −i
∞∑
n=−∞
(−1)np
1
2
(n+ 1
2
)2e(2n+1)iπz . (A.1)
In the generic SOS model (i.e. for η generic), the elements (2.3)-(2.4) of the dynamical
R-matrix are usually defined in terms of the function
[u] = θ1(ηu; τ), (A.2)
which is odd, entire, and satisfies the quasi-periodicity properties
[u+ 1/η] = −[u], [u+ τ/η] = −e−iπτe−2iπηu[u]. (A.3)
This function also satisfies the following useful properties:
1. Addition formula:
[x+u][x−u][y+v][y−v]− [x+v][x−v][y+u][y−u] = [x+y][x−y][u+v][u−v]. (A.4)
2. Let t ∈ C and f be of the form
f(x) =
∑
j
C(j)
[x− a
(j)
1 ] · · · [x− a
(j)
ℓ+m]
[x− b
(j)
1 ] · · · [x− b
(j)
ℓ ]
, (A.5)
where a
(j)
i , b
(j)
i , C
(j) ∈ C such that a
(j)
1 + · · ·+ a
(j)
ℓ+m− b
(j)
1 − · · · − b
(j)
ℓ = t mod 1/η, ∀j.
Then f satisfies the quasi-periodicity properties
f(x+ 1/η) = (−1)mf(x), f(x+ τ/η) = (−1)me2πiηt−iπm(2ηx+τ)f(x). (A.6)
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Moreover, if f is entire (i.e. if the singularities at x = b
(j)
i are all removable), then it
can be factored as
f(x) = C[x− a1] . . . [x− am], (A.7)
where C, a1, . . . , am are complex numbers such that a1 + · · · + am = t.
3. Frobenius’ determinant evaluation:
det
1≤i,j≤n
(
[xi − yj + t]
[xi − yj]
)
= [t]n−1[|x| − |y|+ t]
∏
1≤i<j≤n[xi − xj ][yj − yi]∏n
i,j=1[xi − yj]
, (A.8)
where |x| = x1 + · · ·+ xn, |y| = y1 + · · ·+ yn.
4. For any positive integer L, one has the following identity:
[u+ γ] [0]′
[u] [γ]
=
L−1∑
k=0
e2πiηku
[Lu+ γ + k τη ]L [0]
′
L
[Lu]
L
[γ + k τη ]L
, (A.9)
where [u]
L
= θ1(ηu;Lτ). (A.9) can be shown by relabeling the sum (k → k+Lj) in the
Fourier series expansion:
[u+ γ] [0]′
[u] [γ]
= −2iπη
+∞∑
k=−∞
e2πiηku
1− e2πiηγpk
. (A.10)
In the cyclic case, when Lη = r1 + r2τ with L, r1, r2 integers, it is convenient, following
Baxter [6]10, to re-define the function u 7→ [u] as
[u] = θ1(ηu; τ) e
iπr2
η
L
u2 . (A.11)
The modified function (A.11) is odd, entire, and satisfies the quasi-periodicity properties:
[u+ 1/η] = −eiπ
r2
L
(2u+ 1
η
) [u], [u+ τ/η] = −e−iπ
r1
L
(2u+ τ
η
) [u]. (A.12)
It is also quasi-periodic of period L with a mere sign:
[u+ L] = (−1)r1+r2+r1r2 [u], (A.13)
so that a ratio of two such functions is periodic of period L. The modified function (A.11)
still satisfies the properties 1. and 3. above. If moreover f is of the form (A.5) with a
(j)
1 +
· · · + a
(j)
ℓ+m − b
(j)
1 − · · · − b
(j)
ℓ = t mod L, ∀j, then f satisfies the quasi-periodicity properties
f(x+ 1/η) = (−1)meiπ
r2
L
(2mx−2t+m 1
η
)f(x), f(x+ τ/η) = (−1)meiπ
r1
L
(2mx−2t+m τ
η
)f(x),
and can be factored as in (A.7). In that case, it is enough to find m independent zeroes to
prove that f vanishes identically.
10Equation (9) of paper I of [6] corresponds in fact to Lη = 2r1+2r2τ . Here we get rid of factor 2 by allowing
a sign in the L-periodicity (A.13) of the function u 7→ [u].
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In fact, as noticed in [23], the modified function (A.11) is nothing else but a usual theta
function of the form (A.2) with different quasi-periods. This can easily be seen from the
transformation property of the theta function (A.1) under the action of the modular group:
eiπ
cz2
cτ+d θ1(z; τ) ∝ θ1
( z
cτ + d
;
aτ + b
cτ + d
)
, for any
(
a b
c d
)
∈ SL(2,Z). (A.14)
Hence the modified function (A.11) is simply proportional to
[u] ∝ θ1(η
′u; τ ′), with η′ =
r
L
and τ ′ =
b+ aτ
r˜1 + r˜2τ
. (A.15)
In this expression, r is the greatest common divisor of r1 and r2, and the integers a, b, r˜1, r˜2
are such that r1 = rr˜1, r2 = rr˜2 and ar˜1 − br˜2 = 1. Hence all the properties of (A.2) can
trivially be extended to (A.11) with the mere replacement of η by η′ and τ by τ ′, and the
study of the case Lη = r1 + r2τ is therefore equivalent to the simplest η = r/L case.
B Partition function of the 8VSOS model with domain wall
boundary conditions
In this appendix, we recall the result of [84] concerning the representation of the partition
function of the 8VSOS model with domain wall boundary conditions as a sum of determinants,
useful for the computation of scalar products. For a inhomogeneous square lattice of sizeN×N
with parameters u1, . . . , uN , ξ1, . . . , ξN , this partition function can be expressed in terms of
the entries of the monodromy matrix (2.7) (with inhomogeneity parameters ξ1, . . . , ξN ) as
ZN (u1, . . . , uN ; ξ1, . . . , ξN ; s) = 〈 0 |C(uN ; s)C(uN−1; s+1) . . . C(u1; s+(N−1))| 0¯ 〉, (B.1)
where | 0¯ 〉 = e− ⊗ · · · ⊗ e−. It can easily be shown that this quantity is uniquely determined
by the following properties [84, 81]:
1. Z1(u, ξ; s) =
[1][s − u+ ξ]
[s][u− ξ + 1]
;
2. ZN (u1, . . . , uN ; ξ1, . . . , ξN ; s) is symmetric in u1, . . . , uN and in ξ1, . . . , ξN separately;
3.
∏N
α,ℓ=1[uα − ξℓ + 1]ZN (u1, . . . , uN ; ξ1, . . . , ξN ; s) is a holomorphic function of each uα
and each ξℓ;
4. it satisfies the recursion relation:
[uN − ξN + 1]
[1]
ZN (u1, . . . , uN ; ξ1, . . . , ξN ; s)
∣∣
uN=ξN−1
=
[s+N ]
[s+N − 1]
×
N−1∏
j=1
[uj − ξN ]
[uj − ξN + 1]
N−1∏
k=1
[ξk − ξN + 1]
[ξk − ξN ]
ZN−1(u1, . . . , uN−1; ξ1, . . . , ξN−1; s); (B.2)
note that we have also
ZN (u1, . . . , uN ; ξ1, . . . , ξN ; s)
∣∣
uN=ξN
= ZN−1(u1, . . . , uN−1; ξ1, . . . , ξN−1; s+1); (B.3)
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5. ZN = f(u1) as a function of u1 satisfies the quasi-periodicity properties:
f(u1 + 1/η) = e
−2iπ
r2
L
(s+N)f(u1), f(u1 + τ/η) = e
−2iπ
r1
L
(s+N)f(u1). (B.4)
In [84, 81], a representation of the partition function as a sum over the permutations of the
set {ξ} was proposed. In [84], it was shown that this representation could be reduced to the
following sum of determinants:
ZN ({u}; {ξ}; s) =
[s+N ]
[γ]N [|u| − |ξ|+ γ + s+N ]
∏N
α,ℓ=1[uα − ξℓ]∏
j<k[uj − uk] [ξk − ξj]
×
∑
S⊂{1,...,N}
(−1)|S|
[γ + s+N − |S|]
[s+N − |S|]
det
N
[
Nγ({u + δ
S}; {ξ})
]
. (B.5)
In this expression, γ is a generic parameter (the left-hand side being independent of γ), Nγ
is given by (3.11), |u| = u1 + · · ·+ uN , |ξ| = ξ1 + · · ·+ ξN , the sum runs over all subsets S of
{1, . . . , N}, with |S| being the cardinality of S and {u+ δS} = {uj − δ
S
j }1≤j≤N with
δSj =
{
1 if j ∈ S,
0 if j /∈ S.
(B.6)
Formula (B.5) was proved in [84] by induction over N . It is easy to see that, following the
lines of the proof of [84], one can also obtain the equivalent formula:
ZN ({u}; {ξ}; s) =
[s+N ]
[γ]N [|u| − |ξ|+ γ + s+N ]
∏N
α,ℓ=1[uα − ξℓ]∏
j<k[uj − uk] [ξk − ξj]
×
∑
S⊂{1,...,N}
(−1)|S|
[γ + s+N − |S|]
[s+N − |S|]
det
N
[
Nγ({u}; {ξ − δ
S})
]
. (B.7)
Remark B.1. The partition function ZN ({u}; {ξ}; s) has no pole at |u|− |ξ|+γ+s+N = 0 (it
is holomorphic except at the points uα−ξℓ+1 = 0), which means that the sum of determinants
in the second line of (B.5) or (B.7) has a zero at this point.
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C Solution of the recursion relation (3.8) for the scalar product
We show here that the solution of the recursion relation (3.8),(3.9), with the initial condition
(3.7), is given by the following expression:
G
(k)
ℓk+1,...,ℓn
({u}; {v1, . . . , vk}; s) =
[s− k]
[γ]n [|u| − |ξℓ|n−k − |v|k + γ + s]
×
k−1∏
j=0
[s− j]
[s+N − 2n+ j]
n∏
l=k+1

N∏
j=1
j 6=ℓl
[ξℓl − ξj + 1]
[ξℓl − ξj]
·
k∏
j=1
1
[ξℓl − vj ]
·
∏n
j=1[uj − ξℓl + 1]∏n
j=k+1
j 6=l
[ξℓj − ξℓl + 1]

×
∏k
j=1 d(vj)
∏n
j=1 d(uj)
∏
k<j<l[ξℓj − ξℓl ]∏
j<l[uj − ul]
∏
j<l≤k[vl − vj]
∑
S⊂{1,...,n}
S˜⊂{1,...,k}
(−1)|S|+|S˜|
[γ + s− |S|+ |S˜|]
[s− |S|+ |S˜|]
×
∏
j 6∈S˜
{
a(vj)
d(vj)
n∏
l=1
[ul − vj + 1]
}∏
j∈S˜
{
(−1)rℵω−2u
n∏
l=1
[ul − vj − 1]
}
× det
n
[
Nγ({u}; v
S S˜
1 , . . . , v
S S˜
k , ξ
S
ℓk+1
, . . . , ξSℓn)
]
. (C.1)
Here we have used the notations of Proposition 3.1 with vS S˜j = vj − δ
S S˜
j , ξ
S
ℓj
= ξℓj − δ
S
j with
δSj given by (B.6), |v|k = v1 + · · ·+ vk, |ξℓ|n−k = ξk+1 + · · ·+ ξn.
Let us first remark that (C.1) provides the correct expression for G
(0)
ℓ1,...,ℓn
: this follows from
(3.7) and from the representation (B.7) for the partition function with domain wall boundary
conditions.
Supposing that (C.1) is valid at level k − 1, we now want to prove that it is also valid at
level k. From the recursion relation (3.8), (3.9), we obtain
G
(k)
ℓk+1,...,ℓn
({u}; {v1, . . . , vk}; s) =
1
[γ]n
k∏
j=0
[s− j]
[s +N − 2n + j]
×
n∏
l=k+1

N∏
j=1
j 6=ℓl
[ξℓl − ξj + 1]
[ξℓl − ξj]
·
[ξℓl − vk − 1]∏k
j=1[ξℓl − vj ]
·
∏n
j=1[uj − ξℓl + 1]∏n
j=k+1
j 6=l
[ξℓj − ξℓl + 1]

×
∏k
j=1 d(vj)
∏n
j=1 d(uj)
∏
k<j<l[ξℓj − ξℓl ]∏
j<l[uj − ul]
∏
j<l<k[vl − vj ]
N∏
j=1
1
[vk − ξj ]
· f (k)(vk), (C.2)
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with
f (k)(vk) =
N∏
j=1
[vk − ξj]
N∑
ℓk=1
[1] [s +N − 2n+ k + vk − ξℓk ]
[vk − ξℓk ] [|u| − |ξℓ|n−k+1 − |v|k−1 + γ + s]
N∏
j=1
j 6=ℓk
[ξℓk − ξj + 1]
[ξℓk − ξj ]
×
∏n
j=1[uj − ξℓk + 1]∏n
j=k+1[ξℓj − ξℓk − 1] ·
∏k−1
j=1 [ξℓk − vj]
∑
S⊂{1,...,n}
S˜⊂{1,...,k−1}
(−1)|S|+|S˜|
[γ + s− |S|+ |S˜|]
[s− |S|+ |S˜|]
×
k−1∏
j=1
j 6∈S˜
{
a(vj)
d(vj)
n∏
l=1
[ul − vj + 1]
}∏
j∈S˜
{
(−1)rℵω−2u
n∏
l=1
[ul − vj − 1]
}
× det
n
[
Nγ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, ξ
S
ℓk
, . . . , ξSℓn)
]
. (C.3)
Note that the sum in (C.3) (which corresponds to the sum in (3.8)) has been extended to
all values of ℓk: indeed the sum over determinants, which is antisymmetric by exchange of
two different ξℓ, vanishes for ℓk = ℓj, j = k + 1, . . . , n. The function (C.3) of vk is an entire
function of the form (A.5) with m = N and t =
∑N
j=1 ξj − s − N + 2n − k. It can also be
written as
f (k)(vk) =
N∏
j=1
[vk − ξj]
N∑
ℓk=1
[1] [s +N − 2n+ k + vk − ξℓk ]
[vk − ξℓk ] [|u| − |ξℓ|n−k+1 − |v|k−1 + γ + s]
N∏
j=1
j 6=ℓk
[ξℓk − ξj + 1]
[ξℓk − ξj ]
×
1∏n
j=k+1[ξℓj − ξℓk − 1] ·
∏k−1
j=1 [ξℓk − vj]
∑
S⊂{1,...,n}\{k}
S˜⊂{1,...,k−1}
(−1)|S|+|S˜|
×
k−1∏
j=1
j 6∈S˜
{
a(vj)
d(vj)
n∏
l=1
[ul − vj + 1]
}∏
j∈S˜
{
(−1)rℵω−2u
n∏
l=1
[ul − vj − 1]
}
× det
n
[
Nˆ (k)γ ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, ξℓk , ξ
S
ℓk+1
, . . . , ξSℓn)
]
, (C.4)
with
[
Nˆ
(k)
γ
]
ij
=
[
Nγ
]
ij
for j 6= k and
[
Nˆ (k)γ ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, ξℓk , ξ
S
ℓk+1
, . . . , ξSℓn)
]
ik
=
n∏
j=1
[uj − ξℓk + 1]
×
{
[γ + s− |S|+ |S˜|]
[s− |S|+ |S˜|]
[ui − ξℓk + γ]
[ui − ξℓk ]
−
[γ + s− |S|+ |S˜| − 1]
[s− |S|+ |S˜| − 1]
[ui − ξℓk + γ + 1]
[ui − ξℓk + 1]
}
= −
n∏
j=1
j 6=i
[uj − ξℓk + 1]
[1][γ][ui − ξℓk + s− |S|+ |S˜|+ γ][ui − ξℓk − s+ |S| − |S˜|+ 1]
[s− |S|+ |S˜|][s − |S|+ |S˜| − 1][ui − ξℓk ]
,
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in which we have used (A.4). This function is equal to
f (k)(vk) =
[s+N − 2n+ k]
[|u| − |ξℓ|n−k − |v|k + γ + s]
1∏n
j=k+1[ξℓj − vk − 1] ·
∏k−1
j=1 [vk − vj ]
×
∑
S⊂{1,...,n}\{k}
S˜⊂{1,...,k−1}
(−1)|S|+|S˜|
k−1∏
j=1
j 6∈S˜
{
a(vj)
d(vj)
n∏
l=1
[ul − vj + 1]
}∏
j∈S˜
{
(−1)rℵω−2u
n∏
l=1
[ul − vj − 1]
}
×
{
N∏
j=1
[vk − ξj + 1] det
n
[
Nˆ (k)γ ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, vk, ξ
S
ℓk+1
, . . . , ξSℓn)
]
− (−1)rℵω−2u
N∏
j=1
[vk − ξj] det
n
[
Nˇ (k)γ ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, vk, ξ
S
ℓk+1
, . . . , ξSℓn)
]}
+ (−1)rℵω−2u
N∏
j=1
[vk − ξj]
n∑
q=k+1
[s+N − 2n+ vk − ξℓq + k + 1]
[|u| − |ξℓ|n−k − |v|k−1 − ξℓq + γ + s+ 1]
1
[ξℓq − vk − 1]
×
n∏
j=k+1
j 6=q
1
[ξℓj − ξℓq ]
k−1∏
j=1
1
[ξℓq − vj − 1]
∑
S⊂{1,...,n}\{k}
S˜⊂{1,...,k−1}
(−1)|S|
k−1∏
j=1
j 6∈S˜
{
a(vj)
d(vj)
n∏
l=1
[ul − vj + 1]
}
×
∏
j∈S˜
{
(−1)rℵω−2u
n∏
l=1
[ul − vj − 1]
}
det
n
[
Nˇ (k)γ ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, ξℓq − 1, ξ
S
ℓk+1
, . . . , ξSℓn)
]
−
k−1∑
q=1
[s+N − 2n+ vk − vq + k]
[|u| − |ξℓ|n−k − |v|k−1 − vq + γ + s]
∏N
j=1[vk − ξj]
[vk − vq]
k−1∏
l=1
l 6=q
1
[vq − vl]
n∏
j=k+1
1
[ξℓj − vq − 1]
×
∑
S⊂{1,...,n}\{k}
S˜⊂{1,...,k−1}
k−1∏
j=1
j 6∈S˜
{
a(vj)
d(vj)
n∏
l=1
[ul − vj + 1]
}∏
j∈S˜
{
(−1)rℵω−2u
n∏
l=1
[ul − vj − 1]
}
× (−1)|S|+|S˜|
{
N∏
j=1
[vq − ξj + 1]
[vq − ξj ]
det
n
[
Nˆ (k)γ ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, vq, ξ
S
ℓk+1
, . . . , ξSℓn)
]
− (−1)rℵω−2u detn
[
Nˇ (k)γ ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, vq, ξ
S
ℓk+1
, . . . , ξSℓn)
]}
, (C.5)
with
[
Nˇ
(k)
γ ({u}; vS S˜1 , . . . , v
S S˜
k−1, vk, ξ
S
ℓk+1
, . . . , ξSℓn)
]
ij
=
[
Nγ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, ξ
S
ℓk
, . . . , ξSℓn)
]
ij
for j 6= k and[
Nˇ (k)γ ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, vk, ξ
S
ℓk+1
, . . . , ξSℓn)
]
ik
= −
n∏
l=1
l 6=i
[ul − vk − 1]
[1][γ][ui − vk + s− |S|+ |S˜|+ γ][ui − vk − s+ |S| − |S˜| − 1]
[s− |S|+ |S˜|][s− |S|+ |S˜|+ 1][ui − vk]
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= −
n∏
l=1
[ul − vk − 1]
{
[γ + s− |S|+ |S˜|]
[s− |S|+ |S˜|]
[ui − vk + γ]
[ui − vk]
−
[γ + s− |S|+ |S˜|+ 1]
[s− |S|+ |S˜|+ 1]
[ui − vk + γ − 1]
[ui − vk − 1]
}
, (C.6)
in which we have used (A.4). Note that, due to the fact that {u} satisfies the Bethe equations,
there is no pole at vk = ui in (C.5). Note also that, due to Remark (B.1), there is no pole
at |u| − |ξℓ|n−k − |v|k + γ + s = 0 since the corresponding sums over determinants have a
zero at this point. Therefore the function (C.5) is an entire function of the form (A.5) with
m = N and t =
∑N
j=1 ξj − s−N + 2n − k, and it takes the same value than (C.4) at the N
independent points vk = ξj, j = 1, . . . , N . Hence the equality between (C.4) and (C.5).
Up to the product
∏N
j=1[vk − ξj], the second term in (C.5) is equal to
(−1)rℵω−2u
n∑
q=k+1
[s+N − 2n+ vk − ξℓq + k + 1]
[|u| − |ξℓ|n−k − |v|k−1 − ξℓq + γ + s+ 1]
∏n
l=1[ul − ξℓq ]
[ξℓq − vk − 1]
n∏
l=k+1
l 6=q
1
[ξℓl − ξℓq ]
×
k−1∏
j=1
1
[ξℓq − vj − 1]
∑
S˜⊂{1,...,k−1}
k−1∏
j=1
j 6∈S˜
{
a(vj)
d(vj)
n∏
l=1
[ul−vj+1]
}∏
j∈S˜
{
(−1)rℵω−2u
n∏
l=1
[ul−vj−1]
}
×
∑
S⊂{1,...,n}∪{q}
(−1)|S|
[γ + s− |S|+ |S˜|+ 1]
[s− |S|+ |S˜|+ 1]
det
n
[
Nγ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, ξ
S
ℓq , ξ
S
ℓk+1
, . . . , ξSℓn)
]
,
which is equal to zero since the sum over S is antisymmetric with respect to the variables ξℓ,
and since the variable ξℓq appears twice in this sum. Also, up to the product
∏N
j=1[vk − ξj],
the third term in (C.5) is equal to
−
k−1∑
q=1
[s+N − 2n+ vk − vq + k]
[|u| − |ξℓ|n−k − |v|k−1 − vq + γ + s]
1
[vk − vq]
k−1∏
l=1
l 6=q
1
[vq − vl]
n∏
j=k+1
1
[ξℓj − vq − 1]
×
∑
S⊂{1,...,n}∪{q}\{k}
S˜⊂{1,...,k−1}∪{q}
∏
j∈{1,...,k−1}
∪{q}\S˜
{
a(vj)
d(vj)
n∏
l=1
[ul − vj + 1]
}∏
j∈S˜
{
(−1)rℵω−2u
n∏
l=1
[ul − vj − 1]
}
× (−1)|S|+|S˜|
[γ + s− |S|+ |S˜|]
[s− |S|+ |S˜|]
det
n
[
Nγ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, v
S S˜
q , ξ
S
ℓk+1
, . . . , ξSℓn)
]
,
which is equal to zero due to the antisymmetry of the sum over determinants by exchange of
two vβ (the variable vq appears twice in this sum). In the two above expressions, the notation
{1, . . . , n} ∪ {q} or {1, . . . , k − 1} ∪ {q} means a set that contains twice the element q.
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Finally, we obtain,
f (k)(vk) =
[s+N − 2n+ k]
[|u| − |ξℓ|n−k − |v|k + γ + s]
∏N
j=1[vk − ξj ]∏n
j=k+1[ξℓj − vk − 1] ·
∏k−1
j=1 [vk − vj ]
×
∑
S⊂{1,...,n}
S˜⊂{1,...,k}
(−1)|S|+|S˜|
k∏
j=1
j 6∈S˜
{
a(vj)
d(vj)
n∏
l=1
[ul − vj + 1]
}∏
j∈S˜
{
(−1)rℵω−2u
n∏
l=1
[ul − vj − 1]
}
×
[γ + s− |S|+ |S˜|]
[s− |S|+ |S˜|]
det
n
[
Nγ({u}; v
S S˜
1 , . . . , v
S S˜
k−1, v
S S˜
k , ξ
S
ℓk+1
, . . . , ξSℓn)
]
, (C.7)
which means that G
(k)
ℓk+1,...,ℓn
({u}; {v1, . . . , vk}; s) is given by (C.1).
D Orthogonality of two different Bethe eigenstates
We show in this Appendix that, similarly as what happens for the XXZ chain [59], the
matrix Ωγ({u}, ωu; {v}, ωv) (3.19) giving the scalar product of two different Bethe eigenstates
〈 {u}, ωu | and | {v}, ωv 〉, with {u} and {v} two different off-diagonal solutions of the Bethe
equations (2.15), admits a zero eigenvalue.
Let us first suppose that uj 6= vk,∀j, k. Then, using the Bethe equations for {v} and
factorizing the product (−1)rℵa(vj)
∏n
l=1[ul − vj + 1] out of each column j of the matrix
Ωγ({u}, ωu; {v}, ωv), we obtain a matrix Mγ({u}, ωu; {v}, ωv) of elements
[
Mγ({u}, ωu; {v}, ωv)
]
ij
=
1
[γ]
{
[ui − vj + γ]
[ui − vj ]
−
ωv
ωu
[ui − vj + γ + 1]
[ui − vj + 1]
}
−
1
[γ]
{
[ui − vj + γ]
[ui − vj ]
−
ωu
ωv
[ui − vj + γ − 1]
[ui − vj − 1]
}
ω2v
ω2u
n∏
l=1
[vl − vj + 1]
[vl − vj − 1]
[ul − vj − 1]
[ul − vj + 1]
. (D.1)
The action of the transpose of the above matrix on the non-zero vector w of components
wi =
∏n
l=1[ui − vl]∏n
l=1
l 6=i
[ui − ul]
(D.2)
produces a new vector w˜ of components
w˜i =
n∑
j=1
[
Mγ({u}, ωu; {v}, ωv)
t
]
ij
wj
=
{
G0 −
ωv
ωu
G1
}
−
{
G0 −
ωu
ωv
G−1
}
ω2v
ω2u
n∏
l=1
[vl − vi + 1]
[vl − vi − 1]
[ul − vi − 1]
[ul − vi + 1]
, (D.3)
with
Gǫ =
n∑
j=1
[uj − vi + γ + ǫ]
[γ] [uj − vi + ǫ]
∏n
l=1[uj − vl]∏n
l=1
l 6=j
[uj − ul]
(D.4)
= −
n∏
l=1
[vi − vl − ǫ]
[vi − ul − ǫ]
. (D.5)
29
The equality between (D.4) and (D.5) follows from the residue theorem applied to the elliptic
function
fǫ(z) =
[z − vi + γ + ǫ]
[z − vi + ǫ]
n∏
l=1
[z − vl]
[z − ul]
(D.6)
integrated on an elementary cell (we recall here that γ = |v| − |u|, which means that the
function fǫ (D.6) is effectively doubly periodic, and that its integral on an elementary cell
vanishes). Replacing the value (D.5) of Gǫ into the expression (D.3), we get that w˜ = 0,
which means that the non-zero vector w is an eigenvector of M tγ with zero-eigenvalue, and
hence that the scalar product 〈 {u}, ωu | {v}, ωv 〉 vanishes.
In the case when some (not all) of the variables uj coincide with some of the variables vk,
the proof is similar but one has first to take the limit in the corresponding columns of the
determinant.
E Completeness of Bethe eigenstates
In the untwisted case and for a rational parameter η = 1L , the completeness of Bethe eigen-
states (with arbitrary multiplier through the transformation s → s + L) was studied by
Felder, Tarasov and Varchenko in [27]. More precisely, there was shown the following result
(Corollary 19, Theorem 21 of [27]):
Theorem E.1. [27] Let N = 2n and η = 1/L for some odd integer L > n. For generic α,
{ξ}, there are d = L dimH[0] admissible11 off-diagonal12 solutions of the Bethe equations
N∏
k=1
[vj − ξk + 1]
[vj − ξk]
n∏
l=1
l 6=j
[vj − vl − 1]
[vj − vl + 1]
= ω−2, j = 1, . . . , n, (E.1)
with ωL = (−1)nα such that the corresponding Bethe eigenstates (2.13)-(2.14) form a basis of
the d-dimensional vector space of quasi L-periodic functions f ∈ Fun(H[0]) with multiplier α,
i.e. such that f(s+ L) = αf(s).
For our purpose, we need a slightly modified version of Theorem E.1:
Theorem E.2. Let N = 2n and η = r/L for some relatively prime integers L, r with L
odd and L > n. There exist κ0 > 0 such that, for 0 < |κ| < κ0 and generic {ξ}, there are
d = L dimH[0] admissible off-diagonal solutions of the κ-twisted Bethe equations
N∏
k=1
[vj − ξk + 1]
[vj − ξk]
n∏
l=1
l 6=j
[vj − vl − 1]
[vj − vl + 1]
= κω−2, j = 1, . . . , n, (E.2)
with ωL = (−1)rn, and the corresponding κ-twisted Bethe eigenstates (2.13)-(2.14) form a
basis of the d-dimensional vector space of functions f ∈ Fun(H[0]) such that f(s+L) = f(s).
11See footnote 7.
12See footnote 4.
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The proof of Theorem E.1 in [27] follows from the study the following eigenvalue problem
with multiplier condition (this problem is related to the study of solutions of qKZB equations
for the elliptic quantum group Eτ,η(sl2)):
Hj(ξ)ψ = ǫj ψ, j = 1, . . . , N,
ψ ∈ Fun(H[0]) such that ψ(s + L) = αψ(s).
Here Hj(ξ) are commuting difference operators defined in terms of R-matrices of the elliptic
quantum group Eτ,η(sl2):
Hj(ξ) = Rj,j−1 . . . Rj,1 τ̂
hj
s Rj,N . . . Rj,j+1, (E.3)
where ξ = (ξ1, . . . , ξN ) is a fixed generic point in C
N , and where we have used the shorthand
notation
Rj,k ≡ Rj,k
(
ξj − ξk; ŝ+
k−1∑
l=1
l 6=j
hl
)
. (E.4)
In particular, in the fundamental case, the difference operators (E.3) coincide with special
values of the transfer matrix of the SOS model, and their eigenfunctions (for generic ξ)
coincide with Bethe eigenstates.
The first part of the proof of [27] consists in constructing common eigenfunctions to the
operators Hj(ξ), j = 1, . . . , n. To this aim, the spaces dual to tensor products of evaluation
Verma modules over Eτ,η(sl2) are realized as particular spaces of meromorphic functions of
n + 1 complex variables (typically the n spectral parameters and the dynamical parameter)
with adequate quasi-periodicity properties. A basis of this space of functions is explicitly
identified. Common eigenfunctions (with given multiplier α) of the commuting difference
operatorsHj(ξ) are then constructed in terms of these basis elements evaluated at the solutions
of the system of Bethe equations (E.1). These eigenfunctions are identified (up to a factor
that vanishes for diagonal solutions of (E.1)) with Bethe eigenstates. We refer the reader to
[27] for explicit details about this construction, which is valid for any value of η and of the
multiplier α.
The second part of the proof of [27] consists in showing that, in the case n = N/2,
η = 1/L, and for generic α, the previously constructed set of eigenfunctions is indeed complete.
For α large but finite, one can identify L dimH[0] different sets of admissible off-diagonal
solutions of the system (E.1). Using the explicit expressions, previously obtained through
the aforementioned construction, of the corresponding eigenfunctions, the authors of [27] are
finally able to show that the latter are indeed linearly independent, at least for α large enough
(see [27] for details).
To prove Theorem E.2, one needs to extend these arguments to the κ-twisted case with
multiplier 1. It is in fact easy to see that, in the previous reasoning, one can use κ as a
free parameter instead of α. We use the fact that solutions of the system of Bethe equations
at κ = 0 are very simple and that, for L odd, there exist L possible distinct values of
the parameter ω2 such that ωL = (−1)rn. Hence, considering the system (E.2) when κ
tends to zero and using the implicit function Theorem, one can identify L dimH[0] different13
sets of admissible off-diagonal solutions {vI,ℓj (κ)}1≤j≤n (corresponding to all possible subsets
13up to periodicity in 1/η and τ/η. The condition L odd and L > n ensures that the zero weight space H[0]
reduces to the space corresponding to n = N/2.
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I = (i1, . . . , in) ⊂ {1, . . . , N} and all possible integers ℓ ∈ {0, . . . L− 1}) which are continuous
functions of κ in a vicinity of κ = 0. They are such that
vI,ℓj (κ) = ξij − 1 + κ e
4πi ℓ
L uIj (0) + o(κ), (E.5)
with
uIj (0) = e
2iπ rn
L
[1]
[0]′
N∏
k=1
k 6=ij
[ξij − ξk − 1]
[ξij − ξk]
n∏
k=1
[ξik − ξij − 1]
[ξik − ξij + 1]
. (E.6)
To show that the corresponding Bethe eigenstate form a basis of the corresponding space
of functions, i.e. that they are linearly independent, one can adapt the arguments of [27] to the
κ-twisted case by explicitly constructing common eigenfunctions to the κ-twisted commuting
difference operators
H
(κ)
j (ξ) = Rj,j−1 . . . Rj,1 τ̂
hj
s K
(κ)
j Rj,N . . . Rj,j+1, with K
(κ) =
(
1 0
0 κ
)
. (E.7)
The linear independence, for κ small enough, of the eigenfunctions corresponding to solutions
(E.5) then follows from the same reasoning as in [27], which can easily be extended to the
case of rational η = r/L.
Alternatively, one can remark that:
• the scalar product (6.7) of two Bethe states corresponding to different off-diagonal solu-
tions of the κ-twisted Bethe equations (E.2) vanishes (the proof of Appendix D is indeed
directly generalizable to the κ-twisted case).
• the “square of the norm” (6.10) of a κ-twisted Bethe state corresponding to an admissible
off-diagonal solution of (E.2) is non-zero in a vicinity of κ = 0. Namely, one has,
∂
∂vk
Yκ;ω(vj|{v}κ ) = κ
−1
{
ω2δj,k
[1]
[0]′ uj(0)2
N∏
k=1
k 6=ij
[ξij − ξk − 1]
[ξij − ξk]
n∏
k=1
[ξik − ξij − 1]+o(κ)
}
,
for {v} ≡ {vI,ℓ} given by (E.5) with ω = eiπ
rn
L
−2iπ ℓ
L and uj(0) ≡ u
I
j (0) given by (E.6).
This prove the linear independence, for 0 < |κ| < κ0 for some κ0 > 0, of the L dimH[0]
κ-twisted Bethe eigenvectors corresponding to the solutions (E.5), and hence ends the proof
of Theorem E.2.
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vertex model, Int. J. Mod. Phys. A 19 (2004), 363–380.
[88] E. K. Sklyanin, Functional Bethe Ansatz, Integrable and Superintegrable Systems (B.A.
Kupershmidt, ed.), World Scientific, Singapore, 1990, pp. 8–33.
[89] , Quantum inverse scattering method. Selected topics, Quantum Group and Quan-
tum Integrable Systems (Mo-Lin Ge, ed.), Nankai Lectures in Mathematical Physics,
World Scientific, 1992, pp. 63–97.
[90] N. A. Slavnov, Calculation of scalar products of wave functions and form factors in the
framework of the algebraic Bethe Ansatz, Theor. Math. Phys. 79 (1989), 502–508.
[91] F. A. Smirnov, Form factors in completely integrable models of quantum field theory,
World Scientific, Singapore, 1992.
[92] L. A. Takhtajan and L. D. Faddeev, The quantum method of the inverse problem and the
Heisenberg XYZ model, Russ. Math. Surveys 34 (1979), no. 5, 11–68.
[93] H. B. Thacker, Exact integrability in quantum field theory and statistical systems., Rev.
Mod. Phys. 53 (1981), no. 2, 253–285.
37
[94] Al. B. Zamolodchikov, Two-point correlation function in scaling Lee-Yang model, Nucl.
Phys. B 348 (1991), 619–641.
38
