We give a mathematical formulation for the Choi-Jamiolkowski (CJ) correspondence in the infinite-dimensional case close to one used in quantum information theory. We show that "unnormalized maximally entangled state" and the corresponding analog of the Choi matrix can be defined rigorously as positive semidefinite forms on an appropriate dense subspace. The properties of these forms are discussed in Sec. 2. In Sec. 3 we prove a version of a result from [14] characterizing the form corresponding to entanglement-breaking channel by giving precise definitions of the separable CJ form and the relevant integral. In Sec. 4,5 we obtain explicit expressions for CJ forms and operators defining Bosonic Gaussian channel. In particular, a condition for existence of the bounded CJ operator is given.
Introduction
In this paper we give a mathematical formulation for the Choi-Jamiolkowski (CJ) correspondence ( [12] , [3] ) in the infinite-dimensional case in the form close to one used in quantum information theory (see e.g. [13] ). We show that there is no need to use a limiting procedure (cf. [6] ) to define "unnormalized maximally entangled state" and the corresponding analog of the Choi matrix [3] since they can be defined rigorously as, in general, nonclosable forms on an appropriate dense subspace. The properties of these forms are discussed in Sec. 2. An important question is: when the CJ form is given by a bounded operator. This is the case for entanglement-breaking channels: we prove this in Sec. 3 along with a version of a result from [14] characterizing CJ operators which correspond to such channels by giving precise definitions of a separable operator and a relevant integral. In Sec. 4 we obtain explicit expressions for CJ forms and operators defining a general Bosonic Gaussian channel. In Sec. 5 we give a decomposition of CJ form into product of the four principal types and a necessary and sufficient condition for existence of the bounded CJ operator.
Positive semidefinite forms
In what follows H, K, . . . denote separable Hilbert spaces; T(H) denotes the Banach space of trace-class operators in H, and S(H) -the convex subset of all density operators. We shall also call them states for brevity, having in mind that a density operator ρ uniquely determines a normal state on the algebra B(H) of all bounded operators in H. Equipped with the trace-norm distance, S(H) is a complete separable metric space. It is known [5] , [4] that a sequence of quantum states {ρ n } converging to a state ρ in the weak operator topology converges to it in the trace norm. Moreover, it suffices that lim n ψ|ρ n |ψ = ψ|ρ|ψ for ψ in a dense linear subspace of H .
Definition 1 A channel is a linear map Φ:T(H A ) → T(H B
with the properties: 1) Φ(S(H A )) ⊆ S(H B ); this implies that Φ is bounded map [4] and hence it is uniquely determined by the infinite matrix [Φ (|i j|)] , where {|i } is a fixed orthonormal basis in H A .
2) The block matrix [Φ (|i j|)] is positive semidefinite in the sense that for any finite collection of vectors
(1)
The Choi-Jamiolkowski (CJ) form of the channel, associated with the basis {|i } , is defined by the relation (2) below.
In H B ⊗H A we consider the dense domain which is invariant under "local" bounded operators X B ⊗ X A :
Lemma 1 There is a unique sesquilinear positive semidefinite form Ω Φ on H B × H A satisfying the relation
Proof. It is sufficient to show that for any
and |ψ BA = 0 implies that the above sum is equal to zero. Decomposing |ψ Note that for any orthonormal basis
The expression on the left is a natural form generalization of partial trace with respect to H B . The relation (3) shows that for Ω Φ it is always given by the (form corresponding to) the identity operator I A . Similarly defined partial trace with respect to H A not always exists; however this is the case when the expression Φ[I A ] is well-defined in the sense of [10] and then it is given by that operator. Positivity and the property (3) imply
Conversely, any sesquilinear positive semidefinite form Ω on H B × H A satisfying the condition (3) uniquely defines a channel Φ such that Ω Φ = Ω (via the reversed relation (2)). The positivity of the form Ω Φ can be used to prove the Kraus decomposition for Φ similarly to the finite-dimensional case [13] . Indeed, let H be the Hilbert space obtained by completion of H B × H A with respect to the inner product defined by the (factorized) form Ω Φ . Then any orthonormal basis in H defines a countable collection of linear functionals
Define the linear operators V l :
If the form Ω Φ is closable [15] , then it is defined by the unique densely defined selfadjoint positive operator, which we also denote Ω Φ . If the domain of the form Ω Φ is the whole H B ⊗ H A then the operator Ω Φ is bounded. The property (3) then reads
In this case the defining relation (2) can be given a more familiar form
where ⊤ denotes transposition in the basis {|i }, so that |ψ
⊤ . An example of nonclosable sesquilinear form is provided by the identity channel Φ = Id, for which
where Ω| is the unbounded linear form on H A × H A defined as
and |Ω is the dual antilinear form which represents "unnormalized maximally entangled state", |Ω =
holds in the weak sense i.e. as equality for the forms defined on
In the case of bounded Ω Φ this implies that Ω Φ is the same for all choices of the basis {|i } . Notice also that transposition in the basis {|i ′ } is given by 
satisfying Tr B ρ Φ (σ) = σ uniquely determines the channel Φ via the relation
see [11] . The connection between ρ Φ (σ) and Ω Φ is
Note that Ω Φ is uniquely defined by its values on the dense domain D = H B × σ 1/2 (H A ) due to the property (4).
Separable operators and entanglement-breaking channels
Let σ be a state in S(H A ) of full rank and Ω is a bounded positive operator satisfying (5), then
is called separable if it is in the convex closure (in the weak operator topology and hence in the trace norm) of the set of all product states. Separable states are precisely those which admit the representation
where µ is a Borel probability measure on a complete separable metric space X , see [11] .
A channel Φ is called entanglement-breaking if for arbitrary state ω ∈ S(H A ⊗H A ) the state (Φ⊗Id A )(ω) is separable. Channel Φ is entanglementbreaking if and only if there is a complete separable metric space X , a Borel S(H B ) -valued function x → ρ B (x) and a probability operator-valued Borel
where (8) is the same as in (7) while M A (dx) is defined by the relation
where the complex conjugate is in the basis {|i }. (5) is called separable if it belongs to the closure, in the weak operator topology, of the convex set of operators of the form
where {M α } is a finite resolution of the identity in H A and ρ α ∈ S(H B ). The weakly closed convex set of separable operators will be denoted C BA .
Lemma 2
For Ω ∈ C BA the operator norm Ω ≤ 1.
Proof. It is sufficient to prove it for Ω = α ρ α ⊗ M α , since the weak operator limit does not increase the norm. Then
It follows that in the definition 2 it is sufficient to consider sequences of operators, weakly convergent on a dense subspace of H B ⊗ H A .
Equipped the definition 2 and the construction of the integral (9) below we can prove a rigorous version the corresponding result from [14] .
Proposition 1 If the channel Φ is entanglement-breaking then its form is given by a bounded operator Ω Φ ∈ C BA .If Φ has representation (8) then
where the integral is defined in the proof. Conversely, if a bounded operator Ω ∈ C BA then Ω = Ω Φ , where the channel Φ is entanglement-breaking.
Proof. The proof of the first statement requires some theory of integration with respect to a POVM.
Let X be a complete separable metric space with σ− algebra of Borel subsets B, let H is a separable Hilbert space and {M(E); B ∈ B} a POVM on X with values in B(H). Then for any ψ ∈ H the set function { ψ|M(E)|ψ ; B ∈ B} is positive finite measure with total variation ψ 2 ; and for any ψ, ψ ′ ∈ H the set function { ψ|M(E)|ψ ′ ; B ∈ B} is a complex measure of finite total variation ψ ψ ′ as follows from the inequality
due to positivity of the operator M(E) for arbitrary Borel E ⊆ X .
A function x → ρ(x) with values in S(H) will be called Borel function if the scalar functions x → ψ|ρ(x)|ψ ′ are Borel for all ψ, ψ ′ ∈ H. Let µ be a σ− finite measure on X then the function x → ρ(x) will be called measurable if the functions x → ψ|ρ(x)|ψ ′ are µ−measurable for all ψ, ψ ′ ∈ H. This implies that for any A ∈ B(H) the scalar function x → Trρ(x)A is µ−measurable. Since S(H) is separable with respect to the trace norm distance, this implies, by theorem 3.5.3 from [7] , that x → ρ(x) is strongly measurable in the sense that there is a sequence of simple Borel functions x → ρ n (x) such that ρ(x) − ρ n (x) 1 → 0 (modµ). If µ is a probability measure then the Bochner integral X ρ(x)µ(dx) = lim n→∞ X ρ n (x)µ(dx) exists and is an element of S(H). Now let Φ be entanglement-breaking channel with the representation (8) . If x → ρ B (x) is a Borel function with values in S(H B ) and M A (dx) a POVM in H A we define the integral
for all ψ B , ψ
we have by the inequality (10)
where σ is a state in S(H A ) of full rank, then it follows that the forms ψ BA |Ω n | ψ ′ BA converge on a dense subspace of H B ⊗ H A and are uniformly bounded. Hence there exists uniquely defined bounded operator Ω, which is the limit of Ω n in the weak operator topology. We define From the definition (2) of the form Ω Φ we obtain
which is the limit of (11). Since, on the other hand, (11 ) converge to the form defined by the operator Ω, we obtain that the form Ω Φ is defined by the operator Ω. Conversely, let a bounded operator Ω ∈ C BA . Fix a state σ in S(H A ) of full rank. Using the fact that weak convergence of operators Ω =
, we can prove that the state σ BA = I B ⊗ σ 1/2 Ω I B ⊗ σ 1/2 is separable. Basing on the decomposition (7) for σ and arguing as in [11] we can construct POVM M A (dx) and the family of states ρ B (x) such that Ω is given by (9) and hence Ω = Ω Φ for the corresponding entanglement-breaking channel Φ given by (8).
Bosonic Gaussian channels
Let (Z, ∆) be a coordinate symplectic space, dim Z = 2s, with the symplectic form
where t denotes transposition in Z. Let H be the space of irreducible representation of the Canonical Commutation Relations (CCR)
Here W (z) = exp(iR·z); z ∈ Z, is the Weyl system and R = [q 1 , p 1 ; . . . , q s , p s ] is the row-vector of the canonical variables in H, see [8] for more detail. We will continue to denote ⊤ transposition in H associated to a basis {|i }; from (12) it follows that W (z) ⊤ = exp(iR ⊤ · z); z ∈ Z, is the Weyl system for the symplectic space (Z, −∆). Let H A be the representation space of CCR with a coordinate symplectic space (Z A , ∆ A ) and the Weyl system W A (·), with a similar description for H B . Let Φ : T(H A ) → T(H B ) be a channel. Then the following relation holds
in the sense of forms defined on H B × H A . Here d 2s z is the element of symplectic volume in Z B and ⊤ is a transposition in
where Φ(|ψ ψ ′ |) is trace-class operator and hence (14) is square-integrable as a function of z ∈ Z B . Similarly, the function ψ|W (−z)|ψ ′ is also squareintegrable. By the inversion formula for the noncommutative Fourier transform (cf. ch. V of [8] ), applied to the right-hand side of (14),
so that finally we get the formula (13).
Now let Φ be a (centered) Gaussian channel [1] ,
where
Then (13) implies
The unitary operators
A K, satisfy the Weyl-Segal CCR with (possibly degenerate) symplectic form determined by the matrix ∆ K . This representation in the space H B ⊗ H A is reducible (even if ∆ K is nondegenerate, see the footnote below). Finally
If µ is nondegenerate, then the form Ω Φ is given by bounded operator with
This follows from (17) taking into account the fact that norm of the Weyl operators is equal to 1. In what follows we shall consider the four basic cases. Later it will be convenient to use reverse enumeration, so we start with the last, the most degenerate case.
Case 4. If µ = 0 then ∆ K = 0 and R BA is the vector operator with commuting selfadjoint components. Thus
where δ (·) is Dirac's delta-function. In this case Ω Φ is a nonclosable form. Note that for the ideal channel (A = B) this gives
A K is the vector operator with commuting selfadjoint components and the integral (17) is just the multivariate Gaussian density as a function of R BA :
Since the spectrum of R BA contains 0, we have
Proposition 2 Assume that ∆ K is nondegenerate, then
where ǫ = arccot 2∆
, where P 0 is the projection onto the kernel of positive selfadjoint operator
Proof. If ∆ K is nondegenerate then µ is also nondegenerate, so Ω Φ is given by bounded operator. Rewriting (16) and again using the inversion formula we get
z is the volume element corresponding to the symplectic form z t ∆ K z ′ , and ρ K has the expression in the canonical variables R BA as the Gaussian density operator 1 with zero mean and the covariance matrix µ. The value (21) is just the maximal eigenvalue of this Gaussian density operator, multiplied by (det
There is a nondegenerate transformation T such that
T −1 is matrix of the operator with eigenvalues ±iµ j , so that the operator abs ∆
has the eigenvalues µ j of multiplicity 2 . The operator ρ K splits into the normal modes decomposition
with ρ (j) being the elementary one-mode Gaussian density operator 
, j = 1, . . . , s, i.e. the decomposition (24) has no pure component. Coming back from (24), (25) to the initial 1 Notice that ρ K is not a proper density operator in the space H B ⊗ H A since R BA generate a reducible representation W BA (z) of CCR in that space. Actually ρ K is tensor product of the Gaussian density operator in the space where W BA (z) act irreducibly with the identity in the complementary space, reflecting the multiplicity of the representation.
canonical observables R BA gives
and ǫ is found from 2∆
whence the formula (22). The case 2 corresponds to µ j = 1 2
, j = 1, . . . , s. Then ρ K is the projection onto the kernel of the positive selfadjoint operator
Consider attenuator/amplifier in one mode,
where k, m ≥ 0. Then (15) reduces to m ≥ |k (21) gives
The channel is entanglement-breaking if and only if m ≥ 2
The case 2 corresponds to m = |k
where P 0 is the projection onto the eigenspace of the operator (
2 , corresponding to its lowest eigenvalue |k 2 − 1| . In general, the decomposition (24) means that in the case 1 the operator Ω Φ can be decomposed into tensor product of operators of the form (29), and similarly in the case 2.
A decomposition of the Gaussian CJ form
Recall that 2s = dim Z B and denote by r α = rank α -the rank of a 2s × 2s−matrix α. The following result is a generalization of the Williamson's lemma (cf. [2] ).
Lemma 3 Let µ be a real symmetric matrix, ∆ K -a real skew-symmetric matrix such that µ − i 2 ∆ K ≥ 0. Then there is a nondegenerate matrix T such that
and µ j ≥ 1/2.
Notice that r µ can be odd. Denote d 3 = r µ − r ∆ K , d 4 = 2s − r µ the dimensionalities of the last two blocks in the decompositions (30), (31). Let us further arrange the block diagonal matrixμ as
by putting first the blocks with µ j > 1/2 and then -the blocks with µ j = 1/2. We have
Letẽ j = T −1 e j ; j = 1, . . . , 2s be the basis in Z B in which µ, ∆ K have the block diagonal form (30), (31) and letZ k be the d k −dimensional subspace spanned the vectorsẽ j corresponding to the k−th block in the decompositions, k = 1, . . . , 4. Then we have the direct sum decomposition :
This product can be further transformed into tensor product in the space H B ⊗ H A as follows. Consider the direct sum Z B + Z A equipped with the symplectic form defined by the skew-symmetric matrix ∆ AB = I K Proposition 3 Nondegeneracy of the matrix µ is necessary and sufficient for the form Ω Φ to be defined by a bounded operator. 
