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Abstract
In this thesis we investigate the Dehn functions of two different classes
of groups: subdirect products, in particular subdirect products of limit
groups; and Bestvina-Brady groups.
Let D = Γ1 × . . .× Γn be a direct product of n ≥ 3 finitely presented
groups and let H be a subgroup of D. Suppose that each Γi contains a
finite index subgroup Γ′i ≤ Γi such that the commutator subgroup [D
′, D′]
of D′ = Γ′1 × . . . × Γ
′
n is contained in H . Suppose furthermore that, for
each i, the subgroup ΓiH has finite index in D. We prove that H is
finitely presented and satisfies an isoperimetric inequality given in terms
of area-radius pairs for the Γi and the dimension of (D
′/H) ⊗ Q. In the
case that each Γi admits a polynomial-polynomial area-radius pair, it will
follow that H satisfies a polynomial isoperimetric inequality.
As a corollary we obtain that if K is a subgroup of a direct product
of n limit groups and if K is of type FPm(Q), where m = max{2, n− 1},
then K is finitely presented and satisfies a polynomial isoperimetric in-
equality. In particular, we obtain that all finitely presented subgroups of a
direct product of at most 3 limit groups satisfy a polynomial isoperimetric
inequality.
We also prove that if B is a finitely presented Bestvina-Brady group,
then B admits a quartic isoperimetric function.
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1 Introduction
Since its articulation by Dehn in the early 20th century, the word problem has
been one of the guiding problems in combinatorial and geometric group theory.
Given some finite group presentation, it asks whether there is an algorithmwhich
will effectively determine whether any given word is trivial in the group. Once
it has been determined that a particular group, or class of groups, in which one
is interested has a solvable word problem, then it is natural to inquire into the
complexity of such an algorithmic solution. In this thesis we study a particular
measure of the complexity of the word problem of a group, known as the Dehn
function.
We give a formal definition in Section 3 below, but, roughly, the Dehn func-
tion of a finitely presented group is the least upper bound on the number of
defining relations which must be applied to demonstrate that a word in the gen-
erators is trivial in the group, with the bound being given in terms of the length
of the word. An isoperimetric function for a group is an upper bound on the
Dehn function. In this thesis we will frequently be concerned with whether a
group admits a polynomial isoperimetric function. If one is interested in a class
of groups, one might refine this criterion by asking for a single (uniform) poly-
nomial which is an isoperimetric function for all the groups in the class. Some
justification for the choice of this dichotomy is provided by a result of Birget,
Rips and Sapir [11], who proved that the word problem of a finitely generated
group G is an NP -problem if and only if G embeds in a finitely presented group
which admits a polynomial isoperimetric function.
Thus far we have discussed Dehn functions in the language of combinatorial
group theory. The following geometric interpretation provides further justifi-
cation for their study. Given a Riemannian manifold M , Plateau’s problem
asks whether every simple null-homotopic loop in M spans a least-area filling
disc. Under mild hypotheses Plateau’s problem can be shown to have a positive
solution [37], [25], [35], and in this case one can define the filling function of
M . This is the least function which bounds the area of least-area filling discs
of rectifiable null-homotopic loops, with the bound being given in terms of the
length of the loop. Gromov’s Filling Theorem asserts that if M is closed, then
its filling function is essentially the same as the Dehn function of π1M .
We now introduce a method for constructing interesting classes of groups
that will form the principle objects of study for much of this thesis. Given a
class of groups C, the collection of subdirect products of C is defined to be
SDP(C) = {S ≤ C1 × . . .× Cn : Ci ∈ C and S projects onto each Ci}.
In many cases the requirement that the subgroup projects onto each factor
will be immaterial since one can replace the direct product C1 × . . . × Cn by
p1(S)× . . .× pn(S), where pi : S → Ci is the projection homomorphism.
Recently, subdirect products have been recognised as worthy objects of study
in their own right (see, for example, [13]). Typically, one chooses an input class
C which is already well understood, and asks what can be said about SDP(C).
What is surprising, and fascinating, about this construction is that it only in-
volves two absolutely basic group theoretic operations (taking direct products
and passing to subgroups), and yet even when the input class is well understood,
the same is not necessarily true of the output class. For example, suppose one
takes as input the class F of free groups: despite this being perhaps the most
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basic class of infinite groups, a whole raft of results indicate that the groups
in SDP(F) are surprisingly diverse. Stallings [41] constructed a subgroup of
F × F × F , where F is a rank-2 free group, as the first example of a finitely
presented group whose third integral homology group is not finitely generated.
Bieri [8] showed that Stallings’ group is one element of a sequence of groups
SBn ≤ Fn, with SBn being of type Fn−1 but not of type FPn. Baumslag and
Roseblade [6] proved that there exist uncountably many finitely generated non-
isomorphic subgroups of F × F , and Miha˘ılova [33] and Miller [34] exhibited
examples with unsolvable conjugacy problems and unsolvable membership prob-
lems. In [13] Bridson and Miller proved that there exists a recursive sequence
of finitely generated subgroups Gi ≤ F × F such that there is no algorithm to
determine the rank of H1(Gi,Z), nor to decide whether it has any non-trivial
torsion elements.
Hopefully, these examples will have convinced the reader of the inherent
wildness of SDP(F). From our point of view, it is then natural to ask whether
this wildness manifests itself in the Dehn functions of these groups.
Question 1. Does every finitely presented group in SDP(F) admit a polynomial
isoperimetric function? Does there exist a uniform polynomial isoperimetric
function for the whole class?
Various authors have obtained results that bear on this question. Gersten
[27] proved that, for n ≥ 3, the Stallings-Bieri group SBn admits a polynomial
isoperimetric function. Elder, Riley, Young and the present author have proved
[24] that the Dehn function of Stallings’ group SB3 is actually quadratic. It
follows from a theorem of Baumslag and Roseblade (see below) that all of the
finitely presented subgroups of a direct product of at most 2 free groups have
either linear or quadratic Dehn functions. By a result of Bridson, Howie, Miller
and Short (Theorem 1.1 below), the same is true of a subgroup of a direct
product of n free groups which satisfies the finiteness condition FPn. We also
note that there are various other lines for investigation naturally related to
Question 1. For example, can one find ‘nice’ presentations for particular groups
in SDP(F)? Do there exist finitely presented groups in SDP(F) whose Dehn
functions are actually different from that of the ambient direct product?
Recent results suggest that the wildness encountered amongst the arbitrary
finitely generated groups in SDP(F) is a manifestation of their failure to possess
a strong enough degree of finiteness. Baumslag and Roseblade [6] showed that
the only finitely presented subgroups of a direct product of 2 free groups are
the ‘obvious’ ones, i.e. those which are themselves virtually a direct product of
at most 2 free groups. The following result of Bridson, Howie, Miller and Short
extends the Baumslag-Roseblade theorem to an arbitrary number of factors.
Theorem 1.1 ([19]). Let F1, . . . , Fn be free groups. A subgroup G ≤ F1×. . .×Fn
is of type FPn if and only if it has a subgroup of finite index which is itself a
direct product of (at most n) free groups.
Even if a subdirect product does not enjoy any finiteness properties stronger
than being finitely presented, one still has the following structural result of
Bridson and Miller. Recall that the lower cental series (γi(G))
∞
i=1 of a group G
is defined recursively by γ1(G) = G and γi(G) = [γi−1(G), G].
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Theorem 1.2 ([13]). Let F1, . . . , Fn be free groups. If a subdirect product G ≤
F1 × . . . × Fn is finitely presented and intersects each factor Fi non-trivially,
then each Fi contains a finite index normal subgroup Ki such that
γn−1(Ki) ≤ G ∩ Fi ≤ Ki.
In the 3-factor case this yields the following result.
Theorem 1.3 ([13]). Let F1, F2, F3 be finitely generated free groups and let
G ≤ F1 × F2 × F3 be a subdirect product which intersects each factor Fi non-
trivially. Then G is finitely presented if and only if each Fi contains a finite
index normal subgroup Ki such that the subgroup G
′ = G ∩ (K1 × K2 × K3)
satisfies the following condition: there is an abelian group Q and epimorphisms
φi : Ki → Q such that G′ is the kernel of the map φ1 + φ2 + φ3.
The previous two results suggest that the first step in an attack on Question 1
is to restrict attention to those groups in SDP(F) which virtually contain the
commutator subgroup of the ambient direct product. The BNS invariants (see
[9], [10] for definitions) of direct products of free groups have been calculated
by Meinert [32] and so, given its finiteness type, one can readily determine how
such a co-abelian subgroup sits inside the direct product, and vice versa.
One interpretation of Question 1 is as a prototype for a much more profound
question regarding the class L of limit groups. In [18] the authors ask the first
part of the following question:
Question 2. Does every finitely presented group in SDP(L) admit a polynomial
isoperimetric function? Does there exist a uniform polynomial isoperimetric
function for the whole class?
Limit groups were introduced by Sela ([39] et seq.) and separately by Khar-
alampovich and Myasnikov ([28], [29], [30]) in their solutions to Tarski’s ques-
tion of which groups have the same elementary theory as finitely generated
non-abelian free groups. The class contains all finitely generated free and free
abelian groups and all compact surface groups of Euler characteristic < −1. In
some sense, L is the class of groups that are ‘almost free’; indeed, one fascinating
aspect of the theory is that several a priori unrelated notions of what it means
to be ‘almost free’ turn out to define the same class of groups.
The simplest definition of limit groups is that they are the finitely generated
fully residually free groups, where a group G is defined to be fully residually
free if for every finite subset X ⊆ G there exists a homomorphism G → F
to a non-abelian free group that is injective on X . From a logical perspective,
limit groups are precisely the finitely generated groups with the same existential
theory as non-abelian free groups; from a geometric perspective, they are the
finitely generated groups that have a Cayley graph in which each ball of finite
radius is isometric to a ball of the same radius in some Cayley graph of a free
group of finite rank. Limit groups can also be defined in an algebraic context
as limits of stable homomorphisms to a free group.
Aside from its own intrinsic interest, several results add further weight to
Question 2. It follows from a result of Baumslag, Myasnikov and Remeslennikov
[5] and of Sela [39], that the finitely presented groups in SDP(L) are precisely
the finitely presented residually free groups. In a more geometric direction, work
of Delzant and Gromov [22] implies that an answer to Question 2 would provide
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important information about the isoperimetric behaviour of Ka¨hler groups and
compact Ka¨hler manifolds.
Bridson, Howie, Miller and Short [18] have proved that the analogues of
Theorems 1.1, 1.2 and 1.3 hold with the words ‘free groups’ replaced by ‘limit
groups’. Building on this and other structural results in [17], Kouchloukova
[31] proved that if G is a subgroup of a direct product D = L1 × . . . × Ln of
limit groups (with certain additional conditions) and if G is of type FPs(Q) for
some s ≥ 2, then the projection homomorphism from G to the direct product
of any s of the Li is virtually surjective. It follows that if G is a subgroup of
a direct product of n ≥ 3 limit groups and if G is of type FPn−1(Q), then G
contains a finite index subgroup G′ isomorphic to the kernel of a homomorphism
φ : L1× . . .×Lm → A where L1, . . . , Lm are limit groups, A is abelian, m ≤ n,
and restriction of θ to each factor Li is surjective.
One interpretation of a direct product of free groups is as an example (per-
haps the canonical example) of a type of group known as a right-angled Artin
group (RAAG). Much of the interest in RAAGs amongst geometric group theo-
rists stems from the fact that their definition is flexible enough for them to admit
interesting subgroups, and yet they possess enough structure (in particular they
have finite K(π1, 1)-complexes with the structure of non-positively curved cube
complexes) to enable the proof of interesting results. For example, Bestvina and
Brady [7] defined a collection of subgroups of RAAGs (known as Bestvina-Brady
groups — see Section 14 for definitions) in their solution to the old problem of
whether the finiteness conditions F2 and FP2 are equivalent. They also con-
structed a Bestvina-Brady group G such that either G is a counterexample to
the Eilenberg-Ganea conjecture, or else there exists a counterexample to the
Whitehead conjecture.
In general the richness of the subgroup structure of RAAGs suggests that
questions about their arbitrary finitely presented subgroups will be hard. It it
thus natural to begin by restricting attention to the Bestvina-Brady subgroups.
Question 3. Do all finitely presented Bestvina-Brady groups admit a polyno-
mial isoperimetric function? Does their exist a uniform polynomial isoperimet-
ric inequality?
In [12], Brady suggests that the answer to the second part of this question
is no: he constructs a sequence (Γk)
∞
k=1 of finitely presented Bestvina-Brady
groups and claims that the Dehn function of Γk is polynomial of degree k + 2.
However, a result in this thesis shows that in fact n4 is an isoperimetric function
for all finitely presented Bestvina-Brady groups, and hence Brady’s construction
can not be made to work.
Questions 1–3 acted as the guides for much of the research in this thesis;
we have obtained partial answers to Questions 1 and 2, and a complete answer
to Question 3. The structure of the thesis is as follows. After describing our
notation in Section 2, Section 3 gives the required background on Dehn functions
and other related filling invariants. All of this material is standard, although
some of the terminology is novel. Section 4 then gives a brief introduction to
distortion functions: just as the Dehn function gives a particular measure of the
complexity of the word problem for a finitely presented group, so the distortion
function gives a measure of the complexity of the membership problem for a
pair of finitely generated groups H ≤ G. Again, the material in this section
is standard. Although this thesis is primarily concerned with Dehn functions,
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when investigating subdirect products our methods will frequently also give
analogous results concerning distortion.
From Section 5 onwards all results are original, except where stated. In
Sections 5–10 we prove various general results of a preliminary nature, that are
then applied in Sections 11–14 in an attack on Questions 1–3. Each section
begins with an introduction explaining its contents.
Guided by Theorems 1.2 and 1.3 (and their limit group analogues) we focus
in Section 11 on a class of subdirect products which virtually contain the com-
mutator subgroup of the ambient direct product. For definitions of the terms
‘virtually-full’, ‘virtually-coabelian’ and ‘corank’, see Section 11.1
Theorem A. Let H be a virtually-full, virtually-coabelian subgroup of a direct
product D = Γ1 × . . .× Γn, with corank r.
(1) Suppose each Γi is finitely generated and n ≥ 2. Then H is finitely gen-
erated and the distortion function ∆ of H in D satisfies ∆(l) 4 l2.
(2) Suppose each Γi is finitely presented and n ≥ 3. Then H is finitely pre-
sented.
(3) Suppose each Γi is finitely presented and n ≥ 3. For each i, let (αi, ρi) be
an area-radius pair for some finite presentation of Γi. Define
α(l) = max({l2} ∪ {αi(l) : 1 ≤ i ≤ n})
and
ρ(l) = max({l} ∪ {ρi(l) : 1 ≤ i ≤ n}).
Then ρ2rα is an isoperimetric function for H
(4) Suppose that each Γi is finitely presented and that n ≥ max{3, 2r}. Let β1
and β2 be the Dehn functions of some finite presentations of Γ1×. . .×Γn−r
and Γn−r+1 × . . .× Γn respectively. Then the function β defined by
β(l) = lβ1(l
2) + β2(l)
is an isoperimetric function for H.
In Section 12 we focus on subgroups of direct products of limit groups, and
use Theorem A to prove the following result.
Theorem B. Let L1, . . . , Ln be limit groups and let H be a subgroup of the
direct product D = L1 × . . . × Ln. Suppose that H is of type FPm(Q), where
m = max{2, n − 1}. Then H is finitely presented and satisfies a polynomial
isoperimetric inequality, and the distortion function ∆ of H in D satisfies
∆(l) 4 l2.
In particular this result applies to all finitely presented subgroups of a direct
product of at most 3 limit groups:
Corollary C. Let H be a finitely presented subgroup of a direct product D of
at most 3 limit groups. Then H satisfies a polynomial isoperimetric inequality
and the distortion function ∆ of H in D satisfies ∆(l) 4 l2.
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These results provide a partial solution to Questions 1 and 2.
In Section 13 we focus on a class of subdirect products of free groups
which have particularly regular structure. This class includes the Stallings-
Bieri groups, and also contains what are perhaps the next most simple groups
in SDP(F) which are not already well understood.
Theorem D. Let F1, F2, F3 be rank 2 free groups and, for each i, let θi : Fi →
Z2 be the abelianisation homomorphism. Define θ : F1×F2×F3 → Z2 to be the
homomorphism θ1 + θ2 + θ3. Then the kernel of θ is finitely presented and has
Dehn function δ satisfying δ(l)  l3.
This provides the first known example of a group in SDP(F) that has Dehn
function growing faster than that of the ambient direct product. We also derive
an explicit finite presentation for this group.
Finally, in Section 14, we prove the following result, which gives a complete
solution to Question 3.
Theorem E. Every finitely presented Bestvina-Brady group has l4 as an isoperi-
metric function.
2 Notation
Given a set A, write A−1 for the set {a−1 : a ∈ A} of formal inverses to the
elements of A and write A±1 for the set A∪A−1. Write A±∗ for the free monoid
on A±1 and Fr(A) for the free group on A. We call the elements of A±1 letters
and the elements of A±∗ words. Given words w1, w2 ∈ A±∗, write w1 ≡ w2 if
w1 and w2 are equal as elements of A±∗ and w1
fr
= w2 if w1 and w2 are equal
as elements of Fr(A). Write ∅ for the empty word.
Given a word w = a1 . . . an ∈ A±∗, write |w| for the length n of w and ‖w‖
for the length of the free reduction of w, i.e. the length of the unique freely
reduced word w′ with w
fr
= w′. Write w(i) for the ith letter ai of w and w[i]
for the ith prefix a1 . . . ai of w. If i > |w| then set w[i] ≡ w. Write w−1 for
the inverse word a−1n . . . a
−1
1 . Given a set of words S ⊆ A
±∗, write S−1 for
the set of inverses {s−1 : s ∈ S} and S±1 for the set S ∪ S−1. Given words
w1, . . . , wn ∈ A±∗, write
∏n
j=1 wi for the concatenated word w1 . . . wn. Given
letters a1, a2 ∈ A±1, write [a1, a2] for the word a1a2a
−1
1 a
−1
2 ∈ A
±∗, write aa21 for
the word a2a1a
−1
2 ∈ A
±∗, and write a−a21 as shorthand for (a
a2
1 )
−1 ≡ a2a
−1
1 a
−1
2 .
If A is a generating set for a group G, then write dA for the word metric on G
with respect to A.
As well as considering words as being elements of the free monoid on an
alphabet, we sometimes, abusing notation, take the viewpoint that words are
maps: we consider a word as being a function which assigns to an ordered set
S of fixed, finite cardinality an element of S±∗. For example, if S = {x, y} and
S ′ = {x′, y′}, and w(S) = xyx, then w(S ′) = x′y′x′. More generally, we will
also sometimes consider words which take as input an n-tuple of finite ordered
sets S1, . . . ,Sn and output a word in (S1 ∪ . . . ∪ Sn)
±∗. In this context, by, for
example, w(S1, ∅) we mean the image of w(S1,S2) under the projection map
(S1 ∪ S2)±∗ → S
±∗
1 . It will always be clear from context whether we are using
the term ‘word’ in the sense of being a map w or in the more usual sense of
being an evaluation of w on a specific set.
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3 Filling functions
Throughout this section P = 〈X |R〉 is a group presentation with X finite.
We introduce the notions of P-expressions, P-sequences, P-pictures and P-
van Kampen diagrams which provide means for representing null-homotopies of
words in X±∗. This allow us to define various filling invariants, including Dehn
functions, isoperimetric functions and area-radius pairs. Aside from some of the
terminology, all of the definitions given here are standard, except that we do not
make the usual assumption that R is finite. For a more thorough introduction
to these ideas, see, for example, [15], [38], [26] or [36].
3.1 Representing null-homotopies
Definition 3.1. A word w ∈ X±∗ is said to be null-homotopic over P if it
represents the identity in the group presented by P .
Definition 3.2 (P-expressions). A P-expression is a finite sequence E = (xi, ri)mi=1
of elements of X±∗ × R±1. The area of E , written Area(E), is defined to be
the integer m. The radius of E , written Rad(E), is defined to be max{|xi| :
1 ≤ i ≤ m}. We allow the empty sequence which is defined to have both zero
area and zero radius. We write ∂E for the word
∏m
i=1 xirix
−1
i . If E1 and E2 are
P-expressions then we write E1E2 for the P-expression given by concatenating
the two sequences. A P-expression for a word w ∈ X±∗ is a P-expression E
with ∂E freely equal to w.
Definition 3.3 (P-sequences). A P-sequence is a sequence Σ = (σi)mi=0 of
words in X±∗ where, for each i, the word σi+1 is obtained from σi in one of the
following ways:
• Free contraction: σi ≡ uxx
−1v and σi+1 ≡ uv, where u, v ∈ X
±∗ and
x ∈ X±1.
• Free expansion: σi ≡ uv and σi+1 ≡ uxx−1v, where u, v ∈ X±∗ and
x ∈ X±1.
• Application-of-a-relator move: σi ≡ urv and σi+1 ≡ usv, where u, v ∈
X±∗ and rs−1 is a cyclic conjugate of a word in R±1.
Such a P-sequence is said to convert the word σ0 to the word σm. A null P-
sequence for a word w ∈ X±∗ is a P-sequence converting w to the empty word
∅. The area of a P-sequence Σ = (σi)mi=0, written Area(Σ), is defined to be the
number of i for which the transition from σi to σi+1 is an application-of-a-relator
move. If Σ1 = (σ
(1)
i )
m1
i=0 and Σ2 = (σ
(2)
i )
m2
i=0 are P-sequences with σ
(1)
m1 ≡ σ
(2)
0
then we write Σ1Σ2 for the P-sequence (σ
(1)
0 , . . . , σ
(1)
m1 , σ
(2)
1 , . . . , σ
(2)
m2). Note that
Area(Σ1Σ2) = Area(Σ1) + Area(Σ2).
Definition 3.4 (P-pictures). A P-picture P consists of a closed 2-disc D (the
ambient disc); a collection of closed 2-discs D1, . . . , Dm (the relator discs) em-
bedded pairwise disjointly in the interior of D; and a collection of compact, con-
nected, normally orientated 1-manifolds α1, . . . , αl (the arcs) embedded pairwise
disjointly in Dr∪mi=1 IntDi. The ambient disc D is equipped with a basepoint
b ∈ ∂D, and each relator disc Di is equipped with a basepoint bi ∈ ∂Di. We
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require that each arc is disjoint from all basepoints, and that the interior of each
arc is disjoint from ∂D and disjoint from each Di. Each relator disc is labelled
by an element of R±1 and each arc is labelled by an element of X .
Reading anticlockwise from its basepoint around the boundary of a relator
disc or the ambient disc defines a word in X±∗, where we understand that if we
pass an arc labelled x in the direction of its normal orientation then we read
x, and if we pass the arc in the opposite direction to its normal orientation we
read x−1. We require that the word associated to each relator disc in this way
is precisely the element of R±1 labelling the disc.
The area of P, written AreaP, is defined to be the number of relator discs.
Define the background of P to be
BackP := D r
(
(∪mi=1Di)
⋃
(∪li=1αl)
)
.
By a complementary region of P we mean a connected component of BackP.
Given points p, q ∈ BackP a transverse path from p to q is a path in Dr∪mi=1Di
with initial point p and terminal point q which intersects each arc αi transversely
and only finitely many times. Define the intersection number of such a path
to be the number of times it intersects ∪li=1αi. Given a complementary region
C, define d(b, C) to be the minimum intersection number over all transverse
paths from b to a point in C. Define the radius of P, written RadP, to be the
maximum value of d(b, C) over all complementary regions C.
The boundary label of P is defined to be the word in X±∗ given by reading
anticlockwise around ∂D from the basepoint b. A P-picture P for a word w ∈
X±∗ is a P-picture with boundary label w.
In order to give our fourth, and final, means of representing null-homotopies,
namely van Kampen diagrams, we require the notion of a combinatorial CW-
complex.
Definition 3.5. A cellular map between CW-complexes is said to be combina-
torial if its restriction to each open cell of the domain complex is a homeomor-
phism onto some open cell of the codomain complex.
The notion of a CW-complex being combinatorial is defined by recursion
on dimension. By definition every 0-dimensional CW-complex is combinatorial.
An n-dimensional CW-complex X is combinatorial if X(n−1) is combinatorial
and for each n-cell eni the attaching map θ
n
i : S
n−1 → X(n−1) is combinatorial
for some combinatorial CW-complex structure on Sn−1.
Definition 3.6 (P-van Kampen diagrams). A singular disc diagram ∆ is a fi-
nite, planar, contractible combinatorial CW-complex with a specified base ver-
tex ⋆ in its boundary. The area of ∆, written Area(∆), is defined to be the
number of 2-cells of which ∆ is composed. The boundary cycle of ∆ is the edge
loop in ∆ which starts at ⋆ and traverses ∂∆ in the anticlockwise direction. The
interior of ∆ consists of a number of disjoint open 2-discs, the closures of which
are called the disc components of ∆.
Each 1-cell of ∆ has associated to it two directed edges ǫ1 and ǫ2, with
ǫ−11 = ǫ2. Let DEdge(∆) be the set of directed edges of ∆. A labelling of ∆
over a set S is a map λ : DEdge(∆) → S±1 such that λ(ǫ−1) = λ(ǫ)−1. This
induces a map from the set of edge paths in ∆ to S±∗. The boundary label of
∆ is the word in S±∗ associated to the boundary cycle.
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A P-van Kampen diagram for a word w ∈ X±∗ is a singular disc diagram
∆ labelled over X with boundary label w and such that for each 2-cell c of ∆
the anticlockwise edge loop given by the attaching map of c, starting at some
vertex in ∂c, is labelled by a word in R±1.
Definition 3.7 (Cayley complexes). The presentation 2-complex of P is a com-
binatorial 2-complex consisting of a single 0-cell; orientated 1-cells in bijective
correspondence with X ; and 2-cells in bijective correspondence with R. The
2-cell associated to a relator r ∈ R has |r| edges and is attached by identifying
its boundary circuit with the edge path along which the word r is read.
The Cayley 2-complex Cay2(P) of P is defined to be the universal cover of
the presentation 2-complex. The edges of Cay2(P) inherit labels and orienta-
tions from the presentation 2-complex. If G ia the group presented by P then,
after choosing a basepoint, the 0-skeleton of Cay2(P) is identified with G and
there is a natural left action of G on Cay2(P). The Cayley graph Cay1(G,X )
of G with respect to X is defined to be the 1-skeleton of G.
If ∆ is P-van Kampen diagram then there is a unique combinatorial basepoint-
preserving and label-preserving map ∆→ Cay2(P).
3.2 Dehn functions and the areas of words
Definition 3.8 (van Kampen’s Lemma). The following are equivalent for a
word w ∈ X±∗:
• w is null-homotopic;
• there exists a P-expression for w;
• there exists a null P-sequence for w;
• there exists a P-picture for w;
• there exists a P-van Kampen diagram for w.
Furthermore, if w is null-homotopic, then the following integers are equal:
• min{Area(E) : E a P-expression for w};
• min{Area(Σ) : Σ a null-P-sequence for w};
• min{Area(P) : P a P-picture for w};
• min{Area(∆) : ∆ a P-van Kampen diagram for w};
and these all serve to define the area of w, written Area(w). If we wish to
emphasise which presentation we are working with we talk of the P-area of w,
written AreaP(w).
Definition 3.9. The Dehn function of P is defined to be the function δP : N→
N given by
δP(l) = max{Area(w) : w ∈ X
±∗ is null-homotopic and |w| ≤ l}.
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Different finite presentations of the same group may have different Dehn
functions, but, in a way which we now make precise, the Dehn functions will
have the same asymptotic behaviour.
Definition 3.10. Let f, g be functions N → N. Write f  g if there exists a
constant C ∈ N so that f(l) ≤ Cg(Cl+C) +Cl +C. Write f ≃ g if f  g and
g  f .
The following lemma is standard, see for example [15].
Lemma 3.11. Let Q be a finite presentation presenting the same group as P.
Then δP ≃ δQ.
Thus, up to ≃-equivalence, it makes sense to talk about the Dehn function of
a finitely presented group. We emphasise that although we will sometimes make
use of infinite presentations as calculatory tools, the Dehn function of a finitely
presented group always refers to the Dehn function of some finite presentation
of the group.
Definition 3.12. Let G be a finitely presented group. Then a function α : N→
N is said to be an isoperimetric function for G if δP  α for some (and hence
any) choice of finite presentation P for G. We say that G satisfies a polynomial
isoperimetric inequality if it has a polynomial as an isoperimetric function.
3.3 P-schemes
In this thesis we will frequently present bounds on the areas of words, and we
wish to convey to the reader how these bounds have been derived. For reasons of
space and readability we wish to avoid having to display all of the data required
to define a particular null-homotopy. Instead we make use of the notion of null
P-schemes, which are essentially skeletons of null-homotopies and which provide
enough detail to allow the reader to reconstruct a particular null-homotopy and
hence a bound on the area of the word in question.
Definition 3.13. A P-scheme consists of a finite sequence of words (σi)
m
i=1 in
X±∗ and a finite sequence of integers (αi)
m−1
i=1 such that, for each i, the word
σi(σi+1)
−1 is null-homotopic over P with area at most αi. Such a P-scheme is
said to convert the word σ1 to the word σm. We frequently display P-schemes
in a table, with the ith row containing the word σi and the number αi. Since
there is a disparity between the number of terms in the sequences (σi) and (αi),
the last row of such a table will consist of just the word σm.
A null P-scheme for a word w ∈ X±∗ is a P-scheme converting w to the
empty word. When displaying a null P-scheme in a table we omit the final row,
since this does not contain any non-trivial data. Note that if there exists a null
P-scheme for a word w, then w is null-homotopic over P with area at most the
sum of the integers αi.
As an example, suppose that P is the presentation 〈x, y | [x, y]〉 of a rank 2
free abelian group. The following null P-scheme demonstrates that the word
x2yx−1yxyx−2y−3 is null-homotopic over P with area at most 5.
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j σj Area
1 x2yx−1yxyx−2y−3 2
2 x2yx−1yx−1y−2 1
3 x2yx−2y−1 2
Total 5
3.4 Area-radius pairs
As well as bounding the areas of P-expressions for words, we sometimes wish
to simultaneously bound their radii.
Definition 3.14. A pair of functions (α, ρ), each N→ N, is said to be an area-
radius pair for P if, for every null-homotopic word w ∈ X±∗ with |w| ≤ l, there
exists a P-expression E for w with Area(E) ≤ α(l) and Rad(E) ≤ ρ(l).
The following result shows how area-radius pairs transform under change of
presentation.
Proposition 3.15. Let P and Q be finite presentations of the same group. If
(α, ρ) is an area-radius pair for P then there exists an area-radius pair (α′, ρ′)
for Q with α ≃ α′ and ρ ≃ ρ′.
Proof. Since P can be converted to Q by a finite sequence of Tietze transfor-
mations, it suffices to prove the proposition in the situation that P and Q are
related by a single such transformation. There are four cases to consider.
Case 1. Suppose that P = 〈A |R〉 andQ = 〈A |R, s〉 where s ∈ A±∗ is null-
homotopic over P . A P-expression for a word w ∈ A±∗ is also a Q-expression
for w, so (α, ρ) is itself an area-radius pair for Q.
Case 2. Suppose that P = 〈A |R, s〉 and Q = 〈A |R〉 where s ∈ A±∗
is null-homotopic over Q. Let (xi, ri)
M
i=1 be a Q-expression for s with area
M and radius K. If w ∈ A±∗ is a null-homotopic word of length at most n
then there exists a P-expression Σ = (yi, zi)Li=1 for w with area L ≤ α(n) and
radius at most ρ(n). Substituting
∏M
i=1 xirix
−1
i for each occurrence of s in the
product
∏L
i=1 yiziy
−1
i gives a product which is freely equal to w in F (A). The
corresponding Q-expression has area at most ML and radius at most ρ(n)+K.
Thus (Mα(n), ρ(n) +K) is an area-radius pair for Q.
Case 3. Suppose that P = 〈A |R〉 and Q = 〈A, b | R, bu−1b 〉 where ub ∈ A
±∗
and bu−1b is null-homotopic over P . Define K = |ub|. Suppose w ∈ (A∪ {b})
±∗
is a null-homotopic word of length at most n; say w ≡ v0bǫ1v1 . . . bǫLvL for some
vi ∈ A
±∗ and ǫi ∈ {±1}. Insert cancelling pairs u
−1
b ub into w to obtain the
word w′ ≡ v0(bu
−1
b ub)
ǫ1v1 . . . (bu
−1
b ub)
ǫLvL with w
′ fr= w. Define v′0, . . . , v
′
L to
be the words in A±∗ such that w′ ≡ v′0(bu
−1
b )
ǫ1v′1 . . . (bu
−1
b )
ǫLv′L and note that∑L
i=1 |v
′
i| ≤ K|w| ≤ Kn. For each i ∈ {0, . . . , L} define τi ≡ v
′
iv
′
i+1 . . . v
′
L. Then
w′
fr
= τ0
L∏
i=1
τ−1i (bub)
ǫiτi
and |τi| ≤
∑L
i=1 |v
′
i| ≤ Kn. The word τ0 is null-homotopic over Q and hence
over P and so there exists a P-expression (xi, ri)Mi=1 for τ0 with area at most
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α(Kn) and radius at most ρ(Kn). Thus
w
fr
=
M∏
i=1
xirix
−1
i
L∏
i=1
τ−1i (bu
−1
b )
ǫiτi
and so we obtain a Q-expression for w with area at mostM+L ≤ α(Kn)+n and
radius at most max{maxi |xi|,maxi |v′i|} ≤ max{ρ(Kn),Kn} ≤ ρ(Kn) + Kn.
Thus (α(Kn) + n, ρ(Kn) +Kn) is an area-radius pair for Q.
Case 4. Suppose that P = 〈A, b | R, bu−1b 〉 and Q = 〈A |R〉 where ub ∈ A
±∗
and bu−1b is null-homotopic over Q. Define K = |ub|. Consider the retraction
π : (A ∪ {b})±∗ → A±∗ which is the identity on A and maps b±1 7→ u±1b .
Note that π induces a retraction F (A ∪ {b}) → F (A). Suppose w ∈ A±∗ is a
null-homotopic word of length at most n and let (xi, zi)
M
i=1 be a P-expression
for w with area at most α(n) and radius at most ρ(n). Let S be the subset of
{1, . . . ,m} consisting of those i for which zi ∈ R±1. Then (π(xi), π(zi))i∈S is
a Q-expression for w with area at most M and radius at most Kρ(n). Thus
(α(n),Kρ(n)) is an area-radius pair for Q.
As with the areas of words, area-radius pairs have interpretations in terms of
P-sequence, P-pictures and P-van Kampen diagrams; of these we only consider
the pictorial interpretation.
Definition 3.16. A pair (α, ρ) of functions α, ρ : N → N is said to be a
pictorial area-radius pair for the presentation P if, for all null-homotopic words
w ∈ A±∗ with |w| ≤ l, there exists a P-picture P for w with AreaP ≤ α(l) and
RadP ≤ ρ(l).
Proposition 3.17. If (α, ρ) is an area-radius pair for a presentation P then
there exists a pictorial area-radius pair (α′, ρ′) for P with α ≃ α′ and ρ ≃ ρ′.
Conversely if (α, ρ) is a pictorial area-radius pair for P then there exists an
area-radius pair (α′, ρ′) for P with α ≃ α′ and ρ ≃ ρ′.
The only place in this thesis where we make use of Proposition 3.17 is in
the proof of Theorem 7.5. We thus omit the proof of this proposition since
Theorem 7.5 is implied by the stronger Theorem 7.4.
3.5 Finite index subgroups
We will frequently simplify arguments by passing to finite index subgroups. The
following lemma shows that Dehn functions and area-radius pairs are unaffected
by this transition.
Lemma 3.18. Let H ≤ G be a pair groups with finite presentations P and Q
respectively. Suppose that H has finite index in G.
(1) Let δP and δQ be the Dehn functions of P and Q respectively. Then
δP ≃ δQ.
(2) Let (α, ρ) be an area-radius pair for Q. Then there exists an area-radius
pair (α′, ρ′) for P with α ≃ α′ and ρ ≃ ρ′.
NB: It is also true that if (α, ρ) is an area-radius pair for P then there exists
an area-radius pair (α′, ρ′) for Q with α ≃ α′ and ρ ≃ ρ′. However we will not
need this result.
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Proof of Lemma 3.18. For (1), observe that since H has finite index in G, these
two groups are quasi-isometric. The result then follows since quasi-isometric
groups have ≃-equivalent Dehn functions [2].
The assertion (2) is standard. We give our own proof in Section 10 as a
corollary to Proposition 10.4.
4 Distortion Functions
Let H ≤ G be a pair of groups with finite generating sets X and Y respectively.
The distortion function of H in G with respect to X and Y is defined to be the
function ∆ : N→ N given by
∆(l) = max{dX (1, h) : h ∈ H, dY(1, h) ≤ l}.
Different choices of generating sets will give rise to different distortion func-
tions, but, in a way we now make precise, these will have the same asymptotic
behaviour.
Definition 4.1. Let f, g be functions N → N. Write f 4 g if there exists a
constant C ∈ N so that f(l) ≤ Cg(Cl). Write f ≈ g if f 4 g and g 4 f .
The following lemma is standard.
Lemma 4.2. For each i = 1, 2, let ∆i be the distortion function of H in G with
respect to some finite generating sets Xi and Yi for H and G respectively. Then
∆1 ≈ ∆2.
Thus we may talk of the distortion function of H in G, without making any
mention of a choice of generating sets, provided we bear in mind that this is
only defined up to ≈-equivalence.
We say H has polynomial distortion in G if the distortion function with
respect to some (and hence any) finite generating sets is bounded above by a
polynomial. We say H is undistorted in G if the distortion function with respect
to some (and hence any) finite generating sets is linear. For example, finite index
subgroups are undistorted, as are direct factors or, more generally, retracts.
The following lemma gives various transitivity properties of distortion func-
tions.
Lemma 4.3. Let G1 ≤ G2 ≤ G3 be groups with finite generating sets X1, X2,
X3 respectively. For each 1 ≤ i < j ≤ 3, let ∆
j
i be the distortion function of Gi
in Gj with respect to Xi and Xj.
(1) ∆31(l) ≤ ∆
2
1(∆
3
2(l)).
(2) If G1 has finite index in G2 then ∆
3
2 ≈ ∆
3
1.
(3) If G2 has finite index in G3 then ∆
2
1 ≈ ∆
3
1.
Proof. Property (1) is immediate.
For (2), the direction ∆31 4 ∆
3
2 follows immediately from property (1). For
the converse, note that by Lemma 4.2 we are at liberty to choose any finite
generating sets convenient to our purposes. Choose X2 to contain a collection
k1, . . . , kn of right coset representatives of G1 in G2 and choose X3 to contain X2.
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Let w ∈ X±∗3 represent a non-identity element of G2. Then there exists i so that
wk−1i represents an element of G1. Since wk
−1
i ∈ X
±∗
3 , there exists w
′ ∈ X±∗1
representing the same element as wk−1i with |w
′| ≤ ∆31(|w| + 1) ≤ ∆
3
1(2|w|).
Then w′ki ∈ X
±∗
2 represents w and has length at most ∆
3
1(2|w|)+1 ≤ 2∆
3
1(2|w|).
For (3), the direction ∆31 4 ∆
2
1 follows immediately from property (1). For
the converse, choose the generating set X3 to contain X2. Then X
±∗
2 ⊆ X
±∗
3
and so ∆21(l) ≤ ∆
3
1(l) for all l.
Corollary 4.4. Let H, H ′ and G′ be finitely generated subgroups of the finitely
generated group G, with H ′ ≤ H ∩ G′. Suppose that H ′ has finite index in H
and G′ has finite index in G. Let ∆ and ∆′ be the distortion functions of H in
G and H ′ in G′ respectively. Then ∆ ≈ ∆′.
Lemma 4.5. Let H ≤ G be finitely generated groups and let p : G → G′
be a surjective homomorphism which is injective on H. Let ∆ and ∆′ be the
distortion functions of H in G and p(H) in G′ respectively. Then ∆ 4 ∆′.
Proof. Let X and Y be finite generating sets for H and G respectively. Define
X ′ = p(X ) and Y ′ = p(Y) and note that these are finite generating sets for
p(H) and G′ respectively. By Lemma 4.2 we may assume that ∆ and ∆′ are
defined with respect to these generating sets. Then, for any g1, g2 ∈ G one then
has that dY′(p(g1), p(g2)) ≤ dY(g1, g2). Since the restriction of p to H is an
isomorphism onto its image, dX ′(p(h1), p(h2)) = dX (h1, h2) for all h1, h2 ∈ H .
Thus for any l ∈ N, we have the inclusion of sets
{dX (1, h) : h ∈ H, dY(1, h) ≤ l} ⊆ {dX ′(1, h) : h ∈ p(H), dY′(1, h) ≤ l}.
It follows that ∆(l) ≤ ∆′(l).
5 The Bounded Noise Lemma
Let P = 〈A |R〉 be a finite presentation with area-radius pair (α, ρ) and define
L = max{|r| : r ∈ R}. If w is a null-homotopic word over P with |w| ≤ n
then there exists a P-expression E for w with area ≤ α(n) and radius ≤ ρ(n).
Thus |∂E| ≤ (2ρ(n) +L)α(n). The Bounded Noise Lemma shows that E can be
chosen so that the free reduction of the word ∂E is bounded only in terms of
α. This lemma is not original, but a proof of it does not appear to exist in the
literature. Recall that we write |w| for the length of a word w, and ‖w‖ for the
length of the free reduction of w.
Lemma 5.1 (The Bounded Noise Lemma). Let w be a null-homotopic word over
the presentation P with area N . Then there exists a P-expression (ui, ri)Ni=1 for
w with
‖u1‖+
N−1∑
i=1
‖u−1i ui+1‖+ ‖uN‖ ≤ |w|+ 2LN.
The proof of this result makes use of the following notions concerning van
Kampen diagrams. Say the anticlockwise boundary cycle of a van Kampen
diagramD, read from the base vertex, is given by the edge path e1 ·. . .·ek, where
e1, . . . , ek are edges of D (possibly with repetition) and · denotes concatenation.
Let ei be the first edge lying in the boundary of some 2-cell of D. Then we call
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the edge ei the first thick boundary edge of D and the edge path e1 · . . . · ei−1
the initial boundary segment of D.
Proof. We actually prove the following:
Claim. Let ∆ be a P-van Kampen diagram for the word w with area N . Then
there exist words s1, . . . , sN ∈ A±∗ labelling 2-cells of ∆, each read anticlockwise
from some vertex, and there exist words v1, . . . , vN ∈ A±∗ with v1 the label on
the initial boundary segment of ∆, such that (vi, si)
N
i=1 is a P-expression for w
and
|v1|+
N−1∑
i=1
‖v−1i vi+1‖+ ‖vN‖ ≤ |w| + LN.
The lemma as stated follows from the claim since each si is a cyclic conjugate
of some relator ri ∈ R±1 and so is freely equal to a word xirix
−1
i for some
xi ∈ A±∗ with |xi| ≤ |ri|/2 ≤ L/2. It follows that we can set ui = vixi and
then (ui, ri)
N
i=1 is a P-expression for w and
‖u1‖+
N−1∑
i=1
‖u−1i ui+1‖+ ‖uN‖
= ‖v1x1‖+
N−1∑
i=1
‖x−1i v
−1
i vi+1xi+1‖+ ‖vNxN‖
≤ ‖v1‖+ ‖x1‖+
N−1∑
i=1
(
‖v−1i vi+1‖+ ‖xi‖+ ‖xi+1‖
)
+ ‖vN‖+ ‖xN‖
≤ |v1|+ |x1|+
N−1∑
i=1
(
‖v−1i vi+1‖+ |xi|+ |xi+1|
)
+ ‖vN‖+ |xN |
≤ |w|+ LN + L/2 + L/2 + (N − 1)(L/2 + L/2)
= |w|+ 2LN.
The claim is proved by induction on the area of ∆. If ∆ has area 0 the
conclusion is trivial. Now suppose that ∆ has area N ≥ 1 and that the claim
is true for diagrams with smaller area. Say ∆ has boundary label w and initial
boundary segment labelled by the word v1. Let e be the first thick boundary
edge of ∆ and let c be the unique 2-cell of ∆ that contains e in its boundary.
The anticlockwise orientation of the boundary cycle of ∆ induces an orientation
on the edge e. Say c has boundary label s1 read anticlockwise from the origin
of e.
Let ∆′ be the van Kampen diagram of area N − 1 formed from ∆ by delet-
ing the (interior of the) 2-cell c and the (interior of the) edge e. Say ∆′ has
boundary label w′. Observe that w is freely equal to the word v1s1v
−1
1 w
′ and
that |w′| ≤ |w| + L. Applying the induction hypothesis to ∆′ gives that there
exist v2, . . . , vN ∈ A±∗ with v2 the label on the initial boundary segment of ∆′
and there exist s2, . . . , sN ∈ A±∗ labelling 2-cells of ∆′ such that
w′
fr
=
N∏
i=2
visiv
−1
i
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and
|v2|+
N−1∑
i=2
‖v−1i vi+1‖+ ‖vN‖ ≤ |w
′|+ L(N − 1).
Thus
w
fr
=
N∏
i=1
visiv
−1
i .
By construction the initial boundary segment of ∆′ is formed by concatenat-
ing the initial boundary segment of ∆ with a (possibly empty) edge path γ. Let α
be the label on γ, so v2 ≡ v1α. Then |v2| = |v1|+|α| ≥ |v1|+‖α‖ = |v1|+‖v
−1
1 v2‖
and so
|v1|+
N−1∑
i=1
‖v−1i vi+1‖+ ‖vN‖ ≤ |v2| − ‖v
−1
1 v2‖+
N−1∑
i=1
‖v−1i vi+1‖+ ‖vN‖
= |v2|+
N−1∑
i=2
‖v−1i vi+1‖+ ‖vN‖
≤ |w′|+ L(N − 1)
≤ |w| + LN.
6 Infinite presentations
In the process of deriving a finite presentation for a group, we will sometimes find
it useful to first produce, as an intermediate stage, a presentation with infinitely
many relations. Care must be taken when dealing with the isoperimetry of such
non-finite presentations. The Dehn functions of different finite presentations
of a fixed group all have the same asymptotic behaviour. However, the same
is not true for presentations with an infinite number of relators, where the
behaviour of the Dehn functions may differ markedly. Indeed, for any group,
if we take the set of relators to consist of all null-homotopic words then we
obtain a presentation whose Dehn function is constant. In order to regain some
control over how the Dehn function changes when changing between (possibly
non-finite) presentations, we introduce the following notions.
Definition 6.1. An index on a set X is a function ‖ · ‖ : X → N. This is
extended to an index on the set X±1 by setting ‖x−1‖ = ‖x‖. An indexed
presentation is a pair (P , ‖ · ‖) where P = 〈A |R〉 is a presentation and ‖ · ‖ is
an index on R.
Let (P , ‖ · ‖) be an indexed presentation whose set of generators A is finite.
A pair (α, π) of functions α, π : N → N is said to be an area-penetration pair
for (P , ‖ · ‖) if for all null-homotopic words w ∈ A±∗ with |w| ≤ n there exists
a null-P-expression (xi, ri)mi=1 for w with area m ≤ α(n) and with ‖ri‖ ≤ π(n)
for each i.
Let Q = 〈A | S〉 be a presentation with each s ∈ S null-homotopic over P
and each r ∈ R null-homotopic over Q. Thus P and Q present the same group.
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The relational area function of (P , ‖ · ‖) over Q is defined to be the function
N→ N ∪ {∞} given by
RArea(n) = max{AreaQ(r) : r ∈ R, ‖r‖ ≤ n}.
Proposition 6.2. Let (P , ‖ · ‖) and Q be as in definition 6.1. Let (α, π) be an
area-penetration pair for (P , ‖ · ‖) and let RArea be the relational area function
of (P , ‖ · ‖) over Q. Then the Dehn function δQ of the presentation Q satisfies
δQ(n) ≤ α(n)RArea(π(n)).
Proof. Let w ∈ A±∗ be a null-homotopic word with |w| ≤ n. Then there exist
σ1, . . . , σN ∈ A±∗ and r1, . . . , rN ∈ R±1 with N ≤ α(n) and ‖ri‖ ≤ π(n) for
each i such that
w
fr
=
N∏
i=1
σiriσ
−1
i .
For each i we have that AreaQ(ri) ≤ RArea(‖ri‖) ≤ RArea(π(n)) and therefore
there exist τi1, . . . , τiMi ∈ A
±∗ and si1, . . . , siMi ∈ S
±1 with Mi ≤ RArea(π(n))
such that
ri
fr
=
Mi∏
j=1
τijsijτ
−1
ij .
Hence
w
fr
=
N∏
i=1
Mi∏
j=1
(σiτij)sij(σiτij)
−1
and so AreaQ(w) ≤
∑N
i=1Mi ≤ α(n) RArea(π(n)).
Section 7 contains a result, Theorem 7.4, concerning area-penetration pairs
and cyclic extensions. Although we give a full algebraic proof of this theorem,
the intuition behind it derives from the pictorial context and so we will sketch
a proof of the slightly weaker Theorem 7.5 in this language. We will thus need
the pictorial analogue of area-penetration pairs.
Definition 6.3. Let (P , ‖·‖) be an indexed presentation whose set of generators
A is finite. A pair (α, π) of functions α, π : N→ N is said to be a pictorial area-
penetration pair for (P , ‖ · ‖) if for all null-homotopic words w ∈ A±∗ with
|w| ≤ n there exists a picture P with boundary label w such that AreaP ≤ α(n)
and ‖r‖ ≤ π(n) for each relator r of P labelling a relator disc of P.
Proposition 6.4. A pair (α, π) of functions α, π : N→ N is an area-penetration
pair for a presentation P if and only if it is a pictorial area-penetration pair for
P.
Since we do not rely on this proposition for the proof of Theorem 7.4, we
omit its proof.
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7 Cyclic extensions
Let 1 → K → Γ → Z → 1 be a cyclic extension with K (and hence Γ) finitely
generated. In all of the applications presented in this thesis, Γ will be finitely
presented, but we do not need to make this assumption. In the principal result
of this section (Theorem 7.4) we show how a presentation PΓ of Γ (of a certain
form) gives rise to an infinite presentation P∞K for K. The relators of P
∞
K come
equipped with an index ‖ · ‖ and we prove that an area-radius pair for PΓ is
actually an area-penetration pair for (P∞K , ‖ · ‖). However, before we introduce
this new material, we first recall a result of Baik-Harlander-Pride.
Let A be a finite generating set for K and let t ∈ Γ be an element whose
image generates Γ/K ∼= Z. Let θ be the automorphism of K induced by conju-
gation by t. For each a ∈ A and ǫ ∈ {±1}, let wǫa ∈ A
±∗ be a word representing
tǫat−ǫ in K. For each ǫ ∈ {±1}, define Sǫ = {tǫat−ǫ(wǫa)
−1 : a ∈ A}. Further-
more, define an endomorphism Φǫ : A±∗ → A±∗, commuting with the inversion
automorphism, by mapping a 7→ wǫa.
Theorem 7.1 (Baik-Harlander-Pride [3, Theorem 6.1]). Let 〈A, t | R,S+,S−〉
be a presentation for Γ with R ⊆ A±∗. Suppose that all the relations in the sets
{aΦ−(Φ+(a))−1 : a ∈ A} and {Φǫ(r) : ǫ ∈ {±1}, r ∈ R} are null-homotopic
over the presentation 〈A |R〉. Then K is presented by 〈A |R〉.
We will apply Theorem 7.1 in Section 13 to derive finite presentations for
certain subdirect products of free groups. However, the proof of this result in
[3] is based on successively removing t-rings from van Kampen diagrams over
the presentation 〈A, t | R,S+,S−〉, a method which will in general only give
an exponential isoperimetric function for K. Since we will be interested in
producing polynomial isoperimetric inequalities we adopt a different approach,
which essentially involves removing all t-rings simultaneously. We begin with a
minor technicality.
Definition 7.2. A presentation 〈A, t | T 〉 for Γ is said to be in positive normal
form if, for each a ∈ A, there is precisely one relator in T of the form tat−1w
with w ∈ A±∗, and, all the relators in T involving t are of this form.
Thus, given words w+a as defined above, a presentation 〈A, t | R,S
+〉 for
Γ with R ⊆ A±∗ is in positive normal form. In particular, if 〈A |R〉 is a
presentation for K, then 〈A, t | R,S+〉 is in positive normal form. The following
lemma shows that restricting our attention to positive normal form presentations
does not impinge on the generality of our results.
Lemma 7.3. If Γ is finitely presented then it is presented by some finite pre-
sentation in positive normal form.
Proof. Let 〈A |R〉 be an arbitrary (not necessarily finite) presentation for K.
Then Γ is presented by the positive normal form presentation 〈A, t | R,S+〉.
Since Γ is finitely presented there is some finite subcollection of R∪ S+ which
suffice as a set of defining relators. In particular, there exists a finite subset
R′ ⊆ R so that Γ is finitely presented by 〈A, t | R′,S+〉.
Now let PΓ = 〈A, t | R,S〉 be a positive normal form presentation for Γ with
R ⊆ A±∗ and S = {tat−1w−1a : a ∈ A} for some words wa ∈ A
±∗. For each
k ∈ Z, let Φk : A±∗ → A±∗ be an endomorphism that lifts θk : K → K and
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commutes with the inversion involution of A±∗. We take Φ0 to be the identity.
Define the following collections of words in A±∗:
R = {Φk(r) : r ∈ R, k ∈ Z}
S = {Φk+1(a)Φk(wa)
−1 : a ∈ A, k ∈ Z}.
Note that each word in R ∪ S is null-homotopic in K. Define P∞K = 〈A |R,S〉
and define an index ‖ · ‖ on R∪S by setting ‖ω‖ to be the minimal value of |k|
such that either ω ≡ Φk(r) for some r ∈ R or ω ≡ Φk+1(a)Φk(wa)−1 for some
a ∈ A.
Theorem 7.4. K is presented by P∞K . Furthermore, if (α, ρ) is an area-radius
pair for PΓ then it is also an area-penetration pair for the indexed presentation
(P∞K , ‖ · ‖).
The utility of Theorem 7.4 is that if one can demonstrate that each word
in R∪S is null-homotopic over some finite presentation PK , then it will follow
that PK presents K. Furthermore, by applying Proposition 6.2 one can obtain
an upper bound on the Dehn function of PK .
The following slightly weaker version of Theorem 7.4 will actually be suffi-
cient for our purposes. This result also has the advantage that its proof can be
seen intuitively in the language of pictures. However, we wish to avoid having to
prove the equivalence given in Propositions 3.17 and 6.4 between algebraically
and pictorially defined area-radius and area-penetration pairs. We thus give
a proof of Theorem 7.5 in the language of pictures and follow this with an
algebraic proof of Theorem 7.4.
Theorem 7.5. K is presented by P∞K . Furthermore, if (α, ρ) is an area-radius
pair for PΓ then there exist functions α′, ρ′ : N→ N with α ≃ α′ and ρ ≃ ρ′ such
that (α′, ρ′) is an area-penetration pair for the indexed presentation (P∞K , ‖ · ‖).
Proof. Let w ∈ A±∗ be a null-homotopic word of length at most n. By Propo-
sition 3.17 there exists a pictorial area-radius pair (α′, ρ′) for PΓ such that
α ≃ α′ and ρ ≃ ρ′. Let P be a PΓ-picture with boundary word w such that
AreaP ≤ α′(n) and RadP ≤ ρ′(n). Say P has ambient disc D, basepoint b,
relator discs D1, . . . , Dm and arcs γ1, . . . , γl.
We now describe how to assign to each complementary region C of P an
element g(C) of Γ. If σ is a transverse path between points in BackP then
reading along σ defines a word W (σ) ∈ (A∪ {t})±∗, where we understand that
if σ crosses an arc labelled x in the direction of its normal orientation then we
read x, and if σ crosses the arc in the opposite direction to its normal orientation
then we read x−1. By [36, Theorem 2.3] if p1, p2 ∈ BackP and τ and τ ′ are
transverse paths from p1 to p2 thenW (τ) andW (τ
′) represent the same element
in Γ. Given a point p ∈ BackP define g(p) to be the element of Γ represented
by a transverse path σ from b to p. If p′ lies in the same complementary region
C as p then we can adjoin to σ a path from p to p′ lying wholly in C to obtain
a transverse path σ′ from b to p′ with W (σ) = W (σ′). Thus g(p) = g(p′) and
we can define g(C) to be this element of Γ.
By an A-arc of P we mean an arc labelled by a letter in A. We now show
how to assign a height h(γ) ∈ Z to each A-arc γ. Let t be the image of t under
the quotient homomorphism q : Γ → Γ/K ∼= Z and define the height h(C) of a
23
complementary region C of P to be the exponent of t in q(g(C)). Now suppose
that γ is an arc of P labelled by the letter a ∈ A. Say γ lies in the boundary of
the complementary regions C1 and C2, which may or may not be distinct. We
will show that h(C1) = h(C2) and define h(γ) to be this number. Let σ1 be a
transverse path from b to a point p1 ∈ C1 and let τ be a transverse path from p1
to a point p2 ∈ C2 which intersects γ exactly once and intersects no other arcs
of P. Then the composition σ2 of σ1 and τ is a transverse path from b to p2 with
W (σ2) = W (σ1)W (τ) = W (σ1)a
±1 in (A ∪ {t})±∗. Thus g(C2) = g(C2)a±1 in
Γ and so h(C2) = h(C1).
Note that for each complementary region C we can choose a transverse
path from b to a point in C with intersection number at most RadP and so
|h(C)| ≤ RadP. It follows that for all A-arcs γ one similarly has |h(γ)| ≤ RadP.
We now modify P to produce a P∞K -picture P for the word w. This is done
by deleting each A-arc γi labelled by a letter a and replacing it by a collection
of li :=
∣∣Φh(αi)(a)∣∣ parallel arcs γ1i , . . . , γlii labelled by the letters of the word
Φh(γi)(a). We now describe precisely what we mean by this. Say γi joins ∂Λ
ι
i
to ∂Λτi , where Λ
ι
i,Λ
τ
i ∈ {D,D1, . . . , Dm}. Let N
ι
i and N
τ
i be neighbourhoods
of γi∩Λιi and γi∩Λ
τ
i in ∂Λ
ι
i and ∂Λ
τ
i respectively. We choose N
ι
i and N
τ
i to be
homoeomorphic to the unit interval and to be disjoint from all basepoints and
all other arcs of P. Each γji joins N
ι
i to N
τ
i and we choose them so as they are
all disjoint and their interiors are disjoint from ∪mk=1Dk. We orientate and label
the arcs γji so as reading along N
ι
i in the direction of the orientation of γi gives
the word Φh(γi)(a). The picture P is now completed by deleting all the arcs γi
labelled by the letter t.
If a disc Di had label r ∈ R±1 in P then all the arcs incident with Di in P
had the same height h. Thus the corresponding disc in P has label Φh(r) ∈ R
±1
for some h with |h| ≤ RadP. If the disc Di had the label
(
tat−1w−1a
)±1
∈ S±1
in P then the incident arc labelled a had height h and the incident arcs labelled
by the letters of wa had height h− 1, for some h ∈ Z. Thus the corresponding
disc in P has label
(
Φh(a)Φh−1(wa)
−1
)±1
∈ S
±1
for some h with |h| and |h− 1|
at most RadP.
By a boundary arc of P we will mean an arc with at least one of its endpoints
lying in ∂D. Note that all boundary arcs of P are A-arcs. If C is a complemen-
tary region of P with the boundary of its closure intersecting ∂D non-trivially,
then there exists a transverse path in P from b to C which intersects only bound-
ary arcs. Thus C has zero height. It follows that all the boundary arcs of P
have zero height and hence that the boundary label of P is Φ0(w) ≡ w. Thus
P is a P∞K -picture for the word w, with AreaP = AreaP and with each relator
z ∈ (R∪ S)±1 labelling a disc of P having ‖z‖ ≤ RadP.
Since the word w was arbitrary it follows that P∞K presentsK and has (α
′, ρ′)
as a pictorial area-penetration pair. By Proposition 6.4 it follows that (α′, ρ′)
is also an area-penetration pair for P∞K .
Proof of Theorem 7.4. Let w ∈ A±∗ be a null-homotopic word of length at
most n and let (xi, zi)
m
i=1 be a PΓ-expression for w with m ≤ α(n) and with
|xi| ≤ ρ(n) for each i.
We write h(u) for the exponent sum in the letter t of a word u ∈ (A∪{t})±∗
and define N˜ to be the submonoid of (A ∪ {t})±∗ consisting of all those words
u with h(u) = 0. Define X to be the set of words {tkat−k : a ∈ A, k ∈ Z} ≤
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(A ∪ {t})±∗. Let L be the submonoid of N˜ generated by X±1 and note that
L is free on this basis. If u ∈ N˜ write Λ(u) for the unique word in L which is
freely equal to u in F (A ∪ {t}) and freely reduced as an element of F (X ). For
each i ∈ {1, . . . ,m}, define xi ≡ Λ(xit
−h(xi)) and zi = Λ(t
h(xi)zit
−h(xi)). Define
σ ≡
∏m
i=1 xizix
−1
i and note that w
fr
= σ in F (A ∪ {t}).
Define a homomorphism Ψ : L→ A±∗, which commutes with the inversion
involution of L, by mapping tkat−k 7→ Φk(a). Let N be the kernel of the
homomorphism F (A ∪ {t})→ Z defined by mapping t to 1 and each a ∈ A to
0, and note that N is free with basis the image of X . Thus Ψ descends to a
homomorphism N → F (A) and since w
fr
= σ in N we have that Ψ(w)
fr
= Ψ(σ)
in F (A). Observe that Ψ(σ) ≡
∏m
i=1Ψ(xi)Ψ(zi)Ψ(xi)
−1 and Ψ(w) ≡ w since
w contains no occurrence of the letter t.
If zi ≡ a1 . . . al ∈ R then zi ≡ tka1t−k . . . tkalt−k for some k ∈ Z with |k| =
|h(xi)| ≤ |xi|. Thus Ψ(zi) ≡ Φk(zi) where |k| ≤ ρ(n). If zi ≡ tat
−1a1 . . . al ∈ S
then zi ≡ tk+1at−k−1tka1t−k . . . tkalt−k for some k ∈ Z with |k| = |h(xi)| ≤ |xi|.
Thus Ψ(zi) ≡ Φk+1(a)Φk(wa)−1 where min{|k + 1|, |k|} ≤ |k| ≤ ρ(n). In either
case we have that Ψ(zi) ∈ R ∪ S and ‖Ψ(zi)‖ ≤ ρ(n). Thus (Ψ(xi),Ψ(zi))mi=1
is a P∞K -expression for w and, since w was arbitrary, we see that P
∞
K presents
K and that (α, ρ) is an area-penetration pair for P∞K .
8 Amalgamated products
In this section we present a method for giving lower bounds on the Dehn func-
tions of amalgamated products. Specifically we will be concerned with finitely
presented amalgamated products Γ = G1 ∗H G2 of finitely generated groups G1
and G2 over a finitely generated subgroup H which is proper in each Gi.
Suppose each Gi is presented by 〈Ai | Ri〉, with Ai finite. Note that we are
at liberty to choose the Ai so as each a ∈ Ai represents an element of Gi rH .
Indeed, since H is proper in Gi, there exists some a
′ ∈ Ai representing an
element of Gi r H and we can replace each other element a ∈ Ai by a′a if
necessary. Let B be a finite generating set for H and for each b ∈ B choose
words ub ∈ A
±∗
1 and vb ∈ A
±∗
2 which equal b in Γ. Define E ⊆ (A1 ∪A2 ∪B)
±∗
to be the finite collection of words {bu−1b , bv
−1
b : b ∈ B}. Then, since Γ is
finitely presented, there exist finite subsets R′1 ⊆ R1 and R
′
2 ⊆ R2 such that Γ
is finitely presented by
P = 〈A1,A2,B |R
′
1,R
′
2, E〉.
Theorem 8.1. Let w ∈ A±∗1 be a word representing an element h ∈ H and
let u ∈ A±∗1 and v ∈ A
±∗
2 be words representing elements α ∈ G1 r H and
β ∈ G2 rH respectively. If [α, h] = [β, h] = 1 then
AreaP([w, (uv)
n]) ≥ 2n dB(1, h)
where dB is the word metric on H associated to the generating set B.
Proof. Let ∆ be a P-van Kampen diagram for the null-homotopic word [w, (uv)n].
For each i = 1, 2, . . . , n define pi to be the vertex in ∂∆ such that the an-
ticlockwise path in ∂∆ from the basepoint around to pi is labelled by the
word w(uv)i−1u. Similarly define qi to be the vertex in ∂∆ such that the
25
anticlockwise path in ∂∆ from the basepoint around to qi is labelled by the
word w(uv)nw−1(uv)i−nv−1. We will show that for each i there is a B-path
(i.e. an edge path in ∆ labelled by a word in the letters B) from pi to qi.
PSfrag replacements u
u u
u
u
u v
v v
v
v
v
p1 p2 pn
q1 q2 qn
ww
Figure 1: The van Kampen diagram ∆
We assume that the reader is familiar with Bass-Serre theory, as exposited
in [40]. Let T be the Bass-Serre tree associated to the splitting G1 ∗H G2. This
consists of an edge gH for each coset Γ/H and a vertex gGi for each coset Γ/Gi.
The edge gH has initial vertex gG1 and terminal vertex gG2. We will construct
a continuous (but non-combinatorial) map ∆ → T as the composition of the
natural map ∆→ Cay2(P) with the map f : Cay2(P)→ T defined below.
There is a natural left action of Γ on each of Cay2(P) and T and we construct
f to be equivariant with respect to this as follows. Let m be the midpoint of the
edge H of T and define f to map the vertex g ∈ Cay2(P) to the point g ·m, the
midpoint of the edge gH . Define f to map the edge of Cay2(P) labelled a ∈ Ai
joining vertices g and ga to the geodesic segment joining g ·m to ga ·m. Since
a 6∈ H this segment is an embedded arc of length 1 whose midpoint is the vertex
gGi. Define f to collapse the edge in Cay
2(P) labelled b ∈ B joining vertices g
and gb to the point g ·m = gb ·m. This is well defined since gH = gbH . This
completes the definition of f on the 1-skeleton of ∆; we now extend f over the
2-skeleton.
Let c be a 2-cell in Cay2(P) and let g be some vertex in its boundary. Assume
that c is metrised so as to be convex and let l be some point in its interior. The
form of the relations in P ensures that the boundary label of c is a word in
the letters Ai ∪ B for some i and so every vertex in ∂c is labelled gg′ for some
g′ ∈ Gi. Thus f as so far defined maps ∂c into the ball of radius 1/2 centred
on the vertex gGi; we extend f to the interior of c by defining it to map the
geodesic segment [l, p], where p ∈ ∂c, to the geodesic segment [gGi, f(p)]. This is
independent of the vertex g ∈ ∂c chosen and makes f continuous since geodesics
in a tree vary continuously with their endpoints. We now define f¯ : ∆ → T to
be the map given by composing f with the label-preserving map ∆→ Cay2(P)
which sends the basepoint of ∆ to the vertex 1 ∈ Cay2(P).
Since w commutes with u and v we have that f¯(pi) = w(uv)
i−1u ·m =
(uv)i−1u ·m = f¯(qi); define S to be the preimage under f¯ of this point. By
construction, the image of the interior of each 2-cell in ∆ and the image of
the interior of each Ai-edge is disjoint from f¯(pi). Thus S consists of vertices
and B-edges and so finding a B-path from pi to qi reduces to finding a path in
S connecting these vertices. Let si and ti be the vertices of ∂∆ immediately
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preceding and succeeding pi in the boundary cycle. Unless h = 1, in which case
the theorem is trivial, the form of the word [w, (uv)n], together with the normal
form theorem for amalgamated products, implies that all the vertices pi, si and
ti lie in the boundary of the same disc component D of ∆. Furthermore since u
and v are words in the letters A1 and A2 respectively the points f(si) and f(ti)
are separated in T by f(pi). Thus si and ti are separated in D by S and so
there exists an edge path γi in S from pi to some other vertex ri ∈ ∂D. Since γi
is a B-path it follows that the word labelling the sub-arc of the boundary cycle
of ∆ from pi to ri represents an element of H , and, by considering subwords
of [w, (uv)n], we see that the only possibility is that ri = qi. Thus for each
i = 1, . . . , n the path γi gives the required B-path connecting pi to qi. We
choose each γi to contain no repeated edges.
For i 6= j the two paths γi and γj are disjoint since if they intersected there
would be a B-path joining pi to pj and thus the word labelling the subarc of
the boundary cycle from pi to pj would represent an element of H . Observe
that no two edges in any of the paths γ1, . . . , γn lie in the boundary of the same
2-cell in ∆ since each relation in P contains at most one occurrence of a letter
in B. Because the word labelling ∂∆ contains no occurrences of a letter in B
the interior of each edge of a path γi lies in the interior of ∆ and thus in the
boundary of two distinct 2-cells. Since each path γi contains no repeated edges
we therefore obtain the bound Area(∆) ≥
∑n
i=1 2|γi|. But the word labelling
each γi is equal to h in Γ and so the length of γi is at least dB(1, h) whence we
obtain the required inequality.
9 Fibre products
Definition 9.1. Given a homomorphism p : Γ → Q, the (untwisted) fibre
product of p is defined to be the subgroup {(γ1, γ2) : p(γ1) = p(γ2)} ≤ Γ× Γ.
Recall the following result of Baumslag, Bridson, Miller and Short.
Theorem 9.2 (The 1-2-3 Theorem [4]). Let 1 → N → Γ
p
−→ Q → 1 be a short
exact sequence of groups. Suppose that N is finitely generated, Γ is finitely
presented and Q is of type F3. Then the fibre product of p is finitely presented.
Definition 9.3. Given a pair of homomorphisms pi : Γi → Q, i = 1, 2, the
(twisted) fibre product of p1 and p2 is defined to be the subgroup {(γ1, γ2) :
p1(γ1) = p2(γ2)} ≤ Γ1 × Γ2.
In this section we prove a generalisation of the 1-2-3 theorem which covers
twisted fibre products.
Theorem 9.4. For each i = 1, 2, let 1 → Ni → Γi
pi
−→ Q→ 1 be a short exact
sequence of groups. Suppose that N1 is finitely generated, Γ1 and Γ2 are finitely
presented, and Q is of type F3. Then the fibre product of p1 and p2 is finitely
presented.
Note that we do not need to make any assumptions about N2. The proof of
Theorem 9.4 given below closely follows the proof of Theorem 9.2 given in [4].
We will require the following lemma.
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Lemma 9.5. For each i = 1, 2, let pi : Γi → Q be a surjective homomorphism.
Suppose that Γ1 and Γ2 are finitely generated and that Q is finitely presented.
Then the fibre product P of p1 and p2 is finitely generated. If α is an isoperi-
metric function for some finite presentation of Q then the distortion function
∆ of P in Γ1 × Γ2 satisfies ∆  α.
More specifically, let X1 be a finite generating set for Γ1 and let X be the
image of X1 in Q. Let X2 be a choice of lifts of the elements of X under p2
and let A ⊆ ker p2 be a finite collection of elements such that Γ2 is generated by
A ∪ X2. Let 〈X |R〉 be a finite presentation for Q. Then P is generated by the
union of the following sets of elements:
X = {(x1, x2) : xi ∈ Xi, p1(x1) = p2(x2)};
A = {(1, a) : a ∈ A};
R = {(r(X1), 1) : r(X ) ∈ R}.
Remark 9.6. Note that the bound on ∆ is only defined up to ≃-equivalence,
not the stronger ≈-equivalence usually used with distortion functions.
Proof of Lemma 9.5. Fix compatible orderings on X , X1, X2 and X ; and on A
and A. By Lemma 3.11, the Dehn function δ of 〈X |R〉 satisfies δ  α.
Let w = w(X1,X2,A) be a word representing an element γ of P . Then
w
P
= w(X1, ∅, ∅)w(∅,X2,A)
fr
= w(X1, ∅, ∅)w−1(∅,X1, ∅)w(∅,X1, ∅)w(∅,X2,A)
P
=
w(X1, ∅, ∅)w−1(∅,X1, ∅)w(∅,X ,A). Define w1(X1) ≡ w(X1, ∅, ∅)w−1(∅,X1, ∅)
and note that |w1| ≤ |w|. Furthermore p1(w1(X1)) is trivial in Q and so w1(X ) is
null-homotopic. Define L = max{|r| : r ∈ R}. By Lemma 5.1, there exist words
r1, . . . rn ∈ R±1 and words x0, . . . , xn ∈ X±∗ with n ≤ δ(|w1|) and
∑
|xi| ≤
|w1| + 2Ln so that w1(X )
fr
= x0r1x1 . . . rnxn and the word x0 . . . xn
fr
= ∅. Thus
w1(X1)
fr
= x0(X1)r1(X1) . . . rn(X1)xn(X1)
P
= x0(X )(r1(X1), 1) . . . (rn(X1), 1)xn(X )
and so γ is represented by a word in the letters X , A and R of length at most
(2L+ 1)δ(|w|) + 2|w|. Thus ∆  δ  α.
Proof of Theorem 9.4. Let X1 be a finite ordered generating set for Γ1 and let
X be the image of X1 in Q. Then there is an induced ordering on X and X
generates Q. Let A1 be a finite ordered generating set for N1. For each a ∈ A1,
x ∈ X1 and ǫ ∈ {±1}, choose a word waxǫ ∈ A
±∗
1 such that x
ǫax−ǫ = waxǫ in
Γ1. Let 〈X |R〉 be a finite presentation for Q and for each r = r(X ) ∈ R choose
a word wr ∈ A
±∗
1 such that r(X1) = wr in Γ1. Define
R1 =
{
xǫax−ǫw−1axǫ : a ∈ A1, x ∈ X1, ǫ ∈ {±1}
}
and
R2 =
{
r(X1)w
−1
r : r ∈ R
}
.
If w = w(A1,X1) is null-homotopic in Γ1 then, modulo relators in R1, w is
equal to a word of the form u(A1)v(X1). The word v(X ) is null-homotopic in
Q and hence there is a free equality v(X1) =
∏
ρi(X1)ri(X1)ρi(X1)−1 for some
ri = ri(X ) ∈ R and some words ρi. Thus, modulo relators in R1 and R2, w is
equal to a word in the letters A1. It follows that there exists a finite collection
of relations R3 ⊂ A
±∗
1 such that Γ1 is presented by 〈A1,X1 | R1,R2,R3〉.
Let the finite set X2 ⊂ Γ2 be a choice of lifts of the elements of X under
p2 ordered compatibly with X . Then there exists a finite ordered collection of
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elements A2 ⊂ N2 so that X2∪A2 generates Γ2. Note that A2 may not generate
N2. Let 〈A2,X2 | R4〉 be a finite presentation for Γ2.
By the argument in the proof of Lemma 9.5, the fibre product P of p1 and
p2 is generated by the union of the following sets of elements:
X = {(x1, x2) : xi ∈ Xi, p1(x1) = p2(x2)};
A1 = {(a, 1) : a ∈ A1};
A2 = {(1, a) : a ∈ A2}.
Order the elements of X , A1 and A2 compatibly with the Xi, A1 and A2 re-
spectively. We now define some relations which hold amongst these generators:
S1 =
{
[a¯1, a¯2] : a¯i ∈ Ai
}
S2 =
{
r(X ,A1) : r = r(X1,A1) ∈ R1
}
S3 =
{
r(A1) : r = r(A1) ∈ R3
}
S4 =
{
[r(X ,A1), a¯] : r = r(X1,A1) ∈ R2, a¯ ∈ A1
}
For each r = r(X2,A2) ∈ R4, choose a word wr ∈ A
±∗
1 so that r(X ,A2) = wr
in Γ1 × Γ2. Then we can define the set of relations
S5 =
{
r(X ,A2)wr(A1)
−1 : r(X2,A2) ∈ R4
}
.
Let Σ be a finite generating set of Peiffer sequences for π2(Q) as a Q-module.
Each σ ∈ Σ is a sequence (u1r1u
−1
1 , . . . , unrnu
−1
n ) where each ri = ri(X ) ∈ R,
each ui = ui(X ) is a word in X±∗ and the word
ζσ(X ) =
∏
i
ui(X )ri(X )ui(X )
−1
is freely equal to the empty word. Observe that, modulo relations in R2, the
word ζσ(X1) is equal to ∏
i
ui(X1)wri(A1)ui(X1)
−1
and this is equal, modulo relations in R1, to a word Zσ = Zσ(A1). We define
S6 =
{
Zσ(A1) : σ ∈ Σ
}
.
We claim that P is presented by 〈X ,A1,A2 | S1,S2,S3,S4,S5,S6〉. Indeed
suppose that w = w(X ,A1,A2) is null-homotopic. Then the relations in S1 and
S2 are sufficient to convert w to a word w1(A1)w2(X ,A2). Projecting onto the
factor Γ2 demonstrates that the word w2(X2,A2) is null-homotopic. There thus
exists a free equality
w2(X2,A2)
fr
=
∏
i
ui(X2,A2)ri(X2,A2)ui(X2,A2)
−1
for some words ui and some relations ri ∈ R4 and hence a free equality
w2(X ,A2)
fr
=
∏
i
ui(X ,A2)ri(X ,A2)ui(X ,A2)
−1.
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The relations in S5 and in S1 and S2 are sufficient to convert w2(X ,A2) to the
word ∏
i
ui(X ,A2)wri(A1)
−1ui(X ,A2)
−1
and thence to some word in the letters A1. The word w(X ,A1,A2) can thus
be converted to a word w′ = w′(A1). We now recall the following result of
Baumslag, Bridson, Miller and Short:
Lemma 9.7 ([4]). A word v = v(A1) is null-homotopic in Γ1 if and only if it is
freely equal in F (A1 ∪ X1) to a product of conjugates of the following relations:
• R1
• R3
•
{
Zσ(A1) : σ ∈ Σ
}
•
{
[r(A1,X1), a] : r ∈ R2, a ∈ A1
}
Projecting Γ1 × Γ2 onto the first factor demonstrates that w′(A1) is null-
homotopic in Γ1 and hence there is an equality
w′(A1)
fr
=
∏
i
ui(A1,X1)si(A1,X1)ui(A1,X1)
−1
for some words ui and some relations si from the sets given in Lemma 9.7. It
follows that there is an equality
w′(A1)
fr
=
∏
i
ui(A1,X )si(A1,X )ui(A1,X )
−1
where the si = si(A1,X ) are relations in S2 ∪ S3 ∪ S4 ∪ S6. This completes the
proof of the claim.
10 Close fillings
Let H be a subgroup of a group G. In this section we establish criteria for
H to be finitely generated or to be finitely presented. The utility of these
criteria is that they are phrased entirely in terms of properties of generating
sets (respectively presentations) for G, and so one avoids having to explicitly
determine a generating set (respectively a presentation) for H . In the language
of course geometry, the criteria amount to showing that H is coarsely connected
(respectively coarsely simply connected) in G.
Suppose that G is finitely generated, and consider the vertices in the Cayley
graph of G that represent elements of H . We will show that H is finitely gener-
ated if this set is coarsely connected. More explicitly, the criterion amounts to
showing that every element of H can be represented by a word in the generators
of G that, considered as a path in the Cayley graph of G, lies uniformly close
to H . By considering the length of such words, one obtains a bound on the
distortion of H in G.
If G is finitely presented then an analogous criterion will establish that H
is itself finitely presented: this amounts to showing that an embedding of the
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Cayley graph of H in the Cayley complex of G is coarsely simply connected.
In the language of van Kampen diagrams one demonstrates that every null-
homotopic edge loop in the Cayley 2-complex of G which lies close to H can
be filled by a diagram which lies close to H . We translate this notion into the
language of P-expressions. By considering the areas of such expressions one
obtains an isoperimetric function for H .
Definition 10.1. Let X be a generating set for G.
Given g ∈ G define
dX (g,H) = min
h∈H
dX (g, h),
where dX is the word metric on G associated to X . Define the departure from
H of a word w ∈ X±∗ by
DepX (w,H) = max
0≤i≤|w|
dX (w[i], H).
Proposition 10.2. Let X be a finite generating set for the group G. Suppose
that there exists a constant K ≥ 0 such that for all h ∈ H there exists a word
wh ∈ X±∗ representing h in G with DepX (wh, H) ≤ K. Then there exists a
finite generating set Y for H and the distortion function ∆ of H in G with
respect to Y and X satisfies
∆(l) ≤ max{|wh| : dX (1, h) ≤ l}.
Proof. For each g ∈ G, choose an element γg ∈ G such that gγ−1g ∈ H and
dX (1, γg) = dX (g,H). Define a function Π : G×X
±1 → H by Π(g, x) = γgxγ
−1
gx .
Define a function Ψ : X±∗ → H±∗ by
Ψ(x1 . . . xn) = Π(1, x1)Π(x1, x2)Π(x1x2, x3) . . . Π(x1 . . . xn−1, xn)
and note that if w ∈ X±∗ represents an element of H then Ψ(w) = w in H .
Given r ∈ N, define Nr = {g ∈ G : dX (g,H) ≤ r}. Define Y = Π(NK ×
X±1) ⊆ H and note that Y is finite since it is contained in the finite set {h ∈
H : dX (1, h) ≤ 2K+2}. Observe that, for every h ∈ H , the word Ψ(wh) ∈ Y±∗
represents h and hence Y generates H . Furthermore dY(1, h) ≤ |Ψ(wh)| = |wh|
so ∆ satisfies the given inequality.
Definition 10.3. Let P be a presentation of the group G. Define the departure
from H of a P-expression E = (xi, ri)
m
i=1 to be
DepX (E , H) = max
1≤i≤m
DepX (xi, H).
Proposition 10.4. Let P = 〈X |R〉 be a finite presentation of the group G and
let H ≤ G be a finitely generated subgroup with finite generating set Y.
(1) Suppose that there exists a function K : N → N such that, for each null-
homotopic word w ∈ X±∗, there exists a P-expression Ew for w with
DepX (Ew, H) ≤ K(DepX (w,H)). Then there exists a finite set of words
S ⊆ Y±∗ so that H is presented by Q = 〈Y | S〉.
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(2) Suppose, in addition, that there exists a function α : N → N so that
Area(Ew) ≤ α(|w|) for each w. Then α is an isoperimetric function for
H.
(3) Suppose, in addition, that there exists a function ρ : N → N so that
Rad(Ew) ≤ ρ(|w|) for each w. Then there exist functions α′, ρ′ : N → N
with α′ ≃ α and ρ′ ≃ ρ so that (α′, ρ′) is an area-radius pair for Q.
Proof. For each y ∈ Y choose a word uy ∈ X±∗ with uy = y in G. Define
L = max{DepX (uy, H) : y ∈ Y}.
For each g ∈ G, choose an element γg ∈ G with gγ−1g ∈ H and dX (1, γg) =
dX (g,H). Choose ξ to be a functionH×H → Y±∗ such that ξ(h1, h2) represents
h−11 h2 in H , |ξ(h1, h2)| = dY(h1, h2) and ξ(h2, h1) = ξ(h1, h2)
−1. Geometrically
ξ is a choice of a preferred edge path connecting each pair of vertices in the
Cayley graph of H that is compatible with reversing orientation. Define a
function Ω : G × X±1 → Y±∗ by Ω(g, x) = ξ(gγ−1g , gxγ
−1
gx ). Then Ω(g, x)
represents the element γgxγ
−1
gx of H and Ω(gx, x
−1) = Ω(g, x)−1. Extend Ω to
a function G×X±∗ → Y±∗ by setting
Ω(g, x1 . . . xn) = Ω(g, x1)Ω(gx1, x2) . . . Ω(gx1 . . . xn−1, xn).
Geometrically, we can think of Ω as a map from edge paths in the Cayley graph
of G to edge paths in the Cayley graph of H which is compatible with reversing
the orientation of paths.
Note that Ω(g, w) = γgwγ
−1
gw in G for any w ∈ X
±∗. Thus if w is null-
homotopic then so is Ω(g, w). Given r ∈ N, define Nr = {g ∈ G : dX (g,H) ≤ r}
and define S1 to be the collection of null-homotopic words Ω(NK(L) ×R
±1) ⊆
Y±∗. We will show that S1 is finite by demonstrating that there is a uniform
bound on the length of all words in this set. Indeed, note that, for all g ∈ G
and x ∈ X±1, one has dX (gγ−1g , gxγ
−1
gx ) = dX (1, γgxγ
−1
gx ) ≤ dX (g,H) + 1 +
dX (gx,H) ≤ 2dX (g,H)+2. Thus |Ω(g, x)| = dY(gγ−1g , gxγ
−1
gx ) ≤ ∆
G
H(2dX (g,H)+
2), where ∆GH is the distortion function of H in G with respect to the generat-
ing sets Y and X respectively. It follows that, for any word w ∈ X±∗, one has
|Ω(g, w)| ≤ |w|∆GH(2max0≤i<|w| dX (gw[i], H)+ 2) ≤ |w|∆
G
H(2dX (g,H)+ 2|w|+
2). Thus |s| ≤ R∆GH(2K(L) + 2R + 2) for all s ∈ S1, where R = maxr∈R |r|,
and hence S1 is indeed finite.
If w ∈ X±∗ represents an element of H then as group elements Ω(1, w) =
γ1wγ
−1
w = w. Thus, for each y ∈ Y, we have that Ω(1, uy) = y in H . Define S2
to be the collection of null-homotopic words {yΩ(1, uy)−1 : y ∈ Y} ⊆ Y±∗. We
will show that H is presented by Q = 〈Y | S1,S2〉.
Let σ = y1 . . . yn ∈ Y±∗ be an arbitrary null-homotopic word. Define σ′ to
be the word uy1 . . . uyn ∈ X
±∗. Then DepX (σ
′, H) ≤ L so there exists a null
P-expression E = (xi, ri)mi=1 for σ
′ with DepX (E , H) ≤ K(L). Define E to be
the null Q-expression
(
Ω(1, xi), Ω(xi, ri)
)m
i=1
. The relationship between E and
E is represented schematically in Figure 2
Recall that if g ∈ G and x ∈ X±1 then Ω(g, x)−1 ≡ Ω(gx, x−1). Thus if
w1 ∈ X±∗ and w2 ∈ X±∗ are freely equal then for any g ∈ G one has that
Ω(g, w1) ∈ Y
±∗ and Ω(g, w2) ∈ Y
±∗ are freely equal. In particular Ω(1, σ′) is
32
PSfrag replacements
xi
Ω(1, xi)
ri
Ω(xi, ri)
Ω(1, σ′)
σ′
H
E
E
Figure 2: The relationship between E and E .
freely equal to Ω(1, ∂E). Also
Ω(1, xirixi) ≡ Ω(1, xi)Ω(xi, ri)Ω(xiri, x
−1
i )
≡ Ω(1, xi)Ω(xi, ri)Ω(xirix
−1
i , xi)
−1
≡ Ω(1, xi)Ω(xi, ri)Ω(1, xi)
−1
and so Ω(1, ∂E) ≡ ∂E . Thus E is a Q-expression for Ω(1, σ′).
For each i = 1, . . . , n, define Ei to be the area 1Q-expression (y1 . . . yi−1, yiΩ(1, uyi)
−1).
Then ∂(En . . . E1) is freely equal to y1 . . . ynΩ(1, uyn)
−1Ω(1, uy1)
−1 ≡ σΩ(1, σ′)−1
and so En . . . E1E is a Q-expression for σ.
Now suppose that there exists a function α as in assertion (2). If we define
C = max{|uy| : y ∈ Y} then |σ′| ≤ C|σ| and so we can choose E so that
Area(E) ≤ α(C|σ|). Hence AreaQ(σ) ≤ Area(En . . . E1E) ≤ α(C|σ|)+|σ|. Define
α′ by α′(l) = α(Cl) + l. Then α′, and hence α, is an isoperimetric function for
H .
If furthermore there exists a function ρ as in assertion (3) then we can
choose E so that additionally Rad(E) ≤ ρ(C|σ|). Then Rad(En . . . E1E) ≤
max{ρ(C|σ|), |σ| − 1} ≤ ρ(C|σ|) + |σ|. Define ρ′ by ρ′(l) = ρ(Cl) + l. Then
(α′, ρ′) is an area-radius pair for Q.
Proof of Lemma 3.18 (2). Say Q = 〈X |R〉 and that H is finitely generated by
Y. Let C be a finite set of right coset representatives for H in G. For each c ∈ C,
choose a word wc ∈ X±∗ representing c in G. Define L = maxc∈C{|wc|}. Then
for each g ∈ G, there exists c ∈ C so that gc−1 ∈ H and hence dX (g,H) ≤ L.
Thus, for any Q-expression E , one has that DepX (E , H) ≤ L. Proposition 10.4
therefore gives a finite collection of words S ∈ Y±∗ and functions α¯, ρ¯ : N→ N
with α¯ ≃ α and ρ¯ ≃ ρ so that H is presented by P¯ = 〈Y | S〉 and (α¯, ρ¯) is an
area-radius pair for P¯. The result then follows by Proposition 3.15.
11 Full coabelian subdirect products
11.1 The main theorem
Definition 11.1. Let H be a subgroup of a group G. If [G,G] ≤ H , then we
say that H is coabelian in G. If there exists a finite index subgroup G′ ≤ G
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so that [G′, G′] ≤ H , then we say that H is virtually-coabelian in G. In this
situation, we define the corank of H in G to be dim
(
G′
G′∩H ⊗Q
)
. Note that
this is independent of the finite index subgroup G′ ≤ G chosen.
Definition 11.2. Let H be a subgroup of a direct product D = Γ1 × . . .× Γn.
If ΓiH = D for each i, then we say that H is full in D. If [D : ΓiH ] < ∞ for
each H , then we say H is virtually-full in D. Note that these definitions are
dependent upon a choice of a particular decomposition of D as a direct product.
Section 11 of this thesis is dedicated to proving the following result.
Theorem 11.3. Let H be a virtually-full, virtually-coabelian subgroup of a di-
rect product D = Γ1 × . . .× Γn, with corank r.
(1) Suppose each Γi is finitely generated and n ≥ 2. Then H is finitely gen-
erated and the distortion function ∆ of H in D satisfies ∆(l) 4 l2.
(2) Suppose each Γi is finitely presented and n ≥ 3. Then H is finitely pre-
sented.
(3) Suppose each Γi is finitely presented and n ≥ 3. For each i, let (αi, ρi) be
an area-radius pair for some finite presentation of Γi. Define
α(l) = max({l2} ∪ {αi(l) : 1 ≤ i ≤ n})
and
ρ(l) = max({l} ∪ {ρi(l) : 1 ≤ i ≤ n}).
Then ρ2rα is an isoperimetric function for H
(4) Suppose that each Γi is finitely presented and that n ≥ max{3, 2r}. Let β1
and β2 be the Dehn functions of some finite presentations of Γ1×. . .×Γn−r
and Γn−r+1 × . . .× Γn respectively. Then the function β defined by
β(l) = lβ1(l
2) + β2(l)
is an isoperimetric function for H.
Note that the finite generation of the Γi ensures that H has finite corank
in D. Furthermore, for a fixed D, the corank of a virtually-coabelian subgroup
H ≤ D is bounded by the corank of [D,D]. It follows that there is a uniform
polynomial isoperimetric function for all virtually-full, virtually-coabelian sub-
groups of D. Also observe that the finiteness properties of the Stallings-Bieri
groups SB1 and SB2 demonstrate the necessity of the conditions n ≥ 2 and
n ≥ 3 respectively.
11.2 Reductions of the main theorem
Proposition 11.4. Theorem 11.3 is true if and only if it holds under the fol-
lowing additional hypotheses:
(i) H is full in D.
(ii) H is coabelian in D.
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(iii) D/H is finitely generated free abelian.
Note that these stronger hypotheses hold precisely when H is the kernel of a
homomorphism θ : Γ1× . . .×Γn → Zr with the restriction of θ to each factor Γi
surjective. In order to perform the reduction of Proposition 11.4 we will need
the following two lemmas.
Lemma 11.5. LetH be a virtually-full, virtually-coabelian subgroup of the direct
product D = Γ1 × . . . × Γn. Then there exists a finite index subgroup D′ ≤ D
so that H ∩D′ is full and coabelian in D′ = (D′ ∩ Γ1)× . . .× (D′ ∩ Γn).
Proof. Since H is virtually-coabelian in D, there exists a finite index subgroup
D¯ ≤ D with [D¯, D¯] ≤ H . Define H¯ to be the finite index subgroup H ∩ D¯ ≤ H ,
and, for each i, define Γ¯i to be the finite index subgroup Γi ∩ D¯ ≤ Γi.
Since H is virtually-full in D, [D : ΓiH ] <∞ for each i. Thus each Γ¯iH¯ has
finite index in D¯, since [D¯ : Γ¯iH¯ ] ≤ [D : Γ¯iH¯] = [D : ΓiH ][ΓiH : Γ¯iH¯ ] < ∞.
Define D′ to be the finite index subgroup ∩ni=1Γ¯iH¯ ≤ D and, for each i, define
Γ′i = Γ¯i ∩ D
′. Note that H¯ ≤ D′ and hence that H¯ = H ∩ D′. For each
k, Γ′kH¯ = (Γ¯k ∩ D
′)H¯ = Γ¯kH¯ ∩ D′ = D′ and so H¯ = H ∩ D′ is full in D′.
Furthermore, [D′, D′] ≤ [D¯, D¯] ≤ H¯ and so H¯ is coabelian in D′.
Lemma 11.6. Let G be a non-hyperbolic, finitely presented group, and let δ be
the Dehn function of some finite presentation of G. Then there exists C ∈ N so
that l2 ≤ Cδ(l) + C.
Proof. Since G is not hyperbolic, the function δ satisfies δ(l)  l2 [15, Theo-
rem 6.1.5]. Hence there exists K ∈ N such that l2 ≤ Kδ(Kl + K) + Kl + K
whence l2 ≤ Kδ(2Kl) + 2Kl. This implies that 12 l
2 + 12 l
2 − 2Kl ≤ Kδ(2Kl).
Note that 12 l
2 − 2Kl ≥ −2K2, so 12 l
2 − 2K2 ≤ Kδ(2Kl), which implies that
l2 ≤ 2Kδ(2Kl) + 4K2. We thus have that
l2 = 4K2(l/(2K))2
≤ 4K2⌊l/(2K)⌋2 + 4K2
≤ 4K2(2Kδ(2K⌊l/(2K)⌋) + 4K2) + 4K2
≤ 8K3δ(l) + 16K4 + 4K2.
Proof of Proposition 11.4. Let H be a virtually-full, virtually-coabelian sub-
group of a direct product D = Γ1 × . . . × Γn with corank r. Suppose that
each Γi finitely generated and that Theorem 11.3 is true under the additional
hypotheses (i), (ii) and (iii).
By Lemma 11.5, there exists a finite index subgroup D′ ≤ D so that H ∩D′
is full and coabelian in D′. Since D is finitely generated, we may, by replacing
D′ by a finite index subgroup if necessary, assume that D′/(H ∩ D′) is free
abelian of rank r. Define H ′ = H ∩D′ and, for each i, define Γ′i = Γi∩D
′. Note
that [H : H ′] <∞ and [Γi : Γ′i] <∞. Thus each Γ
′
i is finitely generated.
Now suppose that n ≥ 2. Since we assumed that Part (1) of Theorem 11.3
is true under the additional hypotheses, it follows that H ′ is finitely generated
and that the distortion function ∆′ of H ′ in D′ satisfies ∆′(l) 4 l2. Since D′ has
finite index in D it is undistorted. Thus by Lemma 4.3, the distortion function
∆ of H in D satisfies ∆(l) 4 l2.
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Now suppose that n ≥ 3 and that each Γi is finitely presented. Then each
Γ′i is finitely presented. Since we assumed that Part (2) of Theorem 11.3 is true
under the additional hypotheses, it follows that H ′, and hence H , is finitely
presented. Let α, ρ, αi, ρi be as in the statement of Part (3) of Theorem 11.3.
By Lemma 3.18 (2), there exists, for each i, functions α′i, ρ
′
i : N → N with
α′i ≃ αi and ρ
′
i ≃ ρi so that (α
′
i, ρ
′
i) is an area-radius pair for some finite
presentation of Γ′i. Define α
′(l) = max({l2} ∪ {α′i(l) : 1 ≤ i ≤ n}) and ρ
′(l) =
max({l} ∪ {ρ′i(l) : 1 ≤ i ≤ n}). Then, by the assumption that Part (3) of
Theorem 11.3 is true under the additional hypotheses, ρ′
2r
α′ is an isoperimetric
function for H ′. By definition of the equivalence ≃, there exists a constant K
such that α′i(l) ≤ Kαi(Kl+K)+Kl+K and ρ
′
i(l) ≤ Kρi(Kl+K)+Kl+K for all
i. Thus α′(l) ≤ Kα(Kl+K)+Kl+K and ρ′(l) ≤ Kρ(Kl+K)+Kl+K. Since
ρ(l) ≥ l and α(l) ≥ l2 ≥ l we have that α′(l) ≤ (K + 1)α(Kl +K) and ρ′(l) ≤
(K + 1)ρ(Kl+K). Thus (ρ′(l))2rα′(l) ≤ (K + 1)2r+1(ρ(Kl+K))2rα(Kl+K)
and hence ρ′2rα′  ρ2rα. It follows that ρ2rα is an isoperimetric function for
H ′ and hence, by Lemma 3.18 (1), an isoperimetric function for H .
Finally, suppose that n ≥ max{3, 2r}. Let β1, β2, β be as in the statement
of Part (4) of Theorem 11.3. Let β′1 and β
′
2 be the Dehn functions of some finite
presentations of Γ′1 × . . .× Γ
′
n−r and Γ
′
n−r+1 × . . .× Γ
′
n respectively and define
β′(l) = lβ′1(l
2)+β′2(l). Then, by the assumption that Part (4) of Theorem 11.3 is
true under the additional hypotheses, β′ is an isoperimetric function for H ′. By
Lemma 3.18 (1), β′1 ≃ β1 and β
′
2 ≃ β2 and so, by the definition of ≃-equivalence,
there exists a constant K ∈ N so that β′1(l) ≤ Kβ1(Kl + K) + Kl + K and
β′2(l) ≤ Kβ2(Kl+K) +Kl +K. Then
β′(l) ≤ l[Kβ1(Kl
2 +K) +Kl2 +K] +Kβ2(Kl +K) +Kl+K
= Klβ1(Kl
2 +K) +Kβ2(Kl+K) +Kl
3 + 2Kl+K.
By construction, H ′ is the kernel of a homomorphism Γ′1 × . . .× Γ
′
n → Z
r that
is surjective on each factor Γ′i. Theorem 11.3 (4) is trivially true when r = 0, so
we may assume that r ≥ 1. It follows that each Γ′i, and hence each Γi, contains
an element of infinite order. The condition n ≥ {3, 2r} implies that n− r ≥ 2,
and so Γ1 × . . .× Γn−r contains Z2 as a subgroup and hence is not hyperbolic.
By Lemma 11.6 there thus exists C ∈ N so that l2 ≤ Cβ1(l) +C. We now have
β′(l) ≤ Klβ1(Kl
2 +K) +Kβ2(Kl +K) +KClβ1(l) +KCl + 2Kl+K
≤ K(C + 1)lβ1(Kl
2 +K) +Kβ2(Kl +K) +K(C + 2)l+K
≤ K(C + 1)β(Kl +K) +K(C + 2)l+K.
Thus β′  β and so β is an isoperimetric function for H ′ and hence, by
Lemma 3.18, an isoperimetric function for H .
11.3 Finite generation, distortion and finite presentation
Combined with the reduction of Proposition 11.4, the following result proves
Parts (1) and (2) of Theorem 11.3.
Theorem 11.7. Let θ be a homomorphism from a direct product D = Γ1 ×
. . .×Γn of groups to a finitely generated free abelian group A such that, for each
i, the restriction of θ to Γi is surjective.
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(1) If each Γi is finitely generated and n ≥ 2 then ker θ is finitely generated
and the distortion function ∆ of ker θ in D satisfies ∆(l) 4 l2.
(2) If each Γi is finitely presented and n ≥ 3 then ker θ is finitely presented.
Proof. For Part (1), observe that ker θ is the fibre product of the homomor-
phisms θ|Γ1 and −θ|Γ2×...×Γn . Since A is finitely generated free abelian, it
admits a quadratic isoperimetric function. Thus, by Lemma 9.5, ker θ is finitely
generated and ∆(l)  l2. Hence, by definition of the relation , there exists
C ∈ N so that ∆(l) ≤ C(Cl + C)2 + Cl + C ≤ (3C3 + C)l2 + C3 + C. Thus
∆(l) 4 l2.
For Part (2), observe that ker θ is the fibre product of the homomorphisms
p1 := θ|Γ1×Γ2 and p2 := −θ|Γ3×...×Γn . Since ker p1 is the fibre product of the
homomorphisms θ|Γ1 and −θ|Γ2 , it is finitely generated by Lemma 9.5. Thus
ker θ is finitely presented by Theorem 9.4.
11.4 Heights
Throughout the remainder of Section 11, we will be considering a homomor-
phism θ from a direct product D = Γ1×. . .×Γn of groups to a finitely generated
free abelian group A such that the restriction of θ to each Γi is surjective. After
establishing some notation, which will be maintained throughout Sections 11.4–
11.6, we will define certain height functions that measure the departure from
ker θ of words, expressions and sequences in each of the r directions given by
the Z-factors of A ∼= Zr.
Let t1, . . . , tr be a free abelian basis forA. For each i, letAi = {a
(i)
1 , . . . , a
(i)
r } ⊆
Γi be a collection of elements with θ(a
(i)
k ) = tk, and let Bi ⊆ Γi be a collection
of elements with θ(Bi) = {1} and so that Xi := Ai ∪ Bi generates Γi. Define X
to be the generating set ∪ni=1Xi for D.
For each i = 1, . . . , r, define Z(i) to be the quotient of A by the subgroup
generated by {tj : j 6= i}. Define θi : D → Z to be the composition of θ with
the quotient homomorphism A։ Z(i). Abusing notation, we will also write θi
for the map X±∗ × N→ Z given by θi(w, l) = θi(w[l]).
For each i = 1, . . . , r, we define the i-height of a word to be the departure of
the word in the Z(i)-direction, as measured by θi. Specifically, given w ∈ X±∗,
define
heighti(w) = max
0≤j≤|w|
{|θi(w, j)|}.
If P = 〈X | S〉 is a presentation for D, then the i-heights of P-sequences and
P-expressions are defined similarly. Given a P-expression E = (xj , sj)mj=1 and a
P-sequence Σ = (σj)mj=0 define
heighti(E) = max
1≤j≤m
{heighti(xj)},
heighti(Σ) = max
0≤j≤m
{heighti(σj)}.
The following lemma makes precise the relationship between heights and depar-
tures.
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Lemma 11.8.
heighti(w) ≤ DepX (w, ker θ) ≤
r∑
j=1
heightj(w)
heighti(E) ≤ DepX (E , ker θ) ≤
r∑
j=1
heightj(E)
heighti(Σ) ≤ DepX (Σ, ker θ) ≤
r∑
j=1
heightj(Σ)
Proof. For any prefix u of w, there exists a word v ∈ X±∗ with |v| ≤ DepX (w, ker θ)
such that uv−1 ∈ ker θ. Then |θi(u)| = |θi(v)| ≤ |v| and so heighti(w) ≤
DepX (w, ker θ).
For any word u ∈ X±∗, the word u(a
(1)
1 )
−θ1(u) . . . (a
(1)
r )−θr(u) represents an
element of the kernel, so dX (u, ker θ) ≤
∑r
j=1 |θj(u)|. Taking the maximum
over all prefixes u of w gives the inequality DepX (w, ker θ) ≤
∑m
j=1 heightj(w).
Maximising over all the words xj or all the words σj gives the other inequal-
ities.
The following lemma asserts that in order to produce a P-expression for a
word w with some bounds on its area and heights, it suffices to produce a null
P-sequence for w satisfying the given bounds.
Lemma 11.9. Let Σ be a P-sequence converting τ to τ ′. Then there exists a P-
expression E for τ(τ ′)−1 with Area(E) = Area(Σ) and heighti(E) ≤ heighti(Σ)
for each i.
Proof. Say Σ = (σj)
m
j=0, where σ0 ≡ τ and σm ≡ τ
′. Define Σ1 to be the P-
sequence (σj)
m−1
j=0 . By induction, there exists a P-expression E1 for σ0(σm−1)
−1
with Area(E1) = Area(Σ1) and heighti(E1) ≤ heighti(Σ1) ≤ heighti(Σ) for
each i. If σm is obtained from σm−1 by a free expansion or reduction then
σ0σm
−1 fr= σ0σm−1
−1 and the result follows on taking E = E1. The other
possibility is that σm is obtained from σm−1 by an application-of-a-relator move.
Then σm−1 ≡ αuβ and σm ≡ αvβ where uv−1 is a cyclic conjugate of a relator
s ∈ S±1 and α and β are some words in X±∗. Observe that either uv−1
fr
=
u′su′
−1
where u′ is a prefix of u or else uv−1
fr
= v′sv′
−1
where v′ is a prefix of v.
In the first case, we have that σm−1σ
−1
m
fr
= αuv−1α−1
fr
= αu′s(αu′)−1. Note
that heighti(αu
′) ≤ heighti(Σ) since αu
′ is a prefix of σm−1. If we take E2 =
(αu′, s) then E = E1E2 has the required properties. In the second case we can
take E2 = (αv′, s) and the result follows similarly.
When considering the areas of sequences, one only has to take account of the
application-of-a-relator moves, and can ignore the free expansions and contrac-
tions. The following lemma shows that the same is true when one is considering
the heights of sequences.
Lemma 11.10. Let w1, w2 ∈ X
±∗ be freely equal words. Then there exists
a P-sequence Σ converting w1 to w2 with Area(Σ) = 0 and heighti(Σ) ≤
max{heighti(w1), heighti(w2)} for each i.
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Proof. Let w¯ be the unique freely reduced word in the free equivalence class of
w1 and w2. For each k = 1, 2, let Σk =
(
σ
(k)
j
)mk
j=0
be a P-sequence converting
wk to w¯ where each σ
(k)
j+1 is obtained from σ
(k)
j by a free reduction. Then
heighti(σ
(k)
j+1) ≤ heighti(σ
(k)
j ) and so heighti(Σk) ≤ heighti(wk). Define Σ
′
2 to
be the P-sequence σ
(2)
m2 , σ
(2)
m2−1
, . . . , σ
(2)
0 converting w¯ to w2. Then Σ = Σ1Σ
′
2
has the required properties.
The area of a null-homotopic word is equal to the area of its inverse. The
following lemma is the analogous result for heights.
Lemma 11.11. Let Σ be a null P-sequence for the word w ∈ X±∗. Then there
exists a null P-sequence Σ′ for w−1 with Area(Σ′) = Area(Σ) and heightk(Σ
′) =
heightk(Σ) for each k.
Proof. For any null-homotopic word u ∈ X±∗, one has that θk(u) = 0 and
hence heightk(u) = heightk(u
−1). Thus if Σ = (σi)
m
i=0 then we can take Σ
′ to
be (σ−1i )
m
i=0.
Throughout Section 11 we will frequently wish to assert that there exists a P-
sequence for a word with some stated bounds on its area and heights. However,
for reasons of space and readability we wish to avoid having to present all of the
data required to define a particular such sequence. We therefore redefine the
notion of a P-scheme to additionally take account of heights. Thus, throughout
this section, a P-scheme is defined to consist of a sequence (σi)mi=1 of words in
X±∗ and sequences
(
αi
)m−1
i=1
,
(
h
(1)
i
)m−1
i=1
, . . . ,
(
h
(r)
i
)m−1
i=1
of integers so that, for
each i, there exists a P-sequence Σi converting σi to σi+1 with Area(Σ) ≤ αi
and heightk(Σ) ≤ h
(k)
i for each k. The notion of a null P-scheme is redefined
similarly.
11.5 Distortion
In this section we prove the following result.
Theorem 11.12. Let θ be a homomorphism from a direct product D = Γ1×. . .×
Γn of n ≥ 2 finitely generated groups to a finitely generated free abelian group
A such that the restriction of θ to each Γi is surjective. Then ker θ is finitely
generated and the distortion function ∆ of ker θ in D satisfies ∆(l) 4 lr+1,
where r = dimA⊗Q.
Note that when combined with Proposition 11.4, this result provides an
alternative proof of the assertion of finite generation in Part (1) of Theorem 11.3.
However, the main purpose of Theorem 11.12 is to act as a warm up for the
proof of Theorem 11.15, which is analogous but more involved.
We continue with the notation of the previous section. Recall that t1, . . . , tr
is a free abelian basis for A. For each i, Xi = Ai ∪ Bi is a generating set for Γi,
with Ai = {a
(i)
1 , . . . , a
(i)
r } satisfying θ(a
(i)
k ) = tk and with θ(Bi) = {1}. Thus
D is generated by X = ∪ni=1Xi. For each i = 1, . . . , r, Z
(i) is the infinite cyclic
subgroup of A generated by ti, and θi : D → Z is the composition of θ with the
projection homomorphism A։ Z(i). We also write θi for the map X±∗×N→ Z
given by θi(w, l) = θi(w[l]).
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The proof of Theorem 11.12 makes use of Proposition 10.2: we show that ev-
ery element g ∈ ker θ can be represented by a word in X±∗ which has uniformly
bounded departure. We first represent g by an arbitrary geodesic word, repre-
senting an edge path in the Cayley graph of D, which we then ‘pull down’ until
it lies close to the kernel. Recall the height functions, defined in Section 11.4,
which measure departure in each of the r different directions given by the Z-
factors of A. Proposition 11.13 shows that it is possible to pull down a word
in a particular direction without increasing its height in the other directions.
The trade off to this process is that the length of the word is increased. In
Proposition 11.14 we show that, by applying Proposition 11.13 repeatedly, an
arbitrary word can be pulled down to a word which has small height in every
direction. This word thus has small departure from the kernel.
For each k = 1, . . . , r, we will define a function Φk that will be used to
pull down words in the kth direction. The idea is that if w ∈ X±∗ represents
an element of ker θ then Φk(w) will represent the same element as w but will
have heightk(Φk(w)) ≤ 1. In actual fact, we will find it useful to define Φk
to be a function X±∗ × Z → X±∗, with Φk(w, h) representing the element(
a
(1)
k
)h
w
(
a
(1)
k
)−h−θk(w)
∈ ker θ. Geometrically, one thinks of the input to Φk
as being an edge path in the Cayley graph of G which starts at height h and is
labelled by the word w. This pulling down process is represented schematically
in Figure 3.
The reader should note that Φk is only defined when n ≥ 2, and from now
on we assume that this is the case. For brevity write ek for a
(1)
k and fk for a
(2)
k .
Define Φk on X
±1 × Z by
Φk(x, h) ≡
{
(ekfk
−1)hxfk
−θk(x)(ekfk
−1)−h−θk(x) if x ∈ X1,
xek
−θk(x) if x ∈ X2 ∪ . . . ∪ Xn
and
Φk(x
−1, h) ≡
{
(ekfk
−1)hfk
θk(x)x−1(ekfk
−1)−h+θk(x) if x ∈ X1,
ek
θk(x)x−1 if x ∈ X2 ∪ . . . ∪ Xn.
Extend Φk over X
±∗ × Z by setting
Φk(w, h) ≡
|w|∏
j=1
Φk(w(j), θk(w, j − 1) + h).
Proposition 11.13. Let w,w′ ∈ X±∗, h ∈ Z and k ∈ {1, . . . , r}. Then Φk
enjoys the following properties:
(1) Φk(w, h) = ek
hwek
−h−θk(w) in D.
(2) |Φk(w, h)| ≤ 4|w|(heightk(w) + |h|+ 1).
(3) heighti(Φk(w, h)) ≤
{
1 if i = k,
heighti(w) if i 6= k.
(4) Φk(w, h)
−1 ≡ Φk(w−1, θk(w) + h).
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PSfrag replacements
θk
h′
h
x1
x2
x3
x4
ehk
ehk
eh
′
k
Φk(x1, 0)
Φk(x2, h) Φk(x3, h)
Φk(x4, h
′)
ker θ
Figure 3: Pulling down a word w ≡ x1x2x3x4.
(5) Φk(ww
′, h) ≡ Φk(w, h)Φk(w′, θk(w) + h).
(6) If w
fr
= w′ then Φk(w, h)
fr
= Φk(w
′, h).
Proof.
(1) If w ∈ X±1 then one checks directly that property (1) holds. Thus for an
arbitrary w ∈ X±∗
Φk(w, h)
D
=
|w|∏
j=1
ek
θk(w,j−1)+hw(j)ek
−θk(w,j−1)−h−θk(w(j))
≡
|w|∏
j=1
ek
θk(w,j−1)+hw(j)ek
−θk(w,j)−h
fr
= ek
θk(w,0)+h
 |w|∏
j=1
w(j)
 ek−θk(w,m)−h
≡ ek
hwek
−h−θk(w).
(2) If x ∈ X±1 then |Φk(x, h)| ≤ 4(|h|+ 1). Thus
|Φk(w, h)| ≤ |w| max
1≤j≤|w|
{
|Φk(w(j), θk(w, j − 1) + h)|
}
≤ |w| max
1≤j≤|w|
{
4(|θk(w, j − 1)|+ |h|+ 1)
}
≤ 4|w|(heightk(w) + |h|+ 1).
(3) If x ∈ X±1 and u is a prefix of Φk(x, h) then
θi(u) ∈
{
{0, 1} if i = k,
{0, θi(x)} if i 6= k.
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Furthermore
θi(Φk(x, h)) =
{
0 if i = k,
θi(x) if i 6= k.
Thus if v is a prefix of Φk(w, h) then θk(v) ∈ {−1, 0, 1} and so heightk(Φk(w, h)) ≤
1. If i 6= k then θi(v) = θi(v′) for some prefix v′ ofw. Thus heighti(Φk(w, h)) ≤
heighti(w).
(4) One checks directly that if x ∈ X±1 then Φk(x−1, h) ≡ Φk(x, h−θk(x))−1.
Thus
Φk
(
w−1, θk(w) + h
)
≡
|w|∏
j=1
Φk
(
w−1(j), θk(w
−1, j − 1) + θk(w) + h
)
≡
|w|∏
j=1
Φk
(
w(|w| − j + 1)−1, θk(w, |w| − j + 1) + h
)
≡
|w|∏
j=1
Φk
(
w(|w| − j + 1), θk(w, |w| − j + 1) + h− θk(w(|w| − j + 1))
)−1
≡
|w|∏
j=1
Φk
(
w(|w| − j + 1), θk(w, |w| − j) + h
)−1
≡
 |w|∏
l=1
Φk
(
w(l), θk(w, l − 1) + h
)−1
≡ Φk
(
w, h
)−1
(5)
Φk(ww
′, h) ≡
|ww′|∏
j=1
Φk((ww
′)(j), θk(ww
′, j − 1) + h)
≡
 |w|∏
j=1
Φk(w(j), θk(w, j − 1) + h)

|w′|∏
j=1
Φk(w
′(j), θk(w
′, j − 1) + θk(w) + h)

≡ Φk(w, h)Φk(w
′, θk(w) + h)
(6) It suffices to consider the case where w′ is obtained from w by a free
expansion. Say w ≡ uv and w′ ≡ uxx−1v where u, v ∈ X±∗ and x ∈ X±1.
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Then
Φk(w
′, h)
≡ Φk(u, h) Φk(x, θk(u) + h) Φk(x
−1, θk(ux) + h) Φk(v, θk(uxx
−1) + h)
≡ Φk(u, h) Φk(x, θk(u) + h) Φk(x, θk(ux) + h+ θk(x
−1))
−1
Φk(v, θk(u) + h)
≡ Φk(u, h) Φk(x, θk(u) + h) Φk(x, θk(u) + h)
−1
Φk(v, θk(u) + h)
fr
= Φk(u, h) Φk(v, θk(u) + h)
≡ Φk(w, h)
Proposition 11.14. Suppose n ≥ 2. Then for all words w ∈ X±∗ with θ(w) =
1, there exists a word w′ ∈ X±∗ with the following properties:
(1) w′ = w in D.
(2) |w′| ≤ 8r|w|r+1.
(3) heighti(w
′) ≤ 1 for all i.
Proof. If w ≡ ∅ then the result is trivial. We may thus assume that |w| ≥ 1.
We claim that for all j ∈ {0, . . . , r} there exists a word wj ∈ X
±∗ with the
following properties:
(i) wj = w in D.
(ii) |wj | ≤ 8j|w|j+1.
(iii) heightl(wj) ≤
{
1 if 1 ≤ l ≤ j,
|w| if j + 1 ≤ l ≤ r.
The proposition then follows by taking j = r. We prove the claim by in-
duction on j, with w0 ≡ w. Suppose that for some j there exists a wj with
the given properties. Then define wj+1 ≡ Φj+1(wj , 0). It is immediate by
Proposition 11.13 (1) and (3) that wj+1 satisfies (i) and (iii). Furthermore, by
Proposition 11.13 (2),
|wj+1| ≤ 4|wj |(heightj+1(wj) + 1)
≤ 4 · 8j|w|j+1(|w|+ 1)
≤ 8j+1|w|j+2.
Proof of Theorem 11.12. Since each Γi is finitely generated we can take each Bi
to be finite and so D is finitely generated by X .
Let g be an arbitrary element of ker θ and choose a geodesic word w ∈
X±∗ representing g in D. Let w′ ∈ X±∗ be a word equal to w in D and
satisfying properties (2) and (3) of Proposition 11.14. Then DepX (w
′, ker θ) ≤ r
by Lemma 11.8 and |w′| ≤ 8r|w|r+1 = 8r(dX (1, g))
r+1 since w is geodesic. The
result follows by applying Proposition 10.2.
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11.6 Isoperimetric functions 1
In this section we prove the following result, which, when combined with Propo-
sition 11.4, gives Parts (2) and (3) of Theorem 11.3. Note that this provides
an alternative proof, in addition to that given in Theorem 11.7, of the finite
presentability ker θ.
Theorem 11.15. Let θ be a homomorphism from a direct product D = Γ1 ×
. . . × Γn of n ≥ 3 finitely presented groups to a finitely generated free abelian
group A such that the restriction of θ to each Γi is surjective. Then ker θ is
finitely presented.
Suppose additionally that, for each i, (αi, ρi) is an area-radius pair for some
finite presentation of Γi. Then ρ
2rα is an isoperimetric function for ker θ, where
r = dimA⊗Q and α and ρ are given by
α(l) = max({l2} ∪ {αi(l) : 1 ≤ i ≤ n})
and
ρ(l) = max({l} ∪ {ρi(l) : 1 ≤ i ≤ n}).
The proof of Theorem 11.15 is analogous to the proof of Theorem 11.12,
except that instead of pulling down words (representing edge paths in the Cayley
graph ofD) one pulls down P-expressions (representing filling discs in the Cayley
2-complex of D). We first establish some notation.
Recall that, for each i, Xi = Ai ∪ Bi is a generating set for Γi, with Ai =
{a
(i)
1 , . . . , a
(i)
r } satisfying θ(a
(i)
k ) = tk and with θ(Bi) = {1}. Since each Γi is
finitely generated we may take each Bi to be finite. Thus D is finitely generated
by X = ∪ni=1Xi. For each i, let Pi = 〈Xi | Ri〉 be a finite presentation for Γi.
Define R = ∪ni=1Ri and define C to be the set of relators {[x, y] : x ∈ Xi, y ∈
Xj , 1 ≤ i < j ≤ n} ⊆ X±∗. Then D is finitely presented by P = 〈X | C,R〉.
The structure of the proof is as follows. Given a null-homotopic word w ∈
X±∗, we will apply Proposition 11.22 to give a P-expression for w whose area
and heights (as defined in Section 11.4) are bounded in terms of α and ρ. We
then pull this down to give an ‘almost flat’ P-expression for w, i.e. one which
has all its heights small, in the sense of being bounded in terms of the heights of
w. The departure of this P-expression is then bounded in terms of the departure
of w and so the result will follow by Proposition 10.4.
As in the 1-dimensional case, we will use the functions Φi to successively pull
down expressions in each of the r different directions. Proposition 11.20 asserts
that it is possible to pull down a P-expression in a particular direction without
(essentially) increasing the heights in the other directions. In Proposition 11.21
we apply this result repeatedly to show that an arbitrary P-expression can be
pulled down to one that is almost flat.
Lemmas 11.16–11.19 give various calculations required in the proof of Propo-
sition 11.20. When an expression for a word w is pulled down in the ith direction,
one does not immediately obtain an expression for w, but in fact an expression
for Φi(w, 0). The point is that if w is almost flat, then Φi(w, 0) will lie close
to w and so one can be converted to the other at low cost. This calculation is
performed in Lemmas 11.16 and 11.17.
In order to pull down an expression E in the ith direction, one needs almost
flat fillings for the words Φi(s, h), where s ∈ C±1 ∪R±1. These are provided by
Lemmas 11.18 and 11.19.
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Lemma 11.16. Suppose n ≥ 2. Then for all x ∈ X±1, h ∈ Z and k ∈ {1, . . . , r}
there exists a P-sequence Σ converting Φk(x, h) to ekhxek−h−θk(x) with
Area(Σ) ≤ 2(|h|+ 1)2
heighti(Σ) ≤
{
|h|+ 1 if i = k,
1 if i 6= k.
Proof. We consider 4 separate cases.
Case 1. x ∈ X1.
The following table presents a P-scheme converting the word Φk(x, h) to the
word ek
hxek
−h−θk(x). In lines 3 and 5 we have applied Lemma 11.10.
j σj Area
heighti
(i 6= k) heightk
1 (ekfk)
hxfk
−θk(x)(ekfk
−1)−h−θk(x) 12 |h|(|h|+ 1) 1 max{|h|, 1}
2 ek
hfk
−hxfk
−θk(x)(ekfk
−1)−h−θk(x) 12 (|h|+ 1)(|h|+ 2) 1 |h|+ 1
3 ek
hfk
−hxfk
−θk(x)fk
h+θk(x)ek
−h−θk(x) 0 1 |h|+ 1
4 ek
hfk
−hxfk
hek
−h−θk(x) |h| 1 |h|+ 1
5 ek
hfk
−hfk
hxek
−h−θk(x) 0 1 |h|+ 1
6 ek
hxek
−h−θk(x)
Case 2. x ∈ X2 ∪ . . . ∪ Xn.
The following table presents a P-scheme converting the word Φk(x, h) to the
word ek
hxek
−h−θk(x). In lines 1 and 3 we have applied Lemma 11.10.
j σj Area
heighti
(i 6= k) heightk
1 xek
−θk(x) 0 1 max{|h|, 1}
2 ek
hek
−hxek
−θk(x) |h| 1 |h|+ 1
3 ek
hxek
−hek
−θk(x) 0 1 |h|+ 1
4 ek
hxek
−h−θk(x)
Case 3. x ∈ X−11 .
Similar to the case x ∈ X1.
Case 4. x ∈ X−12 ∪ . . . ∪ X
−1
n
Similar to the case x ∈ X2 ∪ . . . ∪ Xn.
Lemma 11.17. Suppose n ≥ 2. Let w ∈ X±∗, h ∈ Z and k ∈ {1, . . . , r}. Then
there exists a P-sequence Σ converting Φk(w, h) to ekhwek−h−θk(w) with
Area(Σ) ≤ 2|w|(heightk(w) + |h|+ 1)
2
heighti(Σ) ≤
{
heightk(w) + |h|+ 1 if i = k,
heighti(w) + 1 if i 6= k.
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Proof. Define
σ1 ≡
|w|∏
j=1
Φk(w(j), θk(w, j − 1) + h),
σ2 ≡
|w|∏
j=1
ek
h+θk(w,j−1)w(j)ek
−h−θk(w,j),
σ3 ≡ ek
hwek
−h−θk(w).
By Lemma 11.16, there exists a P-sequence Σ1 converting σ1 to σ2 with
Area(Σ1) ≤ 2|w|max1≤j≤|w|(|θk(w, j−1)+h|+1)
2 ≤ 2|w|(heightk(w)+ |h|+1)
2
and
heighti(Σ1) ≤
{
heightk(w) + |h|+ 1 i = k,
1 i 6= k.
By Lemma 11.10, there exists a P-sequence Σ2 converting σ2 to σ3 with
Area(Σ2) = 0 and
heighti(Σ2) ≤
{
heightk(w) + |h| i = k,
heighti(w) i 6= k.
Take Σ = Σ1Σ2.
Lemma 11.18. Suppose n ≥ 2. Then there exist constants CA ∈ N and CH ∈ N
so that for all s ∈ R±1, h ∈ Z and k ∈ {1, . . . , r} there exists a null P-sequence
Σ for the word Φk(s, h) with Area(Σ) ≤ CA and heighti(Σ) ≤ CH for all i.
Proof. IfR is empty then there is nothing to prove, so we assume that this is not
the case. Note that, by Proposition 11.13 (4), Φk(s
−1, h) ≡ Φk(s, h−θk(s))−1 ≡
Φk(s, h)
−1. Thus, by Lemma 11.11, it suffices to consider only those s ∈ R.
For each s ∈ R and k = 1, . . . , r, choose a null P-sequence Σs,k for Φk(s, 0).
Define CA = max{Area(Σs,k) : s ∈ R, 1 ≤ k ≤ r} and CH = max{heighti(Σs,k) :
s ∈ R, 1 ≤ i, k ≤ r}.
Note that, if i 6= k, then heighti(Φk(s, h)) = heighti(Φk(s, 0)) ≤ CH . Fur-
thermore
heightk(Φk(s, h)) =
{
0 if h = 0 and heightk(s) = 0,
1 otherwise,
and so heightk(Φk(s, h)) ≤ 1. Note that CH ≥ 1 and so we have that heighti(Φk(s, h)) ≤
CH for all s ∈ R, h ∈ Z and i, k ∈ {1, . . . , r}.
If s ∈ R2 ∪ . . . ∪Rn, then for all h ∈ Z we have Φk(s, h) ≡ Φk(s, 0) and so
the result is immediate. If s ∈ R1, then note that Φk(s, h) is freely equal to
(ekfk
−1)hΦk(s, 0)(ekfk
−1)−h. The following table presents a null P-scheme for
Φk(s, h). In lines 1 and 3 we have used Lemma 11.10.
j σi Area heighti
1 Φk(s, h) 0 CH
2 (ekfk
−1)hΦk(s, 0)(ekfk
−1)−h CA CH
3 (ekfk
−1)h(ekfk
−1)−h 0 CH
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Lemma 11.19. Suppose n ≥ 3. Let s ∈ C±1, h ∈ Z and k ∈ {1, . . . , r}. Then
there exists a null P-sequence for the word Φk(s, h) with Area(Σ) ≤ 7(|h|+ 1)2
and heighti(Σ) ≤ 2 for each i.
Proof. By Lemma 11.11 and Proposition 11.13 (4), we may assume that s ∈ C.
We consider 6 disjoint cases. For each case we give a table presenting a null
P-sequence for the word Φk(s, h). Say s ≡ [x, y] where x ∈ Xi and y ∈ Xj and
1 ≤ i < j ≤ n.
Case 1. i, j ≥ 2.
j σj Area heighti
1 xek
−θk(x)yek
−θk(y)ek
θk(x)x−1ek
θk(y)y−1 1 2
2 xek
−θk(x)ek
θk(x)yek
−θk(y)x−1ek
θk(y)y−1 0 2
3 xyek
−θk(y)x−1ek
θk(y)y−1 1 2
4 xyek
−θk(y)ek
θk(y)x−1y−1 0 2
5 xyx−1y−1 1 2
Total 3 2
Case 2. i = 1, 2 ≤ j ≤ n. θk(x) = 1.
j σj Area heighti
1 (ekfk
−1)hekfk
−1(ekfk
−1)−h−1yek
−θk(y) . . .
. . . (ekfk
−1)h+1+θk(y)fkek
−1(ekfk
−1)−h−θk(y)ek
θk(y)y−1 0 1
Total 0 1
Case 3. i = 1, 3 ≤ j ≤ n. θk(x) = 0, θk(y) = 0.
j σj Area
heighti
(i 6= k) heightk
1 (ekfk
−1)hx(ekfk
−1)−hy(ekfk
−1)hx−1(ekfk
−1)−hy−1 2|h| 2 1
2 (ekfk
−1)hxy(ekfk
−1)−h(ekfk
−1)hx−1(ekfk
−1)−hy−1 0 2 1
3 (ekfk
−1)hxyx−1(ekfk
−1)−hy−1 2|h| 2 1
4 (ekfk
−1)hxyx−1y−1(ekfk
−1)−h 1 2 1
5 (ekfk
−1)h(ekfk
−1)−h 0 0 1
Total 4|h|+ 1 2 1
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Case 4. i = 1, 3 ≤ j ≤ n. θk(x) = 0, θk(y) = 1.
j σj Area
heighti
(i 6= k) heightk
1 (ekfk
−1)hx(ekfk
−1)−hyek
−1(ekfk
−1)h+1x−1(ekfk
−1)−h−1eky
−1 3|h| 1 2
2 (ekfk
−1)hxyek
−1(ekfk
−1)−h(ekfk
−1)h+1x−1(ekfk
−1)−h−1eky
−1 0 1 1
3 (ekfk
−1)hxyek
−1ekfk
−1x−1(ekfk
−1)−h−1eky
−1 3|h| 1 2
4 (ekfk
−1)hxyek
−1ekfk
−1x−1(ekfk
−1)−1eky
−1(ekfk
−1)−h 0 1 1
5 (ekfk
−1)hxyfk
−1x−1fky
−1(ekfk
−1)−h 2 1 1
6 (ekfk
−1)h(ekfk
−1)−h 0 0 1
Total 6|h|+ 2 1 2
Case 5. i = 1, j = 2. θk(x) = 0, θk(y) = 0.
As shorthand, write gk for the letter a
(3)
k ∈ X3.
j σj Area
heighti
(i 6= k) heightk
1 (ekfk
−1)hx(ekfk
−1)−hy(ekfk
−1)hx−1(ekfk
−1)−hy−1 0 2 1
2 (ekfk
−1)hx(ekfk
−1)−h(gkek
−1)−h(gkek
−1)hy . . .
. . . (ekfk
−1)hx−1(ekfk
−1)−hy−1 2|h| 2 1
3 (ekfk
−1)hx(ekfk
−1)−h(gkek
−1)−hy . . .
. . . (gkek
−1)h(ekfk
−1)hx−1(ekfk
−1)−hy−1 32 |h|(|h|+ 1) 2 2
4 (ekfk
−1)hx(gkfk
−1)−hy . . .
. . . (gkek
−1)h(ekfk
−1)hx−1(ekfk
−1)−hy−1 32 |h|(|h|+ 1) 2 2
5 (ekfk
−1)hx(gkfk
−1)−hy(gkfk
−1)hx−1(ekfk
−1)−hy−1 2|h| 2 1
6 (ekfk
−1)h(gkfk
−1)−hxy(gkfk
−1)hx−1(ekfk
−1)−hy−1 2|h| 2 1
7 (ekfk
−1)h(gkfk
−1)−hxyx−1(gkfk
−1)h(ekfk
−1)−hy−1 32 |h|(|h|+ 1)| 2 2
8 (ekgk
−1)hxyx−1(gkfk
−1)h(ekfk
−1)−hy−1 32 |h|(|h|+ 1)| 2 2
9 (ekgk
−1)hxyx−1(gkek
−1)hy−1 2|h| 2 1
10 (ekgk
−1)hxyx−1y−1(gkek
−1)h 1 2 1
11 (ekgk
−1)h(gkek
−1)h 0 0 1
Total 6|h|2 + 14|h|+ 1 2 2
Case 6. i = 1, j = 2. θk(x) = 0, θk(y) = 1.
j σj Area
heighti
(i 6= k) heightk
1 (ekfk
−1)hx(ekfk
−1)−hfkek
−1 . . .
. . . (ekfk
−1)h+1x−1(ekfk
−1)−h−1ekfk
−1 0 1 1
Total 0 1 1
Proposition 11.20. Suppose n ≥ 3. Then there exist constants C′A ∈ N and
C′H ∈ N so that for any k ∈ {1, . . . , r} and any P-expression E for a word
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w ∈ X±∗ there exists a P-expression E for w with
Area(E) ≤ C′AArea(E)(heightk(E) + 1)
2 + 2|w|(heightk(w) + 1)
2
heighti(E) ≤
{
max{heighti(w) + 1, C
′
H} if i = k,
max{heighti(w) + 1, C
′
H , heighti(E)} if i 6= k.
Proof. Say E = (xj , rj)mj=1. Let CA and CH be the constants given by Lemma 11.18
and define C′A = max{CA, 7} and C
′
H = max{CH , 2}. Then, by Lemmas 11.18,
11.19 and 11.9, for each j there exists a P-expression Ej for Φk(rj , θk(xj)) with
Area(Ej) ≤ C
′
A(|θk(xj)| + 1)
2 ≤ C′A(heightk(E) + 1)
2 and heighti(Ej) ≤ C
′
H for
all i. Say Ej = (xjl, rjl)
mj
l=1. For each j, define E
′
j to be the P-expression
(Φk(xj , 0)xjl, rjl)
mj
l=1 and define E
′ to be the P-expression E ′1 . . .E
′
m. Then
Area(E ′) =
∑m
j=1mj ≤ C
′
AArea(E)(heightk(E) + 1)
2 and
heighti(E
′) ≤ max
1≤j≤m
1≤l≤mj
{heighti(Φk(xj , 0)xjl)}
≤ max
1≤j≤m
1≤l≤mj
{heighti(Φk(xj , 0)), heighti(xjl)}
≤ max
1≤j≤m
{heighti(Φk(xj , 0)), C
′
H}
≤
{
max{1, C′H} i = k,
max{heighti(xj), C
′
H} i 6= k
≤
{
C′H i = k,
max{heighti(E), C
′
H} i 6= k,
where we have made use of Proposition 11.13 (3) and the fact that θi(Φk(xj , 0)) = 0.
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Furthermore
∂E ′ ≡
m∏
j=1
∂E ′j
≡
m∏
j=1
mj∏
l=1
Φk(xj , 0)xjlrjlxjl
−1Φk(xj , 0)
−1
fr
=
m∏
j=1
Φk(xj , 0)
(
mj∏
l=1
xjlrjlxjl
−1
)
Φk(xj , 0)
−1
≡
m∏
j=1
Φk(xj , 0)∂EjΦk(xj , 0)
−1
fr
=
m∏
j=1
Φk(xj , 0)Φk(rj , θk(xj))Φk(xj , 0)
−1
≡
m∏
j=1
Φk(xjrj , 0)Φk(xj
−1, θk(xj))
≡
m∏
j=1
Φk(xjrj , 0)Φk(xj
−1, θk(xjrj))
≡
m∏
j=1
Φk(xjrjxj
−1, 0)
≡ Φk
 m∏
j=1
xjrjxj
−1, 0

≡ Φk (∂E , 0)
fr
= Φk(w, 0),
where we have made use of Proposition 11.13 (4), (5) and (6).
Since w is null-homotopic, θk(w) = 0 and hence, by Proposition 11.13 (1),
Φk(w, 0) = w in D. By Lemma 11.17, there exists a P-sequence Σ = (σj)mj=0
converting Φk(w, 0) to w with Area(Σ) ≤ 2|w|(heightk(w)+1)
2 and heighti(Σ) ≤
heighti(w)+1 for each i. Let Σ
−1 be the P-sequence σm, σm−1, . . . , σ0 converting
w to Φk(w, 0). Then Area(Σ
−1) = Area(Σ) and heighti(Σ
−1) = heighti(Σ) for
each i. By Lemma 11.9, there exists a P-expression E ′′ for w (Φk(w, 0))
−1
with Area(E ′′) = Area(Σ−1) and heighti(E
′′) ≤ heighti(Σ
−1) for each i. Define
E = E ′′E ′. Then E is a P-expression for w with the required bounds on its area
and heights.
Proposition 11.21. Suppose n ≥ 3. Then there exist constants C′′A ∈ N and
C′′H ∈ N so that given any P-expression E for a word w ∈ X
±∗ there exists a
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P-expression E for w with
Area(E) ≤ C′′A(Area(E) + |w|)
r∏
j=1
ζ2j ,
heighti(E) ≤ max{heighti(w) + 1, C
′′
H},
where ζj = max{heightj(w) + 1, heightj(E) + 1, C
′′
H}.
Proof. Let C′A and C
′
H be the constants given by Proposition 11.20. We claim
that, for each l ∈ {0, 1, . . . , r}, there exists a P-expression El for w with
Area(El) ≤ (C
′
A)
l−1(C′AArea(E) + 2l|w|)
l∏
j=1
ζ2j
heighti(El) ≤
{
max{heighti(w) + 1, C
′
H} if 1 ≤ i ≤ l,
max{heighti(w) + 1, C
′
H , heighti(E) + 1} if l + 1 ≤ i ≤ r.
The claim is proved by induction on l. Set E0 = E and, given that El−1 has
been defined, define El be the P-expression given by applying Proposition 11.20
to El−1 with k = l. Then El certainly satisfies the required bounds on its heights
and
Area(El) ≤ C
′
AArea(El−1)(heightl(El−1) + 1)
2 + 2|w|(heightl(w) + 1)
2
≤ C′AArea(El−1)ζ
2
l + 2|w|ζ
2
l
≤ (C′A)
l−1(C′A Area(E) + 2(l − 1)|w|)
l∏
j=1
ζ2j + 2|w|ζ
2
l
≤ (C′A)
l−1(C′A Area(E) + 2(l − 1)|w|)
l∏
j=1
ζ2j + 2(C
′
A)
l|w|
l∏
j=1
ζ2j
≤ (C′A)
l−1(C′A Area(E) + 2l|w|)
l∏
j=1
ζ2j
as required.
The proposition now follows by setting C′′A = (C
′
A)
l−1max{C′A, 2r} and
C′′H = C
′
H and taking E to be Er.
Proposition 11.22. For each i = 1, . . . , n, let (αi, ρi) be an area-radius pair
for some finite presentation of Γi, and define α(l) = max({l2} ∪ {αi(l) : 1 ≤
i ≤ n}) and ρ(l) = max({l} ∪ {ρi(l) : 1 ≤ i ≤ n}). Then there exist functions
α, ρ : N→ N with α ≃ α and ρ ≃ ρ such that the following property holds: For
any null-homotopic word w ∈ X±∗, there exists a P-expression E for w with
Area(E) ≤ α(|w|) and heightj(E) ≤ ρ(|w|) for each j.
Proof. Proposition 3.15 shows that, for each i = 1, . . . , n, there exist functions
α′i, ρ
′
i : N→ N with α
′
i ≃ αi and ρ
′
i ≃ ρi so that (α
′
i, ρ
′
i) is an area-radius pair for
Pi. Define functions α′, ρ′ : N → N by α′(l) = max({l2} ∪ {α′i(l) : 1 ≤ i ≤ n})
and ρ′(l) = max({l} ∪ {ρ′i(l) : 1 ≤ i ≤ n}). By the same reasoning as in
Proposition 11.4, one sees that α′ ≃ α and ρ′ ≃ ρ.
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Now let w ∈ X±∗ be a null-homotopic word. For each i = 1, . . . n, define
wi to be the word pi(w), where pi is the projection map X±∗ → X
±∗
i . Then
w = w1 . . . wn in D, each wi is null-homotopic and |w| = |w1 . . . wn|. Observe
that there exists a P-sequence Σ = (σl)ml=1 convertingw to w1 . . . wn with area at
most |w|2 and with each σi+1 being obtained from σi by applying a relator from
C. It follows that, for each l, heightj(σl) ≤ |σl| = |w|. Thus, by Lemma 11.9,
there exists a P-expression E ′ for w(w1 . . . wn)−1 with Area(E ′) ≤ |w|2 and
heightj(E
′) ≤ |w|.
For each i, let Ei be a Pi-expression for wi with Area(Ei) ≤ α′i(|wi|) ≤
α′i(|w|) ≤ α
′(|w|) and Rad(Ei) ≤ ρ′i(|wi|) ≤ ρ
′
i(|w|) ≤ ρ
′(|w|). Then heightj(Ei) ≤
Rad(Ei) ≤ ρ
′(|w|). If we set E ′′ to be the P-expression E1 . . .En then Area(E
′′) ≤
nα′(|w|) and heightj(E
′′) ≤ ρ′(|w|). Define E = E ′E ′′. Then Area(E) ≤
|w|2 + nα′(|w|) ≤ (n + 1)α′(|w|) and heightj(E) ≤ max{|w|, ρ
′(|w|)} ≤ ρ′(|w|).
Define α and ρ by α(l) = (n+ 1)α′(l) and ρ(l) = ρ′(l).
Proof of Theorem 11.15. Suppose that w ∈ X±∗ is a null-homotopic word with
w 6≡ ∅, and let C′′A and C
′′
H be the constants given by Proposition 11.21.
Since w is null-homotopic, there exists a P-expression E for w, and so Propo-
sition 11.21 implies that there exists a P-expression E for w with heighti(E) ≤
max{heighti(w)+1, C
′′
H} for each i. Lemma 11.8 therefore gives that DepX (E , ker θ) ≤
rmax{DepX (w, ker θ) + 1, C
′′
H}. By Theorem 11.12, ker θ is finitely generated
and so Proposition 10.4 (1) implies that ker θ is finitely presented.
Now suppose that, for each i, (αi, ρi) is an area-radius pair for some finite
presentation of Γi. Let α and ρ be as given by Proposition 11.22. Then we can
take E to have Area(E) ≤ α(|w|) and heighti(E) ≤ ρ(|w|) for each i. Thus, by
Proposition 11.21,
Area(E) ≤ C′′A(α(|w|) + |w|)
r∏
i=1
(max{heighti(w) + 1, ρ(|w|) + 1, C
′′
H})
2
≤ 2C′′Aα(|w|) (max{|w|+ 1, ρ(|w|) + 1, C
′′
H})
2r
≤ 2C′′Aα(|w|) (max{ρ(|w|) + 1, C
′′
H})
2r
≤ 2C′′Aα(|w|) (2C
′′
Hρ(|w|))
2r
≤ 22r+1C′′A(C
′′
H)
2rα(|w|)ρ(|w|)2r .
Therefore, by Proposition 10.4 (2), α ρ2r is an isoperimetric function for H .
Since α(l), ρ(l), α(l), ρ(l) are all ≥ l, it follows that α ρ2r ≃ αρ2r and so αρ2r is
an isoperimetric function for H .
11.7 Isoperimetric functions 2
In this section we prove Theorem 11.3 (4), which will follow directly from Corol-
lary 11.24 and Proposition 11.4. The following result generalises [14, Theo-
rem 2.1] which treats the n = 3, r = 1 case.
Theorem 11.23. Let θ be a homomorphism from a direct product D = Γ1 ×
. . . × Γn of n ≥ 3 finitely presented groups to a finitely generated free abelian
group A such that the restriction of θ to each factor Γi is surjective. Suppose
that n ≥ 2r, where r = dimA⊗Q. Then ker θ is finitely presented.
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Define D1 = Γ1 × . . . × Γn−r and D2 = Γn−r+1 × . . . × Γn. Let ∆ be
the distortion function of ker θ ∩D1 in D1 with respect to some choice of finite
generating sets and let β1 and β2 be the Dehn functions of D1 and D2 respectively
with respect to some choice of finite presentations. Then there exist functions
∆′ ≃ ∆, β′1 ≃ β1 and β
′
2 ≃ β2 so that the function β
′ defined by
β′(l) = lβ′1(∆
′(l)) + β′2(l)
is an isoperimetric function for ker θ. Furthermore, ∆′, β′1 and β
′
2 can be chosen
to be increasing and superlinear.
Here a function f : N → N is said to be superlinear if f(l) ≥ l. Note that
the conditions n ≥ 2r and n ≥ 3 imply that n − r ≥ 2. Thus ker θ ∩ D1 is
the fibre product of the homomorphisms θ|Γ1 and −θ|Γ2×...×Γn−r and hence is
finitely generated by Lemma 9.5. The function ∆ is therefore well-defined up
to ≈-equivalence and hence, in particular, up to the the weaker ≃-equivalence.
Proof. Let x1, . . . , xr be a free abelian basis for A. Note that the condition
n ≥ 2r implies that n− r ≥ r. For each i = 1, . . . , r, let ti ∈ Γi and t′i ∈ Γn−r+i
be such that θ(ti) = θ(t
′
i) = xi. Define T = {t1, . . . , tr} and T
′ = {t′1, . . . , t
′
r}.
Define A = {a1, . . . , ar}, where ai = ti(t′i)
−1.
Let B1 be a finite generating set for K = ker θ ∩D1. For each t ∈ T , b ∈ B1
and ǫ ∈ {±1}, let wbtǫ ∈ B
±∗
1 be a word representing t
ǫbt−ǫ. Let P1 = 〈B1, T | S〉
be a finite presentation for D1 where S includes all relations tǫbt−ǫw
−1
btǫ . Let β¯1
be the Dehn function of P1 and define β′1(l) = β¯1(l) + l. Then β
′
1 is increasing
and superlinear and β′1 ≃ β1.
Let B2 ⊆ ker θ ∩ D2 be a finite collection of elements such that B2 ∪ T ′
generates D2. Note that B2 may not generate kerθ ∩D2, which may not even
be finitely generated. Define a homomorphism s : D2 → ker θ by mapping each
word w(B2, T ′) 7→ w(B2,A−1). Note that s does indeed define a homomorphism
since if w(B1, T
′) is null-homotopic then its exponent sum in each letter of T ′ is
0 and hence w(B1, T ′) and w(B1,A−1) define the same group element. Observe
that s is a splitting of the short exact sequence 1 → K → ker θ → D2 → 1
where the homomorphism ker θ → D2 is the projection homomorphism. Define
H ∼= D2 to be the image of s. Then ker θ ∼= K ⋊ H . Let P2 = 〈A,B2 | R〉
be a finite presentation for H and let β¯2 be the Dehn function of P2. Define
β′2(l) = β¯2(l) + l. Then β
′
2 is increasing and superlinear and β
′
2 ≃ β2.
Define S ′ = {s(A,B1) : s(T ,B1) ∈ S} and note that the words in S ′ are
null-homotopic. Define C = {[b1, b2] : bi ∈ Bi}.
Claim. ker θ is presented by P = 〈A,B1,B2 | R,S ′, C〉.
To prove the claim, suppose that w = w(A,B1,B2) is a null-homotopic
word. By applying relations from C and S ′ we can convert w to a word w1w2,
where w1 = w1(B1) and w2 = w2(A,B2). Then w2 is null-homotopic in H
and so w1w2 can be converted to w1 by applying relators from R. Further-
more, w1 is null-homotopic in D1, so there exists a free equality w1(B1)
fr
=∏
ui(T ,B1)si(T ,B1)u
−1
i (T ,B1) for some words ui and some relators si ∈ S.
Thus w1(B1)
fr
= ui(A,B1)si(A,B1)u
−1
i (A,B1), completing the proof of the claim.
A priori, the above scheme gives an exponential isoperimetric function for
ker θ. We now show how this can be improved. Let ∆¯ be the distortion function
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of K in D1 with respect to the generating sets B1 and B1 ∪ T . Define ∆′(l) =
∆¯(l) + l. Then ∆′ is increasing and superadditive. Furthermore, ∆′ ≃ ∆ since
∆¯ ≈ ∆.
Claim. Let σ = σ(A,B1) be a word of length at most l having exponent sum 0
in each letter a ∈ A. Let b ∈ B2. Then AreaP([b, σ]) ≤ 3β′1(∆
′(l)).
To prove the claim, note that, since σ(A,B1) has exponent sum 0 in each
a ∈ A, it represents the same element of K as σ(T ,B1). It is thus represented
by some word τ = τ(B1) with |τ | ≤ ∆(l). Then σ(T ,B1)τ−1(B1) is null-
homotopic and so there exists a null P1-expression (ρi(T ,B1), si(T ,B1)) for
σ(T ,B1)τ
−1(B1) with area at most β
′
1(∆(l) + l). Thus (ρi(A,B1), si(A,B1))
is a null P-expression for σ(A,B1)τ−1(B1) and so there exists a P-sequence
converting bσ(A,B1) to bτ(B1) with area at most β′1(∆(l) + l) ≤ β
′
1(∆
′(l)).
By applying relators from C, we see that there exists a P-sequence converting
bτ(B1) to τ(B1)b with area at most |τ | ≤ ∆(l). Finally, we can convert τ(B1)b
to σ(A,B1)b by a P-sequence of area at most β′1(∆
′(l)). Thus AreaP([b, σ]) ≤
2β′1(∆
′(l)) + ∆(l) ≤ 3β′1(∆
′(l)), completing the proof of the claim.
Now, to obtain the stated isoperimetric function for ker θ, let w ∈ (A ∪
B1 ∪ B2)
±∗ be a null-homotopic word in ker θ. Then w can be written as
u0x1u1x2 . . . xnun where each xi ∈ (A ∪ B2)±1 and each ui ∈ B
±∗
1 is some
(possibly empty) word.
We will define a sequence of words U0, . . . , Un ∈ (A ∪ B1)±∗ with each Ui
having zero exponent sum in each letter a ∈ A and with the word
wi ≡ u0x1 . . . un−i−1xn−iUixn−i+1xn−i+2 . . . xn
representing the same element as w. Take U0 ≡ un and define the subsequent
Ui recursively as follows. If xn−i ∈ A then define Ui+1 :≡ un−i−1xn−iUix
−1
n−i.
If xn−i ∈ B2 then define Ui+1 :≡ un−i−1Ui. In the former case we see that wi+1
is freely equal to wi. In the latter case the above claim shows that there exists
a P-sequence converting wi to wi+1 with area at most 3β′1(∆
′(|Ui−1|)). Now,
|Ui| ≤ |un−i| + |Ui−1| + 2 ≤ |un−i| + |un−i+1| + . . . + |un| + 2i ≤ 2|w|. Thus
there exists a P-sequence converting w to wn ≡ Unx1 . . . xn with area at most
3nβ′1(∆
′(2|w|)) ≤ 3|w|β′1(∆
′(2|w|)).
Note that x1 . . . xn represents an element of H and, since Un = Un(A,B1)
has exponent sum 0 in each letter a ∈ A, that Un represents an element of K.
Thus, since Unx1 . . . xn represents the identity in the semidirect product K⋊H ,
it follows that Un and x1 . . . xn are both null-homotopic. Since Un = Un(A,B1)
has exponent sum 0 in each letter a ∈ A it represents the same element as
Un(T ,B1). Let (ρi(T ,B1), si(T ,B1)) be a P1-expression for Un(T ,B1) with area
at most β′1(|Un|) ≤ β
′
1(2|w|). Then (ρi(A,B1), si(A,B1)) is a P-expression for
Un(A,B1), so AreaP(Un) ≤ β′1(2|w|). Any P2-expression for x1 . . . xn is also a
P-expression for x1 . . . xn, so AreaP(x1 . . . xn) ≤ β′2(n) ≤ β
′
2(|w|). Putting these
bounds together demonstrates that AreaP(w) ≤ 3|w|β
′
1(∆
′(2|w|) + β′1(2|w|) +
β′2(|w|) ≤ 4|w|β
′
1(∆
′(2|w|)) + β′2(|w|).
Corollary 11.24. We continue with the notation and hypotheses of Theo-
rem 11.23. Then the function β defined by
β(l) = lβ1(l
2) + β2(l)
is an isoperimetric function for ker θ.
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Proof. Since A is abelian it admits a quadratic isoperimetric function. Thus, by
Lemma 9.5, together with the definition of ≃-equivalence, there exists K ∈ N
so that the function ∆ satisfies ∆(l) ≤ Kl2. By the definition of ≃-equivalence,
there exists C ∈ N so that ∆′(l) ≤ Cl2. Since β′1 is increasing, it follows that
the function β¯, defined by β¯(l) = lβ′1(Cl
2) + β′2(l), is an isoperimetric function
for ker θ.
Note that the conditions n ≥ 2r and n ≥ 3 imply that n − r ≥ 2. If r = 0
then the result is trivial, so we may assume r ≥ 1. Since the restriction of θ
to each of the Γi is surjective, each Γi contains an element of infinite order,
and hence D1 contains Z
2 as a subgroup. By [15, Theorem 6.1.10 (1)] D1 is
thus not hyperbolic and hence by Lemma 11.6 there exists C′ ∈ N so that
l2 ≤ C′β1(l) + C′.
Let M1 ∈ N and M2 ∈ N be the constants arising in the definition of β′1 and
β′2 being  β1 and β2 respectively. Define M = max{M1,M2}. Then
β¯(l) = lβ′1(Cl
2) + β′2(l)
≤ l[Mβ1(M(Cl
2) +M) +MCl2 +M ] +Mβ2(Ml +M) +Ml+M
=Mlβ1(MCl
2 +M) +Mβ2(Ml +M) +MCl
3 + 2Ml+M
≤Mlβ1(MCl
2 +M) +Mβ2(Ml +M) +MCl(C
′β1(l) + C
′) + 2Ml+M
≤M(CC′ + 1)lβ1(MCl
2 +M) +Mβ2(Ml +M) + (CC
′ + 2)Ml+M
≤M(CC′ + 1)β(MCl +M) + (CC′ + 2)Ml+M.
Thus β¯  β and so β is an isoperimetric function for ker θ.
12 Depth of subdirect products
12.1 Definition
Definition 12.1. Let D = Γ1 × . . .× Γn be a direct product of groups. Write
Ln for the lattice of subsets of {1, . . . , n}. Given a subset S = {i1, . . . , ik} ∈ Ln,
define DS to be the direct product Γi1 × . . . × Γik and define pS to be the
projection homomorphism D → DS .
The depth of a subgroup H ≤ D is defined to be
Depth(H) = n−max{k : [DS : pS(H)] <∞ for all S ∈ Ln with |S| = k}.
We remark that the depth of a subgroup H ≤ D depends on the choice of
a particular decomposition of D as a direct product. Also note that if D has n
factors then 0 ≤ Depth(H) ≤ n. The depth 0 subgroups are precisely the finite
index subgroups of D; the depth 1 subgroups are precisely the virtually-full sub-
groups of D; and the depth n−1 subgroups are precisely the subdirect products
of finite index subgroups of D. The following lemma shows that the definition
of depth given here agrees with the definition of depth given by Meinert [32] for
coabelian subgroups H ≤ D.
Lemma 12.2. Let H be a coabelian subgroup of the direct product D = Γ1 ×
. . .× Γn with quotient homomorphism θ : D → D/H. Then
Depth(H) = min{k : [D : DSH ] <∞ for all S ∈ Ln with |S| = k}
= min{k : [D/H : θ(DS)] <∞ for all S ∈ Ln with |S| = k}.
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Proof. That the two integers defined in the lemma are equal follows from the
fact that [D : DSH ] = [D/H : DSH/H ] = [D/H : θ(DS)]. To see that
these are equal to the depth of H , note that, for any S ∈ Ln, [D : DSH ] =
[D/DS : DSH/DS ] = [DS′ : pS′(H)], where S ′ is the complement of S in
{1, . . . , n}. Thus DSH has finite index in D for all S ∈ Ln with |S| = k if
and only if pS(H) has finite index in DS for all S ∈ Ln with |S| = n− k.
12.2 Depth 1 subgroups
The following result is essentially contained in [13, Theorem 4.7].
Proposition 12.3. Let H be a depth 1 subgroup of a direct product D = Γ1 ×
. . .× Γn, where n ≥ 3. Then H is virtually-coabelian.
Proof. Since H has depth 1, [D : ΓiH ] < ∞ for each i. Define D′ to be the
finite-index subgroup ∩ni=1ΓiH ≤ D and, for each i, define Γ
′
i = Γi ∩D
′. Then,
for each k, Γ′kH = (Γk ∩D
′)H = ΓkH ∩D′ = D′. Thus H is full in D′.
We will show that H is coabelian in D′ by demonstrating that, for each i,
[Γ′i,Γ
′
i] ≤ H . Given i ∈ {1, . . . , n}, choose j, k ∈ {1, . . . , n} so that i, j, k are
pairwise distinct. Then, given γ1, γ2 ∈ Γ′i, there exist g1 ∈ Γ
′
j , g2 ∈ Γ
′
k and
h1, h2 ∈ H so that γ1 = g1h1 and γ2 = g2h2. Thus [γ1, γ2] = [γ1g
−1
1 , γ2g
−1
2 ] =
[h1, h2] ∈ H .
We thus have the following corollary to Theorem 11.3. Note that Part (2)
of this result was first proved by Bridson, Howie, Miller and Short [17], but our
proof is independent of theirs.
Corollary 12.4. Let H be a depth 1 subgroup of a direct product D = Γ1 ×
. . .× Γn, where n ≥ 3.
(1) If each Γi is finitely generated then H is finitely generated and the distor-
tion function ∆ of H in D satisfies ∆(l) 4 l2.
(2) If each Γi is finitely presented then H is finitely presented.
(3) If, furthermore, for each i, there exist polynomials αi and ρi such that
(αi, ρi) is an area-radius pair for some finite presentation of Γi, then H
satisfies a polynomial isoperimetric inequality.
12.3 Subdirect products of limit groups
The following conjecture, for which the author of this thesis makes no claims of
ownership, has been suggested by various people.
Conjecture 12.5. Let L1, . . . , Ln be n ≥ 2 non-abelian limit groups and let
H be a subdirect product of D = L1 × . . .× Ln that intersects each factor non-
trivially. Let k be an integer ≥ 2. Then the following are equivalent:
(1) H is of type Fk;
(2) H is of type FPk(Q);
(3) Hi(H
′;Q) has finite Q-dimension for all i ≤ k and all finite-index sub-
groups H ′ ≤ H;
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(4) DepthH ≤ n− k.
Note that it is easy to construct examples demonstrating that each of the 3
conditions (H being subdirect; each Li being non-abelian; and each intersection
H ∩ Li being non-trivial) are necessary for depth to be related to finiteness in
this way.
Various results provide corroborating evidence for Conjecture 12.5. It is
standard that (1) implies (2) implies (3). Meinert [32] has proved that if the Li
are free and H is coabelian in D then conditions (1), (2) and (4) are equivalent.
Bridson, Howie, Miller and Short [17] have proved that, in the k = 2 case, the
conditions (1), (2) and (4) are equivalent. It then follows from standard results
that (1) and (2) are equivalent in all cases. Building on this work, Kochloukova
[31] has proved that condition (3) implies condition (4); and that (3) and (4)
are equivalent under certain stronger hypotheses.
We have the following corollary to Kochloukova’s result.
Corollary 12.6. Let L1, . . . , Ln be non-abelian limit groups, with n ≥ 3, and
let H be a subdirect product of D = L1 × . . .×Ln that intersects each factor Li
non-trivially. Suppose that H is of type FPn−1(Q). Then H is finitely presented
and satisfies a polynomial isoperimetric inequality, and the distortion function
∆ of H in D satisfies ∆(l) 4 l2.
Proof. Since H is of type FPn−1(Q), [31, Theorem 7] implies that H has depth
1 in D. The result then follows from Corollary 12.4 on noting that, since limit
groups are CAT(0) [1], they admit a quadratic-linear area-radius pair [16, Propo-
sition III.Γ.1.6].
Proposition 12.7. Let L1, . . . , Ln be limit groups and let H be a finitely gen-
erated subgroup of the direct product D = L1 × . . . × Ln. Then there exist
non-abelian limit groups L′1, . . . , L
′
n′ , with n
′ ≤ n, and there exists a subdirect
product H ′ ≤ D′ = L′1 × . . . × L
′
n′ with each intersection L
′
i ∩ H
′ non-trivial,
so that H ′ × A′ is isomorphic to a finite index subgroup of H for some finitely
generated free abelian group A′. Furthermore, if ∆ and ∆′ are the distortion
functions of H in D and H ′ in D′ respectively, then ∆(l) 4 ∆′(l) + l.
Proof. If one of the intersections Li∩H is trivial then the projection homomor-
phism qi : D → L1 × . . . × Li−1 × Li+1 × . . . × Ln is injective on H . Thus H
is isomorphic to a subgroup qi(H) ≤ L1 × . . .× Li−1 ×Li+1 × . . .×Ln and, by
Lemma 4.5, the distortion of H in D is at most the distortion of qi(H) in qi(D).
Thus, without loss of generality, we may assume that each of the intersections
Li ∩H is non-trivial.
For each i, let pi : D → Li be the projection homomorphism onto the factor
Li. Since H is finitely generated, each pi(H) is finitely generated and is thus
a limit group. By [42, Corollary 3.12], pi(H) is undistorted in Li. Thus, by
Lemma 4.3 (1), we may assume that H projects onto each Li.
If all of the Li are non-abelian then the proposition is proved. Otherwise, de-
fine A to be the direct product of those Li which are abelian, and let L
′
1, . . . , L
′
n′
be those Li (in some order) which are non-abelian. Define D
′ = L′1 × . . .×L
′
n′ .
Then A is finitely generated free abelian and H is a subdirect product of D′×A
with each intersection L′i∩H non-trivial and the intersection A∩H non-trivial.
Since A is finitely generated free abelian, A∩H is a direct factor of some finite-
index subgroup A¯ ≤ A. Define K to be the finite-index subgroup (D′ × A¯)∩H
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of H and note that K ≤ D′ × A¯ and that A¯ ∩ K = A ∩ H is a direct factor
of A¯. Let C be a choice of complement of A¯ ∩K in A¯ and define λ to be the
projection homomorphism D′ × A¯ = D′ × (A¯ ∩K)× C → D′ × (A¯ ∩K). Note
that λ is injective on K and that λ(K) = H ′ ×A′ where H ′ is the image of K
under the projection D′ × A¯→ D′ and A′ = A¯ ∩K.
Given a pair of finitely generated groups G1 ≤ G2, we write ∆
G2
G1
for the
distortion function of G1 in G2 (defined up to ≈-equivalence). Then, applying
Corollary 4.4 and Lemma 4.5, we have that ∆ = ∆DH ≈ ∆
D′×A¯
K 4 ∆
D′×(A¯∩K)
λ(K) =
∆D
′×A′
H′×A′ ≈ ∆
D′
H′ + ∆
A′
A′ = ∆
′ +∆A
′
A′ . Thus the proof is complete on noting that
for any group G, ∆GG(l) = l.
Lemma 12.8. Let H be a subgroup of a direct product D of at most 2 limit
groups and suppose that H is of type FP2(Q). Then H is finitely presented,
satisfies a quadratic isoperimetric inequality, and is undistorted in D.
Proof. Since limit groups are CAT(0) [1] they admit quadratic isoperimetric
functions [16, Proposition III.Γ.1.6]. Thus D admits a quadratic isoperimetric
function. By [20, Lemma 7], H is a virtual retract of D and so the result follows
immediately.
Theorem 12.9. Let L1, . . . , Ln be limit groups and let H be a subgroup of
the direct product D = L1 × . . . × Ln. Suppose that H is of type FPm(Q),
where m = max{2, n− 1}. Then H is finitely presented and satisfies a polyno-
mial isoperimetric inequality, and the distortion function ∆ of H in D satisfies
∆(l) 4 l2.
Proof. If A is a finitely generated free abelian group and G is an arbitrary
group, then each of the following three group-theoretic properties is possessed
by G if and only if it is possessed by G × A: being finitely presented; being
of type FPm(Q); and satisfying a polynomial isoperimetric inequality. Further-
more, each of these three properties is preserved under passage to finite index
subgroups and finite index extensions. The theorem thus follows directly from
Corollary 12.6, Proposition 12.7 and Lemma 12.8.
Note that the assertion that a subgroup of a direct product of 3 limit groups
that is of type FP2(Q) is finitely presented was first obtained by Bridson, Howie,
Miller and Short [17].
Corollary 12.10. Let H be a finitely presented subgroup of a direct product D
of at most 3 limit groups. Then H satisfies a polynomial isoperimetric inequality
and the distortion function ∆ of H in D satisfies ∆(l) 4 l2.
13 A class of full coabelian subdirect products
of free groups
In this section we study a class of full, coabelian subdirect products of free groups
that have particularly regular structure. We focus in detail on the member
K32 (2) of this class; this group is singled out as it is the simplest subdirect
product of free groups which is not already well-understood. We derive a finite
presentation for K32 (2) and prove that its Dehn function δ satisfies δ(l)  l
3.
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This is the first known example of a subdirect product of free groups that has
Dehn function growing faster than that of the ambient direct product.
13.1 Defining the class
We first fix some notation which will be used throughout the section. Given
integers i,m ∈ N let F
(i)
m be the rankm free group with basis e
(i)
1 , . . . , e
(i)
m . Given
an integer r ∈ N let Zr be the rank r free abelian group with basis t1, . . . , tr.
Given positive integers n,m ≥ 1 and r ≤ m we wish to define a groupKnm(r)
to be the kernel of a homomorphism θ : F
(1)
m × . . .×F
(n)
m → Zr whose restriction
to each factor F
(i)
m is surjective. For fixed n, m and r, the isomorphism class of
the group Knm(r) is, up to an automorphism of the factors of the ambient group
F
(1)
m × . . . × F
(n)
m , independent of the homomorphism θ. This is proved by the
following lemma.
Lemma 13.1. Let F be a rank m free group. Given a surjective homomorphism
φ : F → Zr there exists a basis e1, . . . , em of F so that
φ(ei) =
{
ti if 1 ≤ i ≤ r
0 if r + 1 ≤ i ≤ m.
Proof. φ factors through the abelianisation homomorphism Ab : F → A, where
A is the rank m free abelian group F/[F, F ], as φ = φ¯ ◦ Ab for some homo-
morphism φ¯ : A → Zr. Since φ¯ is surjective A splits as A1 ⊕ A2 where φ¯ is an
isomorphism on the first factor and 0 on the second factor. There thus exists a
basis s1, . . . , sm for A so as
φ¯(si) =
{
ti if 1 ≤ i ≤ r
0 if r + 1 ≤ i ≤ m.
We claim that the si lift under Ab to a basis for F . To see this let f1, . . . , fm
be any basis for F and let f¯1, . . . , f¯m be its image under Ab, a basis for A. Let
ρ ∈ Aut(A) be the change of basis isomorphism from f¯1, . . . , f¯m to s1, . . . , sm.
It suffices to show that this lifts under Ab to an automorphism of F . But this
is certainly the case since Aut(A) ∼= GLm(Z) is generated by the elementary
transformations and each of these obviously lifts to an automorphism.
Definition 13.2. For integers n,m ≥ 1 and r ≤ m define Knm(r) to be the
kernel of the homomorphism θ : F
(1)
m × . . .× F
(n)
m → Zr given by
θ(e
(i)
j ) =
{
tj if 1 ≤ j ≤ r
0 if r + 1 ≤ j ≤ m.
Note that Kn2 (1) is the n
th Stallings-Bieri group SBn. By a result in Sec-
tion 1.6 of [32], if r ≥ 1 and m ≥ 2 then Knm(r) is of type Fn−1 but not of type
FPn.
Proposition 13.3.
(1) If n ≥ 2, then Knm(r) is finitely generated and has distortion function ∆
in F
(1)
m × . . .× F
(n)
m satisfying ∆(l) 4 l2.
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(2) If n ≥ 3, then Knm(r) is finitely presented and has Dehn function δ satis-
fying δ(l) 4 l2+2r.
(3) If n ≥ {3, 2r}, then Knm(r) is finitely presented and has Dehn function δ
satisfying δ(l)  l5.
Proof. This follows immediately from Theorem 11.3. For (2), note that a finitely
generated free group admits an area-radius pair (α, ρ) with α and ρ linear.
For (3), note that a direct products of finitely generated free groups has Dehn
function d satisfying d(l) ≤ Cl2, for some C ∈ N.
13.2 A splitting theorem
Given a collection of groups M,L1, . . . , Lr with M ≤ Li for each i, we denote
by ∗ ri=1(Li ; M) the amalgamated product L1 ∗M . . . ∗M Lr.
Theorem 13.4. If n ≥ 2 and r ≥ 1 then
Knm(r)
∼=
[
∗ rk=1(Lk ; M)
]
∗
M
[
M × Fm−r
]
where Fm−r is a rank m−r free group, M = Kn−1m (r), and for each k = 1, . . . , r
the group Lk ∼= Kn−1m (r − 1) is the kernel of the homomorphism
θk : F
(1)
m × . . .× F
(n−1)
m → Z
r−1
given by
θk(e
(i)
j ) =

tj if 1 ≤ j ≤ k − 1,
0 if j = k,
tj−1 if k + 1 ≤ j ≤ r,
0 if r + 1 ≤ j ≤ m.
Proof. Projecting Knm(r) onto the factor F
(n)
m gives the short exact sequence
1 → Kn−1m (r) → K
n
m(r) → F
(n)
m → 1. This splits to show that Knm(r) has the
structure of an internal semidirect product M ⋊ Fˆ
(n)
m where Fˆ
(n)
m
∼= F
(n)
m is the
subgroup of F
(n−1)
m × F
(n)
m generated by
e
(n−1)
1 (e
(n)
1 )
−1, . . . , e(n−1)r (e
(n)
r )
−1, e
(n)
r+1, . . . , e
(n)
m .
Since the action by conjugation of e
(n−1)
k (e
(n)
k )
−1 onM is the same as the action
of e
(n−1)
k and since e
(n)
k centralises M we have that
Knm(r) =M ⋊ Fˆ
(n)
m
=
[
∗ rk=1
(
M ⋊
〈
e
(n−1)
k (e
(n)
k )
−1
〉
; M
)]
∗
M
[
∗mk=r+1
(
M ⋊
〈
e
(n)
k
〉
; M
)]
∼=
[
∗ rk=1
(
M ⋊
〈
e
(n−1)
k
〉
; M
)]
∗
M
[
∗m−rk=1
(
M × Z ; M
)]
∼=
[
∗ rk=1
(
M ⋊
〈
e
(n−1)
k
〉
; M
)]
∗
M
[
M × Fm−r
]
.
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Define a homomorphism pk : F
(1)
m × . . .× F
(n−1)
m → Z by
pk
(
e
(i)
j
)
=
{
1 if j = k,
0 otherwise,
and note that Lk ∩ ker pk is the kernel of the standard homomorphism θ :
F
(1)
m × . . . × F
(n−1)
m → Zr given in definition 13.2. Considering the restriction
of pk to Lk gives the short exact sequence 1→ Kn−1m (r)→ Lk → Z→ 1 which
demonstrates that Lk = K
(n−1)
m (r) ⋊ 〈e
(n−1)
k 〉.
Note that as a special case of this proposition we obtain
SB3 = K
3
2(1)
∼= K22 (0) ∗K22(1) (K
2
2 (1)× Z)
∼= (F2 × F2)∗˙K22 (1)
where ∗˙ denotes the trivial HNN extension with amalgamating homomorphism
the identity. This yields the presentation of Stallings’ group used in [27].
13.3 Generating sets
We give finite generating sets for those groups Knm(r) which are finitely gener-
ated.
Proposition 13.5. If n ≥ 2 then Knm(r) is generated by S1 ∪ S2 ∪ S3 where
S1 = {e
(1)
i (e
(k)
i )
−1 : 1 ≤ i ≤ r, 2 ≤ k ≤ n},
S2 = {e
(k)
i : r + 1 ≤ i ≤ m, 1 ≤ k ≤ n},
S3 = {[e
(1)
i , e
(1)
j ] : 1 ≤ i < j ≤ r}.
If n ≥ 3 then Knm(r) is generated by S1 ∪ S2.
Proof. Fix n ≥ 2, m ≥ 1 and r ≤ m. Let θ be the homomorphism given in
Definition 13.2. Since n ≥ 2, Knm(r) is the fibre product of the homomorphisms
θ|
F
(1)
m
and −θ|
F
(2)
m ×...×F
(1)
m
. Define the following collections of elements ofKnm(r):
T1 = {e
(1)
i (e
(2)
i )
−1 : 1 ≤ i ≤ r} ∪ {e
(1)
i : r + 1 ≤ i ≤ m};
T2 = {e
(2)
i (e
(k)
i )
−1 : 1 ≤ i ≤ r, 3 ≤ k ≤ n} ∪ {e
(k)
i : r + 1 ≤ i ≤ m, 2 ≤ k ≤ n};
T3 = {[e
(1)
i , e
(1)
j ] : 1 ≤ i < j ≤ r}.
By Lemma 9.5, Knm(r) is generated by T1∪T2∪T3. Now note that each element
of T1 ∪ T2 ∪ T3 can be expressed in terms of the S1 ∪ S2 ∪ S3.
If n ≥ 3 then S1∪S2 suffices since as group elements [e
(1)
i , e
(2)
j ] = [e
(1)
i (e
(2)
i )
−1, e
(1)
j (e
(3)
j )
−1].
13.4 A presentation for K3
2
(1)
In Sections 13.4 and 13.5 we derive finite presentations for the groups Knm(r)
in the case m = 2, n = 3. To simplify notation we write xi for e
(i)
1 and yi for
e
(i)
2 . Note that we have a short exact sequence 1→ K
3
2 (2)→ K
3
2 (1)→ Z → 1,
where the homomorphism K32(1) → Z is given by mapping each xi 7→ 0 and
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each yi 7→ 1. Finite presentations for K32 (1) have been derived elsewhere; we
derive a presentation in positive normal form with respect to the above short
exact sequence, so as we can apply Theorem 7.1 to derive a presentation for
K32 (2).
Let α1 = x1x
−1
2 , α2 = x1x
−1
3 , β1 = y1y
−1
2 , β2 = y1y
−1
3 and t = y1. Define R
to be the collection of relations:
[α1, α2]
[β1, β2]
[α1, β2][α2, β1]
−1
[α−11 , β2][α
−1
2 , β1]
−1
[α1, β
−1
2 ][α2, β
−1
1 ]
−1
[α−11 , β
−1
2 ][α
−1
2 , β
−1
1 ]
−1
Proposition 13.6. Each of the following presents K32 (1):
P1 = 〈α1, α2, y1, y2, y3 | [α1, α2], [y1, y2], [y1, y3], [y2, y3], [α1, y3], [α2, y2], [α
−1
1 α2, y1]〉
P2 = 〈α1, α2, β1, β2, t | [α1, α2], [β1, β2], [t, β1], [t, β2], [α1, tβ
−1
2 ], [α2, tβ
−1
1 ], [α
−1
1 α2, t]〉
P3 = 〈α1, α2, β1, β2, t | R, [t, β1], [t, β2], α
t
1 = α
β2
1 , α
t
2 = α
β1
2 〉
Proof. That the stated elements generate follows from Proposition 13.5. The
proof that the relations in presentation P1 suffice is almost identical to a proof
given by Gersten [27], who derives a presentation of the group ker(F
(1)
2 ×F
(2)
2 ×
F
(3)
2 → Z) where the homomorphism maps each of the chosen basis elements of
F
(i)
2 to the chosen generator of Z. We briefly recount the argument.
Let w ≡ w(α1, α2, y1, y2, y3) be a null-homotopic word inK32(1). Note that w
is freely equal to a word w′(α1, α2, y2, y3)
∏k
i=1 y
ǫiwi(α1,α2,y2,y3)
1 for some words
w′ and wi and some ǫi ∈ {±1}, and that the relations [α1, α2], [α1, y3], [α2, y2]
and [y2, y3] are sufficient to convert this to a word of the form
u(α1, y2)v(α2, y3)
k∏
i=1
y
ǫiui(α1,y2)vi(α2,y3)
1
for some words u, ui and vi. The relation [α
−1
1 α2, y1] is equivalent to y
α1
1 = y
α2
1
and this, together with the relations [y1, y2] and [α2, y2], are sufficient to convert
the above word to a word u(α1, y2)v(α2, y3)
∏k
i=1 y
ǫiv
′
i(α2,y3)
1 for some words v
′
i.
Finally this can be converted to a word u(α1, y2)v(α2, y3)
∏k
i=1 y
ǫiα
ni
1
1 , where
the ni ∈ Z, by applying the relations [α
−1
1 α2, y1], [α1, y3] and [y1, y3].
As a group element this word is equal to
u(x1, ∅)v(x1, ∅)u(x
−1
2 , y2)v(x
−1
3 , y3)
k∏
i=1
xni1 y
ǫi
1 x
−ni
1 .
Since {x−12 , y2} and {x
−1
3 , y3} form free bases for F
(2)
2 and F
(3)
3 respectively
it must be that u and v are freely equal to the empty word. Similarly the
elements {xn1y1x
−n
1 : n ∈ Z} are freely independent so the product term also
freely reduces to the empty word. This completes the proof that P1 presents
K32 (1).
To show that presentations P1 and P2 are equivalent, substitute t = y1,
β1 = ty
−1
2 and β2 = ty
−1
3 into P1 to give the presentation
〈α1, α2, β1, β2, t | [α1, α2], [t, β
−1
1 t], [t, β
−1
2 t], [β
−1
1 t, β
−1
2 t], [α1, β
−1
2 t], [α2, β
−1
1 t], [α
−1
1 α2, t]〉
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which can easily be converted to P2.
Finally, we show that the presentations P2 and P3 are Tietze equivalent.
The van Kampen diagram in Figure 4 (together with three similar ones) demon-
strates that the relations in R are null-homotopic over P2. Conversely, the van
Kampen diagram in Figure 5 demonstrates that the relation [α−11 α2, t] is null-
homotopic over presentation P3.
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Figure 4: P2-van Kampen diagram for [α1, β2][α2, β1]−1
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13.5 A presentation for K3
2
(2)
By Proposition 13.5, the group K32 (2) is generated by X = {α1, α2, β1, β2}.
Define R1 to be the collection of relations R, which we recall here for ease of
use:
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[α1, α2]
[β1, β2]
[α1, β2][α2, β1]
−1
[α−11 , β2][α
−1
2 , β1]
−1
[α1, β
−1
2 ][α2, β
−1
1 ]
−1
[α−11 , β
−1
2 ][α
−1
2 , β
−1
1 ]
−1
Define R2 to be the collection of relations:
[α1, α2]
[β1, β2]
[βα12 , β
−1
2 β1]
[β
α
−1
1
2 , β
−1
2 β1]
[αβ12 , α
−1
2 α1]
[α
β
−1
1
2 , α
−1
2 α1]
[α1, β2][α2, β1]
−1
Proposition 13.7. The group K32 (2) is presented by both Q1 = 〈X |R1〉 and
Q2 = 〈A |R2〉.
Proof. We first prove that Q1 presents K32 (2). For each x ∈ X , define words
w+x , w
−
x ∈ X
±∗ as in the following table.
x ∈ X w+x w
−
x
α1 β2α1β
−1
2 β
−1
2 α1β2
α2 β1α2β
−1
1 β
−1
1 α2β1
β1 β1 β1
β2 β2 β2
Define Φ+, Φ− and S+, S− as in the preamble to Theorem 7.1. By Proposi-
tion 13.6, K32 (1) is presented by 〈X , t | R1,S
+〉. The relations S− are (easy) con-
sequences of the relationsR1∪S+ and soK32 (1) is also presented by 〈X , t | R1,S
+,S−〉.
We are thus in a position to apply Theorem 7.1.
For each x ∈ X , the relation xΦ−(Φ+(x)) is freely trivial. It thus suffices to
show that all the words Φǫ(r), where ǫ ∈ {±1} and r ∈ R1 are null-homotopic
over P1. These relations are given in the following table.
r ∈ R1 Φ
+(r) Φ−(r)
[α1, α2] [α
β2
1 , α
β1
2 ] [α
β
−1
2
1 , α
β
−1
1
2 ]
[β1, β2] [β1, β2] [β1, β2]
[α1, β2][α2, β1]
−1 [αβ21 , β2][α
β1
2 , β1]
−1 [α
β
−1
2
1 , β2][α
β
−1
1
2 , β1]
−1
[α−11 , β2][α
−1
2 , β1]
−1 [α−β21 , β2][α
−β1
2 , β1]
−1 [α
−β−12
1 , β2][α
−β−11
2 , β1]
−1
[α1, β
−1
2 ][α2, β
−1
1 ]
−1 [αβ21 , β
−1
2 ][α
β1
2 , β
−1
1 ]
−1 [α
β
−1
2
1 , β
−1
2 ][α
β
−1
1
2 , β
−1
1 ]
−1
[α−11 , β
−1
2 ][α
−1
2 , β
−1
1 ]
−1 [α−β21 , β
−1
2 ][α
−β1
2 , β
−1
1 ]
−1 [α
−β−12
1 , β
−1
2 ][α
−β−11
2 , β
−1
1 ]
−1
Define a monoid endomorphism Λα : X±∗ → X±∗, which commutes with
the inversion automorphism, by mapping αi 7→ α
−1
i and βi 7→ βi. Similarly,
define an endomorphism Λβ : X±∗ → X±∗ which commutes with the inversion
automorphism by mapping αi 7→ αi and βi 7→ β
−1
i . Note that if r ∈ R1,
then both Λα(r) and Λβ(r) are cyclic conjugates of relations also in R1. It
follows that if w ∈ X±∗ is null-homotopic over Q1, then so are are Λα(r) and
Λβ(r). Taking this symmetry into account, it thus suffices to show that the
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Figure 6: Q1-van Kampen diagram for Φ+([α1, α2])
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Figure 7: Q1-van Kampen diagram for Φ+([α1, β2][α2, β1]−1)
words Φ+([α1, α2]), Φ
+([α1, β2][α2, β1]
−1) and Φ−([α1, β2][α2, β1]
−1) are null-
homotopic over Q1. Q1-van Kampen diagrams for these words are displayed in
Figures 6, 7 and 8.
Finally, we show that Q1 and Q2 define the same group. Define a monoid
endomorphism Λ : X±∗ → X±∗, commuting with the inversion automorphism,
by mapping αi 7→ βi and βi 7→ αi. Note that, for i = 1 or 2, if r is a relation in
Ri, then Λ(r) is a cyclic conjugate of some relation also inRi. We show that each
of Q1 and Q2 is Tietze equivalent to the presentation 〈X |R1,R2〉. For the first
equivalence, note that R2 contains 4 relations distinct from those in R1. Taking
into account the symmetries Λα, Λβ and Λ, it suffices to show that the word
[βα12 , β
−1
2 β1] is null-homotopic over Q1. A Q1-van Kampen diagram for this
word is displayed in Figure 9. For the other equivalence, note that R1 contains
3 relations distinct from those in R2. Taking into account the symmetry Λ, it
suffices to show that the words [α−11 , β2][α
−1
2 , β1]
−1 and [α−11 , β
−1
2 ][α
−1
2 , β
−1
1 ]
−1
are null-homotopic over Q2. Q2-van Kampen diagrams for these words are
displayed in Figures 10 and 11.
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Figure 8: P3-van Kampen diagram for Φ−([α1, β2][α2, β1]−1)
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13.6 A lower bound on the Dehn function of K3
2
(2)
Theorem 13.8. The Dehn function δ of K32(2) satisfies δ(l)  l
3.
Proof. By Proposition 13.5 and Theorem 13.4, we have that K32 (2)
∼= L1 ∗M
L2 where, as subgroups of F
(1)
2 × F
(2)
2 , L1 = K
2
2 (1) is generated by A1 =
{x1x
−1
2 , y1, y2}, L2
∼= K22 (1) is generated by A2 = {x1, x2, y1y
−1
2 } and M =
K22 (2) is generated by B = {x1x
−1
2 , y1y
−1
2 , [x1, y1]}. To obtain the generating
set for L2 we have here implicitly used the automorphism of F
(1)
2 × F
(2)
2 which
interchanges xi with yi and realises the isomorphism between L2 and K
2
2 (1).
For each l ∈ N, define hl to be the element [xl1, y
l
1] ∈ K
2
2 (2) and define wl to
be the word [(x1x
−1
2 )
l, yl1] ∈ A
±∗
1 representing hl. Note that hl commutes with
both y2 ∈ A1 and x2 ∈ A2 so, by Theorem 8.1, the word [wl, (y2x2)
l], which
has length 16l, has area at least 2l dB(1, hl). We claim that dB(1, hl) ≥ l2.
Suppose that in F
(1)
2 × F
(2)
2 the element hl is represented by a word w ≡
w(x1x
−1
2 , y1y
−1
2 , [x1, y1]) in the generatorsB. Let k be the number of occurrences
of the third variable in the word w. We will show that k ≥ l2.
Observe that as group elements the word w(x1x
−1
2 , y1y
−1
2 , [x1, y1]) is equal
to the word w(x1, y1, [x1, y1])w(x
−1
2 , y
−1
2 , 1). Thus we have that [x
l
1, y
l
1] is freely
equal to w(x1, y1, [x1, y1]) and that w(x
−1
2 , y
−1
2 , 1), and thus w(x1, y1, 1), is freely
equal to the empty word. It follows that there exists a null P-sequence for [xl1, y
l
1]
with area k, where P is the presentation 〈x1, y1 | [x1, y1]〉. But P presents the
rank 2 free abelian group, and basic results on Dehn functions give that [xl1, y
l
1]
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has area l2 over this presentation. Thus k ≥ l2.
14 Bestvina-Brady groups
Definition 14.1. A simplicial complex is said to be flag if every collection of
pairwise adjacent vertices spans a simplex. A finite flag simplicial complex ∆
with vertices v1, . . . , vk defines an associated right-angled Artin group A∆ given
by the presentation
PA = 〈v1, . . . , vk | [vi, vj ] whenever vi and vj are joined by an edge in ∆〉.
The Bestvina-Brady group H∆ associated to ∆ is defined to be the kernel of the
homomorphism A→ Z = 〈t〉 which maps each ai 7→ t.
Definition 14.2. A simplicial complex ∆ is said to be n-connected (respectively
n-acyclic), where n is a positive integer, if πi(∆) (resp. Hi(∆,Z)) is trivial for
all i ≤ n.
Theorem 14.3 (Bestvina-Brady [7]).
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(1) H∆ is of type Fm if and only if ∆ is (m− 1)-connected.
(2) H∆ is of type FPm if and only if ∆ is (m− 1)-acyclic.
This section is devoted to proving the following result.
Theorem 14.4. Every finitely presented Bestvina-Brady group has l4 as an
isoperimetric function.
Theorem 14.4 provides an obstruction to the method suggested in [12] for
producing finitely presented Bestvina-Brady groups whose Dehn functions are
≃-equivalent to lm for arbitrary integers m.
If a Bestvina-Brady group is finitely presented, then Dicks and Leary [23]
have shown how to read off from the defining complex a particularly pleasant
finite presentation. Let Edge(∆) be the set of directed edges of ∆ (so the
cardinality of Edge(∆) is twice the number of 1-simplices in ∆). We write ιe
and τe respectively for the initial and terminal vertices of e and e for the edge e
with the opposite orientation. We say that the directed edges e1, . . . , en form a
combinatorial path in ∆, written e1 ·. . .·en, if τei = ιei+1 for all i. If furthermore
τen = ιe1 then we say that e1 · . . . · en is a combinatorial 1-cycle.
Define R∆ ⊆ Edge(∆)±∗ to consist of all words ee for e ∈ Edge(∆) and all
words efg and e−1f−1g−1 where e · f · g is a combinatorial 1-cycle in ∆.
Theorem 14.5 (Dicks-Leary [23]). If ∆ is simply connected then H∆ is pre-
sented by 〈Edge(∆) | R∆〉 with the embedding H∆ →֒ A∆ given by e 7→ ιe(τe)−1.
The structure of the proof of Theorem 14.4 is as follows. Let H∆ and A∆
be the Bestvina-Brady and right-angled Artin groups respectively associated
to a simply-connected finite flag simplicial complex ∆. The cyclic extension
1→ H∆ → A∆ → Z→ 1 splits and we take a positive normal form presentation
〈Edge(∆), t | R∆,S∆〉 for A∆, where PH = 〈Edge(∆) | R∆〉 is the Dicks-Leary
presentation for H∆ and S∆ consists of a relator of the form tet−1w−1e with
we ∈ Edge(∆)±∗ for each e ∈ Edge(∆). Since A∆ is CAT(0) it admits a
quadratic-linear area-radius pair [15, Proposition III.Γ.1.6], and so we can apply
Theorem 7.4 to produce an infinite indexed presentation (P∞H , ‖ ·‖) for H∆ that
admits a quadratic-linear area-penetration pair. Lemma 14.15 shows that the
relational area function RAreaH of (P∞H , ‖·‖) over PH is  quadratic and hence
Theorem 14.4 follows by Proposition 6.2. The individual calculations required
to prove Lemma 14.15 are set out in Lemmas 14.7–14.14.
Choose a base vertex q and a spanning tree T in the 1-skeleton of ∆. Given
n ∈ Z and vertices u and v of ∆ write pn(u, v) for the element en1 . . . e
n
l of
Edge(∆)±∗ where e1 · . . . · el is the unique geodesic combinatorial path in T
from u to v. We write p(u, v) as shorthand for p1(u, v). Note that as group
elements
pn(u, v)
−1 = (en1 . . . e
n
l )
−1
= e−nl . . . e
−n
1
= el
n . . . e1
n
= pn(v, u)
(1)
in H∆. For each e ∈ Edge(∆), define we to be the word p(q, ιe)ep(ιe, q) ∈
Edge(∆)±∗. In [23] it is proved that mapping e 7→ we defines an automorphism
θ of H∆ and that H∆⋊θZ is isomorphic to A∆ with e ∈ Edge(∆) corresponding
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to ιe(τe)−1 and the generator t of Z corresponding to q ∈ A∆. It is also shown
that if e1 ·. . .·el is a combinatorial 1-cycle then en1 . . . e
n
l is null-homotopic in H∆.
Define S∆ to be the set of words {tet
−1we : e ∈ Edge(∆)} ⊆ (Edge(∆)∪{t})
±∗.
Then A∆ is finitely presented by P ′A = 〈Edge(∆), t | R∆,S∆〉.
The following lemma details some properties of the automorphism θ of H∆.
Of these we will only need (vii), but this property is most easily proved via the
preceding sequence of assertions.
Lemma 14.6. For all e ∈ Edge(∆) and n ∈ Z the following equalities hold in
H∆:
(i) θ(e) = p(q, ιe)ep(q, ιe)−1 = p(q, ιe)e2p(τe, q) = p(q, ιe)e2p(q, τe)−1.
(ii) θ(en) = p(q, ιe)enp(ιe, q) = p(q, ιe)en+1p(τe, q) = p(q, ιe)en+1p(q, τe)−1.
(iii) If e1 · . . . · el is a combinatorial path then
θ(en1 . . . e
n
l ) = p(q, ιe1)e
n+1
1 . . . e
n+1
l p(τel, q).
(iv) θ−1(e) = p−1(q, ιe)p−1(τe, q) = p−1(q, ιe)ep−1(ιe, q) = p−1(q, ιe)ep−1(q, ιe)
−1.
(v) θ−1(en) = p−1(q, ιe)e
np−1(ιe, q) = p−1(q, ιe)e
n−1p−1(τe, q) = p−1(q, ιe)e
n−1p−1(q, τe)
−1.
(vi) If e1 · . . . · el is a combinatorial path then
θ−1(en1 . . . e
n
l ) = p−1(q, ιe1)e
n−1
1 . . . e
n−1
l p−1(τel, q).
(vii) θk(e) = pk(q, ιe)e
k+1pk(τe, q).
Proof.
(i) The first and third equalities follow from equation (1). The second equality
follows from the fact that p(q, ιe)ep(τe, q) is null-homotopic.
(ii) The first equality holds since θ(en) = θ(e)n = [p(q, ιe)ep(q, ιe)−1]n =
p(q, ιe)enp(q, ιe)−1 = p(q, ιe)enp(ιe, q) inH∆. The second and third equal-
ities then hold since p(ιe, q) = ep(τe, q) in H∆ and by equation (1) respec-
tively.
(iii) Follows from the fact that θ(eni ) = p(q, ιe)e
n+1
i p(q, τe)
−1 in H∆.
(iv) The first equality holds since θ(p−1(q, ιe)p−1(τe, q)) =
p(q, q)p0(q, ιe)p(ιe, q)p(q, τe)p0(τe, q)p(q, q) = p(ιe, q)p(q, τe) = e in H∆.
The second and third equalities follows from the fact that p−1(q, τe)e¯
−1p−1(ιe, q) =
p−1(q, τe)ep−1(ιe, q) is null-homotopic.
(v) Follows from (iv) as in the proof of (ii).
(vi) Follows from (v) as in the proof of (iii).
(vii) Follows from (iii) and (vi) by induction on |k|.
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For each n ∈ Z, define a homomorphism Φn : Edge(∆)±∗ → Edge(∆)±∗
which commutes with the inversion involution and is a lift of θn by mapping
e 7→ pn(q, ιe)e
n+1pn(τe, q). Define the collections of words
R∆ = {Φn(r) : r ∈ R∆, n ∈ Z},
S∆ = {Φn+1(e)Φn(we)
−1 : e ∈ Edge(∆), n ∈ Z}
in Edge(∆)±∗, and consider the presentation P∞H = 〈Edge(∆) | R∆,S∆〉 of H∆.
Define an index ‖ · ‖ on R∆ ∪ S∆ by setting ‖ω‖ to be the minimal value of |k|
such that either ω ≡ Φk(r) for some r ∈ R∆ or ω ≡ Φk+1(e)Φk(we)−1 for some
e ∈ Edge(∆).
Let d be the length metric on the 1-skeleton of ∆ given by setting the length
of each edge to 1. Define
L = max{d(u, v) : u, v ∈ Vert(∆)}.
Lemma 14.7. AreaPH
(
Φn(ee)
)
≤ (2L+ 1)|n|+ 1 for all e ∈ Edge(∆).
Proof. The calculation (1) shows that pn(q, v)
−1 can be converted to pn(v, q) at
a PH -cost of at most L|n| for all v ∈ Vert(∆). The following is a null PH -scheme
for the word Φn(ee):
j σj Area
1 pn(q, ιe)e
n+1pn(τe, q)pn(q, τe)e
n+1pn(ιe, q) L|n|
2 pn(q, ιe)e
n+1en+1pn(ιe, q) |n|+ 1
3 pn(q, ιe)pn(ιe, q) L|n|
Total (2L+ 1)|n|+ 1
Lemma 14.8. Let e·f ·g be a combinatorial 1-cycle in ∆. Then AreaPH (e
nfngn) ≤
3|n|2.
Proof. Note that the relators efg and e−1f−1g−1 imply that ef = g−1 = fe,
so [e, f ] is null-homotopic with PH -Area 2. The following is a null PH -scheme
for the word enfngn:
j σj Area
1 enfngn |n|
2 enfn(f−1e−1)n 2|n|2
3 enfnf−ne−n 0
Total 2|n|2 + |n|
Lemma 14.9. Let e·f ·g be a combinatorial 1-cycle in ∆. Then AreaPH
(
Φn(efg)
)
≤
3|n|2 + (3L+ 6)|n|+ 3.
Proof. The following is a null PH-scheme for the word Φn(efg):
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j σj Area
1 pn(q, ιe)e
n+1pn(τe, q)pn(q, ιf)f
n+1pn(τf, q) . . .
. . . pn(q, ιg)g
n+1pn(τg, q) 2L|n|
2 pn(q, ιe)e
n+1fn+1gn+1pn(τg, q) 3|n+ 1|2
3 pn(q, ιe)pn(τg, q) L|n|
Total 3|n|2 + (3L+ 6)|n|+ 3
Definition 14.10. Given a combinatorial 1-cycle C in ∆, a sequence (Ci)
m
i=0
of combinatorial 1-cycles is said to be combinatorial null-homotopy for C if
C0 = C, Cm = ∅ and each Ci+1 is obtained from Ci by one of the following
moves:
• 1-cell expansion: Ci = e1 · . . . · el  Ci+1 = e1 · . . . · ek · e · e · ek+1 · . . . · el
for some k, where e ∈ Edge(∆);
• 1-cell collapse: Reverse of a 1-cell expansion;
• 2-cell expansion: Ci = e1 · . . . · el  Ci+1 = e1 · . . . · ek · e ·f · g · ek+1 · . . . · el
for some k, where e · f · g is a combinatorial 1-cycle;
• 2-cell collapse: Reverse of a 2-cell expansion.
Lemma 14.11. If (Ci)
m
i=0 is a combinatorial null-homotopy for the 1-cycle
e1 · . . . · el then the word en1 . . . e
n
l has PH-Area ≤ 3m|n|
2.
Proof. Given a combinatorial 1-cycle C = e1 · . . . · el, write Wn(C) for the word
en1 . . . e
n
l ∈ Edge(∆)
±∗. If the 1-cycle Ci is obtained from Ci−1 by a 1-cell
expansion or collapse then, by repeated application of a relator ee, the word
Wn(Ci−1) can be converted to the word Wn(Ci) at a PH -cost of at most |n|.
If the 1-cycle Ci is obtained from Ci−1 by a 2-cell expansion or collapse then,
by lemma 14.8, the word Wn(Ci−1) can be converted to the word Wn(Ci) at a
PH -cost of at most 3|n|
2.
Define m1 to be the number of i for which Ci is obtained from Ci−1 by a
1-cell expansion or collapse. Define m2 to be the number of i for which Ci is
obtained from Ci−1 by a 2-cell expansion or collapse. Then the PH-Area of
en1 . . . e
n
l =Wn(C) is at most m1|n|+ 3m2|n|
2 ≤ 3(m1 +m2)|n|2 = 3m|n|2.
Lemma 14.12. There exists a constantK such that AreaPH
(
pn(q, ιe)e
npn(τe, q)
)
≤
K|n|2 for all e ∈ Edge(∆).
Proof. Given e ∈ Edge(∆) write γι(e) and γτ (e) respectively for the unique com-
binatorial geodesic paths in T from q to ιe and from τe to q. Then γι(e) ·e ·γτ(e)
is a combinatorial 1-cycle for which there exists a combinatorial null-homotopy(
Ci(e)
)m(e)
i=0
since ∆ is simply-connected. By Lemma 14.11, AreaPH
(
pn(q, ιe)e
npn(τe, q)
)
≤
3m(e)|n|2, so we can take K = 3max{m(e) : e ∈ Edge(∆)}.
Lemma 14.13. Let e·f ·g be a combinatorial 1-cycle in ∆. Then AreaPH
(
Φn(e
−1f−1g−1)
)
≤
(3K + 4)|n|2 + (6L+ 6)|n|+ 5, where K is the constant from Lemma 14.12.
Proof. The following is a null PH-scheme for the word Φn(e−1f−1g−1):
71
j σj Area
1 pn(τe, q)
−1e−n−1pn(q, ιe)
−1pn(τf, q)
−1f−n−1 . . .
. . . pn(q, ιf)
−1pn(τg, q)
−1g−n−1pn(q, ιg)
−1 6L|n|
2 pn(q, τe)e
−n−1pn(ιe, q)pn(q, τf)f
−n−1pn(ιf, q) . . .
. . . pn(q, τg)g
−n−1pn(ιg, q) 0
3 pn(q, ιf)e
−n−1pn(τg, q)pn(q, ιg)f
−n−1pn(τe, q) . . .
. . . pn(q, ιe)g
−n−1pn(τf, q)pn(q, ιf)pn(q, ιf)
−1 3K|n|2
4 pn(q, ιf)e
−n−1g−nf−n−1e−ng−n−1f−npn(q, ιf)
−1 2|n|+ 1
5 pn(q, ιf)e
−n−1(ef)nf−n−1e−n(ef)n+1f−npn(q, ιf)
−1 2|n|2 + 2|n+ 1|2
6 pn(q, ιf)e
−n−1enfnf−n−1e−nen+1fn+1f−npn(q, ιf)
−1 0
7 pn(q, ιf)e
−1f−1efpn(q, ιf)
−1 2
8 pn(q, ιf)gg
−1pn(q, ιf)
−1 0
Total
(3K + 4)|n|2
+(6L+ 6)|n|+ 5
Lemma 14.14. AreaPH
(
Φn+1(e)Φn(we)
−1
)
≤ 2K|n|2+(3L2+2L+2K)|n|+
L+K for all e ∈ Edge(∆), where K is the constant from Lemma 14.12.
Proof. Note that if e1·. . .·el is a combinatorial edge-path in ∆ then Φn(e1 . . . el) =∏l
i=1 pn(q, ιei)e
n+1
i pn(τei, q) can be converted to
∏l
i=1 pn(q, ιei)e
n+1
i pn(q, τei)
−1 free=
pn(q, ιe1)e
n+1
1 . . . e
n+1
l pn(q, τel)
−1 at a PH -cost of at most lL|n|. It follows
that for all u, v ∈ Vert(∆) the word Φn
(
p(u, v)
)
can be converted to the word
pn(q, u)pn+1(u, v)pn(q, v)
−1 at a PH -cost of at most L2|n|.
The following is a null PH -scheme for the word Φn+1(e)Φn(we)−1:
j σj Area
1 pn+1(q, ιe)e
n+2pn+1(τe, q)
[
Φn
(
p(q, ιe)ep(ιe, q)
)]−1
2L2|n|
2 pn+1(q, ιe)e
n+2pn+1(τe, q)
[
pn+1(q, ιe)pn(q, ιe)
−1 . . .
. . . pn(q, ιe)e
n+1pn(τe, q)pn(q, ιe)pn+1(ιe, q)
]−1
0
3 pn+1(q, ιe)e
n+2pn+1(τe, q)pn+1(ιe, q)
−1 . . .
. . . pn(q, ιe)
−1pn(τe, q)
−1e−n−1pn+1(q, ιe)
−1 L|n+ 1|
4 pn+1(q, ιe)e
n+2pn+1(τe, q)pn+1(q, ιe) . . .
. . . pn(q, ιe)
−1pn(τe, q)
−1e−n−1pn+1(q, ιe)
−1 K|n+ 1|2 +K|n|2
5 pn+1(q, ιe)e
n+2e−n−1ene−n−1pn+1(q, ιe)
−1 0
Total
2K|n|2
+(2L2 + L+ 2K)|n|
+L+K
Combining Lemmas 14.7, 14.9, 14.13 and 14.14 gives the following result.
Lemma 14.15. The relational area function RAreaH of (P∞H , ‖ · ‖) over PH
satisfies RAreaH(l)  l2.
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Proof of Theorem 14.4. Since right-angled Artin groups are CAT(0) [21], A∆
has some finite presentation which admits an area-radius pair (α, ρ) with α(l) ≃
l2 and ρ(l) ≃ l [16, Proposition III.Γ.1.6.]. Thus, by Proposition 3.15, P ′A admits
an area-radius pair (α′, ρ′) with α′(l) ≃ l2 and ρ′(l) ≃ l. By Theorem 7.4,
(α′, ρ′) is an are-penetration pair for (P∞H , ‖ · ‖) and hence, by Proposition 6.2
and Lemma 14.15, the Dehn function δ of PH satisfies δ(l)  l4.
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