I. INTRODUCTION
Phase noise (PN) in the output of the oscillators deteriorates the performance of the communication systems. In order to effectively estimate and compensate the PN, models that accurately capture the characteristics of non-ideal oscillators are required. PN modeling has been investigated extensively in the circuits and systems, and microwave community over the past decades [1] - [7] . However, despite this progress in proposing more realistic models for the random PN, incomprehensive models are exploited in the communication society. As a result, the connection between the true PN models and the performance of the systems employing the noisy oscillators is still lacking.
One example of such models is the Wiener PN that in general cannot fully resemble the properties of the time varying PN (e.g., [8] , [9] ). The Wiener model is developed according to the Lorentzian portion of the single-sideband (SSB) PN spectrum, which has a 1/f 2 shape. The corner frequency between 1/f 3 and 1/f 2 portions of the SSB, f c , for low speed (low frequency) oscillators is usually quiet low. Therefore, the effect of 1/f 3 is almost negligible even after using narrow bandwidth phase locked loops (PLLs) [6] . High speed oscillators normally have f c located in a higher frequency, which makes it impossible to eliminate the effect of 1/f 3 noise [6] , [10] .
PN with 1/f 3 and 1/f 2 -shaped SSB is resulted from the accumulation of random noise over the time and hence it has a cumulative nature. In this paper, a closed-form autocorrelation function (ACF) for the PN accumulation process due to 1/f 3 and 1/f 2 noises is derived. Then, a lower bound for the mean square error (MSE) of the PN prediction in the receiver side of a communication system affected by the superposition of 1/f 3 and 1/f 2 phase noises is computed. This bound is a function of the SSB PN measurements and can be used to evaluate the effect of using oscillators with different PN characteristics on the performance of the communication systems.
In the next section, a system model of the considered communication system is introduced. In Sec. III, the source of PN in the oscillator is studied and a closed form ACF for the PN accumulation process is derived. In Sec. IV, a lower bound on estimation (prediction) of the PN in a typical communication system is derived. This bound is computed for two different measurements in the Sec. V and finally the paper is concluded in Sec. VI.
Notations: Italic letters (x) are scalar variables, bold letters (x) are vectors, bold upper case letters (X) are matrices,
th entry of matrix X, E[·] denotes the statistical expectation, (·) and arg(·) represent the image and angle of complex values, respectively, and (·)
T denotes the matrix or vector transpose.
II. SYSTEM MODEL
The complex baseband received signal of a communication system at time instant n after removing the data dependency can be written as
where e jφ(n) represents the phasor of φ(n), which is the unwanted phase fluctuation of the nth received symbol, and w(n) is the zero-mean complex additive white Gaussian noise (AWGN) with variance σ 2 w . φ(n) represents the superposition of the PN from the transmitter and receiver oscillators in the discrete-time domain.
Assuming a high signal to noise ratio (SNR) scenario and taking the same steps as [11] , the argument of received signal can be determined as
whereẇ(n) (w(n)) is a real zero-mean Gaussian distributed noise with variance σ 2ẇ = σ 2 w 2 .
III. PHASE NOISE
In order to understand the effect of PN on the system performance, it is necessary to study the source of this phenomenon. The output of real sinusoidal oscillators in the continuous-time domain can be written as
where f 0 is the oscillator's central frequency. A(t) and φ(t) are amplitude noise and phase noise, respectively and are modeled
is the phase noise SSB. K 3 and K 2 are frequency figures of merit. γ 3 and γ 2 denote the low cut-off frequencies.
as two independent random processes (RPs). It is shown in [4] that for a frequency range close to the central frequency of the oscillator, compared to the phase noise, the amplitude noise has an insignificant effect on the output signal of the oscillator. Fig. 1 shows the power spectral density (PSD) of the PN. As discussed in [6] , two low cut-off frequencies are introduced for 1/f 3 and 1/f 2 noises to support the wide sense stationary (WSS) characteristic of the PN. In practice, when a limitedtime record of the PN process is available, the statistical properties of the PN process, such as mean and variance cannot change dramatically over this short record. For example, the recording length limitation of the measurement instrument is discussed as a support for this assumption in [6] , [12] . The packet-based communication is another practical example for which this assumption is valid. In this case, information is transmitted over the limited length packets that are processed independently in the receiver. Thus, the PN process that affects the transmitted packets can be assumed WSS over each block due to the limited transmission time.
Accumulation of the PN over the time can be modeled as a RP which is called jitter accumulation process (JAP) here. The continuous-time JAP, ζ(t), is defined as accumulation process of the PN over the time delay ΔT .
JAP is a stationary RP with zero-mean Gaussian distribution and as discussed in [6] , the procedure of finding the samples of this process can be expressed by a linear time invariant (LTI) sampling system with impulse response of
The ACF of the JAP, which is the inverse Fourier transform of the JAP's PSD can be determined as
where H(j2πf ) = 1 − e −j2πf ΔT is the frequency response of (5) and τ is the time lag parameter. (6) can be simplified further to
that gives the continuous-time ACF of the JAP for a given PN process PSD, S φ (f ).
Considering the cut-off frequency γ 2 , PSD of φ 2 (t) resembling 1/f 2 noise is written as
where K 2 is called 1/f 2 frequency figure of merit [6] . The ACF of JAP can be calculated from (7) and (8) as
Here, the ACF is not a function of cut-off frequency, γ 2 . This result also shows the JAP samples are uncorrelated with each other. Thus, in presence of only φ 2 (t), variance of JAP is a sufficient statistic to describe this zero-mean process. R ζ2 (τ = 0), variance of the JAP, is proportional to the time delay ΔT which has been discussed in the literature (e.g., [2] , [6] , [13] ). φ 3 (t) is defined as a RP resembling 1/f 3 noise which is WSS over a finite time interval. A low cut-off frequency is defined for 1/f 3 noise PSD which is assumed to be flat below this cut-off frequency. Hence, the PN PSD is determined as
where K 3 and γ 3 are the 1/f 3 frequency figure of merit and introduced cut-off frequency, respectively. Using (7) and (10), the ACF of JAP can be computed by solving the following integral:
Following a set of algebraic manipulations, the ACF is approximated as
where Λ Γ − 3 2 , and Γ ≈ 0.5772 is the Euler-Mascheroni constant. The calculated variance of JAP, R ζ2 (τ = 0), is almost proportional to ΔT 2 which is similar to the results of [6] , [13] . It is clear that in contrast to φ 2 (t), the JAP samples are correlated in this case. It means, looking at the variance of JAP alone is not adequate to judge the behavior of the oscillator in a system; in presence of 1/f 3 noise, it is necessary to incorporate the correlation properties of the JAP samples.
Finally, according to the mutually independence assumption of φ 2 (t) and φ 3 (t), the total ACF of JAP is computed as
R ζ (τ ) is employed in the next section to compute a performance measure for the PN affected communication systems.
IV. PHASE NOISE ESTIMATION PERFORMANCE
In this section, a lower bound for the MSE of the phase estimation is computed. It is assumed that the carrier phase recovery is performed in the digital domain. Assume ΔT , introduced in Sec. III, is the time duration of each transmitted symbol. As a result, sampling (4) gives
where ζ(n) is the discrete time JAP that is the phase accumulation process over each transmitted symbol. The ACF of discrete-time JAP can be computed by sampling (13) . To do so, the time difference τ is replaced with lΔT , where l represents the discrete time lag or distance index between the symbols. Here, a scenario for estimation (prediction) of n th received symbol's PN, from the argument vector of N previous observation symbols, ψ(n)
[ψ(n − 1), . . . , ψ(n − N )] T , is studied. Employing (2) and the recursive model in (14) , phase of any observation symbol at time (n − x) prior to time n can be written as
ζ(n) andẇ(n) have real zero-mean Gaussian distribution. Consequently, ψ(n) has an N -variate Gaussian distribution as follows:
where m φ(n)1 N ×1 denotes the mean vector and C is the covariance matrix with elements
Assume the best unbiased estimator is used in the receiver. The best estimator, here refers to the one that has the lowest MSE of the estimation. The minimum MSE among unbiased estimators can be bounded using the Cramér-Rao lower bound (CRLB) [14] . Defining (φ(n)) log f (ψ(n)|φ(n)) and denoting the estimated PN asφ(n), the CRLB can be computed as
where in the current case the minimum variance of error becomes:
V. EXPERIMENTAL RESULTS
The proposed MSE bound can be used in order to predict the system performance for any given PN measurements. The required parameters are extracted from the real measurements of the oscillators to compute the MSE bound and evaluate which oscillator can perform better in a communication system.
For experimental demonstration of the theory presented in Sec. IV, a 9.9 GHz balanced Colpitts oscillator implemented in GaN HEMT MMIC technology is used [15] . This oscillator has a SSB PN spectra that changes considerably with bias condition. Fig. 2 and Fig. 3 show the measured SSB PN at two different bias points. The 1/f 3 noise level in the measurement of Fig. 3 is almost 10 times higher than that of Fig. 2 and 1/f 2 noise is almost negligible in the Fig. 3 measurement. Fig. 4 compares the calculated MSE bounds for the given measurements. As seen in this figure, a lower PN estimation MSE can be achieved by using the first oscillator due to the lower level of 1/f 3 noise. Fig. 2 and 3 . The low cut-off frequency, γ 3 , is considered to be 1 Hz, symbol rate is 10 6 [Symbol/s], and block-length, N , is set to 10.
can be used to compare the effect of using different oscillators on the performance of the communication systems.
