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Abstract
A basic calculus is presented for stochastic service guarantee analysis in communication net-
works. Central to the calculus are two definitions, maximum-(virtual)-backlog-centric (m.b.c)
stochastic arrival curve and stochastic service curve, which respectively generalize arrival curve
and service curve in the deterministic network calculus framework. With m.b.c stochastic arrival
curve and stochastic service curve, various basic results are derived under the (min, +) algebra
for the general case analysis, which are crucial to the development of stochastic network calculus.
These results include (i) superposition of flows, (ii) concatenation of servers, (iii) output character-
ization, (iv) per-flow service under aggregation, and (v) stochastic backlog and delay guarantees.
In addition, to perform independent case analysis, stochastic strict server is defined, which uses an
ideal service process and an impairment process to characterize a server. The concept of stochastic
strict server not only allows us to improve the basic results (i) – (v) under the independent case,
but also provides a convenient way to find the stochastic service curve of a serve. Moreover, an
approach is introduced to find the m.b.c stochastic arrival curve of a flow and the stochastic service
curve of a server.
Keywords: Stochastic network calculus, Stochastic arrival curve, Stochastic service curve,
Stochastic strict server, Stochastic quality of service guarantee, Independent case analysis
1 Introduction
The increasing demand on transmitting multimedia and other real time applications over the Internet
has motivated the study of quality of service guarantees. Although these applications are both delay
and loss sensitive, they usually can tolerate some delay and loss. As a result, stochastic quality of
service guarantees may be well suitable for such applications. In addition, many types of networks
only provide stochastic service guarantees. Examples of such networks are wireless networks and
multiaccess networks. In wireless networks, the capacity of a wireless channel may vary with time in
a random manner due to channel impairment, contention and other causes. In multiaccess networks
such as CSMA (carrier sense multiple access) networks, the server capacity seen by a user also varies
over time, which depends largely on the traffic characteristics of other users. Because of this, research
on stochastic service guarantees has become critical. In particular, the development of an information
theory for stochastic service guarantee analysis has been identified as a grand challenge for future
networking research [36]. Towards it, stochastic network calculus, the probabilistic version of the
(deterministic) network calculus [11][12][13][6][21] [1] [22][9], has been recognized by researchers as a
crucial step (e.g. [36][25]).
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In recent years, many attempts have been made for the development of a stochastic network
calculus, which include [20][38][6][7][23][14][29][33][39][5][24][26][3][18][17][10]. However, the following
basic properties required by a network calculus have made the stochastic network calculus challenging:
(P.1) (Superposition Property) The superposition of flows can be represented using the same traffic
model;
(P.2) (Concatenation Property) The concatenation of servers can be represented using the same
server model;
(P.3) (Output Characterization) The output of a flow from a server can be represented using the
same traffic model;
(P.4) (Per-Flow Service) The service received by a flow in an aggregate can be represented using
the same server model;
(P.5) (Service Guarantees) Stochastic backlog and delay guarantees can be derived.
The need of the above summarized properties has been extensively (although separately) discussed in
the literature, e.g. (P.1) (P.3) (P.5) in [20][38][6], (P.4) in [29][27], and (P.2) in [17][10]. Among these
required properties (P.1) – (P.5), (P.1) is only related to traffic model and (P.2) only to server model,
while the other three are related to both. Built upon (deterministic) arrival curve for traffic model
and (deterministic) service curve for server mode, the deterministic network calculus developed under
the (min, +) algebra [4] has all these properties. However, for the stochastic network calculus, to the
best of our knowledge, no literature attempt has successfully addressed (P.1) – (P.5) in all.
In addition to properties (P.1) – (P.5), another challenge for developing the stochastic network
calculus is to provide approaches to characterizing traffic or service with parameters or models that
are known or can be easily obtained. In the deterministic network calculus, token bucket has been used
for implementation and description of an arrival curve; Guaranteed Rate server [15] and equivalently
Latency Rate server [34] [16], to which many well-known schedulers have been proved to belong (e.g.
[16][22]), can be used to find the service curve of a server. Among existing attempts for the stochastic
network calculus, only a few have focused on this challenge, which include [6][7][18] for traffic model
and [24][17] for server model.
The third challenge is specific to the stochastic network calculus, which is independent case analysis.
In the deterministic network calculus, dependence between flows and servers is not taken into account
since the analysis is based on the worst case. However, for the stochastic network calculus, since traffic
processes and service processes are generally stochastic processes, it is natural to analyze cases where
these processes are independent so that improved results may be obtained. To date, in the context
of stochastic network calculus, although independent case analysis results are available, most of them
are for property (P.1) (e.g. [6][7]) and no independent case analysis result is available for (P.2) – (P.5)
when the server is stochastic.
Until now, the development of a stochastic network calculus successfully addressing these there
challenges remains an open problem. The main contribution of this paper is to define models and
derive results for these challenges. These models and results in all form a basic calculus for stochastic
service guarantee analysis. In particular, first, we define a traffic model and a server model. These two
models are maximum-(virtual)-backlog-centric (m.b.c) stochastic arrival curve and stochastic service
curve. The former is a generalization of (deterministic) arrival curve based on its maximum virtual
backlog property: the maximum backlog of a virtual single server queue fed with a flow with an
arrival curve is upper-bounded. The latter is a generalization of (deterministic) service curve, which is
stronger than a previously used stochastic server model [14][27][26], called weak stochastic service curve
in this paper. With m.b.c stochastic arrival curve and stochastic service curve, we prove properties
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(P.1) – (P.5) under the (min, +) algebra [4] for the general case where flows and servers could be
dependent.
Second, we derive properties (P.1) – (P.5) for the independent case. For this, we define stochastic
strict server, which is based on a simple observation and uses two stochastic processes to characterize
a server. These two processes are an ideal service process and an impairment process. We show that if
the impairment process has a m.b.c stochastic arrival curve, a stochastic strict server has a stochastic
service curve. Importantly, the notions of stochastic strict server and impairment process allow us to
perform study on (P.2) – (P.5) for the independent case and obtain results that can be significantly
better than those from the (min, +) analysis.
Third, we prove results that can be used to find the m.b.c stochastic arrival curve of a flow and
the stochastic service curve of a server. For this, we focus on the m.b.c stochastic arrival curve of
a stochastic process, with which the stochastic service curve of a stochastic strict server can also be
derived. We prove that under some general conditions, if a process is (σ(θ), ρ(θ))-upper constrained
[6][7][8], it has a m.b.c stochastic arrival curve. Since many widely used processes can be characterized
using (σ(θ), ρ(θ)) [6][7][8], they can be readily represented using m.b.c stochastic arrival curve.
The rest of the paper is organized as follows. In Section 2, we introduce the network model and
derive some preliminary results. In Section 3, we present the basic stochastic network calculus under
the (min, +) algebra, which include the m.b.c stochastic arrival curve traffic model, the stochastic
service curve server model, and the basic properties (P.1) – (P.5). In Section 4, we define stochastic
strict server and prove properties (P.1) – (P.5) for the independent case. In Section 5, we show that a
(σ(θ), ρ(θ)) process has a m.b.c stochastic arrival curve. Finally we conclude the paper in Section 6.
2 Network Model and Preliminaries
In this section, we present the network model, introduce notation, and review and derive some pre-
liminary results that will be used in later analysis.
2.1 Network Model and Notation
We consider a lossless communication system which is modeled by various processes. A process is
defined to be a function of time t, (t = 0, 1, 2, . . . ). It could count the amount of traffic arriving
to some network element, the amount of traffic departing from the network element, the amount of
service provided by the network element, or the amount of service failed to be provided by the network
element due to some impairment to it. In this case, we call the process arrival process denoted by A(t),
departure process denoted by A∗(t), service process denoted by S(t), or impairment process denoted
by I(t) respectively. In this paper, we assume all processes are defined on t ≥ 0 and by convention,
have zero value at t = 0, i.e. A(0) = A∗(0) = S(0) = I(0) = 0. For any 0 ≤ s ≤ t, we denote
A(s, t) ≡ A(t)−A(s), A∗(s, t) ≡ A∗(t)−A∗(s), S(s, t) ≡ S(t)− S(s), and I(s, t) ≡ I(t)− I(s).
Wherever necessary, we use subscripts to distinguish different flows, and use superscripts to dis-
tinguish different network elements. Specifically, Ani and A
n∗
i represent the arrival and departure
processes of flow i from network element n respectively, Sni the service process provided to flow i by
the network element, and In the impairment process suffered by the network element.
For any processes X(t) and Y (t), the following inequalities hold. They can be easily verified.
Particularly, for (1), sup0≤s≤t[X(s) + Y (s)] ≤ sup0≤s≤t[X(s) + sup0≤s≤t Y (s)] = sup0≤s≤tX(s) +
sup0≤s≤t Y (s). (2) can be proved similarly.
sup
0≤s≤t
[X(s) + Y (s)] ≤ sup
0≤s≤t
X(s) + sup
0≤s≤t
Y (s) (1)
inf
0≤s≤t
[X(s)− Y (s)] ≥ inf
0≤s≤t
X(s)− sup
0≤s≤t
Y (s). (2)
3
For any two random variables X and Y , we say X is stochastically equal to (smaller than; larger
than) Y , written X =st (≤st;≥st)Y , if P{X > x} = (≤;≥)P{Y > x} or P{X ≤ x} = (≥;≤)P{Y ≤
x} for all x [35][30].
We denote by F the set of non-negative wide-sense increasing functions, or
F = {f(·) : ∀0 ≤ x ≤ y, f(x) ≥ 0, f(x) ≤ f(y)},
and by F¯ the set of non-negative wide-sense decreasing functions, or,
F¯ = {f(·) : ∀0 ≤ x ≤ y, f(x) ≥ 0, f(y) ≤ f(x)}.
By definition, A, A∗, S and I belong to F . In addition, for any random variable X, its distribution
function, denoted by FX(x) ≡ P{X ≤ x}, belongs to F and its compliment distribution function,
denoted by F¯X ≡ P{X > x}, belongs to F¯ .
We adopt the following operations defined under the (min, +) algebra [4]:
• The (min, +) convolution of functions f and g is
(f ⊗ g)(x) = inf
0≤y≤x
[f(y) + g(x− y)].
• The (min, +) deconvolution of functions f and g is
(f ⊘ g)(x) = sup
y≥0
[f(x+ y)− g(y)].
• The pointwise minimum of functions f and g is
(f ∧ g)(x) = min[f(x), g(x)].
• The pointwise maximum of functions f and g is
(f ∨ g)(x) = max[f(x), g(x)].
In addition, we shall need the normal convolution for independent case analysis:
• The normal convolution of functions f and g is
(f ∗ g)(x) =
∫ x
0
f(x− y)dg(y).
For function f in F , we set f(x) = f(0) for any x < 0. For function f in F¯ , we also set f(x) = f(0)
for any x < 0. For the (min, +) convolution of functions in F¯ , we set f ⊗ g(x) = +∞ for any x < 0.
For the normal convolution of functions in F¯ , we set (f ∗ g)(x) = 0 for any x < 0.
For ease of exposition, we adopt
[x]1 ≡ min[x, 1] and (x)
+ ≡ max[x, 0].
For later analysis, we need the following result that is a special case of literature results for one
function of two random variables (e.g. see p. 141 of [28]), which can also be easily verified.
Lemma 2.1. Consider random variable X. For any x ≥ 0, P{(X)+ > x} = P{X > x}.
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2.2 Background on Service Guarantee Analysis
For service guarantee analysis of a system, we are interested in two quantities: backlog and delay
defined as [13][8][22]:
• The backlog B(t) in the system at time t is
B(t) = A(t)−A∗(t);
• The delay D(t) at time t is
D(t) = inf{d ≥ 0 : A(t) ≤ A∗(t+ d)}.
In the context of network calculus for deterministic service guarantee analysis, the (deterministic)
arrival curve traffic model and the (deterministic) service curve server model are the most fundamental
and important concepts. Their definitions are as follows:
Definition 2.1. A flow is said to have a (deterministic) arrival curve α ∈ F iff for all 0 ≤ s ≤ t,
there holds (e.g. [22])
A(s, t) ≤ α(t− s). (3)
Definition 2.2. A server is said to provide a (deterministic) service curve β ∈ F to its arrival A, iff
for all t ≥ 0, its departure A∗ satisfies (e.g. [22])
A∗(t) ≥ A⊗ β(t). (4)
Inspired by the ideas behind arrival curve and service curve, several probabilistic versions of them
have been proposed in the literature for the stochastic network calculus [38][23][14][33][39][5][24][26][3][18][10].
For traffic models, they can be generalized into two models, which are called in this paper t.a.c
stochastic arrival curve and v.b.c stochastic arrival curve. In particular, a flow is said to have a
traffic-amount-centric (t.a.c) stochastic arrival curve α ∈ F with bounding function f ∈ F¯ , denoted
by A ∼ta 〈f, α〉, iff, for all 0 ≤ s ≤ t and all x ≥ 0, there holds
P{A(s, t)− α(t− s) > x} ≤ f(x). (5)
A flow is said to have a virtual-backlog-centric (v.b.c) stochastic arrival curve α ∈ F with bounding
function f ∈ F¯ , denoted by A ∼vb 〈f, α〉, iff for all t ≥ 0 and all x ≥ 0, there holds
P{ sup
0≤s≤t
[A(s, t)− α(t− s)] > x} ≤ f(x). (6)
For server models, most of them belong to what we shall call weak stochastic service curve. Par-
ticularly, a server S is said to prove a weak stochastic service curve β ∈ F with bounding function
g ∈ F¯ , denoted by S ∼ws 〈g, β〉, iff for all t ≥ 0 and all x ≥ 0, there holds
P{A⊗ β(t)−A∗(t) > x} ≤ g(x). (7)
It can be easily verified that the EBB (exponentially bounded burstiness) model in [38], the SBB
(stochastically bounded burstiness) model in [33], and the effective envelope or statistical envelope in
[5][24][10] are special cases of t.a.c stochastic arrival curve (5). The stochastic smoothness constraint
traffic models in [14], the gSBB (generalized stochastically bounded burstiness) in [39] [18], and the
traffic model used in [26][3] belong to v.b.c stochastic arrival curve (6). For server models, the EBF
(exponentially bounded fluctuation) model in [23], the stochastic service constraint server models in
[14] and the effective service curve or statistical service curve in [5][24][10] can be easily mapped to
weak stochastic service curve (7). In addition, the server model defined in [26] and used in [27][18] is
a special case of weak stochastic service curve.
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2.3 Properties of F¯ , ∧, ∨, and ⊗
It has been proved that (F ,∧,⊗) is a complete dioid [4], (which is defined to have all the properties
listed in Lemma 2.2 below), with zero function ǫ and identity function e where ǫ(x) = +∞ for all
x ≥ 0, and e(x) = 0 if x = 0 and otherwise +∞ [4][9][22].
For (F¯ ,∧,⊗), the following result shows it also is a complete dioid with zero function ǫ¯ and identity
function e¯ where ǫ¯(x) = +∞ for all x ≥ 0 and e¯(x) = 0 for all x ≥ 0.
Lemma 2.2. (F¯ ,∧,⊗) is a complete dioid having the following properties:
(i) Closure property: ∀f, g ∈ F¯ , f ∧ g ∈ F¯ ; f ⊗ g ∈ F¯ .
(ii) Associativity: ∀f, g ∈ F¯ , (f ∧ g) ∧ h = f ∧ (g ∧ h); (f ⊗ g)⊗ h = f ⊗ (g ⊗ h).
(iii) Commutativity: ∀f, g ∈ F¯ , f ∧ g = g ∧ f ; f ⊗ g = g ⊗ f .
(iv) Distributivity: ∀f, g, h ∈ F¯ , (f ∧ g)⊗ h = (f ⊗ h) ∧ (g ⊗ h).
(v) Zero element: ∀f ∈ F¯ , f ∧ ǫ¯ = f .
(vi) Absorbing zero element: ∀f ∈ F¯ , f ⊗ ǫ¯ = ǫ¯⊗ f = ǫ¯.
(vii) Identity element: ∀f ∈ F¯ , f ⊗ e¯ = e¯⊗ f = f .
(viii) Idempotency of addition: ∀f ∈ F¯ , f ∧ f = f .
Proof. For (i), if 0 ≤ x ≤ y, f(x) ≥ f(y) ≥ 0 and g(x) ≥ g(y) ≥ 0. Hence, (f ∧ g)(x) =
min[f(x), g(x)] ≥ min[f(y), g(y)] = (f ∧ g)(y). In addition, (f ⊗ g)(x) = inf0≤z≤x[f(z) + g(x− z)] ≥
inf0≤z≤x[f(z) + g(y − z)] ≥ inf0≤z≤y[f(z) + g(y − z)] = (f ⊗ g)(y). Furthermore, for any x ≥ 0, it can
be verified that (f ∧ g)(x) ≥ 0 and (f ⊗ g)(x) ≥ 0.
For (ii)–(iv), their proofs are identical to those for (F ,∧,⊗).
For (v), (vi) and (viii), they can be easily verified to hold. For (vii), since f is wide-sense decreasing,
f ⊗ e¯(x) = inf0≤y≤x f(y) = f(x) and e¯⊗ f(x) = inf0≤y≤x f(x− y) = f(x).
In addition, we have the following properties for functions in F¯ :
Lemma 2.3. ∀f1, f2, g1, g2 ∈ F¯ ,
(ix) Comparison: f1 ∧ f2 ≤ f1 ∨ f2 ≤ f1 ⊗ f2;
(x) Monotonicity: If f1 ≤ g1 and f2 ≤ g2, then f1⊗f2 ≤ g1⊗g2; f1∧f2 ≤ g1∧g2; f1∨f2 ≤ g1∨g2.
Proof. We shall only prove (ix) and the others can be verified easily.
Let us first prove f1 ≤ f1 ⊗ f2. By definition, (f1 ⊗ f2)(x) = inf0≤y≤x[f1(y) + f2(x − y)]. Since
f2(x − y) ≥ 0, we get (f1 ⊗ f2)(x) ≥ inf0≤y≤x[f1(y)]. In addition, since f1 is wide sense decreasing,
f1(y) ≥ f1(x) for all (0 ≤)y ≤ x. Hence, inf0≤y≤x[f1(y)] = f1(x) and (f1 ⊗ f2)(x) ≥ f1(x).
Similarly, we can prove (f1 ⊗ f2)(x) ≥ f2(x). Hence, (f1 ⊗ f2)(x) ≥ (f1 ∨ f2)(x). In addition, it is
trivially true that (f1 ∨ f2)(x) ≥ (f1 ∧ f2)(x) and then (ix) follows.
For stochastic service guarantee analysis, we shall rely on compliment distribution functions of
random variables, which are functions in F¯ . For such functions, we have the following result:
Lemma 2.4. For any random variables X and Y , and ∀x ≥ 0, there holds,
F¯X+Y (x) ≤ (F¯X ⊗ F¯Y )(x), (8)
and, if F¯X(x) ≤ f(x) and F¯Y (x) ≤ g(x), where f, g ∈ F¯ , then
P{X + Y > x} ≤ (f ⊗ g)(x). (9)
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Proof. For any y ≥ 0, {X+Y > x}∩{X ≤ y}∩{Y ≤ x−y} = φ, where φ denotes the null set. We then
have {X +Y > x} ⊂ {X > y}∪{Y > x− y} and hence P{X +Y > x} ≤ P{X > y}+P{Y > x− y}.
Since this derivation holds for all y, (0 ≤ y ≤ x), we get P{X+Y > x} ≤ inf0≤y≤x[P{X > y}+P{Y >
x− y}], which is (8). Then, with the monotonicity property of ⊗, (9) follows from (8).
3 A Basic Stochastic Network Calculus
In this section, we introduce a new generalization of arrival curve, a new generalization of service
curve, and their basic properties (P.1) – (P.5) for stochastic service guarantee analysis.
3.1 Traffic Model
The idea of the new generalization of the arrival curve traffic model is based on the triplicity principle
of arrival curve stated by Lemma 3.1 below:
Lemma 3.1. The following statements are equivalent:
(i) ∀0 ≤ s ≤ t, A(s, t) ≤ α(t− s) + x for all x ≥ 0;
(ii) ∀t ≥ 0, sup0≤s≤t[A(s, t)− α(t− s)] ≤ x for all x ≥ 0;
(iii) ∀t ≥ 0, sup0≤s≤t sup0≤u≤s[A(u, s) − α(s− u)] ≤ x for all x ≥ 0,
where α ∈ F .
Proof. It is trivially true that A(s, t)−α(t− s) ≤ sup0≤s≤t[A(s, t)−α(t− s)], from which, (ii) implies
(i). In addition
sup
0≤s≤t
[A(s, t)− α(t− s)]
≤ sup
0≤s≤t
sup
s≤v≤t
[A(s, v) − α(v − s)]
= sup
0≤v≤t
sup
0≤s≤v
[A(s, v) − α(v − s)]
= sup
0≤s≤t
sup
0≤u≤s
[A(u, s) − α(s− u)] (10)
with which, (iii) implies (ii).
For (i) → (ii), it holds since A(s, t) − α(t − s) ≤ x for all 0 ≤ s ≤ t. For (ii) → (iii),
sup0≤s≤t sup0≤u≤s[A(u, s)− α(s − u)] ≤ sup0≤s≤t[x] = x.
Hence (i), (ii) and (iii) are equivalent.
By the definition of arrival curve, the right hand side of A(s, t) ≤ α(t−s)+x in Lemma 3.1.(i) defines
an arrival curve α(t−s)+x or the traffic amount A(s, t) is upper-bounded by α(t−s)+x. In addition,
let us construct a virtual single server queue system that is initially empty, fed with the same traffic
A, and has service curve α making A∗(t) ≥ A⊗α(t). Then, the backlog in the virtual system is upper-
bounded by A(t)−A∗(t) ≤ sup0≤s≤t[A(s, t)−α(t−s)] ≤ x, and the maximum backlog up-to-date in the
virtual system is upper-bounded by sup0≤s≤t[A(s)−A
∗(s)] ≤ sup0≤s≤t sup0≤u≤s[A(u, s)−α(s−u)] ≤ x.
Calling Lemma 3.1.(i) the traffic amount property of arrival curve, Lemma 3.1.(ii) its virtual backlog
property, and Lemma 3.1.(iii) its maximum virtual backlog property, Lemma 3.1 states that the three
properties of arrival curve are equivalent. It is in this sense we call Lemma 3.1 the triplicity principle
of arrival curve.
Based on the traffic amount property and virtual backlog property of arrival curve, two proba-
bilistic versions of arrival curve have been proposed, which, as discussed earlier in Section 2.2, are
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respectively traffic-amount-centric (t.a.c) stochastic arrival curve and virtual-backlog-centric (v.b.c)
stochastic arrival curve.
We now introduce a new probabilistic version of arrival curve, which is based on its maximum
virtual backlog property.
Definition 3.1. A flow is said to have a maximum-(virtual)-backlog-centric (m.b.c) stochastic arrival
curve α ∈ F with bounding function f ∈ F¯ , denoted by A ∼mb 〈f, α〉, iff for all t ≥ 0 and all x ≥ 0,
there holds
P{ sup
0≤s≤t
sup
0≤u≤s
[A(u, s) − α(s − u)] > x} ≤ f(x). (11)
The following lemma states that (deterministic) arrival curve is a special case of m.b.c stochastic
arrival curve.
Lemma 3.2. A flow has a (deterministic) arrival curve α, if and only if it has a m.b.c stochastic
arrival curve A ∼mb 〈0, α〉.
Proof. For the “only if” part, since the flow has an arrival curve α, we have A(u, s) ≤ α(s − u), or
A(u, s)− α(s− u) ≤ 0 for all 0 ≤ u ≤ s. Hence P{sup0≤s≤t sup0≤u≤s[A(u, s)− α(s− u)] > x} = 0 for
all x ≥ 0.
For the “if” part, it is given that P{sup0≤s≤t sup0≤u≤s[A(u, s)−α(s−u)] > 0} = 0. In other words,
there holds sup0≤s≤t sup0≤u≤s[A(u, s) − α(s − u)] ≤ 0. Note that if there would exist some 0 ≤ u0 ≤
s0 ≤ t making A(u0, s0) − α(s0 − u0) > 0, we would have sup0≤s≤t sup0≤u≤s[A(u, s) − α(s − u)] > 0.
Hence, we must have A(u, s) ≤ α(s − u) for all 0 ≤ u ≤ s ≤ t. This ends the proof.
Based on the definitions of t.a.c stochastic arrival curve, v.b.c stochastic arrival curve and m.b.c
stochastic arrival curve, sinceA(s, t)−α(t−s) ≤ sup0≤s≤t[A(s, t)−α(t−s)] ≤ sup0≤s≤t sup0≤u≤s[A(u, s)−
α(s − u)], the following relationship between them is immediately obtained.
Lemma 3.3. A ∼mb 〈f, α〉 −→ A ∼vb 〈f, α〉 −→ A ∼ta 〈f, α〉, where X −→ Y means X implies Y .
It is worth highlighting that while for arrival curve, both Lemma 3.1.(i)→ .(ii)→ .(iii) and Lemma
3.1.(i) ← .(ii) ← .(iii) hold, for stochastic arrival curve, we generally do not have A ∼mb 〈f, α〉 ←
A ∼vb 〈f, α〉 ← A ∼ta 〈f, α〉.
3.2 Server Model
For defining the new generalization of the service curve server model, we explore the following duality
principle of service curve.
Lemma 3.4. For any x ≥ 0, A ⊗ β(t) − A∗(t) ≤ x for all t ≥ 0, if and only if sup0≤s≤t[A ⊗ β(s) −
A∗(s)] ≤ x for all t ≥ 0, where β ∈ F .
Proof. For the “if” part, it holds trivially since A⊗β(t)−A∗(t) ≤ sup0≤s≤t[A⊗β(s)−A
∗(s)]. For the
“only if” part, since A⊗β(t)−A∗(t) ≤ x for all t ≥ 0, sup0≤s≤t[A⊗β(s)−A
∗(s)] ≤ sup0≤s≤t[x] = x.
By the definition of service curve, it is clear that the first part of Lemma 3.4 defines a service
curve β(t) − x. Lemma 3.4 states that if a server provides service curve β(t) − x, then there holds
sup0≤s≤t[A⊗ β(s)−A
∗(s)] ≤ x, and vice versa. In this sense, we call Lemma 3.4 the duality principle
of service curve.
Inspired by the first part of Lemma 3.4, a probabilistic version of service curve has been proposed
and studied in the literature, which is called weak stochastic service curve as discussed earlier in Section
2.2.
In the following, we introduce a new probabilistic extension of service curve based on the second
part of Lemma 3.4.
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Definition 3.2. A server S is said to prove a stochastic service curve β ∈ F with bounding function
g ∈ F¯ , denoted by S ∼sc 〈g, β〉, iff for all t ≥ 0 and all x ≥ 0, there holds
P{ sup
0≤s≤t
[A⊗ β(s)−A∗(s)] > x} ≤ g(x). (12)
The following lemma states that (deterministic) service curve is a special case of stochastic service
curve, which can be proved using the same approach as for Lemma 3.2.
Lemma 3.5. A server has a (deterministic) service curve β, if and only if it has a stochastic service
curve S ∼sc 〈0, β〉.
Comparing the definitions of weak stochastic service curve and stochastic service curve, since A⊗
β(t)−A∗(t) ≤ sup0≤s≤t[A⊗ β(s)−A
∗(s)], the following relationship between them is obtained.
Lemma 3.6. S ∼sc 〈g, β〉 −→ S ∼ws 〈g, β〉, where X −→ Y means X implies Y .
It is also worth highlighting that while for service curve, the two parts in Lemma 3.4 are equivalent,
for stochastic service curve, we only have S ∼sc 〈g, β〉 −→ S ∼ws 〈g, β〉. This is also the reason why we
call the probabilistic extension of service curve based on the first part of Lemma 3.4 weak stochastic
service curve.
3.3 Basic Properties (P.1) – (P.5)
Having defined m.b.c stochastic arrival curve and stochastic service curve, we now prove properties
(P.1) – (P.5) under the (min, +) algebra for the general case where flows and servers could be depen-
dent.
Theorem 3.1. (P.1: Superposition) Consider N flows with arrival processes Ai(t), i = 1, . . . , N ,
respectively. Let A(t) denote the aggregate arrival process, or A(t) =
∑N
i=1Ai(t). If ∀i, Ai ∼mb 〈fi, αi〉,
then A ∼mb 〈f, α〉 where f(x) = f1 ⊗ · · · ⊗ fN(x) and α(t) =
∑N
i=1 αi(t).
Proof. We only prove the case of N = 2, from which the proof can be easily extended to N > 2
through iteration.
Following the same approach as in the proof of (1), we get sup0≤s≤t sup0≤u≤s[A1(u, s)−α1(s−u)+
A2(u, s)−α2(s−u)] ≤ sup0≤s≤t sup0≤u≤s[A1(u, s)−α1(s−u)]+sup0≤s≤t sup0≤u≤s[A2(u, s)−α2(s−u)].
Then,
sup
0≤s≤t
sup
0≤u≤s
[A(u, s)− α(s − u)]
= sup
0≤s≤t
sup
0≤u≤s
[A1(u, s)− α1(s− u)
+A2(u, s)− α2(s− u)]
≤ sup
0≤s≤t
sup
0≤u≤s
[A1(u, s)− α1(s− u)]
+ sup
0≤s≤t
sup
0≤u≤s
[A2(u, s)− α2(s− u)]
≤
(
sup
0≤s≤t
sup
0≤u≤s
[A1(u, s)− α1(s− u)]
)+
+
(
sup
0≤s≤t
sup
0≤u≤s
[A2(u, s)− α2(s− u)]
)+
(13)
with which, Lemma 2.4, and the definition of m.b.c stochastic arrival curve, the theorem is proved.
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Remark: For t.a.c stochastic arrival curve and v.b.c stochastic arrival curve, their superposition
properties have also been proved (e.g. [33][39] [26][18]).
Theorem 3.2. (P.2: Concatenation) Consider a flow passing through a network of N nodes in
tandem. If each node n(= 1, 2, . . . , N) provides stochastic service curve Sn ∼sc 〈g
n, βn〉 to its input,
then the network guarantees to the flow a stochastic service curve S ∼sc 〈g, β〉 with
β(t) = β1 ⊗ β2 ⊗ · · · ⊗ βN (t)
g(x) = g1 ⊗ g2 ⊗ · · · ⊗ gN (x).
Proof. We shall only prove the two-node case, from which the proof can be easily extended to the N -
node case. For the two-node case, the departure of the first node is the arrival to the second node, so,
A1∗(t) = A2(t). In addition, the arrival to the network is the arrival to the first node, or A(t) = A1(t),
and the departure from the network is the departure from the second node, or A∗(t) = A2∗(t), where
A(t) and A∗(t) denote the arrival process to and departure process from the network respectively. We
then have,
sup
0≤s≤t
[A⊗ β1 ⊗ β2(s)−A∗(s)]
= sup
0≤s≤t
[(A1 ⊗ β1)⊗ β2(s)−A2∗(s)]. (14)
Now let us consider any s, (0 ≤ s ≤ t), for which we get,
[(A1 ⊗ β1)⊗ β2(s)−A2∗(s)]
− sup
0≤u≤t
[A1 ⊗ β1(u)−A1∗(u)]
− sup
0≤u≤t
[A2 ⊗ β2(u)−A2∗(u)]
≤ (A1 ⊗ β1)⊗ β2(s)−A2∗(s)
− sup
0≤u≤s
[A1 ⊗ β1(u)−A1∗(u)]
− sup
0≤u≤s
[A2 ⊗ β2(u)−A2∗(u)]
= (A1 ⊗ β1)⊗ β2(s)
− sup
0≤u≤s
[A1 ⊗ β1(u)−A2(u)]
− sup
0≤u≤s
[A2 ⊗ β2(u) +A2∗(s)−A2∗(u)]
≤ inf
0≤u≤s
[A1 ⊗ β1(u) + β2(s− u)]
− sup
0≤u≤s
[A1 ⊗ β1(u)−A2(u)]
− sup
0≤u≤s
[A2 ⊗ β2(u)]
≤ inf
0≤u≤s
[(A1 ⊗ β1(u) + β2(s− u))
−(A1 ⊗ β1(u)−A2(u))] − sup
0≤u≤s
[A2 ⊗ β2(u)]
= inf
0≤u≤s
[A2(u) + β2(s− u)]− sup
0≤u≤s
[A2 ⊗ β2(u)]
= A2 ⊗ β2(s)− sup
0≤u≤s
[A2 ⊗ β2(u)]
≤ 0. (15)
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Applying (15) to (14), we obtain
sup
0≤s≤t
[A⊗ β1 ⊗ β2(s)−A∗(s)]
≤ sup
0≤u≤t
[A1 ⊗ β1(u)−A1∗(u)]
+ sup
0≤u≤t
[A2 ⊗ β2(u)−A2∗(u)] (16)
with which, since both nodes provide stochastic service curve to their input, the theorem follows from
Lemma 2.4 and the definition of stochastic service curve.
Remark: In deriving (15), we have proved [(A1 ⊗ β1)⊗ β2(s)−A2∗(s)] ≤ sup0≤u≤s[A
1 ⊗ β1(u)−
A1∗(u)]+ sup0≤u≤s[A
2⊗β2(u)−A2∗(u)] for all s ≥ 0. However, if we want to prove the concatenation
property for weak stochastic service curve, we need to prove [(A1 ⊗ β1) ⊗ β2(s) − A2∗(s)] ≤ [A1 ⊗
β1(s)−A1∗(s)] + [A2 ⊗ β2(s)−A2∗(s)] for all s ≥ 0, which is difficult to obtain and does not hold in
general. This explains why weak stochastic service curve does not have property (P.2).
Theorem 3.3. (P.3: Output Characterization) Consider a server fed with a flow. If the server
provides stochastic service curve S ∼sc 〈g, β〉 to the flow and the flow has m.b.c stochastic arrival
curve A ∼mb 〈f, α〉, then the departure process of the flow from the server has a m.b.c stochastic
arrival curve A∗ ∼mb 〈f
∗, α∗〉 with
α∗(t) = α⊘ β(t)
f∗(x) = f ⊗ g(x).
Proof. The departure up to time t cannot exceed the arrival in [0, t], or A∗(t) ≤ A(t). We now have,
sup
0≤s≤t
sup
0≤u≤s
[A∗(u, s)− α∗(s− u)]
= sup
0≤s≤t
sup
0≤u≤s
[A∗(s)−A∗(u)− α∗(s− u)]
≤ sup
0≤s≤t
sup
0≤u≤s
[A(s)−A∗(u)− α∗(s − u)]
= sup
0≤s≤t
sup
0≤u≤s
[A(s)−A⊗ β(u)− α∗(s− u)
+A⊗ β(u)−A∗(u)]
≤ sup
0≤s≤t
sup
0≤u≤s
[A(s)−A⊗ β(u)− α∗(s− u)]
+ sup
0≤u≤t
[A⊗ β(u)−A∗(u)] (17)
in which, step (17) follows from a similar approach as in proving (1).
In addition,
sup
0≤u≤s
[A(s)−A⊗ β(u) − α∗(s − u)]
= sup
0≤u≤s
[A(s)− inf
0≤v≤u
[A(v) + β(u− v)]− α⊘ β(s− u)]
= sup
0≤u≤s
sup
0≤v≤u
[A(s)−A(v)− β(u− v)− α⊘ β(s − u)]
≤ sup
0≤u≤s
sup
0≤v≤u
[A(v, s) − α(s− v)] (18)
= sup
0≤v≤s
sup
v≤u≤s
[A(v, s) − α(s − v)]
= sup
0≤v≤s
[A(v, s) − α(s− v)] (19)
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where step (18) holds because by the definition of ⊘, α⊘ β(s − u) = supw≥0[α(s − u+ w) − β(w)] ≥
α(s − v)− β(u− v) by taking w = u− v. Applying (19) to (17), we get
sup
0≤s≤t
sup
0≤u≤s
[A∗(u, s)− α∗(s− u)]
≤ sup
0≤s≤t
sup
0≤u≤s
[A(u, s)− α(s − u)]
+ sup
0≤s≤t
[A⊗ β(s)−A∗(s)] (20)
with which, since S ∼sc 〈g, β〉 and A ∼mb 〈f, α〉, or P{sup0≤s≤t[A ⊗ β(s) − A
∗(s)] > x} ≤ g(x) and
P{sup0≤s≤t sup0≤u≤s[A⊗ β(u)−A
∗(u)] > x} ≤ f(x), the theorem follows from Lemma 2.4.
Remark: Following similar steps, it can be proved that property (P.3) also holds if the arrival
is modeled with v.b.c stochastic arrival curve and the server is modeled with stochastic service curve
(e.g. [17]). However, it is difficult to prove property (P.3) for other combinations of stochastic arrival
curves and stochastic service curves.
Theorem 3.4. (P.4: Per-Flow Service) Consider a server fed with a flow A that is the aggregation
of two constituent flows A1 and A2. Suppose the server provides stochastic service curve S ∼sc 〈g, β〉
to the aggregate flow A. If flow A2 has m.b.c stochastic arrival curve A2 ∼mb 〈f2, α2〉 and β
′
1 ∈ F ,
then the server guarantees to flow A1 stochastic service curve S1 ∼sc 〈g
′
1, β
′
1〉, where,
β′1(t) = β(t)− α2(t)
g′1(x) = g ⊗ f2(x).
Proof. For the departure, there holds A∗(t) = A∗1(t) + A
∗
2(t). In addition, we have A
∗(t) ≤ A(t),
A∗1(t) ≤ A1(t), and A
∗
2(t) ≤ A2(t). We now have for any s ≥ 0,
A1 ⊗ (β − α2)(s)−A
∗
1(s)
= inf
0≤u≤s
[A(u) + β(s− u)− α2(s− u)−A2(u)]
−A∗(s) +A∗2(s)
≤ [A⊗ β(s)−A∗(s)] +A2(s)
− inf
0≤u≤s
[A2(u) + α2(s− u)]
= [A⊗ β(s)−A∗(s)]
+ sup
0≤u≤s
[A2(u, s)− α2(s− u)]. (21)
Hence,
sup
0≤s≤t
[A1 ⊗ (β − α2)(s)−A
∗
1(s)]
≤ sup
0≤s≤t
[A⊗ β(s)−A∗(s)]
+ sup
0≤s≤t
sup
0≤u≤s
[A2(u, s)− α2(s− u)] (22)
with which, S ∼sc 〈g, β〉, A2 ∼mb 〈f2, α2〉 and the definition of stochastic service curve, the theorem
follows.
Remark: Based on (21), it can be proved that property (P.4) also holds if the traffic model is v.b.c
stochastic arrival curve and the server model is weak stochastic service curve (e.g. [26]). However, for
other combinations of the three stochastic arrival curve models and the two stochastic service curve
models, this property is difficult to obtain.
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Theorem 3.5. (P.5: Service Guarantees) Consider a server fed with a flow A. If the server
provides stochastic service curve S ∼sc 〈g, β〉 to the flow and the flow has m.b.c stochastic arrival
curve A ∼mb 〈f, α〉, then
(i) The backlog B(t) of the flow in the server at time t satisfies: for all t ≥ 0 and all x ≥ 0,
P{B(t) > x} ≤ f ⊗ g(x+ inf
s≥0
[β(s)− α(s)]); (23)
(ii) The delay D(t) of the flow in the server at time t satisfies: for all t ≥ 0 and all x ≥ 0,
P{D(t) > x} ≤ f ⊗ g(inf
s≥0
[β(s)− α(s − x)]). (24)
Proof. For the backlog, by definition B(t) = A(t)−A∗(t). In addition,
A(t)−A∗(t) = A(t)−A⊗ β(t) +A⊗ β(t)−A∗(t)
≤ sup
0≤s≤t
[A(t− s, t)− α(s) + α(s)− β(s)]
+ sup
0≤s≤t
[A⊗ β(t)−A∗(t)]
≤ sup
0≤s≤t
[A(t− s, t)− α(s)]
+ sup
0≤s≤t
[A⊗ β(t)−A∗(t)] + sup
s≥0
[α(s)− β(s)]
= sup
0≤s≤t
[A(s, t)− α(t− s)]
+ sup
0≤s≤t
[A⊗ β(t)−A∗(t)]− inf
s≥0
[β(s)− α(s)]
≤ sup
0≤s≤t
sup
0≤u≤s
[A(u, s) − α(s− u)]
+ sup
0≤s≤t
[A⊗ β(t)−A∗(t)]− inf
s≥0
[β(s)− α(s)] (25)
in which step (25) follows from (10). With (25), if x + infs≥0[β(s) − α(s)] < 0, the first part holds
trivially since we have set f ⊗ g(y) = +∞ for any y < 0. If x+ infs≥0[β(s)−α(s)] ≥ 0, it follows from
A ∼mb 〈f, α〉, S ∼sc 〈g, β〉, Lemma 2.1 and Lemma 2.4.
For the delay, by definition, D(t) = inf{d ≥ 0 : A(t) ≤ A∗(t + d)}, which implies that, for any
x ≥ 0, if D(t) > x, there must be A(t) > A∗(t+x), since otherwise if there would be A(t) ≤ A∗(t+x)
and we would have D(t) ≤ x which contradicts the condition D(t) > x. In other words, if event
{D(t) > x} happens, event {A(t) > A∗(t + x)} must happen, or {D(t) > x} ⊂ {A(t) > A∗(t + x)}
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and P{D(t) > x} ≤ P{A(t) > A∗(t+ x)} [14]. Following similar steps in (25), we obtain
A(t)−A∗(t+ x)
= A(t)−A⊗ β(t+ x) +A⊗ β(t+ x)−A∗(t+ x)
= sup
0≤s≤t+x
[A(t)−A(s)− α(t− s) + α(t− s)
−β(t+ x− s)] +A⊗ β(t+ x)−A∗(t+ x) (26)
≤ sup
0≤s≤t+x
[A(t)−A(s)− α(t− s)]
+ sup
0≤s≤t+x
[α(t− s)− β(t+ x− s)]
+A⊗ β(t+ x)−A∗(t+ x) (27)
≤ sup
0≤s≤t+x
[A(t)−A(s)− α(t− s)]
+ sup
u≥0
[α(u− x)− β(u)]
+A⊗ β(t+ x)−A∗(t+ x)
≤ sup
0≤s≤t
sup
0≤u≤s
[A(u, s) − α(s− u)]
+ sup
0≤s≤t+x
[A⊗ β(s)−A∗(s)]
− inf
s≥0
[β(s)− α(s − x)] (28)
where step (28) holds because sup0≤s≤t+x[A(t)−A(s)−α(t− s)] = max[sup0≤s≤t[A(t)−A(s)−α(t−
s)], supt<s≤t+x[A(t)−A(s)−α(t−s)]], and sup0≤s≤t[A(t)−A(s)−α(t−s)] ≤ sup0≤s≤t sup0≤u≤s[A(u, s)−
α(s−u)] as proved in (10), and supt<s≤t+x[A(t)−A(s)−α(t−s)] ≤ −α(0) since we have let α(x) = α(0)
for all x < 0 and −α(0) ≤ sup0≤s≤t sup0≤u≤s[A(u, s) − α(s− u)].
With (28), we get
P{D(t) > x}
≤ P{Xa + Ys ≥ inf
s≥0
[β(s)− α(s − x)]} (29)
where Xa and Xs are random variables with Xa = sup0≤s≤t sup0≤u≤s[A(u, s) − α(s − u)] and Ys =
sup0≤s≤t+x[A ⊗ β(s) − A
∗(s)]. Finally, since A ∼mb 〈f, α〉, P{Xa > y} ≤ f(y) for all y ≥ 0; since
S ∼sc 〈g, β〉, P{Xs > y} ≤ g(y) for all y ≥ 0; then, the delay part follows similarly from (29) and
Lemma 2.4.
Remark: (i) Literature results have also shown that property (P.5) holds when the traffic model
is v.b.c stochastic arrival curve (e.g. [26][3]). However, if the traffic model is t.a.c stochastic arrival
curve, a difficulty will be encountered in proving property (P.5) (e.g. see [24]), which is, it is difficult
to derive P{sup0≤s≤t[A(s, t)− α(t− s)] > x} given P{A(s, t)− α(t− s) > x}.
(ii) Note that if the server is deterministic providing deterministic service curve β, some possibly
better result for delay can be derived. In this case, A⊗β(t+x)−A∗(t+x) ≤ 0. Since we are studying
event {A(t) − A∗(t + x) > 0}, for the first term in the right hand side of (26), we shall only need to
consider s with 0 ≤ s ≤ t, since for t < s ≤ t+x, the whole right hand side of (26) is less than or equal
to 0. Consequently, (27) becomes A(t)−A∗(t+x) ≤ sup0≤s≤t[A(t)−A(s)−α(t− s)]+ sup0≤s≤t[α(t−
s)− β(t+ x− s)] = sup0≤s≤t[A(t)−A(s)− α(t− s)]− infs≥0[β(s+ x)− α(s)]. Eventually, the delay
guarantee becomes
P{D(t) > x} ≤ f ⊗ g(inf
s≥0
[β(s+ x)− α(s)]) (30)
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where g(x) = 0 for the deterministic server. To demonstrate the difference between (24) and (30),
let us suppose β(t) = rt, the arrival is also deterministic with α(t) = ρt + σ, and ρ < r. From (24),
we can conclude that the delay is bounded by D(t) ≤ σ/ρ, while from (30), D(t) ≤ σ/r which is
a tighter bound than the former. Nevertheless, when the server is stochastic, since we do not have
A⊗ β(t+ x)−A∗(t+ x) ≤ 0, it is generally difficult to get (30) for the stochastic delay guarantee.
3.4 Comparison and Other Related Work
Table 1 summarizes the properties that are provided by the combination of a traffic model, chosen
from t.a.c, v.b.c and m.b.c stochastic arrival curves, and a server model, chosen from weak stochastic
service curve and stochastic service curve, without any additional constraints on the traffic model or
the server model. In Section 2.2, we have discussed that under the context of network calculus, most
traffic models used in the literature [38][14][33][39][5][24][26][3][18][17][10] belong to t.a.c and v.b.c
stochastic arrival curve, and most server models [23][14][5][24][26][3][10] belong to weak stochastic
service curve. Table 1 shows that without additional constraints, these works can only support part
of the five required properties for the stochastic network calculus. In contrast, with m.b.c stochastic
arrival curve and stochastic service curve, all these properties have been proved in this section.
Table 1: Properties provided by a combination of traffic model and server model
weak st. service curve st. service curve
t.a.c st. arrival curve (P.1) (P.1), (P.3)
v.b.c st. arrival curve (P.1), (P.4), (P.5) (P.1) – (P.3), (P.5)
m.b.c st. arrival curve (P.1), (P.4), (P.5) (P.1) – (P.5)
Note that with some additional constraints on the bounding functions in these models, one com-
bination may have more properties among (P.1) – (P.5) than those listed in the table. In [26][10], a
constraint is imposed or implied on the bounding function of a t.a.c or v.b.c stochastic arrival curve
and on the bounding function of a weak stochastic service curve. This constraint, first suggested in
[33], is that the bounding function belongs to a specific subset of F¯ that consists of all functions in F¯ ,
whose nth-fold integration still belongs to the subset for any n ≥ 1. Under this constraint, the unlisted
properties among (P.1) – (P.5) can be proved for the combination of t.a.c or v.b.c stochastic arrival
curve and weak stochastic service curve. However, the formulation usually is much more complex and
the proof needs an intermediate step directly related to stochastic service curve (e.g. see [10] and its
Lemma 1). In addition, the corresponding properties of the deterministic network calculus can be
recovered from these properties only almost surely [10]. In contrast, this paper requires no additional
constraint on the bounding function of a m.b.c stochastic arrival curve or a stochastic service curve,
and all properties (P.1) – (P.5) are proved directly from their definitions. In addition, all the cor-
responding properties of the deterministic network calculus can be exactly recovered from Theorems
3.1 – 3.5. Also, given the same constraint on the bounding function, similar results as in [26][10] can
be obtained from the analysis in this section. Moreover, this paper proves properties (P.1) – (P.5)
for independent case analysis in the next section, which are missing in previous works based on the
concepts of the various stochastic arrival curves and stochastic service curves.
Also note that Table 1 only provides a comparison on the basic properties supported by a com-
bination of the three types of stochastic arrival curves and the two types of stochastic service curves.
While we believe they cover a wide range of traffic models and server models proposed and studied in
the literature as discussed in Section 2.2 and above, there are other types of traffic and server models
15
that are not covered by them.
One type uses a sequence of random variables to stochastically bound the arrival process [20] or the
service process [29]. Similar properties as (P.1), (P.3), (P.4) and (P.5) have been studied [20][29]. These
studies generally need the independence assumption. Under this type of traffic and service models,
several problems remain open, which are out of the scope of this paper. One is the concatenation
property (P.2), another is the general case analysis and the third is researching/designing approaches
to map known traffic and service characterizations to the required sequences of random variables.
Another type is built upon moments or moment generating functions. This type was initially used
for traffic [6][19] and has also been extended to service [8][37]. Independence assumption is generally
required between arrival and service processes. Extensive study has been conducted for deriving the
characteristics of a process under this type of model from some known characterization of the process
[6][7][8]. Main open problems for this type are the concatenation property (P.2) and the general
case analysis. Although these problems are out of the scope of this paper, we prove in Section 5
results that relate the moment generating function model to the proposed m.b.c stochastic arrival
curve and stochastic service curve. These results will allow to further relate known traffic / service
characterization to the proposed traffic and service models in this paper.
4 Independent Case Analysis
In the previous section, various results for stochastic service guarantee analysis have been derived
under the (min, +) algebra. These results are obtained without considering the dependence condition
between flows and servers. In this section, independent case analysis is performed and properties (P.1)
– (P.5) are proved when flows and servers are independent.
We start with a lemma that is followed by a simple example demonstrating the importance of the
independent case analysis.
Lemma 4.1. For nonnegative random variables X and Y , if they are independent and F¯X(x) ≤ f(x)
and F¯Y (x) ≤ g(x), where f, g ∈ F¯ , then, for all x ≥ 0,
P{X + Y > x} ≤ 1− (f¯ ∗ g¯)(x) (31)
where f¯(x) = 1− [f(x)]1 and g¯(x) = 1− [g(x)]1.
Proof. For independent random variables X and Y , it is well known that FX+Y =
∫ +∞
−∞
FX(x −
y)dFY (y). Since X and Y are nonnegative, FX(x) = 0 and FY (x) = 0 for all x < 0. Hence,
FX+Y =
∫ x
0 FX(x− y)dFY (y) = FX ∗ FY (x). Notice that FX , FY , f¯ and g¯ are wide sense increasing,
f¯ ≤ FX and g¯ ≤ FY , and the convolution operation is commutative. Then
FX ∗ FY (x) =
∫ x
0
FX(x− y)dFY (y)
≥
∫ x
0
f¯(x− y)dFY (y)
=
∫ x
0
FY (x− y)df¯(y)
≥
∫ x
0
g¯(x− y)df¯(y)
= (f¯ ∗ g¯)(x),
with which and P{X + Y > x} = F¯X+Y = 1− FX ∗ FY , the lemma is proved.
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Example: In Lemma 2.4, it has been proved that P{X + Y > x} ≤ (f ⊗ g)(x). If X and Y
are independent, we then have two bounds for P{X + Y > x}, which are (9) and (31). Suppose
f(x) = g(x) = e−x. With Lemma 2.4, we obtain
P{X + Y > x} ≤ 2e−x/2,
and with Lemma 4.1, we get
P{X + Y > x} ≤ (1 + x)e−x.
It can be easily verified that the latter bound obtained from Lemma 4.1 is (much) better than the
former bound from Lemma 2.4.
The above example shows that by considering the independent condition between two random
variables, significant improvement may be obtained for the result.
4.1 The Difficulty
From the above example, we expect that when flows and servers are independent in a system, possibly
much better results or tighter bounds can be obtained for properties (P.1) – (P.5). However, except
for the superposition property (P.1), it is not straightforward to prove properties (P.2) – (P.5) for the
independent case.
The difficulty relates to the definitions of m.b.c stochastic arrival curve and stochastic service
curve. Particularly, the first two terms on the right hand side of (16), 20), (22), (25) and (28) are
generally dependent no matter whether the flow(s) and the server(s) are independent. For example,
in the following inequality duplicating (20),
sup
0≤s≤t
sup
0≤u≤s
[A∗(u, s)− α∗(s − u)]
≤ sup
0≤s≤t
sup
0≤u≤s
[A(u, s)− α(s − u)] +
sup
0≤s≤t
[A⊗ β(s)−A∗(s)]
both sup0≤s≤t sup0≤u≤s[A(u, s) − α(s − u)] and sup0≤s≤t[A⊗ β(s)−A
∗(s)] are defined to depend on
the arrival process A, which further makes them dependent on each other. Similar dependence can be
found from (16), (22), (25) and (28). Such inherent dependence makes it difficult to directly obtain
independent case results from (16), (20), (22), (25) or (28).
In the following subsection, we introduce a new concept called stochastic strict server to help
decouple the dependence found in (16), (20), (22), (25) and (28). As a result, independent case
analysis on properties (P.2) – (P.5) can be further conducted.
4.2 Stochastic Strict Server
The definition of stochastic strict server is inspired by the following observation. Wireless channel is
a typical stochastic server. A wireless channel typically operates in two states. If the channel is in
“good” condition, data can be sent and received through it; if the channel is in “bad” condition due
to some impairment, no data can be sent.
Based on the observation, we use two processes to characterize the behavior of a stochastic server.
These two processes are an ideal service process Sˆ(t) and an impairment process I(t). Let us denote
by Sˆ(s, t) ≡ Sˆ(t)− Sˆ(s) the amount of service that the server would have delivered in interval [s, t) if
there had been no service impairment in the interval, and I(s, t) the amount of service, called impaired
service, that cannot be delivered in the interval due to some impairment to the server. Particularly,
the actually delivered service S(t) to the input satisfies, for all t ≥ 0,
S(t) = Sˆ(t)− I(t), (32)
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with Sˆ(0) = 0, I(0) = 0 by convention. It is clear that Sˆ and I are in F .
We now define stochastic strict server as follows:
Definition 4.1. A server S is said to be a stochastic strict server providing stochastic strict service
curve βˆ ∈ F with impairment process I to a flow iff during any backlogged period [s, t), the output
A∗(s, t) of the flow from the server satisfies
A∗(s, t) ≥ βˆ(t− s)− I(s, t). (33)
Note that the definition of stochastic strict server implies that
βˆ(0) ≤ 0.
Under the deterministic network calculus, a similar concept called strict service curve is defined and
used [22], which states that a strict server providing strict service curve βˆ iff during any backlogged
period [s, t), A∗(s, t) ≥ βˆ(t − s). From Definition 4.1, it is clear that if there is no impairment or
I(s, t) = 0 for all 0 ≤ s ≤ t, a stochastic strict server becomes (deterministic) strict server providing
strict service curve βˆ.
We show in Lemma 4.2 below that if the impairment process of a stochastic strict server has a
m.b.c stochastic arrival curve, the server has a stochastic service curve.
Lemma 4.2. Consider a stochastic strict server S providing stochastic strict service curve βˆ with
impairment process I. If the impairment process has a m.b.c stochastic arrival curve, or I ∼mb 〈g, γ〉,
and β ∈ F , then the server provides a stochastic service curve S ∼sc 〈g, β〉 with
β(t) = βˆ(t)− γ(t).
Proof. For any time s ≥ 0, there are two cases. Case 1: s is not within any backlogged period. In this
case, there is no backlog in the server at s, which implies that all traffic arrived up to time s has left
the server. Hence, A∗(s) = A(s) and consequently A⊗ β(s)−A∗(s) ≤ A(s) + β(0)−A∗(s) ≤ 0. Case
2: s is within a backlogged period. Without loss of generality, assume the backlogged period starts
from s0. Then, A
∗(s0) = A(s0), and
A⊗ β(s)−A∗(s)
≤ A(s0) + β(s− s0)−A
∗(s)
= β(s− s0) +A
∗(s0)−A
∗(s) = β(s − s0)−A
∗(s0, s)
≤ I(s0, s) + β(s− s0)− βˆ(s− s0)
= I(s0, s)− γ(s− s0)
≤ sup
0≤u≤s
[I(u, s) − γ(s− u)].
Combining both cases, we conclude that for any s ≥ 0,
A⊗ β(s)−A∗(s) ≤
(
sup
0≤u≤s
[I(u, s)− γ(s− u)]
)+
. (34)
With (34), we further have
sup
0≤s≤t
[A⊗ β(s)−A∗(s)]
≤
(
sup
0≤s≤t
sup
o≤u≤s
[I(u, s)− γ(s− u)]
)+
(35)
with which, I ∼mb 〈f, γ〉, Lemma 2.1 and the definition of stochastic service curve, the proof is
complete.
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4.3 Properties (P.1) – (P.5)
With the concept of stochastic strict server and Lemma 4.2, we now prove properties (P.1) – (P.5) for
the independent case.
Theorem 4.1. (P.1: Superposition) Under the same condition as Theorem 3.1, if Ai(t), i =
1, . . . , N , are independent, then A ∼mb 〈1 − f¯1 ∗ · ∗ f¯i · ∗f¯N ,
∑N
i=1 αi〉, where f¯i(x) = 1 − [fi(x)]1,
i = 1, 2, . . . , N .
Proof. We only prove the case of N = 2. For N > 2, the proof can be conducted iteratively.
We have proved (13) with which, since A1 and A2 are independent, the two terms on the right hand
side of (13) are also independent. Then the theorem follows from Lemma 2.1 and Lemma 4.1.
Theorem 4.2. (P.2: Concatenation) Under the same condition as Theorem 3.2, assume each
node is a stochastic strict server providing stochastic strict service curve βˆn with impairment process
In ∼mb 〈g
n, γn〉. If In are independent and βn ∈ F , (n = 1, 2, . . . , N), then the network guarantees to
the flow a stochastic service curve S ∼sc 〈g, β〉 with
β(t) = β1 ⊗ β2 ⊗ · · · ⊗ βN (t)
g(x) = 1− g¯1 ∗ g¯2 ∗ · · · ∗ g¯N (x),
where βn(t) = βˆn(t)− γn(t), g¯n(x) = 1− [gn(x)]1, n = 1, 2, . . . , N .
Proof. We only prove the two node case. For N > 2, the proof can be extended easily.
In (16), we have proved
sup
0≤s≤t
[A⊗ β1 ⊗ β2(s)−A∗(s)]
≤ sup
0≤s≤t
[A1 ⊗ β1(s)−A1∗(s)]
+ sup
0≤s≤t
[A2 ⊗ β2(s)−A2∗(s)]. (36)
Then, with the stochastic strict server assumption for both servers, we can follow the same approach
as in the proof of Lemma 4.2 to get (35) for them, applying which to (36), we obtain
sup
0≤s≤t
[A⊗ β1 ⊗ β2(s)−A∗(s)]
≤
(
sup
0≤s≤t
sup
0≤u≤s
[I1(u, s)− γ1(s− u)]
)+
+
(
sup
0≤s≤t
sup
0≤u≤s
[I2(u, s)− γ2(s− u)]
)+
. (37)
Since I1 and I2 are independent and so are the two terms of the right hand side of (37), the theorem
follows from Lemma 2.1 and Lemma 4.1.
Theorem 4.3. (P.3: Output Characterization) Under the same condition as Theorem 3.3, as-
sume the server is a stochastic strict server providing stochastic strict service curve βˆ with impairment
process I ∼mb 〈g, γ〉. If A and I are independent, and β ∈ F , then the output has a m.b.c stochastic
arrival curve A∗ ∼mb 〈f
∗, α∗〉 with
α∗(t) = α⊘ β(t)
f∗(x) = 1− f¯ ∗ g¯(x)
where β(t) = βˆ(t)− γ(t), f¯(x) = 1− [f(x)]1 and g¯(x) = 1− [g(x)]1.
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Proof. In (20), we have proved
sup
0≤s≤t
sup
0≤u≤s
[A∗(u, s)− α∗(s− u)]
≤ sup
0≤s≤t
sup
0≤u≤s
[A(u, s)− α(s − u)]
+ sup
0≤s≤t
[A⊗ β(s)−A∗(s)]. (38)
Then, with the stochastic strict server assumption, we can follow the same approach as in the proof
of Lemma 4.2 to get (35). Applying (35) to (38), we further get
sup
0≤s≤t
sup
0≤u≤s
[A∗(u, s)− α∗(s− u)]
≤
(
sup
0≤s≤t
sup
0≤u≤s
[A(u, s) − α(s − u)]
)+
+
(
sup
0≤u≤t
sup
u≤s≤t
[I(u, s) − γ(s− u)]
)+
. (39)
Sine A and I are independent and so are the first two terms on the right hand side of (39), the theorem
follows easily from Lemma 2.1 and Lemma 4.1.
Theorem 4.4. (P.4: Per-Flow Service) Similar to Theorem 3.4, consider a server fed with a flow
A that is the aggregation of two constituent flows A1 and A2. Assume the server is a stochastic strict
server to the aggregate, providing stochastic strict service curve βˆ with impairment process I.
(i) The server guarantees that
sup
0≤s≤t
[A1 ⊗ (β − α2)(s)−A
∗
1(s)]
≤
(
sup
0≤s≤t
sup
o≤u≤s
[I(u, s)− α(s − u)
)+
+
(
sup
0≤s≤t
sup
0≤u≤s
[A2(u, s)− α2(s − u)]
)+
(40)
(ii) If A2 and I are independent, A2 ∼mb 〈f2, α2〉, I ∼mb 〈g, γ〉, and β
′
1 ∈ F , then the server
guarantees to flow A1 a stochastic service curve S1 ∼sc 〈g
′
1, β
′
1〉, where,
g′1(x) = 1− g¯ ∗ f¯2(x); β
′
1(t) = β(t)− α2(t)
with β(t) = βˆ(t)− γ(t), g¯(x) = 1− [g(x)]1 and f¯2(x) = 1− [f2(x)]1.
Proof. For (i), we have proved in (22) that
sup
0≤s≤t
[A1 ⊗ (β − α2)(s)−A
∗
1(s)]
≤ sup
0≤s≤t
[A⊗ β(s)−A∗(s)]
+ sup
0≤s≤t
sup
0≤u≤s
[A2(u, s)− α2(s− u)] (41)
Then with the stochastic strict server assumption, we can follow the same approach as in the proof of
Lemma 4.2 to get (35) and apply it to (41) to get (40).
For (ii), since I and A2 are independent, the right hand side of (40) are independent. Then the
second part (ii) follows from Lemma 2.1 and Lemma 4.1.
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Remark: (i) From the proof, it is clear that (40) is an intermediate step for getting Theorem
4.4.(ii). The intention of including (40) as part of the theorem is as follows: When (P.4) is used to
derive other results such as (P.2), (P.3) and (P.5), Theorem 4.4.(i) or (40) can be applied to their
derivations, e.g. (36) for (P.2), (38) for (P.3), and (42) and (44) for (P.5). Then, if flows and the
impairment processes of servers are independent, Lemma 4.1 can be used to derive the corresponding
independent case bounds. However, if we were only given Theorem 4.4.(ii), such independent case
analysis could not be applied and the general case (min, +) analysis in the previous section would
have to be used. As a result, looser bounds may be obtained.
(ii) From the view point of the service provided to flow A1, A2(t) can be considered as an impair-
ment process. In other words, to flow A1, the server has two independent impairment processes I(t)
and A2(t). With this view point, the theorem can also be proved based on Theorem 4.1 and Lemma
4.2.
Theorem 4.5. (P.5: Service Guarantees) Under the same condition as Theorem 3.5, if the server
is a stochastic strict server providing stochastic strict service curve βˆ with impairment process I ∼mb
〈g, α〉, and if A and I are independent, then
(i) The backlog B(t) is guaranteed that for all x ≥ 0, P{B(t) > x} ≤ 1− f¯ ∗ g¯(x+infs≥0[β(s)−α(s)])
(ii) The delay D(t) is guaranteed that for all x ≥ 0, P{D(t) > x} ≤ 1− f¯ ∗ g¯(infs≥0[β(s)−α(s−x)]),
where f¯(x) = 1− [f(x)]1 and g¯(x) = 1− [g(x)]1.
Proof. For the backlog B(t), we have proved in (25) that
B(t)
≤ sup
0≤s≤t
sup
0≤u≤s
[A(u, s)− α(s− u)]
+ sup
0≤s≤t
[A⊗ β(t)−A∗(t)]− inf
s≥0
[β(s)− α(s)]. (42)
Then, with the stochastic strict server assumption for both servers, we can follow the same approach
as in the proof of Lemma 4.2 to get (35) for them, applying which to (42), we obtain
B(t)
≤
(
sup
0≤s≤t
sup
0≤u≤s
[A(u, s)− α(s − u)]
)+
+
(
sup
0≤s≤t
sup
0≤u≤s
[I(u, s)− γ(s− u)]
)+
− inf
s≥0
[β(s)− α(s)]. (43)
Since A and I are independent and so are the first two terms on the right hand side of (43), the first
part follows from Lemma 2.1 and Lemma 4.1.
For the delay D(t), we have proved in (29)
P{D(t) > x}
≤ P{Xa + Ys > inf
s≥0
[β(s)− α(s − x)]} (44)
where Xa = sup0≤s≤t sup0≤u≤s[A(u, s) − α(s − u)] and Ys = sup0≤s≤t+x[A⊗ β(s)−A
∗(s)]. Based on
the stochastic strict server assumption and independence assumption, we can follow similar approach
above for backlog and obtain
P{D(t) > x}
≤ P{X ′a + Y
′
s > inf
s≥0
[β(s+ x)− α(s)]} (45)
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where
X ′a =
(
sup
0≤s≤t
sup
0≤u≤s
[A(u, s) − α(s− u)]
)+
Y ′s =
(
sup
0≤s≤t+x
sup
0≤u≤s
[I(u, s)− γ(s − u)]
)+
.
Since A and I are independent, X ′a and Y
′
s are independent. The delay part then follows from Lemma
2.1 and Lemma 4.1.
5 Processes with m.b.c Stochastic Arrival Curve
In the previous two sections, we have studied properties (P.1) – (P.5) based on the concepts of m.b.c
stochastic arrival curve, stochastic service curve and stochastic strict server. Note that stochastic
strict server can be used to find the stochastic service curve of a server and the impairment process of
stochastic strict server can also be characterized using m.b.c stochastic arrival curve. Viewing these,
we focus this section on deriving results that can help find the m.b.c stochastic arrival curve of a
process.
For ease of exposition, let us denote by M(t) the maximum up-to-date backlog at time t in a
initially empty system with constant service rate r and arrival process A(t), or formally
M(t) ≡ sup
0≤s≤t
sup
0≤u≤s
[A(u, s) − r(s− u)]. (46)
It can be easily verified that, for M(t), the following equation holds
M(t+ 1) = max[M(t),W (t+ 1)] (47)
where
W (t+ 1) = sup
0≤s≤t+1
[A(s, t+ 1)− r(t+ 1− s)].
With (47), it is clear that
M(t) ≤M(t+ 1) ≤ · · · ≤M(∞). (48)
Equations (46) and (48) present the basic technique for finding the m.b.c stochastic arrival curve
characterization of a process. They imply that if for some r the compliment distribution P{M(t) > x}
can be found, then the process has A ∼mb 〈P{M(t) > x}, rt〉. In addition, if P{M(∞) > x} exists,
then it can also be used as the bounding function and we can conclude A ∼mb 〈P{M(∞) > x}, rt〉.
However, (48) shows that M(t) increases over t, which implies that in general, M(∞) may not
be bounded above by a constant, and M(t) could not have a limit distribution. Because of this,
additional conditions on the process may be needed to ensure that M(t) converges in distribution.
Such conditions have been discussed in the literature for the study of maximum queue length [2][32][31].
In the rest, we consider a condition that has been widely used (e.g [6][8]).
The condition is that a(t) is a sequence of independent identically distributed (i.i.d.) random
variables. Here, a(t) denotes a(t) ≡ A(t) − A(t − 1) for all t ≥ 1 with a(0) = 0. Intuitively, for the
arrival process, a(t) represents the amount of traffic arriving at time t. Under this condition, the
following result is important.
Lemma 5.1. If a(t) is i.i.d., there holds
M(t) ≤st sup
t≥0
[A(t)− r · t]. (49)
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Proof. Since a(t) is i.i.d., A(s, t) is stationary and the following relationship holds:
M(t) ≡ sup
0≤s≤t
sup
0≤u≤s
[A(u, s)− r(s− u)]
=st sup
0≤s≤t
sup
0≤u≤s
[A(s− u)− r(s− u)]. (50)
While (50) seems to be obvious since A(u, s) is stationary, it actually follows from a non-trivial result
on stochastic ordering, which is Theorem 2.2.3 of [35].
The right hand side of (50) can be simplified as:
sup
0≤s≤t
sup
0≤u≤s
[A(s − u)− r(s− u)]
= sup
0≤s≤t
sup
0≤v≤s
[A(v) − r · v]
≤ sup
0≤s≤t
sup
v≥0
[A(v)− r · v]
= sup
v≥0
[A(v) − r · v] (51)
with which and (50), (49) is proved.
Note that when A(t) is the superposition or aggregation of multiple independent progressesAi(t), (i =
1, 2, . . . , n) and each of them is i.i.d. associated with a rate parameter ri, step (50) can be rewritten
as
M(t) = sup
0≤s≤t
sup
0≤u≤s
[
n∑
i=1
Ai(u, s)−
n∑
i=1
ri(s− u)]
=st sup
0≤s≤t
sup
0≤u≤s
[
n∑
i=1
Ai(s− u)−
n∑
i=1
ri(s− u)]
from which, (49) also follows, or,
M(t) ≤st sup
t≥0
[A(t)− r · t], (52)
where A(t) =
∑n
i=1Ai(s− u) and r =
∑n
i=1 ri.
With Lemma 5.1, we now relate the (σ(θ), ρ(θ)) characterization [6] [7] [8] to the m.b.c stochastic
arrival curve characterization of a process.
A process A(t) is said to be (σ(θ), ρ(θ))-upper constrained (for some θ > 0), iff for all 0 ≤ s ≤ t
[6][8]
1
θ
logEeθA(s,t) ≤ ρ(θ)(t− s) + σ(θ). (53)
It has been shown that if a(t) is i.i.d. or has a stationary Markov modulated process (MMP) or some
other process, A(t)(=
∑t
s=0 a(s)) can be represented using the (σ(θ), ρ(θ)) characterization [6][7][8].
Theorem 5.1. If a(t), t ≥ 0, is i.i.d. and the corresponding A(t) is (σ(θ), ρ(θ))-upper constrained,
then it has a m.b.c stochastic arrival curve A ∼mb 〈f, α〉, where
α(t) = r · t
f(x) =
eθσ(θ)
1− eθ(ρ(θ)−r)
e−θx
for any r > ρ(θ).
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Proof. For ease of exposition, letW ≡ supv≥0[A(v)−r ·v]. Since A(t) is (σ(θ), ρ(θ))-upper constrained,
we shall prove that for all x ≥ 0,
P{W > x} ≤ f(x), (54)
from which and Lemma 5.1, the theorem follows easily.
To prove (54), let us consider eθW . Since for any θ ≥ 0, eθx is increasing in x, we then obtain
eθW ≤ sup
v≥0
[
eθ(A(v)−r·v)
]
≤
∞∑
v=0
[
eθ(A(v)−r·v)
]
, (55)
where the second step follows from the inequality that sup{x, y} ≤ x+ y for any x, y ≥ 0.
Since A is (σ(θ), ρ(θ))-upper constrained, or, EeθA(v) ≤ eθρ(θ)v+θσ(θ) for all v ≥ 0, then we have,
EeθW ≤
∞∑
u=0
[
Eeθ(A(v)−r·v)
]
≤
∞∑
u=0
[
eθ(ρ(θ)−r)v+θσ(θ)
]
=
eθσ(θ)
1− eθ(ρ(θ)−r)
. (56)
Finally, (54) is obtained from Chernoff’s bound for random variable, or P{W > x} = P{eθW >
eθx} ≤ f(x).
Theorem 5.1 implies that if the (σ(θ), ρ(θ))-characterization of a process is known, its m.b.c stochas-
tic arrival curve could be derived. In addition, if the (σ(θ), ρ(θ))-characterization of the impairment
process in a stochastic strict server is known, the stochastic service curve of the server could also be
obtained from Theorem 5.1.
6 Conclusions
This paper has made several contributions in the context of stochastic network calculus. First, we
defined two new generalizations of arrival curve and service curve, which are respectively m.b.c stochas-
tic arrival curve and stochastic service curve. With them, we have been able to apply the (min, +)
analysis to prove the five basic properties (P.1) – (P.5) for the stochastic network calculus without
any additional constraint on the bounding functions. Second, we introduced a new notion of server
characterization: stochastic strict server. The idea of stochastic strict server is to decouple the service
process into an ideal service process and a service impairment process. Importantly, with such decou-
pling, we have conducted independent case analysis and proved for the first time properties (P.1) –
(P.5) for the independent case. Third, we proved that if a process is i.i.d. and is (σ(θ), ρ(θ))-upper con-
strained, it has a m.b.c stochastic arrival curve. Note that with stochastic strict server, the stochastic
service curve of a server is found when the m.b.c stochastic arrival curve of the impairment process
is known. Since (σ(θ), ρ(θ)) characterization can be used to represent many well-known processes, we
hence believe our results are useful no only in finding the m.b.c stochastic arrival curve of a flow but
also in helping find the stochastic service curve of a server.
It can be easily verified that the corresponding properties (P.1) – (P.5) of the (min, +) deterministic
network calculus can be recovered from the basic stochastic network calculus developed in this paper.
A future work is to apply the basic calculus to study other problems (e.g. routing [8] and feedback
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control [1]) that have been addressed by the deterministic network calculus but yet for the stochastic
network case. Another future work is to extend the calculus to analyze quality of service guarantees
in wireless networks.
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