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Abstract
Let T (N ) be a nest algebra. A left (right) ideal J of T (N ) is said to be radical-type
if a compact operator K belongs to J if and only if K belongs to the Jacobson radical of
T (N ). In this paper, the geometric rank of finite rank operators in radical-type left ideals
and isometries of these ideals are studied. Let J be a radical-type left ideal of T (N ). It
is shown that any finite rank operator in J has finite geometric rank if and only if the
condition is satisfied: if N ∈N with 0+ <N < I such that dim(N −N−)=∞ then both
dim(N−) and dim(N⊥) are infinite. It is also shown that if both dim(0+) and dim(I⊥+ )
are either zero or infinite then the geometric rank of a rank n operator in J is not more
than n2 and not less than (1/2)n(n+ 1). Using these results, we prove that if dim(0+) = 1
and dim(I⊥+ ) = 1 then linear surjective isometries between the radical-type left ideals of
T (N ) are of the form A→UAV or A→UJA∗JV , where U and V are suitable unitary
operators and J is a fixed involution on a Hilbert space.
 2002 Elsevier Science (USA). All rights reserved.
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0. Introduction
The geometry of Banach algebras is always of interest. Differences in geomet-
ric properties can prove useful in classification problems. Recently, one has paid
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more attention to nonselfadjoint operator algebras, especially nest algebras. Two
of recent and rather deep results are characterizations of isometries by Moore and
Trent [9] and the geometric rank by Anoussis and Katsoulis [1].
The present paper concerns radical-type left (right) ideals of a nest algebras
(cf. definition below). This class contains two most important ideals—Jacobson
radical and Larson ideal, which were studied widely. We focus on the geometric
rank and isometries (indeed, the geometric rank is a powerful tool in the study of
isometries). From our present point of view the main difference between radical-
type ideals and nest algebras is that radical-type ideals need not contain the
identity and they are not necessary to contain all finite rank operators in nest
algebras. Let T (N ) be a nest algebra on a Hilbert space H. A left (right) ideal
J of T (N ) is said to be radical-type if a compact operator K belongs to J if
and only if K belongs to the Jacobson radical of T (N ). We will give a necessary
and sufficient condition on nest N for any finite rank operator in J to have finite
geometric rank; that is, if N ∈N with 0+ <N < I such that dim(N −N−)=∞
then both dim(N−) and dim(N⊥) are infinite. Moreover, we prove that the lower
bound of the geometric rank of a rank n operator is (1/2)n(n + 1) and in the
case both dim(0+) and dim(I⊥+ ) are either zero or infinite the upper bound is n2.
Using these results, we will prove that if dim(0+) = 1 and dim(I⊥+ ) = 1 then
linear surjective isometries between the radical-type left ideals of T (N ) are of
the form A→ UAV or A→ UJA∗JV , where U and V are suitable unitary
operators and J is a fixed involution on H.
1. Notation and preliminaries
Throughout,H is a separable complex Hilbert space,K is the set of all compact
operators onH. If A is a bounded linear operator onH, we use R(A) and ker(A)
to denote the range and the kernel of A, respectively, and rs(A) to denote the
dimension of R(A). For a subset S of H, spS is the subspace spanned by S .
Let x and y be vectors in H; then the rank one operator x ⊗ y is defined by
(x ⊗ y)z= (z, y)x for z ∈H.
We refer reader to [3] for notation and background on nest algebras. Let N be
a nest of projections onH and T (N ) be the nest algebra associated to the nestN .
For N ∈N , define
N− = sup{N ′ ∈N : N ′ <N} and N+ = inf{N ′ ∈N : N ′ >N}.
If N = N−, then N − N− is called an atom of N . Given a nest algebra T (N ),
we use KN to denote the set of all compact operators in T (N ) (i.e., KN =
K ∩ T (N )) and RN to denote the Jacobson radical of T (N ). In the sequel, a left
(or right) ideal is always closed.
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1.1. Radical-type ideals
Nest algebras have a very rich ideal structure. The Jacobson radical was firstly
studied. Let T (N ) be a nest algebra. It is well known that a rank one operator
x⊗ y belongs toRN if and only if there is an element N in N such that x ∈NH
and y ∈N⊥H. Now we generalize the concept of the radical.
Definition 1.1. A left (right) ideal J of a nest algebra T (N ) is said to be radical-
type if J ∩KN =RN ∩KN .
It is obvious that Jacobson radical and Larson ideal are radical-type. Like the
radical, radical-type ideals have many nice properties. For our purpose, we sum-
marize some results as follows.
Proposition 1.2. Let J be a radical-type left ideal of T (N ). Then
(1) A rank one operator x ⊗ y belongs to J if and only if there is an element
N ∈N such that x ∈NH and y ∈N⊥H.
(2) An operator of rank n in J can be written as the sum of n operators of rank
one in J .
(3) A compact operator K in T (N ) belongs to J if and only if EKE = 0 for
every atom E of N .
(4) The norm closure of finite rank operators in J is RN ∩ KN . The set of
contractive finite rank operators in J is weak∗ dense in the unit ball of J .
Proof. (1) It is well-known.
(2) It is a various version of Theorem 2.4 in [8].
(3) The necessity will soon be seen in Lemma 1.3. If EKE = 0 for every atom
E, then by Lemma 3.5 in [3], given  > 0, there is a finite partitionE1,E2, . . . ,En
of N such that ‖EiKEi‖ <  for each i = 1,2, . . . , n. Hence by Ringrose’s
characterization [11], K belongs to RN and then to J .
(4) Let K be a compact operator in J . By Erdös Density Theorem [5], there is
a net {Fα} of finite rank operators in T (N ) such that it converges strong* to I , the
identity operator onH. Hence KFα converges to K in norm. Since EKE = 0 for
every atom E of N , EKFαE = EKEFαE = 0. By (3), {KFα} is a net of finite
rank operators in J . Thus the first result is obtained.
By Erdös Density Theorem again, there is a net {Fβ} of contractive finite rank
operators in T (N ) such that it converges weak∗ to I . Thus FβT converges weak∗
to T for every T in the unit ball of J . Note that {FβT } is a net of contractive
finite rank operators in J , the second result follows. ✷
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Lemma 1.3. Let J be a left ideal of T (N ). If J is radical-type, then EJE = {0}
for every atom E of N . Conversely, ifRN ∩KN ⊂ J and EJE = {0} for every
atom E of N , then J is radical-type.
Proof. Suppose that there is an element T in J such that ETE = 0 for an atom
E of N . Let x be a vector in EH such that ET ∗Ex = 0. Then x ⊗ x is in T (N )
and hence x⊗T ∗x = (x⊗ x)T is in J . On the other hand, since Ex = x = 0 and
ET ∗x = ET ∗Ex = 0 and E is an atom, it follows from Proposition 1.2(1) that
x ⊗ T ∗x is not in J . Thus we get a contradiction.
Conversely, let K be any compact operator in J , then EKE = 0 for every
atom E ofN . By Proposition 1.2(3), K is inRN . So J ∩KN =RN ∩KN . ✷
Lemma 1.4. Let J1 and J2 be radical-type left ideals of T (N ) and J the closed
algebra generated by J1 and J2. Then J is a radical-type left ideal of T (N ).
Proof. It is obvious that J is a left ideal. Let A and B be two operators in T (N )
such that EAE =EBE = 0 for an atom E of N . Then EABE = EAEBE = 0.
Thus by Lemma 1.3, J is radical-type. ✷
1.2. Geometric rank
Let (X ,‖ ‖) be a complex Banach space and X1 the unit ball of X . If S is a
subset of X1, we define
cp(S)= {x ∈X1: ‖x ± s‖ 1, ∀s ∈ S}
and
cp(n)(S)= cp(cp(n−1)(S)) for n 2.
It is easily verified that
cp(S)= cp(3)(S)= cp(5)(S)= · · ·
and
cp(2)(S)= cp(4)(S)= cp(6)(S)= · · · .
Therefore, one is only interested in cp(2)(S). For example, an element x in
(X ,‖ ‖) is an extreme point of X1 if and only if cp(2)({x}) = X1. Let x be an
element of norm one in X ; then the geometric rank of x , denote by rg(x), is
the dimension of the linear space generated by cp(2)({x}). Hence, the elements
of finite geometric rank lie at the opposite pole of extreme points. For more
information on the geometric rank, we refer to [1,2]
Proposition 1.5 [2, Proposition 2]. Let A be an operator algebra and A ∈A be a
contraction. If B is an operator of norm less than 1/2 such that ABA ∈A, then
ABA ∈ cp(2)({A}).
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Note that the link between isometries and the geometric rank is that isometries
preserve the geometric rank.
1.3. M-ideal
A closed subspace S of a Banach space X is an M-ideal if there exists a closed
subspace P of X ∗ such that X ∗ = S⊥ ⊕l1 P , where X ∗ is the dual space of X ,
S⊥ is the annihilator of S and ⊕l1 means that the norm on X ∗ is the l1 sum of the
norms on the two subspaces. Every M-ideal of a C∗-algebra is a two sided ideal
and vice versa [3]. In [1], it was proved that the compact operator ideal of a nest
algebra is an M-ideal. For more information on M-ideals, we refer to [3,6].
Lemma 1.6 [3, Lemma 11.1]. Let S be an M-ideal in X . Then every linear
bounded functional on S∗ has a unique Hahn–Banach extension (i.e., the exten-
sion preserving norm) to X .
Proposition 1.7. Let J be a radical-type left ideal of a nest algebra T (N ). Then
K ∩J is an M-ideal of J .
Proof. By Proposition 1.2(4),K∩J is weak∗ dense in J . Thus by Theorem 11.6
in [3], K ∩J is an M-ideal in J . ✷
2. The geometric rank in radical-type ideals
In [1], it is proved that an operator in a nest algebra is of finite rank if and only if
its geometric rank is finite. Moreover, if F is an operator of rank n in a nest algebra
then rg({F })  n(n + 1)/2. However, for radical-type left ideals, the geometric
rank of a finite rank operator may be infinite (see the proof of Theorem 2.4 below).
In this section, we first give a sufficient and necessary condition which assures
that the geometric rank of any finite rank operators in a radical-type left ideal
is finite. Next we will investigate the lower and upper bounds for the geometric
rank of finite rank operators in a radical-type left ideal. Our method of proof is a
refinement of Anoussis and Katsoulis [1]. We begin with some lemmas.
Lemma 2.1. Let {ei}ni=1 and {fi}ni=1 be two sets of orthonormal vectors. Set F =
e1⊗f1 + e2⊗f2 + · · ·+ en⊗fn. If ‖B±F‖ 1 then R(B)⊥ sp{e1, e2, . . . , en}
and R(B∗)⊥ sp{f1, f2, . . . , fn}.
Proof. By Lemma 1 in [10], there is a bounded linear operator T such that
B = (I − FF ∗)1/2T = (I − (e1 ⊗ e1 + e2 ⊗ e2 + · · · + en ⊗ en))T .
Thus the first result follows. The second result can similarly be obtained by
considering ‖B∗ ±F ∗‖ 1. ✷
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Lemma 2.2. Suppose that {ei} is a sequence of orthonormal vectors and {fi}
is a sequence of unit vectors. Let S = {ei ⊗ fi}∞1 . If B ∈ cp(S), then R(B) ⊆
(sp{ei}∞1 )⊥.
Proof. For each i , we have that ‖B ± ei ⊗ fi‖ 1. It follows from Lemma 2.1
that ei is orthogonal to the range of B , and then the result follows. ✷
Lemma 2.3. Let A and B be bounded linear operators of norm one on H. If the
ranges of A and A∗ are orthogonal to the ranges of B and B∗, respectively, then
‖A±B‖ 1.
Proof. For each unit vector x in H, we write
x = x1 + x2 + x3 onH=
(
ker(A)
)⊥ ⊕ (ker(B))⊥
⊕ (ker(A))∩ (ker(B)).
Thus
‖(A±B)x‖2 = ‖Ax1 ±Bx2‖2 = ‖Ax1‖2 + ‖Bx2‖2
 ‖x1‖2 + ‖x2‖2 = 1,
and the result follows. ✷
The following is the main result in this section.
Theorem 2.4. Let N be a nest and J be a radical-type left ideal of T (N ).
Then every finite rank operator in J has finite geometric rank with respect to
J if and only if the following is satisfied: for every N ∈N with 0+ < N < I , if
dim((N −N−)H) is infinite then both dim(N−H) and dim(N⊥H) are infinite.
Proof. Necessity. Suppose that there is anN ∈N with 0+ <N < I such thatN−
N− has infinite rank while one of dim(N−H) and dim(N⊥H) is finite. Without
loss of generality, assume that dim(N−H)  dim(N⊥H) = n, n < ∞. Let
{x1, x2, . . . , xn} be a set of orthonormal vectors in N−H and {y1, y2, . . . , yn} an
orthonormal basis for N⊥H. Then F = x1⊗y1+x2⊗y2+· · ·+xn⊗yn belongs
to J . Let B ∈ cp({F }); then by Lemma 2.1, N⊥H = sp{y1, y2, . . . , yn}⊥R(B∗)
(namely,Byi = 0 for each i = 1,2, . . . , n). Hence, since B is in J , by Lemma 1.3,
B has the form[
B1 B2 0
0 0 0
0 0 0
]
onH=N−H⊕ (N −N−)H⊕N⊥H.
Let y0 be a fixed unit vector in N⊥H. Then by Lemma 2.3, x ⊗ y0 belongs to
cp2({F }) for every unit vector x in (N −N−)H. Consequently, rg(F )=∞.
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Sufficiency. Let F = x1 ⊗ y1 + x2⊗ y2 + · · ·+ xn⊗ yn with norm one belongs
to J . Then there are 0 <N1 N2  · · ·Nn < I in N such that xk ∈NkH and
yk ∈N⊥k H (k = 1,2, . . . , n).
Claim 1. There are a set {ei: i ∈Λ} of orthonormal vectors and a set {fi : i ∈Λ}
of unit vectors in H, where Λ is a countable set, such that
(1) The operator ei ⊗ fi belongs to J for each i ∈Λ.
(2) The subspaces sp{ei : i ∈ Λ} and sp{fi : i ∈ Λ} are orthogonal to the sub-
spaces sp{xi: i = 1,2, . . . , n} and sp{yi : i = 1,2, . . . , n}, respectively.
(3) dim(I−H sp{ei : i ∈Λ}) <∞. Moreover, if I = I− or dim(I⊥−H) > n then
dim(I−H sp{ei : i ∈Λ})= n.
We distinguish four cases to prove Claim 1. Let P1 = I− and Pm = (Pm−1)−
for m 2.
Case 1. I = I−. Then there is an increasing sequence {Mk}∞k=1 contained in N
such that SOT-limk→∞Mk = I . Assuming that M1 =Nn, we have that
H=NnH⊕ (M2 −M1)H⊕ · · · ⊕ (Mk+1 −Mk)H⊕ · · · .
Let {e1j : j ∈Λ1} be an orthonormal basis for NnH sp{xi : i = 1,2, . . . , n},
where Λ1 is a countable set; let f1j = f1 for all j ∈ Λ1, where f1 is any unit
vector orthogonal to (I −Nn)y1, (I −Nn)y2, . . . , (I −Nn)yn in (I −Nn)H. For
k  2, let {ekj : j ∈Λk} be an orthonormal basis for MkHNk−1H, where Λk is
a countable set; let fkj = fk for all j ∈Λk , where fk is any unit vector orthogonal
to (I −Mk)y1, (I −Mk)y2, . . . , (I −Mk)yn in M⊥k H. Thus
⋃∞
k=1{ekj : j ∈Λk}
and
⋃∞
k=1{fkj : j ∈Λk} are desired.
Case 2. dim((I−I−)H) > n. ThenNn  I−. Let {ei : i ∈N} be an orthonormal
basis for I−H sp{xi : i = 1,2, . . . , n}; let fi = f , where f is any unit vector
orthogonal to (I − I−)y1, (I − I−)y2, . . . , (I − I−)yn in (I − I−)H.
Case 3. There is a Pm (m 2) such that n < dim(P⊥mH) <∞. Let {ei} be an
orthonormal basis for PmH sp{Pmx1,Pmx2, . . . ,Pmxn} and fi = f , where f is
a unit vector in P⊥mH orthogonal to sp{P⊥m y1,P⊥m y2, . . . ,P⊥m yn}.
Case 4. There is a Pm such that Pm = Pm+1 = (Pm)− and dim(P⊥mH)  n;
then there is an increasing sequence {Qk}∞k=1 such that SOT-limk→∞Qk = Pm.
Thus PmH =⊕∞k=1(Qk − Qk−1)H, where Q0 = 0. Let {eki : i ∈ Λk} be an
orthonormal basis for (Qk − Qk−1)H  sp{(Qk − Qk−1)x1, (Qk − Qk−1)×
x2, . . . , (Qk −Qk−1)xn}; let fkj = fk for all j ∈Λk , where fk is any unit vector
orthogonal to (Q⊥k )y1, (Q⊥k )y2, . . . , (Q⊥k )yn in (Q⊥k )H.
Similarly, we can establish
Claim 2. There are a sequence {ui : i ∈ ∆} of unit vectors and a sequence
{vi : i ∈∆} of orthonormal vectors inH, where ∆ is a countable set, such that
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(1) The operator ui ⊗ vi belongs to J for each i ∈∆.
(2) The spaces sp{ui : i ∈∆} and sp{vi : i ∈∆} are orthogonal to the subspaces
sp{xi : i = 1,2, . . . , n} and sp{yi: i = 1,2, . . . , n}, respectively.
(3) dim((0+)⊥H sp{vi : i ∈∆}) <∞. Moreover, if 0+ = 0 or dim(0+H) > n,
then dim((0+)⊥H sp{vi : i ∈∆})= n.
Let
S = {ei ⊗ fi, uj ⊗ vj : i ∈Λ, j ∈∆}.
By Lemma 2.3, S ⊆ cp({F }) and so cp(2)({F }) ⊆ cp(S). Now suppose that B
belongs to cp(S). Since B ∈ J , 0+B0+ = 0 and I⊥−BI⊥− = 0. Thus by Lem-
ma 2.2, the range of B is contained in I−H sp{ei : i ∈Λ} and the range of B∗
is contained in (0+)⊥H sp{vi : i ∈ ∆}. This shows the dimension of cp(S) is
finite and then the conclusion follows. ✷
As we observed, under the condition in Theorem 2.4, the proof of the necessity
also shows that there is no upper bounds for the geometric rank of a finite rank
operators. On the other hand, carefully checking the proof of the sufficiency, we
have the following Theorem 2.5 which gives a upper bound in the case that the
nest is admissible. We say that a nestN is n-admissible if neither dim((0)+H) nor
dim((I − I−)H) is in {1,2, . . . , n} and that N is admissible if N is n-admissible
for every n. It is evident that N is admissible if and only if both dim(0+H) and
dim(I⊥−H) are either zero or infinite; and that N is 1-admissible if and only if
dim(0+H) = 1 and dim(I⊥−H) = 1. Recently, Davidson in [4] proved that the
convex hull of the unitary element of a nest algebra contains the whole unit ball
if and only if the nest is admissible. It seems that admissible nests are important
to study the geometric structure of nest algebras.
Theorem 2.5. Let J be a radical-type left ideal of T (N ) and F be a rank n
operator of norm one in J . If N is n-admissible, then rg(F ) n2. Furthermore,
if N is admissible, then the geometric rank of any rank n operator in J is not
more than n2.
Now we investigate the lower bound.
Lemma 2.6. Let J be a radical-type left ideal of T (N ) and A with norm one in
J such that rg(A)= n <∞. If Q ∈N such that rs((Q−)⊥A) > n, then AQ= 0.
Proof. If AQ = 0, then there is a nonzero vector e of norm less than 1/2 in
QH such that Ae = 0. Since rs(A∗(Q−)⊥) > n, we can pick up unit vectors
f1, . . . , fn+1 in (Q−)⊥H such that A∗f1,A∗f2, . . . ,A∗fn+1 are linearly inde-
pendent. Clearly the rank one operator e⊗fi belongs to T (N ) for 1 i  n+ 1.
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Thus A(e ⊗ fi)A belongs to J for 1  i  n+ 1 and hence by Proposition 1.5
belongs to cp(2)({A}) which implies rg(A) n+ 1. This is a contradiction. ✷
Theorem 2.7. Let J be a radical-type ideal of T (N ) and A with norm one in J .
If rg(A)=m<∞, then rs(A)= n <∞. Moreover, m (1/2)n(n+ 1).
Proof. Let P = inf{Q ∈N : rs(Q⊥A)m}.
Claim 1. rs(P⊥A)m.
This is immediate from the fact that
R(P⊥A)⊂
∨{
R(Q⊥A): rs(Q⊥A)m
}
.
Claim 2. AP = 0.
Indeed, given every Q ∈ N satisfying Q− < P , then rs((Q−)⊥A) > m. By
Lemma 2.6, AQ = 0. The claim is now immediate from the fact that P =
sup{Q: Q− <P }.
Suppose that rs(A) = ∞. By Claim 1, dim(ker(P⊥A)⊥) < ∞ and hence
the range of A restricted to ker(P⊥A) has infinite dimensions. Note that A =
PAP⊥ + P⊥A, by Claim 2, the range of A restricted to ker(P⊥A) is contained
in PH. Thus dim(R(A)∩ (PH))=∞. Let e1, e2, . . . , em+1 be unit vectors such
that Ae1,Ae2, . . . ,Aem+1 are linearly independent in PH. Let f be a vector of
norm less than 1/2 such that A∗f = 0. Then, by Claim 2, A∗f = P⊥A∗f ∈
P⊥H. Thus the operatorsAe1⊗A∗f,Ae2⊗A∗f, . . . ,Aem+1⊗A∗f are linearly
independent and by Proposition 1.5 all belong to cp(2)(A). This implies that
rg(A)m+ 1, which is a contradiction.
Now suppose that rs(A) = n <∞ and A = x1 ⊗ y1 + · · · + xn ⊗ yn, where
xi ∈ NiH, yi ∈ N⊥i H and 0 < N1 < N2 < · · · < Nn < I . Since {xi}n1 and {yi}n1
are linearly independent, for each 1  i  n, we can take vectors ei and fi such
that (ei, xk)= δik and (fi , yk)= δik . For each pair (i, j)with 1 i  j  n define
an operator Bij by Bij = fi ⊗ ej . Then ABijA = xi ⊗ yj which belongs to J .
Without loss of generality, assume that ‖Bij ‖ 1/2; then by Proposition 1.5 each
ABijA ∈ cp(2)(A). Hence rg(A) (1/2)n(n+ 1). ✷
Combining Theorems 2.5 and 2.7, we have
Corollary 2.8. Suppose that J is a radical-type left ideal in nest algebra T (N )
and norm one operator A is in J . If N is admissible, then rg(A) <∞ if and
only if rs(A) <∞. Moreover, (1/2)n(n+ 1) rg(F ) n2, where n= rs(F ). In
particular, if N is 1-admissible, then rs(A)= 1 if and only if rg(A)= 1.
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Note that results in this section and Section 1 concerning radical-type left
ideals are valid for radical-type right ideals.
3. Isometries of radical-type ideals
Isometries of operator algebras were studied by many mathematicians. In [7],
Kadison obtained a famous characterization of linear surjective isometries from a
C∗-algebra onto another. In [9], Moore and Trent proved that a linear surjective
isometric map from a nest algebra onto another is of the form A→ UAV or
A→ UJA∗JV , where U and V are suitable unitary operators and J is a fixed
involution. This is an elegant characterization and a descendant of Kadison’s
work. In this section, we consider linear surjective isometries acting on radical-
type left ideals and will prove that such isometries are of form stated above.
Because the identity operator must be not in radical-type left ideals, we proceed
by the way different from [9].
It is clear that if an isometry φ between radical-type left ideals is of form stated
above then φ preserves rank. Thus a necessary condition for φ to be of the desired
form is that it preserves rank. In this section it is demonstrated that this condition
is also sufficient. In what follows the assumption that φ preserves rank will be
made. For the moment, however, it will only be assumed that φ preserves rank
one (i.e., φ maps the set of rank one operators in a radical-type left ideal onto the
set of rank one operators in another). Thus by Corollary 2.8, we only assume that
nests are 1-admissible.
In the following,A and B are always radical-type left (or right) ideals of T (N )
and T (M), respectively. φ is a linear surjective isometry from A onto B.
By a similar argument in [9], we have the following two lemmas.
Lemma 3.1. If φ preserves rank one, then one of the following holds:
(1) For every N ∈ N and every x ∈ NH, there exits u(x) such that for every
y ∈N⊥H, φ(x ⊗ y)= u(x)⊗ v, where v is a suitable vector.
(2) For every N ∈ N and every x ∈ NH, there exits v(x) such that for every
y ∈N⊥H, φ(x ⊗ y)= u⊗ v(x), where u is a suitable vector.
Lemma 3.2. If φ preserves rank one, then one of the following holds:
(1) For every N ∈ N and every y ∈ N⊥H, there exits v(x) such that for every
x ∈N , φ(x ⊗ y)= u⊗ v(y), where u is a suitable vector.
(2) For every N ∈ N and every y ∈ N⊥H, there exits u(y) such that for every
x ∈NH, φ(x ⊗ y)= u(y)⊗ v, where v is a suitable vector.
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Proposition 3.3. If φ preserves rank one, then Lemma 3.1(1) holds if and only if
Lemma 3.2(1) holds; Lemma 3.1(2) holds if and only if Lemma 3.2(2) holds.
Proof. Let N ∈N and x0 ∈NH, y0 ∈N⊥H. Suppose that
φ(x0 ⊗ y0)= u0 ⊗ v0.
If Lemma 3.2(2) holds, then for every x ∈NH we have that
φ(x ⊗ y0)= u0 ⊗ v, for some v.
Hence if Lemma 3.1(1) holds, then for every x ∈NH and y ∈N⊥H we have
φ(x ⊗ y)= u0 ⊗ v, for some v.
But this is impossible. ✷
In what follows, we say that φ is order-preserving (respectively, anti-order-
preserving) if it satisfies Lemmas 3.1(1) and 3.2(1) (respectively, Lemmas 3.1(2)
and 3.2(2)). By Proposition 3.3, φ is order-preserving or anti-order-preserving if
φ preserves rank one. Now we consider φ−1. Similarly, φ−1 is order-preserving
or anti-order-preserving if φ preserves rank one. Moreover, we have
Proposition 3.4. If φ preserves rank one, then φ−1 is order-preserving (anti-
order-preserving) when precisely φ is order-preserving (anti-order-preserving).
Proof. Suppose that φ−1 is order-preserving and φ is anti-order-preserving. Let
M ∈M and u0 ∈ MH. Let v1 and v2 be in M⊥H such that they are linearly
independent. Since φ−1 is order-preserving, there exist x0 and yi (i = 1,2) such
that
φ−1(u0 ⊗ vi)= x0 ⊗ yi, i = 1,2;
namely,
φ(x0 ⊗ yi)= u0 ⊗ vi, i = 1,2.
Since φ is anti-order-preserving, there exist ui and v0 such that
φ(x0 ⊗ yi)= ui ⊗ v0, i = 1,2.
Thus v1 and v2 are linearly dependent. This is a contradiction. ✷
Next we shall prove that if φ is order-preserving then φ can reduce a special
order isomorphism fromN ontoM. For this, we introduce the following concept.
Definition 3.5. Suppose that N belongs to N . A vector x is called a maximal
element of N (respectively, N⊥) if N = inf{N ′: x ∈N ′H,N ′ ∈N } (respectively,
N = sup{Q: x ∈Q⊥H,Q ∈N }). In this case we also call N (respectively, N⊥)
the minimal element of x .
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Let N be a nonzero element of N . If N = N−, then any nonzero vector in
(N − N−)H is a maximal element of N . If N = N−, let {Nk} be an increasing
sequence in N such that SOT-limk→∞Nk = N . Pick up a unit vector xk in
Nk+1 −Nk for every k; then the vector x =∑∞k=1(1/k)xk is a maximal element
of N . On the other hand, it is easy to verify that the minimal element of a nonzero
vector x is also equal to the closure of {Ax: A ∈ T (N )}.
Lemma 3.6. If φ preserves rank one and is order-preserving, then there is an
order isomorphismN → N̂ fromN ontoM such that φ(x⊗y)= N̂φ(x⊗y)(I−
N̂) for every N ∈N and every x ∈NH, y ∈N⊥H.
Proof. For every N ∈ N , let xN be a fixed maximal element of N . Since φ is
order-preserving, there exists a vector uN such that for every y ∈N⊥H,
φ(xN ⊗ y)= uN ⊗ v (3.1)
for some v. It is clear that the vector uN is uniquely determined by xN to within a
scalar factor. Let N̂ be the minimal element of uN in M. Then the map N → N̂
is well-defined and the vector v in the right of the equality (3.1) is in N̂⊥H.
For every N ∈N , let vN be a fixed maximal element of N̂⊥. Then by Propo-
sition 3.4 and (3.1) there exists y0 such that
φ(xN ⊗ y0)= uN ⊗ vN ;
hence y0 ∈N⊥H and hence for every x ∈NH we have
φ(x ⊗ y0)= u⊗ vN , (3.2)
thus u is in N̂H. By (3.1) and (3.2), there exists a scalar λ such that
φ(x ⊗ y)= λu⊗ v,
which implies
φ(x ⊗ y)= N̂φ(x ⊗ y)N̂⊥. (3.3)
Now we prove that the map N → N̂ is an order-preserving isomorphism.
Suppose that N1 and N2 are in N such that N1 <N2. Let yN1 and yN2 be the
maximal elements of N⊥1 and N⊥2 , respectively. Suppose
φ(xN1 ⊗ yN1)= u1 ⊗ v1 and φ(xN2 ⊗ yN2)= u2 ⊗ v2.
By (3.3), v1 ∈ (N̂1)⊥H and u2 ∈ N̂2H. If N̂1  N̂2, then u2 ⊗ v1 ∈ J . Thus there
exists a scalar η such that
φ−1(u2 ⊗ v1)= η(xN2 ⊗ yN1).
By the definition of xN2 , yN1 ∈ N⊥2 H. Therefore N1  N2, which conflicts with
the hypothesis. That is to say the map N → N̂ is order-preserving and injective.
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Suppose that M ∈M. Let uM and vM be the maximal element of M and M⊥,
respectively. Then there exists x0 ⊗ y0 ∈A such that
φ(x0 ⊗ y0)= uM ⊗ vM.
Let N be the minimal element of x0; then y0 ∈N⊥. By (3.3),
uM ⊗ vM = φ(x0 ⊗ y0)= N̂φ(x0 ⊗ y0)N̂⊥.
Therefore uM ∈ N̂H and vM ∈ N̂⊥H. This forces N̂ M and N̂⊥ M⊥, and
hence M = N̂ . That is to say the map is onto. ✷
Proposition 3.7. Suppose that φ preserves rank one and is order-preserving. Let
N be a nontrivial element in N and N̂ be the range of N under the isomorphic
obtained in Lemma 3.6. Then there exist operators UN and VN such that
(i) UN :NH→ N̂H and VN : (I −N)H→ (I − N̂)H;
(ii) UN and VN are surjective isometric operators;
(iii) φ(x ⊗ y)= (UNx)⊗ (VNy) whenever x ∈NH and y ∈ (I −N)H.
Proof. Fix unit vectors x0 in NH and y0 in (I −N)H. Suppose that φ(x0⊗y0)=
u0 ⊗ v0 and ‖u0‖ = ‖v0‖ = 1. By Lemma 3.6, for each x ∈ NH there exists
u ∈ N̂H such that
φ(x ⊗ y0)= u⊗ v0.
Thus ‖u‖ = ‖x‖ and the map x → u is linear, isometric and onto (considering
φ−1). Define UN :NH→ N̂H by UNx = u. Then φ(x ⊗ y0) = UNx ⊗ v0 for
each x ∈ NH. Likewise, there is a unitary operator VN from (I − N)H onto
(I − N̂)H such that φ(x0 ⊗ y)= u0 ⊗ VNy for each y ∈ (I −N)H.
Consequently, there is a scalar µ(x, y) such that φ(x ⊗ y) = µ(x, y)UNx ⊗
VNy for each x ∈ NH and y ∈ (I − N)H. We will prove µ(x, y) = 1 and
complete our job.
Let x be in NH such that x and x0 are linearly independent; then so are UNx
and u0 =UNx0. For every y ∈ (I −N)H, we have
µ(x + x0, y)UNx ⊗ VNy +µ(x + x0, y)UNx0 ⊗ VNy
= µ(x + x0, y)UN(x + x0)⊗ VNy = φ
(
(x + x0)⊗ y
)
= µ(x, y)UNx ⊗ VNy + u0 ⊗ VNy,
that is,(
µ(x + x0, y)−µ(x, y)
)
UNx ⊗ VNy =
(
1−µ(x + x0, y)
)
u0 ⊗ VNy.
Hence(
µ(x + x0, y)−µ(x, y)
)
UNx =
(
1−µ(x + x0, y)
)
u0,
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therefore since UNx and u0 are linearly independent we have that µ(x, y) =
µ(x + x0, y)= 1.
If x and x0 are linearly dependent, it is clear that µ(x, y)= 1. ✷
Lemma 3.8. Let J be a radical-type left ideal of the nest algebra T (N ). Let B1
and B2 be radical-type left (or right) ideals of the nest algebra T (M). Suppose
that φi is a linear surjective isometric map from J onto Bi (i = 1,2) such
that φ1(K) = φ2(K) for every compact operator in J and φ1(KN ∩ RN ) =
φ1(KN ∩RN )=KM ∩RM. Then B1 = B2 and φ1 = φ2.
Proof. Let D be the closed algebra generated by B1 and B2. Then D is also a
radical-type left (or right) ideal of T (M) by Lemma 1.4. Let ψ be the restriction
of φ1 (or φ2) to KN ∩RN . Let f be a functional on KM ∩RM and f˜ be the
Hahn–Banach extension of f to B. Then φ∗i f˜ (i = 1,2) is the extension of ψ∗f
(a functional on KN ∩RN ) to J . Since
‖φ∗i f˜ ‖ ‖f˜ ‖ = ‖f ‖ = ‖ψ∗f ‖, i = 1,2,
both φ∗1 f˜ and φ∗2 f˜ are Hahn–Banach extensions of ψ∗f . By Proposition 1.7 and
Lemma 1.6,
φ∗1 f˜ = φ∗2 f˜ . (3.4)
Let x ⊗ y be any rank one operator on H, define the functional f on KM ∩RM
by f (K) = (Kx,y) for K ∈ KM ∩ RM. Define the extension f˜ of f to D
by f˜ (D) = (Dx,y). By Proposition 1.2(4), for any D ∈ D, there is a net Fα
of finite rank operators in K ∈KM ∩RM such that ‖Fα‖ ‖D‖ and (Dx,y)=
limα(Fαx, y). Thus∣∣f˜ (D)∣∣= |(Dx,y)| = lim
α
|(Fαx, y)| = lim
α
|f (Fα)| ‖f ‖‖D‖,
and then f˜ is the Hahn–Banach extension of f . By (3.4), for every A ∈ J , we
have (φ1(A)x, y) = (φ2(A)x, y). Since x and y are arbitrary, φ1(A) = φ2(A).
Consequently, φ1 = φ2 and B1 = B2. ✷
In what follows, we fix an involution J on H. Namely, J is an isometric
conjugate-linear map ofH onto itself such that J 2 = I . It is easy to check that the
map T → JT ∗J is an *-anti-isomorphism of B(H) onto itself. Our main theorem
in this section is the following.
Theorem 3.9. Let A be a radical-type left ideal of the nest algebraT (N ) and B
be a radical-type left (or right) ideal of the nest algebra of T (M). Let φ be a
linear surjective isometric map from A onto B. Suppose that φ preserves rank
one. Then we have the following possibilities:
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(i) there are unitary operatorU and V such that φ(A)=UAV for every A ∈A;
(ii) there are unitary operator U and V such that φ(A) = UA∗V for every
A ∈A.
Proof. We distinguish two cases.
Case 1. φ is order-preserving. By Proposition 3.7 and the proof of Proposi-
tion 1.6 in [1], there are linear surjective isometric maps
U : {x | x ∈NH, N ∈N , 0 <N < I }
→ {x | x ∈MH, M ∈M, 0 <M < I }
satisfying UN = N̂UN for every N ∈N with N < I , and
V : {x | x ∈N⊥H, N ∈N , 0 <N < I }
→ {x | x ∈M⊥H, M ∈M, 0 <M < I }
satisfying VN⊥ = N̂⊥VN⊥ for every N ∈N with I > N > 0, such that
φ(x ⊗ y)=Ux ⊗ Vy (3.5)
for all x ∈NH and y ∈N⊥H.
Now we construct the unitary operators U˜ and V˜ such that they are the
extensions of U and V , respectively, as follows. If IN− = I , where IN− = sup{N ∈
N : N < I }, then U is densely defined and then it can be extended to be a unitary
operator U˜ . If IN− = I , let
U˜ =
[
U 0
0 VIN−
]
onH= IN− H⊕
(
IN−
)⊥H.
Then U˜ is a unitary operator onH. Similarly, if 0N+ = 0, then V can be extended
to be a unitary operator V˜ . If 0N+ = 0, let
V˜ =
[
U0N+ 0
0 V
]
onH= 0N+ H⊕
(
0N+
)⊥H.
Thus by (3.5), φ(F)= U˜F V˜ ∗ for every rank one operator F in A and hence
φ(K)= U˜KV˜ ∗ for every compact operator in A.
It is easy to verify that U˜−1T U˜ ∈ T (N ) for every T ∈ T (M). Thus U˜AV˜ ∗ is
a left ideal of T (M). Moreover, U˜AV˜ ∗ is compact if and only if A is compact
for A ∈ A; therefore the set of compact operators in U˜AV˜ ∗ is KM ∩ RM and
hence U˜AV˜ ∗ is radical-type.
Now define an isometric map φ˜ from A onto U˜AV˜ ∗ by φ˜(A) = U˜AV˜ ∗ for
A ∈ A. Then φ(K) = φ˜(K) for every compact operators in A. By Lemma 3.8,
φ(A)= φ˜(A)= U˜AV˜ ∗ for every A ∈A.
Case 2. φ is anti-order-preserving. It is clear that JA∗J is a radical-type left
(or right) ideal of T (N⊥), where A∗ = {A∗: A ∈A} and N⊥ = {N⊥: N ∈N }.
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Define the map JA∗J → B by Φ(JA∗J ) = φ(A), then Φ is a linear isometric
map which is order-preserving. Thus Φ(JA∗J ) = UJA∗JV for some unitary
operators U and V , and hence φ(A)=UJA∗JV . ✷
Theorem 3.10. Let A be a radical-type left ideal of the nest algebra T (N ) and
B be a radical-type left (or right) ideal of the nest algebra of T (M). Let φ be a
linear surjective isometric map from A onto B. If both N and M are 1-admis-
sible, then we have the following possibilities:
(i) there are unitary operatorU and V such that φ(A)=UAV for every A ∈A;
(ii) there are unitary operator U and V such that φ(A) = UA∗V for every
A ∈A.
Proof. Since φ preserves the geometric rank, by Corollary 2.8, φ preserves rank
one. Thus the results follows from Theorem 3.9. ✷
Finally, we remark that Theorems 3.9 and 3.10 are valid whenA is radical-type
right ideal.
Acknowledgment
The author would like to thank the referee for the very thorough reading of the paper and many
helpful comments.
References
[1] M. Anoussis, A. Katsoulis, Compact operators and the geometric structure of nest algebras,
Indian Univ. Math. J. 45 (1996) 1175–1191.
[2] M. Anoussis, A. Katsoulis, Compact operators and the geometric structure of C∗-algebras, Proc.
Amer. Math. Soc. 124 (1996) 2115–2122.
[3] K.R. Davidson, Nest Algebras, in: Pitman Research Notes in Mathematics Series, Vol. 191,
Longman Scientific and Technical, Harlow, 1988.
[4] K.R. Davidson, The Russo–Dye theorem in nest algebras, Proc. Amer. Math. Soc. 126 (1998)
3055–3059.
[5] J.A. Erdös, Operators of finite rank in nest operators, J. London Math. Soc. 43 (1968) 391–397.
[6] P. Harmand, D. Werner, W. Werner, M-Ideals in Banach Spaces and Banach Algebras, in: Lecture
Notes in Mathematics, Vol. 1547, Springer-Verlag, Berlin, 1993.
[7] R.V. Kadison, Isometries of operator algebras, Ann. of Math. 54 (1951) 325–338.
[8] F. Lu, S. Lu, Finite rank operators in some ideals of nest algebras, Acta Math. Sinica 41 (1998)
113–118.
[9] R.L. Moore, T.T. Trent, Isometries of nest algebras, J. Funct. Anal. 86 (1989) 180–209.
[10] R.L. Moore, T.T. Trent, Extreme points of certain operator algebras, Indiana Univ. Math. J. 36
(1987) 645–650.
[11] J.R. Ringrose, On some algebras of operators, Proc. London Math. Soc. (3) 15 (1965) 361–383.
