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Here, we give a full account of a large collaborative effort toward an atomic-scale understanding of modern
industrial ammonia production over ruthenium catalysts. We show that overall rates of ammonia production
can be determined by applying various levels of theory (including transition state theory with or without
tunneling corrections, and quantum dynamics) to a range of relevant elementary reaction steps, such as N2
dissociation, H2 dissociation, and hydrogenation of the intermediate reactants. A complete kinetic model based
on the most relevant elementary steps can be established for any given point along an industrial reactor, and
the kinetic results can be integrated over the catalyst bed to determine the industrial reactor yield. We find
that, given the present uncertainties, the rate of ammonia production is well-determined directly from our
atomic-scale calculations. Furthermore, our studies provide new insight into several related fields, for instance,
gas-phase and electrochemical ammonia synthesis. The success of predicting the outcome of a catalytic reaction
from first-principles calculations supports our point of view that, in the future, theory will be a fully integrated
tool in the search for the next generation of catalysts.
I. Introduction
The discovery of nitrogen fixation from air was recently
suggested1 to be the most important scientific advancement of
the 20th century. Such a statement is of course hard to verify;
however, it indicates the importance of industrial ammonia
synthesis. This point of view is further strengthened if one
considers that more than 1% of the entire global energy
consumption is used for ammonia production.2 The reason
behind the subscribed importance is ammonia’s use as a
fertilizer, that is, to enhance food production. Given the increase
in world population, there is no reason to suspect that the need
for ammonia will be any less in the future.
Ammonia synthesis is strongly inhibited by the necessary
activation of the N2 molecule. For instance, N2 activation in
the gas phase requires extreme conditions, such as those present
during lightning storms. Such a method for nitrogen fixation
was actually commercialized during the early 20th century, but
energy consumption was enormous.3 Nature uses an alternative
route where the enzyme nitrogenase catalytically fixes nitrogen
under ambient conditions.4,5 Mankind, however, relies on the
Haber-Bosch process for its supply of ammonia. Energy
consumption for this process is remarkably low, compared to
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other means of ammonia production, and it is well suited for
large-scale manufacturing.6
The Haber-Bosch process produces ammonia from gaseous
N2 and H2, which flow over a catalyst. The reaction follows
a Langmuir-Hinshelwood (LH) mechanism, where both reac-
tants are dissociatively adsorbed on a surface before any reac-
tion between their fragments takes place; see Figure 1. Each
reaction step obeys microscopic reversibility, and the elementary
reaction steps are the following:
where / and X/ correspond to an empty site and an adsorbed X
chemical compound, respectively.
The relative simplicity and importance of ammonia synthesis
has made it “the textbook example” in heterogeneous catalysis.
As such, it is commonly used as a test reaction to develop new
concepts and ideas.7 This is also reflected by the enormous
amount of research studies in the literature, where some central
works are collected in a series of monographs.8-10 Hence, it is
natural that ammonia synthesis has been the very first hetero-
geneous catalytic reaction to be fully characterized from first
principles to the extent that its productivity has been predicted
for a supported technical catalyst with a surprisingly high level
of accuracy. Involved studies range from the search for quantum
tunneling corrections and molecular dynamics to a theoretical
treatment of the nanosized catalytic particles. In this way, it
differs from other first-principles studies of various catalytic
reactions, such as ethylene hydrogenation,11 ethylene oxida-
tion,12-14 NO and CO reduction,15,16 selective catalytic reduction
of NO,17 zeolite catalysis,18 and CO oxidation.19,20
The technology behind the Haber-Bosch process was
developed by Fritz Haber21 and Carl Bosch22 almost a century
ago.3 Haber first determined the thermodynamic equilibrium of
ammonia under atmospheric pressure and high temperature,
1000 °C, with the help of an iron (Fe) catalyst.23 Even though
the amount of ammonia produced was small, the success showed
that ammonia can be produced directly from gaseous N2 and
H2. Later, Haber suggested more optimal operational condi-
tions: pressures around 150-200 atm and temperatures around
500 °C. Bosch solved several technical problems related to these
extreme conditions and created the technology to commercialize
ammonia production.
The enormous impact of their pioneering work was recog-
nized by the scientific community. In 1918, Fritz Haber received
the The Nobel Prize in Chemistry “for the synthesis of ammonia
from its elements”, and Carl Bosch got The Nobel Prize
in Chemistry in 1931 “in recognition of his contributions to
the invention and development of chemical high pressure
methods”.
During the period from 1909 to 1912, Alwin Mittasch24
conducted the first ever large-scale screening experiment to find
a substitute to Haber’s exotic osmium- and uranium-based
catalysts used at that time. All in all, some 3000 catalyst
compositions were tested in about 20 000 small-scale experi-
ments. He arrived at an Fe-based catalyst, which is actually very
similar to the catalyst used today.24 Although ruthenium (Ru)
was considered to be an interesting candidate during the same
experiments,25 it was not until the 1970s26,27 that Ru was
recognized as the best elementary metal catalyst.28,29 Today, it
is known that Ru has considerably higher activity than Fe, at
least at low temperature and close to the thermodynamic
equilibrium.29-33 However, because of the higher price of Ru
and its shorter catalytic lifetime, the dominance of iron-based
catalysts has only recently been challenged by promoted Ru
catalysts.34-36
In the 1930s, Emmett et al.37,38 found strong experimental
evidence that N2 dissociation over Fe catalysts is the rate-
limiting step for ammonia synthesis under industrially relevant
conditions. The improvements of surface science techniques
made since the late 1970s have further strengthened this
view.39-43 The same is true for Ru, as concluded by detailed
self-consistent solutions of a simplified microkinetic model for
ammonia synthesis.44,45 This model shows that, despite the
relatively high hydrogenation barriers, N2 dissociation is rate
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H2 + 2/ h 2H/ (1)
N2 + 2/ h 2N/ (2)
N/ + H/ h NH/ + / (3)
NH/ + H/ h NH2/ + / (4)
NH2/ + H/ h NH3/ + / (5)
NH3/ h NH3 + / (6)
Figure 1. Calculated reaction pathways for ammonia synthesis over
flat (dashed line) and stepped (solid line) Ru surfaces. The transition
state configurations for N2 dissociation over the two surfaces are shown
in the insets.
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limiting both in the Campbell definition46 and in the Dumesic/
de Donder sense47 of rate determination.
In recent years, a more and more detailed molecular picture
of the way solid surfaces act as catalysts for chemical reactions
has emerged. During the past decades, it was concluded both
from experiments48-50 and theory51-55 that a direct link exists
between the ultra-low-pressure surface science results and
ammonia synthesis on Fe at elevated pressure and temperature.
It was also shown that combining activation barriers and
adsorption energies from density functional theory (DFT)
calculations44 in a microkinetic model makes it possible to
predict the relative reaction rates of different catalysts.56 This,
in turn, provides an explanation of the volcano curve in ammonia
synthesis28 and furthermore gives the reason why a combination
scheme between elements on the two sides of the volcano can
result in improved catalysts.28,32,57,58,59
The purpose of the present paper is to show that modern-
day theory is able to, semiquantitatively, predict the turnover
frequency (TOF) of an industrially relevant catalytic reaction.
Here, ammonia synthesis serves as our example, as it includes
most issues relevant for heterogeneous catalysis. Of course, as
a catalytic reaction, it still remains simple and there are plenty
of experimental results for comparison. In the paper, we give a
full account of the many different aspects involved in a first-
principles understanding of an industrially relevant catalytic
reaction. Due to the complexity, we divide the problem into N2
dissociation, H2 dissociation, hydrogenation of the intermediate
reactants, and the construction of a complete model for ammonia
synthesis.
The paper is structured accordingly, and each subject
will be presented in a separate section. In addition, we pre-
sent details in ammonia gas-phase chemistry and a bioin-
spired way of making ammonia. In the discussion and over-
all conclusions section, we give the main results and put them
into a more general perspective. This is followed by a short
outlook.
II. Ammonia Gas-Phase Chemistry
Industrially relevant reactions performed through the use of
heterogeneous catalysis are usually complicated multistep
processes that are difficult to characterize in detail both from
the experimental and theoretical points of view. Some of these
processes have close analogues in elementary gas-phase reac-
tions that can be examined by means of rigorous theories with
the use of highly accurate ab initio electronic structure calcu-
lations. Such studies may help a detailed understanding of the
uncatalyzed reaction paths and stand as the ground for fur-
ther theoretical investigations aiming at the improvement of
chemical manufacturing processes and the design of new
catalysts. In the case of nitrogen hydrogenation leading
to ammonia, the industrial and natural mechanisms are thought
to proceed through different routes,60 with nitrogen atoms being
hydrogenated in industrial processes but nitrogen molecules
in biological ones. It is also known that the gas-phase
hydrogenation of nitrogen can occur without a catalyst only
under extreme conditions due to the high energy barriers
involved, although a detailed mechanism of the reaction steps
has not been established thus far. Radical reactions such as
N + H f NH, NH + H f NH2, and NH2 + H f NH3
can therefore be considered as gas-phase analogues for the
Haber-Bosch processes, while gas-phase reactions related
to molecular hydrogenation of nitrogen (e.g., N2 + H2 f
N2H + H and NH2 + H2 f NH3 + H) would mimic elemen-
tary steps in the biological catalytic mechanism. The modeling
of accurate global potential energy surfaces (PESs) for the
NxHy systems followed by the appropriate nuclear dynamics
studies helps therefore to create a proper understanding of the
elementary reactions involved in nitrogen/hydrogen chemistry.
In particular, a global PES for the ground electronic state of
N2H2 is key for dynamics studies of the addition of a first
hydrogen molecule to nitrogen, which is thought to be the rate-
determining step in the hydrogenation process leading to
ammonia.61
The double many-body expansion62 (DMBE) method is a well
established approach for modeling accurate global PESs of small
and medium sized systems. It has been successfully applied to
many triatomic species (including all relevant triatomic frag-
ments of N2H2: HN2(2A′),63 NH2(2A′′),64 and NH2(4A′)65) as
well as tetratomic (e.g., HO366 HSO267) and even larger
polyatomic (HO468 and HO569) reactive systems. The method
has been reviewed in detail elsewhere,62 and hence, only the
essential aspects will be surveyed. In DMBE theory, the energy
is partitioned into its dynamical correlation (dc) and extended
Hartree-Fock (EHF) parts, which are both written as cluster
(many-body) expansions. For an N-atom system, it assumes the
form
where Rn specifies any set of n(n - 1)/2 interatomic distances
referring to n atoms, Vx
(n)
are the n-body terms for the
x()EHF,dc)-energy component, and the summations in eq 7
run over all n-atomic (n e N) fragments. In DMBE theory, the
extended Hartree-Fock terms, which include the nondynamical
correlation, are modeled from accurate ab initio data. In turn,
the dynamical correlation part that accounts for the true
correlation of the electrons (and hence for the long-range
induction and dispersion energy components) is approximated
by physically motivated forms that are calibrated from accurate
ab initio data, often with the help of properties obtained via
perturbation calculations. The DMBE method provides therefore
a global PES that shows both the correct long-range behavior
at the dissociation channels and a realistic representation dictated
by the calculated ab initio energies at other regions of the
molecule configuration space.
Single-valued PESs for HN2(2A′), NH2(2A′′), NH2(4A′), and
N2H2(1A), which are possible fragments of NxHy, were con-
structed through a procedure that involves the calculation of
many thousands of high-level ab initio points. The multirefer-
ence configuration interaction (MRCI)70 method with the aug-
cc-pVQZ basis set of Dunning (AVQZ)71,72 and the full valence
complete active space (FVCAS)73 wave function has generally
been utilized. All calculations were performed using the
MOLPRO74 suite of programs.
For HN2(2A′), NH2(2A′′), and NH2(4A′), ab initio data points
were corrected by the DMBE-SEC75 [DMBE-scaling of the
external (dynamical) correlation] method. For N2H2, the DMBE
form76 employed as building blocks the functions of similar type
already reported for NH2(2A′′),64 NH2(4A′),65 and HN2(2A′).63
Care was taken of the fact that dissociation of N2H2 correlates
with the doublet state of atomic nitrogen at some regions of
configuration space while at others it involves its ground state.
Moreover, the electrostatic energy terms were added to account
for dipole-dipole, dipole-quadrupole, and quadrupole-quad-
rupole interactions. Local four-body energy terms of the
extended Hartree-Fock type have also been added to mimic
the relevant stationary points as determined from ab initio
V(RN) ) ∑
n)2
N
∑
RnRN
[VEHF(n) (Rn) + Vdc(n)(Rn)] (7)
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calculations at the MRCI/aug-cc-pVQZ level subsequently
corrected for size consistency according to the Davidson
(+Q)77 scheme. The accuracy of such an approach was tested
by comparison with the heat of formation of trans-N2H2.
The results show78 that relative, zero-point-energy-corrected,
MRCI(+Q)/aug-cc-pVQZ energies agree to chemical accuracy
with the best experimental79 and theoretical80 results. By fur-
ther scaling the ab initio dynamical correlation energy of
the N2H2 system, after the Davidson corrections were put
in, not only the good relative positions for the minima and sad-
dle points were maintained but also the correct exotherm-
icities insured for all dissociation channels.76 We emphasize that
the single-valued DMBE form for N2H2 and its fragments
includes a proper description of long-range forces at all
asymptotic channels. Moreover, the geometry and spectros-
copy of the main stationary points are reproduced accu-
rately when compared with the best available theoretical80-83
and experimental79,84 data. In fact, the above DMBE potential
energy surfaces63-65,76 probably stand as the most accurate
representations published thus far, being commended for both
quantum85,86 and classical87 dynamics studies of the associated
reactions.
The reaction mechanism of the N2/H2 conversion to NH3 has
been recently studied by Hwang and Mebel with G2M(MP2)//
MP2/6-31G** theory.61 Further insight was obtained by analyz-
ing features of relevant NxHy DMBE surfaces. For the molecular
mechanism of nitrogen hydrogenation, the N2H276 PES is
required for studies of the first reaction step. For diazene
formation from N2 and H2, the perpendicular approach of the
reactant molecules leading to iso-N2H2 via TS5 was found to
be favorable over the parallel one leading to cis-N2H2 via TS4.78
Moreover, it was established61,78 that in both cases barriers
of more then 5.2 eV relative to the N2 + H2 dissociation limit
are involved; see Figure 2 for the relative stabilities of the major
stationary points and Figure 3 for sample two-dimensional
cuts of the global N2H2 DMBE potential energy surface at
its current stage of development. On the other hand, no barrier
was found for N2H2 formation from any of the radi-
cal channels: NH + NH, NH2 + N, and N2H + H (see Figure
3). Such a result implies that radical processes are strongly
favored when compared to the formation of NxHy species from
molecular nitrogen and hydrogen. In particular, this sug-
gests that the presence of hydrogen radicals can promote
hydrogenation of molecular nitrogen. It may also explain why
ammonia formation can occur under extreme conditions such
as lightning where radicals are likely to be present. For the
radical mechanism, it has already been proposed61 that the
reaction
and subsequent chain reactions may be key for uncatalyzed
nitrogen hydrogenation. The N2H DMBE form63 predicts two
symmetry-related metastable minima, which lie 0.20 eV above
the N2 + H asymptote and 0.46 eV below the corresponding
transition states (Figure 4), in good agreement with the best
available theoretical results.81 On the basis of this PES estimation
of the thermal high pressure, direct and reverse rate constants
were established for the reaction of the unimolecular decom-
position of N2H, which is of relevance in nitrogen combustion
chemistry.
In summary, the above DMBE potential energy surfaces give
insight into the first steps of molecular and radical hydrogenation
of N2 leading to ammonia production. To fully understand such
gas-phase reactions and search for less unfavorable gas-phase
Figure 2. Positions of the stationary points on the global potential
energy surface for N2H2 relative to the N2 + H2 limit. All energies are
in electronvolts, calculated at the MRCI(+Q)/aug-cc-pVQZ//FVCAS/
aug-cc-pVQZ level and corrected for zero-point energy.
Figure 3. Selected 2D cuts of global DMBE-PES for N2H2(1A). The
contour lines span the energy interval [-15.0, 5.0] eV in steps of 0.5
eV. All energies are relative to the atomic limit (2N + 2H). (a) Contour
plot for the parallel approach of N2 and H2, with the x-axis correspond-
ing to the N-N and H-H distances and the y-axis to the distance
between the center of mass of both molecules (note that the N2H2
structure is distorted from the cis-N2H2 minimum). (b) Contour plot
for the perpendicular approach of N2 and H2, with the x-axis corre-
sponding to the N-N distance and the y-axis to the distance between
the center of mass of H2 and one of the nitrogen atoms (the H-H
distance is kept fixed at 3.0a0, which compares with the value of
3.2861a0 for the iso-N2H2 minimum). (c) Contour plot for the H +
N2H f NH + NH channel; the x-axis (y-axis) denotes the N-N (N-
H) distance, with all other distances and angles being kept fixed at the
values corresponding to the cis-N2H2 minimum.
N2 + H f N2H (8)
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mechanisms, further work is required to generate additional
global NxHy potential energy surfaces.
III. Quantum Rate Calculations on N2 Dissociation
In heterogeneous ammonia synthesis, nitrogen molecules do
not directly react with hydrogen. Instead, dissociative adsorption
of nitrogen on the catalyst surface precedes the hydrogenation
reactions. The dissociation of N2 is the rate-limiting step in the
overall ammonia synthesis process; that is, it is the reaction
with the lowest reaction rate under synthesis conditions;44,45 see
the introduction part. The rate constant for this reaction is
therefore an essential input parameter in kinetic models predict-
ing the rate of ammonia synthesis.
In section VI, the reaction rate for dissociative adsorption of
N2 is calculated using harmonic transition state theory (TST).
However, this treatment neglects quantum effects. Several
authors have suggested that quantum tunneling is important
for dissociative adsorption of N2.88-93 Therefore, the question
arises if TST can be used to predict the rate of ammonia
production. To answer this question, we performed quantum
dynamics calculations for the rate of dissociative adsorption of
N2 on a stepped Ru(0001) surface. A realistic PES based on
DFT calculations94 was employed. In this section, the tunneling
effect is examined by comparing the rate constants obtained
from the exact quantum calculations and from classical harmonic
TST.
Accurate quantum mechanical calculations of the rate constant
are possible without solving the full scattering problem.
Employing flux correlation functions,95-97 reaction rates can be
calculated by dynamical simulations restricted to the region in
the vicinity of the reaction barrier. The underlying theory is
exact; that is, it yields rigorously correct thermal rate constants,
k(T), and cumulative reaction probabilities, N(E) (i.e., the sum
of the initial state selected reaction probabilities for all possible
initial states), for the given dynamical model. The present work
employs a scheme described in detail in ref 98.
To further increase the efficiency of the calculations,
the multiconfiguration time-dependent Hartree (MCTDH)
approach98-101 is employed for real and imaginary time
propagations in the dynamical simulations. The MCTDH method
is an exact time-dependent wave packet method using time-
dependent basis functions. These basis functions, called single-
particle functions, form an optimal basis set for the wave
function representation. Since the MCTDH method is particu-
larly efficient for direct processes, which typically occur on a
short time scale, it is ideally suited for calculations of rate
constants of activated processes.
In the dynamical model, all six nitrogen degrees of freedom
are included, while the positions of the surface atoms are frozen.
The six-dimensional (6D) PES for the transition state region is
constructed by interpolation of DFT data using the Shepard
interpolation scheme.94 Figure 5 shows a contour plot of the
potential energy as a function of the transition state normal
modes Q5 and Q6, with optimized coordinate values for Q1-
Q4 in the neighborhood of the transition state. Q6 is the reaction
coordinate; it corresponds mainly to N-N stretching, while
mode Q5 mainly involves the motion of N2 perpendicular to
the surface. The barrier height of 1.0 eV is significantly larger
than the barrier height obtained from the DFT calculations
described in section VI (0.49 eV). This difference results from
the frozen (this section) and relaxed (section VI) treatment of
the surface atoms. Relaxation of the surface atoms thus has a
large effect on the barrier height (the energy difference between
the asymptotic area and the transition state region); it yields
only minor modifications of the shape of the PES in the vicinity
of the transition state.102 Thus, the magnitude of the tunneling
effect will be very similar independent of whether frozen or
relaxed surface atoms are used in the dynamical model.
The accurate quantum mechanical rate constant for the six-
dimensional model was calculated using the methodology
outlined above. See ref 94 for details of the calculations. The
ratio between the accurate quantum mechanical result and the
result of harmonic TST (employing the same PES) is presented
in Figure 6. Figure 6 clearly shows that harmonic TST yields
an adequate description for temperatures above room temper-
ature. Even at a temperature as low as 200 K, the TST result
Figure 4. Stationary points and 2D cut of the DMBE potential energy
surface for HN2(2A′). In panel a, the energies are in electronvolts and
relative to the N2 + H asymptote, while, in panel b, they are relative
to the atomic limit (2N + H). The energy contours start at -15.0 eV,
being equally spaced by 0.5 eV.
Figure 5. Potential energy surface for N2 on Ru, as a function of
normal coordinates Q5 and Q6 (Q1-Q4 are relaxed). The equipotential
lines are for energies between 0.7 and 1.2 eV, with a spacing of 0.05
eV.
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and the accurate quantum result differ by less than a factor of
1.4. Since quantum tunneling is neglected in TST, the good
agreement between harmonic TST and accurate quantum results
shows that quantum tunneling is not important for N2 dissocia-
tion on Ru or other related systems. Thus, theoretical data based
on TST calculations can therefore reliably be used as input data
for kinetic models predicting the rate of ammonia production.
IV. Quantum Dynamical Calculations on H2 Dissociation
Because the dissociative chemisorption of H2 on Ru is one
of the elementary reaction steps involved in ammonia produc-
tion, it is also important to have an in-depth understanding of
this step. Therefore, we have performed detailed quantum
dynamical calculations on the dissociation of H2 on the (0001)
face of Ru, as a large fraction of the surface area of Ru
nanoparticles corresponds to this face.103
It has been shown that reasonably accurate probabilities for
the dissociation of H2 on metal surfaces can now be calculated,
thanks to three recent developments. First, the use of the
generalized gradient approximations (GGAs) to the exchange-
correlation energy104,105 makes it possible to compute fairly
accurate molecule-surface interaction energies. Moreover,
application of periodic boundary conditions in either a three-
dimensional (3D) supercell approach106 or a two-dimensional
(2D) slab approach107 ensures the rapid convergence of these
energies. Second, the DFT data can now be accurately repre-
sented in global PESs, using for instance the corrugation
reducing procedure (CRP).108,109 Third, quantum dynamical
methods in which the motion of all six degrees of freedom of
H2 can be treated accurately, with essentially no approxi-
mations,110-112 have been developed. Recent 6D quantum
dynamics calculations based on DFT-obtained PESs interpolated
with the CRP method gave good agreement with experimental
dissociation probabilities for H2 + Pd(111)113 and Pt(111).112
The goals of the DFT and time-dependent wave packet
(TDWP) calculations on H2 + Ru(0001) were twofold. The main
goal was to predict the reaction rate for the dissociative
chemisorption of H2 on a much exposed surface of Ru
nanoparticles (i.e., the 0001 face) for use in modeling of
ammonia production from first principles. The second goal was
to test the accuracy of two different but widely used GGA
functionals (the Perdew-Wang-91 (PW91)104 and the revised
Perdew-Burke-Ernzerhof (RPBE)105 functionals), by predict-
ing reaction probabilities as a function of the collision energy
for dissociative chemisorption of H2 on the clean Ru(0001)
surface. Hopefully, future experimental work will show us which
functional performs best for this system. Note that, in principle,
calculations of an elementary dissociation reaction on a bare
surface, such as those discussed here for H2 + Ru(0001), form
an even more stringent test of the PES accuracy than calculations
on the overall rate of a catalytic reaction (as presented here for
the formation of ammonia over Ru nanoparticles). In the latter
case, the effect of barriers being too low (too high) is usually
compensated by the effect of the chemisorption energy of
reaction intermediates being too high (low), leading to a
coverage that is too high (low);114 see section VI.
The PES for the interaction of the H2 molecule with the bare
Ru(0001) surface was obtained using a combination of DFT-
GGA calculations and interpolation techniques.115 In the DFT-
GGA calculations, the Ru(0001) surface was modeled within a
supercell approach using a three-layer slab. The interlayer
distance was relaxed by total energy calculations, and each layer
was built using a (2  2) unit cell. The (2  2) cell is large
enough to prevent undesired interactions between the periodi-
cally repeated H2 molecules. A vacuum region of 13.1 Å along
the direction perpendicular to the surface plane was included
in the supercell construction.
The Ru(0001) surface has a C3V symmetry, but in order to
reduce the number of 2D cuts needed for the interpolation, we
imposed a C6V symmetry, which effectively means that the small
difference between hexagonal close-packed (hcp) and face-
centered cubic (fcc) hollow sites in the surface layer (see Figure
7a) is neglected. This approximation was carefully checked, and
the errors introduced were found to be negligible for the purpose
of our work.115
The first-principles data sets for the interpolation were
calculated employing DFT as implemented in the DACAPO
code.116 The electronic wave functions were expanded in a basis
set of plane waves, and the ion cores were described by nonlocal
ultrasoft pseudopotentials. A GGA level of theory was adopted
for the self-consistent electron density using the PW91 exchange-
correlation functional. The energies were derived using both
the PW91 and RPBE functionals, in the latter case by post-scf
calculations.
On the basis of the DFT-GGA calculated potential ener-
gies, an analytical 6D PES was built using the CRP.108,109
This method proved to provide very accurate interpolation
results for H2 molecules interacting with several metal sur-
faces.108,109,115,117,118 The essence of the method is that the
interpolation is not carried out on the highly corrugated DFT-
GGA data itself but on the much smoother interpolation function
obtained by first subtracting the separate atomic interactions
with the surface. Details of the approach, and the interpolation
techniques employed, can be found in refs 108 and 109.
Reaction probabilities and rate constants for dissociative
chemisorption of H2 on bare Ru(0001) were computed119 by
solving the time-dependent Schro¨dinger equation using the
TDWP method.120 The implementation of the TDWP method
we use for surfaces of hexagonal symmetry is described in ref
112. The method makes use of the discrete variable representa-
tion (DVR) for four of the six degrees of freedom of H2 and of
a nondirect product finite basis representation121 for the two
remaining degrees of freedom, that is, the angles of orientation
of the molecule. All six molecular degrees of freedom are treated
quantum mechanically, with essentially no approximations. The
wave function is propagated in time using the split-operator
method,122 starting from a suitably chosen initial wave function
representing the molecule moving toward the surface at normal
incidence, in a given initial rovibrational state, and with a range
of initial translational energies normal to the surface. The part
of the wave function that is reflected from the surface is analyzed
Figure 6. Ratio of the accurate quantum rate constant for N2
dissociation, k, and the harmonic TST result, kTST, as a function of the
temperature.
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to obtain S-matrix elements123 for diffractionally, rotationally,
and vibrationally (in)elastic scattering. From the S-matrix
column that is calculated, probabilities, Pif(Ez), are extracted
for scattering from the initial state, i, to the final state, f, at the
normal translational energy, Ez. Summation of these probabilities
yields the reflection probability, and subtraction from unity
yields the initial state resolved reaction probability, Ri(Ez).
Assuming (i) that normal energy scaling (NES) applies (i.e.,
that the reaction probability only depends on the component of
the collision energy normal to the surface) and (ii) that the
reaction probability is independent of the initial rovibrational
state of H2, the rate constant for reaction can then be computed
from
with i ) (V ) 0, j ) 0). In eq 9, p is pressure, m is the mass
of H2, and îz is the initial velocity of the molecule normal
to the surface and corresponding to the translational energy,
Ez. Approximation ii was shown to work well for the
H2 + Pt(111) system,124 which is similar to H2 + Ru(0001)
(it is activated and exhibits early barriers over a similar
energy range), but the first approximation (i) needs further
testing.
The results of the 6D PES interpolation were carefully tested
in order to determine the agreement with the (pointwise) first-
principles data. The average error in the interpolation with
respect to the DFT-GGA energies is found to be about 3 meV
and the maximum error not larger than about 30 meV in the
regions of the configuration space that are important for the
quantum dynamics simulations (i.e., in the entrance channel
where the first reaction barriers are located). These numbers
prove the high accuracy achieved in the construction.
The two GGA functionals employed produce rather distinct
PESs. The differences were investigated in detail. Though both
functionals predict the lowest barrier to dissociation on top of
a Ru atom with the H2 molecule oriented parallel to the surface
(see the related 2D cut of the PES in Figure 7), the PW91 PES
shows a higher reactivity than the RPBE PES, with lower-energy
and earlier located (farther from the Ru surface) dissociation
barriers (see Table 1). A possible reason for the dissociation
barriers being lower for the PW91 functional is that this
functional yields more overbinding for atom-surface and
molecule-surface interactions than the RPBE functional,105
noting that the PBE functional typically yields results very
similar to the PW91 functional.
The differences in barriers between the two PESs increase
when moving from the site with the lowest barrier toward those
with higher barriers and in general for the H2 molecule getting
closer to the surface. Moreover, the energetic corrugation (range
of barrier heights) displayed by the RPBE PES is larger than
the PW91 PES while the geometric corrugation (range of barrier
positions) is smaller (see Table 2).
In conclusion, reaction probabilities computed for H2 + Ru-
(0001) with the PW91 and the RPBE PES are compared in
Figure 8. In both cases, the reaction probability curves exhibit
a monotonic increase with increasing collision energy. This
energy dependence is characteristic for activated reactions such
Figure 7. (a) C3V high-symmetry adsorption sites for the Ru(0001)
surface are shown: top, brg, fcc, and hcp. The dashed lines highlight
the (1  1) surface cell; the shaded-grey triangle (solid line) defines
the irreducible zone if a C6V surface symmetry is imposed (i.e., assuming
the hcp and the fcc sites to be equivalent). (b) Enlarged view of the
C6V irreducible surface unit cell. The black-filled circles indicate the
four sites used for the construction of the 6D PES. (c and d) 2D
contourplots (z, distance from the surface; r, H-H distance) of the
PW91 and RPBE PESs for the most reactive configuration. The zero
of the potential energy scale is set at the energy of infinite gas-surface
separation for each of the two functionals. The solid line contours span
the interval [-1, 0.6] eV at steps of 50 meV. The dotted line contours
span the interval[ 0.8, 1.8] eV at steps of 200 meV. The zero contour
is indicated by a bold solid line. The contour at the energy of the first
barrier (for each 2D cut and functional) is indicated by the bold dashed
line. The insets show the orientation of the H2 molecule (white circles)
with respect to the four main adsorption sites (black circles) in the
irreducible zone, with H2 taken parallel to the surface.
kr(T) ) pkBTx M2pkBTs0∞îzRi(îz) exp - mîz22kBT dîz (9)
TABLE 1: Barrier Heights, EB1, and Locations (z, Distance
from the Surface; r, H-H Distance) of the Lowest Barriers
for Dissociation of H2 Molecules Parallel to the Ru Surfacea
top t2f brg fcc
EB1
PW91 (meV) 13 69 174 254
EB1
RPBE (meV) 85 184 333 436
zB1
PW91 (Å) 2.92 2.45 2.10 2.00
zB1
RPBE (Å) 2.58 2.27 1.98 1.86
rB1
PW91 (Å) 0.76 0.77 0.79 0.80
rB1
PW91 (Å) 0.77 0.78 0.80 0.81
a The PW91 and RPBE results obtained for the four adsorption sites
reported in Figure 7b are shown. The barrier height is calculated with
respect to the energy of infinite gas-surface separation.
TABLE 2: Energetic (EC) and Geometric (GC) Corrugation
of the PW91 and RPBE PESsa
corrugation PW91 RPBE
energetic (meV) 240 350
geometric (Å) 0.92 0.73
a The EC is obtained as the difference between the lowest barrier
height at the site displaying the lowest overall barrier height and the
lowest barrier height at the site displaying the highest overall barrier
height for an H2 molecule oriented parallel to the surface. The geometric
corrugation is the difference in the surface distance at which the barrier
is located, between the earliest and the latest barrier.
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as H2 + Pt(111),112,125 Cu(100),111 and Cu(111)126 and simply
reflects the fact that both the PW91 and RPBE PESs exhibit
barriers for all impact sites. (Note that the definite proof that
the H2 + Pt(111) reaction is activated comes from experi-
ments.125 DFT calculations127,128 employing the PW91 func-
tional129 suggest the reaction to be nonactivated at some sites.
However, DFT calculations using the Becke-Perdew (BP)
exchange-correlation functional show the reaction to be activated
on all sites, and six-dimensional quantum dynamics calculations
employing the BP PES show excellent agreement with experi-
ment for both reaction112,130 and diffraction.130) Use of the PW91
PES yields a much higher reaction probability than use of the
RPBE PES, and the PW91 reaction probability curve is
narrower. These dynamics results reflect that the lowest barrier
is obtained with the PW91 PES and that the range of barrier
energies is narrower for the PW91 PES than for the RPBE PES.
The reaction probability curves are clearly distinct, and future
molecular beam experiments should be able to determine which
of the two GGA functionals describes the dissociation of H2
on Ru(0001) best, assuming that measured reaction probabilities
would not fall midway between the predicted curves.
Rate constants computed from the PW91 and RPBE reaction
probability curves for (V ) 0, j ) 0) H2 at normal incidence
are compared in Figure 9. The PW91 results are presented for
two different treatments of the reaction probability at low
energy.119 At room temperature, the RPBE rate constant is more
than an order of magnitude lower than the PW91 rate constants.
At higher temperatures, for example, 750 K (a temperature that
is in the range relevant to modern industrial ammonia produc-
tion), the PW91 rate constant is only about a factor of 5 larger
than the RPBE rate constant. Thus, the rate constants computed
for H2 dissociation on clean metal surfaces from PESs based
on DFT are considerably affected by uncertainties inherent in
DFT and connected with the choice of still imperfect GGAs.
However, as the present results show, fortunately the resulting
uncertainty in the rate constant can be less than an order of
magnitude at temperatures relevant to heterogeneous catalysis
(see in Figure 8 how reaction probabilities are weighted at 750
K). These results suggest that further research is warranted on
the applicability of current DFT functionals for studies on
dissociative chemisorption reactions as well as on the develop-
ment of improved functionals.
V. Hydrogenation of Reaction Intermediates, NHx
It is well-known that after dissociative adsorption of H2 and
N2, the next steps in ammonia synthesis are single hydrogenation
steps of N, NH, and NH2. Due to the involvement of hydrogen
in these reactions, one expects that quantum effects influence
the associated reaction rates. The energy barriers for the
hydrogenation were shown to be quite insensitive to the
geometry of the Ru substrate (terrace or step) and to be rather
high (more than 1 eV for every single step).44,131 Therefore, to
keep the calculations feasible, we chose to investigate the
quantum tunneling dynamics of the reactions on terrace sites
only. To determine the dynamics of the specific steps, we
calculated zero-point-corrected reduced dimensionality PESs.
On these surfaces, reaction rates were determined by different
methods, that is, TST including quantum tunneling corrections132
and time-independent scattering theory.133
The first hydrogenation step (H/ + N/ f NH/ + /) was
investigated very thoroughly as a model system for the following
steps.134,135 The PES was developed on a model cluster
consisting of 12 Ru atoms (9 atoms resemble the surface layer
and 3 atoms model the second layer); see Figure 10. The cluster
size effects were investigated extensively, and it was found that
the second layer atoms are necessary to reproduce the correct
geometries of the stationary points. However, the accuracy of
the cluster models is discussed elsewhere.135 For electronic
structure calculations, the hybrid DFT (B3LYP) method together
with a double-œ basis was employed (Los Alamos basis sets
including effective core potentials were used for Ru, and N and
Figure 8. Dissociation probability of (V ) 0, j ) 0) H2 colliding with
Ru(0001) at normal incidence shown as a function of the collision
energy. Results are presented of TDWP calculations employing PESs
generated using the PW91 GGA and RPBE GGA functionals. Also
plotted is exp(-E/kBT) for T ) 750 K, to show how the reaction
probabilities are weighted in the calculation of the rate constant at this
temperature.
Figure 9. Rate constants for dissociation of H2 on Ru(0001) plotted
against temperature. The rate constants are based on reaction prob-
abilities computed using the TDWP method and two PESs, that is, the
PW91 and RPBE PESs (see text for details). The main PW91 results
use linear extrapolation of the reaction probability to zero below the
lowest calculated value of 0.02 eV (see ref 119 for details). The PW91
cutoff results assume that the reaction probability is zero below 0.02
eV.
Figure 10. Cluster of 12 Ru atoms to model the reaction N/ + H/ f
NH/ + /. The plane which defines the 2D PES is shown.
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H were described by the D95++(d,p) basis to include diffuse
functions). In a recent study, RPBE plane wave results for the
H/ + N/ f NH/ + / reaction on Ru(0001) were compared to
B3LYP cluster calculations for exactly this model cluster.135 It
could be shown that the barriers for reaction are very similar
for both methods (deviation of less than 8% for the forward
barrier and 3% for the backward barrier). The size of the cluster
was extensively varied in order to reproduce the experimental
adsorption geometries and the experimental vibrations. Again,
both the plane wave derived vibrations and the cluster calcula-
tions agree very well (less than 1% difference for the N-H
stretch of adsorbed NH and 4% for the surface-adsorbate
stretch) and reproduce experimental findings reasonably well.
The dimensionality of the PES is chosen in such a way that
the full 6D minimum energy path (MEP) is entirely included.
It is found that, along the MEP, the hydrogen atom just moves
in a plane, which is spanned by a vector pointing normal from
the Ru surface and a vector directly connecting the reactants N
and H by a straight line. Thus, a 2D PES was derived from 139
first-principles energy points, where the hydrogen was fixed in
the 2D plane and nitrogen was allowed to relax; see Figure 11.
At every point, second derivatives had to be calculated to include
all other remaining degrees of freedom (i.e., N movements and
H movement out of the described plane) by their zero-point
energy. Throughout the calculation, the Ru atoms were kept
fixed on their experimental values to keep calculations feasible
and the gained energies were interpolated by cubic splines.
To make the derived PES useful for further rate calculations,
it has to be shifted, rotated, and transformed into hyperspherical
coordinates. The Hamiltonian has to follow these coordinate
transformations as well. Time-independent scattering calcula-
tions were performed on the zero-point-corrected PES in
hyperspherical coordinates with the R-matrix method to solve
the close coupling equations.133,136 From the R-matrix, the
scattering matrix may be calculated, and due to the assumption
of a high density of states on a transition metal surface, the
reaction rate could be calculated using standard rate expres-
sions.134 Although the R-matrix method was usually used to
describe gas-phase reactions including asymptotic regions, it
could be generalized to transition metal surfaces.
Comparison with another method to calculate the rate constant
(small curvature tunneling132) shows good agreement with the
rates derived by scattering theory. One advantage of the
scattering method is that state selected reaction rates are
available. It also shows that at ambient temperatures the reaction
(H/ + N/ f NH/ + /) proceeds from the ground state of the
reactants to low excited states of the products. Only at quite
high temperatures the reaction may also proceed from excited
states of reactant. Quantum tunneling was shown to have some
impact on the reaction rates, especially at room temperature
where it enhances the reaction by a factor of 70; see Figure 12.
At higher temperatures, as expected, the influence of quantum
tunneling decreases, implying a low impact of quantum tun-
neling at current catalytic temperatures. Figure 13 displays the
state selected reaction probabilities which significantly contribute
to the reaction rate. Reactions from the ground state of the
reactants preferably proceed into the first or third excited state
of the products. Contributions from reactions from excited states
are expected at higher temperatures and will end up in
vibrationally hot products.
The next steps in ammonia synthesis are the hydrogenations
of NH and NH2. In these cases, at least 3D PESs have to be
derived, as the MEP is not restricted to a plane anymore.
However, the methods established for the first hydrogenation
step can also be applied to higher dimensional PESs. Preliminary
results show again a low impact of tunneling on the reaction
rates of the hydrogenation steps, at least under industrial
conditions.
Figure 11. PES in hyperspherical coordinates as it is used for the
scattering calculations. Zero-point corrections have been added for all
vibrations except the in-plane movement of hydrogen. The equipotential
contours are separated by 0.057 eV.
Figure 12. Reaction rates for N/ + H/ f NH/ + / on Ru(0001) by
scattering and transition state theory.
Figure 13. State-to-state reaction probabilities for the formation
reaction of NH on a Ru(0001) surface. Pnm denotes the reaction
probability from the nth excited state of the reactant into the mth excited
state of the product.
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Although the energy barriers for the hydrogenation steps
within the ammonia synthesis are quite high, they are not the
rate-limiting step of the process;44,45 see the introduction part.
Close investigation of these reactions reveals that quantum
tunneling enhances the reaction rate slightly and lowers the
apparent activation energy of these processes, whereas the rate-
limiting step itself (N2 dissociation) does not display any
quantum tunneling contributions; see section III.
Quantum effects for rate calculations were shown to be
essential when describing the single hydrogenation steps within
ammonia synthesis. The use of transition state theory (without
tunneling corrections) underestimates the reaction rates up to
several orders of magnitude at lower temperatures. Therefore,
accurate reaction rate calculations have to be performed. Here,
the R-matrix method to solve the close coupling equations was
extended to PESs derived on transition metal surfaces. The
stepwise hydrogenation from N to NH3 on a ruthenium cluster
was investigated, and first-principles rate constants were derived.
Tunneling enhances the reaction rate and cannot be neglected
at lower temperatures. However, under industrial conditions, it
makes an insignificant difference.
Scattering theory also provides state selected rate constants
from which the most important transitions during the reactions
can be deduced. State selectivity information may help in
designing a reaction control via specific excitation of reaction
enhancing modes on various kinds of surface reactions. This
would be the next important step in understanding and control-
ling heterogeneous catalysis.
VI. Ammonia Kinetics from First-Principles Calculations
A complete characterization of a catalytic reaction, based
solely on first principles, has been a long-lasting dream in the
surface science and catalysis communities. From the literature,
one finds several publications where this dream has been
pursued. For instance, Linic et. al.13 put forth a DFT-based
mean-field kinetic model for the selective oxidation of ethylene
on Ag catalyst, which reproduces experimental data with an
overall good agreement. One step further was taken by Reuter
and co-workers.19 They used a DFT-based kinetic Monte Carlo
description for the CO oxidation on a single-crystal RuO2(110)
surface. Although both examples are impressive achievements,
a complete first-principles description of a catalytic reaction over
a real catalyst under industrial conditions requires a further step.
Such a step includes moving beyond perfect single-crystal
surfaces, including lateral interactions, and treating the full
complexity of nanosize catalyst particles.
For ammonia synthesis, DFT calculations were used to
quantitatively outline the complete reaction mechanism including
all elementary reaction steps.44 N2 dissociation was found to
take place at defects and steps, preferentially at sites with a
B5137,138 configuration. These results, further strengthened by
the findings discussed in sections III-V, made it possible to
construct a first-principles kinetic model for ammonia synthesis.
We will present a brief summary of the model below. For more
details, see refs 103 and 139.
All of the necessary input parameters of the model such as
adsorption energies, vibrational frequencies, interactions, and
activation barriers were calculated with the DFT code DA-
CAPO.116 For details concerning the values of the above
quantities, see ref 103.
According to DFT calculations, the height of the activation
barrier for N2 dissociation on the flat Ru(0001) surface is 1.9
eV, whereas on a Ru step at a B5 site it is 0.49 eV. From the
interplay between DFT calculations and experiments,56 it was
shown that step sites dominate N2 dissociation. Using this
observation and the fact that N2 dissociation is the rate-limiting
step for industrial ammonia synthesis, we constructed a kinetic
model that describes the ammonia production at active B5 sites.
The calculated potential energy diagram given in Figure 1
presents the energetics of ammonia synthesis at low intermediate
coverages. However, in reality, reacting molecules interact with
their neighbors, as can be seen from Figure 14, where activation
energies for N2 dissociation in the presence of different
neighboring intermediates are given.
The contributions from different local environments in Figure
14 are included in the reaction rate equation, which is written
as
where T is the temperature, pN2, pH2, and pNH3 are the pressures
of N2, H2, and NH3, respectively, ı* is the probability to have
two empty sites, one on the upper step (US) and one on the
lower step (LS), Pi is the conditional probability for a certain
local environment i given ı*, ki is the corresponding rate
constant, ç ) pNH32/pN2pH23Kg ensures a correct approach to
equilibrium, and Kg is the gas-phase equilibrium constant for
the total reaction.
We applied Monte Carlo techniques140 to ensure that surface
coverages and adsorbate-adsorbate correlations were calculated
in the correct way. This approach is well suited for the ammonia
synthesis, as the rate-determining N2 dissociation implies that
the rest of the reaction steps can be considered to be in quasi-
equilibrium. The equilibrium condition of the grand canonical
ensemble includes hydrogenation/dehydrogenation reactions and
adsorption/desorption events. The configuration space was
sampled using the Metropolis algorithm. The coverage of empty
sites, ı*, and the conditional probability, P(kj/), which describes
the probability of having one particular adsorbate, k, next to an
empty site, /, were determined from the ensemble of configura-
tions obtained in our MC simulation. The conditional probability
for a certain local environment, Pi (see eq 10), was calculated
according to
Figure 14. Variation in transition state energy due to the presence of
different intermediates. As macroscopic conditions change, that is, the
partial pressures of H2 and NH3, in the catalytic reactor, the N2
dissociation will be dominated by different channels. In parts a-d, a
B5 site with (a) no adsorbates in the neighboring sites, (b) adsorbed N
on the upper step, (c) adsorbed N on the lower step, and (d) adsorbed
H on the lower step. In parts e-h, (e) adsorbed H, (f) adsorbed NH,
(g) adsorbed NH2 on the upper step, and (h) adsorbed H both on the
upper and on the lower step. The Ru atoms on the upper step are colored
dark brown, and on the lower step, they are colored light brown.
r(T, pN2, pH2, pNH3) ) (1 - ç)∑
i
PikipN2ı* (10)
Pi ) P(kUSj/US) P(lUSj/US) P(mLSj/LS) P(nLSj/LS) (11)
Feature Article J. Phys. Chem. B, Vol. 110, No. 36, 2006 17729
where kUS, lUS, mLS, and nLS can be any of the adsorbed species
/, H, N, NH, NH2, and NH3.
Equation 10 gives the ammonia synthesis rate per active site.
What we need next is the average number of active sites, F, in
the catalyst, and it was estimated in the following way. First,
we calculated the surface energy of all low-Miller-index (h +
k + l < 4) Ru surfaces.103 Using these energies, we made a
Wulff construction, which gives the equilibrium shape of the
crystal, for several Ru particles with different diameters; see
Figure 15. Finally, we integrated the number of active sites per
gram of catalyst, obtained from the Wulff constructions, with
the particle size distribution and got the estimate for the average
number of active sites. The size distribution of the Ru catalyst
was obtained from the analysis of high-resolution transmission
electron microscope images, and it actually constitutes the only
link between the real catalyst and our model.
We modeled a plug-flow reactor by dividing the catalyst bed
into N slices and assuming an equal distribution of the catalyst
mass. The ammonia production rate is calculated in each slice.
The output of the previous slice acts as an input to the next
slice. Summing over the rate equation, eq 10, we get the
following description for the plug-flow reactor:
where F is the average number of active sites, m is the catalyst
mass, N is the number of slices, T is the temperature, and px-
(N2), px(H2), and px(NH3) are the pressure of N2, H2, and NH3
in slice x, respectively. The productivity of ammonia is simply
the partial pressure of ammonia at the outlet.
The details of the experimental setup for ammonia productiv-
ity measurements are given in ref 103.
Figure 16 summarizes the main results from our first-
principles model. The comparison between the calculated and
the measured ammonia productivity is given in Figure 16a. The
overall theoretical productivity is a factor of 3-20 too small.
We also observe that the inhibition by ammonia is slightly too
weak. However, given that there are no fitted parameters, the
agreement is remarkable. Figure 16b presents the local environ-
ments that have the largest contribution to the total rate as we
integrate through the reactor. Note that it is not the local
environment with the lowest activation energy that has the
largest contribution to the total rate. That is because the
probability to have this particular local environment is very small
under the synthesis conditions. The problem associated with
the inherent accuracy of the DFT calculations105 is addressed
in Figure 16c. For instance, an error in an activation energy of
Figure 15. Typical calculated Ru particle with an average diameter
of 2.9 nm. B5 sites, colored here in red, are found at the (0001)/(101h1)
intersection if we include edge effects.
∑
x)0
N
r(T, px(N2), px(H2), px(NH3))Fm/N dx (12)
Figure 16. (a) Comparison of the ammonia productivity between the
calculated (dots) and the measured (solid line) results. Complete
agreement would mean that the dots should follow the diagonal line.
The total pressure is 100 bar, N2/H2 ) 1:3, and the temperature range
is from 320 to 440 °C. (b) The main contributions to the rate per surface
site per second (the turnover frequency, TOF) in one slice of the reactor.
Below, we use a symbolic representation of the local environment
showing the dissociation sites and four neighboring sites on the upper
and lower terrace. (c) Dependence of the rate on a parameter, x,
determining the mixing of results obtained by two different treatments
of exchange-correlation effects, the GGA PW91 and RPBE methods.
The variation in the rate constant for N2 dissociation, kN2, and the
coverage of free sites at the step, ıUS, are also given, showing why
large variations in both compensate to give a small variation in the
total rate, which is proportional to both kN2 and ıUS, ıLS.
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0.25 eV, which is not unheard of in DFT, leads to a factor of
148 error in the rate of an elementary reaction at 600 K. Hence,
we tested how sensitive our model is to the accuracy of the
DFT calculations. One systematic way to do this is to calculate
all energies with two different approximations for exchange and
correlation functionals. In this work, we used the RPBE105 and
PW91104 functionals. We then interpolated all of the energies
between the two functionals according to E(x) ) xERPBE + (1
- x)EPW91 and calculated the rate with various degrees of mixing
of the two functionals. As seen in Figure 16c, the rate depends
only weakly on the mixing parameter, x. Therefore, the total
reaction rate is considerably less sensitive to the absolute error
than the rate of each individual reaction step.
The reason for this behavior is the so-called compensation
effect.114 It means that the barrier for dissociation and the
stability of intermediates on the surface vary together and
therefore a change in overall interaction strength has only a small
effect on the net rate. Going from RPBE to PW91, the barrier
for N2 dissociation decreases substantially (by 0.6 eV), making
this process much faster. The dissociative chemisorption energy
of H2 changes simultaneously from 0.36 to 0.52 eV, and the
N2 chemisorption energy changes from 0.8 to 1.4 eV. This
increases the coverage (through the equilibrium with H2 and
NH3 in the gas phase), thus decreasing the number of free sites
for dissociation. It is the compensation between two opposite
trends that gives rise to a volcano in the catalytic activity as a
function of the bond strength.114 The best catalysts are found
near the top of the volcano, and for them, the compensation
effect is the largest. Since such collinear variations in activation
energies and bond strengths are found quite generally, we would
expect compensation effects to be found in a large number of
cases.
If the remaining discrepancy seen in Figure 16a originates
from the used xc functional, it must be due to relative errors in
adsorption energies between different adsorbates. To test this,
we decreased the adsorption energy of H atoms by 0.06 eV
compared to the NHx species. In turn, this leads to a complete
agreement between the calculated and measured NH3 produc-
tivities.103 Thus, small relative errors are the most likely reason
the calculated rate is underestimated in Figure 16a.
We conclude that it is possible to predict the productivity of
a complete catalytic reaction under industrial conditions within
a factor of 3-20 on the basis of DFT calculations. It is shown
that the good agreement can be associated with the fact that
the total rate of a network of reactions is less sensitive to
systematic inaccuracies in the calculated energies than the rate
of the individual elementary reaction steps. This offers hope
for computer-based methods in the search for new catalysts.
VII. Biomimetic Ammonia Synthesis
It is clear that a modern implementation of the Haber-Bosch
process provides a highly efficient method for producing
ammonia in large quantities. The process is normally carried
out in an integrated plant with hydrogen production (by, e.g.,
steam reforming followed by the water-gas shift reaction), and
then, a subsequent CO/CO2 cleanup step (by, e.g., the metha-
nation reaction) before the actual Haber-Bosch process is
performed. This way the energy released during the exothermic
ammonia synthesis can by heat exchange be canalized back into
the production of hydrogen, which is the energy-intensive step.
The integration of several large processes together with the high-
pressure conditions (150-200 bar) for the Haber-Bosch process
means that the global ammonia production is carried out in a
few hundred centralized plants. One could imagine several
scenarios, where it would be advantageous to produce ammonia
locally on a smaller scale, even if the production costs could
not match the Haber-Bosch process. This point of view is not
becoming less relevant as ammonia is used in the selective
catalytic reduction (SCR) process for removing nitrogen oxides
from diesel engine exhaust, with the recent proposal of using
ammonia salts as an energy carrier,141 or with the increased
political focus on transporting safety for hazardous chemicals.
Additionally, an undesired feature of the Haber-Bosch process
is that the equilibrium of the reaction is driven somewhat too
far toward the reactants due to the high reaction temperature
necessary for fast kinetics. This means that most of the N2 and
H2 goes unreacted through the reactor bed, and has to be
recycled after being cleaned for ammonia.
We have performed a theoretical study of the possibility of
producing ammonia under ambient temperatures and pressures.
As mentioned in the Introduction, microorganisms exist in nature
which use the enzyme nitrogenase to produce ammonia from
protons, electrons, and atmospheric nitrogen. In the enzyme,
there is an active site, a MoFe7S9 cluster, which catalyzes the
reaction
The source of energy for this reaction consists of at least 16
ATP molecules.4,5 These presumably increase the chemical
potential of the electrons. It has been hypothesized that one part
of the enzyme functions just like a battery.142
The reaction mechanisms in the industrial and the enzymatic
synthesis differ significantly. In the enzyme, N2 molecules are
hydrogenated,60 while, in the Haber-Bosch method, the strong
N2 triple bonds as well as the H2 bonds are cleaved before
nitrogen and hydrogen atoms on the metal surface can react, so
in this case, it is the N atoms which are hydrogenated. It appears
to be a very reasonable starting point in the search for a low-
temperature/low-pressure ammonia synthesis process to attempt
to mimic the biological mechanism. According to the current
understanding of the biological mechanism, this would imply
looking for an electrochemically activated process following
the direct N2 hydrogenation route.
To facilitate the theoretical study of such processes, we thus
need to extend the scope of standard surface slab DFT
calculations to what a priori appears to be rather complicated
electrochemical reactions. The electrochemical processes depend
on proton transfers, electric field effects, electrical bias, pH
values, solvation, and ionic transport properties. Whereas such
a calculation could perhaps be feasible using a modern electron
transport program representing a very small electrochemical cell,
there is a definite advantage in decomposing the problem and
analyzing the separate contributions. This not only gives a better
understanding of the given electrochemical problem but also
makes it possible to perform calculations on many different
systems already with presently available computer power. We
have found143 that, if we are only concerned with the stability
of reaction intermediates, standard DFT calculations can
relatively easily be corrected to provide useful insight into
electrochemical reactions. With such a post-treatment of the DFT
calculations, one can surprisingly accurately reproduce the
thermochemistry of electrochemical reactions. The method does
not reveal how to describe the voltage dependence of a given
reaction barrier, if this barrier lies higher than both its initial
and final states.143,144 However, many electrochemical reactions
proceed without such additional barriers. For example, for
protonation reactions, it appears that the only present energy
barriers are due to differences in the free energy between the
N2 + 8H
+ + 8e- h 2NH3 + H2 (13)
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initial and final states. Using the suggested methodology143 on
the oxygen reduction reaction, one can thus understand in detail
why Pt is the best fuel cell cathode material among the pure
metals, as a simple microkinetic model based on the presented
methodology correctly describes the activity trend for most
of the pure transition metals143 (see Figure 17). A model
for hydrogen evolution also based on the methodology outlined
here was used to correctly reproduce the experimentally
observed trends in hydrogen exchange current144 (see Figure
18).
Since protonation reactions in particular appear to be so well-
described within the methodology, there is hope that it is
adequate for also describing electrochemical ammonia syn-
thesis. On a ruthenium electrode in aqueous solution in
an electrochemical cell, ammonia synthesis by the same reac-
tion mechanism as that in the Haber-Bosch process is ex-
cluded because any available ruthenium step sites for N2
dissociation will be poisoned by strongly adsorbing oxygen
atoms and OH groups. The N2 dissociation has too high of
a barrier to take place on the close-packed terraces at such
low temperature. This leaves the biomimetic mechanism
strongly favored, especially because the tendency for direct
protonation of the nitrogen molecule can be tuned directly by
varying the voltage over the electrochemical cell. In Figure 19,145
we show the full free energy reaction diagram for the bio-
mimetic ammonia synthesis route at zero potential with
respect to the standard hydrogen electrode. It is observed
that the first hydrogenation process has by far the highest barrier.
An energy diagram is also shown at a potential of -1.08 V. At
such a low potential, all protonation reactions proceed with-
out barriers according to the assumption just mentioned. If we
were to apply such a negative potential, ammonia would be
produced electrochemically. There is, however, a significant
problem. At much less negative potentials, the ruthenium
electrode will begin to catalyze hydrogen evolution.145 At
potentials as low as -1.08 V, the hydrogen evolution will
strongly dominate the production of ammonia and therefore
render the approach useless. To enable electrochemical ammonia
synthesis, one would therefore have to find a way to inhibit the
simultaneous hydrogen evolution.145
We conclude that the thermochemistry of electrochem-
ical reactions can be approximately described by density
functional theory calculations by following a simple set of rules.
Such calculations show that electrochemical synthesis of am-
monia is in principle possible on the close-packed surface of
ruthenium but also that the necessary potential is unfortunately
well into the hydrogen evolution regime of the electrochemical
cell.
VIII. Discussion and Overall Conclusions
As indicated in the Introduction, ammonia synthesis is the
most well-characterized heterogeneous catalytic reaction of
today. The present knowledge reflects the accumulated effort
of more than a century of scientific studies. Hence, already at
the beginning of this collaborative work, we were quite confident
that we would indeed be able to predict catalysis and understand
ammonia synthesis from first-principles calculations. Below, the
main results and insights are summarized.
Our study on ammonia gas-phase chemistry indicates that
the gas-phase ammonia formation favors pathways that travel
through radical states accessible only under extreme conditions.
This explains why ammonia, can be produced in nature in
lightning storms where radicals are likely to be present.
Thermally activated ammonia synthesis at solid surfaces
involves six elementary reactions (eqs 1-6). We have shown
the following: (i) Quantum tunneling corrections for N2
dissociation are negligible at all temperatures relevant to
industrial synthesis conditions. Thus, classical harmonic TST
forms a reliable basis to study N2 dissociation from first
principles. (ii) The rate for H2 dissociation is found to be high
at all relevant temperatures; thus, this process can be safely
assumed to be in quasi-equilibrium with the gas phase. (iii) The
hydrogenation steps, eqs 3-6, are found to be only slightly
enhanced by quantum tunneling (however, at room temperature
it can play a significant role), further strengthening the role of
N2 dissociation as the rate-determining step at industrially
relevant temperatures, even though some hydrogenation steps
have higher barriers relative to the transient reactants.
We performed a full-scale DFT mapping of adsorption
energies and interactions of the different reaction intermediates
Figure 17. Trend in oxygen reduction activity plotted as a function
of the oxygen binding energy.
Figure 18. Experimentally observed hydrogen exchange currents for
a range of metal surfaces. The measured exchange currents which are
taken from the literature (see ref 144 for details) show a volcano relation
when plotted against a descriptor deduced from the presented methodol-
ogy.
Figure 19. Free energy diagram for the biomimetic ammonia synthesis
reaction. The potential of -1.08 V is the potential below which all
protonation reactions occur spontaneously.
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in ammonia synthesis. On top of this, we constructed a kinetic
model that is able to predict the ammonia productivity within
a factor of 3-20 for an industrially relevant catalyst. Even if
the results shown here are encouraging, the most important
finding of our study is how insensitive the model is to the choice
of exchange-correlation functional. As such, it offers real hope
that in general DFT calculations can provide an overall good
description of catalytic reactions.
Finally, we also discuss a biomimetic way of ammonia
production. A promising route to a local small-scale production
under normal pressure conditions by use of electrochemical
synthesis methods is indicated.
IX. Outlook
We have shown that the ammonia synthesis reaction can be
understood in atomic-scale detail directly by the application of
various levels of quantum-mechanics-based electronic structure
calculations. The theoretical study of such an experimentally
well-characterized system is an excellent starting point for
testing which level of theory is necessary for describing the
reaction with sufficient accuracy.
Whereas theoretical developments often take years to be
achieved, and even though electronic structure calculations still
do not scale too well with system size, it appears that we are
now very close to a breakthrough for the use of theoretical
modeling in the field of catalyst design. The fact that we can
now treat one reaction on one surface in such enormous
theoretical detail reveals promise. There is so to say a linear
correspondence between the computational power and the
number of materials we could screen as catalysts for the given
reaction at the current high level of accuracy. With the historical
increase in available computer power, it is difficult to remain
skeptical of the importance of theory in the field of catalysiss
already in the near future. It can be envisioned that soon
theoretical modeling will not only be used for reproducing the
experimentally known facts about a given reaction on a given
surface but could become the standard choice as the first starting
point when a new catalyst for a known reaction is desired, or
even when an unknown reaction to obtain a given product is
needed. This would be the beginning of the era of “catalysis
informatics”.
However, for this era to arrive, some developments are still
necessary. These are perhaps less related to further developments
of the quantum simulations and statistical mechanical methods
we have employed in this paper and more related to the
automatization and integration of our methods. Clearly, if we
want to be able to theoretically screen a large number of
materials, it would be a daunting task having to go into the
level of detail presented in this paper for each single material.
Hopefully, generalizations are possible so that the level of detail
can be decreased, and automatization may be feasible so that
the necessary man power can be limited. We believe that the
detailed analysis presented in this paper will provide an
important stepping stone in this direction.
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