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Abstract
In this paper, we give an estimation for the smoothness of a new family of symmetric orthonormal wavelets
arising from Hermite Distributed Approximating Functionals (HDAFs). Their corresponding associated low pass
filters are symmetric with respect to the origin.
 2003 Elsevier Inc. All rights reserved.
1. Introduction and main results
The theory of Distributed Approximating Functionals (DAFs) was introduced in the work of Hoffman,
Kouri, and their collaborators (e.g., see [6,7]). DAFs were first utilized as smooth approximate identities
for the computation of numerical solutions of certain types of PDEs. In an effort to understand their
efficiency for computational applications, the rigorous study of the mathematical foundations of DAFs
was initiated in [1] and continued in [13].
The goal of the present paper is to report on the estimation of the smoothness of a new family of
orthonormal wavelets which are symmetric with respect to the origin (Theorem 4). These wavelets and
their associated scaling functions arise from Hermite DAFs and were introduced in [8]. Here, we only
include the main results that lead to these smoothness estimates (Theorems 1, 2 and 3), as well as their
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so, because our proofs are inevitably technical. However, all the main and intermediate results leading to
the smoothness estimates of the MHDAF orthonormal scaling functions and their proofs can be found in
[12] which will appear in the Proceedings of the 2003 Annual Joint Mathematics Meeting published in
the Contemporary Mathematics series.
A Hermite DAF (HDAF) of order N = 1,2,3, . . . , is defined by the following equation:
hN,σ (x)= 1√
2πσ
e
− x2
2σ2
N∑
n=0
(
−1
4
)n 1
n!H2n
(
x√
2σ
)
,
where σ is a positive constant and H2n is the Hermite polynomial of degree 2n. The Fourier transform of
the HDAF is routinely shown to be
ĥN,σ (ξ)= e− ξ
2σ2
2
N∑
n=0
(ξ 2σ 2)n
2nn! , (1)
where the Fourier transform of an L1-function f is defined by
f̂ (ξ ) :=
∫
R
f (x)e−ixξ dx,
with ξ ∈ R. It is clear that limN→∞ ĥN,σ (ξ)= 1 and limσ→0 ĥN,σ (ξ)= 1 for all ξ ∈ R. These properties
justify why HDAFs can be used as approximate identities (see [1,13]) for certain types of functional
subspaces of L1(R) or L2(R). Another very important aspect of the HDAFs is that, they can be con-
structed to be almost uniformly, i.e., on their domain, but outside the union of two intervals of arbitrarily
small length and symmetric with respect to the origin, arbitrarily close to the ideal window. Furthermore
HDAFs are infinitely differentiable and have Gaussian decay in the time and frequency domains.
These important properties that HDAFs possess as well as their symmetry motivate us to study the
construction of HDAF-based scaling functions. This paper reports on the first generation of this type of
scaling functions, namely the Modified HDAF (MHDAF) scaling functions. We are currently working
on improving our design techniques, so that we will fully exploit the optimal decay properties of HDAFs
in both domains.
We will refrain from repeating the definition of multiresolution analysis (MRA), since it is widely
known. Following [4], we only point out that an orthonormal scaling function is a refinable function
whose integer translates form an orthonormal basis of V0. Every orthonormal scaling function φ is
associated with a 2π -periodic function m0 in L2([−π,π)) such that
φ̂(2ξ)=m0(ξ)φ̂(ξ) a.e. in R.
The function m0 is called a low pass filter associated with φ. The wavelet ψ corresponding to φ is given
by
ψ̂(ξ)= e−iξ/2m0(ξ/2+ π)φ̂(ξ/2).
The most widely known and utilized wavelets are these with compact support in the time domain,
because the wavelet transforms induced by them are implemented by finite impulse response (FIR) filter
banks. However, wavelets associated with low pass filters, which are not trigonometric polynomials are
implemented by infinite impulse response (IIR) filter banks, and such filterbanks are less popular than
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certain types of applications, especially if they are symmetric as well. The filters associated with the
scaling functions we study in this paper have both these two properties. Next, we present the construction
of the MHDAF orthonormal scaling functions. Let N be a non-negative integer and σ > 0. We define
mN,σ , which we also extend 2π -periodically over the real line by the following equation:
mN,σ (ξ) :=

√
1− ĥ2N,σ (ξ + π), −π  ξ <−π2 ,
ĥN,σ (ξ), −π2  ξ  π2 ,√
1− ĥ2N,σ (ξ − π), π2 < ξ < π.
We also impose the following condition:
ĥN,σ
(
π
2
)
=
√
2
2
. (2)
The definition of mN,σ and (2) readily imply∣∣mN,σ (ξ)∣∣2 + ∣∣mN,σ (ξ + π)∣∣2 = 1, ξ ∈R. (3)
Since, ĥN,σ (0)= 1 we obviously have mN,σ (0)= 1 and mN,σ (±π)= 0.
On the other hand, ĥN,σ is decreasing in the interval [0,+∞). Therefore
inf
|ξ |π/2
∣∣mN,σ (ξ)∣∣mN,σ (π/2)= √22 > 0.
If we combine this fact with (3), we obtain that φ, defined by
φ̂(ξ )=
∞∏
j=1
mN,σ
(
ξ/2j
)
, ξ ∈R,
is an orthonormal scaling function (see [9] or Corollary 4.14 in [4]), which we call a Modified-HDAF
(MHDAF) scaling function. Apparently mN,σ is the low pass filter corresponding to φ. We call mN,σ the
Modified-HDAF low pass filter of order N . Since mN,σ takes on non-negative values only, the Fourier
transforms of MHDAF scaling functions are even and non-negative. Thus the MHDAF scaling functions
are themselves even in the time domain.
MHDAF low pass filters have an infinite number of nonzero Fourier coefficients, but the magnitude
of the kth coefficient is majorized by O(|k|−3) ([8]). Thus, MHDAF scaling functions are not compactly
supported. This poses some technical constraints in the study of their smoothness properties, since it
leaves us with only one choice: the study of the decay properties of their Fourier transforms. There is a
considerable literature devoted to the study of this subject (e.g., [2,5,11]). The reader may also find a in
[10] a brief and rather comprehensive account on the various smoothness measures of refinable tempered
distributions based on the decay of their Fourier transform. However, the conditions guaranteeing a
certain degree of smoothness for scaling or refinable functions are not always easy to check, as the
reader will soon realize (see also [3]). Remarkably enough, Theorem 3 reveals that, the Fourier domain
techniques proposed in [2] for the study of the smoothness of compactly supported scaling functions
(primarily Propositions 3.3 and 3.5) can also be applied in the case of the MHDAF scaling functions.
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relationship between σ and N , the two parameters that determine an HDAF. Recall that (2) implicitly
determines σ in terms of N , which is a non-negative integer. The unique σ satisfying (2) will be denoted
by σ (N). The estimation of the smoothness of the MHDAF scaling function is given by Theorem 4.
However, before obtaining this result we need several intermediate results, namely Theorems 1, 2 and 3.
We prove these theorems in the following sections.
Theorem 1. Set γN := π2σ 2(N)8 . Then the following are true:
(1) γN < 1.08 for N = 1, and γN < N for N  2;
(2) γN > N+23 for all N  1.
In order to improve the readability of the paper we introduce the following notation; σ (N), ĥN,σ (N)
and mN,σ(N) will be denoted by σ , ĥN and mN , respectively.
For α = n + β, where n is a non-negative integer and 0 < β  1, we define Cα to be the set of all
bounded functions f which are n times continuously differentiable and their nth order derivative f (n) is
Hölder continuous of order β, i.e.,∣∣f (n)(x + h)− f (n)(x)∣∣ C|h|β
for every x,h ∈R.
Using Lemma 3.22 in [4] we obtain that if |f̂ (ξ )| C(1+ |ξ |)−1−α , then f belongs to Cα , if α is not
an integer; otherwise f ∈ Cα−ε , for every ε in (0, α).
Theorem 2. The following are true:
(1) For every N , the lowpass filter mN has a zero of order of N + 1 at each ξ = 2k + π , with k ∈ Z;
(2) If N is odd, then mN is C∞ at (2k + 1)π , for all k ∈ Z; if N is even, then mN is CN at 2k + π , for
all k ∈ Z;
(3) mN is C1 at every kπ + π/2, k ∈ Z. At all other points mN is C∞.
For each N  0 we define the function
LN(ξ)= mN(ξ)| cosN+1(ξ/2)| .
Theorem 2 implies that LN is well-defined everywhere on R. The following theorem is the key result we
need in order to prove Theorem 4.
Theorem 3. The following are true:
(1) LN(ξ) is an increasing function on the interval [0, π ];
(2) |LN(ξ)LN(2ξ)| is a decreasing function on the interval [ 2π3 , π ].
From the previous theorem, we have∣∣LN(ξ)∣∣ ∣∣LN( 2π3 )∣∣ for |ξ | 2π3 ,∣∣L (ξ)L(2ξ)∣∣ ∣∣L ( 2π )∣∣2 for 2π  |ξ | π.N N 3 3
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below, which is the main result of this paper. Although Propositions 3.3 and 3.5 from [2] require that LN
is C∞, it is enough to use the C1 continuity of LN to prove them.
Theorem 4. For every N = 1,2, . . . , we have
0 φ̂(ξ ) C
(
1+ |ξ |)−N−1+bN with bN := log∣∣LN(2π/3)∣∣/ log 2.
Therefore, φ ∈ CN−bN−ε(R), for every ε > 0. Furthermore, limN→+∞(N − bN)=+∞.
The last assertion of Theorem 4 was not included in the first version of this paper. It was conjectured by
our collaborator, Professor Q. Sun, whom we thank for his valuable comments. We subsequently proved
that this assertion is true and its proof can be found in [12]. Now, from limN→+∞(N − bN)=+∞, we
infer that, the smoothness of the Modified HDAF scaling functions increases, as N increases.
2. Estimating σ (N)
In this section, we prove Theorem 1. We begin with a lemma. The proof of the lemma is
straightforward, so it will be omitted.
Lemma 1. Let a, b and c be arbitrary real numbers such that (a + c− b)(a + c) > 0 and bc 0. Then
a − b
a + c− b 
a
a + c . (4)
Proof of Theorem 1. Define
gN(γ ) := e−γ
N∑
n=0
γ n
n! =
∑N
n=0
γ n
n!∑+∞
n=0
γ n
n!
, γ ∈R.
Then, g′N(γ ) = −e−γ γ
N
N !  0, so gN is decreasing on [0,+∞). On the other hand, gN(γN) =
√
2
2 .
Therefore, in order to prove the first part of Theorem 1, it is enough to show g1(1.08) <
√
2
2 and
gN(N) <
√
2
2 for every N  2. Likewise, in order to establish the second part of Theorem 1, it is enough
to show gN
(
N+2
3
)
>
√
2
2 , for all N  1.
(1) By direct computations one can verify that g1(1.08), and gN(N) for N = 2,3,4 are less than
√
2
2 ,
hence γ1 < 1.08 and γN < N for N = 2,3,4.
Let N  5. Now, set
I1 :=
N∑
n=0
Nn
n! =
{
N−1∑
k=1
(
N − 1
N
· · · N − k
N
)
+ 2
}
NN−1
(N − 1)!
and
I2 :=
∞∑ Nn
n! =
{ ∞∑( N
N + 1 · · ·
N
N + k
)}
NN−1
(N − 1)! .
n=N+1 k=1
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∞∑
k=1
(
N
N + 1 · · ·
N
N + k
)
>
N−1∑
k=1
(
N
N + 1 · · ·
N
N + k
)
>
N−1∑
k=1
(
N − 1
N
· · · N − k
N
)
.
On the other hand, the fact that the function x→ x
x+1 is increasing on [0,+∞) implies
∞∑
k=1
(
N
N + 1 · · ·
N
N + k
)
>
∞∑
k=1
(
5
5+ 1 · · ·
5
5+ k
)
>
4∑
k=1
(
5
5+ 1 · · ·
5
5+ k
)
> 2.
Combining the last two inequalities with the definitions of I1 and I2, we obtain
I1 < 2I2.
Now, using Lemma 1 for a = I1 + (2I2 − I1), b= 2I2 − I1 and c= I2 we derive
gN(N)= I1
I1 + I2 
I1 + (2I2 − I1)
I1 + I2 + (2I2 − I1) =
2
3
<
√
2
2
.
The final conclusion comes from the fact that γN is decreasing on the positive half-axis.
(2) For all N  1 define
II1 :=
N∑
n=0
(
N+2
3
)n
n! 
(
N+2
3
)N+1
(N + 1)!
(
N + 1
N+2
3
+ N + 1
N+2
3
× N
N+2
3
)
 4
(
N+2
3
)N+1
(N + 1)!
and
II2 :=
∞∑
n=N+1
(
N+2
3
)n
n! 
(
N+2
3
)N+1
(N + 1)!
∞∑
k=0
(
1
3
)k
= 3
2
(
N+2
3
)N+1
(N + 1)! .
Applying Lemma 1 again, we obtain
gN
(
N + 2
3
)
= II1
II1 + II2 >
4
4+ 32
>
√
2
2
,
which implies γN > N+23 . ✷
3. The vanishing moments of the MHDAF orthonormal wavelets
In this section we prove Theorem 2.
Proof of Theorem 2. By the symmetry and the periodicity of mN(ξ), we only have to check the
continuity and the order of the zero of mN at ξ = π .
Using (3) and mN(ξ + π)=mN(ξ − π), which is true for all ξ , we have:
mN(ξ)=
√
1− ĥ2N(ξ − π)
in (π − δ,π + δ), where 0 < δ < π2 . For notational convenience, let us define
d(ξ) :=
√
1− ĥ2 (ξ).N
248 L. Shen et al. / Appl. Comput. Harmon. Anal. 15 (2003) 242–254The conclusion of Theorem 2 will follow, once we have established the properties of d at the origin.
Since
1− ĥ2N(ξ)=
(
1+ ĥN(ξ)
)
e−
ξ2σ2
2
∞∑
n=N+1
(ξ 2σ 2)n
2nn!
= (1+ ĥN(ξ))σ 2(N+1)ξ 2(N+1)e− ξ2σ222N+1
∞∑
n=N+1
(ξ 2σ 2)n−N−1
2n−N−1n! ,
d can be factored as
d(ξ)= |ξ |N+1g(ξ), (5)
where
g(ξ)=
√√√√(1+ ĥN (ξ))σ 2(N+1)e− ξ2σ222N+1
∞∑
n=N+1
(ξ 2σ 2)n−N−1
2n−N−1n! .
Clearly, g ∈ C∞. Hence, if N is odd, then d ∈ C∞, and the order of the zero of mN at ξ = π is equal to
N + 1.
If N is even, then d is only CN at 0, but the order of the zero of mN at ξ = π is still equal to N + 1.
The last item of Theorem 2 is obvious. ✷
4. The smoothness of the M-HDAF scaling functions
This section begins with the proof of the first part of Theorem 3. Then, we state some technical lemmas,
useful only in the proof of Theorem 3, which concludes the present and final section of this paper. The
proofs of all these lemmas are omitted, but can be found in [12].
Let us first introduce some auxiliary functions.
Pick γ > 0. Define
QN,1(γ ) :=
(
γ N+1
(N + 1)!
)−1 ∞∑
n=N+1
γ n
n! ,
QN,2(γ ) :=
(
γ N
N !
)−1 N∑
n=0
γ n
n! ,
QN,3(γ ) :=
(
N∑
n=0
γ n
n!
)−1 ∞∑
n=N+1
γ n
n! ,
QN,4(γ ) := 1QN,1(γ ) −
2
(2+QN,3(γ ))QN,1(γ ).
Lemma 2. The following are true for every N  1:
(1) 1− 1  γ ;QN,1(γ ) N+2
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(3) QN,4(γ ) QN,3(γ )2 , and QN,4 is increasing on (0,N + 1].
The proof of Lemma 2 can be found in [12].
Proof of item 1 of Theorem 3. In order to establish that LN is increasing on the interval [0, π ], it is
sufficient to prove L′N  0 on each one of the intervals [0, π/2] and [π/2, π ].
First let ξ ∈ [0, π/2]. Then
LN(ξ)= ĥN(ξ)
cosN+1(ξ/2)
.
In order to show L′N(ξ) 0, for every ξ ∈ [0, π/2], it is enough to prove
(̂hN(ξ))
′
ĥN (ξ)
 (cos
N+1(ξ/2))′
cosN+1(ξ/2)
,
equivalently,
1
2
tan(ξ/2) σ
2ξ
N + 1
(QN,2(σ 2ξ 2/2))−1.
First, let N  4. Then by item 1 of Theorem 1, we have σ 2ξ22 
σ 2π2
8 = max(1.08,N), so routine
calculations imply
σ 2ξ
N + 1
(
QN,2
(
σ 2ξ 2
2
))−1
 ξ
4
 1
2
tan
(
ξ
2
)
,
for N = 1,2,3,4.
On the other hand, if N  5, then item 1 of Theorem 1, gives σ 2  8N
π2
. Then,
σ 2
N + 1 <
8
π2
.
and item 2 of the previous lemma imply(
QN,2
(
σ 2ξ 2
2
))−1

(QN,2(N))−1  (QN−1,2(N − 1))−1  · · · (Q5,2(5))−1 < 27 .
Hence
σ 2ξ
N + 1
(
QN,2
(
σ 2ξ 2
2
))−1
 16
7π2
ξ  2.3ξ
π2
 ξ
4
 1
2
tan(ξ/2),
which establishes that, for N  5, LN is increasing on [0, π/2].
Now, let ξ ∈ [π2 , π ]. Define
L¯N(ξ) := LN(π − ξ)=
√
1− ĥ2N(ξ)
cosN+1
(
π−ξ ) =
√
1− ĥ2N(ξ)
sinN+1(ξ/2)
.2
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1− ĥ2N(ξ)
)′√
1− ĥ2N(ξ)
 (sin
N+1(ξ/2))′
sinN+1(ξ/2)
or equivalently,
1
tan ξ/2
 1
ξ
2QN,1
(
σ 2ξ2
2
) . (6)
But, the definition of QN,1 implies
QN,1
(
σ 2ξ 2
2
)
= 1+
+∞∑
n=1
(
σ 2ξ2
2
)n
(N + 2) · · · (N + n+ 1)  1+
σ 2ξ2
2
N + 2 ,
so (6) is true if the following inequality is true as well:
tan(ξ/2) ξ
2
+
σ 2ξ3
4
N + 2 . (7)
Now, item 2 of Theorem 1 implies σ 2 > 8
π2
· N+23 . Therefore, to obtain (7), it is enough to prove
tan(ξ) ξ + 16ξ
3
3π2
, (8)
for every ξ ∈ [0, π/4]. So, let
g(ξ) := tan ξ − ξ − 16ξ
3
3π2
.
Then
g′(ξ)= sec2 ξ − 1− 16ξ
2
π2
= ξ 2
(
tan2 ξ
ξ 2
− 16
π2
)
 ξ 2
(
tan2 ξ
ξ 2
− 16
π2
)∣∣∣∣
ξ= π4
= 0
so, g(ξ) g(0)= 0, for every ξ ∈ [0, π/4]. This completes the proof of (8) and so of the first part of the
proof of Theorem 3. ✷
The proof of second part of Theorem 3 is more complicated and it requires several intermediate results,
which we will state without including their proofs.
Lemma 3. For every N  1 and x ∈ (0, π4 ] we have
1
x
2
(
2+QN,3
(
σ 2x2
2
))QN,1(σ 2x22 ) −
1
2 tan x2
+ tanx −
( 4σ 2
N+1
)
x
QN,2(2σ 2x2)
 0. (9)
Lemma 4. The function
g(y)= 1
1+ y
(N+2)
− 1QN,1(y)
is increasing on the interval (0,N + 1].
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hx(a)= 1
x(1+ ax2) −
2
(π − 2x)(1+ a(π − 2x)2) .
Then, hx is an increasing function on the interval [ 43π2 , 4π2 ].
Lemma 6. The function
D(x)=
(
1
x
− 1
2 tan x2
)
−
4x
3π2
1+ 4x23π2
+ 2
4(π−2x)
3π2
1+ 4(π−2x)23π2
− 2
(
1
(π − 2x) −
1
2 tan (π−2x)2
)
is non-negative on the interval x ∈ [π4 , π3 ].
Equation (5) in the previous section implies that LN is continuous on [0, π ]. Therefore, in order to
prove Theorem 3 it is enough to restrict our discussion on the interval (0, π).
Proof of item 2 of Theorem 3. Since LN is even and∣∣LN(ξ)LN(2ξ)∣∣= ∣∣LN(ξ)LN(2π − 2ξ)∣∣= LN(ξ)LN(2π − 2ξ).
Changing the variable from π − ξ to x, we assert that LN(ξ)LN(2ξ) is decreasing on [ 2π3 , π ] if and only
if LN(π − x)LN(2x) is increasing on [0, π3 ], equivalently(
ln
(
LN(π − x)LN(2x)
))′  0,
for every 0 x  π3 .
Since, 2π3  π − x  π for every x ∈ [0, π3 ], we get
LN(π − x)=
√
1− ĥ2N,σ (x)
sinN+1( x2 )
.
We will give the proof of above inequality on the intervals (0, π4 ) and [π4 , π3 ], separately.
First, let x ∈ (0, π4 ). Then, 0 < 2x < π2 . Therefore,
LN(2x)= ĥN,σ (2x)
cosN+1(x)
.
So, if x ∈ (0, π4 ), routine calculations give
[ln (LN(π − x)LN(2x))]′
N + 1 =
1
x
2
(
2+QN,3
(
σ 2x2
2
))QN,1( σ 2x22 ) −
1
2 tan x2
+ tanx −
( 4σ 2
N+1
)
x
QN,2(2σ 2x2) .
A direct application of Lemma 3, implies
(lnLN(π − x)LN(2x))′
N + 1  0.
Therefore, LN(π − x)LN(2x) is increasing on [0, π ].4
252 L. Shen et al. / Appl. Comput. Harmon. Anal. 15 (2003) 242–254We now focus on x ∈ [π4 , π3 ). Obviously, all such x satisfy π2  2x < 2π3 . Therefore,
LN(2x)LN(π − x)=
√
1− ĥ2N,σ (π − 2x)
sinN+1
(
π−2x
2
)
√
1− ĥ2N,σ (x)
sinN+1
(
x
2
) .
Thus,
(lnLN(π − x)LN(2x))′
N + 1 =
1
x
2
(
2+QN,3
(
σ 2x2
2
))QN,1(σ 2x22 ) −
1
2 tan x2
− 2
π−2x
2
(
2+QN,3
(
σ 2(π−2x)2
2
))QN,1( σ 2(π−2x)22 ) +
1
tan π−2x2
.
We denote the right-hand side of above equation as I . Using the definition of QN,4, we rewrite I :
I = I1 + I2 + I3,
where
I1 = 2
π − 2xQN,4
(
σ 2(π − 2x)2
2
)
− 1
x
QN,4
(
σ 2x2
2
)
,
I2 = 1
xQN,1
(
σ 2x2
2
) − 2
(π − 2x)QN,1
(
σ 2(π−2x)2
2
) ,
I3 =− 12 tan x2
+ 1
tan π−2x2
.
Now, observe that for every x ∈ [π4 , π3 ] we have,
x  π − 2x  π/2,
and thus,
1
x
 2
π − 2x . (10)
Moreover, due to Theorem 1, we obtain σ 2x22 < γN < N + 1 and σ
2(π−2x)2
2 < γN < N + 1, for all N  1
and π4  x 
π
3 ; so, by (10) and item 3 of Lemma 2 we conclude I1  0.
An elementary calculation establishes
I2 = 1
xQN,1
(
σ 2x2
2
) − 1
x
(
1+ σ 2x22(N+2)
) + 1
x
(
1+ σ 2x22(N+2)
) − 2
(π − 2x)QN,1
(
σ 2(π−2x)2
2
)
+ 2
(π − 2x)(1+ σ 2(π−2x)22(N+2) ) −
2
(π − 2x)(1+ σ 2(π−2x)22(N+2) ) .
Using g defined in Lemma 4, we obtain
I2 = 2
π − 2x g
(
σ 2(π − 2x)2
2
)
− 1
x
g
(
σ 2x2
2
)
+ 1
x
(
1+ σ 2x2 ) − 2(π − 2x)(1+ σ 2(π−2x)2 ) .2(N+2) 2(N+2)
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2(π−2x)2
2 <N + 1, (10) and the fact that g is increasing on [0,N + 1), for
all N  1
I2 
1
x
(
1+ σ 2x22(N+2)
) − 2
(π − 2x)(1+ σ 2(π−2x)22(N+2) ) . (11)
Using once again γN < N + 1, for every N  1, and item 2 of Theorem 1 we have
4
3π2
 σ
2
2(N + 2) 
4
π2
, N  1.
Setting a = σ 22(N+2) and then applying Lemma 5, inequality (11) implies,
I2 
1
x
(
1+ 4x23π2
) − 2
(π − 2x)(1+ 4(π−2x)23π2 ) .
Combining the previous inequality with I1  0, we have
I  1
x
(
1+ 4x23π2
) − 12 tan x2 + 1tan (π−2x)2 −
2
(π − 2x)(1+ 4(π−2x)23π2 )
=
(
1
x
− 1
2 tan x2
)
−
4x
3π2
1+ 4x23π2
+ 2
4(π−2x)
3π2
1+ 4(π−2x)23π2
− 2
(
1
(π − 2x) −
1
2 tan (π−2x)2
)
,
for π4  x 
π
3 . Finally, Lemma 6 readily implies,
I  0,
which completes the proof of second part of Theorem 3. ✷
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