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CROP YIELD RESPONSES TO PRICES: A BAYESIAN APPROACH BLENDING 
EXPERIMENTAL AND MARKET DATA 
Agricultural production plays a critical role in the set of human practices that impact the 
environment and the use of natural resources. The recent expansion of agricultural production 
prompts a higher pressure on both of them. For example, it has been argued that increased 
demand for agricultural products originating from biofuel policies and higher per-capita income 
in developing countries have induced land-use changes at a global scale. These land-use changes 
have in turn generated additional direct and indirect greenhouse gas (GHG) emissions (Righelato 
and Spracklen, 2007; Fargione et al., 2008; Searchinger et al., 2008; Dumortier et al., 2011).  
A direct consequence of higher demand for agricultural products is an increase in 
commodity prices in international markets. The quantity of new land required to satisfy this extra 
demand depends critically on the ability of crop yields to react to these higher prices (Keeney 
and Hertel, 2009). Furthermore, small changes in crop yields have a large impact on the payback 
period of GHG emissions induced by agriculture, and on the quantity of new land brought into 
agriculture to satisfy the increasing demand (Dumortier et al., 2011). Finally, the allocation of 
land to competing enterprises is often quite sensitive to price shocks. Therefore, there is a 
pressing need for accurate and updated estimates of how crop yields respond to prices.  
The two main methods to estimate yield elasticities are the primal and dual approaches, 
both based on the Neoclassical theory of the firm. In the primal approach, elasticities are 
calculated after a direct estimation of the production technology. In the dual approach, 
elasticities are obtained from the estimation of input demand and output supply function 
equations, and the underlying production parameters are recovered indirectly.  
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Applications of the primal approach can be traced back to the pioneering work by Houck 
and Gallagher (1976), who found clear evidence of a positive own-price yield elasticity for U.S. 
corn over the period 1951-1971. However, Menz and Pardey (1983) pursued a similar analysis 
but for a longer period, and found that the yield-price elasticity was not significant for the 
following 10-year period. Reed and Riggins (1982) also followed the Houck and Gallagher’s 
approach for 10 extension regions in Kentucky for the period 1960-1979, estimating a negative 
and non-significant effect of corn prices on yield. Low corn yield elasticities were also found by 
Ash and Lin (1987) in the Corn Belt and Lake States regions. Choi and Helmberger (1993) found 
a positive relationship for U.S. corn, soybean and wheat over the period 1964-1988. Kaufmann 
and Snell (1997) modeled U.S. corn yields as a function of a large group of climatic and 
economic variables, and obtained results consistent with those of Houck and Gallagher, but with 
elasticities close to zero. 
Keeney and Hertel (2008) have provided possible explanations for the lack of response 
found in some studies. In the case of studies heavily relying on a primal specification (e.g., Ash 
and Lin, 1987; Menz and Pardey, 1983), they attribute the lack of response to the plateau-like 
relationship between yields and fertilizer. For studies estimating single-equation models (e.g., 
Reed and Riggins, 1982), they suggest that the lack of response arises from the failure to 
acknowledge land substitution effects. The wide range of parameter estimates may also be 
explained in part by geography. Some crop producers can increase acres planted by converting 
pasture to crop land. Others are located in areas where almost all land that is suitable for 
cropping is already in crops. This latter group will be more likely to focus on input use as a way 
to increase output. The choice between extensive and intensive margin will depend on local 
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geography and any attempt to aggregate up from these micro level responses will reflect these 
geographic differences. 
More recently, Miao, Khanna, and Huang (2015), using U.S. county-level data, fitted a 
reduced-form model of crop yields as a function of prices, climate variables, and county-level 
fixed effects, and found a positive response to price increases. Similarly, Goodwin et al. (2012) 
analyzed the response of corn yields to own prices in Iowa, Illinois and Indiana, and estimated 
positive and significant (long-run) elasticities using data by crop reporting district. Furthermore, 
they looked at the intra-seasonal effect of prices changes early in the growing season on crop 
yields and also found a positive (though small) significant effect. They conducted focus group 
analysis and reinforced these latter findings. With a slightly different methodological approach, 
but also setting crop yield models as functions of weather variables and instrumented prices, 
Berry and Schlenker (2011) find corn and soybeans yield-price elasticities statistically non-
different from zero. Also, in an unpublished work, Scott (2013) finds similar results for corn, 
soybeans and wheat, but pursuing an indirect estimation relying on fertilizer input use elasticities 
with respect to crop prices. 
There are numerous applications of the dual approach in supply-response models,1 but 
only a few of them estimate yield elasticities. Arnade and Kelch (2007) found positive yield 
responses to own-price changes for corn, soybeans, and other grains in Iowa using a dual 
approach that included shadow land price equations. Guyomard, Baudry, and Carpentier (1996) 
jointly estimated supply elasticities for several crops to study the effects of the Common 
Agricultural Policy (CAP) in Europe, and also obtained positive responses of yields to own 
prices. However, Arnade, Kelch, and Leetmaa (2002) analyzed the case of French corn and 
                                                 
1 Fox and Kivanda (1994) reported 70 empirical applications of duality theory published between 1976 and 1991, 
and Shumway (1995) expanded the analysis listing 43 more journal articles between 1972 and 1993. 
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found a negative own-price yield elasticity. Sckockai and Moro (2006) estimate a system of 
input demand and output supply derived from the dual expected utility problem, and allowing for 
price uncertainty, using a panel data of Italian specialized farms. They found that the elasticity of 
total supply of corn to own prices is positive and higher than the corn area elasticity to own 
price, implying a positive elasticity of corn yields with respect to prices. Lansink (1999) 
estimates a system of input demands and output supply, including land allocation response 
equations, using farm-level data from Dutch farms from 1975 to 1992 using a cost function 
approach that accounts for output price uncertainty. The estimated cereal and oilseed total supply 
elasticity with respect to own price is 1.17 and the area own price response is also positive but 
smaller (0.26), indicating that the yields positively respond to own prices. This analysis does not 
report elasticities for the individual crops. Ball et al. (1997) use duality with profit maximization 
applied to nine EU countries, and find a positive elasticity of total supply of cereals to own prices 
while holding constant the land allocation to the different crops. This result implies a positive 
yield price elasticity for aggregate output. 
While it is generally accepted that the dual approach is preferable over the primal 
approach to estimate supply-response models (Colman, 1983; Just, 1993), only a handful of 
papers have employed the dual approach to estimate yield response to prices. One possible 
explanation might be the heavy influence of uncertain events during the production process (e.g., 
weather and other unexpected factors, such as pests), translating into high levels of spatial and 
temporal production variability commonly observed in real-world data. This issue is especially 
problematic in the case of spatial price variation which tends to be significantly smaller than 
spatial production variability. Also, the temporal price variation may not be sufficient to identify 
changes in yields caused by production shocks. As a result, when the focus is the estimation of 
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crop yield responses to price changes, the dual approach (which relies on market-based data) 
may not be able to recover all features of the production technology.  
One aspect of the technology; plant yield response to an increase in input use, must be 
uncovered to measure yield response to price. The accuracy with which this response is 
estimated will obviously influence the accuracy of the measure of yield-price elasticity. Historic, 
market-based yield data are heavily influenced by the weather uncertainty described above, 
which makes it extremely difficult to extract this term from the econometric analysis of historic 
data. But the yield response to input use can be well characterized using experimental crop trial 
data. All that is needed is an objective method to blend the information from the experimental 
data into the econometric approach.  
The contribution of this paper is twofold. First, it provides updated estimates of crop 
yield elasticities with respect to output and input prices. Second, it shows how one can exploit 
the information contained in both market-based and crop-trial data for estimation purposes. 
Estimation is performed by means of Bayesian methods, which are nicely suited for the present 
purpose because they allow us to combine the dual approach (based on market data) with the 
primal approach (which relies on experimental data) in a relatively straightforward manner. 
We start by setting up the dual model conditioned on market-based data, with the 
objective of estimating crop yield responses to prices. The latter are functions of technology 
parameters that can be recovered by resorting to the duality theorem, and estimated by directly 
fitting functions of yield responses to input use. Therefore, we also set up and fit models of yield 
responses to inputs as permitted by the data available, so as to estimate production parameters 
(yield marginal effects) that are theoretically consistent with their counterparts recovered from 
the dual model. This is guaranteed by Lau’s (1976) “Hessian identities” and the appropriate 
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choice of functional forms. Bayesian estimation is theoretically appealing, by weighting the 
contribution that each data source makes to recover each parameter. In addition, explicitly and 
simultaneously fitting yield responses using experimental data as part of the overall estimation 
procedure helps overcome, at least in part, the issues raised in the two preceding paragraphs. 
Importantly, the procedures proposed here may prove useful for other applications, e.g., to 
estimate demand elasticities simultaneously incorporating aggregate consumption data and data 
from consumer experiments or retail trials.  
1. Data2 
The market-based data are time series of agricultural input and output quantities per hectare and 
prices. The experimental data contain panel observations of corn yield responses to nitrogen, 
phosphate, and potash fertilizer application rates, as well as corn yield responses to seed 
population.  
1.1. Market-Based Data 
The market-based data consist of state-level time series from 1960 to 2004 for Iowa. The series 
include four variable outputs (corn, soybeans, other crops, and livestock products), three variable 
inputs (hired labor, intermediate inputs, and fertilizer), and five quasi-fixed netputs (farmland, 
agricultural capital, family labor, CRP land, and farm-related output).  
Input quantities and prices, and quasi-fixed netput quantities (except for CRP land) were 
provided by Eldon Ball at USDA-ERS.3 All netput (variable and quasi-fixed) quantities are 
expressed in per-hectare units. The quantity of hired labor is a productivity-weighted index of 
hours worked and hourly compensation. Intermediate inputs is an aggregate variable including 
                                                 
2 The data section purposely precedes the model because the model specification we employ is largely driven by the 
data (i.e., by our desire to exploit to the greatest extent the information contained in both market-based and 
experimental data).  
3 Detailed information about the methods used to construct Ball's data is available in USDA-ERS (2015a).  
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pesticides, energy (petroleum fuels, natural gas, and electricity), and other purchased 
intermediate inputs (seeds, contract labor services, custom machine services, machine and 
building maintenance and repairs, and irrigation). Pesticide and fertilizer prices come from 
hedonic price functions, and the corresponding quantity index is calculated as the ratio between 
total pesticide and fertilizer expenditures and its price index. Energy quantities are the ratios 
between total expenditures and the price indexes of the individual fuels; other purchased inputs 
are calculated in a similar fashion. In the case of fertilizer, Ball’s quantities are allocated to 
different crops based on data available on per hectare fertilizer use by crops by state (USDA-
ERS 2015b). 
Farmland quantity consists of a quality-weighted index, calculated as the county total 
farmland value divided by a price index. Agricultural capital input quantity is the sum over 
different assets weighted by their own rental rates and in turn adjusted for quality. Self-employed 
and family labor opportunity cost is calculated by applying the mean wage earned by hired 
workers of similar demographic characteristics to the reported worked hours. 
Output quantities for corn, soybean and other crops (wheat, oat, hay, silage corn, rye, and 
barley) are from USDA-NASS (USDA-NASS 2015) and transformed into per-hectare units. 
Quantities of other crops are calculated as a revenue-weighted average of each production 
quantity (Arnade and Kelch, 2007). Prices of corn and soybeans are from the Chicago Mercantile 
Exchange (CME) futures markets. Corn (soybean) prices equal the average of the nearest 
December (November) maturity futures price on March 15th and March 30th (Choi and 
Helmberger, 1993). Livestock prices are from Ball’s livestock products price index. While 
livestock futures prices exist, they are not available for all categories, implying that an index 
would include a mixture of future and current prices, still providing measurement error with 
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respect to the expected price. Futures prices for other crops are not available; therefore, a price 
index is computed as the ratio of the total revenue from these crops to the weighted average of 
production.  
Two sources of information are used to control for farm programs in supply response. 
First, the area enrolled in the conservation reserve program (CRP) is included as a quasi-fixed 
input, because land enrollments may change as farmers observe changes in expected output 
prices, contracts expire, or enrollment requirements change (USDA-FSA 2015). Second, output 
prices are taken to be the maximum between the loan rate and the CME future prices, because 
price floors imposed by federal farm programs are expected to affect farmers' decisions.4 
1.2. Experimental Data 
The experimental dataset comprises per-hectare yield responses to applications of nitrogen, 
phosphate, and potash fertilizer, and seed density. These inputs are among the ones firstly 
targeted when farmers seek to increase expected yields, and account for about 70% of all the pre-
harvest input cost (Plastina, 2015). Ideally, the yield responses should be measured at the farm 
level to precisely reflect the decision scenarios faced by farmers. In practice, however, obtaining 
farm-level experimental data is unfeasible. Due to such limitations, in the present study we used 
the sources of experimental information described below. While they may not provide the ideal 
data, they are assumed to be representative enough to help identify the parameters of interest. 
Yield responses to nitrogen and to seed density come from simulated data using EPIC.5 
The nitrogen (seed) EPIC data consist of 133 (144) observations of yield and input quantities for 
                                                 
4 During the late 1980s loan rates acted as floor prices. As an alternative way to consider the effects of farm 
programs on crop prices, one may calculate the floor price corresponding to the base acres by adding Direct 
Payments and the Target Price to the loan rates. However, this procedure would yield farm-specific prices, because 
base acres differ across farms. Including loan rates only allows us to consider the minimum price that all farmers 
observe. 
5 EPIC is a biochemical simulation model of agro-ecological systems, capable of describing crop growth (and 
yields) over time given a set of input variables (weather, field management practices, and soil characteristics) and a 
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each year (30) and for each of the 22 most representative soil types of Iowa, implying a balanced 
panel of 87,780 (95,040) observations.6 Input quantities ranged from 100 to 300 kg/ha in the case 
of nitrogen, and from 50,000 to 180,000 kernels per ha for seed density. These datasets are also 
accompanied by the area of each soil type in Iowa, which allows us to weight soil types by how 
representative they are in the state.  
The corn yield response to phosphate and potash fertilizer data come from peer-reviewed 
published work based on field experiments conducted throughout the state of Iowa from 1975 to 
2007 and for the most representative types of soils (Mallarino, Webb and Blackmer, 1991; 
Bordoli, 1996; Barker, 1998; Borges and Mallarino, 2001; Dodd and Mallarino, 2005; Clover, 
2008; Mallarino et al., 2009). Each observation in the datasets also contains data on soil type and 
soil level of phosphate and potash.7 
In summary, we collectively refer to the seed density and nitrogen fertilizer simulated 
data from EPIC, and the phosphate and potash fertilizer field-trial data, as experimental data.  
2. Empirical Model 
The next two subsections discuss the dual and the primal approaches, in connection to the 
estimation of yield price elasticities. 
2.1. The Per Hectare Dual Demand-Supply System Component 
Empirical applications of duality theory usually approximate the multi-output profit (value) 
function by a flexible functional form. Alternatively, the approximation can be done to the input 
                                                 
set of model parameters calibrated using actual agronomic field experiments over a long period of time (EPIC, 
2015). 
6 The EPIC model parameters are calibrated for a continuous corn rotation with mulch tillage. Fertilizer applications 
are on April 18th; mulch tillage on May 2nd; planting on May 9th; and harvest on October 19th. The response curve for 
an input assumes the remaining inputs are at their optimum (i.e., nitrogen applications at 148 kg/ha, phosphate at 75 
kg/ha, potash at 88 kg/ha, and seed population at 85,000 plants/ha). These values are the 2001 – 2005 average of 
Iowa’s nutrient application rate (USDA-ERS, 2015b) and Iowa State University extension recommendations 
(Plastina, 2015). 
7 Soil test levels are 15 ppm P Bray1, and 140 ppm K Ammonium Ac Equivalent (IPNI, 2010). 
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demands and output supplies arising from a standard expected profit maximization problem, 
which is referred to as the virtually ideal production system (VIPS) (O’Donnell, Shumway, and 
Ball, 1999; Chambers and Pope, 1994).8 We follow the latter approach because it allows us to 
incorporate available information about input allocations.9 
For the market data discussed in the previous section, we choose a linear approximation 
for the deterministic part of the per-hectare demand and supply curves.10 This choice implies a 
normalized quadratic flexible functional form for the profit function,11 which yields a system of 
𝑛𝑛 = 8 estimation equations.12  
Each equation has 𝑡𝑡 = 45 observations indexing time. Throughout the analysis, 
superscripts will index output. In the above system, 𝒘𝒘 ≡ [𝑤𝑤1, 𝑤𝑤2, 𝑤𝑤3] is the vector of variable 
input prices (hired labor, intermediate inputs, and fertilizer), 𝒑𝒑 ≡ [𝑝𝑝1, 𝑝𝑝2, 𝑝𝑝3] is the vector of 
expected output prices (corn, soybeans, and other crops), 𝑲𝑲 ≡ [𝐾𝐾1, 𝐾𝐾2, 𝐾𝐾3, 𝐾𝐾4] is the vector of 
per-hectare quasi-fixed netputs (agricultural capital, family labor, CRP land, and farm-related 
output), and e’s are disturbance terms. The 𝑘𝑘 parameters to be econometrically estimated are 
comprised in vectors 𝒂𝒂, 𝒃𝒃, 𝒄𝒄, and 𝒅𝒅’s, all belonging to the set of dual profit function parameters 
                                                 
8 In consumer demand theory, Deaton and Muellbauer (1980) termed this approach as the almost ideal demand 
system (AIDS); some applications are Vartia (1983), LaFrance and Hanemann (1989), and von Haefen (2007). 
9 Since our objective is to analyze the price response of per-hectare output supplies, it is more convenient to 
approximate the profit function than the cost function. This is true because the resulting equations have prices as 
arguments, which facilitates the calculation of elasticities. In the case of cost functions, the profit-maximizing 
condition is required to make output supplies functions of output prices (Moschini, 2001). For some widely used 
functional forms (such as normalized quadratic, translog, and generalized Leontief, among others), this procedure 
induces high nonlinearities in the system to be estimated. 
10 The application of Hotelling’s lemma to a profit function with an additive general error structure (McElroy, 1987) 
provides both the deterministic and stochastic parts of the input demand and output supply equations. 
11 See online appendix A for a proof of this result and its implications on parameter restrictions. 
12 There are three reasons for this choice. First, the normalized quadratic profit function is self-dual, implying that 
the underlying production function is also quadratic; this avoids a source of imprecision in estimation (see section 
2.1). Second, unlike other functional forms involving large numbers of explanatory variables, it allows us to have 
enough degrees of freedom in the estimation. Third, the Hessian matrix of the profit and production functions 
depends only on parameters, avoiding a source of estimation imprecision arising from the data point at which is 
evaluated (see equation (2.10)).  
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Θ𝜋𝜋. We impose symmetry restrictions on these parameters (see online appendix B.1 for the 
explicit set of constraints). 
 Demand for hired labor: 
Demand for intermediate inputs: 
Demand for fertilizer in corn: 
Demand for fertilizer in soybeans: 
Demand for fertilizer in other crops: 
Supply of corn: 
Supply of soybeans: 
Supply of other crops: 
−𝑥𝑥1  =  𝒂𝒂1𝒘𝒘 + 𝒃𝒃1𝒑𝒑 + 𝒄𝒄1𝑲𝑲 + 𝑒𝑒𝑥𝑥1 
−𝑥𝑥2  =  𝒂𝒂2𝒘𝒘 + 𝒃𝒃2𝒑𝒑 + 𝒄𝒄2𝑲𝑲 + 𝑒𝑒𝑥𝑥2 
−𝑥𝑥31  =  𝒂𝒂31𝒘𝒘 + 𝒃𝒃31𝒑𝒑 + 𝒄𝒄31𝑲𝑲 + 𝑒𝑒𝑥𝑥31  
−𝑥𝑥32  =  𝒂𝒂32𝒘𝒘 + 𝒃𝒃32𝒑𝒑 + 𝒄𝒄32𝑲𝑲 + 𝑒𝑒𝑥𝑥32  
−𝑥𝑥33  =  𝒂𝒂33𝒘𝒘 + 𝒃𝒃33𝒑𝒑 + 𝒄𝒄33𝑲𝑲 + 𝑒𝑒𝑥𝑥33  
𝑦𝑦1  =  𝒃𝒃1𝒘𝒘 + 𝒅𝒅1𝒑𝒑 + 𝒄𝒄1𝑲𝑲 + 𝑒𝑒𝑦𝑦1 
𝑦𝑦2  =  𝒃𝒃2𝒘𝒘 + 𝒅𝒅2𝒑𝒑 + 𝒄𝒄2𝑲𝑲 + 𝑒𝑒𝑦𝑦2 









System (2.1)-(2.8) is expressed in standard netput notation, i.e., inputs are represented as 
negative per-hectare quantities. For hired labor and intermediate inputs there are only aggregate 
demand equations, because the data contain no allocation information for them; however, there is 
one equation for the fertilizer allocated to each crop because allocation data is available. Also, to 
impose homogeneity of degree zero on input demands and output supplies as required by theory, 
input and output prices in (2.1)-(2.8) are normalized by the prices of the numeraire good, 
consisting of livestock products. The livestock supply equation is omitted from the estimation 
system to avoid singularity of the error’s variance-covariance matrix; however, its parameters 
can be recovered by means of the parameter restrictions and the maximization problem’s 
objective function. 
As a consequence of the constant returns to scale assumption embedded in the 
construction of Eldon Ball’s dataset, all input and output quantity variables (𝒙𝒙, 𝒚𝒚, 𝑲𝑲) are 
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expressed in per-hectare terms. This assumption proves particularly useful to estimate yield 
elasticities, because the estimated crop supply responses can be directly linked to yield 
responses. 
Each equation in system (2.1)-(2.8) has a disturbance term reflecting factors unknown to 
the econometrician, but not necessarily unobserved by the firm. It can be shown that the implied 
error structure is consistent with McElroy's (1987) additive general error model (AGEM) applied 
to the case of the profit function (see online appendix C for more details). 
Now we turn to showing how the responses of yields to output and input prices can be 
derived from the duality theorem. For theoretical consistency, the production function used in 
conjunction with the profit function must be dual to the latter. Conveniently, in the present case 
where a normalized quadratic profit function underlies system (2.1)-(2.8), the dual production 
function is also quadratic. Assuming separable technology, such production function can be 
written as 










































+ 𝝔𝝔𝒚𝒚𝒚𝒚′𝑲𝑲 + 𝝔𝝔𝑲𝑲𝑲𝑲′𝑲𝑲 
(2.9) 
where 𝑦𝑦0 is the per-hectare quantity of the numeraire netput (i.e., livestock products), and {𝑖𝑖, 𝑔𝑔} 
and 𝑗𝑗 index inputs and outputs, respectively. Parameters 𝛾𝛾, 𝛿𝛿, 𝜆𝜆, 𝝔𝝔𝒙𝒙, 𝝔𝝔𝒚𝒚, and 𝝔𝝔𝑲𝑲 all belong to the 
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set of production function parameters Θ𝐻𝐻. Technology separability implies that cross-effects 
between outputs and between inputs used for producing different outputs are zero.13 
Importantly, Lau’s (1976) Hessian identities establish the following relationships 
between the sets of production function parameters (Θ𝐻𝐻) in (2.9) and the corresponding dual 










































where 𝜋𝜋∗ = 𝜋𝜋∗(𝒑𝒑,𝒘𝒘,𝑲𝑲;Θ𝜋𝜋) denotes the normalized restricted profit function. 
The dual system in (2.1)-(2.8) has important implications for the estimation of yield 
elasticities with respect to output and input prices. For example, the marginal effects of corn and 
input prices on corn yields involve the profit function parameters (Θ𝜋𝜋) as well as the production 
function parameters (Θ𝐻𝐻), which are linked through the Hessian identities (2.10): 
                                                 
13 Separability is assumed here due to data limitations. In particular, experimental information about yield effects on 
one crop from inputs used in other crops was not available. This implies the set of estimation constraints stated in 










































for 𝑖𝑖 ∈ {1, 2, 3}. In these equations, 𝑦𝑦1∗(𝒘𝒘,𝒑𝒑,𝑲𝑲,Θ𝜋𝜋) represents the corn yields (2.6), 
𝑥𝑥1∗(𝒘𝒘,𝒑𝒑,𝑲𝑲,Θ𝜋𝜋) and 𝑥𝑥2∗(𝒘𝒘,𝒑𝒑,𝑲𝑲,Θ𝜋𝜋) are respectively the per-hectare aggregate demands for hired 
labor (2.1) and intermediate inputs (2.2), and 𝑥𝑥31∗(𝒘𝒘,𝒑𝒑,𝑲𝑲,Θ𝜋𝜋) is the per-hectare demand for 
fertilizer to produce corn (2.3).14 The term ℎ1(𝒙𝒙,𝑲𝑲,Θ𝐻𝐻) is the production function for corn, 
characterized by production parameters Θ𝐻𝐻. 
Given the per-hectare supply-demand system (2.1)-(2.8) and the quadratic production 
function (2.9), the marginal effects of prices on corn yields (2.11) and (2.12) can be written as 
  [𝒅𝒅1]1 = 𝜙𝜙11 [𝒃𝒃1]1 + 𝜙𝜙21 [𝒃𝒃2]1 + 𝜙𝜙31 [𝒃𝒃31]1 
[𝒃𝒃1]𝑖𝑖 = 𝜙𝜙11 [𝒂𝒂1]𝑖𝑖 + 𝜙𝜙21 [𝒂𝒂2]𝑖𝑖 + 𝜙𝜙31 [𝒂𝒂31]𝑖𝑖 
(2.13) 
(2.14) 
                                                 
14 The above expression involves the term 𝜕𝜕ℎ1 𝜕𝜕𝑥𝑥𝑖𝑖∗⁄  instead of 𝜕𝜕ℎ1 𝜕𝜕𝑥𝑥𝑖𝑖1∗⁄  for 𝑖𝑖 = {1, 2} due to the lack of allocation 
data for inputs 1 and 2, implying that their effect on corn yields is that of the aggregate input use and not that of the 
portion used exclusively in corn. 
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for 𝑖𝑖 ∈ {1, 2, 3}. The terms [𝒅𝒅1]𝑖𝑖, [𝒃𝒃1]𝑖𝑖, [𝒃𝒃2]𝑖𝑖, [𝒃𝒃31]𝑖𝑖, [𝒃𝒃1]𝑖𝑖  [𝒂𝒂1]𝑖𝑖  [𝒂𝒂2]𝑖𝑖, and  [𝒂𝒂31]𝑖𝑖 are, 
respectively, the 𝑖𝑖th elements of the parameter vectors 𝒅𝒅1, 𝒃𝒃1, 𝒃𝒃2, 𝒃𝒃31, 𝒃𝒃1, 𝒂𝒂1, 𝒂𝒂2, and 𝒂𝒂31 in 
equations (2.1)-(2.8). The 𝜙𝜙𝑖𝑖1 terms denote the marginal input effects on corn yields, 
 






𝛾𝛾𝑖𝑖,𝑖𝑖≠𝑖𝑖𝑥𝑥𝑖𝑖≠𝑖𝑖 + 𝛾𝛾𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖 + 𝛾𝛾𝑖𝑖31 𝑥𝑥31 + 𝜆𝜆𝑖𝑖1𝑦𝑦1 − 𝝔𝝔𝒙𝒙𝑖𝑖𝑲𝑲
−𝜆𝜆11𝑥𝑥1 − 𝜆𝜆21𝑥𝑥2 − 𝜆𝜆31𝑥𝑥31 + 𝛿𝛿11𝑦𝑦1 + 𝝔𝝔𝒚𝒚1𝑲𝑲
 (2.15) 
 






𝛾𝛾131 𝑥𝑥1 + 𝛾𝛾231 𝑥𝑥2 + 𝛾𝛾331 𝑥𝑥31 + 𝜆𝜆31𝑦𝑦1 − 𝝔𝝔𝒙𝒙𝟑𝟑𝟏𝟏𝑲𝑲
−𝜆𝜆11𝑥𝑥1 − 𝜆𝜆21𝑥𝑥2 − 𝜆𝜆31𝑥𝑥31 + 𝛿𝛿11𝑦𝑦1 + 𝝔𝝔𝒚𝒚1𝑲𝑲
 
(2.16) 
for 𝑖𝑖 ∈ {1, 2} and 𝑔𝑔 ∈ {1, 2}. Expressions (2.10)-(2.16) show how the marginal effects of prices 
on yields, and therefore the price elasticities, incorporate information not only from the dual 
demand-supply system (2.1)-(2.8), but also (through 𝜙𝜙11, 𝜙𝜙21, and 𝜙𝜙31) from the parameters of the 
underlying (and dual) production function (2.9). 
2.2. The Production Function Component 
In principle, the marginal price effects could be computed by fitting only the dual system (2.1)-
(2.8) to estimate the profit parameters Θ𝜋𝜋. However, the variances of the resulting estimates are 
often too large for real-world applications (Rosas and Lence 2016, 2017). We address this issue 
by using experimental data to increase the precision of the estimates of the production 
parameters Θ𝐻𝐻 shared by the dual and primal approaches. To be consistent with the Neoclassical 
theory of the firm, the linkage between the primal and dual estimates is established through 
Lau’s Hessian identities (2.10). 
A quadratic technology is adopted for theoretical consistency, because it is the one 
implied by the dual model. The availability to this study of experimental datasets on corn yield 
responses to nitrogen (𝑁𝑁), phosphate (𝑃𝑃), potash (𝐾𝐾), and seed density (𝑆𝑆), which in turn are 
independent from each other, implies that a model of the response of yields to each of these 
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inputs can be estimated. Lack of experimental data on yield responses to other inputs prevented 
us from incorporating them into the estimation. 
To make matters concrete, consider the case of nitrogen. Per-hectare corn yields (𝑄𝑄) are 
modeled as the following function of the amount of nitrogen applied per-hectare (𝑁𝑁) 
 𝑄𝑄 = 𝜂𝜂0𝑁𝑁 + 𝜂𝜂1𝑁𝑁𝑁𝑁 + 𝜂𝜂2𝑁𝑁(𝑁𝑁)2 + 𝜼𝜼3𝑁𝑁(𝑁𝑁 × 𝑫𝑫𝟏𝟏) + 𝜼𝜼4𝑁𝑁(𝑁𝑁𝑁 × 𝑫𝑫𝟐𝟐) + 𝜼𝜼5𝑁𝑁𝑫𝑫𝟏𝟏 + 𝜼𝜼6𝑁𝑁𝑫𝑫𝟐𝟐
+ 𝜏𝜏𝑁𝑁 
(2.17) 
where 𝑫𝑫1 is a set of 29 time-dummy variables corresponding to the crop year, 𝑫𝑫𝟐𝟐 is a set of 21 
site-specific dummy variables given by the type of soil where the crop is grown, and 𝜏𝜏𝑁𝑁 is an 
error term. Interaction terms are included to capture the different yield response curvatures 
associated with different soil types or time periods. Given model (2.17), the marginal effect of 





= 𝜂𝜂1𝑁𝑁 + 2𝜂𝜂2𝑁𝑁𝑁𝑁 + 𝜼𝜼3𝑁𝑁𝑫𝑫𝟏𝟏 + 𝜼𝜼4𝑁𝑁𝑫𝑫𝟐𝟐 (2.18) 
The marginal effects of other inputs estimated from the experimental data are computed from 
expressions similar to (2.18).15 
3. Estimation Methods 
Estimation is performed by means of Bayesian methods, which prove to be very convenient for 
this particular application. The Bayesian approach is especially suited to impose the constraints 
resulting from the use of the market-based and the experimental databases. Furthermore, it 
introduces such constraints in a way that takes into account the degree of information that each 
dataset provides to the recovery of common parameters, rather than deterministically. Whereas 
                                                 
15 The corn yield model for seed density is analogous to (2.17) and (2.18). The models for phosphate (P) and potash 
(K) are slightly different, because yields respond not only to the applied nutrient, but also to the level banked in the 
soil. Hence, for phosphate and potash, the analog of expression (2.17) is 𝑄𝑄 = 𝜂𝜂0𝐹𝐹 + 𝜂𝜂1𝐹𝐹𝐹𝐹 + 𝜂𝜂2𝐹𝐹(𝐹𝐹)2 + 𝜼𝜼3𝐹𝐹𝑫𝑫𝟏𝟏 +
𝜼𝜼4𝐹𝐹𝑫𝑫𝟐𝟐 + 𝜂𝜂5𝐹𝐹𝑆𝑆𝑆𝑆𝐹𝐹 + 𝜂𝜂6𝐹𝐹𝑆𝑆𝑆𝑆𝐹𝐹2 + 𝜂𝜂7𝐹𝐹𝑆𝑆𝑆𝑆𝐹𝐹 × 𝐷𝐷1 + 𝜏𝜏𝐹𝐹 for 𝐹𝐹 = {𝑃𝑃, 𝐾𝐾}, where 𝑆𝑆𝑆𝑆𝑃𝑃 and 𝑆𝑆𝑆𝑆𝐾𝐾  are the soil test levels of 𝑃𝑃 
Bray1 and 𝐾𝐾 Ammonium Ac Equivalent, respectively. 
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this feature is most important for parameters common to both the primal and the dual models, 
parameters not shared across models are also affected by the use of the information from the 
additional datasets. 
The shared parameters involve the corn yield responses to intermediate inputs (𝝓𝝓𝟐𝟐𝟏𝟏) and 
fertilizers (𝝓𝝓𝟑𝟑𝟏𝟏), because they can be computed from (2.15)-(2.16) by applying the Hessian 
identities (2.10) to the profit parameters estimated using market data, and also obtained from 
(2.18) based on experimental data. Lack of experimental data on corn yields as a function of 
hired labor prevents us from employing a similar approach to estimate the corn yield response to 
hired labor (𝝓𝝓𝟏𝟏𝟏𝟏). Hence, the latter is recovered by means of market-based data only, by applying 
the bisection method to (2.10) and (2.15), conditional on the dual parameters drawn in the same 
iteration.  
It must be noted that the dual model comprises the yield response to aggregate fertilizer 
𝝓𝝓𝟑𝟑𝟏𝟏, whereas the estimation described in sub-section 2.2 involves yield responses to the 
individual nutrients nitrogen, phosphate, and potash (represented as 𝝓𝝓𝑵𝑵𝟏𝟏 , 𝝓𝝓𝑷𝑷𝟏𝟏 , and 𝝓𝝓𝑲𝑲𝟏𝟏 , 
respectively). This discrepancy does not pose a problem, however, because the elasticity of 
yields with respect to fertilizer can be computed as the sum of the elasticities with respect to the 
individual nutrients: 
 𝜉𝜉31 = 𝜉𝜉𝑁𝑁1 + 𝜉𝜉𝑃𝑃1 + 𝜉𝜉𝐾𝐾1 . (3.1) 
We use this expression to establish the linkage between the responses to individual nutrients and 
aggregate fertilizer.16,17 
                                                 
16 In the case of intermediate inputs, lack of data prevents us from estimating the marginal response of yields to the 
other (𝑂𝑂𝑆𝑆) intermediate inputs besides seeds (𝑆𝑆). Hence, we use the relationship 𝜉𝜉21 = 𝜉𝜉𝑆𝑆1 + 𝜉𝜉𝑂𝑂𝑂𝑂1 , where 
𝜉𝜉𝑂𝑂𝑂𝑂1 ~𝑈𝑈[0, 𝜉𝜉𝑆𝑆1]. 
17 Whereas the lack of interactive effects may pose problems, in the present application the sum (3.1) is an 
appropriate way of representing the elasticity of yields to the aggregate fertilizer. This is true because the sum is 
18 
 
3.1. Dual System Estimation 
The 𝒏𝒏 = 8 demand and supply equations in system (2.1)-(2.8) are treated as a seemingly 
unrelated regression (SUR) model, estimated using Eldon Ball’s time-series dataset of output and 
input prices and quantities. By stacking variables, the system can be re-written as 
 𝒀𝒀 = 𝒁𝒁𝒁𝒁 + 𝜺𝜺 (3.2) 
where 𝒀𝒀 is an �(𝑛𝑛𝑡𝑡) × 1� vector of stacked dependent variables, including both input and output 
per-hectare quantities; 𝒁𝒁 is an �(𝑛𝑛𝑡𝑡) × 𝑘𝑘� block-diagonal matrix of explanatory variables, with 
its 𝑛𝑛th diagonal block consisting of the matrix of explanatory variables for the 𝑛𝑛th equation;18 𝒁𝒁 is 
a (𝑘𝑘 × 1) vector of parameters belonging to the set Θ𝜋𝜋; and 𝜺𝜺 is an �(𝑛𝑛𝑡𝑡) × 1� stacked vector of 
random disturbances. It is assumed that there is no autocorrelation within equations, because 
autocorrelation was removed from the time series by taking pseudo second-differences prior to 
the estimation (Greene 2003, p. 272).19 However, contemporary correlation among equation 
errors is allowed for, so that 𝐸𝐸(𝜺𝜺𝜺𝜺′) = 𝛀𝛀 = 𝚺𝚺⊗ 𝑰𝑰(𝑡𝑡×𝑡𝑡), where 𝚺𝚺 is an (𝑛𝑛 × 𝑛𝑛) covariance matrix, 
⊗ is the Kronecker product, and 𝑰𝑰(𝑡𝑡×𝑡𝑡) is the (𝑡𝑡 × 𝑡𝑡) identity matrix. 
The 𝑘𝑘 parameters in vector 𝒁𝒁 must satisfy a set of 𝑘𝑘2 + 𝑘𝑘3 + 𝑘𝑘4 < 𝑘𝑘 equality constraints. 
Such constraints stem from two sources, namely, (a) the cross-equation restrictions given by the 
symmetry conditions, and (b) the restrictions on the marginal input effects on corn output (𝜙𝜙𝑖𝑖3) 
                                                 
based on the biological processes of the fertilizer components (N, P, and K) in the plant. Each nutrient contributes to 
yield growth through a different path, i.e., they are independent sources of growth for the plants.  
18 A time trend is added to each equation to account for technology changes, and a dummy variable is added to each 
output equation to account for the three droughts of 1983, 1988, and 1993.  
19 Succinctly, equations (2.1) to (2.8) are first estimated as a SUR system using the data in levels. Then, the 
estimated residuals of each equation ?̂?𝜇𝑖𝑖𝑡𝑡 are stacked in a sole vector of dimension 8×T, and used to estimate the 
autocorrelation coefficients 𝜌𝜌1 and 𝜌𝜌2 in the regression ?̂?𝜇𝑖𝑖𝑡𝑡 = 𝜌𝜌1?̂?𝜇𝑖𝑖𝑡𝑡−1 + 𝜌𝜌2?̂?𝜇𝑖𝑖𝑡𝑡−2 + 𝜀𝜀?̂?𝑖𝑡𝑡. Finally, each explained and 
explanatory variable of the data 𝑧𝑧𝑡𝑡 is transformed into the pseudo-differenced variable 𝑧𝑧𝑡𝑡∗ ≡ 𝑧𝑧𝑡𝑡 − 𝜌𝜌�1𝑧𝑧𝑡𝑡−1 + 𝜌𝜌�2𝑧𝑧𝑡𝑡−2. 
Online appendix E provides a more detailed explanation of the procedure. 
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associated with the experimental data. In consequence, the set of dual parameters to be estimated 
can be classified in the following subsets:  
1. Subset Θ𝜋𝜋1: free, denoted by the 𝑘𝑘1-vector 𝒁𝒁∗ 
2. Subset Θ𝜋𝜋2: constrained by symmetry, denoted by the 𝑘𝑘2-vector 𝒁𝒁2 
3. Subset Θ𝜋𝜋3: restricted by equations (2.13)-(2.14), denoted by the 𝑘𝑘3-vector 𝒁𝒁3 
4. Subset Θ𝜋𝜋4: constrained by knowledge of 𝜙𝜙21 and 𝜙𝜙31 through equations (2.15)-(2.16), 
denoted by the 𝑘𝑘4-vector 𝒁𝒁4  
Succinctly, the Bayesian approach consists of estimating each subset of parameters conditioning 
on the other subsets. 
To estimate the free parameters in subset Θ𝜋𝜋1 (𝒁𝒁∗) conditional on the parameters in 
subsets Θ𝜋𝜋3 and Θ𝜋𝜋4, we note that the 𝑘𝑘2 symmetry constraints can be expressed as follows 
(Giles, 2003; Amemiya, 1985, p. 22): 




where 𝒓𝒓 is a (𝑘𝑘2 × 1) vector, and 𝑹𝑹𝒁𝒁∗ and 𝑹𝑹𝒁𝒁2 are (𝑘𝑘2 × 𝑘𝑘1) and (𝑘𝑘2 × 𝑘𝑘2) matrices. Further, the 
columns in the matrix of explanatory variables 𝒁𝒁 in SUR (3.2) can be rearranged into the 
submatrices 𝒁𝒁𝒁𝒁∗, 𝒁𝒁𝒁𝒁2, 𝒁𝒁𝒁𝒁3, and 𝒁𝒁𝒁𝒁4, so as to match the partition of the vector of parameters 
without affecting the model 
 





� + 𝜺𝜺 (3.4) 
Therefore, since equation (3.3) implies that 𝒁𝒁𝟐𝟐 = 𝑹𝑹𝒁𝒁2
−1(𝒓𝒓 − 𝑹𝑹𝒁𝒁∗𝒁𝒁∗), model (3.2) can be written in 




𝒀𝒀∗ = 𝒁𝒁∗𝒁𝒁∗ + 𝜺𝜺 (3.5) 
where 𝒀𝒀∗ ≡ 𝒀𝒀 − 𝒁𝒁𝒁𝒁2𝑹𝑹𝒁𝒁2
−1𝒓𝒓 − 𝒁𝒁𝒁𝒁3𝒁𝒁𝟑𝟑 − 𝒁𝒁𝒁𝒁4𝒁𝒁𝟒𝟒 is the new (𝑛𝑛𝑡𝑡 × 1) vector of dependent variables, 
and 𝒁𝒁∗ ≡ 𝒁𝒁𝒁𝒁∗ − 𝒁𝒁𝒁𝒁2𝑹𝑹𝒁𝒁2
−1𝑹𝑹𝒁𝒁∗ is the new (𝑛𝑛𝑡𝑡 × 𝑘𝑘1) matrix of explanatory variables. The error 
term 𝜺𝜺 is as defined in (3.2) and maintains the same properties (Giles, 2003).  
The Bayesian estimation of model (3.5) seeks to obtain the marginal posterior density 
functions of the parameters in 𝒁𝒁∗ and 𝚺𝚺, conditional on the data. To this end, we assume that 
𝜺𝜺~𝑀𝑀𝑀𝑀𝑁𝑁(𝟎𝟎,𝛀𝛀) and use a Gibbs sampler to generate random draws from these marginal 
posteriors (Casella and George, 1992). Upon estimation of the 𝒁𝒁∗ parameters, the elements of 
subset Θ𝜋𝜋2 are recovered from the equality 𝒁𝒁𝟐𝟐 = 𝑹𝑹𝒁𝒁2
−1(𝒓𝒓 − 𝑹𝑹𝒁𝒁∗𝒁𝒁∗). See steps 10 to 12 in online 
appendix D. 
The parameters in subset Θ𝜋𝜋3 are computed directly from equations (2.13)-(2.14), which 
describe the marginal effects of own and input prices on corn yield. The constrained parameters 
are [𝒅𝒅1]1, [𝒃𝒃1]2, and [𝒃𝒃1]3 which can be computed directly from these equalities (without the 
need to draw from their conditional posterior densities), conditional on the most recent draw of 
𝜙𝜙𝑖𝑖1 for 𝑖𝑖 ∈ {1, 2, 3} and the corresponding dual parameters of subsets Θ𝜋𝜋1 and Θ𝜋𝜋2.20 See step 13 
of online appendix D. 
Finally, parameters in subset Θ𝜋𝜋4 are restricted due to equations (2.15) and (2.16), which 
make explicit how underlying production parameters can be recovered by the duality theorem. 
                                                 
20 In principle, it is possible to recover the corn yield marginal with respect to the price of hired labor (parameter 
[𝒃𝒃1]1) from equation (2.14). However, we estimated [𝒃𝒃1]1 as part of parameter subset Θ𝜋𝜋1 instead. We did so 
because lack of experimental data regarding hired labor prevented us from using the primal approach to improve the 
estimate of the marginal product of labor 𝜙𝜙11, which is the key driver of the yield response to the price of labor when 
using equation (2.14). 
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As they also involve the experimental data, its explanation is postponed until subsection 3.3, 
after discussing the estimation of the primal model. 
3.2. Direct Estimation of Yield Response to Input Quantities 
The corn per-hectare production regressions exemplified by the nitrogen model (2.17) are 
estimated with the experimental data on input quantities per hectare and the corresponding corn 
yields.21 The yield elasticity with respect to input quantity could be estimated on its own with the 
yield response model (2.17); however, when we “combine” the equation corresponding to the 
primal model (2.18) with our per-hectare supply and demand system, we allow the experimental 
data to directly provide information about these parameters. Given the experimental design, 
estimation is performed as a pooled regression because the input quantities and the soil and time 
dummies (𝑫𝑫𝟏𝟏 and 𝑫𝑫𝟐𝟐) are independent (Greene 2003, p. 285). Importantly, error term 𝜏𝜏𝑖𝑖 is 
independent from 𝜏𝜏𝑗𝑗≠𝑖𝑖 and from 𝜺𝜺 in the dual system (3.2). As will become clear in the next 
subsection, this facilitates the estimation of the yield response parameters 𝜙𝜙21 and 𝜙𝜙31 which are 
common to the primal and dual models. 
The information about corn yield responses to applications of nitrogen fertilizer, 𝜙𝜙𝑁𝑁1 , 
contained in both the experimental datasets as well as other sources, implies constraints on the 
parameters of regression (2.17). Thus, the set of parameters to be estimated from primal model 
(2.17) can be classified into two subsets:  
1. Subset Θ𝐻𝐻𝑁𝑁1: free, denoted as 𝜼𝜼𝑁𝑁∗  
2. Subset Θ𝐻𝐻𝑁𝑁2: constrained by the market data through the linear equations (2.18) and (3.1). 
                                                 
21 The regressions corresponding to phosphate, potash, and seed density are estimated in a similar fashion, also 
noting that the respective error terms 𝜏𝜏𝑁𝑁, 𝜏𝜏𝑃𝑃, 𝜏𝜏𝐾𝐾, 𝜏𝜏𝑆𝑆, and 𝜺𝜺, are all independent from each other. 
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According to the linear equation (2.18), knowledge of the marginal effect 𝜙𝜙𝑁𝑁1  implies one 
constrained parameter (subset Θ𝐻𝐻𝑁𝑁2), arbitrarily set to be 𝜂𝜂1𝑁𝑁. The remaining parameters are free 
(subset Θ𝐻𝐻𝑁𝑁1), denoted as 𝜼𝜼𝑁𝑁∗ .  
By evaluating the marginal productivity of nitrogen at 𝑁𝑁 = 𝑁𝑁∗ in equation (2.18), solving 
for 𝜂𝜂1𝑁𝑁, plugging the resulting expression into (2.17), and rearranging terms, we can rewrite the 
primal model as follows: 
 𝑄𝑄𝑁𝑁∗ = 𝜂𝜂0𝑁𝑁 − 𝜂𝜂2𝑁𝑁(2𝑁𝑁∗ × 𝑁𝑁 + 𝑁𝑁2) + 𝜂𝜂5𝑁𝑁𝑫𝑫𝟏𝟏 + 𝜂𝜂6𝑁𝑁𝑫𝑫𝟐𝟐 + 𝜏𝜏𝑁𝑁 (3.6) 
where 𝑄𝑄𝑁𝑁∗ ≡ 𝑄𝑄𝑁𝑁 − 𝜙𝜙𝑁𝑁1𝑁𝑁. Regression (3.6) constitutes the (restricted) model to be estimated. The 
restriction on 𝜂𝜂1𝑁𝑁 does not affect the distribution of the error term 𝜏𝜏𝑁𝑁, assumed to be 
𝜏𝜏𝑁𝑁~𝑁𝑁(0,𝜎𝜎𝜏𝜏𝑁𝑁
2  ).  
To estimate the marginal probability functions of the free parameters 𝜼𝜼𝑁𝑁∗  and 𝜎𝜎𝜏𝜏𝑁𝑁
2 , we use 
a Gibbs sampler to draw random numbers from the marginal conditional posterior distribution of 
𝜼𝜼𝑁𝑁∗  (𝜎𝜎𝜏𝜏𝑁𝑁
2 ), conditional on the value of 𝜙𝜙𝑁𝑁1  and the previous draw of 𝜎𝜎𝜏𝜏𝑁𝑁
2  (𝜼𝜼𝑁𝑁∗ ). These posteriors 
assume a joint non-informative prior distribution. See steps 2 and 3 in online appendix D for a 
detailed explanation. 
The estimation of the yield response model for phosphate (𝑃𝑃), potash (𝐾𝐾), and seed 
density (𝑆𝑆) is analogous, but variable names change respectively 𝑁𝑁 for 𝑃𝑃, 𝐾𝐾, and 𝑆𝑆. See steps 4 
to 9 in online appendix D. 
3.3. Estimation of Corn Yield Response to Input Use 
Focusing first on yield response to fertilizer applications, the value of the marginal effect of 
fertilizer on corn yields (𝜙𝜙31) that conditions models in subsections 3.1 and 3.2 can be estimated 
by means of the Metropolis-Hastings algorithm (Chib and Greenberg, 1996). In particular, we 
employ the general purpose sampling algorithm called t-walk (Christen and Fox, 2010; 
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Lieberman and Fox, 2015). This algorithm requires an objective function to evaluate whether to 
accept or reject values of the proposed parameters. Because information about parameter 𝜙𝜙31 is 
provided by both the market and experimental datasets, which in turn are independent from each 
other, the t-walk objective function is the sum of the log-likelihoods from each model (equations 
D.1 and D.4 in online appendix D), conditional on the values of all of the remaining parameters. 
Such likelihood gives the joint probability that the proposed value of 𝜙𝜙31 is generated from these 
datasets.22, 23 See steps 14 through 17 of online appendix D for a precise description of the steps 
employed. Therefore, the procedure will more (less) often accept candidates that come from the 
dataset with higher (lower) likelihood, i.e., the more (less) likely parameter values. Equation 
(3.1) is used to transform the yield effect of each nutrient into the yield effect of the aggregate 
fertilizer applied. 
4. Results 
The MCMC procedure was conducted using three chains of 50,000 samples each. Distribution 
convergence was checked for all of the reported parameters, satisfactory accomplishing the 
potential scale reduction factor diagnostic (Brooks and Gelman, 1998). First, we present 
estimates of corn yield elasticities with respect to prices, and then we compare results of our 
combined approach with the ones using the traditional dual approach.  
Figure 1 depicts the corn yield elasticity estimates with respect to selected prices, which 
according to equations (2.13) and (2.14) are the parameters expected to be most influenced by 
                                                 
22 In the Metropolis algorithm, given a proposed candidate for 𝜙𝜙31 (𝜙𝜙21), and conditional on parameter subsets Θ𝜋𝜋1, 
Θ𝜋𝜋2, and Θ𝜋𝜋3, and by means of Hessian identities in (2.10) and equation (2.15) (equation (2.16)), one parameter is 
constrained in the dual model; such parameters belong to subset Θ𝜋𝜋4. Similarly, the proposed candidate constrains a 
production function parameter (contained in subset Θ𝐻𝐻𝑁𝑁2) in each primal model, through equations (2.18) and (3.1).  
23 The datasets used to estimate the different versions of equation (2.17) are independent from each other, which 
implies independence among the errors 𝜺𝜺, 𝜏𝜏𝑁𝑁, 𝜏𝜏𝑃𝑃, and 𝜏𝜏𝐾𝐾. This property allows us to use only the sum of the log-
likelihoods (i.e., without considering their cross-products). 
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the data included to aid the duality approach estimation. The histograms represent the 95% 
highest posterior density interval (HPDI), also known as most credible interval, of the marginal 
posterior density function of each elasticity. Table 1 reports the corresponding summary 
estimates.24  
The median25 of the posterior distribution of the corn yield own-price elasticity is 0.21. 
Not only is the median positive, but also the entire credible interval lies above zero. This value 
also falls in the range of previous estimates from the literature, in particular, among the most 
recent figures. Appendix F contains a full set of prior estimates. Our elasticity estimate of 0.21 
lies in the center of the prior range and is very close to the estimates obtained by Choi and 
Helmberger (1993) (0.27), Lyons and Thompson (1981) (0.22), Arnade and Kelch (2007) (0.19), 
Goodwin et al (2012) (0.19-0.27), and Miao Khanna and Huang (2015) (0.23-0.26). A positive 
own-price elasticity can be caused by farmers expecting higher prices for their corn and, as a 
consequence, reacting by changing farm management practices, for example by applying more 
fertilizer, planting more and better seeds per hectare, and hiring more labor, among others.  
Point estimates of the corn yield elasticities with respect to fertilizer and intermediate 
input prices have the expected negative sign, consistent with observing farmers cutting their 
input usage as their prices increase. According to the posterior distribution medians shown in 
Table 1, corn yields are slightly more responsive to changes in intermediate inputs than to 
fertilizers prices (with median elasticities of -0.15 and -0.10 respectively). However, the 
hypothesis that yields are non-responsive to intermediate input prices cannot be rejected because 
zero is within the elasticity 95% HPDI. In contrast, higher fertilizer prices are found to exert a 
statistically significant reduction in yields because zero is not included in the 95% HPDI. The 
                                                 
24 Online appendix G contains all of the estimated parameters for each of the estimated models. 
25 We report medians and means to show symmetry of most posterior distributions. 
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median elasticity with respect to hired labor is positive, which is not to be expected, but it is 
negligible and not statistically significant. This result may be caused by the fact that labor is 
more difficult to cut (inelastic) than reducing other inputs such as fertilizer or seeds. 
Another set of parameters of interest are the corn yield elasticities with respect to the 
quantities of hired labor, intermediate inputs, and fertilizer. Such elasticities are based on the 
marginal productivities of hired labor (𝜙𝜙11), intermediate inputs (𝜙𝜙21), and fertilizer (𝜙𝜙31), 
respectively. Parameter 𝜙𝜙11 is recovered from the dual approach only, whereas parameters 𝜙𝜙21 and 
𝜙𝜙31 are estimated by relying on both the dual and primal approaches. Importantly, parameters 𝜙𝜙21 
and 𝜙𝜙31 serve as the “bridge” through which the two approaches complement each other. Figure 2 
shows histograms of the marginal posterior densities for the elasticities of corn yield with respect 
to input quantities, whereas the median, 95% HPDI, mean, and standard deviation are reported in 
the bottom three rows of Table 1. As expected, they are non-negative, implying that, at the 
optimum, corn yields are non-decreasing in the use of these inputs. The response of corn yield 
with respect to intermediate inputs is 0.13, and with respect to fertilizer use is 0.26. As it can be 
inferred from the very narrow 95% HPDIs, the estimates are highly significant, which is a 
consequence of an on average higher log-likelihood for the experimental data. 
The elasticity of corn yield with respect to the quantity of hired labor, based on parameter 
𝜙𝜙11, is estimated with a median of about zero (see Table 1). As experimental data on corn yield 
response to labor are not available, this parameter was recovered from the underlying production 
technology using the dual theorem in equation (2.15) and Hessian identities. The imprecision of 
this recovery, reflected on its much wider HPDI compared to the HPDIs for the elasticities with 
respect to the other input quantities, highlights the imprecision of the duality approach in 
recovering parameters of the underlying technology. Through equation (2.13)-(2.14), parameter 
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𝜙𝜙11 impacts the precision of the proposed approach because it increases the variance of all 
posterior densities. The overall precision of the approach could be improved by assuming an 
informative prior for this parameter, for example, based on non-negative estimates from the 
literature. 
To compare the results obtained with the proposed approach (which uses both market and 
experimental data, i.e., full data) with the standard dual approach (which uses no experimental 
data), the SUR model in equations (2.1)-(2.8) was estimated imposing only the symmetry 
restrictions. Therefore, a SUR model analogous to (3.2), but with only two groups of parameters 
(free and constrained by symmetry), was set up and estimated by means of a Gibbs sampler on 
the marginal posterior distributions.26 
Results in Figures 3 and 4 show that the two approaches provide different results. We 
illustrate results with corn and soybeans yield elasticities; the former should be the ones 
impacted the most by the independent sources of information, whereas the latter should be much 
less so. 
In the case of corn yields, Figure 3 shows that the dual approach tends to provide 
estimates of smaller magnitude for the yield elasticities with respect to selected prices. A 
plausible explanation for this result is attenuation bias (Greene, 2003 p.85) if the market data are 
subject to sources of noise that prevent the dual theorem from holding exactly. Importantly, the 
null hypothesis that corn yield does not respond to prices can be rejected for corn and fertilizer 
prices when using the full data approach. In contrast, with the dual approach it is not possible to 
reject such hypothesis for any of the four prices, because zero is included in each HPDI. It is 
clear from Figure 3 that the greatest impact of the full data approach is on the estimation of the 
                                                 
26 A classical econometric method could also be used to estimate the dual model, but Bayesian methods are more 
appropriate for this comparison because they were also used as the estimation method in the advocated approach.  
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yield elasticity with respect to fertilizer prices. This finding conforms with intuition, as one 
would expect the information contained in the experimental fertilizer data to be reflected to the 
greatest extent on the marginal posterior probability of this elasticity. 
Regarding soybean yields, for which no additional information about soybean production 
technology is used, Figure 4 reveals that both methods also provide different results and with the 
same pattern as for corn, i.e., lower values of the dual approach's parameter estimates (with 
exception of soybean yields own price elasticity). This shows how incorporating the information 
contained in experimental data has effects on all parameters of the dual model.  
5. Conclusions 
We estimate crop yield elasticities with respect to output and input prices by blending market 
data with experimental data. Yield elasticities have become a focus of discussion because the 
literature (Gohin 2014, Dumortier et al., 2011; Keeney and Hertel, 2009) shows evidence that 
small deviations in the values assumed for these elasticities have great impacts on a country’s 
GHG emissions accounting and land-use change evaluations.  
Each of the two standard methods used to calculate yield elasticities, the primal and dual 
approaches, has its own drawbacks (Colman, 1983; Just, 1993). The elasticity estimates provided 
here combine the two approaches by incorporating experimental data on production responses to 
complement the market data used by the dual method. The combined estimates are obtained by 
means of Bayesian methods, because they allow us to combine the information from the different 
datasets in a straightforward way. The relative weight assigned to each source of information is 
based on the log-likelihood function of each model. 
The median own-price elasticity of corn yields is estimated to be equal to 0.21, which lies 
within the interval of the most recent empirical estimates found in the literature. This elasticity, 
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as well as the elasticities with respect to input prices, are all of the expected signs, that is, yields 
increasing with own-price and decreasing with input prices (with the exception of elasticity with 
respect to hired labor, which is estimated to be non-responsive and not statistically significant). 
Also, we estimate soybean yield elasticities with respect to own-price with a median of 0.40 and 
with low dispersion of the posterior density, as opposed to the most recent estimates from the 
literature. Research on the difference between the maximum possible yield for corn and the 
actual yield achieved (i.e., the “yield gap”) has shown that EU corn yields in the main production 
areas are as close to maximum achievable yields as those in the US. This finding suggests 
farmers’ ability to increase yield in response to price signals should be similar in both regions. 
We also estimated the corn yield elasticities with respect to the quantities of hired labor, 
intermediate inputs, and fertilizer. As expected, they are estimated as non-negative, implying 
that, at the optimum, corn yields are non-decreasing in the use of these inputs. In particular, the 
response to intermediate inputs is 0.13, and to fertilizer use is 0.26, both statistically significant. 
However, the response to hired labor quantity is estimated not only with a low elasticity, but also 
with a high imprecision as per the width of the 95% HPDI. This imprecision propagates to other 
estimated parameters (mainly through equations (2.13) and (2.14)), a problem not shared by the 
estimation of the response to the other two inputs which are estimated with a smaller variance. In 
fact, one might argue that the higher precision in the estimation of the intermediate inputs and 
fertilizer use elasticities propagates to other parameters, as one can note from the width of their 
HPDIs.  
Finally, examination of the posterior marginal density functions reveals that 
complementing the market data with experimental data for fertilizers and intermediate inputs has 
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the largest impact on the elasticity of corn yields with respect to fertilizer prices, and that such 
impact is substantial.  
The period covered by Ball’s dataset ends in 2004, which limits our ability to include 
more recent years in the analysis. Adoption of genetically engineered corn in Iowa was 30% in 
2001 and 54% in 2004; but this was later to reach 93%.27 Introduction of stacked gene varieties 
was only 8% in 2004, and this later reached 80%. Ball’s data ends before the dramatic increase 
in corn and soybean prices that began in 2006, as well as the run up in corn seed costs that 
appears to have begun in 2005. The USDA-ERS is currently in the process of updating Ball’s 
dataset to the most recent years, but no updates are expected to be released before the summer of 
2019.28 The release of the more recent data will provide researchers with the opportunity to 
update the present study. In the meantime, we can only speculate about how the availability of 
traits with higher yield potential as well as significantly higher output prices might have 
influenced our results. It seems possible that higher output prices coupled with the relatively 
large price yield elasticity estimated for the earlier period prompted the widespread demand and 
development of more expensive seed traits. This would have resulted in a significant increase in 
yields and a mitigation of the need to add to world crop acres at the extensive margin. 
 
  
                                                 
27 https://www.ers.usda.gov/data-products/adoption-of-genetically-engineered-crops-in-the-us.aspx  





Figure 1. Corn yield elasticities with respect to selected prices.  





Figure 2. Corn yield elasticities with respect to quantity of hired labor (HL), intermediate 
inputs (II), and quantity of fertilizers (F).  





Figure 3. Corn yield elasticities with respect to selected prices. Comparison between “full 
data” approach (light blue) and the “no experimental data” approach (blue). 
Note 1: Histograms show highest probability density intervals at the 95%. 
Note 2: “Full data” approach refers to the proposed approach combining market and experimental data, and “No 
experimental data” approach uses only market data, which is how the duality approach is usually performed. 
Note 3: The “full data” approach (“no experimental data” approach) median estimates of the corn yield price 
elasticities are 0.21 (0.17) for corn price, 0.003 (-0.03) for hired labor price, -0.15 (-0.09) for intermediate input 
price, and -0.10 (-0.02) fertilizer price. See Table G.6 in online appendix G for more details. 
Note 4: The “full data” approach (“no experimental data” approach) mean estimates of the corn yield price 
elasticities are 0.22 (0.17) for corn price, 0.004 (-0.03) for hired labor price, -0.16 (-0.09) for intermediate input 





Figure 4. Soybean yield elasticities with respect to selected prices. Comparison between 
“full data” approach (light blue) and the “no experimental data” approach (blue). 
Note 1: Histograms show highest probability density intervals at the 95%. 
Note 2: “Full data” approach refers to the proposed approach combining market and experimental data, and “No 
experimental data” approach uses only market data, which is how the duality approach is usually performed. 
Note 3: The “full data” approach (“no experimental data” approach) median estimates of the soybean yield price 
elasticities are 0.40 (0.45) for soybean price, -0.09 (-0.07) for hired labor price, -0.32 (-0.18) for intermediate input 
price, and -0.01 (-0.01) fertilizer price. See Table G.6 in online appendix G for more details. 
Note 4: The “full data” approach (“no experimental data” approach) mean estimates of the soybean yield price 
elasticities are 0.40 (0.44) for soybean price, -0.09 (-0.07) for hired labor price, -0.32 (-0.18) for intermediate input 















  Elasticity of corn yields with respect to: 
Corn price 0.06 0.21 0.38 0.22 0.09 
Hired Labor price -0.07 0.003 0.08 0.004 0.04 
Intermediate Inputs price -0.40 -0.15 0.07 -0.16 0.12 
Fertilizer price -0.17 -0.10 -0.03 -0.10 0.03 
Hired Labor quantity -0.10 0.004 0.09 0.0007 0.04 
Intermediate Inputs quantity 0.13 0.13 0.14 0.13 0.003 
Fertilizer quantity 0.26 0.26 0.27 0.26 0.002 
Note: Descriptive statistics of the marginal posterior density function of each elasticity. Lower and upper bounds 
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Online Appendix A: Integration Properties of the Supply-Demand System 
We show the form of the profit function that is consistent with a first-order linear 
approximation of a system of demands and supplies in which some inputs are specified by 
their allocation to the outputs of the technology. Without loss of generality, we assume that 
one input (input 𝑁𝑁) is specified in its allocation. By integrating each input demand as well as 
each output supply - similar to equations (2.1) through (2.8) - with respect to their own prices 
(which is the reverse to applying Hotelling’s lemma to a profit function), we can derive the 
profit function implied by the system: 
 𝜋𝜋(𝒘𝒘,𝒑𝒑,𝒁𝒁;𝜽𝜽) = ∑ 𝑎𝑎𝑖𝑖𝑤𝑤𝑖𝑖𝑁𝑁−1𝑖𝑖=1 + (𝑎𝑎𝑁𝑁1 + ⋯+ 𝑎𝑎𝑁𝑁𝐾𝐾)𝑤𝑤𝑁𝑁 + ∑ 𝑑𝑑𝑘𝑘𝑘𝑘 𝑝𝑝𝑘𝑘 +
∑ ∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑤𝑤𝑖𝑖𝑤𝑤𝑖𝑖𝑁𝑁𝑖𝑖=1𝑁𝑁−1𝑖𝑖=1 + ∑ �𝑎𝑎𝑁𝑁𝑖𝑖1 + ⋯+ 𝑎𝑎𝑁𝑁𝑖𝑖𝐾𝐾 �𝑤𝑤𝑁𝑁𝑤𝑤𝑖𝑖𝑁𝑁𝑖𝑖=1 + ∑ ∑ 𝑏𝑏𝑖𝑖𝑘𝑘𝑤𝑤𝑖𝑖𝑝𝑝𝑘𝑘𝑘𝑘𝑁𝑁−1𝑖𝑖=1 +
∑ (𝑏𝑏𝑁𝑁𝑘𝑘1 + ⋯+ 𝑏𝑏𝑁𝑁𝑘𝑘𝐾𝐾 )𝑤𝑤𝑁𝑁𝑘𝑘 𝑝𝑝𝑘𝑘 + ∑ ∑ 𝑑𝑑𝑘𝑘𝑘𝑘𝑝𝑝𝑘𝑘𝑝𝑝𝑘𝑘𝑘𝑘𝑘𝑘 + ∑ ∑ 𝑐𝑐𝑖𝑖𝑖𝑖𝑤𝑤𝑖𝑖𝑍𝑍𝑖𝑖𝑅𝑅𝑖𝑖=1𝑁𝑁−1𝑖𝑖=1 +
∑ (𝑐𝑐𝑁𝑁𝑖𝑖1 + ⋯+ 𝑐𝑐𝑁𝑁𝑖𝑖𝐾𝐾 )𝑤𝑤𝑁𝑁𝑍𝑍𝑖𝑖𝑅𝑅𝑖𝑖=1 + ∑ ∑ 𝑓𝑓𝑘𝑘𝑖𝑖𝑝𝑝𝑘𝑘𝑍𝑍𝑖𝑖𝑖𝑖𝑘𝑘 + ∑ 𝑤𝑤𝑖𝑖𝜀𝜀𝑖𝑖𝑁𝑁−1𝑖𝑖=1 + 𝑤𝑤𝑁𝑁(𝜀𝜀𝑁𝑁1 + ⋯+
𝜀𝜀𝑁𝑁𝐾𝐾) + ∑ 𝑝𝑝𝑘𝑘𝜀𝜀𝑦𝑦𝑘𝑘𝑘𝑘    
(A.1) 
The profit function is a normalized quadratic with the special features that some coefficients 
are the summation of the parameters across the 𝐾𝐾 crops. Furthermore, its error structure is 
consistent with that of McElroy (1987). 
From expression (A.1) it is clearly seen that if one chooses to second-order 
approximate a profit function by a functional form, the parameters corresponding to crop-
specific input uses (input 𝑁𝑁 in this example) cannot be recovered because they enter only as a 
summation and not individually. This is the reason we proceed to directly approximate the 




Online Appendix B: Cross-Equation Parameter Restrictions 
B.1. Constrained by Symmetry, Subset Θ𝜋𝜋2 
The system (2.1)-(2.8) to be estimated, written with symmetry restrictions given by Young’s 































































1 𝑎𝑎132 𝑎𝑎133 𝑏𝑏11 𝑏𝑏12 𝑏𝑏13
𝑎𝑎12 𝑎𝑎22 𝑎𝑎231 𝑎𝑎232 𝑎𝑎233 𝑏𝑏21 𝑏𝑏22 𝑏𝑏23
𝑎𝑎131 𝑎𝑎231 𝑎𝑎331 0 0 𝑏𝑏311 𝑏𝑏321 𝑏𝑏331
𝑎𝑎132 𝑎𝑎232 0 𝑎𝑎332 0 𝑏𝑏312 𝑏𝑏322 𝑏𝑏332
𝑎𝑎133 𝑎𝑎233 0 0 𝑎𝑎333 𝑏𝑏313 𝑏𝑏323 𝑏𝑏333
𝑏𝑏11 𝑏𝑏21 𝑏𝑏311 𝑏𝑏312 𝑏𝑏313 𝑑𝑑11 𝑑𝑑12 𝑑𝑑13
𝑏𝑏12 𝑏𝑏22 𝑏𝑏321 𝑏𝑏322 𝑏𝑏323 𝑑𝑑12 𝑑𝑑22 𝑑𝑑23




























































where 𝑤𝑤3 repeated three times reflects the fact that is the same input allocated among the 
three outputs. We do this to clarify the explanation of the system setup and parameter 
restrictions. The negative sign in front of the 𝑥𝑥 variables follows the standard netput notation 
(negative in the case of inputs). Integration of the system of input demands and output 
supplies yields the following underlying profit function: 
 
























































where, due to the existence of allocation data on input 3 (fertilizer) and the symmetry 











𝑎𝑎3𝑖𝑖 = � 𝑎𝑎3𝑖𝑖𝑘𝑘
3
𝑘𝑘=1
 𝑓𝑓𝑓𝑓𝑓𝑓 𝑗𝑗 = {1,2,3} 
𝑏𝑏3𝑖𝑖 = � 𝑏𝑏3𝑖𝑖𝑘𝑘
3
𝑘𝑘=1
 𝑓𝑓𝑓𝑓𝑓𝑓 𝑗𝑗 = {1,2,3} 
𝑐𝑐3𝑖𝑖 = � 𝑐𝑐3𝑖𝑖𝑘𝑘
3
𝑘𝑘=1
 𝑓𝑓𝑓𝑓𝑓𝑓 𝑗𝑗 = {1,2,3,4,5} 
(B.3) 
Equalities in (B.3) imply the following constrains in estimation:  
 𝑎𝑎13 = 𝑎𝑎131 + 𝑎𝑎132 + 𝑎𝑎133  
𝑎𝑎23 = 𝑎𝑎231 + 𝑎𝑎232 + 𝑎𝑎233  
𝑏𝑏31 = 𝑏𝑏311 + 𝑏𝑏312 + 𝑏𝑏313  
𝑏𝑏32 = 𝑏𝑏321 + 𝑏𝑏322 + 𝑏𝑏323  
𝑏𝑏33 = 𝑏𝑏331 + 𝑏𝑏332 + 𝑏𝑏333  
(B.4) 
where 𝑎𝑎13, 𝑎𝑎23, 𝑏𝑏31, 𝑏𝑏32, and 𝑏𝑏33 denote the derivatives of −𝑥𝑥1, −𝑥𝑥2, 𝑦𝑦1, 𝑦𝑦2, and 𝑦𝑦3, 
respectively, with respect to 𝑤𝑤3. 
Separable technology implies that there are no cross-price effects in the case of 



























 𝑏𝑏31 = 𝑏𝑏311  
𝑏𝑏32 = 𝑏𝑏322  
𝑏𝑏33 = 𝑏𝑏333  
(B.7) 
which means that changes in fertilizer prices affect crop supply only through its own use, and 
not through fertilizer used in other crops. In terms of the underlying profit function, they 



































In summary, plugging (B.4) through (B.7) into system (, the matrix of coefficients 










⎡ 𝑎𝑎11 𝑎𝑎12 𝑎𝑎13
1 𝑎𝑎132 𝑎𝑎13 − 𝑎𝑎131 − 𝑎𝑎132 𝑏𝑏11 𝑏𝑏12 𝑏𝑏13
𝑎𝑎12 𝑎𝑎22 𝑎𝑎231 𝑎𝑎232 𝑎𝑎23 − 𝑎𝑎231 − 𝑎𝑎232 𝑏𝑏21 𝑏𝑏22 𝑏𝑏23
𝑎𝑎131 𝑎𝑎231 𝑎𝑎331 0 0 𝑏𝑏31 0 0
𝑎𝑎132 𝑎𝑎232 0 𝑎𝑎332 0 0 𝑏𝑏32 0
𝑎𝑎13 − 𝑎𝑎131 − 𝑎𝑎132 𝑎𝑎23 − 𝑎𝑎231 − 𝑎𝑎232 0 0 𝑎𝑎333 0 0 𝑏𝑏33
𝑏𝑏11 𝑏𝑏21 𝑏𝑏31 0 0 𝑑𝑑11 0 0
𝑏𝑏12 𝑏𝑏22 0 𝑏𝑏32 0 0 𝑑𝑑22 0










   
B.2. Constrained by Knowledge of 𝜙𝜙21 and 𝜙𝜙31 Through Equations (2.15)-(2.16), Subset 𝛩𝛩𝜋𝜋4 
Expression (B.9) is exactly the profit function Hessian sub-matrix with respect to variable 
input and output prices that produces system (B.1). By Lau’s Hessian relationships and also 
considering the sub-matrix with respect to quasi-fixed inputs, the production function Hessian 



















Given the specified normalized quadratic profit function, the dual production function 
is also quadratic. Considering that only input 3 (fertilizer) allocation data are available and 
the assumed separable technology, the production function can be written as follows: 














































where netput 𝑦𝑦0 is the numeraire, and respectively, 𝑖𝑖 and 𝑗𝑗 index inputs and outputs. 
















1 𝛾𝛾132 𝛾𝛾133 𝜆𝜆11 𝜆𝜆12 𝜆𝜆13
𝛾𝛾12 𝛾𝛾22 𝛾𝛾231 𝛾𝛾232 𝛾𝛾233 𝜆𝜆21 𝜆𝜆22 𝜆𝜆23
𝛾𝛾131 𝛾𝛾231 𝛾𝛾331 0 0 𝜆𝜆31 0 0
𝛾𝛾132 𝛾𝛾232 0 𝛾𝛾332 0 0 𝜆𝜆32 0
𝛾𝛾133 𝛾𝛾233 0 0 𝛾𝛾333 0 0 𝜆𝜆33
𝜆𝜆11 𝜆𝜆21 𝜆𝜆31 0 0 𝛿𝛿11 0 0
𝜆𝜆12 𝜆𝜆22 0 𝜆𝜆32 0 0 𝛿𝛿22 0











The superscript 𝑗𝑗 in 𝛾𝛾𝑖𝑖𝑖𝑖′
𝑖𝑖  indicates the mutual effects of inputs 𝑖𝑖 and 𝑖𝑖′ when used in output 𝑗𝑗. 
The superscript 𝑗𝑗 in 𝜆𝜆𝑖𝑖
𝑖𝑖  represents the effect of input 𝑖𝑖 on output 𝑗𝑗 when input is used in 
producing output 𝑗𝑗. The zeros represent the separability or lack of effects on output 𝑗𝑗 of 
netputs involved in producing output 𝑗𝑗′, for 𝑗𝑗 and 𝑗𝑗′ = 1,2,3. 
We use the Hessian relationships in (B.10) and the profit function Hessian matrix in 
(B.9) to back out the values of parameters in (B.12) in order to explicitly write the form of the 
constraints arising from the use of datasets describing features of the production function. 
From these datasets, we can calculate the marginal effect on output 𝑦𝑦1 (corn) of the input 
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uses (𝜙𝜙𝑖𝑖1) which, everything else equal, can be calculated from equations (2.15) and (2.16), 
which we re-write here to facilitate exposition: 
 






𝛾𝛾𝑖𝑖,𝑖𝑖≠𝑖𝑖𝑥𝑥𝑖𝑖≠𝑖𝑖 + 𝛾𝛾𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖 + 𝛾𝛾𝑖𝑖31 𝑥𝑥31 + 𝜆𝜆𝑖𝑖1𝑦𝑦1 − 𝝔𝝔𝒙𝒙𝑖𝑖𝑲𝑲
−𝜆𝜆11𝑥𝑥1 − 𝜆𝜆21𝑥𝑥2 − 𝜆𝜆31𝑥𝑥31 + 𝛿𝛿11𝑦𝑦1 + 𝝔𝝔𝒚𝒚1𝑲𝑲
 (2.15) 
 






𝛾𝛾131 𝑥𝑥1 + 𝛾𝛾231 𝑥𝑥2 + 𝛾𝛾331 𝑥𝑥31 + 𝜆𝜆31𝑦𝑦1 − 𝝔𝝔𝒙𝒙𝟑𝟑𝟏𝟏𝑲𝑲
−𝜆𝜆11𝑥𝑥1 − 𝜆𝜆21𝑥𝑥2 − 𝜆𝜆31𝑥𝑥31 + 𝛿𝛿11𝑦𝑦1 + 𝝔𝝔𝒚𝒚1𝑲𝑲
 
(2.16) 
where the terms 𝜙𝜙𝑖𝑖1 denote the marginal effects of input 𝑖𝑖 on corn yields, for 𝑖𝑖 ∈ {1, 2} and 𝑔𝑔 
∈ {1, 2}. Then, subset Θ𝜋𝜋4 of constrains, arising from the knowledge of 𝜙𝜙21 and 𝜙𝜙31, imply 
that equations (2.15) and (2.16) allow the recovery of one parameter each, as shown in 
STEPS 15 and 17 of online appendix D. These conform the vector 𝜷𝜷4. 
 
B.3. Restricted by Equations (2.13)-(2.14), Subset Θ𝜋𝜋3 
Finally, subset Θ𝜋𝜋3 of constrains determines the parameters in 𝜷𝜷3 and arise from equations 
(2.13) and (2.14). These equations describe the marginal effects on corn yields of corn price 
and input prices, and we rewrite them here for convenience: 
  [𝒅𝒅1]1 = 𝜙𝜙11 [𝒃𝒃1]1 + 𝜙𝜙21 [𝒃𝒃2]1 + 𝜙𝜙31 [𝒃𝒃31]1 
[𝒃𝒃1]𝑖𝑖 = 𝜙𝜙11 [𝒂𝒂1]𝑖𝑖 + 𝜙𝜙21 [𝒂𝒂2]𝑖𝑖 + 𝜙𝜙31 [𝒂𝒂31]𝑖𝑖 
(2.13) 
(2.14) 
for 𝑖𝑖 ∈ {1, 2, 3}. The terms [𝒅𝒅1]𝑖𝑖, [𝒃𝒃1]𝑖𝑖, [𝒃𝒃2]𝑖𝑖, [𝒃𝒃31]𝑖𝑖, [𝒃𝒃1]𝑖𝑖  [𝒂𝒂1]𝑖𝑖  [𝒂𝒂2]𝑖𝑖, and  [𝒂𝒂31]𝑖𝑖 are, 
respectively, the 𝑖𝑖th elements of the parameter vectors 𝒅𝒅1, 𝒃𝒃1, 𝒃𝒃2, 𝒃𝒃31, 𝒃𝒃1, 𝒂𝒂1, 𝒂𝒂2, and 𝒂𝒂31 in 
equations (2.1)-(2.8). Parameters in the left-hand-side of (2.13) and (2.14) are directly 
computed conditioned on the last draw of the parameters in the right-hand-side. See STEP 13 
of online appendix D.   
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Online Appendix C: Additive General Error Model for the Profit Function 
McElroy (1987) derived the additive general error model (AGEM) for the case of cost 
functions. Below we show that a similar error structure follows for profit functions. Consider 
the following profit maximization problem: 𝑚𝑚𝑎𝑎𝑥𝑥[𝒙𝒙]𝜋𝜋 =𝑚𝑚𝑎𝑎𝑥𝑥[𝒙𝒙]{𝒑𝒑′𝒚𝒚 −  𝒘𝒘′𝒙𝒙} where 𝒑𝒑 is the 
(𝐽𝐽x1) vector denoting output prices, 𝒚𝒚 is the (𝐽𝐽x1) vector of output quantities, 𝒙𝒙 is an (𝐼𝐼x1) 
choice vector of inputs used in production of all outputs, and 𝒘𝒘 are their observed prices. The 
solution is a set of input demands 𝑥𝑥𝑖𝑖∗ = 𝑥𝑥𝑖𝑖(𝑤𝑤,𝑝𝑝,𝑲𝑲)  for 𝑖𝑖 = {1, … , 𝐼𝐼} representing the use in 
all outputs, a set of output supplies 𝑦𝑦𝑖𝑖∗ = 𝑦𝑦𝑖𝑖(𝑤𝑤,𝑝𝑝,𝑲𝑲)  for 𝑗𝑗 = 1, … , 𝐽𝐽, and a value function 
𝜋𝜋∗ = 𝜋𝜋(𝑤𝑤,𝑝𝑝,𝑲𝑲) = ∑ 𝑝𝑝𝑖𝑖𝑦𝑦𝑖𝑖∗(𝑤𝑤, 𝑝𝑝,𝑲𝑲𝑖𝑖 ) − ∑ 𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖∗(𝑤𝑤,𝑝𝑝,𝑲𝑲)𝑖𝑖 . However in reality the true input 
demands and output supplies, while are observed with certainty by the producer, are observed 
with an error by the econometrician. We claim that we observe the following: 
 𝑥𝑥𝑖𝑖 = 𝑥𝑥𝑖𝑖∗(𝑤𝑤, 𝑝𝑝,𝑲𝑲) + 𝜀𝜀𝑖𝑖  for 𝑖𝑖 = 1, … , 𝐼𝐼 
𝑦𝑦𝑖𝑖 = 𝑦𝑦𝑖𝑖∗(𝑤𝑤,𝑝𝑝,𝑲𝑲) + 𝜇𝜇𝑖𝑖  for 𝑗𝑗 = 1, … , 𝐽𝐽 
(C.1) 
where the left-hand-side variables are observed values. Therefore, the profit value function 
consistent with these observed input demands and output supplies is obtained by substituting 
the observed, instead of the true values, in the objective function; that is: 
 𝜋𝜋∗ = 𝜋𝜋(𝑤𝑤,𝑝𝑝,𝑲𝑲) 





= � 𝑝𝑝𝑖𝑖�𝑦𝑦𝑖𝑖∗(𝑤𝑤,𝑝𝑝,𝒁𝒁) + 𝜇𝜇𝑖𝑖�
𝑖𝑖













from which it can be clearly seen that the error structure arising from using the observed 
input demands and output supplies is the same as the error structure in the aggregate profit 
value function in (B.2). 
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Online Appendix D: Steps of the Metropolis Algorithm 
Using a Bayesian approach with the following steps, we conduct estimation of the model in 
(3.5) and models in (3.6) (for each nitrogen, phosphate, potash, and seed density). We set to 
50,000 the maximum number of iterations, which throughout the steps, they are denoted by 
the letter r and are indicated by the super-indices in parenthesis. 








(0), and  𝜷𝜷4
(0). Set 𝑓𝑓 = 1.  
STEP 2: Conditional on 𝜎𝜎𝜏𝜏𝑁𝑁
2(𝑖𝑖−1) and 𝜙𝜙3
1(𝑖𝑖−1), generate a draw of 𝜼𝜼𝑁𝑁
(𝑖𝑖) (belonging to 
subset Θ𝐻𝐻𝑁𝑁1 of free parameters) from its marginal posterior 𝑙𝑙(𝜼𝜼𝑁𝑁|𝜎𝜎𝜏𝜏𝑁𝑁
2 ,𝜙𝜙31,𝑄𝑄∗) by Gibbs 
sampling using equation (D.3) with 𝑖𝑖 =  𝑁𝑁. 
STEP 3: Conditional on 𝜼𝜼𝑁𝑁
(𝑖𝑖)  and 𝜙𝜙3
1(𝑖𝑖−1), generate a draw of 𝜎𝜎𝜏𝜏𝑁𝑁
2(𝑖𝑖) from its marginal 
posterior 𝑙𝑙(𝜎𝜎𝜏𝜏𝑁𝑁
2 |𝜼𝜼𝑁𝑁,𝜙𝜙31,𝑄𝑄∗) by Gibbs sampling using equation (D.4) with 𝑖𝑖 =  𝑁𝑁. 
STEP 4: Conditional on 𝜎𝜎𝜏𝜏𝑃𝑃
2(𝑖𝑖−1) and 𝜙𝜙3
1(𝑖𝑖−1), generate a draw of 𝜼𝜼𝑃𝑃
(𝑖𝑖) (belonging to 
subset Θ𝐻𝐻𝑁𝑁1 of free parameters) from its marginal posterior 𝑙𝑙(𝜼𝜼𝑃𝑃|𝜎𝜎𝜏𝜏𝑃𝑃
2 ,𝜙𝜙31,𝑄𝑄∗) by Gibbs 
sampling using equation (D.3) with 𝑖𝑖 =  𝑃𝑃. 
STEP 5: Conditional on 𝜼𝜼𝑃𝑃
(𝑖𝑖)  and 𝜙𝜙3
1(𝑖𝑖−1), generate a draw of 𝜎𝜎𝜏𝜏𝑃𝑃
2(𝑖𝑖) from its marginal 
posterior 𝑙𝑙(𝜎𝜎𝜏𝜏𝑃𝑃
2 |𝜼𝜼𝑃𝑃,𝜙𝜙31,𝑄𝑄∗) by Gibbs sampling using equation (D.4) with 𝑖𝑖 =  𝑃𝑃. 
STEP 6: Conditional on 𝜎𝜎𝜏𝜏𝐾𝐾
2(𝑖𝑖−1) and 𝜙𝜙3
1(𝑖𝑖−1), generate a draw of 𝜼𝜼𝐾𝐾
(𝑖𝑖) (belonging to 
subset Θ𝐻𝐻𝑁𝑁1 of free parameters) from its marginal posterior 𝑙𝑙(𝜼𝜼𝐾𝐾|𝜎𝜎𝜏𝜏𝐾𝐾
2 ,𝜙𝜙31,𝑄𝑄∗) by Gibbs 
sampling using equation (D.3) with 𝑖𝑖 =  𝐾𝐾. 
STEP 7: Conditional on 𝜼𝜼𝐾𝐾
(𝑖𝑖)  and 𝜙𝜙3
1(𝑖𝑖−1), generate a draw of 𝜎𝜎𝜏𝜏𝐾𝐾
2(𝑖𝑖) from its marginal 
posterior 𝑙𝑙(𝜎𝜎𝐾𝐾2|𝜼𝜼𝐾𝐾,𝜙𝜙31,𝑄𝑄∗) by Gibbs sampling using equation (D.4) with 𝑖𝑖 =  𝐾𝐾. 
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STEP 8: Conditional on 𝜎𝜎𝜏𝜏𝑆𝑆
2(𝑖𝑖−1) and 𝜙𝜙2
1(𝑖𝑖−1), generate a draw of 𝜼𝜼𝑆𝑆
(𝑖𝑖) (belonging to 
subset Θ𝐻𝐻𝑁𝑁1 of free parameters) from its marginal posterior 𝑙𝑙(𝜼𝜼𝑆𝑆|𝜎𝜎𝜏𝜏𝑆𝑆
2 ,𝜙𝜙21,𝑄𝑄∗) by Gibbs 
sampling using equation (D.3) with 𝑖𝑖 =  𝑆𝑆. 
STEP 9: Conditional on 𝜼𝜼𝑆𝑆
(𝑖𝑖)  and 𝜙𝜙2
1(𝑖𝑖−1), generate a draw of 𝜎𝜎𝜏𝜏𝑆𝑆
2(𝑖𝑖) from  its marginal 
posterior 𝑙𝑙(𝜎𝜎𝜏𝜏𝑆𝑆
2 |𝜼𝜼𝑆𝑆,𝜙𝜙21,𝑄𝑄∗) by Gibbs sampling using equation (D.4) with 𝑖𝑖 =  𝑆𝑆. 




(𝑖𝑖−1) generate a 
draw of the subset Θ𝜋𝜋1 of free parameters, denoted as 𝜷𝜷∗(𝑖𝑖) , from its marginal posterior 
𝒇𝒇(𝜷𝜷∗|𝚺𝚺, 𝐲𝐲∗) in equation (D.8) by Gibbs sampling. 
STEP 11: Recover the subset Θ𝜋𝜋2 of parameters, i.e. the parameters constrained by 
symmetry restrictions 𝜷𝜷2
(𝑖𝑖) using equality 𝜷𝜷𝟐𝟐 = 𝑹𝑹𝜷𝜷2
−1(𝒓𝒓 − 𝑹𝑹𝜷𝜷∗𝜷𝜷∗) as stated in the article. Form 









(𝑖𝑖−1) generate a 
draw of  𝚺𝚺(𝑖𝑖) from its marginal posterior 𝒇𝒇(𝚺𝚺|𝜷𝜷∗,𝒚𝒚∗) in equation (D.9) by Gibbs sampling. 




(𝑖𝑖−1) , compute 
restricted parameters in the subset Θ𝜋𝜋3, denoted as 𝜷𝜷3
(𝑖𝑖) , using equations (2.13) and (2.14).  




2(𝑖𝑖), generate a draw of 
the “shared” parameter 𝜙𝜙2
1(𝑖𝑖), using the t-walk algorithm with objective function given by the 
log-likelihood function 𝑙𝑙𝑓𝑓𝑔𝑔𝑙𝑙 = 𝑙𝑙𝑓𝑓𝑔𝑔𝒇𝒇(. ) + 𝑙𝑙𝑓𝑓𝑔𝑔𝑙𝑙𝑆𝑆(. ) which is the sum of the log-likelihoods in 
in (D.5) and (D.1) respectively.  
STEP 15. Recover the parameters of the subset Θ𝜋𝜋4, i.e. one parameter of the vector 
𝜷𝜷4
(𝑖𝑖) using equation (2.15); as well as one parameter of subset Θ𝐻𝐻𝑁𝑁2, i.e. parameter 𝜂𝜂1,𝑆𝑆 using 
equation (2.18) and equation in footnote #15. 
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2(𝑖𝑖), generate a draw of the “shared” parameter 𝜙𝜙3
1(𝑖𝑖), using the t-walk algorithm with 
objective function given by the log-likelihood function 𝑙𝑙𝑓𝑓𝑔𝑔𝑙𝑙 =  𝑙𝑙𝑓𝑓𝑔𝑔𝒇𝒇(. ) + 𝑙𝑙𝑓𝑓𝑔𝑔𝑙𝑙𝑁𝑁(. ) +
𝑙𝑙𝑓𝑓𝑔𝑔𝑙𝑙𝑃𝑃(. ) + 𝑙𝑙𝑓𝑓𝑔𝑔𝑙𝑙𝐾𝐾(. ), where the first factor is the log of equation (D.5) and the other three 
come accordingly from equation (D.1).  
STEP 17: Recover the parameters of the subset Θ𝜋𝜋4, i.e. one parameter of the vector 
𝜷𝜷4
(𝑖𝑖) using equation (2.16), as well as the parameters in subset Θ𝐻𝐻𝑁𝑁2, i.e. parameters 𝜂𝜂1,𝑁𝑁, 
𝜂𝜂1,𝑃𝑃, and 𝜂𝜂1,𝐾𝐾 using equation (2.18) and equation (3.1). 
STEP 18: If r equals maximum number of iterations, STOP, otherwise set 𝑓𝑓 = 𝑓𝑓 + 1, 
and return to STEP 2. 
STEP 19: Burn the first 30,000 iterations, and keep the last 20,000. 
 
Derivation of log-likelihood functions of the “Direct Estimation of Yield Response to 
Input Quantities” in section 3.2 
Given the econometric model in equation (3.6), that we rewrite here only for exposition and 
for a “generic” input F = {N, P, K, S}, 
 𝑄𝑄𝐹𝐹∗ = 𝜂𝜂0𝐹𝐹 − 𝜂𝜂2𝐹𝐹(2𝐹𝐹∗ × 𝐹𝐹 + 𝐹𝐹2) + 𝜂𝜂5𝐹𝐹𝑫𝑫𝟏𝟏 + 𝜂𝜂6𝐹𝐹𝑫𝑫𝟐𝟐 + 𝜏𝜏𝐹𝐹 (3.6’) 
the Bayesian approach starts by noting that the error term is normally distributed: 
𝜏𝜏𝐹𝐹~𝑁𝑁(0,𝜎𝜎𝜏𝜏𝐹𝐹
2  ). Dropping the F subscript which denotes the fertilizer product to simplify the 
notation, the likelihood function can be written as: 
 𝑙𝑙(𝑄𝑄∗|𝜼𝜼,𝜎𝜎𝜏𝜏2) ∝ 𝜎𝜎𝜏𝜏−𝑀𝑀𝑒𝑒𝑥𝑥𝑝𝑝{−1/2𝜎𝜎𝜏𝜏2(𝑄𝑄∗ − 𝑭𝑭𝜼𝜼′)′(𝑄𝑄∗ − 𝑭𝑭𝜼𝜼′)} (D.1) 
with 𝑀𝑀 being the number of observations, F the vector of k explanatory variables, and 𝜼𝜼 the 
vector of slope parameters. Assuming a joint non-informative prior distribution for 𝜼𝜼 and ,𝜎𝜎𝜏𝜏2 
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of the form 𝑙𝑙(𝜼𝜼,𝜎𝜎𝜏𝜏2) ∝ 𝜎𝜎𝜏𝜏−1 , the joint posterior density function for the parameters of interest 
conditional on the sampling data is the following: 
 𝑙𝑙(𝜼𝜼,𝜎𝜎𝜏𝜏2|𝜙𝜙31,𝑄𝑄∗) ∝ 𝜎𝜎𝜏𝜏
−(𝑀𝑀+1)𝑒𝑒𝑥𝑥𝑝𝑝{−1/2𝜎𝜎𝜏𝜏 2(𝑄𝑄∗ − 𝑭𝑭𝜼𝜼′)′(𝑄𝑄∗ − 𝑭𝑭𝜼𝜼′)} (D.2) 
Then, conditional on the value of 𝜎𝜎𝜏𝜏2 and 𝜙𝜙31, the marginal conditional posterior 
distribution of the 𝜼𝜼 parameters 𝑙𝑙(𝜼𝜼|𝜎𝜎𝜏𝜏2,𝜙𝜙31,𝑄𝑄∗) is distributed multivariate normal: 
 𝑙𝑙(𝜼𝜼|𝜎𝜎𝜏𝜏2,𝜙𝜙31,𝑄𝑄∗) ~ 𝑀𝑀𝑀𝑀𝑁𝑁{[(𝑭𝑭′𝑭𝑭)−𝟏𝟏(𝑭𝑭′𝑄𝑄∗)] ,𝜎𝜎𝜏𝜏2(𝑭𝑭′𝑭𝑭)−𝟏𝟏} (D.3) 
Conditional on the value of 𝜼𝜼 and 𝜙𝜙31, the marginal conditional posterior distribution of 
𝜎𝜎𝜏𝜏2, 𝑙𝑙(𝜎𝜎𝜏𝜏2|𝜼𝜼,𝜙𝜙31,𝑄𝑄∗), can be obtained from the posterior of the precision 𝜍𝜍 = 𝜎𝜎𝜏𝜏−2, that is: 
 𝑙𝑙(𝜍𝜍|𝜼𝜼,𝜙𝜙31,𝑄𝑄∗) ~ 𝜒𝜒(𝑀𝑀−𝑘𝑘)2 (𝑀𝑀− 𝑘𝑘)𝑣𝑣2⁄   (D.4) 
where 𝑘𝑘 is the number of parameters in vector 𝜼𝜼 and 𝑣𝑣2 = (𝑀𝑀 − 𝑘𝑘)−1(𝑄𝑄∗ − 𝑭𝑭𝜼𝜼′)′(𝑄𝑄∗ − 𝑭𝑭𝜼𝜼′) 
is a consistent estimator of 𝜎𝜎𝜏𝜏2. 
With the objective of estimating the marginal probability functions of the parameters 𝜼𝜼 
and 𝜎𝜎𝜏𝜏2, we use a Gibbs sampler to draw random numbers from each marginal conditional 
posterior.  
 
Derivation of log-likelihood functions of the “Dual Function Estimation” in section 3.1 
Given the econometric model in (3.5):  
 
𝒀𝒀∗ = 𝒁𝒁∗𝜷𝜷∗ + 𝜺𝜺 (3.5) 
with the variable names as defined in the article. The error term is distributed as 
𝜺𝜺~𝑀𝑀𝑀𝑀𝑁𝑁(𝟎𝟎,𝛀𝛀) with 𝛀𝛀 = 𝚺𝚺⊗ 𝑰𝑰𝒕𝒕, where 𝚺𝚺 is a (𝑛𝑛 × 𝑛𝑛) matrix, ⊗ is the Kronecker delta, and 
t is the number of observations of each of the n = 8 equations. We seek to estimate the set of 
parameters 𝜷𝜷∗ and 𝚺𝚺 by Bayesian methods. The Bayesian estimation starts by setting the 
likelihood function that resumes the information given by the data, conditional on the 
parameters. Given our assumption about the error term, the likelihood is: 
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 𝒇𝒇(𝒚𝒚∗|𝜷𝜷∗,𝚺𝚺) ∝ |𝚺𝚺|−
𝑛𝑛×𝑡𝑡





where ∝ means “proportional to,” 𝒕𝒕𝒓𝒓 is the trace operator, and 𝑨𝑨 is an (𝑛𝑛 × 𝑛𝑛) symmetric 
matrix formed by elements 𝑎𝑎𝑛𝑛𝑛𝑛′ = (𝒚𝒚𝑛𝑛∗ − 𝑿𝑿𝑛𝑛∗𝜷𝜷∗)′(𝒚𝒚𝑛𝑛′
∗ − 𝑿𝑿𝑛𝑛′
∗ 𝜷𝜷∗). Then, we define the priors’ 
joint probability density function that collects our beliefs about the unknown parameters 𝜷𝜷∗ 
and 𝚺𝚺. We choose the following non-informative prior: 





where 𝒇𝒇(𝜷𝜷∗) is proportional to a real-valued constant in ℛ1, 𝒇𝒇(𝚺𝚺) ∝ |𝚺𝚺|−(𝑛𝑛+1) 2⁄  is the limit 
of an inverted Wishart density defined over the support of positive-definite matrices, and  
𝑰𝑰(𝚯𝚯) is an indicator function taking the value one if the set of parameters falls into the set 𝚯𝚯, 
and zero otherwise. The set 𝚯𝚯 allows us to impose further restrictions, such as monotonicity, 
on the estimated parameters (Giles, 2003). By Bayes theorem, the joint posterior density 
function is then: 
𝒇𝒇(𝜷𝜷∗,𝚺𝚺|𝐲𝐲∗) ∝ 𝒇𝒇(𝒚𝒚∗|𝜷𝜷∗,𝚺𝚺)𝒇𝒇(𝜷𝜷∗,𝚺𝚺) 
∝ |𝚺𝚺|−
𝑛𝑛×𝑡𝑡+𝑛𝑛+1





The Bayesian approach seeks to estimate the marginal posterior density functions of the 
parameters 𝜷𝜷∗ and 𝚺𝚺. To this end, we use a Gibbs sampler to generate random draws from 
these marginal posteriors (Casella and George, 1992). Implementation of the Gibbs sampler 
requires knowing the form of the conditional posteriors of the parameters. For the parameter 
𝜷𝜷∗, viewing 𝚺𝚺 as a constant, and using (D.7), we have: 
 𝒇𝒇(𝜷𝜷∗|𝚺𝚺, 𝐲𝐲∗) ∝ 𝒆𝒆𝒙𝒙𝒑𝒑{−𝟎𝟎.𝟓𝟓(𝒚𝒚∗ − 𝑿𝑿∗𝜷𝜷∗)′(𝚺𝚺−𝟏𝟏 ⊗ 𝑰𝑰𝒕𝒕)(𝒚𝒚∗ − 𝑿𝑿∗𝜷𝜷∗)}𝑰𝑰(𝚯𝚯) (D.8) 
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which is proportional to a multivariate normal with mean (𝑿𝑿∗′(𝚺𝚺−𝟏𝟏 ⊗ 𝑰𝑰𝒕𝒕)𝑿𝑿∗)−𝟏𝟏𝑿𝑿∗′(𝚺𝚺−𝟏𝟏 ⊗
𝑰𝑰𝒕𝒕)𝒚𝒚∗ and covariance matrix [𝑿𝑿∗′(𝚺𝚺−𝟏𝟏 ⊗ 𝑰𝑰𝒕𝒕)𝑿𝑿∗]−𝟏𝟏.  
In the case of 𝚺𝚺−1, viewing 𝜷𝜷∗ as a constant and using (D.7), the marginal posterior is: 
 𝒇𝒇(𝚺𝚺|𝜷𝜷∗,𝒚𝒚∗) ∝ |𝚺𝚺|−
𝑛𝑛×𝑡𝑡+𝑡𝑡+1
2 𝒆𝒆𝒙𝒙𝒑𝒑{−𝟎𝟎.𝟓𝟓𝒕𝒕𝒓𝒓(𝑨𝑨𝚺𝚺−𝟏𝟏)}𝑰𝑰(𝚯𝚯) (D.9) 
Note that estimation of 𝜷𝜷∗ and 𝚺𝚺 is conditioned on the parameters vector 𝜷𝜷, out of which 𝜷𝜷3 
and 𝜷𝜷4 implicitly bring information about the underlying production function through 𝜙𝜙21 and 
𝜙𝜙31 so as to complement the information that duality theory can recover from the technology. 
Upon estimation of 𝜷𝜷∗ parameters, elements of subsets 2, 3, and 4 can be recovered 
from the equation 𝜷𝜷𝟐𝟐 = 𝑹𝑹𝜷𝜷2
−1(𝒓𝒓 − 𝑹𝑹𝜷𝜷∗𝜷𝜷∗). Out of these, only those constrained by symmetry 
are regarded as draws from their marginal posterior, because they maintain their marginal 





Online Appendix E: Pseudo-Second Differences Procedure 
The pseudo-differencing procedure, which follows Green (2003, p. 272) and that was also 
applied in a similar context and to the same data by Schurring, Huffman, and Fan (2011), is 
as follows. First, we take the system of 8 equations in (2.1) to (2.8) and estimate it using the 
data in levels. The estimation is performed by SUR with cross-equation symmetry 
restrictions. Then, the residuals of each equation are stacked in a sole vector of dimension 
8×T. This vector of residuals (each residual being denoted as ?̂?𝜇𝑖𝑖𝑡𝑡) is regressed against one lag 
and two lags, that is: ?̂?𝜇𝑖𝑖𝑡𝑡 = 𝜌𝜌1?̂?𝜇𝑖𝑖𝑡𝑡−1 + 𝜌𝜌2?̂?𝜇𝑖𝑖𝑡𝑡−2 + 𝜀𝜀𝑖𝑖𝑡𝑡. Parameters 𝜌𝜌1 and 𝜌𝜌2 capture the serial 
autocorrelation existing in the model. They are estimated by OLS, yielding 𝜌𝜌�1 = 0.0501 and 
𝜌𝜌�2 = 0.0549. Finally, according to Greene (2003), and denoting the transformed variables 
with a star (*), we perform the transformation 𝑧𝑧𝑡𝑡∗ ≡ 𝑧𝑧𝑡𝑡 − 𝜌𝜌�1𝑧𝑧𝑡𝑡−1 + 𝜌𝜌�2𝑧𝑧𝑡𝑡−2 for t = 3,…,T on 
each explained and explanatory variable of the data, which is what he calls to pseudo-
differentiate the data (or to partially differentiate or to quasi differentiate). To avoid losing 
the second and first observations as a result of the differentiation, the transformed variables 
for t = 2 and t = 1 are computed according to 𝑧𝑧2∗ ≡ 𝑎𝑎𝑧𝑧2 − 𝑏𝑏𝑧𝑧1 and 𝑧𝑧1∗ ≡ 𝑐𝑐𝑧𝑧1, respectively, 
where 















Online Appendix F: Summary of Studies Estimating Own-Price Corn Yield Elasticities 
Table F.1. Elasticities of yield with respect to corn price estimated in previous studies. 
Authors Period Data Elasticity t-statistic 
Houck and Gallagher 1951-1971 Time series U.S. Model 1  0.76 6.33 
Houck and Gallagher 1951-1971 Time series U.S. Model 2 0.69 6.32 
Houck and Gallagher 1951-1971 Time series U.S. Model 3 0.28 3.59 
Houck and Gallagher 1951-1971 Time series U.S. Model 4 0.24 3.11 
Menz and Pardey 1951-1971 Time series U.S. yields  0.61 5.17 
Menz and Pardey 1972-1980 Time series U.S. yields  0.44 (*) 
Choi and Helmberger 1964-1988 Time series U.S. yields  0.27 2.80 
Lyons and Thompson 1961-1973 Time series (14 countries) 0.22 3.13 
Pomareda and Samayoa  Time Series Guatemala 0.50  
Kaufmann and Snell 1969-1987 Time series of U.S. yields ~ 0  
Stout and Alber  U.S. 0.02  
Stout and Alber  Canada 0.15  
Stout and Alber  Mexico 0.18  
Reed and Riggins 1960-1979 Time series Kentucky Neg. (*) 




Times series France Neg.  
Goodwin et al. 1996-2010 Panel data Corn Belt states 0.19-0.27  
Miao, Khanna, Huang 1977-2007 Panel data of U.S. yields 0.23-0.26  
Berry and Schlenker 1961-2009 Panel data 30 U.S. states -0.007-+0.055 (*) 
Scott 1990-2012 Panel data of U.S. states 0.019-0.021 (*) 
Our work  1960-2004 Time series and experimental data in Iowa 0.21  
1. Note: The t-values (excepting Lyons and Thompson) are the reported t-values for the price coefficient from 
the estimated model. In Lyons and Thompson is the elasticity with respect to the corn nitrogen price ratio. 
2. Models 1-4 of Houck and Gallagher differ in their specification of the time trend and corn acreage. 
3. (*): Based on a parameter estimate that is not statistically different from zero. 
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Online Appendix G. Estimation Results 
Table G.1 Estimation results of corn yield response function to nitrogen. Equation (3.6) 
for the case of nitrogen. 
 Lower bound Median Upper bound Std. deviation 
Constant  4.111 4.188 4.261 0.033 
-2N*N + N2 0.000 0.000 0.000 0.000 
D1,2 2.062 2.104 2.146 0.019 
D1,3 2.417 2.460 2.501 0.019 
D1,4 2.176 2.217 2.260 0.019 
D1,5 2.418 2.461 2.503 0.019 
D1,6 1.589 1.631 1.673 0.019 
D1,7 -0.396 -0.355 -0.313 0.019 
D1,8 2.891 2.933 2.974 0.019 
D1,9 2.344 2.386 2.427 0.019 
D1,10 1.286 1.329 1.370 0.019 
D1,11 2.612 2.654 2.695 0.019 
D1,12 2.482 2.523 2.566 0.019 
D1,13 2.378 2.420 2.462 0.019 
D1,14 1.393 1.435 1.477 0.019 
D1,15 2.673 2.714 2.756 0.019 
D1,16 2.303 2.346 2.387 0.019 
D1,17 2.327 2.370 2.412 0.019 
D1,18 -1.186 -1.145 -1.103 0.019 
D1,19 2.282 2.324 2.366 0.019 
D1,20 2.783 2.824 2.867 0.019 
D1,21 2.541 2.582 2.625 0.019 
D1,22 2.537 2.580 2.620 0.019 
D1,23 1.981 2.022 2.064 0.019 
D1,24 2.207 2.250 2.291 0.019 
D1,25 2.307 2.349 2.391 0.019 
D1,26 1.916 1.958 2.000 0.019 
D1,27 0.781 0.823 0.865 0.019 
D1,28 2.012 2.055 2.097 0.019 
D1,29 1.887 1.929 1.971 0.019 
D1,30 2.035 2.077 2.118 0.019 
D2,2 -0.407 -0.371 -0.336 0.016 
D2,3 -0.276 -0.240 -0.205 0.016 
D2,4 -0.448 -0.412 -0.377 0.016 
D2,5 -0.494 -0.458 -0.422 0.016 
D2,6 0.074 0.110 0.146 0.016 
D2,7 -0.427 -0.392 -0.356 0.016 
D2,8 -0.078 -0.043 -0.007 0.016 
D2,9 -0.091 -0.054 -0.019 0.016 
D2,10 -3.185 -3.151 -3.114 0.016 
D2,11 -2.883 -2.848 -2.811 0.016 
D2,12 0.093 0.129 0.165 0.016 
D2,13 -0.020 0.015 0.051 0.016 
D2,14 -0.135 -0.099 -0.063 0.016 
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D2,15 -1.559 -1.523 -1.488 0.016 
D2,16 -0.137 -0.100 -0.066 0.016 
D2,17 -2.541 -2.506 -2.469 0.016 
D2,18 -1.461 -1.425 -1.390 0.016 
D2,19 -0.085 -0.050 -0.013 0.016 
D2,20 -1.917 -1.882 -1.846 0.016 
D2,21 -0.278 -0.242 -0.206 0.016 
D2,22 -0.015 0.020 0.056 0.016 
2ˆ Nτσ   0.8134 0.8171 0.821 0.0017  





Table G.2 Estimation results of corn yield response function to phosphate. Equation 
(3.6) for the case of phosphate. 
 Lower bound Median Upper bound Std. deviation 
Constant  4.751 6.526 8.216 0.770 
-2P*P + P2 0.000 0.000 0.000 0.000 
D1,2 -3.148 -1.636 -0.032 0.694 
D1,3 -3.040 -1.192 0.783 0.850 
D1,4 -0.980 0.696 2.333 0.735 
D1,5 -0.928 0.694 2.294 0.715 
D1,6 -0.659 0.957 2.604 0.725 
D1,7 -1.069 0.543 2.183 0.724 
D1,8 -1.496 0.144 1.744 0.721 
D1,9 -2.547 -0.913 0.693 0.721 
D1,10 -2.922 -1.349 0.264 0.708 
D1,11 -1.503 0.078 1.611 0.694 
D1,12 -0.440 1.103 2.633 0.684 
D1,13 -1.734 -0.210 1.347 0.686 
D1,14 -4.714 -3.199 -1.677 0.676 
D1,15 -1.541 0.056 1.734 0.726 
D1,16 -1.855 -0.209 1.468 0.736 
D1,17 -0.890 0.618 2.113 0.667 
D1,18 0.104 1.638 3.189 0.685 
D1,19 -4.258 -2.731 -1.237 0.672 
D1,20 -0.748 0.643 2.004 0.612 
D1,21 -1.758 -0.398 0.974 0.606 
D1,22 -1.384 -0.029 1.363 0.608 
D1,23 -1.871 -0.523 0.888 0.609 
D1,24 -0.550 0.944 2.410 0.654 
D1,25 -0.745 0.719 2.203 0.656 
D1,26 -1.585 -0.130 1.345 0.648 
D1,27 -3.991 -2.541 -1.072 0.646 
D1,28 -2.200 -0.776 0.676 0.639 
D1,29 14.952 25.040 35.028 4.467 
D1,30 -3.214 -1.185 0.797 0.890 
D1,31 -4.733 -3.385 -2.048 0.594 
D2,2 4.412 5.770 7.098 0.595 
D2,3 1.130 2.217 3.245 0.470 
D2,4 2.520 3.851 5.204 0.598 
D2,5 4.780 7.258 9.717 1.099 
D2,6 -0.203 0.836 1.898 0.466 
D2,7 0.129 1.470 2.823 0.601 
D2,8 0.333 1.401 2.453 0.473 
D2,9 0.316 1.355 2.451 0.476 
D2,10 1.702 2.679 3.712 0.449 
D2,11 1.571 2.769 3.980 0.536 
D2,12 25.702 44.301 62.678 8.215 
D2,13 1.158 2.323 3.503 0.523 
STP 0.030 0.059 0.088 0.013 
STP2 -0.001 -0.001 0.000 0.000 
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D1,2×STP -0.039 -0.014 0.012 0.011 
D1,3×STP -0.054 -0.015 0.023 0.017 
D1,4×STP -0.057 -0.024 0.007 0.014 
D1,5×STP -0.041 -0.007 0.026 0.015 
D1,6×STP -0.070 -0.036 -0.002 0.015 
D1,7×STP -0.051 -0.017 0.016 0.015 
D1,8×STP -0.041 -0.008 0.025 0.015 
D1,9×STP -0.046 -0.012 0.023 0.015 
D1,10×STP -0.045 -0.011 0.022 0.015 
D1,11×STP -0.046 -0.015 0.016 0.014 
D1,12×STP -0.029 0.000 0.030 0.013 
D1,13×STP -0.024 0.006 0.037 0.014 
D1,14×STP -0.032 -0.003 0.026 0.013 
D1,15×STP -0.051 -0.018 0.016 0.015 
D1,16×STP -0.026 0.008 0.042 0.015 
D1,17×STP -0.030 -0.001 0.028 0.013 
D1,18×STP -0.030 0.000 0.029 0.013 
D1,19×STP -0.046 -0.018 0.011 0.013 
D1,20×STP -0.032 -0.006 0.019 0.011 
D1,21×STP -0.056 -0.031 -0.007 0.011 
D1,22×STP -0.013 0.012 0.036 0.011 
D1,23×STP 0.000 0.026 0.051 0.011 
D1,24×STP -0.031 -0.003 0.026 0.013 
D1,25×STP -0.025 0.004 0.032 0.013 
D1,26×STP -0.014 0.013 0.041 0.012 
D1,27×STP 0.005 0.032 0.060 0.012 
D1,28×STP 0.018 0.044 0.070 0.012 
D1,29×STP -3.363 -2.358 -1.340 0.451 
D1,30×STP 0.090 0.213 0.334 0.054 
2ˆ Pτσ   1.004 1.045 1.087 0.0183 
Note: D1 and D2 are dummies for time and soil type, respectively, and STP is soil test level of 




Table G.3 Estimation results of corn yield response function to potash. Equation (3.6) 
for the case of potash. 
 Lower bound Median Upper bound Std. deviation 
Constant  6.354 7.348 8.325 0.438 
-2K*K + K2 0.000 0.000 0.000 0.000 
D1,2 -1.177 -0.059 1.093 0.504 
D1,3 -32.022 -6.300 19.879 11.508 
D1,4 0.452 1.437 2.441 0.442 
D1,5 -1.140 3.130 7.243 1.859 
D1,6 -0.034 0.923 1.859 0.420 
D1,7 -5.027 -0.634 3.716 1.937 
D1,8 -0.029 0.949 1.906 0.429 
D1,9 -1.187 1.718 4.584 1.279 
D1,10 1.516 2.404 3.343 0.406 
D1,11 0.104 3.066 6.088 1.328 
D1,12 -2.019 -1.085 -0.139 0.420 
D1,13 -2.634 -0.102 2.337 1.103 
D1,14 1.759 2.873 3.953 0.487 
D1,15 -1.048 0.142 1.365 0.535 
D1,16 3.307 4.569 5.850 0.566 
D1,17 3.402 4.802 6.158 0.612 
D1,18 0.893 1.899 2.907 0.446 
D1,19 2.850 4.081 5.298 0.544 
D2,2 -0.062 0.501 1.078 0.255 
D2,3 -0.507 0.072 0.662 0.260 
D2,4 -0.868 -0.284 0.319 0.263 
D2,5 -1.592 -0.636 0.333 0.427 
D2,6 -0.176 0.427 1.019 0.264 
D2,7 1.420 2.020 2.612 0.264 
D2,8 -2.672 -1.494 -0.265 0.535 
D2,9 0.550 1.232 1.927 0.306 
STK 0.002 0.012 0.022 0.004 
STK2 0.000 0.000 0.000 0.000 
D1,2×STK -0.013 -0.001 0.011 0.005 
D1,3×STK -0.107 0.043 0.192 0.066 
D1,4×STK -0.011 0.000 0.010 0.005 
D1,5×STK -0.021 0.001 0.023 0.010 
D1,6×STK -0.014 -0.005 0.005 0.004 
D1,7×STK -0.045 -0.009 0.025 0.016 
D1,8×STK -0.013 -0.004 0.006 0.004 
D1,9×STK -0.022 -0.006 0.011 0.007 
D1,10×STK -0.003 0.006 0.014 0.004 
D1,11×STK -0.021 -0.002 0.018 0.009 
D1,12×STK -0.012 -0.004 0.005 0.004 
D1,13×STK -0.015 -0.002 0.011 0.006 
D1,14×STK -0.020 -0.013 -0.005 0.003 
D1,15×STK -0.014 -0.006 0.002 0.003 
D1,16×STK -0.037 -0.028 -0.020 0.004 
D1,17×STK -0.039 -0.030 -0.021 0.004 
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D1,18×STK -0.012 -0.002 0.007 0.004 
D1,19×STK -0.021 -0.010 0.001 0.005 
2ˆ Pτσ   0.8078 0.8528 0.9016 0.0209 
Note: D1 and D2 are dummies for time and soil type, respectively, and STP is soil test level of 





Table G.4 Estimation results of corn yield response function to seed. Equation (3.6) for 
the case of seed. 
 Lower bound Median Upper bound Std. deviation 
Constant  6.772 7.570 8.365 0.453 
-2S*S + S2 -0.015 -0.009 -0.003 0.003 
D1,2 1.838 1.870 1.902 0.014 
D1,3 2.071 2.102 2.134 0.014 
D1,4 1.777 1.809 1.841 0.014 
D1,5 2.026 2.057 2.089 0.014 
D1,6 1.078 1.110 1.142 0.014 
D1,7 -0.618 -0.585 -0.554 0.014 
D1,8 2.506 2.538 2.569 0.014 
D1,9 1.813 1.844 1.876 0.014 
D1,10 0.741 0.774 0.806 0.014 
D1,11 2.160 2.192 2.224 0.014 
D1,12 1.925 1.957 1.989 0.014 
D1,13 1.729 1.761 1.793 0.014 
D1,14 0.540 0.572 0.604 0.014 
D1,15 1.969 2.001 2.032 0.014 
D1,16 1.392 1.424 1.456 0.014 
D1,17 1.419 1.450 1.483 0.014 
D1,18 -1.609 -1.577 -1.545 0.014 
D1,19 1.315 1.346 1.379 0.014 
D1,20 2.168 2.200 2.232 0.014 
D1,21 1.589 1.620 1.653 0.014 
D1,22 1.590 1.622 1.654 0.014 
D1,23 1.145 1.176 1.208 0.014 
D1,24 1.271 1.303 1.335 0.014 
D1,25 1.073 1.105 1.136 0.014 
D1,26 0.631 0.662 0.695 0.014 
D1,27 0.241 0.272 0.305 0.014 
D1,28 1.096 1.128 1.160 0.014 
D1,29 0.668 0.700 0.732 0.014 
D1,30 1.073 1.106 1.138 0.014 
D2,2 -1.497 -1.471 -1.443 0.012 
D2,3 -0.718 -0.692 -0.664 0.012 
D2,4 -1.036 -1.009 -0.982 0.012 
D2,5 -1.694 -1.666 -1.640 0.012 
D2,6 -0.611 -0.583 -0.557 0.012 
D2,7 -0.709 -0.682 -0.654 0.012 
D2,8 -0.263 -0.237 -0.209 0.012 
D2,9 -0.061 -0.033 -0.007 0.012 
D2,10 -5.292 -5.265 -5.238 0.012 
D2,11 -2.437 -2.409 -2.382 0.012 
D2,12 0.196 0.223 0.250 0.012 
D2,13 0.026 0.053 0.080 0.012 
D2,14 -0.815 -0.788 -0.761 0.012 
D2,15 -2.677 -2.650 -2.622 0.012 
D2,16 -0.194 -0.168 -0.140 0.012 
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D2,17 -3.671 -3.644 -3.617 0.012 
D2,18 -1.295 -1.267 -1.241 0.012 
D2,19 -0.040 -0.013 0.015 0.012 
D2,20 -3.084 -3.057 -3.030 0.012 
D2,21 -1.960 -1.933 -1.906 0.012 
D2,22 -0.604 -0.577 -0.550 0.012 





Table G.5 Estimation results of per-hectare supply and demand equations. Equations 
(2.1) to (2.8). 
 Lower bound Median Upper bound Std. deviation 
 Hired Labor demand 
w1 0.205 0.365 0.515 0.067 
w2 -0.366 0.005 0.350 0.153 
w3 -0.198 0.086 0.365 0.120 
p1 -0.461 0.016 0.535 0.214 
p2 -0.625 -0.387 -0.155 0.103 
p3 -0.341 -0.063 0.204 0.118 
K1 -0.152 0.025 0.195 0.074 
K2 -0.190 -0.111 -0.031 0.034 
K3 -1.260 -0.169 0.929 0.476 
K4 -0.265 2.137 4.691 1.073 
t -0.031 -0.019 -0.008 0.005 
Constant -0.306 0.413 1.106 0.307 
 Intermediate Inputs demand 
w1 -0.366 0.005 0.350 0.153 
w2 -0.405 1.191 2.800 0.693 
w3 -0.552 0.471 1.540 0.448 
p1 -2.794 -1.061 0.458 0.682 
p2 -2.222 -1.339 -0.509 0.374 
p3 0.059 0.948 1.830 0.390 
K1 -0.310 0.000 0.067 0.051 
K2 -0.618 -0.226 0.172 0.171 
K3 -6.874 -1.902 3.005 2.138 
K4 -3.036 6.668 16.172 4.193 
t -0.091 -0.041 0.010 0.022 
Constant -5.967 -2.957 0.213 1.344 
 Fertilizer demand for corn 
w1 -0.344 0.078 0.520 0.180 
w2 -0.468 0.589 1.692 0.455 
w3 0.549 1.260 2.048 0.316 
p1 -2.969 -1.753 -0.614 0.479 
K1 -0.428 0.061 0.543 0.205 
K2 -0.174 0.033 0.243 0.088 
K3 -4.667 -1.644 1.439 1.287 
K4 -1.752 5.288 12.469 3.015 
t -0.089 -0.055 -0.026 0.014 
Constant -1.992 0.093 2.133 0.869 
 Fertilizer demand for soybeans 
w1 -0.123 -0.045 0.035 0.035 
w2 -0.081 0.046 0.175 0.056 
w3 0.031 0.145 0.260 0.050 
p2 -0.263 -0.139 -0.020 0.053 
K1 -0.046 0.037 0.120 0.036 
K2 -0.042 -0.010 0.022 0.014 
K3 -0.821 -0.353 0.117 0.203 
K4 -0.322 0.802 1.889 0.481 
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t -0.011 -0.006 -0.001 0.002 
Constant -0.270 0.059 0.372 0.140 
 Fertilizer demand for other crops 
w1 -0.326 0.043 0.396 0.155 
w2 -0.820 -0.175 0.463 0.279 
w3 0.474 0.990 1.550 0.234 
p3 -0.885 -0.362 0.145 0.226 
K1 -0.241 0.149 0.544 0.172 
K2 -0.145 0.030 0.215 0.078 
K3 -4.250 -1.715 0.872 1.114 
K4 2.010 7.507 13.026 2.410 
t -0.074 -0.049 -0.025 0.011 
Constant -1.978 -0.294 1.311 0.717 
 Corn yields  
w1 -0.461 0.016 0.535 0.214 
w2 -2.794 -1.061 0.458 0.682 
w3 -2.969 -1.753 -0.614 0.479 
p1 0.686 2.510 4.535 0.749 
K1 -0.896 0.196 1.323 0.479 
K2 -0.494 0.158 0.825 0.286 
K3 -13.783 -3.939 5.918 4.296 
K4 -27.039 -8.167 10.976 8.281 
d -4.151 -3.283 -2.418 0.378 
t 0.105 0.191 0.279 0.038 
Constant -3.297 2.676 8.654 2.601 
 Soybean yields 
w1 -0.625 -0.387 -0.155 0.103 
w2 -2.222 -1.339 -0.509 0.374 
w3 -0.263 -0.139 -0.020 0.053 
p2 1.612 2.965 4.261 0.574 
K1 -0.438 0.453 1.360 0.396 
K2 -0.335 0.271 0.878 0.264 
K3 -6.805 1.917 10.405 3.776 
K4 -13.826 1.572 17.808 6.907 
d -2.145 -1.479 -0.803 0.293 
t 0.059 0.138 0.216 0.034 
Constant -6.217 -1.239 3.679 2.162 
 Other Crops yields 
w1 -0.341 -0.063 0.204 0.118 
w2 0.059 0.948 1.830 0.390 
w3 -0.885 -0.362 0.145 0.226 
p3 0.264 0.264 0.264 0.000 
K1 -0.986 -0.349 0.278 0.277 
K2 -0.146 0.310 0.765 0.199 
K3 -9.560 -3.214 3.310 2.825 
K4 -21.743 -9.296 2.042 5.211 
d -2.454 -1.986 -1.508 0.208 
t 0.130 0.187 0.246 0.025 




Table G.6. Corn and soybean yield elasticities with respect to selected prices, 
compression of approaches. 
Corn yield elasticity with respect to: 





  “Full data” approach 
Corn Price 0.06 0.21 0.38 0.22 0.09 
Hired Labor price -0.07 0.003 0.08 0.004 0.04 
Interm. Inputs price -0.40 -0.15 0.07 -0.16 0.12 
Fertilizer price -0.17 -0.10 -0.03 -0.10 0.03 
  “No experimental data” approach 
Corn price -0.02 0.17 0.37 0.17 0.10 
Hired Labor price -0.07 -0.03 0.02 -0.03 0.02 
Interm. Inputs Price -0.28 -0.09 0.10 -0.09 0.10 
Fertilizer price -0.05 -0.02 0.01 -0.02 0.01 
Soybean yield elasticity with respect to: 





  “Full data” approach 
Soybean price 0.22 0.40 0.58 0.40 0.09 
Hired Labor price -0.15 -0.09 -0.04 -0.09 0.03 
Interm. Inputs Price -0.53 -0.32 -0.12 -0.32 0.10 
Fertilizer price -0.02 -0.01 -0.002 -0.01 0.01 
  “No experimental data” approach 
Soybean price 0.25 0.45 0.64 0.44 0.10 
Hired Labor price -0.12 -0.07 -0.02 -0.07 0.02 
Interm. Inputs price -0.39 -0.18 0.04 -0.18 0.11 
Fertilizer price -0.02 -0.01 0.001 -0.01 0.01 
Note 1: “Full data” approach refers to the proposed approach combining market and experimental data, and “No 
experimental data” approach uses only market data, which is how the duality approach is usually performed. 
Note 2: Descriptive statistics of the marginal posterior density function of each elasticity. Lower and upper 
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