We investigate a two-level hierarchical architecture for hybrid control. On the top level, a discrete supervisory controller acts on quantised measurement information by switching between a finite number of continuous controllers in order to enforce a language inclusion specification. A widely accepted approach to this problem is to first construct a discrete abstraction of the continuous low-level feedback loops and to subsequently resort to DES techniques to solve the high-level synthesis problem. While in principle adopting this approach, we show how to use the structure induced by the low-level controllers to significantly increase computational efficiency of the abstraction procedure. Our methodology enables the system designer to exploit a trade-off between the increase in computational efficiency and the loss in controller flexibility caused by the specific hierarchical structure.
Introduction
Hybrid control systems are mathematical models of heterogeneous systems consisting of digital components interacting in real-time with continuous processes. In particular the task of controller design for such systems has received extensive attention in the recent literature e.g. [AB+00, FDF99, KA+00, LTS99, MR99] . In this paper, we reexamine a scenario that has been commonly used as a motivation for hybrid control. It consists of a continuous plant model, a finite number of continuous controllers and a discrete supervisor which acts on quantised measurement information (events) by switching between the continuous controllers; see Figure 1 . A standard problem in hybrid control is to synthesise a discrete supervisor such that the overall control system satisfies a language inclusion specification; e.g. [KA+00, MR99, RO98] . Solutions to this problem are typically based on computing a suitable (i.e., conservative) discrete abstraction for the continuous part of the overall system. The crucial computational challenge in this ¡ Research School of Information Sciences and Engineering, Australian National University, Canberra, email: thomas.moor@anu.edu.au, j.m.davoren@anu.edu.au, research partially supported by US Office of Naval Research, Grant N 00014-98-1-0535 § Lehrstuhl für Systemtheorie technischer Prozesse, Otto-von-Guericke Universität, and Max-Planck-Institut für Dynamik komplexer technischer Systeme, Magdeburg, Germany, email: raisch@mpi-magdeburg.mpg.de step is to reliably estimate sets of continuous states reachable under continuous flows from different sets of initial conditions. For fairly large classes of continuous dynamics this can be done by employing a regular quantisation grid in the continuous state space; e.g. [AB+00, FMR00, LTS99] 1 . Clearly, this puts a rather stringent limit on the problem state dimension. It is obvious that the scenario described above exhibits a (two-level) hierarchical structure: the continuous feedback loops can be interpreted as lower-level control, the supervisor to be designed as a higher-level controller. In the context of control, hierarchies are mostly introduced to "break" a complex problem into a number of more tractable problems [CW98, FDF99, PLS00, RIM00, WW96] and hence to reduce the overall "solution effort". We therefore expect that the hierarchical structure in our set-up can be exploited to significantly reduce the computational burden in the abstraction step. More precisely, we will argue that the presence of low-level controllers may considerably reduce the dimension of the part of the continuous state space that is relevant for the abstraction step.
The paper is organised as follows. In Section 2 we state a model of the considered class of hybrid systems and give a link to the problem of supervisory controller synthesis. In Section 3 we characterise a class of low-level control goals and illustrate these by a simple example. The construction of a discrete abstraction is developed in Section 4. We take special account for the linear case in Section 5.
A two-level hierarchical control architecture
We introduce a mathematical model of a hybrid control architecture in which a discrete event supervisor switches between a finite number of continuous low-level controllers attached to a continuous plant; see Figure 1 . As far as the switching and event generating mechanisms are concerned, the suggested scenario is closely related to the framework of hybrid automata; e.g. [AC+95] . However, in our model we give account of the hierarchical structure and also require an explicit notion of inputs and outputs in order to state and solve a supervisory controller synthesis problem.
We begin by modelling the continuous dynamics for the situation in which a particular low-level controller is attached to the continuous plant 
2 Both these assumptions are not essential to our hierarchical architecture and may be dropped at the cost of some extra notation. While the internal evolution of the continuous plant under low-level control is clearly driven by continuous dynamics, the interface to the supervisor is exclusively based on discrete events: from the perspective of the supervisor 4 the switched continuous feedback loops (as indicated by the dashed box in Figure 1 
See [Wi91] for a comprehensive introduction to Willems' behavioural systems theory. For the problem of supervisory controller synthesis we consider the continuous plant, the low-level continuous controllers and the A/D-map to be given. We then ask for a (high-level) discrete supervisor that restricts the behaviour according to a given language inclusion specification; i.e., the supervisor shall prevent the system to evolve on trajectories that are deemed to be unacceptable. Formally, the behaviour cl of the overall hybrid control system is defined as the intersection of with the supervisory controller behaviour sup . The language inclusion specification for spec requires that:
For a thorough discussion on how to synthesise sup according to (9) when and spec are given we refer the reader to our earlier work [MR99] : employing slightly modified versions of DES supervisory control methods (e.g. [RW87] ), our main result is that the hybrid synthesis problem can be solved via a discrete abstraction; i.e., a finite automaton which realizes a behaviour ca f . This reduces the supervisory controller synthesis problem to the construction of a discrete abstraction, to which we come back in Section 4.
Low-level control goals
In the absence of further restrictions on the low-level controllers and on the continuous plant, virtually any continuous closed-loop could be assembled and thus it would not be expected to gain from the hierarchical structure. However, in practical applications the low-level controllers will be designed to achieve certain low-level control goals: the low-level controllers will implement elementary manoeuvres that are meaningful w.r.t. the language inclusion specification which in turn is to be enforced by the supervisor. While we will not discuss the (rather challenging) question of how to choose these low-level control goals, we will characterise a relevant class of low-level control goals that allow a significant increase of computational efficiency in the course of the high-level supervisory controller design. . Then (3) can be rewritten as 5 By a local decomposition we refer to a family of diffeomorphisms, each defined on a coordinate neighbourhood, and each performing a coordinate transformation such that the decomposition then can be represented by two canonical linear projections. In the context of this paper we can restrict our considerations to any compact superset of the bounded set Inv c . Hence, we can assume that the family of diffeomorphisms is finite.
where (10) and (11) 
As an example for our class of control goals, consider the following simplified model of a floating platform with accelerators in both Cartesian position coordinates: 
Discrete abstraction of continuous dynamics
A discrete abstraction of the behaviour is a finite automaton P that realizes a behaviour ca f ; i.e., P generates every external trajectory within , but there may exist trajectories of P which are not within . One strategy for constructing a discrete abstraction of a continuous flow is to partition the continuous state space by a finite number of comparatively small cells and then to find a reliable approximation on the evolution of those cells; e.g. [KA+00, AB+00, FMR00
' W in , this approach imposes a stringent limit on the dimension of the state space. In this section we demonstrate how to exploit the hierarchical architecture in order to significantly reduce the number of required cells.
The crucial ingredient of our hierarchical architecture is that according to the low-level control goals the continuous state is expected to evolve "most of the time" close to a lower dimensional manifold m c . It is only in the situation just after switching to another low-level controller that the dynamics in fact depend on the full n-dimensional model. Note that we do need to consider this full dimensional motion in the construction of P in order to achieve the language inclusion ca f . As we still want to reduce the number of cells, we restrict the supervisor not to switch low-level controllers unless their control goal is achieved; i.e., after c ' W in has been applied the state is required to be sufficiently close to m c before the next switching of low-level controllers may take place. In turn, we only need to discretise the lower dimensional manifolds plus an extra margin of width 
is a superset of . . For a more sophisticated version of this iteration and some account on the question of finite termination see [MR00] . By construction, the evolution of We The supervisor only switches low-level controllers as an immediate consequence of an output event, and thus (A3) rules out changes of low-level control before the recent low-level goal is attained. This is a rather conservative rule, as the supervisor may receive an output event but in reply just reconfirm the recent choice of low-level control. Depending on the specification spec it can turn out that one needs a more sophisticated replacement for (A3), as otherwise the abstraction becomes too crude. One possibility here is to extend Q by an additional component representing a binary "don't change the low-level controller" flag plus some reference to the recent iteration X i . Assuming a global upper bound on the time required for approaching m cx , this will not increase the order of Q.
It is an immediate consequence from our construction that the induced behaviour ca is a superset of and thus a suitable basis for supervisory controller synthesis.
The linear case
In this section we assume both the physical plant and the low level controllers to be modelled by linear time invariant differential equations. The continuous feedback system (3) then evolves according to a linear differential equation 
, where . Assuming polyhedral (or ellipsoidal) cells, X i can be transformed in "r -coordinates". The right hand side of (31) is convex and, in particular, maximisation over a polyhedral can be performed by evaluation at all vertices. If this maximum is below our target accuracy | we can turn to integrating the reduced model rather than the full model.
Conclusions
Hybrid control systems are frequently motivated by a highlevel supervisory controller that switches between a finite number of continuous low-level controllers, all acting on the same physical plant. In this paper we propose how to exploit the hierarchical structure when formulating a discrete abstraction of the involved continuous dynamics. Using a grid partitioning of the n-dimensional state space, the number of discrete states in the abstraction depends exponentially on n. We focus on a general class of low-level control goals that is characterised by an m-dimensional stable component of the state variable. This enables us to effectively reduce the dimension of the state space to n n m. Computational advantage is then gained for two reasons: first, the lower dimensional grid consists of significantly less cells; second, the long term continuous dynamics can be approximated by a reduced model. This second aspect requires a detailed analysis of the continuous feedback loops, and we give such an analysis for the situation of linear time invariant differential equations. Our method is reliable in the sense that it is still guaranteed that the original system will only evolve on trajectories that are generated by the abstraction. This condition is crucial when employing the discrete abstraction as a basis for supervisory controller synthesis.
We have used our method for the design of a supervisory controller that drives the floating platform (15), (16) in a circular motion through four overlapping regions in 0 2 . The number of cells in the discrete approximation could be reduced from 18 10 6 down to 35 10 3 , with the obvious gain of computational performance. A detailed exposition of that case study must be omitted due to page limitations. Ongoing work addresses the start-up procedure of a distillation column, where the 42 dimensional state space model exhibits trajectories that -most of the time-evolve on a 3 dimensional manifold.
