ABSTRACT Recently, regression-based classifiers, such as the sparse representation classifier and collaborative representation classifier, have been proposed for hyperspectral image (HSI) classification. However, HSIs are typically corrupted by noise, occlusion, or data loss. Obtaining a good performance for most regression-based methods is difficult. To address this challenge, we present a novel robust regressionbased nearest regularized subspace (R 2 NRS) for HSI classification. In our method, each band of a pixel is assigned with a regularized regression coefficient in the NRS model to reduce the influence of those bands corrupted during classification. The reconstruction error, Markov random field, and high-confidence index next jointly generate a comprehensive spatial-spectral model to perform the HSI classification. The experimental results on two HSI data sets demonstrate the superior performance of our proposed method for HSI classification for the case when some bands of the image are corrupted by noise or data loss.
I. INTRODUCTION
Hyperspectral sensors collect information as a set of images. Each image represents a narrow wavelength range of the electromagnetic spectrum, also known as a spectral band. These images combine to form a three-dimensional (x, y, λ) hyperspectral data cube, with x and y representing the spatial dimensions of the scene and λ represents the spectral dimension, and are used for object detection, materials identification, and data analysis [1] - [6] .
Due to high-resolution spectral information provided by HSI, many HSI classification methods have been designed for a wild range of application areas, including precise agriculture, food processing, minerals identification, and environment monitoring [7] . Among these methods, supervised approaches in the field of machine learning have achieved success in HSI classification. Generally, a supervised algorithm incorporates a known set of input data with known responses of the data and learns a model for generating reasonable predictions on for new data of same context. Random forest [8] , neural networks [9] , SVM [10] , and logistic regression [11] are the most commonly employed supervised approaches for HSI classification. Some semisupervised and deep learning methods [12] [13] [14] [15] [16] are also popular in HSI applications.
Representation-based methods are now of great interest in HSI classifications as this approach reconstructs the testing data via a linear combination of all available labeled data (i.e., the dictionary). The class label of testing data is determined as the class for which labeled data lead to the smallest reconstruction error [17] . Both the sparse representation classifier (SRC) and collaborative representation classifier (CRC) meet this criterion and are widely used for HSI classification [18] , [19] . The original SRC and CRC adopt all the labeled samples belonging to different classes for representation. Li et al. [20] proposed a nearest subspace (NRS) classifier that uses with-class samples to generate class-specific representations and residuals. Compared with SRC and CRC, NRS classifier can obtain more accurate classification results.
In real-world applications, the testing data are usually corrupted by noise or data loss of some bands. This problem will degrade the HSI's discriminative performance significantly, and reduce the classification accuracy. Therefore, HSI restoration is applied as a pre-processing step before HSI classification. The restoration performance is expected to improve the subsequent discrimination accuracy [21] . In recent years, many HSI restoration methods [22] - [26] were proposed. However, real-world HSIs are corrupted by a combination of several types of noise, e.g., Gaussian noise, impulse noise, dead pixels, and stripes [26] . As there is an inevitable difference between training data (clean data) and testing data (corrupted data), the HSI classification accuracy will not be improved dramatically even after the restoration procedure.
To mitigate the effect of outliers (noise or information deficiency) in testing data, researchers extract the outlier bands and use other clean bands for classification. In [27] , the transformation by the maximum noise fraction transformation (MNF), which always produces new components ordered by image quality, performs feature extraction and overcomes the outlier effect to some extent. This method also is a pre-processing strategy. In [28] , a Laplacian-regularized low-rank subspace clustering method is proposed for hyperspectral image band selection. Some dimension reduction methods are also used to extract the useful features to improve the classification. In [29] , a superpixel-wise principal component analysis (SuperPCA) method is presented for unsupervised feature extraction of HSI, and a multiscale segmentation based SuperPCA model is given for HSI classification. To overcome the outliers, a robust sparse representation method is proposed in [30] with which pixels in a small neighborhood around the test pixel are simultaneously represented by linear combinations of a few training samples and outliers.
In recent years, feature extraction and classification have been integrated in one framework through alternate execution when performing energy minimization. Yang et al. [31] , [32] proposed a regularized robust coding (RRC) method for face recognition that robustly regresses a given signal with regularized regression coefficients. Qian et al. [33] , [35] , and Qian and Yang [34] proposed a robust nuclear norm regularized regression for face recognition. Li et al. [36] proposed a structured sparse error coding for face recognition with occlusion. However, similar to SRC and CRC, these methods still adopt all the labeled samples belonging to different classes for representation, so fail to provide satisfactory classification results.
To make full use of spatial information in HSI classification, several frameworks including spatial kernel [37] , total variation regularization [38] , and spatial aware method [39] , are integrated into classification models to improve HSI classification accuracy. By incorporating the spatial information under a Bayesian framework, MRFs have exhibited good performance in HSI classification [40] . The general practice is to transfer the classification results from spectral information into the probability and to build a statistical model for enhancing a spatial constraint [41] . In [42] , SVMs and MRFs combine in an integrated framework for contextual HSI classification. An adaptive MRF approach was proposed for HSI classification in [43] . In [40] , a spatial adaptive MRF prior is modeled by a spatially adaptive total variation regularization to enforce a spatially smooth classifier. Following MRF theory, the classification probability of a pixel will be smoothed by the probabilities of its neighboring pixels. Accordingly, a very high probability value of a pixel will be smoothed after the MRF constraint if the probabilities of its neighboring pixels are not very high. Unfortunately, the classification result after MRFs will not increase significantly and sometimes be even worse than that of the method without using MRF.
In this paper, we first combine the robust regression algorithm and the NRS model to propose a robust nearest regularized subspace method for HSI classification. A reconstruction error, spatial information, and high confidence index rule generate a comprehensive spatial-spectral model to perform the HSI classification. In our method, each band of a pixel is assigned with a regularized regression coefficient. Then, the pixel, the regression coefficients and the dictionary are used as inputs to the NRS model to generate a robust NRS model with the reconstruction residual and diagonal elements of Tikhonov matrix are assigned corresponding weights. According to [31] , we assume the residual and coefficient are mutually independent. The regularized regression coefficients and representation coefficients of a testing pixel are alternatively updated during each iteration. After this iterative procedure, the weights of corrupted bands are near to zero. Consequently, the influence of these corrupted bands on classification performance is reduced considerably or eliminated. In addition, MRF with the HCI rule, which is an extension of our conference paper [44] , is further applied to determine the refined probabilities of each pixel to enhance spatial continuity within each class. The effect of the HCI rule treats the probabilities discriminately where the vectors with HCI are supposed to be well labeled. Also, the initial probabilities of the pixels belonging to each class are obtained by the robust regression NRS regularized subspace method. We verify our method on several HSI data sets with some corruptions. Experimental results demonstrate our proposed method achieves superior performance in classifying data containing some outliers due to noise or data deficiency. VOLUME 7, 2019 
II. RELATED WORKS
Given a hyperspectral that can be considered as a set of pixel
(L is the number of spectral bands and I is the total number of the pixels), in the following we suppose the training dataset D ∈ R L×n is the dictionary consisting of n training pixels from all classes.
A. SRC AND CRC
In sparse representation [18] , a testing sample y i is reconstructed by a sparse linear combination of all available training sample. The sparse coefficient vector α can be calculated by solving the 1 regularized minimization problem with
In SRC, the class label of the testing sample y i is then determined according to the reconstructed residual in each class as
where K is the number of classes, and y k i is the approximation representation in class k which is calculated by D k α k . Here, D k is the k-th sub-dictionary associated with class k, and α k is the sparse representation coefficient vector associated with class k.
In CRC, a testing sample is collaboratively represented by all the training samples. The coefficient vector α is solved by 2 regularization: α * = arg min
After calculating α * , CRC uses the same criteria of SRC (Eq. 2) for classification. By replacing 1 regularization with 2 regularization, the ''collaborative'' instead of ''competitive'' nature from the sparsity constraint improves classification accuracy [19] . This strategy is called the postpartitioning technique, which, first calculates the global coefficient vector of all training samples and then uses a sub-coefficient vector to approximate testing sample [20] .
B. NRS CLASSIFIER
Li et al. [20] pointed out that the accuracy of HSI classification is not sufficient by using the above post-partitioning technique. Thus, they proposed pre-partitioning technique of the NRS classifier that seeks an approximation y k i of the testing pixel y i for each class by:
where α k are the per-class coefficients calculated as:
where λ is a global regularization parameter. In the NRS classifier [20] , k,y i is a biasing Tikhonov matrix specific to each class and the testing pixel y i through:
where x k,n i is the n th i training sample in class k and n k is the number of training samples in class k.Then, the approximation in the k-th label y k i of each test sample y i can be expressed as
The class label is subsequently derived according to the class of the minimum value of the residuals among all classes as:
The comparison results in [20] demonstrate that NRS classifier outperforms SRC and CRC in HSI classification.
III. ROBUST REGRESSION NRS CLASSIFIER
According to the above discussion, these regression-based classifiers seek an approximation of a testing sample to make a classification decision. Therefore, the classification performances depend on the similarity between testing sample and training samples in the dictionary. In real applications, however, the testing data may be corrupted by noise or the loss of information in some bands. These factors lead to differences between the testing and training samples significantly degraded the accuracy of these classifiers. Figure 1 shows the performance of the NRS classifier applied to a testing sample with noise as well as a testing sample with missing information. Figure 1 Figure 1 (b), the residual in the first class is very near 0, indicating that the testing sample can be directly classified into the first class. However, the class labels of corrupted sample and bands-information-missing sample are always mislabeled according to their residuals for all classes.
According to [27] , the sub-dictionary D k in the k-th class is rewritten as
The residual in the k th class can be written as
Figures 2(a) and (b) shows the residuals in the first class of all bands from the corrupted sample and bandsinformation-missing sample, respectively. According to the statistical results on the corrupted HSI, more than 90% of the residual value is contributed by outlier bands, which seriously affect the HSI classification accuracy.
Based upon the analysis, the primary contribution to the global residual is concentrated in the outlier bands corrupted by noise or with information missing. Thus, we propose a method to eliminate the impact of these outlier bands to the overall classification accuracy. Inspired by [27] , we employ a robust regression method for improving the NRS classifier formulated as
where W i is a weight vector and • denotes the Hadamard product of two vectors. W i k,y i is a biasing Tikhonov matrix for each class and the testing pixel y i with weight W i , such that
For W i , we assign a weight to each row of the residual between the testing sample and its approximation in a specific class. The weight value close to 1 when the band can be well approximated by its corresponding row of training samples, and close to 0 when the band is corrupted or suffers from missing information. W i k,y i is a biasing Tikhonov matrix specific to the rows with a high weight value in each class and the corresponding rows of the testing pixel. With the definition in (10), the outlier bands (with weight values close to 0), which are the most dissimilar to the corresponding bands of y i , should contribute much less than those normal bands toward the linear combination. Using W i , the similarity between y i and the training samples in each class can be correctly calculated.
By assuming the coding residual and the coding coefficient are mutually independent and identically distributed [31] , an iteratively reweighted regularized robust coding algorithm is proposed in the following to minimize (9) .
Given W, the approximation y k i of the testing sample y i in class k is calculated as:
where R is a replicate operation such that R( is the weight assigned to the j th band of a spectrum. Thus, the weight coefficients of the corrupted or information-missing bands should be relatively small to reduce their effects on coding y i over the dictionary. On the contrary, the weight coefficients of the normal bands will be relatively large to increase their capacities on the y i approximation. Accordingly, the band with a large residual should be assigned a small weight.
Let E = y i − y i , where y i is the approximation to y i , so the weight function [23] is defined as:
where α and β are positive scalars. Furthermore, y i is calculated as
where
In the initialization step of our algorithm, y i begins by using the most similar mean values of the training samples in the sub-dictionary, such that
where 
Calculate coefficients using weighted regularized NRS:
Reconstruct test sample y i in each class
Do classification with
6. Compute the reconstructed test sample:
Step 1 until convergence is met, or maximal number of iterations is reached. Output:class k * , coefficients α k , k = 1, . . . , K and weights W i . Figure 1(f) , it is more effective to perform classification according to the weighted residuals. These results demonstrate that the robust regularized regression NRS classifier is very effective for classifying the samples with outlier bands.
IV. SPATIAL CONSTRAINT USING MRF AND THE HCI RULE
Spatial information play a very important role in improving the accuracy of HSI classification [45] . The spatialcontextual information typically builds in the MRF framework to generate the spatial-spectral HSI classification method. In this section, the probability of a test sample y i belonging to the k th class is first generated as
Sun et al. [46] proposed the vector total variation (VTV) based regularization method with the regularization equation can be written as:
where p is the probability map obtained by Eq. (15),q is the desired smooth probability map, and µ is a regularization parameter. From Eq. (16), the final classification accuracy would be poor when the probability estimation is not sufficient. Aiming to solve this issue, a high-confidence index (HCI) is built with:
If the HCI of a pixel is very high, then it is regarded as a valid sample. The label of these HCI pixels can be spread to their neighbors, thereby improving the accuracy of HSI classification. Choosing a threshold value th and set q i = p i if HCI (y i ) > th. Then, Eq. (16) with HCI restriction is given by where h is the index set of the samples for which HCI is greater than th. We apply the alternating direction method of multipliers (ADMM) [47] - [49] to approximately solve Eq. (18) . The details of the optimization process are outlined in [46] , and we reset q h = p h after each iteration. The final classification result is calculated according to the maximum of the smooth probability map q.
V. EXPERIMENTAL RESULTS

A. DATA DESCRIPTION
To verify the effectiveness of the proposed method for robust regression using NRS (R 2 NRS) and R 2 NRS with MRF and the HCI constraint (designated as R 2 NRS_MRF_HCI), experiments are carried out on the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) Indian Pines data and the Reflective Optics System Imaging Spectrometer (ROSIS-03) University of Pavia data which are introduced in the following.
• Indian Pines: The Indian Pines image was collected by AVIRIS sensor over the Indian Pines region in June 1992. The AVIRIS sensor generates 220 bands across the spectral range from 0.2 to 2.4 µm. All 220 bands include 20 water absorption bands in our experiments. The spectral resolution is 10nm, spatial resolution is 20m and the spatial dimension is 145×145. The ground truth contains 16 land cover classes and a total of 10,366 labeled pixels. The number of training samples and testing samples in each class are listed in Table 1 .
• University of Pavia: The University of Pavia image was captured by the ROSIS optical sensor around the Engineering School at the University of Pavia. The spatial resolution of its image is 1.3 m/pixel. It has 103 bands with a spectral range from 0.43 to 0.86. Spatial resolution is 20m and the spatial dimension is 610×340. The ground truth contains 9 classes and a total of 3921 labeled pixels. The number of training samples and testing samples in each class are listed in Table 2 . The training samples are randomly selected from the labeled pixels. Several bands are then randomly selected from the images and different types of noise and mixed noise are used to replace the values in these bands, to simulate corrupted data. The classification accuracy of the methods to be verified is assessed with an overall accuracy (OA), average accuracy (AA) and kappa coefficient. All results are calculated by averaging the values obtained after thirty Monte Carlo runs.
B. PARAMETER SELECTION
Three parameters exist in the R 2 NRS model represented by α andβ that control the value of the weight and λ that decides the strength of the weighted Tikhonov regularization. In Eq. (12), α and β collaborate to control the decreasing rate of the weight where β is the parameter of the demarcation point. The weight W j will be below 0.5 if E 2 j is greater than β. In our experiments, we incorporate the strategy from [27] to set β.
Let l = τ L , where scalar τ ∈ (0, 1) and τ L outputs the largest integer smaller than τ L. β is set as β = 1 (E) l where 1 (E) l is the k th largest element of the set {E 2 j , j = 1, . . . , L}. Also, we set α = ς/β, where ς = 0.8 is a constant. The value of τ is selected depending on the practical situation. In our experiments, τ is fixed at 0.9 for HSI without corruption or bands information loss, 0.8 for HSI with 20% bands or less than 20% bands corrupted or band information loss, and 0.6 for HSI with more than 20% bands VOLUME 7, 2019 corrupted or band information loss. In real applications, we can use an image quality assessment method to calculate the number of corrupted bands and set the value τ according to this corruption rate.
The regularization λ provides the tradeoff between the data term and weighted Tikhonov regularization. If λ is low, then the effect of the regularization will be compromised, and data classification mainly depends on the data term. On the contrary, the effect of regularization will be increased if λ is high, and the regularization term becomes dominant in classification. In our experiments, we use various values of parameter λ to examine the effects of parameter selection on the accuracy. Without loss of generality, the training data are reformed to find the best parameters. Either 0, 10, 20 or 30 bands of training data are inserted with random noise to represent the corrupted data and the same number of band data are deleted to represent band missing data. The original training data are used to construct the sub-dictionary in each class, and corrupted data and bands missing data are used as testing data. The results are shown in Figure 4 . The optimal parameter λ can be chosen in the range of (0, 1] and in our experiments, we set λ = 0.8. The threshold th used for HCI selection plays an important role in the effect of the spatial constraint. More testing pixels are fixed to affect their neighborhood if the threshold value is very low. This situation will lead to over smoothed classification and less accurate classification results. Otherwise, fewer testing pixels are selected as high confidence pixels if the value of the threshold is very high. The effect of the spatial constraint is accordingly not sufficient. Therefore, we set different threshold values and investigate their influence upon spatial regularization. Figure 5 demonstrates the overall classification accuracies of spatial regularization with different thresholds. As seen in these results, the overall accuracy is not sufficient when the value of the threshold is either too high or too low. In this paper, we use 0.9 as the optimal threshold to set HCI and perform further spatial regularization.
C. WEIGHTED TIKHONOV REGULARIZATION
From Figure 4 , the value of OA is the lowest when we set λ = 0, which demonstrates the positive role of Tikhonov regularization in HSI classification. Li et al. [20] suggested that the role of Tikhonov regularization is to impose a stiffer shrinkage penalty to the classes with training samples that are distant from the testing sample. However, when the testing sample is corrupted by noise or loses some band information, the difference between the testing sample and the training samples will increase significantly. The usage of Tikhonov regularization k,y i in [20] does not improve the classification, and instead, plays a negative role in the classification. Figure 6 shows the reconstructed residuals of the corrupted sample (Figure 1(c) ) and the band information missing sample (Figure 1 
D. CLASSIFICATION RESULTS COMPARISON
To demonstrate the performance of our classification method for hyperspectral imagery, we perform both simulated and real data experiments, and evaluate the experimental results both quantitatively and visually.
Before the simulation process, all data of the HSI are normalized between [0, 1]. In our simulation experiments, 10, 20, and 30 bands of the Indian Pines dataset and 5, 10 and 15 bands of the University of Pavia dataset are randomly selected and 40%, 40% and 20% of these selected bands are replaced by zero-mean Gaussian noise, impulse noise, and stripes, respectively. We compare our R 2 NRS method with NRS, SVM, RRC, VBM3D_NRS (the video block matching 3-D filtering method [50] is used to restore the data, and the NRS method is subsequently applied for classification), LR_NRS (the low rank method [26] , [51] is used to restore the data initially and the NRS method is subsequently applied for classification), and MSuperPCA_KSVM (multiscale Superpixels PCA is used to extract the features, Kernel SVM is subsequently applied to do classification, then the classification results obtained by multiscale superpixels are then fused to generate the final classification result) on the Indian pines dataset. We compare our R 2 NRS method with all these methods except for LR_NRS on the University of Pavia dataset because the running time of low-rank restoration is unacceptably long due to the large data size. The same training and testing data are used to execute these methods. The parameters of SVM are set according to [41] , and the low-rank parameters of VBM3D, LR_NRS, and MSuperPCA_KSVM are set according to [26] , [29] , and [49] , respectively. We use the same strategy to set λ in the NRS and RRC models, and α and β in the RRC model. Compared with RRC and MSuperPCA_KSVM, which also uses a subspace projection technique, our R 2 NRS approach obtains more accurate classification results. In addition, the R 2 NRS classifiers with MRF significantly improve the accuracy of the classification results. This outcome demonstrates that spatial regularization plays an important role in HSI classification. Moreover, the MRF with the HCI rule significantly outperforms MRF without the HCI rule on spatial regularization. The reason for this result is that MRF with the HCI rule enhances the effect of the correctly classified pixels on their neighbors.
We validate our method on the HSI data corrupted by heavy noise with 30% of the bands from both the Indian Pines and University of Pavia images randomly selected and contaminated by mixture noise. NRS, SVM, RRC, R 2 NRS, MSuperPCA_KSVM, VBM3D_NRS, SVM_MRF, NRS_MRF, R 2 NRS_MRF, and R 2 NRS_MRF_HCI are executed on these two datasets. Table 9 provides the accuracy of the classification results obtained by the competing methods. From the results, NRS and SVM provide very low accuracy. The RRC and R 2 NRS methods, which use a robust regression strategy, can obtain stable classification results. With the spatial constraint, the classification accuracy significantly improves when the classification result of the method without using spatial constraint is not poor. However, when the overall accuracy is very low, the spatial constraint plays the opposite role. For example, the classification results of SVM_MRF are all lower than those of SVM when we executed them on the Indian Pines image. Compared with R 2 NRS_MRF, R 2 NRS_MRF_HCI can obtain a much higher classification accuracy.
To validate the usability of the proposed method, we select the training data from the corrupted data directly and use different methods to perform the classification. the proposed R 2 NRS_MRF_HCI method produces the best classification performance. This phenomenon demonstrates the proposed method can be widely applied to HSI classification under different background.
VI. CONCLUSION
In a real application, some bands of a hyperspectral image are often corrupted to different extents. This phenomenon results in the poor performance of representation-based classifiers. To address this challenge, we proposed a novel robust regression algorithm for HSI classification. In our method, each band of a corrupted pixel is assigned with a regularized regression coefficient. Then, the corrupted pixel, the regression coefficients and the dictionary are used as inputs to the nearest regularized subspace (NRS) model. Based on the assumption that the residual and the coefficient are mutually independent, the regularized regression coefficients and representation coefficients of a tested pixel are alternatively updated during each iteration. By calculating the weight of each band of the pixel, the influence of corruption on classification accuracy is mitigated effectively. The classification results for the AVIRIS Indian Pines and ROSIS University of Pavia data sets demonstrate the superior performance of our proposed method. 
