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The optimal design of geothermal power plants across the entire spectrum of meaningful geother-
mal brine temperatures and climates is investigated, while accounting for vital real-world con-
straints that are typically ignored in the existing literature. The constrained design space of both
double-flash and binary geothermal power plants is visualized, and it is seen that inclusion of real-
world constraints is vital to determining the optimal feasible design of a geothermal power plant.
The effect of varying condenser temperature on optimum plant performance and optimal design
specifications is analyzed. It is shown that condenser temperature has a significant effect on op-
timal plant design as well. The optimum specific work output and corresponding optimal design
of geothermal power plants across the entire range of brine temperatures and condenser tempera-
tures is illustrated and tabulated, allowing a scientifically sound assessment of both feasibility and
appropriate plant design under any set of conditions. The performance of genetic algorithms and
particle swarm optimization are compared with respect to the constrained, non-linear, simulation-
based optimization of a prototypical geothermal power plant, and particle swarm optimization is
shown to perform significantly better than genetic algorithms. The Pareto-optimal front of specific
work output and specific heat exchanger area is visualized and tabulated for binary and double-flash
plants across the full range of potential geothermal brine inlet conditions and climates, allowing
investigation of the specific trade-offs required between specific work output and specific heat ex-
changer area. In addition to the novel data, this dissertation research illustrates the development
and use of a sophisticated analysis tool, based on multi-objective particle swarm optimization, for
the optimal design of geothermal power plants.
Chapter 1
Introduction
Approximately 32 TW of geothermal power are transferred from the interior of the Earth into the
Earth’s crust, arising from the heat created in the Earth’s early gravitational collapse as well as
radioactive decay within the Earth’s interior [1]. In select locations, this geothermal energy heats
accessible underground reservoirs of water that range in temperature from 70 oC [2] to 330 oC [3].
Geothermal power plants are designed to extract thermal energy from these reservoirs to produce
electrical energy. As of 2010, approximately 11 GW of installed geothermal electrical generation
capacity is installed worldwide, with approximately 2.5 GW being installed in the United States.
Figure 1.1 shows an actual geothermal power plant in operation. Recent studies indicate that
through exploitation of existing geothermal resources and feasible development of available re-
sources, there exists an additional 518 GW of geothermal electric resources in the western U.S.[5].
This is nearly half of the total installed electric generation capacity currently in the United States.
Worldwide, installed geothermal capacity has increased consistently over the past 60 years, as seen
in Figure 1.2. As the United States and the world continue to develop geothermal power to meet
ever-growing electrical power demand, engineers and policy makers will require data on the fea-
sibility and optimal design of geothermal power plants across a spectrum of geothermal resource
conditions and climates. As such, there exists a need for scientifically sound design guidance of
this type. A primary goal of this dissertation research is to develop useful design guidance for
1
Figure 1.1: Geothermal power plant [4]
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Figure 1.2: Worldwide installed geothermal electric capacity (from [6])
geothermal power plants across a wide range of geothermal brine inlet conditions and climates,
based on a scientifically rigorous investigation of an exhaustive array of potential plant designs.
In addition to its under-developed abundance, geothermal power has significant environmen-
tal advantages over other, more common, electricity generation plants. Table 1.1 compares the
gaseous emissions from common power plant types, with geothermal plants producing signifi-
cantly lower emissions in nearly every category. This characteristic will carry ever-increasing
value as emission regulations (particularly on carbon dioxide) become stricter and more punitive.
Another unique advantage of geothermal power plants is their geometric footprint relative to other
types of power generation plants. Table 1.2 compares the land usage of various typical power
plants, with geothermal requiring at least an order of magnitude less area to produce the same
amount energy as other common power generation systems.
Nearly all geothermal power plant designs fall into one of four categories: dry steam, single
flash, double-flash, or binary. The plant design is typically a function of the available geothermal
resource temperature and pressure. Dry steam plants require pressurized dry steam to exist in the
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Table 1.1: Comparison of gaseous emissions from typical power plants (from [7])
CO2 SO2 NOx Particulates
Plant Type kg/MWh kg/MWh kg/MWh kg/MWh
Coal-fired steam 994 4.71 1.955 1.012
Oil-fired steam 758 5.44 1.814 N.A.
Gas turbine 550 0.0998 1.343 0.0635
Geothermal: flash 27.2 0.1588 0 0
Geothermal: binary 0 0 0 Negligible
EPA average, all US plants 631.6 2.734 1.343 N.A.
Table 1.2: Comparison of land requirements for typical power plants (from [8][9])
Land usage
Power plant type m2/GWh
110 MW geothermal flash plant (including wells) 160
670 MW nuclear plant (plant site only) 1,200
47 MW solar thermal plant 3,200
2258 MW coal plant (including strip mining) 5,700
25 MW wind farm 7,300
10 MW solar PV plant 7,500
95 MW hydroelectric plant (reservoir only) 250,000
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production well, and while these conditions allow for the most effective production of electrical
power, these resources are also the most widely exploited at present [10]. Single flash plants
represent the current mainstay of geothermal power production. Their simple design and low cost
tend to make them the first plant installed at a new geothermal power plant site. However, in most
cases the power output and utilization efficiency for a given geothermal brine inlet condition can be
improved by implementing a double-flash design. As this work aims to develop design guidance
for plants that will be built in the future, this work will focus on double-flash and binary plant
designs.
A schematic of a double-flash geothermal power plant is shown in Figure 1.3 [10]. Geothermal
brine exits the production well as a saturated liquid above atmospheric pressure. After passing
through a throttle valve, the brine enters a separator where saturated vapor is sent to a high pressure
turbine. The liquid effluent from the separator passes through a second throttle valve and produces
lower pressure saturated vapor to combine with the exhaust of the high pressure turbine before
entering a low pressure turbine. The combined work output of the high pressure turbine and low
pressure turbine are used to generate electrical power via a generator. The turbine exhaust is
condensed in a condenser, which can be an air-cooled condenser or cooled via wet cooling tower
arrangement. The saturated liquid exiting the separator is reinjected into the geothermal reservoir
via an injection well.
In cases where the geothermal brine exits the production well at less than 120 oC, flashing the
liquid to vapor is infeasible. As such, binary systems as depicted in Figure 1.4 are typically used in
these applications. In a basic binary power plant, the geothermal brine remains a pressurized liquid
as it provides heat input to an organic Rankine cycle. The geothermal brine heats and vaporizes
an organic working fluid (e.g. R32, R134a, n-pentane, isopentane) in the preheater and evaporator.
This vapor produces electrical power as it passes through a turbine, which turns a generator. The
turbine exhaust is condensed, typically in an air-cooled condenser, before being pumped back
to the preheater. While double-flash plants use water as the working fluid, binary plants can be
designed around any of dozens of different organic working fluids [11]. An additional task of this
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dissertation research is to use optimization strategies to select the best working fluid based on the
geothermal brine inlet temperature and climate.
While binary plants typically exploit geothermal resources below 120oC and flash plants are
used when the geothermal resource temperature is at least 150oC [10], little scientific literature
exists regarding the comparison of the two plant types across the entire range of meaningful brine
inlet temperatures and climates. Another significant result of this research is the comparison of
plant performance from both binary and double-flash geothermal power plants across a wide range
of useful brine temperatures and climates.
Chapter 2 describes the objectives of this research and the associated research tasks. Chapter
3 describes the existing scientific literature that forms the basis for the current work. Chapters
4-9 describe the methods and results of each research task, and Chapter 10 provides concluding
remarks while summarizing each major finding of this dissertation research.
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Chapter 2
Objectives
2.1 Thesis objectives
The goals of this dissertation research are summarized by the following two objectives:
I Determine applicability and performance of heuristic optimization methods with respect to
the design of geothermal power generation systems.
II Develop design guidance for the implementation of geothermal power generation plants across
a range of geothermal brine input conditions and climates.
2.2 Research tasks
The two research objectives are supported by six complementary research tasks, described below.
Each research task is defined as the focused investigation of a specific technical aspect necessary
to the completion of one or both research objectives.
1 Double-flash design space
• Develop an approach to account for real-world constraints and a range of condenser tem-
peratures in the optimization of a double-flash geothermal power plant.
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• Illustrate the constrained design space of double-flash power plants at brine temperatures
from 200-300 oC and condenser temperatures from 30-60oC.
• Determine the optimum specific work output of a double-flash geothermal power plant at
brine temperatures from 200-300 oC and condenser temperatures from 30-60oC.
2 Binary design space
• Develop an approach to account for real-world constraints and a range of condenser tem-
peratures in the optimization of a binary geothermal power plant.
• Illustrate the constrained design space of binary power plants at brine temperatures from
80-180 oC and condenser temperatures from 30-60oC.
• Determine the optimum specific work output of a double-flash geothermal power plant at
brine temperatures from 70-200 oC and condenser temperatures from 10-60oC.
3 Heuristic algorithm selection
• Select and implement appropriate heuristic algorithms for optimization of a constrained,
non-linear, simulation-based optimization.
• Compare algorithm performance with respect to the optimization of a prototypical geother-
mal power plant.
4 Effect of climate on plant performance
• Develop a means of accounting for the effect of meteorological conditions on the perfor-
mance of a geothermal power plant.
• Develop a process by which an optimization algorithm accounts for hourly meteorological
conditions at a given location to determine the optimal design of a geothermal power plant
for said location.
5 Multi-objective optimization of a binary geothermal power plant
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• Implement a multi-objective optimization algorithm for the two-objective optimization of
a binary plant with variable superstructure.
• Illustrate the Pareto-optimal front of specific work output and specific heat exchanger area
at brine temperatures from 80-180 oC and dry-bulb temperatures from 5-25oC.
• Investigate the Pareto-optimal set of binary geothermal power plant designs at brine tem-
peratures from 80-180 oC and dry-bulb temperatures from 5-25oC to extract design guid-
ance.
6 Optimal plant design
• Illustrate the Pareto-optimal front of both binary and double-flash geothermal power plants
at brine temperatures from 80-300 oC and dry-bulb temperatures from 5-25oC.
• Investigate the Pareto-optimal set of binary and double-flash geothermal power plant de-
signs at brine temperatures from 80-300 oC and dry-bulb temperatures from 5-25oC to
extract design guidance.
Tasks 1 and 2 aim to explore the impact of real-world constraints and varying condenser tempera-
ture while elucidating the key components of geothermal power plant optimization. Task 3 has the
goal of determining the most effective heuristic optimization algorithm for the design of geother-
mal power plants, such that plant designs of increasing complexity can be analyzed. Task 4 utilizes
the chosen optimization algorithm to examine the potential benefit of accounting for hourly mete-
orological conditions in the optimization of a geothermal power plant for a specific climate. Tasks
5 and 6 aim to develop design guidance for geothermal power plants by illustrating the design
trade-offs necessary for the optimization of two critical but competing objective functions. These
six tasks correspond directly to Chapters 4 through 9 of this dissertation.
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Chapter 3
Literature review
The optimal design of geothermal power plants is a complex task that encompasses multiple sci-
ence and engineering disciplines. As such, the investigator must synthesize knowledge from a
wide range of topics in order to make appropriate decisions concerning the approach and research
methods to be used. In-depth knowledge of the current state-of-the-art in energy resource charac-
terization, power plant design, and engineering optimization is necessary to form the conceptual
framework within which the current research is formed. The investigator must be able to accurately
predict the energy inputs to the power plant, which requires an knowledge of geothermal resources
available worldwide. The processes by which geothermal power plants are designed must be fully
understood, requiring detailed study of operational power plants as well as ongoing design and
modeling research. Finally, the investigator must be able to make informed and accurate decisions
concerning the application of the most suitable optimization technique(s). This requires the de-
tailed study of literature regarding optimization techniques for engineering applications, with an
emphasis on techniques for optimizing power plants or thermal systems.
The following summary of the pertinent technical literature is divided into three sections. The
first section discusses current literature on the optimal design of geothermal power plants. The
second section describes research regarding sophisticated optimization techniques as they apply to
renewable energy systems. The third section outlines the specific means by which the reviewed
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literature forms the scientific basis for the original research of this dissertation.
3.1 Geothermal power plants
3.1.1 Resource characterization
Before a geothermal power plant can be designed, the available energy resource must be character-
ized to the maximum extent feasible. This translates to measurement or prediction of three critical
characteristics of the geofluid: thermodynamic state, flow rate, and chemical composition. For-
tunately, a great deal of literature exists describing the characteristics of geothermal resources at
various sites around the world. The Oregon Institute of Technology Geo-Heat Center has compiled
a database describing geofluid temperature and flowrate at 1469 geothermal wells in the western
states [12]. More recently, the U.S. Department of Energy’s Geothermal Technologies Program
has presented data describing current and potential geothermal resources across the United States
[13]. DiPippo presents exhaustive data describing geofluid temperature, pressure, flowrate, and
chemistry at eight operational geothermal power plants around the world [10]. This proven data
from operational power plants is useful in providing reasonable inputs with which to validate the
numerical models developed in the present research. Lee proposes classifying geofluid by its spe-
cific exergy as opposed to the more commonly used temperature classifications, and presents data
illustrating the specific exergy of geofluid at several operating geothermal plants [14]. This work
aligns with the more recent use of exergy as a means of quantifying the performance of geothermal
power plants both by others and in the present research. Data describing geothermal resources at
exploratory wells also exists in lesser quantities. For example, LaFleur and Hoag provide data on
temperature, pressure, flowrate, and chemistry of geofluid from exploratory wells drilled on the
Caribbean island of Nevis as recently as 2010 [15]. Perhaps the most exhaustive description of the
world’s major geothermal fields is provided by Kaya et al [3].
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3.1.2 Double-flash plants
Desideri and Bidini present a simple set of optimization techniques for the design of double-flash
geothermal power plants, indicating that flash pressure can be optimized to maximize either spe-
cific work output or efficiency [16]. DiPippo presents a full description of the general design
process for double-flash power plants, illustrating the optimization of both separator temperature
and flash vessel temperature to maximize specific work output [10]. DiPippo also provides exten-
sive data on the power generation equipment at Lardarello, Italy and The Geysers, California (both
dry-steam plants) as well as at the flash steam plants in Cerro Prieto, Mexico, Hatchobaru, Japan,
Mutnovsky, Russia, and Miravalles, Costa Rica. This operational data is useful in developing and
validating a numerical model of a steam-based geothermal power plant. Dagdas presents an anal-
ysis of the effect of separator and flash vessel temperatures on the first- and second-law efficiency
as well as net power output and again describes the basic procedure for optimizing separator and
flash vessel temperature [17]. Jalilinasrabady et al. utilize the same basic optimization procedure
to determine optimum separator and flash vessel temperature with respect to net power output and
exergetic efficiency for a hypothetical double-flash plant in Sabalan, Iran [18]. Unverdi and Cerci
utilize a very similar approach to examine the exergy flow of the 47 MW double-flash plant at
Germencik, Turkey [19]. Mathieu-Potvin uses the same optimization approach as described by
Desideri and DiPippo to determine optimum separator temperature, flash vessel temperature, and
specific work output of a double-flash plant and compares the results to those of a novel self-
superheating design [20]. While each of these contributions to the literature serve to elucidate
the basic design principles of double-flash geothermal power plants, they are limited in two ways.
First, none of these authors account for vital real-world constraints (described in detail in Chapter
4) that exist in every geothermal power plant when discussing the optimization process. Second,
these authors focus on a single brine temperature/condenser temperature combination, or a small
range of brine temperatures. Table 3.1 summarizes the scope of the current literature with respect
to the optimal design of double-flash geothermal power plants.
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Table 3.1: Double-flash power plant optimization literature review
Constraints
Author(s) (Year) Tbrine[oC] Tcond[oC] SSI xturb
Desideri and Bidini (1997) [16] 150-210 32
Dagdas (2007) [17] 210 46
DiPippo (2008) [10] 240 52
Jalilinasrabady et al. (2012) [18] 170 46
Potvin (2013) [20] 140-240 50
Unverdi and Cerci (2013) [19] 215 56
This work 200-300 30-60 X X
3.1.3 Binary plants
As the impetus for developing renewable energy sources intensifies, an increasing amount of re-
search is aimed at technologies to produce power from lower-enthalpy geothermal resources. The
majority of this work revolves around the design of binary power plants. As early as 1970, An-
derson describes the design of the first binary plant in the U.S. (and second worldwide), known as
Magmamax [21]. DiPippo also provides detailed description of this highly complex plant design
[10]. Bliem et al. develop a computer model to investigate the effect of five different heat rejec-
tion systems on the Levelized Cost of Electricity for a simple propane-based Rankine cycle plant
[22]. Desideri and Bidini produce results describing the simple optimization of an ammonia-based
Rankine cycle plant and an ammonia-water Kalina cycle [16]. These results show that the choice
of turbine inlet pressure, fluid type, and cycle type can combine to have a significant impact on the
performance of a binary geothermal plant. Gu and Sato explore the design of supercritical power
cycles utilizing propane as the working fluid [23]. This work indicates that condensing pressure
is the primary parameter of interest in optimizing the supercritical cycle, and that under certain
conditions supercritical power cycles produce a greater specific work output than other binary cy-
cles. This work also outlines the basic criteria for selection of a working fluid in a supercritical
power cycle, specifically that it should possess a critical temperature higher than ambient, a low
enough critical pressure that pumping work is not excessive, and should be compatible with envi-
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ronmental and safety requirements. Gu and Sato extend this work to compare propane, R-125, and
R-134a as working fluids in a supercritical power cycle [24]. They show that propane and R-134a
both produce similar specific work outputs from a given geothermal resource that are higher than
that for R-125. Sones and Krieger provide insight into operational data gained from a supercritical
power plant installed at Heber, CA and caution that the supercritical plant is an operational liability
due to increased component wear and poorer off-design performance [25]. Kanoglu investigates
the design of an operational dual-pressure Rankine cycle plant utilizing isopentane as the working
fluid [26]. This research shows that improvements in turbine and condenser efficiency will yield
the biggest improvements in plant efficiency. This work also illustrates the significant changes in
plant power output that occur as a result of seasonally varying condenser temperature in air-cooled
plants. Kanoglu and Bolatturk extend this work to the exergetic analysis of an isobutane based
Rankine cycle binary power plant [27]. This investigation illustrates the significant energy and ex-
ergy demand of the brine re-injection process as well as describing the trend of exergetic efficiency
in response to changes in turbine inlet conditions and condenser pressure. By comparing the ex-
ergetic efficiency of an operational Kalina cycle plant to an n-pentane based Rankine cycle plant
operating under similar conditions, DiPippo provides two useful insights. The first is that heat
exchanger design plays a significant role in maximizing the exergetic efficiency of a binary plant.
The second insight is that Kalina cycles do not necessarily produce significantly higher specific
work outputs than more conventional organic compound based Rankine cycles [28]. Hettiarachchi
et al. apply a more sophisticated optimization method (steepest descent) to the design of a simple
water-cooled organic Rankine cycle binary plant [2]. In this work, they minimize the ratio of heat
exchanger area to net power output by varying evaporation and condensation temperature as well
as geothermal and cooling water velocity for a variety of working fluids. The results of this opti-
mization show that the choice of working fluid can have a significant impact on the power plant
cost. Franco and Villani produce an extensive set of data regarding the design of binary geother-
mal power plants using an iterative optimization approach [29]. This work produces a method for
determining the optimum combination of working fluid and cycle type for three different sets of
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geothermal inlet and rejection temperatures. The method described by Franco and Villani consid-
ers supercritical cycles, dual-pressure Rankine cycles, and conventional Rankine cycles as well as
six different working fluids including hydrocarbons, synthetic refrigerants, and mixtures. Their
results indicate that different combinations of cycle type and working fluid are appropriate for
different geofluid inlet and rejection temperatures, and that the optimized solution can produce
significant improvements in exergetic efficiency. Franco continues this work to include analysis
of regenerative organic Rankine cycles, and discovers that regeneration does not have a significant
impact on cycle efficiency, but may serve to significantly reduce the size of the heat rejection equip-
ment, possibly reducing plant cost [30]. Saleh et al. examine the thermodynamic performance of
thirty-one different working fluids in several different binary cycle types and determine that with
a brine temperature of 100 oC and a condenser temperature of 30 oC, superheating can increase
thermal efficiency of the cycle, but only when combined with a recuperator and the use of a wet-
expansion type working fluid [11]. Dai et al. determine that for a brine temperature of 145 oC and
a condenser temperature of 25 oC, R236ea is the optimum working fluid for maximizing exergetic
efficiency [31]. Shengjun et al. examine the optimal design of a geothermal power plant consid-
ering five different objective functions, and determine that the optimal design varies considerably
depending on which objective function is optimized [32]. Basaran and Ozgener examine the effect
of twelve different working fluids on the energy and exergy efficiency of a binary power plant and
determine that working fluid selection has a significant impact on plant performance [33]. Edrisi
and Michaelides reach a similar conclusion in that working fluid has a significant effect on the
exergetic efficiency of a novel binary-flashing power plant [34]. The selection of an appropriate
working fluid is a consistent thread throughout the literature and within this work. Chen et al. pro-
vide the most extensive discussion of the intrinsic properties of potential working fluids, and the
effect these properties have on cycle performance [35]. Walraven et al. examine eighty working
fluids across several cycle types and illustrate the significant impact that a brine re-injection tem-
perature constraint can have in reducing exergetic efficiency of a binary geothermal power plant
[36]. Gabbrielli examines the effect of declining well temperature over the life of the power plant
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and determines that the best overall approach is to implement a design that is optimal for the brine
temperature at the reservoir end-of-life [37]. Along with Gabbrielli, Ghasemi et al. utilize a rep-
resentative hourly ambient temperature profile to determine plant performance year-round [38].
Their work shows that by optimizing the operational strategy of a binary geothermal power plant,
a 9% increase in annual average net work output can be achieved. Their work also forms the basis
for the work in Chapter 7, where a representative hourly ambient temperature profile is used to de-
termine optimal power plant design for a given climate. In addition to the literature describing the
design of binary geothermal power plants, there exists a great deal of data on the operational char-
acteristics of installed plants worldwide. DiPippo and Moya provide a tremendous amount of data
on the operation of eight different geothermal binary power plants at locations around the world
[10], [28], [39]. This data provides an empirically grounded starting point for the development of
numerical models of binary geothermal power plants.
While the existing technical literature provides valuable insight into the underlying principles
of binary geothermal power plant design, there are again two significant factors that are not fully
addressed. As with double-flash plants, there are real-world constraints that are present in every
binary geothermal power plant that have not been addressed in a complete and rigorous manner in
the existing literature (described in detail in Chapter 5). And as seen before, each author focuses
on a limited range of brine temperature/condenser temperature combinations and does not provide
analysis across a wide range of meaningful brine temperatures and condenser temperatures. Table
3.2 summarizes the scope of the current literature with respect to the optimal design of binary
geothermal power plants.
3.2 Optimization
Optimization is a broadly defined concept that takes many forms, depending on the type of system
being optimized, the goals of the investigation, and the standards of the field. In this work, opti-
mization is more precisely defined as the use of computational algorithms to determine the set of
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Table 3.2: Binary power plant optimization literature review (*author uses a loose approximation
of constraint)
Constraints
Author(s) (Year) # of
fluids
Tbrine[oC] Tcond[oC] SSI xturb P1 Tc
Desideri and Bidini (1997) [16] 1 150-210 32
Hettiarachchi et al. (2007) [2] 4 70-90 40
Saleh et al. (2007)[11] 31 100 30 X
Kanoglu and Bolatturk (2008) [27] 1 160 12
Dai et al. (2009) [31] 10 145 25
Franco and Villani (2009) [29] 6 110-160 30-40 * *
Franco (2011) [30] 4 100-130 20-30 * *
Shengjun et al. (2011) [32] 16 90 26-40 X
Gabbrielli (2012) [37] 1 130-160 10-50 * *
Basaran and Ozgener (2013) [33] 12 96 10
Edrisi and Michaelides (2013) [34] 6 90-140 40 X
Ghasemi et al. (2013) [38] 1 135 25-50
Walraven et al. (2013) [36] 80 125 25 * *
This work 17 70-200 10-60 X X X X
system parameters (decision variables) that yields the optimum value of one or more plant perfor-
mance metrics (objective functions) while ensuring all necessary constraints are met. Optimization
of this nature has been applied to the design of a wide range of power systems. Much of the work
surrounding the optimization of thermal power systems is based on the concept of exergoeconomic
optimization of the benchmark CGAM problem, a combined heat and power system problem put
forth by Tsatsaronis and Pisa in their seminal work on the topic (“CGAM” is simply an acronym
of the problem designers’ first initials) [40]. Since then, many authors have developed novel and
improved means of applying exergoeconomic optimization to thermal power systems, using the
CGAM problem as their standard [41].
3.2.1 Geothermal power plants
In the study of geothermal power plants, little literature exists describing the use of sophisticated
algorithms to optimize plant design. In the present technical literature, investigators have focused
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their optimization efforts on binary plants based on organic Rankine cycles. Desideri and Bidini
describe the use of specific work output and thermal efficiency as reasonable optimization criteria
for ORC-based geothermal power plants [16]. Their analysis illustrates the difficulty in choosing
an appropriate objective function by showing that these two optimization criteria behave in con-
trast to each other across a wide range of cycle pressures and geothermal brine input temperatures.
As described above, Hettiarachchi et al. evaluate the performance of four different working fluids
in a simple 10 MWe water-cooled organic Rankine cycle with heat input from a 90o C geother-
mal brine resource [2]. This work utilizes an iterative steepest descent method to accomplish the
optimization. The ratio of heat exchanger area to net power output is the objective function of
the work, but the authors also describe the effect of varying working fluid on thermal efficiency
of the Rankine cycle, geothermal brine thermal utilization, and exergetic efficiency. These results
illustrate the complexity in choosing an appropriate design for a given set of operating conditions,
as these performance metrics often behave in a contrasting manner as system parameters vary.
Franco and Villani, described above, perform a similar analysis but use a more complex iterative
optimization procedure in which the design of the thermodynamic cycle is set, the heat exchang-
ers are optimized, and the design of the thermodynamic cycle is improved based on the optimum
design of the heat exchangers [29]. This method allows the parametric analysis of specific work
output, geothermal brine thermal utilization, thermal efficiency, and exergetic efficiency.
3.2.2 Other power plants of interest
Since the technical literature on hybrid power plants with shared conversion equipment is limited,
the optimization of conventional combined-cycle gas turbine power plants is also applicable to the
current work. Valdes et al. apply a genetic algorithm to the minimization of two separate cost func-
tions, with the variables being the thermodynamic properties of the heat recovery steam generator
[42]. This work shows the general applicability of a genetic algorithm to the design of combined
cycle power plants, as well as describing the use of genetic algorithms to determine which variables
have the largest influence on the objective function, allowing more focused investigation. Koch et
20
al. perform a novel investigation of a combined-cycle gas turbine power plant in which an evolu-
tionary algorithm minimizes cost of electricity by varying not only the component parameters, but
also the system superstructure to some extent [43]. In this approach, the evolutionary algorithm
can set a binary decision variable to determine if a particular component, such as a regenerator, is
included in the system superstructure. Consequently, the algorithm has some control over the flow
path between components in addition to the parameters that define the performance of each com-
ponent. This work demonstrates that such an approach provides useful insight into the optimum
design of combined cycle gas turbine power plants. The use of a sophisticated algorithm to vary
system superstructure is directly related to the current work.
3.3 Summary and basis for new research
All of the technical literature described in this section serves as the foundation of the current work.
The accurate characterization of energy resources provides accurate inputs to the models of this
work. The previous designs of geothermal power plants provide a valuable starting point for the
modeling of more complex plants as well as real-world operating data for model validation. Studies
describing the use of sophisticated optimization techniques in the design of power plants give
insight into the next steps for computational optimization of ever-more-complex power systems.
Within this significant body of work, however, much remains unknown.
Specifically, there are no broadly applicable guidelines or methods for determining the optimal
design of double-flash or binary geothermal power plants across the entire spectrum of meaningful
brine and condenser temperatures. Figure 3.1 combines the data in Tables 3.1 and 3.2 to illus-
trate the limited scope of brine temperature/condenser temperature combinations examined in the
existing literature. An objective of this research is to develop design guidance across a range of
geothermal brine input conditions and climates. Accordingly, Figures 3.2 and 3.3 illustrate the
scope of brine temperature/condenser temperatures examined in this work for double-flash (Figure
3.2) and binary (Figure 3.3) geothermal power plants. Additionally, there are no complete studies
21
regarding the effect of real-world constraints and varying condenser temperature on the optimal
design of double-flash or binary power plants. At a more fundamental level, there is little to no lit-
erature describing the use of sophisticated optimization algorithms in the constrained, non-linear,
simulation-based optimization of geothermal power plants. This research aims to increase the
body of knowledge in each of these areas, with the intent of developing widely applicable design
guidelines for the development of geothermal power plants.
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Figure 3.1: Scope of existing literature
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Figure 3.2: Scope of this work compared to existing literature: double-flash plants
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Figure 3.3: Scope of this work compared to existing literature: binary plants
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Chapter 4
Double-flash design space
4.1 Introduction
At present, double-flash geothermal power plants account for 20% of the installed geothermal
electric generation capacity in the world, with dry steam and single-flash plants comprising the
majority of installed capacity [44]. However, as rising electricity demand forces engineers and
policy makers to develop increasingly complex geothermal resources, the fact that double-flash
plants produce 15-25% more power than their single-flash counterparts [10] will likely lead to an
increase in the implementation of double-flash plants.
Previous literature on the optimization of double-flash geothermal power plants provides signif-
icant insight into the relationships between design variables and plant performance [10, 16, 18, 17],
but is limited in two significant ways. First, there are vital real-world constraints (silica deposition
and turbine exhaust quality — described in Section 4.3.3) present in every double-flash geother-
mal plant that are often ignored or accounted for only under one specific set of conditions. Second,
it has been common practice to assume a fixed condenser temperature and develop results based
on that single condenser temperature. In practice, however, meteorological conditions lead to a
widely varying condenser temperature as the plant operates. In this chapter, the work of the previ-
ous literature is expanded by completing a thorough investigation of the double-flash geothermal
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power plant design space across a range of reasonable condenser temperatures while incorporating
the real-world constraints in a rigorous manner. These results are then visualized in a comprehen-
sive sense, providing insight into the complex interplay between the design variables and practical
constraints across a broad range of practically meaningful geothermal resource temperatures and
condenser temperatures.
Table 4.1: Double-flash power plant optimization literature review
Constraints
Author(s) (Year) Tbrine[oC] Tcond[oC] SSI xturb
Desideri and Bidini (1997) [16] 150-210 32
Dagdas (2007) [17] 210 46
DiPippo (2008) [10] 240 52
Jalilinasrabady et al. (2012) [18] 170 46
Potvin (2013) [20] 140-240 50
Unverdi and Cerci (2013) [19] 215 56
This work 200-300 30-60 X X
4.2 System model
A schematic of a double-flash geothermal power plant is shown in Figure 4.1, with a temperature-
entropy diagram shown in Figure 4.2. Geothermal brine exits the production well (1) as a saturated
liquid above atmospheric pressure. After passing through a throttle valve, the brine (2) enters a
separator where saturated vapor (4) is sent to a high pressure turbine while the saturated liquid
(3) undergoes a second throttling process before entering the flash vessel (6). The lower pressure
saturated vapor (8) exits the flash vessel to combine with the exhaust of the high pressure turbine
(5) before entering a low pressure turbine (9). The mechanical power of both turbines is used to
generate electrical power via a generator. The turbine exhaust (10) is condensed in a condenser
(11), while the saturated liquid exiting the separator (7) is reinjected into the geothermal reservoir
via an injection well.
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Figure 4.1: Double flash geothermal power plant model
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Figure 4.2: Double flash temperature entropy diagram
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4.2.1 Thermodynamic analysis
The calculation of the thermodynamic performance is accomplished via simulation of the system
thermodynamics in the software package ‘Engineering Equation Solver’ (EES) [45]. The thermo-
dynamic simulation requires the calculation of intrinsic thermodynamic properties such as entropy,
s, and enthalpy, h, from the non-linear correlations provided by Haar et al. in the NBS/NRC Steam
Tables [46], a task for which EES is well-suited. It is assumed that the geothermal brine has the
same thermodynamic properties as pure water [10]. Throughout this analysis, the subscripts f and
g denote saturated liquid and saturated vapor, respectively.
Separator
The geothermal brine exits the production well as a saturated liquid, 1:
h1 = h f
∣∣∣∣
T1
. (4.1)
The brine passes through an isenthalpic throttle valve,
h2 = h1, (4.2)
to decrease its pressure before entering the separator where the saturated mixture, 2, is separated
into saturated liquid, 3,
h3 = h f
∣∣∣∣
T2
(4.3)
and saturated vapor, 4,
h4 = hg
∣∣∣∣
T2
. (4.4)
The quality of the saturated mixture at state 2, x2, is calculated as
x2 =
h2−h3
h4−h3 . (4.5)
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The mass flow rate of steam into the high pressure turbine, m˙4, is simply x2 multiplied by the inlet
mass flow rate of the brine,
m˙4 = x2 · m˙1, (4.6)
while the mass flow rate into the flash vessel, m˙3, is
m˙3 = (1− x2) · m˙1. (4.7)
Flash vessel
The saturated liquid exiting the separator undergoes a second isenthalpic throttling process to cre-
ate a second, lower pressure saturated mixture, 6, in the flash vessel:
h6 = h3. (4.8)
From the flash vessel, the saturated liquid, 7,
h7 = h f
∣∣∣∣
T6
, (4.9)
is disposed of in an injection well while the saturated vapor, 8,
h8 = hg
∣∣∣∣
T6
, (4.10)
is mixed with the saturated mixture, 5, exiting the high pressure turbine. The quality at state 6 is
calculated as
x6 =
h6−h7
h8−h7 , (4.11)
while the mass flow rate at 6 is the same as that at 3
m˙6 = m˙3. (4.12)
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The mass flow rate of saturated steam exiting the flash vessel, m˙8, is calculated from the quality at
6,
m˙8 = x6 · m˙6, (4.13)
and the mass flow rate into the injection well, m˙7, is
m˙7 = (1− x6) · m˙6. (4.14)
High pressure turbine
The entropy at state 5s, s5s, (assuming isentropic expansion through the high pressure turbine) is
equal to the entropy of a saturated vapor at state 2,
s5s = sg
∣∣∣∣
T2
. (4.15)
The entropy of states 7 and 8 are
s7 = s f
∣∣∣∣
T6
(4.16)
and
s8 = sg
∣∣∣∣
T6
. (4.17)
The quality at state 5s is
x5s =
s5s− s7
s8− s7 , (4.18)
and the enthalpy at state 5s is calculated as
h5s = h7+ x5s · (h8−h7) . (4.19)
Because a saturated mixture of vapor and liquid droplets passes through the turbine, the well-
known Baumann rule (wherein a 1% decrease in quality yields a 1% decrease in efficiency) is
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utilized to calculate the actual enthalpy at the exit of the high pressure turbine, h5 [10]:
h5 =
h4−Al pt ·
(
x4−
(
h7
h8−h7
))
1+
(
Al pt
h8−h7
) , (4.20)
where the dry isentropic efficiency of the turbine is assumed to be a typical value [10], ηturbine =
0.85, and is used to calculate the factor A,
Al pt = (ηturbine/2) · (h4−h5s) (4.21)
and
x4 = 1. (4.22)
The entropy at state 5, s5, is then calculated from the steam table correlations as
s5 = s
∣∣∣∣
T6,h5
, (4.23)
which allows calculation of the quality at state 5,
x5 =
s5− s7
s8− s7 . (4.24)
Power output of the high pressure turbine is calculated as the mass flow rate through the turbine
multiplied by the enthalpy drop across the turbine:
W˙hpt = m˙4 · (h4−h5) . (4.25)
Low pressure turbine
The mass flow rate exiting the high pressure turbine, m˙5, is equal to the mass flow rate entering:
m˙5 = m˙4. (4.26)
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The saturated steam, 8, exiting the flash vessel is mixed with the saturated mixture exiting the high
pressure turbine to create a high-quality saturated mixture, 9, with a mass flow rate equal to the
sum of each flow rate
m˙9 = m˙5+ m˙8, (4.27)
and an enthalpy equal to the weighted average of both incoming flow enthalpies
h9 =
m˙5 ·h5+ m˙8 ·h8
m˙9
. (4.28)
The quality at state 9 is
x9 =
h9−h7
h8−h7 , (4.29)
which allows calculation of the entropy
s9 = s7+ x9 · (s8− s7) . (4.30)
State 10s is the state of the saturated mixture assuming an isentropic expansion through the low
pressure turbine,
s10s = s9. (4.31)
The entropies at states 11 and 12 are calculated through the aforementioned steam table correla-
tions as
s11 = s f
∣∣∣∣
T10
(4.32)
and
s12 = sg
∣∣∣∣
T10
. (4.33)
This allows calculation of the quality at state 10s,
x10s =
s10s− s11
s12− s11 . (4.34)
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The enthalpies at states 11 and 12 are also calculated using the steam table correlations:
h11 = h f
∣∣∣∣
T10
(4.35)
and
h12 = hg
∣∣∣∣
T10
, (4.36)
allowing calculation of the enthalpy at state 10s
h10s = h11+ x10s · (h12−h11) . (4.37)
Again, the Baumann rule is used to calculate the enthalpy of the steam exiting the low pressure
turbine
h10 =
h9−Ahpt ·
(
x9−
(
h11
h12−h11
))
1+
(
Ahpt
h12−h11
) , (4.38)
where
Ahpt = (ηturbine/2) · (h9−h10s) . (4.39)
Using h10, the entropy at state 10 is calculated from the steam table correlations
s10 = s
∣∣∣∣
T10,h10
, (4.40)
and steam quality at the low pressure turbine exhaust is
x10 =
s10− s11
s12− s11 . (4.41)
Power output of the low pressure turbine is calculated as
W˙l pt = m˙9 · (h9−h10) . (4.42)
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4.3 Optimization framework
4.3.1 Decision variables
There are two independent variables that can be varied in order to maximize the performance of
the plant. These are the temperatures at which the separator, Tsep, and flash vessel, Tf lash, operate.
In the case of this analysis, these two temperatures describe state 2 and state 6:
T2 = Tsep, (4.43)
and
T6 = Tf lash. (4.44)
4.3.2 Objective function
In the analysis of geothermal power plants, the most common and universally applicable perfor-
mance metric is w, the specific work output of the power plant, with typical units of J/kg [10, 16].
This metric describes the amount of energy extracted as electrical power from each kilogram of
geothermal brine entering the plant. Neglecting losses in the electrical generator (which has typical
efficiency >98% [47]), specific work output is calculated as
w =
W˙total
m˙brine
, (4.45)
where total power output, W˙total , is the sum of the power output from the low pressure turbine and
the high pressure turbine
W˙total = W˙l pt +W˙hpt . (4.46)
The thermodynamic equations necessary to calculate specific work output are described in 4.2.1.
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Model validation
A thermodynamic model of the double-flash geothermal power plant is constructed in EES, utiliz-
ing the equations of Sections 4.2 and 4.3.2. To ensure accurate results from this model, the specific
work output calculated by the model is compared to the specific work output reported for three
operational plants as reported in the literature. Table 4.2 shows the results of this comparison.
Table 4.2: Double-flash power plant model validation
Plant name Tbrine[oC] Tcond[oC] wactual [kJ/kg] wmodel [kJ/kg] % error
Cerro Prieto I, Unit 5 [10] 170 48 36.2 37.1 2.5
Cerro Prieto II & III [10] 320 50 216 207 -4.2
Beowawe [48] 215 31 106 102 -3.8
4.3.3 Constraints
There are several constraints that must be met to ensure effective plant operation. The first of these
is the upper limit on silica saturation index (SSI). Silica Saturation Index is defined as the ratio of
amorphous silica concentration, S, to equilibrium amorphous silica concentration, Seq [49]:
SSI =
S
Seq
. (4.47)
Due to prolonged contact with the fractured rock of the underground reservoir, geothermal brine
is assumed to be saturated with respect to silica (in the form of crystalline quartz) as it exits the
production well and enters the plant components [10]. As the geothermal brine is cooled while
passing through the plant, the silica undergoes a transformation from crystalline quartz to amor-
phous silica [50][51]. Additionally, as the geothermal brine is flashed to steam, the concentration
of silica in the remaining liquid brine increases. If the silica concentration exceeds the equilibrium
concentration of amorphous silica in water at the brine temperature, precipitation on plant piping
will result, potentially yielding significant degradation of plant performance [50]. To calculate
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SSI, the concentration of crystalline quartz in the brine as it exits the production well must first be
determined. The equilibrium concentration of crystalline quartz assuming no salinity of the brine,
Qeq, is calculated by iteratively solving Equation 4.48, where T1 is the brine temperature in degrees
Celsius and Qeq is measured in ppm [50]:
T1 =−42.198+0.28831 ·Qeq−3.6686×10−4 ·Q2eq
+3.1665×10−7 ·Q3eq+77.034 · logQeq. (4.48)
The crystalline quartz transforms into amorphous silica as it cools, and the concentration of the
amorphous silica in the remaining brine, S, increases over Qeq as the brine is flashed to steam.
The ratio of amorphous silica concentration to crystalline quartz concentration is equal to the ratio
of mass flow rate of brine from the production well, m˙1, to the mass flow rate of brine into the
injection well, m˙7, also written as
S = Qeq · m˙1m˙7 . (4.49)
All that remains is to calculate the equilibrium concentration of amorphous silica, Seq (measured
in ppm), which is determined using the correlation of Fournier and Marshall (again assuming zero
salinity of the brine) [52]:
log
(
Seq
58400
)
=−6.116+0.01625 ·T7
−1.758×10−5 ·T 27 +5.257×10−9 ·T 37 , (4.50)
where T7 is measured in degrees Kelvin.
In practice, SSI can exceed a value of 1, due to the “slow” kinetics of the deposition process.
A limit of SSI ≤ 1.2 is used as a reasonable constraint for geothermal plant design[53]:
SSI ≤ 1.2. (4.51)
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Figure 4.3: Equilibrium solubility of quartz and amorphous silica
Additionally, there is a lower limit on the quality of steam as it exits each turbine section, which
prevents excessive damage to the turbine blades [10][54]:
x5 ≥ 0.85, (4.52)
and
x10 ≥ 0.85. (4.53)
To allow for effective long-term utilization of the geothermal resource, an upper limit of 20 bar is
chosen for the separator pressure. The corresponding saturation temperature is set as a constraint
on separator temperature:
TSep ≤ 212oC. (4.54)
Finally, a lower limit is placed on Tf lash to allow for un-pumped re-injection of the saturated liquid
entering the injection well [10]:
TFlash ≥ 102oC. (4.55)
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4.4 Results and discussion
4.4.1 Constrained design space
For a given combination of brine temperature and condenser temperature, the thermodynamic
equations described in 4.2.1 are used to calculate the specific work output of a double-flash geother-
mal power plant across a range of separator temperature (T2) and flash vessel temperature (T6)
combinations. In addition to calculating the specific work output at each combination of T2 and
T6, the violation of any of the constraints described in Section 4.3.3 is recorded as well. Fig-
ure 4.4 illustrates the resulting constrained designed space for a brine temperature of 260 oC and
condenser temperature of 30 oC. The white areas of the plot represent feasible combinations of
SSIm>m1.2
TurbinemExhaustmQualitym<m0.85T2 <mT6
TurbinemExhaustm
Qualitym<m0.85m
and
SSIm>m1.2
SeparatormTemperature
Fl
as
hm
Ve
ss
el
mT
em
pe
ra
tu
re
w
Figure 4.4: Constrained design space: Contours of specific work output, w [kJ/kg], vs. T2 and T6;
Tbrine = 260 oC and Tcond = 30 oC
separator temperature and flash vessel temperature, with optimum feasible specific work output,
wopt , marked with a triangle. Infeasible regions are colored gray, with the overlap between two
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infeasible regions colored dark gray.
It is seen that the silica constraint prevents the use of lower flash vessel temperatures as a result
of the lower silica solubility at these temperatures. In contrast, the turbine exhaust quality con-
straint makes the region including high separator temperatures and high flash vessel temperatures
infeasible. This is due to the fact that for a given turbine exhaust temperature, a higher turbine
inlet temperature yields lower turbine exhaust quality. The infeasible region in the upper left cor-
ner of the plot labeled “T2 < T6” indicates the logically infeasible design region wherein separator
temperature is actually less than flash vessel temperature.
Figure 4.4 indicates that while specific work output of greater than 155 kJ/kg would be achieved
in the absence of the silica constraint and turbine exhaust quality constraint, the feasible optimum
specific work output is 139 kJ/kg. It is seen that while the unconstrained optimum would result
from T6 at or below 102 oC, the silica constraint forces flash vessel temperature up to 143 oC,
yielding a significant decrease in specific work output. Additionally, the turbine exhaust quality
constraint forces a reduction in separator temperature (T6) from its unconstrained optimum of ap-
proximately 190 oC to a constrained optimum of 164 oC, yielding a further decrease in specific
work output.
Figures 4.5 and 4.6 illustrate the constrained design space across a range of brine temperatures
from 200-300 oC and condenser temperatures from 30-60 oC. It is seen that at Tbrine = 200 oC,
the only limiting constraint is that of minimum flash vessel temperature. At brine temperatures
at or above 220 oC, the silica constraint begins to force flash vessel temperature to higher values,
yielding lower optimum specific work output. This effect is increasingly pronounced as brine
temperature increases. Figures 4.5 and 4.6 also illustrate the fact that the constraint on turbine
exhaust quality becomes a factor at higher brine temperatures and lower condenser temperatures.
As described above, the turbine exhaust quality constraint begins to limit separator temperature
at Tbrine = 260 oC and Tcond = 30 oC. For a brine temperature of 280 oC, the turbine exhaust
quality constraint makes a condenser temperature of 30 oC infeasible, and acts to limit separator
temperature at condenser temperatures of 40 oC and 50 oC. In the most extreme case, Tbrine = 300
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Figure 4.5: Constrained design space: Contours of specific work output, w [kJ/kg], vs. T2 and T6,
with woptimum indicated by a triangle; Tbrine = 200−240 oC, Tcond = 30−60 oC
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Figure 4.6: Constrained design space: Contours of specific work output, w [kJ/kg], vs. T2 and T6,
with woptimum indicated by a triangle; Tbrine = 260−300 oC, Tcond = 30−60 oC
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oC, the turbine exhaust quality constraint makes condenser temperatures of both 30 oC and 40 oC
infeasible, while the combination of silica constraint and turbine exhaust quality constraint act to
severely limit the feasible design space at condenser temperatures of 50 oC and 60 oC.
4.4.2 Optimum specific work output
Figure 4.7 illustrates the optimum specific work output, w, in kJ/kg for feasible combinations
of brine temperature from 200-300 oC and condenser temperature from 30-60 oC. As expected,
w
Figure 4.7: Optimum specific work output vs. brine temperature at Tcond = 30−60 oC
lower condenser temperatures yield higher specific work output. However, Figure 4.7 also shows
the significant impact of the turbine exhaust quality constraint. At a brine temperature of 200 oC,
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decreasing condenser temperature from 60 oC to 30 oC yields a 47% increase in specific work
output (87 kJ/kg vs. 59 kJ/kg). However, at Tbrine = 270 oC, decreasing condenser temperature by
the same amount yields only a 15% increase in specific work output (144 kJ/kg vs. 125 kJ/kg).
This information is potentially useful to a plant designer in determining the value of installing
improved condensing equipment.
Effect of relaxing silica constraint
Figures 4.5 and 4.6 show that limiting silica saturation index to a maximum value of 1.2 yields
a significant decrease in specific work output as compared to the case with no silica constraint.
While it is not practical to develop a flash geothermal plant with no silica constraint, there do exist
techniques that involve pH control and/or intentional “seeded” precipitation that could allow a more
relaxed silica constraint [10]. Quantifying the potential increase in specific work output as a result
of relaxing the silica constraint could aid a plant designer in determining the value of implementing
more sophisticated silica scale control measures. Figure 4.8 illustrates the constrained design space
for a brine temperature of 260 oC and condenser temperature of 30 oC, similar to Figure 4.4, with
the silica constraint relaxed to be SSI ≤ 1.4. By increasing the maximum silica saturation index
from 1.2 to 1.4, the optimum specific work output is increased from 139 kJ/kg to 149 kJ/kg, an
improvement of 7%. Figure 4.9 compares the optimum specific work output, w, in kJ/kg for
feasible combinations of brine temperature from 200-300 oC and condenser temperature from 30-
60 oC for both the original (SSI ≤ 1.2) and relaxed (SSI ≤ 1.4) silica constraints. As seen in Figure
4.5, relaxing the silica constraint has little to no effect at brine temperatures up to 220 oC. The effect
of relaxing the silica constraint becomes more pronounced with increases in brine temperature and
decreases in condenser temperature. As seen in Figures 4.4 and 4.8, relaxing the silica constraint
improves specific work output both by allowing decreases in flash vessel temperature, as well as by
allowing increases in separator temperature as the turbine exhaust quality constraint becomes less
limiting. These two effects combine to have the greatest impact at high brine temperatures and low
condenser temperatures. In the most extreme cases, relaxing the silica constraint from SSI ≤ 1.2
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Figure 4.8: Constrained design space for relaxed silica constraint
to SSI ≤ 1.4 increases optimum specific work output by approximately 8%. As described above,
relaxing the silica constraint from SSI ≤ 1.2 to SSI ≤ 1.4 at a brine temperature of 260 oC and
condenser temperature of 30 oC increases optimum specific work output by 7%. At the same brine
temperature and a condenser temperature of 60 oC, relaxing the silica constraint yields only a 2%
increase in specific work output. This data is of particular interest to a plant designer in determining
the value of installing improved silica control equipment.
4.5 Conclusions
Double-flash geothermal power plants represent an established, viable approach to generating
geothermal power from existing resources in the western United States and worldwide. In or-
der to effectively utilize the untapped potential of geothermal power, engineers require a priori
knowledge of potential plant output given resource conditions and meteorological data. In this
chapter, the complex interplay between separator temperature, flash vessel temperature, silica de-
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wFigure 4.9: Optimum specific work output vs. brine temperature for two different silica constraints
at Tcond = 30−60 oC
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position, and turbine exhaust quality is illustrated across a range of brine temperatures and con-
densing temperatures. It is shown that silica deposition constraints act to reduce specific work
output of double-flash geothermal power plants at brine temperatures at or above 220 oC. Addi-
tionally, turbine exhaust quality constraints further reduce specific work output at lower condenser
temperatures for brine temperatures at or above 260 oC. The turbine exhaust quality constraint is
also shown to make some combinations of high brine temperature and low condenser temperature
infeasible. Reducing condenser temperature by 30 oC is shown to improve specific work output up
to 47% at a brine temperature of 200 oC, while only improving specific work output 15% at a brine
temperature of 270 oC. Relaxing the silica constraint from a maximum silica saturation index of
1.2 to a maximum SSI of 1.4 is shown to yield up to an 8% increase in specific work output, largely
by reducing the optimum flash vessel temperature. These results are of use during the design of
a power plant in determining the value of potentially installing improved condensing equipment
and/or improved silica control equipment.
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Chapter 5
Binary design space
5.1 Introduction
Worldwide, the majority of geothermal resources are categorized as low- to moderate-temperature,
meaning the geothermal brine is produced in the liquid or mostly-liquid phase at a temperature of
less than <160 oC [29]. At these temperatures, it becomes difficult or impossible to effectively
flash the brine to steam in order to power a turbine and generate electricity. Instead, “binary”
geothermal power plants, based on the common organic Rankine cycle (ORC), have shown great
promise in effectively utilizing these low- to moderate temperature resources [10, 55]. While the
basic layout of an ORC is quite simple, the design and optimization of binary geothermal power
plants has proven to be quite complex. Primarily, this complexity arises from the fact that dozens
of organic refrigerants, hydrocarbons, mixtures, and other heat transfer fluids are available for use
as the working fluid in the binary geothermal power plant. Additionally, the wide range of potential
geothermal brine temperatures yields an equally wide range of optimum plant designs. As such,
most of the technical literature that exists on the optimization of binary geothermal power plants
is focused on the selection of a working fluid, and to a lesser extent the effect of brine temperature
on the choice of optimum working fluid.
While the existing technical literature provides valuable insight into the underlying principles
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of binary geothermal power plant design, there are two significant factors that have not yet been
fully addressed. First, it is typical practice in the literature to select a single, fixed condenser tem-
perature and optimize the plant design at that single design point. However, the condenser temper-
ature of an operating power plant can vary drastically due to changing meteorological conditions.
Additionally, there are real-world constraints that are present in every binary geothermal power
plant that have not been addressed in a complete and rigorous manner in the existing literature.
These constraints are the Silica Saturation Index (SSI), turbine exhaust quality (xturb), evaporation
pressure (P1), and brine re-injection pinch-point temperature difference (Tc) and are discussed in
detail in Section 5.3.3. It is hypothesized that both the condenser temperature and the real-world
constraints play a significant role in determining the optimum design of a binary geothermal power
plant by limiting the feasible design space. This hypothesis is based on previous work showing the
effect of condenser temperature and constraints on the design of double-flash geothermal power
plants [56].
Table 5.1 contains a summary of the most pertinent existing literature regarding the optimiza-
tion of binary geothermal power plants. In this work, the primary objective is to answer the ques-
tion: “Given a geothermal brine temperature of X and a condenser temperature of Y , what is the
optimum design of a binary geothermal power plant?” As such, the publications listed here are
those that attempt to answer a similar question. Of the ten prior publications shown here, the num-
ber of working fluids under examination varies from 1 to 31. Five of these articles examine a range
of brine temperatures, and five examine a range of condenser temperatures. Of these articles, only
the three exceptional examples by Franco and Villani, Franco, and Gabbrielli examine a range of
both brine temperature and condenser temperature. The minimum brine temperature examined in
the prior literature is 70 oC with the maximum being 210 oC, but no single publication covers this
entire range. The minimum condenser temperature is 10 oC and the maximum is 50 oC, but again
no single publication examines the entire range. Additionally, the four real-world constraints are
examined by at least one publication each (sometimes only in a loose manner), but never are all
four accounted for in a rigorous and complete manner.
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Table 5.1: Binary power plant optimization literature review (*author uses a loose approximation
of constraint)
Constraints
Author(s) (Year) # of
fluids
Tbrine[oC] Tcond[oC] SSI xturb P1 Tc
Desideri and Bidini (1997) [16] 1 150-210 32
Hettiarachchi et al. (2007) [2] 4 70-90 40
Saleh et al. (2007)[11] 31 100 30 X
Kanoglu and Bolatturk (2008) [27] 1 160 12
Dai et al. (2009) [31] 10 145 25
Franco and Villani (2009) [29] 6 110-160 30-40 * *
Franco (2011) [30] 4 100-130 20-30 * *
Shengjun et al. (2011) [32] 16 90 26-40 X
Gabbrielli (2012) [37] 1 130-160 10-50 * *
Basaran and Ozgener (2013) [33] 12 96 10
Edrisi and Michaelides (2013) [34] 6 90-140 40 X
Ghasemi et al. (2013) [38] 1 135 25-50
Walraven et al. (2013) [36] 80 125 25 * *
This work 17 70-200 10-60 X X X X
As such, this work makes two contributions to the existing literature. First, this chapter ex-
plores the constrained design space of binary geothermal power plants by visualizing the complex
interaction between brine temperature, condenser temperature, working fluid, evaporation temper-
ature, and constraints. Second, this chapter produces the optimum design of a binary geothermal
power plant across a wide range of meaningful brine temperatures and condenser temperatures,
while accounting for four real-world constraints in a complete and rigorous manner.
5.2 System model
A schematic of a binary geothermal power plant is shown in Figure 5.1. The geothermal brine
enters the power plant as a liquid at greater than saturation pressure, cooling as it heats the working
fluid in the evaporator and then the preheater before being reinjected in an injection well. The
working fluid operates in a basic Rankine cycle, entering the turbine as a saturated vapor at state 1.
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The working fluid exits the turbine at state 2 and is condensed to a saturated liquid before reaching
the condenser exit, 3. A pump raises the working fluid to the necessary pressure, 4, and the working
fluid enters the preheater, where it is heated to saturation temperature by the geothermal brine. The
working fluid is a saturated liquid at state 5, and is heated to the saturated vapor state, 1, by the
geothermal brine in the evaporator.
Production 
Well 
Turbine 
Generator 
Injection 
Well 
Preheater 
Evaporator 
 Working fluid 
 Cooling fluid 
 Geothermal brine 
Condenser 
1 
2 
3 4 
5 
a 
b 
c 
Figure 5.1: Binary power plant schematic
The temperature-entropy diagram of a binary geothermal power plant is shown in Figure 5.2. It
should be noted that this diagram includes the saturation curve for a “wet” working fluid, wherein
the vapor side of the saturation curve has a negative slope and state 2 potentially exists as a saturated
mixture with quality less than 1. There are, of course, “dry” working fluids with a positive slope
on the vapor side of the saturation curve, which yield a superheated vapor at state 2. As seen below
in Section 5.3.1, both wet and dry working fluids are considered in this study, as well as fluids with
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“isentropic” saturation curves (nearly vertical slope on the vapor side).
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Figure 5.2: Binary power plant temperature-entropy diagram
5.2.1 Thermodynamic analysis
The thermodynamic analysis of a binary geothermal power plant is similar to the analysis of any
basic Rankine cycle, with the additional complexity of accounting for temperature change in the
heat source, the geothermal brine. Throughout the equations below, h is the specific enthalpy and
s is the specific entropy. Subscript f refers to the saturated liquid state, while subscript g refers to
the saturated vapor state. The thermodynamic state numeric labels correspond with those of Figs.
5.1 and 5.2. Additionally, the geothermal brine is assumed to have the properties of pure water
[10].
The condenser temperature is an input to the optimization procedure and corresponds to the
temperature at state 3:
T3 = Tcond. (5.1)
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The pressure at state 3 is the saturation pressure at T3,
P3 = Psat
∣∣∣∣
T3
, (5.2)
and the specific enthalpy and entropy at 3 are those of a saturated liquid at T3:
h3 = h f
∣∣∣∣
T3
(5.3)
and
s3 = s f
∣∣∣∣
T3
. (5.4)
The temperature at state 1 is the evaporation temperature being analyzed by the optimization pro-
cedure:
T1 = Tevap. (5.5)
The pressure at state 1 is the saturation pressure at T1,
P1 = Psat
∣∣∣∣
T1
, (5.6)
and the specific enthalpy and entropy at 1 are those of a saturated vapor at T1:
h1 = hg
∣∣∣∣
T1
(5.7)
and
s1 = sg
∣∣∣∣
T1
. (5.8)
The ideal specific entropy at state 2, s2s, is equal to the entropy at state 1,
s2s = s1, (5.9)
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and the ideal specific enthalpy at state 2 is equal to the specific enthalpy at s2s and P3:
h2s = h
∣∣∣∣
s2s,P3
. (5.10)
Actual specific enthalpy at state 2 accounts for the isentropic turbine efficiency,
h2 = h1−ηturbine · (h1−h2s) , (5.11)
and allows calculation of the vapor quality at the turbine exhaust:
xturb = x2 =
h2−h3
hg
∣∣∣∣
P3
−h3
. (5.12)
Ideal specific entropy at the pump exit is equal to s3,
s4s = s3, (5.13)
and ideal specific enthalpy at the pump exit is the specific enthalpy at s4s and P1:
h4s = h
∣∣∣∣
s4s,P1
. (5.14)
Actual specific enthalpy at state 4 is calculated using the isentropic pump efficiency:
h4 = h3+
h4s−h3
ηpump
. (5.15)
Temperature at state 4 is the working fluid’s temperature at P1 and h4:
T4 = T
∣∣∣∣
P1,h4
. (5.16)
The working fluid is a saturated liquid at the entrance to the evaporator, state 5, with enthalpy
54
calculated as such:
h5 = h f
∣∣∣∣
P1
. (5.17)
The temperature at state 5 is equal to the temperature at state 1:
T5 = T1. (5.18)
Once the intrinsic thermodynamic properties of the working fluid are known at each state in the cy-
cle, analysis shifts to the geothermal brine. The temperature of the brine at the preheater/evaporator
interface is fixed by the pinch-point temperature difference,
Tb = T5+Tpp, (5.19)
and the temperature of brine as it enters the evaporator is an input to the optimization procedure:
Ta = Tbrine. (5.20)
A wide range of brine inlet temperatures are considered in this work, and the specific heat capacity
of water is dependent on temperature. Accordingly, it is necessary to calculate the brine specific
heat capacity at the brine inlet temperature. It is assumed that the geothermal brine is at a pressure
10% greater than the saturation pressure (specific heat capacity of liquid water is only very weakly
dependent on pressure),
Pa = 1.1 ·Psat
∣∣∣∣
Ta
, (5.21)
and the specific heat capacity of water at Ta and Pa is calculated by the built-in correlations of
Engineering Equation Solver:
cbrine = cp
∣∣∣∣
Ta,Pa
. (5.22)
The necessary mass flow rate of the working fluid is then calculated and normalized to the mass
55
flow rate of the geothermal brine,
m˙w f
m˙a
=
cbrine · (Ta−Tb)
h1−h5 , (5.23)
which allows calculation of the brine temperature as it exits the preheater:
Tc = Tb− m˙w f · (h5−h4)m˙a · cbrine . (5.24)
The specific work output of the turbine and pump are calculated from the normalized mass flow
rate of the working fluid and the specific enthalpies at the device inlet and outlet:
W˙turbine
m˙a
=
m˙w f
m˙a
· (h1−h2) , (5.25)
and
W˙pump
m˙a
=
m˙w f
m˙a
· (h3−h4) . (5.26)
The heat transfer rate is the condenser is calculated,
Q˙cond
m˙a
=
m˙w f
m˙a
· (h3−h2) , (5.27)
which allows the calculation of the power required by the cooling system (in this case a modern
air-cooled condenser):
W˙cs
m˙a
=
Q˙cond/m˙a
Rcs
. (5.28)
Finally, the specific work output of the plant is calculated:
w =
W˙net
m˙a
=
W˙turbine+W˙pump+W˙cs
m˙a
. (5.29)
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5.2.2 Model validation
A thermodynamic model of the binary geothermal power plant is constructed in Engineering Equa-
tion Solver, utilizing the equations of Section 5.2.1. To ensure accurate results from this model, the
specific work output calculated by the model is compared to the specific work output reported for
three operational plants as reported in the literature. Table 5.2 shows the results of this comparison.
Table 5.2: Binary power plant model validation
Plant name Tbrine[oC] Tcond[oC] wactual [kJ/kg] wmodel [kJ/kg] % error
Miravalles Unit 5 [10] 165 45 17.5 17.8 1.7
Nigorikawa [28] 140 45 20.0 19.3 -3.5
Brady [28] 108 37 8.95 8.77 -2.0
5.3 Optimization framework
In this chapter, the design of a binary geothermal power plant is formulated as a standard optimiza-
tion problem with the aim of choosing the set of decision variables that maximizes the objective
function such that all constraints are met. The decision variables, objective function, and con-
straints are described in Section 5.3.1-5.3.3. For this work, a simple grid-search optimization ap-
proach is used, wherein each decision variable is adjusted systematically while holding the other(s)
constant in order to fully explore the design space. During the grid-search optimization procedure,
the system performance is simulated at each combination of decision variables, and the value of
the objective function as well as the extent of any constraint violations are recorded.
5.3.1 Decision variables
In this work, there are two decision variables. The first is simply the temperature at which the
evaporation process occurs, Tevap (T1 in Figure 5.2). Evaporation temperatures from 30% to 99%
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of the working fluid’s critical temperature are examined at 1% intervals. The second, and far more
complex, decision variable is the choice of the working fluid itself. Seventeen (17) different work-
ing fluids are chosen for this study to cover a wide span of critical temperatures, critical pressures,
and other pertinent properties. As seen in Table 5.3, the working fluids under study include both
synthetic organic refrigerants as well as hydrocarbons. Wet, dry, and isentropic expansion types
are represented as well as a wide range of atmospheric lifetime, global warming potential (GWP),
ASHRAE 34 safety group, and molar mass.
Table 5.3: Binary power plant potential working fluids [45, 57, 58]
Name Tcrit [oC] Pcrit [MPa] Expansion
Atm.
life [yr]
GWP [100
yr]
Safety
group
M
[g/mol]
n−hexane 234.7 3.058 Dry - - - 86.17
n−pentane 196.5 3.364 Dry  1 11 A3 72.15
isopentane 187.2 3.37 Dry  1 11 A3 72.15
R245fa 154 3.651 Isentropic 7.2 950 B1 134
n−butane 152 3.796 Dry - ≈ 20 A3 58.12
isobutane 135 3.64 Dry - ≈ 20 A3 58.12
R236fa 124.9 3.2 Dry 220 9400 A1 152
RC318 115.2 2.778 Dry 3200 10000 A1 200
R152a 113.3 4.52 Wet 1.4 120 A2 66.05
R227ea 102.8 2.999 Dry 33 3500 A1 170
R134a 101 4.059 Isentropic 13.8 1300 A1 102
propane 96.68 4.247 Wet - ≈ 20 A3 44.1
R32 78.11 5.784 Wet 5.0 550 A2L 52.02
R143a 72.7 3.761 Wet 52 4300 A2L 84.04
R218 71.87 2.64 Isentropic 2600 8600 A1 188
R125 66.02 3.618 Wet 29 3400 A1 120
R41 44.13 5.897 Wet 2.6 97 - 34.03
5.3.2 Objective function
In this analysis, the specific work output of the power plant, w (typical units of J/kg) is opti-
mized. This performance metric is chosen as the objective function as it is applicable to all types of
geothermal power plants and is fundamental to determining the feasibility of a geothermal power
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plant design [16, 10]. Neglecting losses in the electrical generator, which has typical efficiency
>98% [47], specific work output is calculated as the net work produced by the power plant nor-
malized to the mass flow rate of geothermal brine:
w =
W˙net
m˙a
. (5.30)
The calculation of specific work output is described in 5.2.1 and is accomplished through simula-
tion of the system thermodynamics in the software package ‘Engineering Equation Solver’ [45].
This software package performs accurate calculation of intrinsic thermodynamic properties such
as entropy, enthalpy, saturation pressure, and saturation temperature from non-linear equation of
state correlations for each of the working fluids under consideration.
5.3.3 Constraints
In a binary geothermal power plant, there are four real-world constraints that must be met to ensure
effective plant operation in practice. The first of these is a lower limit on the quality of vapor as it
exits the turbine, which prevents excessive damage to the turbine blades [32]:
xturb ≥ 0.97. (5.31)
Next, an upper limit of 2 MPa is chosen for the evaporator pressure to limit the mechanical stresses
in the plant components, as well as ensure the working fluid remains sub-critical throughout the
cycle [11][25]:
P1 ≤ 2MPa. (5.32)
Additionally, the outlet temperature of the geothermal brine, Tc, is constrained such that it exceeds
the working fluid temperature at the inlet of the preheater, T4, by at least the pinch-point tem-
perature difference. This ensures that effective heat transfer is physically possible throughout the
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length of the preheater and evaporator:
Tc ≥ T4+Tpp. (5.33)
Finally, the problem of silica scaling (which is present to some extent in all geothermal power
plants) is addressed by placing an upper limit on silica saturation index (SSI). Silica Saturation
Index is defined as the ratio of amorphous silica concentration, S, to equilibrium amorphous silica
concentration, Seq, in the geothermal brine [49]:
SSI =
S
Seq
. (5.34)
Geothermal brine is assumed to be saturated with respect to silica (in the form of crystalline quartz)
as it exits the production well and enters the plant components [10]. As the brine cools while
passing through the heat exchangers, the silica undergoes a transformation from crystalline quartz
to amorphous silica [50, 51]. If the actual concentration of amorphous silica significantly exceeds
the equilibrium concentration of amorphous silica at the brine temperature, precipitation on plant
piping can occur, potentially degrading plant performance [50]. To calculate SSI, the concentration
of crystalline quartz in the brine as it enters the plant must first be determined. The equilibrium
concentration of crystalline quartz assuming no salinity of the brine, Qeq (in ppm), is calculated by
the correlation of Gunnarsson and Arnorsson [59]:
Qeq = 60.08×103 ·10(−34.188+197.47·T−1a −5.851×10−6·T 2a +12.245logTa), (5.35)
with Ta measured in degrees Kelvin. The crystalline quartz transforms into amorphous silica as it
cools, such that the concentration of amorphous silica is equal to the equilibrium concentration of
quartz at the brine inlet temperature:
S = Qeq. (5.36)
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Finally, the equilibrium concentration of amorphous silica, Seq (measured in ppm), at the brine
outlet temperature is found using the correlation of Gunnarsson and Arnorsson [59]:
Seq = 60.08×103 ·10(−8.476−485.24·T−1c −2.268×10−6·T 2c +3.068logTc), (5.37)
where Tc is measured in degrees Kelvin. Figure 5.3 illustrates equilibrium solubility of both quartz
and amorphous silica as a function of temperature. In practice, SSI can typically exceed a value
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Figure 5.3: Equilibrium solubility of quartz and amorphous silica
of 1, due to the “slow” kinetics of the deposition process. A maximum value of 1.2 is chosen as a
sensible constraint for geothermal plant design in this work [60, 61]:
SSI ≤ 1.2. (5.38)
5.3.4 Inputs and constants
The goal of this work is to determine the optimum design of a binary geothermal power plant
across a wide range of geothermal brine temperatures and condenser temperatures. Accordingly,
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the geothermal brine temperature, Tbrine, and condenser temperature, Tcond , are provided as inputs
to the optimization procedure described in Sec 5.3. This optimization procedure is performed at
eighty-four (84) unique combinations of geothermal brine temperature, Tbrine, and condenser tem-
perature, Tcond as described in Section 5.4. Additionally, the thermodynamic analysis described in
5.2.1 requires four constants that do not change throughout the course of this work. The first three
of these constants (pinch-point temperature difference, turbine efficiency, and pump efficiency) are
chosen to align with values used in the work of Franco and Villani. The fourth constant, cooling
system energy ratio, is chosen to simulate the energy demands of a modern air-cooled condenser.
Table 5.4 provides the values of the inputs and constants used in this analysis.
Table 5.4: Binary power plant model inputs and constants
Symbol Name Value
Tbrine Geothermal brine temperature 70-200 oC
Tcond Condenser temperature 10-60 oC
Tpp Pinch-point temperature difference 10 oC [29]
ηturbine Turbine efficiency 0.85 [29]
ηpump Pump efficiency 0.85 [29]
Rcs Cooling system energy ratio 100 [62]
5.4 Results and discussion
Grid-search optimization of the binary geothermal power plant is performed at eighty-four unique
combinations of brine temperature and condenser temperature. This optimization is achieved by
varying evaporation temperature from 30% to 99% of critical temperature for seventeen different
working fluids and recording the specific work output calculated by the thermodynamic simulation
as well as any violation of the constraints described in Section 5.3.3.
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5.4.1 Constrained design space
Figure 5.4 illustrates the results of the optimization procedure for a brine temperature of 120 oC
and a condenser temperature of 20 oC. For illustrative purposes, results for five of the seventeen
working fluids are shown. All working fluids are analyzed for every combination of brine tem-
perature and condenser temperature; however, only selected working fluids are shown for the sake
of clarity throughout this section. This constrained design space shows the complex interaction
between working fluid selection, evaporation temperature, and the four real-world constraints de-
scribed in Section 5.3.3. It is seen in Figure 5.4 that the highest feasible specific work output of
27 kJ/kg is achieved by using R227ea as the working fluid at an evaporation temperature of 76
oC. This optimum combination of decision variables is marked by a black triangle. It is also seen
that relaxing the maximum evaporation pressure constraint, P1 (indicated by a gray line color),
would not increase the specific work output achieved using R227ea. While RC318 never achieves
a higher specific work output than R227ea, regardless of constraints, it is seen that in the absence of
constraints propane, R143a, and R218 could all achieve higher specific work outputs than the cal-
culated optimum. However, the range of feasible propane evaporation temperatures is constrained
by both the maximum evaporation pressure constraint and the turbine exhaust constraint, xturb (blue
circles). And while the lower critical temperature of R143a could allow for much higher specific
work output than R227ea, its design space is limited by the evaporation pressure constraint, tur-
bine exhaust quality constraint, brine outlet/preheater inlet pinch-point constraint (Tc), and silica
constraint. Similarly, R218 is limited by the Tc constraint both by itself and in combination with
the silica constraint.
Figure 5.5 illustrates the constrained design space with a brine temperature of 120 oC and a
condenser temperature of 40 oC. The results are very similar in form to those of Figure 5.4, with
the increase in condenser temperature from 20 oC to 40 oC yielding a decrease in optimum specific
work output to 15 kJ/kg. Additionally, the optimum evaporation temperature increases to 83 oC.
Figure 5.6 shows the constrained design space at a brine temperature of 180 oC and a con-
denser temperature of 20 oC, with only three working fluids shown for the sake of clarity. These
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Figure 5.4: Constrained design space: Tbrine = 120oC, Tcond = 20oC
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Figure 5.6: Effect of increasing brine temperature; Constrained design space: Tbrine = 180oC,
Tcond = 20oC
results illustrate the fact that as brine temperature increases, not only do the appropriate choice of
working fluid and evaporation temperature change, but the pertinent constraints change as well. At
this combination of brine temperature and condenser temperature, the optimum feasible specific
work output is 78 kJ/kg and is achieved using R245fa at an evaporation temperature of 112 oC.
While both isobutane and R152a could achieve higher specific work output, they are constrained
by various combinations of maximum evaporation pressure (P1), silica, brine outlet/preheater inlet
pinch-point constraint (Tc), and turbine quality (xturb).
The results of increasing the condenser temperature to 40 oC at a brine temperature of 180 oC
are seen in Figure 5.7. As expected, optimum specific work output decreases, from 78 kJ/kg to 56
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Figure 5.7: Effect of increasing brine and condenser temperature; Constrained design space:
Tbrine = 180oC, Tcond = 40oC
kJ/kg. And while the optimum choice of working fluid remains R245fa, the optimum evaporation
temperature increases to 122 oC.
Figures 5.8(a) and 5.8(b) show the constrained design space of two selected working fluids
(RC318 and R227ea) at a brine temperature of 140 oC and a condenser temperature of 20 oC and
40 oC, respectively. These figures show that increasing condenser temperature from 20 oC to 40 oC
not only reduces optimum specific work output and increases optimum evaporation temperature, it
also yields a different optimum working fluid. While R227ea is the optimum working fluid for a
brine temperature of 140 oC and a condenser temperature of 20 oC, when condenser temperature
increases to 40 oC the Tc constraint limits the specific work output of R227ea and yields RC318 as
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the optimum working fluid.
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Figure 5.8: Condenser temperature affects optimum working fluid
To further illustrate the complexity of the constrained design space, Figures 5.9 and 5.10 show
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normalized specific work output (w/wopt) for the entire range of working fluids and evaporation
temperature ratios under investigation at various combinations of brine temperature and condenser
temperature. These figures illustrate the discontinuity of the design space that results from the vari-
ation in working fluid properties as well as the non-linear constraints. Note that only 16 working
fluids are considered for condenser temperatures at or above 50 oC, as the critical temperature of
R41 is only 44 oC.
These examples of the constrained design space illustrate three important concepts. First, the
selection of a working fluid and evaporation temperature is a complex non-linear process. Second,
the inclusion of real-world constraints in the analysis of a binary geothermal power plant is vital to
developing an optimum design that is feasible in a practical sense. Third, condenser temperature
has a significant effect on the optimum design of a binary geothermal power plant, affecting both
the choice of working fluid and the optimum evaporation temperature.
5.4.2 Optimum specific work output
Figure 5.11 illustrates the optimum specific work output, wopt , vs. brine temperature for eighty-
four combinations of brine temperature (70-200 oC) and condenser temperature (10-60 oC). Addi-
tionally, the optimum choice of working fluid is shown at each brine temperature/condenser tem-
perature combination. As expected, higher brine temperatures and lower condenser temperatures
yield higher values of specific work output. In general, it is also seen that as brine temperature
increases, the critical temperature of the chosen optimum working fluid also increases. However, it
is seen that for a constant condenser temperature, as brine temperature increases and the optimum
working fluid changes, the optimum specific work output curve is not smooth, resulting from the
varying thermodynamic properties of each optimum working fluid. As an example, for a condenser
temperature of 10 oC, an increase in brine temperature from 130 oC to 140 oC yields a 28% in-
crease in specific work output, while a further increase in brine temperature to 150 oC requires a
change in working fluid from R227ea to R236fa and yields only a 4% increase in specific work
output. As another example, for a brine temperature of 190 oC, a decrease in condenser temper-
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ature from 40 oC to 30 oC yields a 19% increase in specific work output. A further decrease in
condenser temperature to 20 oC requires a change in working fluid and results in a much smaller
5% increase in specific work output.
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Figure 5.11: Optimum working fluid and specific work output: Tbrine = 70−200oC, Tcond = 10−
60oC
Table 5.5 contains the optimum decision variables for each brine temperature/condenser tem-
perature combination. This data illustrates the significant complexity associated with choosing
the optimum working fluid and evaporation temperature for a given brine temperature and con-
denser temperature. For example: for a brine temperature of 170 oC, as the condenser temperature
increases from 10 oC to 60 oC, the optimum working fluid varies from R245fa, to isobutane, to
R236fa, and back to R245fa. As another example, comparison is made between the results at
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a brine temperature of 160 oC and 110 oC. At 160 oC, the optimum working fluid is R236fa
and optimum evaporation temperature is 101 oC, regardless of condenser temperature. At a brine
temperature of 110 oC, the optimum working fluid remains constant (R227ea) but the optimum
evaporation temperature ranges from 62 oC to 83 oC, depending on condenser temperature.
In Table 5.5 and Figure 5.11, it is seen that of the seventeen working fluids analyzed, only
seven are found to be the optimum choice for at least one brine temperature/condenser temperature
combination. All seven of these working fluids are categorized as having either dry or isentropic
expansion characteristics, such that they are not constrained by turbine exhaust quality. It is worth
noting, however, that other dry and isentropic working fluids under investigation (n-hexane, n-
pentane, n-butane, R134a) are never chosen as the optimum working fluid, indicating that the
selection of an optimum working fluid depends also on the intrinsic thermodynamic properties of
the fluid.
5.4.3 Effect of constrained re-injection temperature
In real-world geothermal power plants, it is possible that the re-injection temperature of the geother-
mal brine is constrained to a minimum value. This constraint is set for two reasons. First, a mini-
mum re-injection temperature can prevent the formation of silica scale [29]. Second, a minimum
re-injection temperature can limit the decline in geothermal well temperature, ensuring long-term
effectiveness of the geothermal power plant [37]. In this work, the silica scaling constraint is ac-
counted for explicitly through rigorous calculation of silica scaling index as described in Section
5.3.3. However, it is possible that a more stringent constraint on re-injection temperature may be
necessary to limit long-term well temperature decline. As such, analysis of the effect of limiting
re-injection temperature is presented.
Existing literature provides suggested values of minimum re-injection temperature ranging
from 70 oC to 100 oC [29, 30, 27, 37, 63]. It is also worth noting that some recent literature
ignores this re-injection temperature constraint, utilizing re-injection temperatures as low as 50 oC
[33, 34]. For this analysis, a minimum re-injection temperature of 70 oC is utilized.
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Table 5.5: Binary power plant optimum decision variables: Working fluid (Tevap [oC]/Pevap [MPa])
Tcond
Tbrine 10 20 30 40 50 60
70 R218
(38/1.2)
R218
(43/1.4)
R227ea
(47/0.85)
R245fa
(52/0.36)
R245fa
(57/0.42)
R227ea
(62/1.2)
80 R218
(45/1.4)
R218
(50/1.6)
R218
(54/1.8)
R218
(58/1.9)
R245fa
(62/0.49)
isopentane
(67/0.33)
90 R218
(55/1.8)
R218
(60/2.0)
R218
(60/2.0)
R218
(60/2.0)
R227ea
(68/1.4)
R245fa
(72/0.64)
100 R218
(60/2.0)
R218
(60/2.0)
R218
(60/2.0)
R227ea
(69/1.5)
R227ea
(73/1.6)
R227ea
(78/1.8)
110 R227ea
(62/1.2)
R227ea
(67/1.4)
R227ea
(71/1.5)
R227ea
(75/1.7)
R227ea
(80/1.9)
R227ea
(83/2.0)
120 R227ea
(71/1.5)
R227ea
(76/1.7)
R227ea
(80/1.9)
R227ea
(83/2.0)
R227ea
(83/2.0)
RC318
(90/1.7)
130 R227ea
(83/2.0)
R227ea
(83/2.0)
R227ea
(83/2.0)
R227ea
(83/2.0)
RC318
(93/1.8)
RC318
(98/2.0)
140 R227ea
(83/2.0)
R227ea
(83/2.0)
R227ea
(83/2.0)
RC318
(98/2.0)
RC318
(98/2.0)
RC318
(98/2.0)
150 R236fa
(91/1.6)
RC318
(98/2.0)
RC318
(98/2.0)
RC318
(98/2.0)
R236fa
(101/2.0)
R236fa
(101/2.0)
160 R236fa
(101/2.0)
R236fa
(101/2.0)
R236fa
(101/2.0)
R236fa
(101/2.0)
R236fa
(101/2.0)
R236fa
(101/2.0)
170 R245fa
(97/1.2)
isobutane
(100/2.0)
isobutane
(100/2.0)
R236fa
(99/1.9)
R245fa
(116/1.8)
R245fa
(120/1.9)
180 R245fa
(111/1.6)
R245fa
(112/1.6)
R245fa
(117/1.8)
R245fa
(122/2.0)
R245fa
(122/2.0)
R245fa
(122/2.0)
190 isopentane
(116/1.0)
isopentane
(110/0.89)
R245fa
(122/2.0)
R245fa
(122/2.0)
R245fa
(122/2.0)
R245fa
(122/2.0)
200 isopentane
(135/1.4)
isopentane
(129/1.3)
isopentane
(124/1.2)
isopentane
(129/1.3)
isopentane
(133/1.4)
R245fa
(122/2.0)
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Figures 5.12 and 5.13 illustrate the effect of constraining re-injection temperature, Tin j (Tc in
Figure 5.1), to a minimum value of 70 oC. Figure 5.12, when compared to Figure 5.11, illustrates
the fact that constrained re-injection temperature not only reduces specific work output, it can also
lead to a different optimum working fluid. Figure 5.13 compares the optimum specific work output
produced by power plants with and without constrained re-injection temperatures. It is seen that
at lower condenser temperatures (10-30 oC), constrained re-injection temperature can significantly
reduce optimum specific work output. At condenser temperatures of 40 oC and above, the effect
of constrained re-injection temperature is drastically reduced, if not negligible. This indicates that
if re-injection temperature is constrained, the value of improved condensing equipment (designed
to lower condenser temperature) may be limited.
5.5 Conclusions
Binary geothermal power plants represent a promising technology for the utilization of low- to
moderate-temperature geothermal resources. In this chapter, seventeen different working fluids
are analyzed to determine the optimum specific work output of a binary geothermal power plant
while accounting for the necessary practical constraints. The optimum plant design (i.e. work-
ing fluid and evaporation temperature) is determined across a wide range of meaningful geother-
mal brine temperatures and condenser temperatures, and the complex interaction between brine
temperature, condenser temperature, working fluid, evaporation temperature, and constraints is il-
lustrated. As expected, the results indicate that optimum utilization of higher brine temperatures
requires a working fluid with a higher critical temperature, and that dry-type working fluids are
preferable in that they are not constrained by turbine exhaust quality. Of greater significance, it is
seen that both condenser temperature and real-world constraints play an important role in deter-
mining the optimum working fluid and evaporation temperature. Examination of the constrained
design space shows that determining the optimum working fluid and evaporation temperature is
a complex task, as the four constraints work individually and in combination to limit the feasible
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combinations of working fluid and evaporation temperature. This work also shows that interpola-
tion or extrapolation of results from one brine temperature/condenser temperature combination to
another is unlikely to provide accurate results, as the constrained design space is both non-linear
and non-smooth. These results indicate that increasing brine temperature by 10 oC can yield as
little as a 4% increase in specific work output or as much as a 28% increase in specific work output,
and reducing condenser temperature by 10 oC can result in anywhere from a 5% to 19% increase
in specific work output. These results, which describe the optimum binary geothermal power plant
design across brine temperatures ranging from 70-200 oC and condenser temperatures from 10-60
oC, illustrate the following important concepts:
• Selection of the optimum working fluid and evaporation temperature is a complex non-linear
process.
• Inclusion of real-world constraints is vital to developing a feasible optimum design.
• Condenser temperature has a significant effect on both the choice of working fluid and the
optimum evaporation temperature.
The results presented herein are of value to geothermal power plant designers and energy policy-
makers in the assessment and initial design of geothermal power plants exploiting low- to moderate-
temperature geothermal resources.
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Chapter 6
Heuristic algorithm selection
6.1 Introduction
In this chapter, a genetic algorithm (GA) is compared to a particle swarm optimization (PSO)
method for the constrained, non-linear, simulation-based optimization of a double-flash geother-
mal power plant. This common geothermal power plant design serves as an effective baseline
model for the comparison of optimization algorithms. The optimization algorithms are coded in
MATLAB, while the evaluation of the objective function and constraint violation depends on a ther-
modynamic simulation performed in the software package Engineering Equation Solver . Previous
literature on the optimization of double-flash geothermal power plants provides significant insight
into the relationships between the objective function and the decision variables, but is limited in
two significant ways. First, computationally intensive grid-search methods are used, which only
allows investigation of a limited solution space [16]. Second, there are vital real-world constraints
present in every double-flash geothermal plant, described in Section 6.2.3, that are either ignored
or accounted for in an insufficient manner [16][10]. In this work, genetic algorithms and particle
swarm optimization are used to allow thorough investigation of the solution space while incorpo-
rating these real-world constraints in a rigorous manner. At a more general level, van der Lee et al
describe the use of both Quasi-Newton and “Derivative Free” optimization methods on five generic
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Rankine cycle power plants [64], while Koch et al present the use of a genetic algorithm to opti-
mize both the process parameters and the system superstructure of a combined cycle power plant
[43]. Both of these studies indicate that sophisticated optimization algorithms hold promise for the
simulation-based design of thermal power plants, but neither includes constraints that depend on
the simulation results. Elbeltagi et al compare five separate population-based heuristic algorithms
across three non-simulation-based benchmark optimization problems and show that particle swarm
optimization performs best with respect to finding feasible solutions as well as the quality of those
solutions [65]. Finally, Bornatico et al describe the use of particle swarm optimization for the
constrained simulation-based optimization of a solar thermal energy storage system [66]. Addi-
tionally, Bornatico et al compare the optimum solution achieved by particle swarm optimization to
that achieved by a genetic algorithm and show that the optimum solutions are similar. While the
design of a solar thermal energy storage system is fundamentally different than that of a thermal
power plant, the work of Bornatico et al provides useful insight into the use of particle swarm
optimization and genetic algorithms for constrained simulation-based optimization.
As such, this work contributes to the technical literature as follows. Specifically, it improves
upon previous work in the design of double-flash geothermal power plants by including a com-
prehensive search space and accounting for real-world constraints. In a broader sense, it expands
upon previous work in simulation-based optimization by including non-linear constraints that are
intrinsic to the simulation results. Finally, it provides a rigorous comparison of particle swarm
optimization to genetic algorithms for a prototypical constrained, non-linear, simulation-based op-
timization problem.
6.2 System model
The system model of a double-flash geothermal power plant used in this study is identical to that
presented in Section 4.2, with the plant schematic shown again in Figure 6.1 for reference. The
thermodynamic analysis of a double-flash geothermal power plant is not repeated here, but a dis-
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Figure 6.1: Double-flash geothermal power plant model
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cussion of the decision variables, objective function, and constraints is provided again in the sec-
tions below for clarity.
6.2.1 Decision variables
There are two independent variables that can be varied in order to maximize the performance of
the plant. These are the temperatures at which the separator, Tsep, and flash vessel, Tf lash, operate.
In the case of this analysis, these two temperatures describe state 2 and state 6:
T2 = Tsep, (6.1)
and
T6 = Tf lash. (6.2)
6.2.2 Objective function
In the analysis of geothermal power plants, the most common and universally applicable perfor-
mance metric is w, the specific work output of the power plant, with typical units of J/kg [16][10].
This metric describes the amount of energy extracted as electrical power from each kilogram of
geothermal brine entering the plant. As the aim is to maximize specific work output, the optimiza-
tions carried out in this work are formulated as maximization problems. Neglecting losses in the
electrical generator (which has typical efficiency >98% [47]), specific work output is calculated
as
w =
W˙total
m˙1
, (6.3)
where total power output, W˙total , is the sum of the power output from the low pressure turbine and
the high pressure turbine
W˙total = W˙l pt +W˙hpt . (6.4)
The calculation of specific work output and the appurtenant thermodynamic analysis are de-
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scribed in detail in Section 4.2. Simulation of the system thermodynamics requires the calculation
of intrinsic thermodynamic properties such as entropy and enthalpy from the non-linear correla-
tions provided by Haar et al. in the NBS/NRC Steam Tables [46]. These calculations are completed
in the software package Engineering Equation Solver [45], as it produces accurate results across a
wide range of system states and is capable of interfacing directly with MATLAB. As seen in Sec-
tion 4.2, specific work output is a non-linear objective function that is calculated through detailed
simulation of the system thermodynamics.
6.2.3 Constraints
There are several constraints that must be met to ensure effective plant operation. The first of these
is the upper limit on silica saturation index (SSI), the details of which are described in Section
4.2.4:
SSI ≤ 1.2. (6.5)
The value of silica saturation index (SSI) depends on both decision variables, and is calculated
through the iterative solution of polynomial and exponential functions, yielding a non-linear con-
straint. Additionally, there is a lower limit on the quality of steam as it exits each turbine section,
which prevents excessive damage to the turbine blades [10][54]:
x5 ≥ 0.85, (6.6)
and
x10 ≥ 0.85. (6.7)
These constraints are also non-linear, as the values of x5 and x10 depend on both decision variables
and are calculated as part of the thermodynamic simulation carried out in Engineering Equation
Solver. Finally, a linear constraint places a lower limit on Tf lash to allow for unpumped re-injection
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of the saturated liquid entering the injection well[10]:
TFlash ≥ 102oC. (6.8)
6.3 Algorithm selection
Heuristic optimization techniques have been developed for optimization problems in which prob-
lem size or complexity prevent the use of analytical or exhaustive optimization approaches. Like
many simulation-based optimization problems, the design of a double-flash geothermal power
plant meets these qualifications. Heuristic methods are based on finding the best possible so-
lution by using knowledge of the search space, information gained in the optimization process,
and sound judgment. While the strict classification of algorithms is difficult, several prototypi-
cal algorithms are typically classified as heuristics. These include tabu search, simulated anneal-
ing, genetic algorithms (GA), evolutionary programming, evolution strategies, and particle swarm
optimization (PSO). Of these, both tabu search and simulated annealing are designed for use in
combinatorial optimization problems, with tabu search acting as a local search strategy [67], and
simulated annealing focusing on global optimization [68]. Genetic algorithms are among the most
widely adapted heuristics, and have been widely used in the optimization of thermal power systems
[43][69][42][70]. Evolutionary programming shares many similarities with genetic algorithms, but
little research exists showing their application to thermal systems [71]. Evolution strategies are also
similar to genetic algorithms and have been used in thermal system design [72]. A rapidly grow-
ing field in heuristic optimization is that of swarm intelligence, with particle swarm optimization
showing great promise in the field of thermal power systems design [66][70]. As such, genetic
algorithms (without the added complexities of evolutionary programming and evolution strategies)
and particle swarm optimization are chosen as the best candidates for comparison in this work.
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6.4 Genetic algorithm
A genetic algorithm (GA) is coded as a new implementation in MATLAB following the formula-
tion of Deb [73]. MATLAB is used as it is widely available and allows for rapid and effective code
development as well as a simple interface with Engineering Equation Solver. This genetic algo-
rithm utilizes a tournament selection process for efficient constraint handling as well as simulated
binary crossover and parameter-based mutation operators. As the goal of this work is to compare
basic implementations of each algorithm, this algorithm does not include any other techniques such
as “niching” for improving solution quality. A pseudo-code description of the genetic algorithm
used in this work follows:
Let t = 0 be the iteration counter;
Let tmax be the maximum number of iterations;
Let nx be the number of decision variables;
Let ns be the population size;
Set ns = Kp ·nx, where Kp is a constant;
Create a random nx-dimensional population, P(1), to consist of ns individuals;
for t = 1 : tmax
Evaluate the objective function, f (xi(t)), and constraint violation, C(xi(t)), of
each individual xi(t);
Select the mating pool, M(t), through tournament selection;
Create offspring, P(t+1), using simulated binary crossover and parameter-
based mutation on M(t);
Advance to the next iteration, t = t+1;
end
The details of tournament selection, simulated binary crossover, and parameter-based mutation
are described by Deb [73][74][75] and below in Sections 6.4.1,6.4.2, and 6.4.3. The pertinent
algorithm control parameters recommended by Deb and used in this work are ηc = 1, which de-
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termines the magnitude of crossover, psbx = 0.5 is the probability of crossover, and ηm,initial = 100
determines the initial magnitude of mutation. A value of Kp = 15 is used to set the population size.
6.4.1 Tournament selection
The selection of the mating pool has a strong influence on the speed and accuracy with which a ge-
netic algorithm achieves an optimum solution. Deb developed a simple constraint handling method
that biases strongly towards feasible results by ensuring that any feasible result is preferred over
any infeasible result, regardless of objective function value, while maintaining some population
diversity through tournament selection [73]. The tournament selection process is described via
pseudo-code as:
for i = 1 : ns
Randomly select two different individuals, xp and xq from the population, P(t);
If only one individual has a feasible solution, that individual is added to the
mating pool, M(t);
If both individuals have feasible solutions, the one with a higher objective
function, f (xi(t)), is added to M(t);
If neither individuals have feasible solutions, the one with the lower constraint
violation, C(xi(t)), is added to M(t);
Advance to the next step, i = i+1;
end
6.4.2 Simulated binary crossover
To simulate reproduction in genetic evolution, Deb also developed simulated binary crossover, a
method by which both the probability of crossover and the magnitude of crossover can be adjusted
[74]. A pseudo-code representation of simulated binary crossover is given below:
Let psbx be the probability of crossover;
Let ηc be the crossover distribution index;
for i = 1 : ns
Randomly select two different individuals, xp and xq, from the mating pool,
M(t);
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for j = 1 : nx
Generate a random number, c, between 0 and 1;
If c < psbx, no crossover occurs: y1, j=xp, j, y2, j=xq, j
If c≥ psbx, begin crossover of variable j:
γ= 1+ 2|xq, j−xp, j| ·min
(
min
(
xp, j,xq, j
)− x j,min,x j,max−max(xp, j,xq, j));
α= 2− γ−(ηc−1);
Generate a random number, r, between 0 and 1;
If r ≤ 1α , γ¯= α · r1/(ηc+1);
If r > 1α , γ¯=
1
2−α·r
1/(ηc+1);
y1, j = 12((xp, j + xq, j− γ¯ · |(xq, j− xp, j)|);
y2, j = 12((xp, j + xq, j + γ¯ · |(xq, j− xp, j)|);
Advance to the next step, j = j+1;
end
Advance to the next step, i = i+1;
end
The crossover distribution index, ηc, determines the magnitude of any crossover, with large values
yielding offspring close to the parents, and small values yielding offspring further from the parents.
For best performance across a range of problem types, Deb recommends psbx = 0.5 and ηc = 1.
6.4.3 Parameter-based mutation
The final operator in the GA implementation is that of mutation, used to mimic genetic mutations
that occur in natural evolution. Deb developed a parameter-based mutation scheme [75] that is
shown to perform well across a range of problem types [73]. This mutation scheme, represented
by pseudo-code, is shown below:
Let ηm,initial be the initial mutation index;
Let ∆ j,max = x j,max− x j,min be the range of each decision variable;
Calculate the probability of mutation for this iteration: pm = 1nx +
t
tmax
·
(
1− 1nx
)
;
Calculate the mutation index for this iteration: ηm = ηm,initial + t;
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for i = 1 : ns
for j = 1 : nx
Generate a random number, c, between 0 and 1;
If c < pm, no mutation occurs: yi, j = yi, j;
If c≥ pm, begin mutation of variable j:
δ= min
(
yi, j− x j,min,x j,max− yi, j
)
/∆ j,max;
Generate a random number, r, between 0 and 1;
If r ≤ 0.5, δ¯=
(
2r+(1−2r)(1−δ)ηm+1
) 1
ηm+1−1;
If r > 0.5, δ¯= 1−
(
2(1− r)+2(r−0.5)(1−δ)ηm+1
) 1
ηm+1−1;
y1, j = y1, j + δ¯ ·∆ j,max;
Advance to the next step, j = j+1;
end
Advance to the next step, i = i+1;
end
In this scheme, both the probability of mutation pm and the mutation index ηm increase as the
iteration number increases, which yields a larger number of mutations, each of smaller average
magnitude, as the optimization progresses. Deb recommends a value of ηm,initial = 100.
6.5 Particle swarm optimization
A particle swarm optimization (PSO) algorithm, as originally described by Kennedy [76], is also
coded as a new implementation in MATLAB, using the formulation and nomenclature presented
by Bornatico [66]. This particle swarm optimization algorithm is described in pseudo-code as:
Let t = 0 be the iteration counter;
Let tmax be the maximum number of iterations;
Let nx be the number of decision variables;
Let ns be the population size;
Set ns = Kp ·nx, where Kp is a constant;
Create a random nx-dimensional set of particle positions, P(1), to consist of ns
particles;
Create a randomized nx-dimensional set of particle velocities, V (1), to consist of
ns velocities;
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for t = 1 : tmax
Evaluate the objective function, f (xi(t)), and constraint violation, C(xi(t)), of
each individual xi(t);
Combine f (xi(t)) and C(xi(t)) to create total objective function F(xi(t));
Calculate new particle velocities, Vi(t+1);
Calculate new particle positions, Pi(t+1);
Advance to the next generation, t = t+1;
end
Total objective function, F(xi(t)), is calculated by subtracting the magnitude of any constraint
violation from the lowest known feasible objective function value. In this way, it is insured that
all infeasible solutions have lower objective function values than that of the lowest known feasible
solution. Particle velocities are calculated as
Vi(t+1) = φ(t) ·Vi(t)+α1 · (γ1 · (Pi,best−Pi(t)))+α2 · (γ2 · (G−Pi(t))), (6.9)
where γ1 and γ2 are random numbers between 0 and 1. Pi,best is the best position of particle i so
far, and G is the best position of any particle in the population so far. Particle positions are then
calculated as
Pi(t+1) = Pi(t)+Vi(t+1). (6.10)
The control parameters used in the particle swarm optimization of this work are the “accelera-
tion constants” α1 = 1 and α2 = 1, chosen to set the relative value of the individual’s knowledge
as compared to the entire population’s knowledge. The “inertia constant” φ(t) decreases linearly
with iteration number from φinitial = 1 to φ f inal = 0, allowing the particles to effectively search a
smaller area as the algorithm converges by reducing the impact of a particle’s previous velocity.
Again, a value of Kp = 15 is used to set the population size.
6.6 Results
To compare the performance of the genetic algorithm to the particle swarm approach, the opti-
mization of a double-flash geothermal model with the decision variables, objective function, and
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constraints as described in Section 6.2 is conducted. The constants used as inputs to the ther-
modynamic simulation for this analysis are T1 = 250oC, T10 = 39oC, and ηturbine = 0.85. The
computational platform used in this work is an Intel Core 2 Duo 2.4 GHz processor with 8 GB of
RAM. Both optimization algorithms utilize a population size of 30 particles, with the only stop-
ping condition being the completion of 10 iterations. Accordingly, each algorithm completes 300
objective function evaluations for each optimization run. Each algorithm is run 30 separate times
to collect the performance data described below.
6.6.1 Optimum objective function
Table 6.1 summarizes each algorithm’s performance with respect to its ability to consistently reach
the maximum objective function value achieved, wopt,Max. It is seen that both GA and PSO ap-
proaches are able to find a maximum objective function value of 127.3 kJ/kg, given 30 optimization
runs. However, the genetic algorithm is only able to converge to an optimum solution within 0.1%
of this value 7 of the 30 optimization runs. By contrast, particle swarm optimization converges
to an optimum solution within 0.1% of the best known solution 28 of 30 runs. The PSO method
converges to within 0.5% of the best known optimum 30 of 30 runs, while the GA converges to
within 0.5% of the best known optimum 24 of 30 runs. Additionally, the genetic algorithm fails
to converge within 1% of the best known optimum 3 out of the 30 optimization runs. The ability
of the particle swarm optimization to more consistently achieve better (higher) objective function
values is supported by the maximum, median, and minimum optimum objective function values
across all 30 runs, also displayed in Table 6.1.
Table 6.1: Number of runs (of 30) converged within ε of highest achieved objective function value
and optimum objective function value (w) statistics
ε wopt [kJ/kg]
Method ≤0.1% ≤0.5% ≤1% Max. Med. Min.
GA 7 24 27 127.3 127.1 124.4
PSO 28 30 30 127.3 127.3 127.0
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To more rigorously test the assertion that the particle swarm optimization consistently achieves
higher optimum objective function values than the genetic algorithm, a t-test is used to compare
the optimum objective function values achieved by the PSO and GA on each optimization run.
Specifically, the optimum objective function found by the GA on each of the 30 optimization
runs is compared to the optimum objective function found by the PSO on that same run. The
difference between these two optimum objective function values, Di,
Di = wopt,PSO,i−wopt,GA,i, i ∈ 1, ...,nruns (6.11)
is stored in a vector of differences, D, of length 30 (nruns = 30). A single-tailed t-test is performed
to test the null hypothesis that the data in the vector D is a random sample with a mean value of 0
against the one-sided alternative hypothesis that the mean difference is positive.
This 29 degree-of-freedom t-test is conducted using a significance level of 0.05. This results
in a t-statistic of 3.945 with a corresponding p-value of less than 0.001. These results reject the
null hypothesis and serve to validate the assertion that the particle swarm optimization consistently
achieves higher optimum objective function values than the genetic algorithm in this instance.
For further investigation of the mechanism by which the particle swarm optimization achieves
consistently higher optimum objective function values, Figure 6.2 illustrates the evolution of the
two decision variables as the iterations progress in a typical GA optimization run. Figure 6.3
illustrates the decision variable evolution in a typical PSO optimization run. Figures 6.2 and
6.3 show that the population tends to converge more quickly with respect to iterations and more
tightly with respect to the decision variable space for the genetic algorithm than the particle swarm
optimization. The radius of the population after the final iteration, R f inal , is used as a measure of
the population convergence in the decision variable space and is calculated as seen in Equation
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Figure 6.2: Genetic algorithm decision variable progression. White circles indicate infeasible
solutions, gray to black are feasible with increasing value of w.
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Figure 6.3: Particle swarm optimization decision variable progression. White circles indicate in-
feasible solutions, gray to black are feasible with increasing value of w.
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6.12 [71]:
R f inal =||xm− yˆ||, m = 1, ...,ns
||xm− yˆ|| ≥||xi− yˆ||, i ∈ 1, ...,ns (6.12)
where yˆ is the geometric centroid of the population after the final iteration and || · || is the Euclidean
distance. Table 6.2 presents the median of the final population radius across all 30 optimization
runs for each algorithm. Figures 6.4 and 6.5 show the progression of optimum objective function
Table 6.2: Median radius of convergence
Method R f inal,median[oC]
GA 2.4
PSO 9.6
value as a function of iteration count for the GA and PSO approaches, respectively. Again, the
genetic algorithm population is seen to converge more quickly with respect to iterations and more
tightly with respect to the objective function than the particle swarm optimization. The data pre-
sented in Table 6.2 and Figures 6.2-6.5 provide insight into the solution space and the mechanism
by which the genetic algorithm yields lower objective function values. The genetic algorithm loses
population diversity earlier than the particle swarm, which yields consistently worse (lower) opti-
mum objective function values. The proclivity of genetic algorithms to converge too quickly is a
known weakness, with specific techniques having been developed to maintain population diversity,
most notably “niching” [73].
6.6.2 Computational runtime
The computational speed of an algorithm is also a vital metric in determining the applicability of
a particular algorithm to a particular problem type. In both the PSO and GA implementations of
this work, the algorithm completes 300 objective function evaluations for every optimization run
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wFigure 6.4: GA objective function progression
(30 particles for 10 iterations). Table 6.3 presents the median computational runtime required for
each algorithm to complete 300 objective function evaluations, as well as the median number of
objective function evaluations required for each algorithm to find an optimum solution within a
small tolerance δ of the best known optimum solution. Both algorithms require the same amount
Table 6.3: Computational runtime for 300 objective function evaluations and median number of
objective function evaluations required to converge within δ of highest known objective function
value
δ
Method t300 [s] ≤0.1% ≤0.5%
GA 13 - 94
PSO 13 211 42
of computational runtime (13 s) to complete an optimization run. This similarity is a result of
the objective function evaluations requiring significantly more time during each iteration than the
internal calculations of each algorithm. However, significant differences are seen between the two
optimization methods in the median number of objective function evaluations required to find an
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wFigure 6.5: PSO objective function progression
optimum solution within a small tolerance of the best known optimum. As also seen in Table 6.1,
the median GA optimization run of 300 objective function evaluations never converges to within
0.1% of the highest known objective function value, while a PSO run requires a median of 211
objective function evaluations to achieve such a result. To converge to within 0.5% of the highest
known objective function value the GA requires a median of 94 objective function evaluations
while the PSO requires 42. These results indicate that if computational runtime became a limiting
factor, a particle swarm optimization method may achieve better results in less time through the
addition of a stopping condition that terminates the optimization when some minimum amount of
improvement is not achieved over a number of iterations.
6.7 Sensitivity to algorithm control parameters
The performance of both the genetic algorithm and particle swarm optimization depends on the
values of the algorithm control parameters that are used [71][77]. In order to more fully compare
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the performance of the GA to the PSO, an analysis is performed of each algorithm’s sensitivity to
variations in algorithm control parameters. For each method, seven additional cases are investi-
gated by varying each algorithm control parameter around the baseline values described in Section
6.3. Table 6.4 describes the algorithm control parameters and optimum solution convergence of
each case of GA implementation. Case “GA4” results in the poorest performance, with fewer than
Table 6.4: Number of runs (of 30) converged within ε of highest achieved objective function value
for varying GA control parameters. ?baseline case +best case −worst case
ε
Case psbx ηc ηm,initial ≤0.1% ≤0.5% ≤1%
GA1? 0.5 1 100 7 24 27
GA2 0.25 1 100 6 23 29
GA3 0.75 1 100 7 15 25
GA4− 1 1 100 4 13 24
GA5 0.5 0.1 100 8 24 29
GA6 0.5 10 100 8 20 26
GA7+ 0.5 1 10 8 26 30
GA8 0.5 1 1000 6 17 24
half of all optimization runs converging to within 0.5% of the best known optimum solution. In
this case, the probability of crossover, psbx is doubled from 0.5 to 1, which results in a loss of
population diversity. Case “GA7” yields the best results, with 8 runs converging to within 0.1%
of the best known optimum, 26 runs converging to within 0.5%, and 30 runs within 1%. In case
“GA7,” nm,initial is decreased from 100 to 10, which yields an order of magnitude larger mutations,
increasing population diversity.
Table 6.5 presents the sensitivity of the PSO method to varying algorithm control parameters.
The worst performance is seen from case “PSO6,” where the initial inertia constant, φinitial , is
doubled from 1 to 2. The best performance comes from case “PSO5,” wherein the value of the
population’s best known position is set to half the value of the individual’s best known position by
setting α2 equal to 0.5. This result is interesting in that most PSO formulations set α1 = α2 for
simplicity [77].
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Table 6.5: Number of runs (of 30) converged within ε of highest achieved objective function value
for varying PSO control parameters. ?baseline case +best case −worst case
ε
Case α1 α2 φinitial φ f inal ≤0.1% ≤0.5% ≤1%
PSO1? 1 1 1 0 28 30 30
PSO2 2 1 1 0 26 30 30
PSO3 0.5 1 1 0 29 30 30
PSO4 1 2 1 0 28 30 30
PSO5+ 1 0.5 1 0 30 30 30
PSO6− 1 1 2 0 13 29 30
PSO7 1 1 0.5 0 29 30 30
PSO8 1 1 1 0.5 21 30 30
Once the influence of algorithm control parameters on algorithm performance is illustrated,
two analyses remain. First, it is determined whether the best-case GA and PSO implementations
produce significantly better results than the baseline implementations described in Sections 6.3
and 6.6. Second, it is determined if there are any cases in which the GA outperforms the PSO. To
perform this analysis, the optimum objective function values achieved in 30 identical optimization
runs are compared across cases. Single-tailed paired t-tests are again utilized at the 0.05 signifi-
cance level to test the null hypothesis, H0, that the optimum objective function values achieved by
one case are equal to those produced by a different case against the alternate hypothesis, HA, that
one case produces higher optimum objective function values than the other. Table 6.6 describes
these results. First, the results reported in Section 6.6.1, indicating that the baseline PSO case
Table 6.6: Comparison of algorithm control parameter cases: t-test results
H0 HA t-statistic p-value
wopt,PSO1 = wopt,GA1 wopt,PSO1 > wopt,GA1 3.945 < 0.001
wopt,GA7 = wopt,GA1 wopt,GA7 > wopt,GA1 1.444 0.080
wopt,PSO5 = wopt,PSO1 wopt,PSO5 > wopt,PSO1 0.504 0.309
wopt,PSO6 = wopt,GA7 wopt,PSO6 > wopt,GA7 2.047 0.025
“PSO1” produces higher optimum objective function values than the baseline GA case “GA1,”
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are presented for reference. The next result indicates that the best-case GA case “GA7” does not
produce significantly higher optimum objective function values than the baseline GA case. The
third result illustrates the best-case PSO case “PSO5” does not produce significantly higher op-
timum objective function values than the baseline PSO case. These two results indicate that the
baseline values of algorithm control parameters presented in Section 6.3 and as cases “GA1” and
“PSO1” produce excellent performance for each optimization method. Finally, it is seen that the
worst-case PSO “PSO6” produces significantly higher optimum objective function values than the
best-case GA “GA7.” This result indicates that the PSO outperforms the GA across a wide range
of algorithm control parameters.
6.8 Algorithm validation for binary power plant
The effectiveness of particle swarm optimization for the design of binary geothermal plants is
validated as well. Using the thermodynamic model of Chapter 5, the PSO algorithm (using the
parameters labeled ‘PSO1’ in Table 6.5) is used to determine the optimum specific work output of
a binary geothermal plant at a range of brine and condenser temperatures. The optimum specific
work output achieved by the PSO algorithm is then compared to that determined via grid search
as shown in Section 5.4.2. Using a population size factor of Kp = 15, the PSO algorithm does
not converge to within 1% of the known optimum consistently for all combinations of brine and
condenser temperature. As seen in Table 6.7, increasing the population size constant to Kp = 30
allows the PSO algorithm to perform consistently well despite the increased complexity of binary
plant thermodynamics versus double-flash plant thermodynamics.
6.9 Conclusions
Comparison is made between a genetic algorithm and a particle swarm optimization method for
the optimization of a double-flash geothermal power plant. The genetic algorithm and particle
swarm optimization methods are implemented in MATLAB in their basic form and used to per-
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Table 6.7: Particle swarm optimization validation - Number of runs (of 30) converged within 1%
of known optimum objective function value
Tbrine/Tcond[oC] Kp=15 Kp=30
120/20 30 30
120/50 22 29
150/20 28 30
150/50 25 30
180/20 30 30
180/50 30 30
form 30 identical constrained, non-linear, simulation-based optimization runs. Both algorithms are
capable of finding feasible, near-optimum solutions. The particle swarm optimization consistently
converges to better (higher) optimum objective function values, as proven by a single-tailed paired
t-test. This is a result of the genetic algorithm converging more quickly with respect to iterations
and more tightly with respect to the decision variable space, resulting in a premature loss of solu-
tion diversity. Computational runtime for both algorithms is equal, as it is dominated by the time
required for each objective function evaluation, and each optimization run requires the same num-
ber of objective function evaluations. However, the particle swarm optimization obtains solutions
within 0.1% and 0.5% of the best known optimum in significantly fewer objective function evalua-
tions than the genetic algorithm. This quality could be exploited in a situation where computational
runtime becomes a limiting factor. Sensitivity analysis shows that varying algorithm control pa-
rameters can improve or harm algorithm performance, but the worst-case PSO implementation still
achieves higher optimum objective function values than the best-case GA implementation. These
results indicate that particle swarm optimization has value as a design and decision-making tool for
engineers of geothermal power plants as well as engineers of other constrained simulation-based
designs.
This work shows the ability of particle swarm optimization and genetic algorithms to include
a comprehensive search space and account for real-world constraints in the design of double-flash
geothermal power plants. Additionally, it expands upon previous work in simulation-based opti-
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mization by including non-linear constraints that are intrinsic to the simulation results. Finally, it
provides a rigorous comparison of particle swarm optimization to genetic algorithms for a proto-
typical constrained, non-linear, simulation-based optimization problem.
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Chapter 7
Effect of climate on plant performance
7.1 Introduction
The performance of any geothermal power plant is determined largely from its location. As the
dry-bulb temperature varies continuously throughout the day and throughout the year, so too does
the condensing temperature and thus the performance of the plant. It is hypothesized that utilizing
a representative annual hourly condenser profile (versus a single fixed value) in the optimization of
the specific work output of a binary geothermal power plant will yield significant improvements in
the annual average specific work output. As such, the goal of this study is to investigate the value
of utilizing representative annual hourly condenser temperature data in the optimization process of
a binary geothermal power plant.
In this chapter, a brief introduction to the operation of air-cooled condensers is followed by
an examination of the climates of interest to this work. The effect of condenser temperature on
turbine efficiency is then examined. Following this, the impact of choosing an appropriate de-
sign condenser temperature is illustrated alongside the significant effect of dry-bulb temperature
on plant performance. A method of utilizing a representative annual hourly condenser profile in
the optimization of a binary geothermal power plant is developed and applied to four climates that
span a wide range of dry-bulb temperature mean and standard deviation. This is accomplished
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by using historical meteorological data from a specific location to develop a representative annual
hourly condenser temperature profile. This entire condenser temperature profile is then used in the
evaluation of plant performance in order to determine the optimal design of a binary geothermal
power plant at a specific location for any given geothermal resource temperature. Finally, the de-
sign specification and annual average specific work output achieved by utilizing the annual hourly
condenser temperature profile is compared to the design specification and annual average specific
work output achieved under the simplifying assumption of a single fixed condenser temperature.
7.2 Air-cooled condensers
Air-cooled condensers are the most commonly used heat rejection equipment at binary geothermal
power plants [10]. Compared to wet cooling towers, air-cooled condensers require more space and
place a larger parasitic power load on the plant. However, geothermal power plants are typically
located in arid regions and binary plants (unlike flash plants) do not provide a source of makeup
water for a wet cooling tower. As such, this work assumes the use of air-cooled condensing equip-
ment for heat rejection.
7.2.1 Principles of operation
A typical air-cooled condenser unit is shown in Figure 7.1 [78]. The turbine exhaust enters a header
at the top of the unit and is distributed to an array of finned condensing tubes. Electric motor-driven
fans draw air into the unit and force airflow across the condensing tubes. The condensate flows
downward into a collection tank and is then pumped back to the plant. The most important specifi-
cation in the design of an air-cooled condenser is the difference between the dry-bulb temperature
of the ambient air and the temperature of the condensate. This is known as initial temperature
difference, IT D:
IT D = Tcond−Tdry. (7.1)
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Figure 7.1: Air-cooled condenser (from [79])
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Determination of IT D is a critical step in plant design, as larger values require smaller, lower
cost condensing equipment at the expense of higher condensing temperatures and the appurtenant
lower power output. Conversely, smaller IT D values require larger, more expensive condensing
equipment but provide higher plant power output. Typical IT D values range from 15-35 oC [80,
78]. Figure 7.2 illustrates condensing temperature as a function of dry-bulb temperature for IT D
values of 20 oC and 30 oC [81, 82].
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Figure 7.2: Condenser temperature vs. dry-bulb temperature for an air-cooled condenser
7.2.2 Energy consumption
Air-cooled condensers require a substantial amount of electrical energy to drive the fan motors, as
a result of the relatively poor heat transfer properties of air. Accordingly, it is important to account
for the parasitic power required of the cooling system when determining the overall performance
of a geothermal power plant. A common metric used to describe the parasitic power requirements
of air-cooled condensing equipment is the energy ratio of the cooling system, Rcs, defined as the
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condenser heat transfer rate divided by the parasitic power requirement [62],
Rcs =
Q˙cond
W˙motor
. (7.2)
Larger values of Rcs indicate smaller parasitic power requirements, i.e. higher-performance equip-
ment. Table 7.1 presents the range of common values of cooling system energy ratio. Throughout
this work, a Class B condenser with a value of Rcs = 100 is assumed.
Table 7.1: Air-cooled condenser energy ratio, from [62]
Class Energy consumption Rcs
A Extremely low Rcs ≥ 110
B Very low 110 > Rcs ≥ 70
C Low 70 > Rcs ≥ 45
D Medium 45 > Rcs ≥ 30
E High 30 > Rcs
7.3 Climate data
7.3.1 Typical meteorological year data
“Typical Meteorological Year” (TMY3) data, produced by the National Renewable Energy Lab-
oratory, is used to develop a representative annual condenser temperature profile for use in plant
performance analysis. Based on historical measurements, this data includes 68 meteorological
values representing “typical” conditions for each of the 8760 hours in a year, and is available for
1020 U.S. locations [83]. In this work, only dry-bulb temperature is of interest, as this determines
condensing temperature. Figure 7.3 illustrates the hourly dry-bulb temperature in Santa Rosa, CA
from the TMY3 data for this location.
Throughout this analysis, it is assumed that the plant is operating under steady-state conditions.
Transient behavior is ignored, as typical transient time is on the order of one minute [84]. Addition-
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Figure 7.3: Hourly dry-bulb temperature from Santa Rosa, CA TMY3 data
ally, the objective function under examination is the annual average specific work output. As such,
the hourly dry-bulb temperature data as seen in Figure 7.3 is converted to a histogram of dry-bulb
temperatures as shown in Figure 7.4. The approach of using a histogram-type profile of dry-bulb
temperature in the design of binary geothermal power plants is also used by Gabbrielli [37] and
Ghasemi et al. [38], but this work is the first to develop the distribution from actual climate data.
7.3.2 Climates of interest
In the contiguous United States, the western portion of the country has substantially higher geother-
mal potential than the midwestern and eastern states [5]. Figure 7.5 illustrates the potential for
geothermal electrical power production in the western U.S. Using this data, 6 locations (also shown
on Figure 7.5) are chosen as candidates for investigation as a result of their proximity to large
geothermal resources that are currently or potentially exploited. Fairbanks, AK and Honolulu, HI
are also investigated as they are proximate to significant geothermal resources and provide a wider
range of ambient temperatures for analysis [85, 86]. Figure 7.6 illustrates the annual mean and
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Figure 7.4: Representative annual profile of hourly dry-bulb temperature data for Santa Rosa, CA
standard deviation of hourly dry-bulb temperature from the TMY3 data at each of these locations.
As shown in Figure 7.6, these 8 locations span a wide range of dry-bulb temperature, allowing
design guidance to be developed for a wide range of climates in the western U.S.
7.4 Impact on plant performance
As described above, dry-bulb temperature affects condenser temperature, and condenser temper-
ature directly impacts specific work output of the plant, as seen in Figure 5.11. Unlike the work
of Chapter 5, this chapter aims to analyze the performance of a binary geothermal power plant
throughout an entire typical year. Accordingly, there are additional impacts of varying condenser
temperature that must be included in the analysis, as described below.
7.4.1 Effect of condenser temperature on turbine efficiency
A turbine is designed and built around a design point, which is defined as a set of typical operating
conditions. Variation from the operating conditions that define the design point also yields variation
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Figure 7.5: Western U.S. climates of interest (adapted from [5])
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Figure 7.6: Dry-bulb temperature data for 8 U.S. climates of interest
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in turbine performance. Ghasemi et al. describe the variation in the isentropic efficiency of a
typical organic Rankine cycle turbine as a function of the outlet condition of the turbine [38]. This
relationship is shown in Figure 7.7. It is seen in Figure 7.7 that the turbine operates at maximum
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Figure 7.7: Semi-qualitative example of turbine efficiency vs. condenser temperature, from [38]
efficiency only in a small range of condenser temperature around the design point. Increasing or
decreasing condenser temperature significantly from the design temperature yields sharp decreases
in turbine efficiency. In particular, it is undesirable to operate below design condenser temperature,
as turbine efficiency decreases quite rapidly. In this analysis, this behavior is accounted for in the
determination of turbine efficiency, as described below in Section 7.5.1.
7.4.2 Effect of ambient temperature on specific work output
As this work aims to optimize the average annual specific work output of a binary geothermal
power plant, the selection of design condenser temperature, Tcond,design is important in determining
overall plant performance across a range of dry-bulb temperatures. Figure 7.8 illustrates the spe-
cific work output of a typical binary geothermal power plant as a function of dry-bulb temperature
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at three different values of design condenser temperature. The data in this figure assumes that the
plant is not operated below design condenser temperature, and correlates closely with data shown
by Ghasemi et al. [38]. It is seen in Figure 7.8 that lower values of Tcond,design yield higher output
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Figure 7.8: Specific work output of an example plant vs. dry-bulb temperature
at low temperatures but lower output at high temperatures. Logically, the opposite is true for high
values of Tcond,design. A primary goal of this chapter is to investigate the importance of accounting
for this behavior when determining the optimal design of a binary geothermal power plant. In
this investigation, this behavior is accounted for by including design condenser temperature as a
decision variable in the optimization scheme, as described below in Section 7.6.1.
7.4.3 Effect of condenser temperature on plant operations
Chapter 5 illustrates the fact that a plant design that is feasible in one range of condenser temper-
atures may be infeasible in another range of condenser temperatures. In this chapter, a given plant
design is analyzed for its average performance across a typical annual hourly condenser tempera-
ture profile. In performing this analysis, it is not desirable for a given design to be labeled infeasible
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simply because it is infeasible for a small range of condenser temperatures. Additionally, as seen
in Figure 7.7, it is not desirable to operate at condenser temperatures below the design condenser
temperature, as the isentropic efficiency of the turbine drops precipitously. To account for these
considerations, this work assumes that the annual condenser temperature profile can be modified
under a specific set of conditions. To illustrate, an example is provided. Figure 7.9 shows a typ-
ical annual hourly condenser temperature profile. Figure 7.10 illustrates a case in which a range
0 100 200 300 400 500 600 700 800 900
20
25
30
35
40
45
50
55
t [hr]
T c
o
n
d,
 A
ir 
[°C
]
Figure 7.9: Example unmodified annual hourly condenser temperature profile
of the lower condenser temperatures are either infeasible or below the design condenser temper-
ature. If the range of infeasible condenser temperatures is continuous and begins at the lowest
condenser temperature (i.e. infeasible condenser temperatures are only at the bottom of the tem-
perature range and are not interspersed with feasible condenser temperatures), then the condenser
temperature profile is modified such that all of the hours at infeasible or less than design condenser
temperatures are instead assumed to operate at the lowest feasible condenser temperature. This
modification is seen in Figure 7.11. This modification is valid in that under actual operating con-
ditions, condenser temperature can typically be raised above the minimum achievable condenser
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Figure 7.10: Example annual hourly profile indicating feasible and infeasible condenser tempera-
tures
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Figure 7.11: Example modified annual hourly condenser temperature profile
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temperature by reducing fan speed or turning off fans as necessary.
7.5 System model
In general, the system under investigation in this study is the same as that of Chapter 5. In order
to investigate the value of utilizing representative annual hourly condenser temperature data in the
optimization process, two additional decision variables are included in the analysis (pinch-point
temperature difference and design condenser temperature). Additionally, a representative annual
hourly condenser temperature profile is used in the evaluation of plant performance, instead of a
single fixed value of condenser temperature. These differences are described in detail below.
7.5.1 Thermodynamic analysis
Overall, the thermodynamic analysis of the system under investigation in this study is very similar
to that of Chapter 5. There are, however, two differences in this study. The first is that turbine
efficiency is now considered to be a function of condenser temperature, Tcond , design condenser
temperature, Tcond,design, and maximum turbine efficiency, ηturbine,max:
ηturbine = [−1.8015 ·10−9 ∗ (Tcond−Tcond,design)6+1.2662 ·10−7 ∗ (Tcond−Tcond,design)5
−1.9842 ·10−6 ∗ (Tcond−Tcond,design)4−1.7033 ·10−5 ∗ (Tcond−Tcond,design)3
−1.6870 ·10−4 ∗ (Tcond−Tcond,design)2+3.3841 ·10−4 ∗ (Tcond−Tcond,design)
+0.9917] ·ηturbine,max (7.3)
This relationship is derived from data presented by Ghasemi et al. and is shown in Figure 7.7.
The second difference is that condenser temperature (and the annual hourly condenser tempera-
ture profile) are calculated from dry-bulb temperature and the initial temperature difference of the
condenser:
Tcond = Tdry+ IT D. (7.4)
115
7.6 Optimization framework
In this study, the design of a binary geothermal power plant is formulated as a standard optimization
problem with the aim of choosing the set of decision variables that maximizes the objective func-
tion such that all constraints are met. The decision variables, objective function, and constraints
are described in Section 7.6.1-7.6.3. For this work, a particle swarm optimization approach is used,
as described in Section 6.5.
7.6.1 Decision variables
In this investigation, there are four decision variables. The first two are the same as in the analysis
of Chapter 5: Tevap (T1 in Figure 5.2) and working fluid. As previously, evaporation temperatures
from 30% to 99% of the working fluid’s critical temperature are examined and the same seventeen
(17) different working fluids are again under investigation. The third decision variable is pinch-
point temperature difference in the preheater and evaporator, Tpp, as seen in Equation 5.19. This
value is allowed to vary between 5 and 20 oC. The fourth decision variable is design condenser
temperature, Tcond,design, as seen in Equation 7.3. Design condenser temperature is allowed to vary
from 10 to 60 oC.
7.6.2 Objective function
In this analysis, the specific work output of the power plant, w (typical units of J/kg) is once
again optimized. Specific work output is calculated as the net work produced by the power plant
normalized to the mass flow rate of geothermal brine:
w =
W˙net
m˙a
. (7.5)
The calculation of specific work output for a given set of decision variables is described in Section
5.2.1. The added complexity of this analysis is that for each set of decision variables, specific
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work is calculated at each condenser temperature in the representative annual profile. The con-
denser temperature profile is then modified (as described in Section 6.4.2) to ensure that Tcond
is always greater than Tcond,design and, if possible, only feasible condenser temperatures are al-
lowed. Following this modification of the condenser temperature profile, the weighted average of
the specific work values corresponding to the modified temperature profile is used as the objective
function in the optimization process.
7.6.3 Constraints
This analysis includes the same four constraints described in Section 5.3.3. For ease of reference,
they are repeated here. First, a lower limit on the quality of vapor as it exits the turbine, which
prevents excessive damage to the turbine blades [32]:
xturb ≥ 0.97. (7.6)
Second, an upper limit of 2 MPa is chosen for the evaporator pressure to limit the mechanical
stresses in the plant components, as well as ensure the working fluid remains sub-critical through-
out the cycle [11][25]:
P1 ≤ 2MPa. (7.7)
Third, the outlet temperature of the geothermal brine, Tc, is constrained such that it exceeds the
working fluid temperature at the inlet of the preheater, T4, by at least the pinch-point temperature
difference. This ensures that effective heat transfer is physically possible throughout the length of
the preheater and evaporator:
Tc ≥ T4+Tpp. (7.8)
Fourth, a maximum silica saturation index is chosen to limit silica scaling [60, 61]:
SSI ≤ 1.2. (7.9)
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7.6.4 Inputs and constants
The inputs and constants used in this analysis align with those used in the previous optimization of
binary power plants, in Chapter 5, to the extent possible. In contrast to the analysis of Chapter 5,
condenser temperature is no longer a fixed single value, but instead a representative annual hourly
profile for the given location. Four climates are chosen for analysis in order to capture the entire
Table 7.2: Binary power plant model inputs and constants
Symbol Name Value
Tbrine Geothermal brine temperature 80-180 oC
- Location Fairbanks, Medford, Imperial, Honolulu
ηturbine,max Maximum turbine efficiency 0.85 [29]
ηpump Pump efficiency 0.85 [29]
Rcs Cooling system energy ratio 100 [62]
IT D Initial temperature difference in condenser 20 oC [80]
Kp Population size constant 30
tmax Number of PSO iterations 20
range of mean dry-bulb temperature as well as to investigate climates with both small and large
standard deviation of dry-bulb temperature. These climates are Fairbanks, AK, Medford, OR,
Imperial, CA, and Honolulu, HI. The annual hourly dry-bulb temperature profile at each of these
locations is shown in Figures 7.12-7.15.
7.7 Results and discussion
For a range of brine temperatures at each climate, the particle swarm optimization algorithm de-
termines the set of decision variables that yields the optimum annual average specific work output,
as described in Section 7.6.2. For comparison, the annual mean condenser temperature for each
location is then used (a single fixed value instead of the entire annual profile), and the PSO al-
gorithm determines the set of decision variables that yields optimum specific work output under
this simplified condition. This set of decision variables is then used in conjunction with the annual
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Figure 7.12: Annual hourly dry-bulb temperature profile: Fairbanks, AK
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Figure 7.13: Annual hourly dry-bulb temperature profile: Medford, OR
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Figure 7.14: Annual hourly dry-bulb temperature profile: Imperial, CA
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Figure 7.15: Annual hourly dry-bulb temperature profile: Honolulu, HI
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hourly condenser temperature profile to determine the annual average specific work output that is
achieved by using the much simpler optimization approach. The results of this comparison are
shown in Table 7.3. The data in Table 7.3 indicate that for brine temperatures at or below 100 oC, a
Table 7.3: Effect of utilizing annual hourly condenser temperature profile vs. annual mean con-
denser temperature on optimum annual average specific work output
Location Tbrine [oC] wopt : mean Tcond [kJ/kg] wopt : hourly profile [kJ/kg] % improvement
Fairbanks 80 6.43 7.10 10
100 13.7 14.5 5.8
120 26.0 26.4 1.5
140 42.5 42.7 0.5
160 56.7 58.4 3.0
180 74.3 74.3 0.0
Medford 80 3.93 4.34 10
100 9.75 10.4 6.7
120 20.7 20.9 1.0
140 35.3 35.8 1.4
160 49.7 50.7 2.0
180 65.3 65.8 0.8
Imperial 80 1.75 2.02 15.4
100 5.42 6.26 15.5
120 13.7 14.1 2.9
140 26.0 26.1 0.4
160 37.1 37.9 2.2
180 52.4 52.6 0.4
Honolulu 80 1.78 1.89 6.2
100 6.00 6.29 4.8
120 14.3 14.4 0.7
140 26.9 27.2 1.1
160 38.9 39.5 1.5
180 54.2 55.1 1.7
significant improvement in annual average specific work output is achieved by utilizing the annual
hourly condenser temperature profile in the optimization process. The climate with the largest an-
nual variation in dry-bulb temperature (Imperial, CA) yields the biggest improvement from the use
of an annual hourly temperature profile, while the climate with the smallest variation in dry-bulb
temperature (Honolulu, HI) shows much smaller gains from the added complexity of the annual
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hourly temperature profile.
For brine temperatures at or above 120 oC, regardless of climate, there is little value in utilizing
an annual hourly condenser temperature profile in the optimization of a binary geothermal power
plant for a specific climate. At these higher brine temperatures, the calculation of objective function
in the optimization process can be greatly simplified at no cost to optimum annual average specific
work output by assuming a fixed value of condenser temperature equal to the mean condenser
temperature for the climate under investigation.
It should be noted that for both the annual hourly temperature profile approach and the simpli-
fied mean condenser temperature approach, the optimum set of decision variables are very similar.
Optimum working fluid, evaporation temperature, and pinch-point temperature are nearly identical
between the two approaches (for a given climate and brine temperature), with the only difference
being the optimum value of Tcond,design. For the simplified approach, the optimum value of de-
sign condenser temperature is (as expected) the annual mean condenser temperature, while for the
annual temperature profile approach, optimum condenser temperature is found to be 5-10 oC less
than the annual mean condenser temperature.
7.8 Conclusions
In this chapter, the significant effect of dry-bulb temperature on plant performance is discussed.
It is hypothesized that utilizing a representative annual hourly condenser profile (versus a single
fixed value) in the optimization of the specific work output of a binary geothermal power plant will
yield significant improvements in the annual average specific work output. A method of utilizing
a representative annual hourly condenser profile in the optimization of a binary geothermal power
plant is developed and applied to four climates that span a wide range of dry-bulb temperature
mean and standard deviation.
It is seen that for brine temperatures at or below 100 oC, the use of an annual hourly condenser
temperature profile in the optimization scheme yields significant improvement over the optimum
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design determined via a simplified approach utilizing a single fixed value of condenser temperature
equal to the annual average condenser temperature for the given climate. It is seen that the benefit
of utilizing the more complex annual hourly condenser temperature approach is greater for climates
with higher annual variation in dry-bulb temperature. It is also seen that for brine temperatures at
or above 120 oC, the value of utilizing the more complex annual hourly condenser temperature
profile is limited.
While the more complex optimization scheme does produce significantly better optimal designs
at low brine temperatures, it is seen that for all combinations of brine temperature and climate, the
simplified approach yields an optimum combination of working fluid, evaporation temperature, and
pinch-point temperature that is identical to that of the more complex approach. The only difference
in optimum decision variables is that the complex approach determines optimum design condenser
temperature to be 5-10 oC less than the annual mean condenser temperature. Effectively, the
simplified approach produces the exact same optimal plant design as the complex approach, with
the exception that the simplified approach selects an optimum design condenser temperature that is
consistently 5-10 oC too high. Based on these results, it is determined that the added computational
complexity of utilizing an annual hourly condenser temperature profile is not worthwhile in the
optimization of binary geothermal power plants.
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Chapter 8
Binary plant multi-objective optimization
8.1 Introduction
In order to clearly illustrate the significance of accounting for real-world constraints as well as
various condenser temperatures, Chapter 5 utilizes a basic model of a binary geothermal power
plant to optimize a single objective function, specific work output. There do exist, however, more
complex designs for binary geothermal power plants that have been developed with the aim of
improving plant performance [10]. The most common added complexities of these system designs
are a superheater and a recuperator (described in detail in Section 8.2). Several other authors exam-
ine, in a limited sense, the effect of superheaters [27, 38], recuperators [36], and both superheaters
and recuperators [11, 29, 30, 31]. Ghasemi et al. show that with isobutane as a working fluid at a
brine temperature of 135 oC, the optimum amount of superheat increases with increasing ambient
temperature [38]. Walraven et al. conclude that for a brine temperature of 125 oC and a condenser
temperature of 25 oC, recuperation is always useful [36]. Saleh et al. conclude that for brine
temperature of 100 oC and a condenser temperature of 30 oC, superheating can increase thermal
efficiency of the cycle, but only when combined with a recuperator and the use of a wet-expansion
type working fluid [11]. The more detailed and comprehensive analysis of Franco, wherein a range
of brine temperatures, condenser temperatures, and working fluids are analyzed, indicates that the
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application of a superheater and/or recuperator is valuable under certain conditions but not un-
der other others, with no simple guiding principles being apparent [30]. The investigation of this
chapter aims to examine the value of a superheater and/or recuperator across a wide range of brine
temperatures and condenser/dry-bulb temperatures, as no previous literature exists that does so.
Additionally, previous literature points out that specific work output is not the only useful
objective function in the optimization of binary geothermal power plants. Franco examines the
cross-sectional area of the heat exchanger surface within the condenser as an additional objective
function, as the size of the heat exchangers correlates closely to the cost of the plant [30]. In an
attempt to account for this additional objective function, Hettiarachchi et al. and Shengjun et al.
utilize heat exchanger area per power output as the objective function in the optimization of binary
geothermal power plants [2, 32]. The second goal of this chapter is to utilize a multi-objective
optimization approach to visualize the Pareto-optimal front (specific heat exchanger area versus
specific work output) of a binary geothermal power plant.
Accordingly, this chapter contributes to and expands upon the existing literature as follows:
first, a method for determining the optimum use of a superheater and/or recuperator is developed
and implemented across a wide range of geothermal brine temperatures and dry-bulb temperatures.
Second, a multi-objective optimization algorithm is developed to intelligently explore the trade-off
between specific work output and specific heat exchanger area and allow visualization of the entire
Pareto-optimal set of designs for a wide range of geothermal brine temperatures and dry-bulb
temperatures.
8.2 System model
The binary geothermal power plant under consideration in this work is substantially more complex
than that investigated in Chapters 5 and 7. A schematic of the binary geothermal power plant under
investigation is shown in Figure 8.1. The working fluid exits the superheater at state 1 and enters
the turbine as a saturated or superheated vapor. The turbine exhaust, 2, enters the recuperator,
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Figure 8.1: Binary power plant with superheater and recuperator schematic
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where it is used to preheat the sub-cooled liquid exiting the pump at state 5. The working fluid
leaves the recuperator at 3 and is condensed to a saturated liquid, 4. After exiting the pump at
5, the working fluid is preheated in the recuperator to state 6. The working fluid then extracts
thermal energy from the geothermal brine as it exits the preheater as a saturated liquid, state 7,
exits the evaporator as a saturated vapor, 8, and exits the superheater as a superheated vapor, 1. A
temperature-entropy diagram of this power cycle is shown in Figure 8.2. Figure 8.2 also illustrates
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Figure 8.2: Binary power plant with superheater and recuperator temperature-entropy diagram
the temperature profile of the geothermal brine as it passes through the superheater, evaporator, and
preheater as well as the temperature profile of the cooling air as it passes through the condenser.
Initial temperature difference , IT D, and pinch-point temperature difference, Tpp, are described in
detail below in Sections 8.2.1 and 8.3.1.
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8.2.1 Thermodynamic analysis
The condenser temperature is calculated from the dry air temperature (an input to the model) and
the condenser initial temperature difference (ITD), which is a decision variable as described below
in 8.3.1.
Tcond = Tdry+ IT D. (8.1)
The condenser temperature corresponds to the temperature at state 4:
T4 = Tcond. (8.2)
The pressure at state 4 is the saturation pressure at T4,
P4 = Psat
∣∣∣∣
T4
, (8.3)
and the specific enthalpy and entropy at 4 are those of a saturated liquid at T4:
h4 = h f
∣∣∣∣
T4
(8.4)
and
s4 = s f
∣∣∣∣
T4
. (8.5)
The temperature at state 8 is the evaporation temperature being analyzed by the optimization pro-
cedure:
T8 = Tevap. (8.6)
The pressure at state 8 is the saturation pressure at T8,
P8 = Psat
∣∣∣∣
T8
, (8.7)
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and the specific enthalpy and entropy at 8 are those of a saturated vapor at T8:
h8 = hg
∣∣∣∣
T8
(8.8)
and
s8 = sg
∣∣∣∣
T8
. (8.9)
The temperature at state 1 depends on the effectiveness of the superheater, εSH ,
T1 = T8+ εSH (Ta−T8) , (8.10)
and the pressure at 1 is equal to the pressure at 8,
P1 = P8. (8.11)
The specific enthalpy and entropy at state 1 are calculated at P1 and T1,
h1 = h
∣∣∣∣
P1,T1
, (8.12)
s1 = s
∣∣∣∣
P1,T1
, (8.13)
The ideal specific entropy at state 2, s2s, is equal to the entropy at state 1,
s2s = s1, (8.14)
and the ideal specific enthalpy at state 2 is equal to the specific enthalpy at s2s and P4:
h2s = h
∣∣∣∣
s2s,P4
. (8.15)
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Actual specific enthalpy at state 2 accounts for the isentropic turbine efficiency,
h2 = h1−ηturbine · (h1−h2s) , (8.16)
and allows calculation of the vapor quality at the turbine exhaust:
xturb = x2 =
h2−h4
hg
∣∣∣∣
P4
−h4
. (8.17)
Temperature at state 2 is calculated at h2 and P4,
T2 = T
∣∣∣∣
P4,h2
. (8.18)
Ideal specific entropy at the pump exit is equal to s4,
s5s = s4, (8.19)
and ideal specific enthalpy at the pump exit is the specific enthalpy at s5s and P8:
h5s = h
∣∣∣∣
s5s,P8
. (8.20)
Actual specific enthalpy at state 5 is calculated using the pump efficiency:
h5 = h4+
h5s−h4
ηpump
. (8.21)
Temperature at state 5 is the working fluid’s temperature at P8 and h5:
T5 = T
∣∣∣∣
P8,h5
. (8.22)
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The temperature of the working fluid at state 3 is determined from the effectiveness of the recuperator,εR,
T3 = T2− εR (T2−T5) . (8.23)
The specific enthalpy at state 3 is calculated at T3 and P4,
h3 = h
∣∣∣∣
T3,P4
. (8.24)
The specific enthalpy at state 6 is determined from the specific enthalpies at 2, 3, and 5,
h6 = h5+(h2−h3), (8.25)
and the temperature at 6 is calculated at P8 and h6,
T6 = T
∣∣∣∣
P8,h6
. (8.26)
The working fluid is a saturated liquid at the entrance to the evaporator, state 7, with enthalpy
calculated as such:
h7 = h f
∣∣∣∣
P8
. (8.27)
The temperature at state 7 is equal to the temperature at state 8:
T7 = T8. (8.28)
Once the intrinsic thermodynamic properties of the working fluid are known at each state in the cy-
cle, analysis shifts to the geothermal brine. The temperature of the brine at the preheater/evaporator
interface is fixed by the pinch-point temperature difference,
Tc = T7+Tpp, (8.29)
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and the temperature of brine as it enters the evaporator is an input to the optimization procedure:
Ta = Tbrine. (8.30)
A wide range of brine inlet temperatures are considered in this work, and the specific heat capacity
of water is dependent on temperature. Accordingly, it is necessary to calculate the brine specific
heat capacity at the brine inlet temperature. It is assumed that the geothermal brine is at a pressure
10% greater than the saturation pressure (specific heat capacity of liquid water is only very weakly
dependent on pressure),
Pa = 1.1 ·Psat
∣∣∣∣
Ta
, (8.31)
and the specific heat capacity of water at Ta and Pa is calculated by the built-in correlations of
Engineering Equation Solver:
cbrine = cp
∣∣∣∣
Ta,Pa
. (8.32)
The necessary mass flow rate of the working fluid is then calculated as a function of the heat
extracted from the brine during the superheat and evaporation processes,
m˙w f =
m˙a · cbrine · (Ta−Tc)
h1−h7 , (8.33)
which allows calculation of the brine temperature as it exits the superheater:
Tb = Ta− m˙w f · (h1−h8)m˙a · cbrine , (8.34)
and as the brine exits the preheater:
Td = Tc− m˙w f · (h7−h6)m˙a · cbrine . (8.35)
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The work output of the turbine and pump are calculated from the mass flow rate of the working
fluid and the specific enthalpies at the device inlet and outlet:
W˙turbine = m˙w f · (h1−h2) , (8.36)
and
W˙pump = m˙w f · (h4−h5) . (8.37)
The heat transfer rate is the condenser is the sum of the heat transfer rate in the de-superheating
section and the isothermal section:
Q˙cond = Q˙DS+ Q˙ISO, (8.38)
where
Q˙DS = m˙w f ·
(
hg
∣∣∣∣
P4
−h3
)
, (8.39)
and
Q˙ISO = m˙w f ·
(
h4−hg
∣∣∣∣
P4
)
. (8.40)
The power required by the cooling system (in this case a modern air-cooled condenser) is a function
of the heat transfer rate in the condenser:
W˙cs =
Q˙cond
Rcs
. (8.41)
The specific work output of the plant is calculated as:
w =
W˙net
m˙a
=
W˙turbine+W˙pump+W˙cs
m˙a
. (8.42)
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The heat transfer rates in the preheater (PH), evaporator (E), superheater (SH), and recuperator (R)
are calculated as:
Q˙PH = m˙w f · (h7−h6) , (8.43)
Q˙E = m˙w f · (h8−h7) , (8.44)
Q˙SH = m˙w f · (h1−h8) , (8.45)
and
Q˙R = m˙w f · (h3−h2) . (8.46)
The total heat transfer area of each of the heat exchangers is calculated from the heat transfer rate
of the heat exchanger (Q˙), the total heat transfer coefficient (U), and the log mean temperature
difference in the heat exchanger (LMT D):
A =
∣∣∣∣ Q˙U ·LMT D
∣∣∣∣, (8.47)
where log mean temperature difference (assuming a single-pass counterflow arrangement) is [87]
LMT D =
(Thot,in−Tcold,out)− (Thot,out−Tcold,in)
ln
[
(Thot,in−Tcold,out)/(Thot,out−Tcold,in)
] . (8.48)
The temperature of the working fluid at states 1-8 as well as the geothermal brine at states a, b, c,
and d (all calculated above) are used to calculate the LMT D of the preheater, evaporator, super-
heater, and recuperator. To calculate the LMTD of the isothermal and de-superheating sections of
the condenser, the temperature at the exit of each section must be calculated. The temperature at
the exit of the isothermal section is
Tair,ISO,out = Tdry+∆TISO, (8.49)
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where ∆TISO is the temperature increase of the air in the isothermal section of the condenser.
Assuming a constant air mass flow rate per heat transfer rate, this value is constant [62]. The air
temperature at the exit of the de-superheating section of the condenser is
Tair,DS,out = Tair,ISO,out +
Q˙DS
Q˙ISO
·∆TISO. (8.50)
Finally, the specific heat exchanger area, α, is
α=
AHX ,total
m˙a
, (8.51)
where
AHX ,total = APH +AE +ASH +AR+ADS+AISO. (8.52)
8.3 Optimization framework
8.3.1 Decision variables
In this model, there are six decision variables, as described in Table 8.1. As in Chapter 7, working
fluid, evaporation temperature, and pinch-point temperature difference are the first three decision
variables. Additionally, the effectiveness of the superheater, εSH , the effectiveness of the recu-
perator, εR, and the initial temperature difference of the air-cooled condenser, IT D, are the final
three decision variables. Each of these six decision variables is critical to the design of a binary
geothermal power plant, as they strongly influence both the power output of the plant as well as
the total heat exchanger area of the plant, both individually and as a group.
8.3.2 Objective functions
This investigation is significantly more complex than the previous analyses, in that it requires
multi-objective optimization. In this analysis, not only is the specific work output of the power
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Table 8.1: Binary power plant model decision variables; multi-objective optimization
Symbol Name Range of values
WF Working fluid See Table 5.3
Tevap Evaporation temperature 0.3-0.99·Tcrit,WF
Tpp Pinch-point temperature difference 5-20 oC
εSH Superheater effectiveness 0-0.85
εR Recuperator effectiveness 0-0.85
IT D Initial temperature difference in condenser 15-35 oC
plant, w (units of kW/(kg/s)), optimized but the specific heat exchanger area, α (units of m2/(kg/s)),
is also optimized. Specific work output is calculated as the net power produced by the power plant
normalized to the mass flow rate of geothermal brine:
w =
W˙net
m˙a
. (8.53)
Specific heat exchanger area is defined as the heat exchanger area normalized to the mass flow rate
of geothermal brine:
α=
AHX ,total
m˙a
. (8.54)
The calculation of specific work output and specific heat exchanger area for a given set of decision
variables is described above in Section 8.2.1. It is worth noting that in this analysis, the optimiza-
tion algorithm determines the Pareto-optimal solution set as it attempts to maximize specific work
output while minimizing specific heat exchanger area.
8.3.3 Constraints
This analysis includes the same four constraints described in Section 5.3.3, as well as the brine re-
injection temperature constraint described in Section 5.4.3. For ease of reference, they are repeated
here. First, a lower limit on the quality of vapor as it exits the turbine, which prevents excessive
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damage to the turbine blades [32]:
xturb ≥ 0.97. (8.55)
Second, an upper limit of 2 MPa is chosen for the evaporator pressure to limit the mechanical
stresses in the plant components, as well as ensure the working fluid remains sub-critical through-
out the cycle [11][25]:
P1 ≤ 2MPa. (8.56)
Third, the outlet temperature of the geothermal brine, Td , is constrained such that it exceeds the
working fluid temperature at the inlet of the preheater, T6, by at least the pinch-point temperature
difference. This ensures that effective heat transfer is physically possible throughout the length of
the preheater and evaporator:
Td ≥ T6+Tpp. (8.57)
Fourth, a maximum silica saturation index is chosen to limit silica scaling [60, 61]:
SSI ≤ 1.2. (8.58)
Finally, brine re-injection temperature, Tin j (Td in Figure 8.1) may be constrained to a minimum
value of Tin j,min =70 or 90 oC.
Td ≥ Tin j,min. (8.59)
8.3.4 Multi-objective particle swarm optimization
In this analysis, a multi-objective particle swarm optimization algorithm is utilized to determine
the Pareto-optimal set of solutions for a given brine temperature and dry-bulb temperature. While
the basic methodology of this algorithm is the same as that described in Section 6.5, fundamental
differences exist in the calculation of the objective function as well as determination of the optimal
solution(s). These differences are described below.
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Pareto optimality
Multi-objective optimization allows the analysis of balanced trade-offs between multiple, often
competing, objective functions. The fundamental concept of multi-objective optimization is known
as Pareto optimality, after the mathematician Vilfredo Pareto. The following definitions, adapted
from Engelbrecht [71], are necessary to describe Pareto optimality.
Definition 8.1. Domination: A decision vector x1 dominates a decision vector x2 (denoted by
x1 ≺ x2) if and only if x1 is not worse than x2 in all objectives and x1 is strictly better than x2 in at
least one objective. An objective vector f1 dominates an objective vector f2 (denoted by f1 ≺ f2)
if and only if f1 is not worse than f2 in all objective function values and f1 is strictly better than f2
in at least one objective function value.
Definition 8.2. Pareto-optimal: A decision/objective vector is Pareto-optimal if there does not
exist another decision/objective vector that dominates it.
Definition 8.3. Pareto-optimal set: The set of all Pareto-optimal decision vectors.
Definition 8.4. Pareto-optimal front: The set of all Pareto-optimal objective vectors.
The end result of a multi-objective PSO optimization is the Pareto-optimal set and Pareto-
optimal front. In this analysis, the PSO algorithm runs until complete, then compares each ob-
jective vector (from each particle at each iteration) to all of the other objective vectors (from all
particles at all iterations). If the objective vector is found to be Pareto-optimal, it is added to the
Pareto-optimal front and its corresponding decision vector is added to the Pareto-optimal set.
Calculation of objective function
In the multi-objective PSO algorithm of this investigation, an approach known as ‘Dynamic Weighted
Aggregation’ (DWA) is utilized [88]. This approach resolves all objective functions, fi (i ∈ 1..k),
to a single objective function value, F , according to individual weights, Wi, as the optimization
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algorithm evaluates the objective function of each particle, x, during each iteration, t:
F(x(t)) =
k
∑
i=1
Wi(t) fi(x(t)). (8.60)
In this work, there are two objective functions, w and α, and the weights of each are calculated at
each iteration, t, as:
Ww(t) =
∣∣∣∣cos( 2pitRDWA
)∣∣∣∣, (8.61)
and
Wα(t) = 1−Ww(t), (8.62)
where RDWA is the period of the weighting values’ oscillation. By varying the weight of each
objective function as the optimization progresses, the particle swarm is forced to move along the
Pareto-optimal front.
8.3.5 Inputs and constants
This analysis utilizes the same inputs and constants as Chapters 5 and 7 to the maximum extent
possible. This analysis differs in that dry-bulb temperature is an input to the model (instead of
condenser temperature) as initial temperature difference in the condenser, IT D, is a decision vari-
able. Additionally, representative values of total heat transfer coefficient, U , in each of the heat
exchangers are assumed from values in the literature. The inputs and constants for this analysis are
listed in Table 8.2.
8.4 Results and discussion
For each combination of brine temperature and dry-bulb temperature, the multi-objective parti-
cle swarm optimization algorithm is run with a population size of 180 particles for 20 iterations,
resulting in the calculation of 3600 objective vectors as the algorithm intelligently explores the
decision variable space. Each of these objective vectors is compared to all of the other objective
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Table 8.2: Binary power plant model inputs and constants; multi-objective optimization
Symbol Name Value
Tbrine Geothermal brine temperature 80-180 oC
Tdry Dry air temperature 5-25 oC
ηturbine Turbine efficiency 0.85 [29]
ηpump Pump efficiency 0.85 [29]
Rcs Cooling system energy ratio 100 [62]
UPH Total heat transfer coeff. in preheater 850 W/m2 ·K [10]
UE Total heat transfer coeff. in evaporator 700 W/m2 ·K [10]
USH Total heat transfer coeff. in superheater 500 W/m2 ·K [10]
UR Total heat transfer coeff. in recuperator 400 W/m2 ·K [89]
UDS Total heat transfer coeff. in de-superheating cond. 350 W/m2 ·K [89]
UISO Total heat transfer coeff. in isothermal cond. 400 W/m2 ·K [89]
∆TISO Air temp. increase in isothermal cond. 10 oC [62]
Kp Population size constant 30
tmax Number of PSO iterations 20
RDWA Objective function weight oscillation period 100
vectors to determine the Pareto-optimal front and Pareto-optimal set, as described above in Sec-
tion 8.3.4. Figure 8.3 illustrates the objective vectors and the Pareto-optimal front resulting from a
brine temperature of 160 oC and dry-bulb temperature of 15 oC, with no re-injection temperature
constraint. In the design of a binary geothermal power plant, a ‘better’ design is one with higher
specific work output, w, and lower specific heat exchanger area, α. Accordingly, on Figure 8.3,
‘better’ solutions are those that have larger values along the abscissa and smaller values along the
ordinate. The Pareto-optimal front (in green) is the set of feasible solutions that fully describes
the optimal trade-offs between specific work output and specific heat exchanger area. Each green
square on Figure 8.3 corresponds to a unique set of decision variables; a decision vector in the
Pareto-optimal set.
Figure 8.4 shows the Pareto-optimal front, with three Pareto-optimal objective vectors labeled
with their corresponding decision variables from the Pareto-optimal set. As would be expected,
higher specific work output requires higher specific heat exchanger area and a reduction in specific
heat exchanger area comes at the expense of reduced specific work output. However, the data in
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Figure 8.3: Swarm of objective vectors and Pareto-optimal front: Tbrine = 160oC, Tdry = 15oC
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Figure 8.4 precisely defines the amount of trade-off required if a plant designer wishes to prioritize
one objective function or the other. Examination of Figure 8.4 illustrates a few other enlightening
points. First, the optimum working fluid and evaporation temperature changes along the Pareto-
optimal front. A lower specific heat exchanger area requires isopentane at 136 oC, while moving
to higher specific work output (at the cost of higher specific heat exchanger area) requires the
working fluid to have progressively lower critical temperature, from R245fa at 120 oC to R236fa
at 101 oC (see Table 5.3 for critical temperatures). Second, pinch-point temperature difference,
Tpp, and initial temperature difference in the condenser, IT D, have the expected effect. Decreasing
Tpp and IT D yields higher specific work output at the expense of a higher specific heat exchanger
area. Third, the value of a superheater appears to be limited as specific work output is increased,
while the recuperator effectiveness actually increases in order to yield higher specific work output.
Caution should be exercised in attempting to generalize these inferences, as Chapter 5 and the
work of others [30] has shown that attempting to extrapolate or even interpolate the optimal design
from one set of conditions to another is virtually impossible as a result of the complex, non-linear
nature of the constrained design space.
Figure 8.5 illustrates the value of power output per heat exchanger area for the Pareto-optimal
front shown in Figure 8.4. Other authors [2, 32] have normalized heat exchanger area to power
output to form a single objective function. However, Figure 8.5 shows that the maximum value
of power output per heat exchanger area actually occurs where power output and heat exchanger
area are both nearly zero, and even neglecting this effect, there is significant noisiness in the value
of power per heat exchanger area along the Pareto-optimal front. As such, selection of a single
optimum solution from a normalized combination of objective functions is not likely to yield the
best design for a given application.
As described in Section 5.4.3, minimum re-injection temperature constraints can result in a sig-
nificant reduction in specific work output as well as requiring a different optimal plant design than
a plant with unconstrained re-injection temperature. To fully investigate the effect of re-injection
temperature constraints on the multi-objective optimal design of binary geothermal plants, the
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multi-objective particle swarm optimization algorithm is used to determine the Pareto-optimal
front at each combination of brine temperature and dry-bulb temperature at three increasingly
restrictive re-injection temperature constraints. Figure 8.6 illustrates the Pareto-optimal fronts at
each of the three re-injection temperature constraints for a brine temperature of 160 oC and dry-
bulb temperature of 15 oC (the green curve is the same data as shown in Figures 8.3 and 8.4). It
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Figure 8.6: Pareto-optimal front with various Tin j,min constraints: Tbrine = 160oC, Tdry = 15oC
is seen in Figure 8.6 that a re-injection temperature constraint can significantly reduce the max-
imum specific work output achievable at a given combination of brine temperature and dry-bulb
temperature. This result agrees with the results of Section 5.4.3. Of interest is the fact that at lower
values of specific work output (and specific heat exchanger area), the Pareto-optimal front is the
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same, regardless of re-injection temperature constraint. This data shows that a re-injection temper-
ature constraint serves only to limit the maximum achievable specific work output, by yielding a
truncated Pareto-optimal front versus a completely unique Pareto-optimal front.
Figures 8.7 and 8.8 illustrate the Pareto-optimal front for each re-injection temperature con-
straint at a wide range of brine temperatures and dry-bulb temperatures. Maximum achievable
specific work output increases with higher brine temperatures and lower dry-bulb temperatures.
For a given specific heat exchanger area, an increase in brine temperature or a decrease in dry-
bulb temperature yields an increase in specific work output. For a given specific work output, an
increase in brine temperature or a decrease in dry-bulb temperature yields a smaller specific heat
exchanger area. Also of interest is the fact that re-injection temperature constraints become less
restrictive at higher dry-bulb temperatures and higher brine temperatures. The primary utility
of Figures 8.7 and 8.8 is that a plant designer (knowing brine temperature, dry-bulb temperature,
and any re-injection temperature constraint) can use these figures to examine the Pareto-optimal
front and make an initial engineering judgment as to the ‘best’ achievable specific work output and
specific heat exchanger area for a given set of conditions.
As described above, every solution on the Pareto-optimal front is an optimal solution, and good
engineering judgment is required to determine which solution is best under a given set of condi-
tions. However, tremendous insight can be gained by looking more closely at the decision vectors
within the Pareto-optimal set that maximize specific work output. Tables 8.3-8.5 contain the set
of decision variables that maximizes specific work output at each brine/dry-bulb temperature com-
bination, for each re-injection temperature constraint. An examination of the optimum working
fluid selected for each set of conditions shows that dry- or isentropic-expansion type working flu-
ids are always selected. There are no combinations of dry-bulb temperature, brine temperature,
and re-injection temperature constraint under which a wet-expansion type working fluid is opti-
mum. As the re-injection temperature constraint becomes increasingly restrictive, it is seen that
optimum working fluid with a higher critical temperature is often selected. It is also seen that
optimum evaporation temperature always increases with increasing brine temperature, regardless
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Table 8.3: Optimal plant design for maximizing specific work output: Binary with no Tin j con-
straint; Tdry = 5−25 oC, Tbrine = 80−180 oC
Tdry [oC] Tbrine [oC] wmax [kJ/kg] WF Tevap [oC] Tpp [oC] εSH εR ITD [oC]
5 80 7.3 R227ea 48 5 0.69 0.00 16
100 15.9 RC318 60 6 0.08 0.63 15
120 29.2 RC318 74 5 0.00 0.52 15
140 50.2 RC318 99 5 0.00 0.46 15
160 69.4 R236fa 102 5 0.00 0.54 15
180 81.0 R245fa 112 7 0.04 0.85 15
15 80 5.0 R236fa 55 5 0.26 0.55 15
100 11.6 R227ea 70 5 0.31 0.85 15
120 18.1 R245fa 76 9 0.14 0.47 15
140 36.9 RC318 93 5 0.11 0.30 15
160 56.6 R236fa 101 5 0.00 0.50 15
180 73.3 R245fa 121 5 0.00 0.85 15
25 80 2.4 R227ea 61 6 0.12 0.42 16
100 7.7 RC318 70 5 0.25 0.55 15
120 14.3 R236fa 83 5 0.85 0.83 15
140 31.9 RC318 98 5 0.00 0.62 15
160 45.8 R236fa 102 5 0.00 0.83 15
180 61.6 R245fa 122 5 0.00 0.10 15
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Table 8.4: Optimal plant design for maximizing specific work output: Binary with Tin j,min = 70
oC; Tdry = 5−25 oC, Tbrine = 100−180 oC
Tdry [oC] Tbrine [oC] wmax [kJ/kg] WF Tevap [oC] Tpp [oC] εSH εR ITD [oC]
5 100 11.3 n-butane 74 6 0.82 0.18 17
120 24.5 R236fa 82 5 0.47 0.52 16
140 37.4 R236fa 91 5 0.70 0.30 15
160 52.0 R245fa 104 10 0.12 0.51 15
180 75.1 n-butane 114 5 0.33 0.85 16
15 100 8.9 R236fa 70 7 0.85 0.85 18
120 18.7 isobutane 81 6 0.28 0.68 17
140 34.8 RC318 98 5 0.30 0.70 15
160 49.1 n-butane 105 5 0.00 0.67 15
180 57.8 R245fa 107 6 0.01 0.84 24
25 100 6.1 RC318 72 6 0.79 0.33 17
120 14.0 n-pentane 78 5 0.36 0.17 15
140 26.9 R236fa 94 5 0.15 0.18 15
160 40.3 R245fa 112 5 0.00 0.69 15
180 61.7 R245fa 121 5 0.00 0.81 15
Table 8.5: Optimal plant design for maximizing specific work output: Binary with Tin j,min = 90
oC; Tdry = 5−25 oC, Tbrine = 120−180 oC
Tdry [oC] Tbrine [oC] wmax [kJ/kg] WF Tevap [oC] Tpp [oC] εSH εR ITD [oC]
5 120 15.4 n-butane 92 9 0.03 0.47 19
140 30.3 n-hexane 101 7 0.24 0.17 15
160 47.8 n-pentane 107 6 0.24 0.79 18
180 70.7 R245fa 116 7 0.51 0.82 15
15 120 15.4 R245fa 93 6 0.67 0.76 15
140 24.9 isobutane 99 13 0.15 0.70 15
160 39.9 R245fa 108 14 0.00 0.65 15
180 61.2 R245fa 114 8 0.43 0.85 15
25 120 10.3 R236fa 93 9 0.56 0.37 17
140 21.9 R245fa 102 6 0.67 0.54 16
160 34.8 R245fa 108 5 0.27 0.64 19
180 54.3 R245fa 118 7 0.26 0.70 15
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of optimum working fluid. The data in Tables 8.3-8.5 also show that to achieve maximum specific
work output, optimum pinch-point temperature difference, Tpp, and condenser initial temperature
difference, IT D, are almost always at or near the low end of their allowable range (5oC and 15 oC,
respectively). There are some exceptions to this, particularly when a re-injection temperature con-
straint is present. Of particular interest is the fact that there does not appear to be any discernible
pattern with regards to optimum superheater and recuperator effectiveness. It appears that the se-
lection of optimum superheater and recuperator effectiveness is quite sensitive to variations in the
brine temperature and dry-bulb temperature, as well as changes in the optimum working fluid. This
is a result of the non-linear and discontinuous nature of the objective function and constraints, and
agrees with previous work by other authors [30].
For comparison to Tables 8.3-8.5 and to further explore the Pareto-optimal front, Tables 8.6-8.8
display the set of decision variables at the first point on the Pareto-optimal front to exceed 80%
of the maximum achievable specific work output at each combination of dry-bulb temperature and
brine temperature for each re-injection temperature constraint. As described above, the design that
corresponds to this point is not necessarily better than the design corresponding to any other value
of specific work output, but analysis of these results does provide useful insight.
With regards to optimum working fluid, it is seen that the optimum working fluid at less than
maximum achievable specific work output is almost always one of a higher critical temperature
than the working fluid selected to maximize specific work output for a given set of conditions.
Analysis of optimum Tpp and IT D shows that when attempting to reduce heat exchanger area
by reducing specific work output to 80% of the maximum achievable, higher optimum values of
pinch-point temperature difference and condenser initial temperature difference are required versus
the maximization of specific work output. This is an expected result, as the optimization algorithm
is seeking to balance the trade-off between specific work and specific heat exchanger area in this
portion of the Pareto-optimal front. Once again, there is no discernible pattern in the optimum
superheater or recuperator effectiveness in this portion of the Pareto-optimal front.
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Table 8.6: Optimal plant design at ≈ 0.8 ·wmax: Binary with no Tin j constraint; Tdry = 5−25 oC,
Tbrine = 80−180 oC
Tdry [oC] Tbrine [oC] w [kJ/kg] WF Tevap [oC] Tpp [oC] εSH εR ITD [oC]
5 80 6.0 R152a 59 5 0.56 0.06 19
100 13.2 isobutane 69 5 0.17 0.62 19
120 23.3 R245fa 80 5 0.00 0.59 19
140 40.2 R236fa 97 5 0.00 0.65 19
160 56.0 R236fa 99 7 0.17 0.40 20
180 65.3 R245fa 113 10 0.21 0.74 22
15 80 4.0 R134a 61 6 0.02 0.22 16
100 9.3 R236fa 77 6 0.28 0.75 15
120 14.8 n-butane 86 10 0.33 0.46 17
140 29.6 R245fa 98 5 0.24 0.67 17
160 45.4 n-butane 109 6 0.00 0.37 18
180 59.5 R245fa 118 7 0.16 0.57 21
25 80 2.4 R227ea 61 6 0.12 0.42 16
100 6.5 R227ea 75 6 0.59 0.57 17
120 11.5 n-butane 91 5 0.61 0.78 20
140 25.6 R236fa 101 7 0.00 0.39 17
160 36.8 R245fa 116 5 0.08 0.58 18
Table 8.7: Optimal plant design at ≈ 0.8 ·wmax: Binary with Tin j,min = 70 oC; Tdry = 5− 25 oC,
Tbrine = 100−180 oC
Tdry [oC] Tbrine [oC] w [kJ/kg] WF Tevap [oC] Tpp [oC] εSH εR ITD [oC]
5 100 9.3 isobutane 72 11 0.74 0.60 18
120 19.8 R245fa 84 6 0.52 0.15 21
140 30.4 R245fa 101 5 0.55 0.16 21
160 42.1 isopentane 105 10 0.19 0.52 22
180 61.5 R245fa 115 6 0.62 0.56 24
15 100 7.8 R227ea 79 6 0.53 0.22 21
120 15.0 R245fa 91 7 0.09 0.27 18
140 28.2 R236fa 100 6 0.41 0.57 20
160 39.3 n-pentane 115 5 0.07 0.64 19
180 46.4 isopentane 131 8 0.00 0.55 30
25 100 5.4 isopentane 70 8 0.35 0.45 19
120 11.4 R245fa 88 8 0.55 0.27 18
140 21.7 R245fa 101 5 0.45 0.17 18
160 32.8 R245fa 122 7 0.00 0.42 20
180 49.6 isopentane 128 6 0.01 0.62 20
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Table 8.8: Optimal plant design at ≈ 0.8 ·wmax: Binary with Tin j,min = 90 oC; Tdry = 5− 25 oC,
Tbrine = 120−180 oC
Tdry [oC] Tbrine [oC] w [kJ/kg] WF Tevap [oC] Tpp [oC] εSH εR ITD [oC]
5 120 12.3 isobutane 93 12 0.17 0.43 23
140 24.5 n-pentane 102 9 0.17 0.24 24
160 38.3 R245fa 109 12 0.42 0.66 24
180 57.1 R245fa 121 12 0.60 0.61 21
15 120 12.4 n-butane 91 8 0.60 0.42 23
140 20.4 isopentane 96 12 0.34 0.36 22
160 32.0 n-butane 112 13 0.30 0.65 23
180 49.8 R245fa 115 8 0.51 0.29 25
25 120 8.4 R245fa 95 9 0.51 0.42 22
140 17.7 R245fa 100 9 0.45 0.40 22
160 28.2 n-pentane 123 5 0.10 0.51 22
180 43.8 isopentane 131 9 0.03 0.77 21
8.5 Conclusions
A multi-objective particle swarm optimization algorithm is used to determine the Pareto-optimal
set of designs for a binary geothermal power plant including both a superheater and a recuperator
across a wide range of brine temperatures and dry-bulb temperatures. It is seen that the multi-
objective particle swarm optimization algorithm is capable of generating a complete Pareto-optimal
front. The Pareto-optimal front for each combination of dry-bulb temperature and brine temper-
ature is plotted, allowing the examination of the required trade-offs between specific work output
and specific heat exchanger area. A plant designer, given a brine temperature, dry-bulb temper-
ature, and any re-injection temperature constraint, can utilize the Pareto-optimal front curves to
determine the range of possible combinations of specific work output and specific heat exchanger
area. Selected data from the Pareto-optimal set of optimal designs is tabulated to show the optimal
designs to maximize specific work output or to reduce specific heat exchanger area by reducing
specific work output to 80% of the maximum achievable for each combination of dry-bulb tem-
perature and brine temperature. Some design guidance is drawn from this data, specifically that
maximization of specific work output requires a working fluid with a lower critical temperature
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than that required at lower values of specific work output. However, it is seen that other aspects of
the optimal design (i.e. superheater and recuperator effectiveness) follow no discernible patterns.
A plant designer can, however, utilize Tables 8.3-8.8 to hone in on the optimal design of a binary
geothermal power plant at the initial planning stages. Accordingly, the most critical conclusions
of this work are as follows:
• There is no over-arching design guidance for the optimal design of binary geothermal power
plants. They are complex, non-linear systems, and their optimal design is equally complex.
Good engineering judgment is required in conjunction with a sophisticated analysis tool.
• This work illustrates the use of a sophisticated analysis tool (developed by the author) uti-
lizing multi-objective particle swarm optimization to allow calculation of the Pareto-optimal
set of designs under any combination of dry-bulb temperature and brine temperature while
accounting for necessary real-world constraints.
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Chapter 9
Optimal plant design
9.1 Introduction
In the existing technical literature, there is general agreement that binary geothermal power plants
are preferable to double-flash plants when brine temperature is less than approximately 150 oC
[10, 90]. As seen in Table 5.1, the vast majority of the existing literature focuses on the perfor-
mance of binary geothermal power plants at temperatures less than 160 oC. However, no literature
exists describing the performance of binary geothermal power plants at high temperatures. The
results of this chapter provide a great deal of insight into the particular conditions under which a
binary plant may be preferable to a double-flash plant at brine temperatures from 80 oC to 300
oC. This chapter synthesizes and expands the results of Chapters 4-8 to present three major novel
findings of this dissertation. The first major finding consists of the optimum objective function(s)
of both binary and double-flash geothermal power plants, illustrated side-by-side across the entire
range of brine temperatures and condenser/dry-bulb temperatures. This novel data allows a plant
designer to make an informed decision regarding which type of plant is best for a given set of con-
ditions. The second major finding is a representative sample of the optimal designs of both binary
and double-flash geothermal power plants, tabulated across the entire useful range of brine temper-
atures and condenser/dry-bulb temperatures. This allows a plant designer to hone in on a specific
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optimal design for a geothermal power plant for a given set of conditions. The third major finding
illustrated by the data in this chapter is that while there is no simple, over-arching design guidance
for the selection of an optimal geothermal power plant type or design, the multi-objective particle
swarm optimization-based analysis tool developed by the author is a valuable asset to be used in
conjunction with good engineering judgment when determining the ‘best’ design for a particular
set of conditions.
9.2 Basic binary plant vs. double-flash
Figure 9.1 illustrates the optimum specific work output, assuming no re-injection temperature con-
straint, of both the basic binary geothermal plant analyzed in Chapter 5 and the double-flash plant
analyzed in Chapter 4 at brine temperatures from 70-300 oC and condenser temperatures from 10-
60 oC. Figure 9.2 does the same, but with a minimum brine re-injection temperature constraint of
70 oC. As shown previously, a re-injection temperature constraint reduces the optimum value of
specific work output of a binary plant for a given brine temperature/condenser temperature combi-
nation. This effect is strongest at condenser temperatures up to 40 oC, while the effect is very small
at higher condenser temperatures. This is a result of the fact that at higher condenser temperatures,
the working fluid is unable to extract as much thermal energy from the geothermal brine, making
the re-injection temperature constraint less deleterious to specific work output. At brine temper-
atures up to 210 oC, optimally designed binary geothermal power plants produce higher specific
work output than double-flash plants if condenser temperature is 10, 20, or (to a lesser extent) 30
oC. At a condenser temperature of 40 oC, binary plants outperform double-flash plants for brine
temperatures up to 130 oC if there is a re-injection temperature constraint, and up to brine temper-
atures of 170 oC if there is no re-injection temperature constraint. For condenser temperatures of
50 or 60 oC, double-flash plants produce specific work output that is equal to or higher than that of
binary plants for brine temperatures above 120 oC. These results, viewed as a whole, illustrate the
complexity in determining whether to implement a double-flash or a binary plant design for brine
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Figure 9.1: Optimum specific work output vs. brine temperature for double-flash and basic binary
plants at Tcond = 10−60 oC; no re-injection temperature constraint
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Figure 9.2: Optimum specific work output vs. brine temperature for double-flash and basic binary
plants at Tcond = 10−60 oC; Tin j,Min = 70 oC
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temperatures from 120-210 oC. Figures 9.1 and 9.2 show that the ‘best’ plant design depends on
both re-injection temperature constraints and condenser temperature. Additionally, these results
do not account for the significant difference in plant complexity (and cost) between double-flash
plants and binary plants, nor do they explore the performance of binary plants at brine temperatures
higher than 210 oC. These factors are discussed in the section that follows.
9.3 Binary plant with superheater and recuperator vs. double-
flash
9.3.1 Multi-objective double-flash plant model
To more thoroughly compare the performance of binary geothermal power plants to that of double-
flash geothermal power plants, a multi-objective model of a double-flash geothermal power plant
is implemented. This model utilizes the same thermodynamic analysis as shown in Chapter 4,
with the additional complexity that initial temperature difference in the condenser, IT D, is a third
decision variable, and condenser temperature is calculated from dry-bulb temperature and IT D
as shown Equation 8.1. The cross-sectional area of the condenser (the only heat exchanger in a
double-flash plant) is calculated as a second objective function using the same method as described
in Section 8.2.1. The total heat transfer coefficient of the air-cooled condenser in the double-flash
plant, where steam is the vapor undergoing condensation, is assumed to be 800 W/m2 ·K [89].
9.3.2 Pareto-optimal front
The optimization of the multi-objective double-flash plant model is performed across a range of
condenser and dry-bulb temperatures using the same multi-objective particle swarm optimization
algorithm described in Chapter 8. The results of this optimization are compared to the optimization
results of a binary geothermal power plant incorporating a superheater and recuperator as described
in Chapter 8. Figure 9.3 illustrates the Pareto-optimal front of a binary geothermal power plant at
159
three re-injection temperature constraints (as shown in Figure 8.6) alongside the Pareto-optimal
front of a double-flash geothermal power plant, at a brine temperature of 160 oC and a dry-bulb
temperature of 15 oC. The results shown in Figure 9.3 allow a more complete analysis of the com-
parison between binary and double-flash geothermal power plants. While the double-flash plant
requires a much lower specific heat exchanger area to produce a given specific work output, its
maximum achievable specific work output is also limited. For the case of no re-injection tempera-
ture constraint, or a minimum re-injection temperature constraint of 70 oC, an optimally designed
binary power plant can produce a higher specific work output. At a brine temperature of 160 oC and
a dry-bulb temperature of 15 oC, a binary plant with no re-injection temperature constraint is capa-
ble of producing a specific work output of up to 56.6 kJ/kg, while a double-flash plant is limited to
44.6 kJ/kg. With the introduction of increasingly restrictive re-injection temperature constraints,
the maximum achievable specific work output of the binary plant is reduced to 49.1 kJ/kg then
39.9 kJ/kg. As seen in Figures 9.1 and 9.2, a binary power plant can often produce significantly
higher specific work output than a double-flash power plant, but this advantage is reduced with the
introduction of re-injection temperature constraints. Figure 9.3 is useful in that a plant designer
can compare the Pareto-optimal fronts of binary and double-flash plants and make an informed
decision regarding the trade-off between specific work output and specific heat exchanger area.
Figures 9.4-9.7 illustrate the Pareto-optimal front of a binary plant (under three re-injection
temperature constraints) alongside the Pareto-optimal front of a double-flash plant at thirty-six
combinations of brine temperature (80-300 oC) and dry-bulb temperature (5-25 oC). These brine
temperatures and dry-bulb temperatures span the entire range of realistic geothermal resource tem-
peratures and climates across the western U.S. Note that re-injection temperature constraints are
not shown at brine temperatures within 10 oC of the minimum re-injection temperature constraint,
and that double-flash plants are not shown at brine temperatures below 120 oC. Figures 9.4-9.7
expand upon the data shown in Figures 8.7 and 8.8 by illustrating the Pareto-optimal front of
double-flash plants as well as by illustrating the Pareto-optimal front at brine temperatures from
200-300 oC. As described previously, higher dry-bulb temperatures tend to reduce the specific
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Figure 9.3: Pareto-optimal front binary and double-flash: Tbrine = 160oC, Tdry = 15oC
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work advantage that binary plants have over double-flash plants. Also, minimum re-injection tem-
perature constraints become less restrictive as brine temperature increases. As seen in Section
4.4, the design space of double-flash geothermal power plants becomes increasingly constrained at
higher brine temperatures and lower dry-bulb/condenser temperatures. This is seen especially in
Figure 9.7, where the Pareto-optimal front of the double-flash plant becomes quite small at brine
temperatures above 260 oC. Figures 9.4-9.7 fully describe the Pareto-optimal front of both binary
and double-flash geothermal power plants across the full spectrum of real-world conditions. Utiliz-
ing Figures 9.4-9.7, a plant designer can make an initial engineering judgment as to what is likely
the best achievable geothermal power plant performance for any brine temperature, in any climate,
with any re-injection temperature constraint.
As discussed in Section 8.4, each point on the Pareto-optimal front is an optimal design, and
good engineering judgment is required in order to determine which design(s) warrant in-depth con-
sideration for a given set of conditions. However, in the interest of providing insight and extracting
any possible design guidance, Tables 9.1-9.4 tabulate the optimal decision variables for maximiz-
ing specific work output for binary (at three re-injection temperature constraints) and double-flash
power plants at each brine temperature/dry-bulb temperature combination. Tables 9.1-9.3 expand
upon the results in Tables 8.3-8.5 by including brine temperatures above 180 oC, but the trends are
the same as those seen in Section 8.4. A wide range of dry- or isentropic-expansion type working
fluids are optimal, depending on brine temperature/dry-bulb temperature. In order to maximize
specific work output, pinch-point temperature difference (Tpp) and initial temperature difference
in the condenser (IT D) are typically at the lowest values in their allowable ranges, although there
are some exceptions as re-injection temperature becomes further constrained. Once again, there is
no discernible pattern in the optimum effectiveness of either the superheater or the recuperator, fur-
ther illustrating the complexity associated with the optimal design of these constrained, non-linear
systems. Table 9.4 mirrors the results seen in Section 4.4 in that higher brine temperatures require
higher separator and flash vessel temperatures to achieve maximum specific work output. The
particular value of Table 9.4 is that is tabulates the optimal value of IT D necessary to achieve max-
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Figure 9.4: Pareto-optimal front binary and double-flash: Tbrine = 80−120oC, Tdry = 5−25oC
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Figure 9.5: Pareto-optimal front binary and double-flash: Tbrine = 140−180oC, Tdry = 5−25oC
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Figure 9.6: Pareto-optimal front binary and double-flash: Tbrine = 200−240oC, Tdry = 5−25oC
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Figure 9.7: Pareto-optimal front binary and double-flash: Tbrine = 260−300oC, Tdry = 5−25oC
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imum specific work output for each brine temperature/dry-bulb temperature combination. These
results solve the particularly difficult problem of determining the optimum condenser size that will
yield the maximum feasible specific work output under a given set of conditions.
As discussed in Section 8.4, the design that produces maximum specific work output may
not be the best design for every case. It is very possible that a plant designer is interested in
decreasing specific heat exchanger area at the expense of specific work output. Accordingly, it is
instructive to examine the optimal designs on the Pareto-optimal front that correspond as closely
as possible to 80% of maximum achievable specific work output. Tables 9.5-9.8 display the set
of decision variables at the first point on the Pareto-optimal front to exceed 80% of the maximum
achievable specific work output at each combination of dry-bulb temperature and brine temperature
for each re-injection temperature constraint. As above, Tables 9.5-9.7 expand on Tables 8.6-8.8
by including brine temperatures above 180 oC. Once again, a working fluid with higher critical
temperature is typically selected when reducing specific heat exchanger area at the expense of
specific work output. As seen previously, Tpp and IT D are typically near the middle of their
allowable range as the optimization algorithm seeks a balance between specific work output and
specific heat exchanger area. There is no pattern, however, in the variation in optimum Tpp, IT D,
εSH , or εR as brine temperature and dry-bulb temperature increase. Table 9.8 provides the optimal
decision variables for a double-flash plant that produces roughly 80% of the maximum achievable
for each brine temperature/dry-bulb temperature combination. In contrast to the optimal design
for maximum specific work output, the results of Table 9.8 are more complex. While higher brine
temperatures require higher optimum separator and flash vessel temperatures on the whole, these
optimum values do not increase monotonically, nor do they follow any pattern. The same holds
true for the optimum value of IT D. The results in Tables 9.5-9.8 are valuable to a plant designer
in determining which plant design(s) warrant in-depth consideration for a given set of conditions,
while further illustrating the complex, non-linear nature of geothermal power plant optimization.
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Table 9.1: Optimal plant design for maximizing specific work output: Binary with no Tin j con-
straint; Tdry = 5−25 oC, Tbrine = 80−300 oC
Tdry [oC] Tbrine [oC] wmax [kJ/kg] WF Tevap [oC] Tpp [oC] εSH εR ITD [oC]
5 80 7.3 R227ea 48 5 0.69 0.00 16
100 15.9 RC318 60 6 0.08 0.63 15
120 29.2 RC318 74 5 0.00 0.52 15
140 50.2 RC318 99 5 0.00 0.46 15
160 69.4 R236fa 102 5 0.00 0.54 15
180 81.0 R245fa 112 7 0.04 0.85 15
200 103.0 R245fa 120 8 0.24 0.64 15
220 130.2 isopentane 146 7 0.14 0.85 15
240 160.3 n-hexane 163 5 0.00 0.85 15
260 196.3 n-hexane 203 5 0.00 0.81 16
280 232.8 n-hexane 203 5 0.27 0.85 15
300 278.5 n-hexane 200 6 0.39 0.85 15
15 80 5.0 R236fa 55 5 0.26 0.55 15
100 11.6 R227ea 70 5 0.31 0.85 15
120 18.1 R245fa 76 9 0.14 0.47 15
140 36.9 RC318 93 5 0.11 0.30 15
160 56.6 R236fa 101 5 0.00 0.50 15
180 73.3 R245fa 121 5 0.00 0.85 15
200 92.2 isopentane 129 5 0.00 0.37 15
220 123.6 isopentane 149 5 0.07 0.85 15
240 144.8 n-hexane 157 5 0.00 0.85 15
260 184.6 n-hexane 194 5 0.00 0.85 15
280 215.8 n-hexane 198 9 0.16 0.85 15
300 264.6 n-hexane 205 7 0.33 0.85 15
25 80 2.4 R227ea 61 6 0.12 0.42 16
100 7.7 RC318 70 5 0.25 0.55 15
120 14.3 R236fa 83 5 0.85 0.83 15
140 31.9 RC318 98 5 0.00 0.62 15
160 45.8 R236fa 102 5 0.00 0.83 15
180 61.6 R245fa 122 5 0.00 0.10 15
200 74.9 R245fa 122 8 0.23 0.85 15
220 106.3 n-pentane 151 5 0.00 0.55 15
240 128.8 n-hexane 152 5 0.00 0.85 15
260 168.6 n-hexane 187 5 0.00 0.85 15
280 207.5 n-hexane 206 5 0.16 0.85 15
300 243.6 n-hexane 202 7 0.30 0.85 15
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Table 9.2: Optimal plant design for maximizing specific work output: Binary with Tin j,min = 70
oC; Tdry = 5−25 oC, Tbrine = 100−300 oC
Tdry [oC] Tbrine [oC] wmax [kJ/kg] WF Tevap [oC] Tpp [oC] εSH εR ITD [oC]
5 100 11.3 n-butane 74 6 0.82 0.18 17
120 24.5 R236fa 82 5 0.47 0.52 16
140 37.4 R236fa 91 5 0.70 0.30 15
160 52.0 R245fa 104 10 0.12 0.51 15
180 75.1 n-butane 114 5 0.33 0.85 16
200 106.0 isopentane 133 5 0.00 0.85 15
220 133.5 isopentane 152 6 0.11 0.85 15
240 156.4 n-pentane 161 5 0.32 0.74 15
260 199.0 n-hexane 200 5 0.01 0.85 15
280 232.3 n-hexane 199 5 0.27 0.85 15
300 269.1 n-hexane 200 12 0.30 0.85 18
15 100 8.9 R236fa 70 7 0.85 0.85 18
120 18.7 isobutane 81 6 0.28 0.68 17
140 34.8 RC318 98 5 0.30 0.70 15
160 49.1 n-butane 105 5 0.00 0.67 15
180 57.8 R245fa 107 6 0.01 0.84 24
200 92.3 isopentane 130 5 0.00 0.50 15
220 123.0 isopentane 152 8 0.00 0.85 15
240 148.4 n-pentane 162 5 0.20 0.85 15
260 184.6 n-hexane 194 5 0.00 0.85 15
280 219.0 n-hexane 206 9 0.15 0.85 15
300 263.3 n-hexane 206 10 0.30 0.85 15
25 100 6.1 RC318 72 6 0.79 0.33 17
120 14.0 n-pentane 78 5 0.36 0.17 15
140 26.9 R236fa 94 5 0.15 0.18 15
160 40.3 R245fa 112 5 0.00 0.69 15
180 61.7 R245fa 121 5 0.00 0.81 15
200 76.2 R245fa 116 5 0.20 0.61 15
220 102.6 isopentane 152 7 0.09 0.36 15
240 132.5 n-pentane 163 9 0.10 0.85 15
260 154.3 n-pentane 158 5 0.33 0.84 15
280 204.0 n-hexane 205 10 0.10 0.85 15
300 243.5 n-hexane 206 6 0.32 0.84 15
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Table 9.3: Optimal plant design for maximizing specific work output: Binary with Tin j,min = 90
oC; Tdry = 5−25 oC, Tbrine = 120−300 oC
Tdry [oC] Tbrine [oC] wmax [kJ/kg] WF Tevap [oC] Tpp [oC] εSH εR ITD [oC]
5 120 15.4 n-butane 92 9 0.03 0.47 19
140 30.3 n-hexane 101 7 0.24 0.17 15
160 47.8 n-pentane 107 6 0.24 0.79 18
180 70.7 R245fa 116 7 0.51 0.82 15
200 96.1 n-pentane 130 5 0.18 0.83 15
220 127.6 isopentane 150 9 0.11 0.85 15
240 153.3 n-hexane 173 5 0.00 0.55 15
260 197.7 n-hexane 205 5 0.00 0.85 15
280 235.6 n-hexane 206 5 0.26 0.85 15
300 270.1 n-hexane 204 7 0.36 0.85 20
15 120 15.4 R245fa 93 6 0.67 0.76 15
140 24.9 isobutane 99 13 0.15 0.70 15
160 39.9 R245fa 108 14 0.00 0.65 15
180 61.2 R245fa 114 8 0.43 0.85 15
200 86.2 n-pentane 136 5 0.04 0.75 15
220 111.3 n-hexane 140 5 0.00 0.85 15
240 139.8 n-hexane 154 8 0.00 0.77 15
260 184.6 n-hexane 194 5 0.00 0.85 15
280 220.8 n-hexane 207 8 0.16 0.85 15
300 258.9 n-hexane 207 16 0.22 0.84 15
25 120 10.3 R236fa 93 9 0.56 0.37 17
140 21.9 R245fa 102 6 0.67 0.54 16
160 34.8 R245fa 108 5 0.27 0.64 19
180 54.3 R245fa 118 7 0.26 0.70 15
200 76.4 isopentane 137 5 0.08 0.59 15
220 103.3 isopentane 151 5 0.14 0.77 15
240 128.7 n-hexane 154 5 0.00 0.77 15
260 168.6 n-hexane 187 5 0.00 0.85 15
280 204.6 n-hexane 201 6 0.15 0.85 15
300 238.0 n-hexane 206 17 0.18 0.85 16
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Table 9.4: Optimal plant design for maximizing specific work output: Double-flash; Tdry = 5−25
oC, Tbrine = 120−300 oC
Tdry [oC] Tbrine [oC] wmax [kJ/kg] Tsep [oC] Tf lash [oC] ITD [oC]
5 120 14.3 111 102 15
140 31.5 120 102 15
160 50.2 131 102 15
180 70.3 140 102 15
200 92.0 149 102 15
220 115.5 158 102 15
240 132.6 157 117 16
260 141.8 163 134 24
280 155.6 157 150 22
300 166.9 176 167 35
15 120 12.5 112 102 15
140 27.8 120 102 15
160 44.6 130 102 15
180 62.8 140 102 15
200 82.7 149 102 15
220 104.3 160 102 15
240 124.7 180 118 15
260 140.9 180 134 19
280 154.1 165 151 17
300 165.9 181 167 28
25 120 10.7 111 102 15
140 24.1 120 102 15
160 39.0 130 102 15
180 55.4 140 102 15
200 73.5 149 102 15
220 93.2 160 102 15
240 113.4 177 117 15
260 134.9 198 134 15
280 151.2 181 152 15
300 165.8 183 167 19
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Table 9.5: Optimal plant design at ≈ 0.8 ·wmax: Binary with no Tin j constraint; Tdry = 5−25 oC,
Tbrine = 80−300 oC
Tdry [oC] Tbrine [oC] w [kJ/kg] WF Tevap [oC] Tpp [oC] εSH εR ITD [oC]
5 80 6.0 R152a 59 5 0.56 0.06 19
100 13.2 isobutane 69 5 0.17 0.62 19
120 23.3 R245fa 80 5 0.00 0.59 19
140 40.2 R236fa 97 5 0.00 0.65 19
160 56.0 R236fa 99 7 0.17 0.40 20
180 65.3 R245fa 113 10 0.21 0.74 22
200 82.9 R245fa 118 13 0.19 0.57 25
220 104.6 n-hexane 149 7 0.09 0.85 22
240 129.7 n-hexane 179 5 0.00 0.39 27
260 159.2 n-hexane 197 10 0.11 0.56 22
280 188.5 n-hexane 166 14 0.33 0.69 23
300 225.7 n-hexane 192 13 0.51 0.68 21
15 80 4.0 R134a 61 6 0.02 0.22 16
100 9.3 R236fa 77 6 0.28 0.75 15
120 14.8 n-butane 86 10 0.33 0.46 17
140 29.6 R245fa 98 5 0.24 0.67 17
160 45.4 n-butane 109 6 0.00 0.37 18
180 59.5 R245fa 118 7 0.16 0.57 21
200 75.1 isopentane 137 7 0.10 0.53 23
220 99.5 n-pentane 153 7 0.14 0.32 22
240 116.7 n-hexane 156 9 0.00 0.64 28
260 152.8 n-hexane 178 5 0.21 0.51 23
280 176.7 n-hexane 195 11 0.26 0.67 25
300 212.0 n-hexane 198 11 0.40 0.70 27
25 80 2.4 R227ea 61 6 0.12 0.42 16
100 6.5 R227ea 75 6 0.59 0.57 17
120 11.5 n-butane 91 5 0.61 0.78 20
140 25.6 R236fa 101 7 0.00 0.39 17
160 36.8 R245fa 116 5 0.08 0.58 18
180 49.3 isopentane 128 6 0.00 0.44 19
200 60.1 isopentane 142 11 0.26 0.55 18
220 87.2 n-pentane 161 9 0.08 0.23 21
240 103.4 n-hexane 166 11 0.12 0.67 19
260 137.8 n-hexane 193 9 0.04 0.48 23
280 170.0 n-hexane 197 11 0.13 0.74 27
300 197.4 n-hexane 201 12 0.36 0.50 24
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Table 9.6: Optimal plant design at ≈ 0.8 ·wmax: Binary with Tin j,min = 70 oC; Tdry = 5− 25 oC,
Tbrine = 100−300 oC
Tdry [oC] Tbrine [oC] w [kJ/kg] WF Tevap [oC] Tpp [oC] εSH εR ITD [oC]
5 100 9.3 isobutane 72 11 0.74 0.60 18
120 19.8 R245fa 84 6 0.52 0.15 21
140 30.4 R245fa 101 5 0.55 0.16 21
160 42.1 isopentane 105 10 0.19 0.52 22
180 61.5 R245fa 115 6 0.62 0.56 24
200 88.0 n-pentane 148 6 0.00 0.45 19
220 107.1 isopentane 148 10 0.21 0.61 23
240 125.2 n-hexane 165 8 0.24 0.62 23
260 164.8 n-hexane 187 12 0.00 0.61 26
280 192.0 n-hexane 200 7 0.44 0.48 22
300 218.7 n-hexane 194 16 0.45 0.75 25
15 100 7.8 R227ea 79 6 0.53 0.22 21
120 15.0 R245fa 91 7 0.09 0.27 18
140 28.2 R236fa 100 6 0.41 0.57 20
160 39.3 n-pentane 115 5 0.07 0.64 19
180 46.4 isopentane 131 8 0.00 0.55 30
200 75.3 isopentane 144 6 0.18 0.42 20
220 98.5 n-pentane 146 13 0.00 0.64 22
240 119.5 n-pentane 158 10 0.31 0.61 22
260 148.2 n-hexane 198 7 0.10 0.78 26
280 179.8 n-hexane 190 15 0.12 0.70 28
300 214.9 n-hexane 205 12 0.39 0.83 25
25 100 5.4 isopentane 70 8 0.35 0.45 19
120 11.4 R245fa 88 8 0.55 0.27 18
140 21.7 R245fa 101 5 0.45 0.17 18
160 32.8 R245fa 122 7 0.00 0.42 20
180 49.6 isopentane 128 6 0.01 0.62 20
200 61.0 isopentane 140 7 0.36 0.58 20
220 83.5 n-pentane 162 7 0.18 0.12 22
240 108.7 n-pentane 162 9 0.35 0.58 19
260 124.2 n-hexane 189 7 0.38 0.81 21
280 165.9 n-hexane 201 16 0.12 0.56 24
300 198.5 n-hexane 203 12 0.42 0.67 21
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Table 9.7: Optimal plant design at ≈ 0.8 ·wmax: Binary with Tin j,min = 90 oC; Tdry = 5− 25 oC,
Tbrine = 120−300 oC
Tdry [oC] Tbrine [oC] w [kJ/kg] WF Tevap [oC] Tpp [oC] εSH εR ITD [oC]
5 120 12.3 isobutane 93 12 0.17 0.43 23
140 24.5 n-pentane 102 9 0.17 0.24 24
160 38.3 R245fa 109 12 0.42 0.66 24
180 57.1 R245fa 121 12 0.60 0.61 21
200 78.2 n-pentane 135 7 0.31 0.64 23
220 105.4 n-pentane 147 10 0.16 0.49 25
240 123.6 n-hexane 166 6 0.26 0.40 24
260 166.7 n-hexane 202 6 0.10 0.75 23
280 190.3 n-hexane 196 5 0.48 0.69 24
300 218.5 n-hexane 200 12 0.47 0.48 28
15 120 12.4 n-butane 91 8 0.60 0.42 23
140 20.4 isopentane 96 12 0.34 0.36 22
160 32.0 n-butane 112 13 0.30 0.65 23
180 49.8 R245fa 115 8 0.51 0.29 25
200 70.0 isopentane 145 8 0.11 0.53 24
220 91.6 n-hexane 149 9 0.03 0.47 22
240 113.2 n-pentane 154 16 0.08 0.45 29
260 147.9 n-hexane 201 8 0.11 0.56 23
280 180.0 n-hexane 199 14 0.18 0.75 24
300 211.6 n-hexane 194 16 0.27 0.72 29
25 120 8.4 R245fa 95 9 0.51 0.42 22
140 17.7 R245fa 100 9 0.45 0.40 22
160 28.2 n-pentane 123 5 0.10 0.51 22
180 43.8 isopentane 131 9 0.03 0.77 21
200 61.6 n-pentane 157 5 0.00 0.41 22
220 82.7 n-pentane 158 10 0.19 0.42 20
240 105.2 n-hexane 188 6 0.00 0.72 20
260 135.9 n-hexane 205 8 0.07 0.73 22
280 165.7 n-hexane 192 12 0.27 0.60 19
300 191.6 n-hexane 204 20 0.31 0.79 22
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Table 9.8: Optimal plant design at≈ 0.8 ·wmax: Double-flash; Tdry = 5−25 oC, Tbrine = 120−300
oC
Tdry [oC] Tbrine [oC] w [kJ/kg] Tsep [oC] Tf lash [oC] ITD [oC]
5 120 11.4 117 102 29
140 25.3 117 102 32
160 40.5 124 105 29
180 57.7 136 102 32
200 74.7 145 102 33
220 94.0 155 105 34
240 107.5 178 136 35
260 119.0 174 157 35
280 142.0 170 159 34
300 160.3 176 175 35
15 120 10.1 110 102 29
140 22.5 117 102 29
160 37.1 130 102 28
180 51.4 142 107 29
200 66.7 140 102 32
220 83.6 163 115 33
240 101.8 181 123 35
260 113.9 212 160 35
280 123.6 188 181 34
300 147.0 179 178 35
25 120 8.6 109 102 27
140 19.5 117 102 27
160 32.1 133 102 27
180 45.1 131 103 28
200 61.2 139 102 28
220 75.3 152 107 31
240 91.6 200 139 30
260 108.5 212 147 35
280 127.5 212 171 33
300 156.1 212 168 35
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9.3.3 Maximum specific work output
Figures 9.8-9.10 illustrate the maximum achievable specific work output of an optimally designed
binary plant including a superheater and recuperator (at three re-injection temperature constraints)
and a double-flash plant at brine temperatures from 80-300 oC. Figure 9.8 is for a dry-bulb tem-
perature of 5 oC, and Figures 9.9 and 9.10 are for 15 oC and 25 oC, respectively. A binary plant
with no re-injection temperature constraint has a higher maximum specific work output than a
double-flash plant at brine temperatures from 80-180 oC. Higher dry-bulb temperatures reduce
this advantage, while re-injection temperature constraints reduce or even eliminate this advantage.
The novel aspect of this data is the behavior at brine temperatures above 180 oC. From 180-220
oC, binary plants have only a slightly (if at all) higher maximum achievable specific work output.
However, at brine temperatures above 220 oC, an optimally-designed binary power plant is able
to achieve significantly higher specific work output than a double-flash plant. This, of course,
comes at the expense of higher specific heat exchanger area, as shown in Figures 9.4-9.7. This
behavior is a result of the fact that the design space of a double-flash plant becomes increasingly
constrained by the silica constraint and turbine exhaust quality constraint at higher brine tempera-
tures, as seen in Section 4.4. By contrast, a binary geothermal power plant does not flash the brine,
so the silica constraint is less restrictive, and dry-expansion type working fluids negate the turbine
exhaust quality constraint. Additionally, double-flash plants only extract energy from the portion
of the geothermal brine that is converted to vapor, while binary plants are able to extract energy
from the entire mass flow of the geothermal brine. Figures 9.8-9.10 also illustrate the fact that re-
injection temperature constraints become less restrictive at higher brine temperatures, meaning that
maximum achievable specific power output is possible regardless of any re-injection temperature
constraint.
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Figure 9.8: Maximum specific work output, binary and double-flash: Tbrine = 80−300oC, Tdry =
5oC
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Figure 9.9: Maximum specific work output, binary and double-flash: Tbrine = 80−300oC, Tdry =
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9.4 Conclusions
In this chapter, the optimal designs of both binary and double-flash geothermal power plants are
visualized across the entire useful spectrum of geothermal brine temperatures and climates. Utiliz-
ing Figures 9.4-9.7, a plant designer can make an initial engineering judgment as to what is likely
the best achievable geothermal power plant performance for any brine temperature, in any climate,
with any re-injection temperature constraint. This initial assessment and guidance is a tremendous
advantage over ‘starting from scratch’ when determining the feasibility of a geothermal power
plant and deciding on which design or designs warrant in-depth consideration. Additionally, the
optimal decision variables corresponding to both maximum achievable specific work output and
≈80% of maximum achievable specific work output are tabulated to allow a plant designer to
determine which potential plant designs warrant in-depth consideration for a given set of condi-
tions. Finally, the maximum achievable specific work output of both binary and double-flash plants
is illustrated at brine temperatures from 80-300 oC, with the novel result that binary geothermal
power plants are capable of producing significantly higher specific work output than double-flash
plants at brine temperatures above 220 oC. Currently, binary power plants are utilized almost
exclusively for brine temperatures below 150 oC, as double-flash power plants are much simpler
and ‘good enough’ at higher brine temperatures. However, as electricity produced by geothermal
power plants becomes more valuable, the significant advantage held by binary power plants may
make their use beneficial at high brine temperatures.
The results of this chapter once again illustrate the fact that there is no simple, over-arching
design guidance that can be applied to the optimal design of binary geothermal power plants.
However, the sophisticated analysis tool utilizing multi-objective particle swarm optimization de-
veloped by the author provides novel insight into the optimal design of both binary and double-
flash power plants, and can be a tremendous asset to a plant designer. This chapter’s analysis does
provide some guidance regarding the selection of binary versus double-flash power plants across
the range of binary temperatures and climates. These results show that binary plants are prefer-
able at brine temperatures below 150 oC (unless there is a minimum re-injection temperature of
180
90 oC). At brine temperatures from 160-200 oC, binary plants are capable of producing slightly
higher specific work output. A plant designer must use good engineering judgment and the results
of this chapter to determine if the added complexity and cost of a binary plant is worthwhile in this
range of brine temperatures. At brine temperatures at or above 220 oC, binary power plants have
an increasingly large advantage over double-flash plants, and re-injection temperature constraints
become less meaningful. The novel results of this chapter can aid a plant designer in determining
if a binary plant is preferred over a double-flash plant for a given set of conditions.
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Chapter 10
Conclusions
Outside of this dissertation research, there exists no scientific literature regarding the optimal de-
sign of geothermal power plants across a wide range of geothermal brine inlet conditions and
climates. This dissertation research investigates the optimal design of geothermal power plants
across the entire meaningful spectrum of brine temperatures and climates, while also accounting
for vital real-world constraints that are typically ignored in the literature. In doing so, this disser-
tation research presents both novel data:
• Visualization of the constrained design space of double-flash geothermal power plants (Chap-
ter 4)
• Analysis of the impact of varying condenser temperature on optimal design of double-flash
geothermal power plants (Chapter 4)
• Maximum specific work output and corresponding optimal design of double-flash geother-
mal power plants at various condenser temperatures, accounting for real-world constraints
(Chapter 4)
• Visualization of the constrained design space of binary geothermal power plants (Chapter 5)
• Analysis of the impact of varying condenser temperature on optimal design of binary geother-
mal power plants (Chapter 5)
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• Maximum specific work output and corresponding optimal design of binary geothermal
power plants at various condenser temperatures, accounting for real-world constraints (Chap-
ter 5)
• Performance comparison of genetic algorithm to particle swarm optimization for the con-
strained, simulation-based optimization of a geothermal power plant (Chapter 6)
• Impact of utilizing hourly meteorological data in the optimization of a binary geothermal
power plant (Chapter 7)
• Pareto-optimal front of specific work output and specific heat exchanger area and represen-
tative Pareto-optimal designs for binary geothermal power plants across the entire spectrum
of brine temperatures and climates (Chapter 8)
• Pareto-optimal front of specific work output and specific heat exchanger area and repre-
sentative Pareto-optimal designs for double-flash geothermal power plants across the entire
spectrum of brine temperatures and climates (Chapter 9)
• Comparison of maximum achievable specific work output between binary and double-flash
geothermal power plants across the entire spectrum of brine temperatures and climates (Chap-
ter 9)
and novel techniques:
• Accounting for constraints in grid-search optimization of double-flash and binary geothermal
power plants (Chapters 4 and 5)
• Use of sophisticated heuristic optimization algorithms for the constrained, simulation-based
optimization of geothermal power plants (Chapter 6)
• Utilizing hourly meteorological data in optimization of binary geothermal power plants
(Chapter 7)
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• Development of a sophisticated analysis tool utilizing multi-objective particle swarm opti-
mization to determine Pareto-optimal designs of double-flash and advanced binary geother-
mal power plants (Chapters 8 and 9).
The novel data described above is visualized and tabulated to allow a plant designer to understand
the complex design space of each type of geothermal power plant, quickly assess the feasibil-
ity of a geothermal power plant under any set of conditions, and then to determine which power
plant design or designs warrant in-depth consideration. The sophisticated analysis tool developed
in this research is shown to be effective at determining the set of Pareto-optimal designs under
any conditions, and can be adapted to changes in assumptions, inputs, or constraints. The results
and techniques of this dissertation research represent a significant improvement in the understand-
ing of the optimal design of geothermal power plants, and enable the informed utilization of the
tremendous geothermal power potential available in the United States and abroad.
184
Bibliography
[1] W. Hermann, “Quantifying global exergy resources,” Energy, vol. 31, no. 12, pp. 1685–1702,
Sep. 2006.
[2] H. Hettiarachchi, M. Golubovic, W. M. Worek, and Y. Ikegami, “Optimum design criteria for
an Organic Rankine cycle using low-temperature geothermal heat sources,” Energy, vol. 32,
no. 9, pp. 1698–1706, Sep. 2007.
[3] E. Kaya, S. J. Zarrouk, and M. J. O’Sullivan, “Reinjection in geothermal fields: A review
of worldwide experience,” Renewable and Sustainable Energy Reviews, vol. 15, no. 1, pp.
47–68, Jan. 2011.
[4] “esmap.org.” [Online]. Available: http://www.esmap.org/node/280
[5] C. F. Williams, M. J. Reed, R. H. Mariner, J. DeAngelo, and S. P. Galanis Jr, “Assessment of
Moderate- and High-Temperature Geothermal Resources of the United States,” U.S. Geologic
Survery, Tech. Rep., 2008.
[6] R. Bertani, “Geothermal Power Generation in the World 2005 2010 Update Report,” in World
Geothermal Congress 2010, vol. 2015, no. April, 2010, pp. 1–41.
[7] B. A. Kagel, D. Bates, and K. Gawell, “A Guide to Geothermal Energy and the Environment,”
Geothermal Energy Association, Tech. Rep. April, 2007.
[8] J. Tester, “The Future of Geothermal Energy,” MIT, Tech. Rep., 2006.
[9] R. DiPippo, “Geothermal energy Electricity generation and environmental impact,” Energy
Policy, vol. 19, no. 8, pp. 798–807, Oct. 1991.
[10] R. Dipippo, Geothermal Power Plants: Principles, Applications, Case Studies, and Environ-
mental Impact, 2nd ed. Oxford, UK: Elsevier Ltd, 2008.
[11] B. Saleh, G. Koglbauer, M. Wendland, and J. Fischer, “Working fluids for low-temperature
organic Rankine cycles,” Energy, vol. 32, no. 7, pp. 1210–1221, Jul. 2007.
[12] “OIT Geo-Heat Center.” [Online]. Available: http://geoheat.oit.edu/
[13] “EERE Geothermal Technology.” [Online]. Available: http://www1.eere.energy.gov/
geothermal/
185
[14] K. C. Lee, “Classification of geothermal resources by exergy,” Geothermics, vol. 30, pp.
431–442, 2001.
[15] J. LaFleur and R. Hoag, “Geothermal Exploration on Nevis: A Caribbean Success Story,”
GRC Transactions, vol. 34, pp. 585–593.
[16] U. Desideri and G. Bidini, “Study of possible optimization criteria for geothermal power
plants,” Energy Conversion and Management, vol. 38, no. 15, pp. 1681–1691, 1997.
[17] A. Dagdas, “Performance Analysis and Optimization of Double-Flash Geothermal Power
Plants,” ASME Journal of Energy Resources Technology, vol. 129, no. June 2007, pp. 125–
133, 2007.
[18] S. Jalilinasrabady, R. Itoi, P. Valdimarsson, G. Saevarsdottir, and H. Fujii, “Geothermics Flash
cycle optimization of Sabalan geothermal power plant employing exergy concept,” Geother-
mics, vol. 43, pp. 75–82, 2012.
[19] M. Unverdi and Y. Cerci, “Performance analysis of Germencik Geothermal Power Plant,”
Energy, vol. 52, pp. 192–200, 2013.
[20] F. Mathieu-Potvin, “Self-Superheating : A new paradigm for geothermal power plant design,”
Geothermics, vol. 48, pp. 16–30, 2013.
[21] J. Anderson, “A Vapor Turbine Geothermal Power Plant,” Geothermics, vol. 2, no. 2, pp.
1530–1532, 1970.
[22] C. Bliem, F. Zangrando, and V. Hassani, “Value Analysis of Advanced Heat Rejection Sys-
tems for Geothermal Power Plants,” in WREC 1996, 1996, pp. 1250–1253.
[23] Z. Gu and H. Sato, “Optimization of cyclic parameters of a supercritical cycle for geothermal
power generation,” Energy Conversion and Management, vol. 42, no. 12, pp. 1409–1416,
Aug. 2001.
[24] ——, “Performance of supercritical cycles for geothermal binary design,” Energy Conversion
and Management, vol. 43, no. 7, pp. 961–971, May 2002.
[25] R. Sones and Z. Krieger, “Case history of the binary power plant development at the Heber,
California geothermal resource,” in Proceedings of the World Geothermal Congress, 2000,
pp. 2217–2219.
[26] M. Kanoglu, “Exergy analysis of a dual-level binary geothermal power plant,” Geothermics,
vol. 31, no. 6, pp. 709–724, Dec. 2002.
[27] M. Kanoglu and a. Bolatturk, “Performance and parametric investigation of a binary geother-
mal power plant by exergy,” Renewable Energy, vol. 33, no. 11, pp. 2366–2374, Nov. 2008.
[28] R. Dipippo, “Second Law assessment of binary plants generating power from low-
temperature geothermal fluids,” Geothermics, vol. 33, no. 5, pp. 565–586, Oct. 2004.
186
[29] A. Franco and M. Villani, “Optimal design of binary cycle power plants for water-dominated,
medium-temperature geothermal fields,” Geothermics, vol. 38, no. 4, pp. 379–391, Dec.
2009.
[30] A. Franco, “Power production from a moderate temperature geothermal resource with regen-
erative Organic Rankine Cycles,” Energy for Sustainable Development, vol. 15, no. 4, pp.
411–419, Dec. 2011.
[31] Y. Dai, J. Wang, and L. Gao, “Parametric optimization and comparative study of organic
Rankine cycle (ORC) for low grade waste heat recovery,” Energy Conversion and Manage-
ment, vol. 50, no. 3, pp. 576–582, Mar. 2009.
[32] Z. Shengjun, W. Huaixin, and G. Tao, “Performance comparison and parametric optimization
of subcritical Organic Rankine Cycle ( ORC ) and transcritical power cycle system for low-
temperature geothermal power generation,” Applied Energy, vol. 88, no. 8, pp. 2740–2754,
2011.
[33] A. Basaran and L. Ozgener, “Investigation of the effect of different refrigerants on perfor-
mances of binary geothermal power plants,” Energy Conversion and Management, vol. 76,
pp. 483–498, 2013.
[34] B. H. Edrisi and E. E. Michaelides, “Effect of the working fluid on the optimum work of
binary-flashing geothermal power plants,” Energy, vol. 50, pp. 389–394, Feb. 2013.
[35] H. Chen, D. Y. Goswami, and E. K. Stefanakos, “A review of thermodynamic cycles and
working fluids for the conversion of low-grade heat,” Renewable and Sustainable Energy
Reviews, vol. 14, no. 9, pp. 3059–3067, 2010.
[36] D. Walraven, B. Laenen, and W. Dhaeseleer, “Comparison of thermodynamic cycles for
power production from low-temperature geothermal heat sources,” Energy Conversion and
Management, vol. 66, pp. 220–233, Feb. 2013.
[37] R. Gabbrielli, “A novel design approach for small scale low enthalpy binary geothermal
power plants,” Energy Conversion and Management, vol. 64, pp. 263–272, Dec. 2012.
[38] H. Ghasemi, M. Paci, A. Tizzanini, and A. Mitsos, “Modeling and optimization of a binary
geothermal power plant,” Energy, vol. 50, pp. 412–428, Feb. 2013.
[39] P. Moya and R. DiPippo, “Unit 5 bottoming binary plant at Miravalles geothermal field,
Costa Rica: Planning, design, performance and impact,” Geothermics, vol. 36, no. 1, pp.
63–96, Feb. 2007.
[40] G. Tsatsaronis and J. Pisa, “ENERGY SYSTEMS - APPLICATION TO THE CGAM PROB-
LEM,” Energy, vol. 19, no. 3, pp. 287–321, 1994.
[41] A. Abusoglu and M. Kanoglu, “Exergoeconomic analysis and optimization of combined heat
and power production: A review,” Renewable and Sustainable Energy Reviews, vol. 13, no. 9,
pp. 2295–2308, Dec. 2009.
187
[42] M. Valde´s, M. D. Dura´n, and A. Rovira, “Thermoeconomic optimization of combined cycle
gas turbine power plants using genetic algorithms,” Applied Thermal Engineering, vol. 23,
no. 17, pp. 2169–2182, Dec. 2003.
[43] C. Koch, F. Cziesla, and G. Tsatsaronis, “Optimization of combined cycle power plants using
evolutionary algorithms,” Chemical Engineering and Processing: Process Intensification,
vol. 46, no. 11, pp. 1151–1159, Nov. 2007.
[44] R. Bertani, “Geothermal power generation in the world 20052010 update report,” Geother-
mics, vol. 41, pp. 1–29, Jan. 2012.
[45] S. Klein, “Engineering Equation Solver,” 2012.
[46] L. Haar, J. Gallagher, and G. Kell, NBS/NRC Steam Tables, Thermodynamics, and Transport
Properties and Computer Programs for Vapor and Liquid States of Water. Hemisphere
Press, 1984.
[47] B. Mecrow and A. Jack, “Efficiency trends in electric machines and drives,” Energy Policy,
vol. 36, no. 12, pp. 4336–4341, Dec. 2008.
[48] R. Dipippo, “SMALL GEOTHERMAL POWER PLANTS : DESIGN , PERFORMANCE
AND ECONOMICS,” GHC Bulletin, no. June, pp. 1–8, 1999.
[49] A. D. Pasek, T. Fauzi Soelaiman, and C. Gunawan, “Thermodynamics study of flashbinary
cycle in geothermal power plant,” Renewable and Sustainable Energy Reviews, vol. 15, no. 9,
pp. 5218–5223, Dec. 2011.
[50] R. Dipippo, “A simplified method for estimating the silica scaling potential in geothermal
power plants,” Geothermal Resources Council Bulletin, no. May, pp. 3–9, 1985.
[51] S. Kitahara, “The polymerization of silici acid obtained by the hydrothermal treatment of
quartz and the solubility of amorphous silica,” The Review of Physical Chemistry of Japan,
vol. 30, no. 2, pp. 131–137, 1960.
[52] R. O. Fournier and W. L. Marshall, “Calculation of amorphous silica solubilities at 25 to
300C and apparent cation hydration numbers in aqueous salt solutions using the concept of
effective density of water,” Geochemica et Cosmochimica Acta, vol. 47, no. 3, pp. 587–596,
1983.
[53] O. Jordan, C. Borromeo, R. Reyes, and S. Ferrolino, “A technical and cost assessment of
silica deposition in the Palinpinon-I geothermal field, Philippines, over 16 years of production
and reinjection.” in Proceedings of the World Geothermal Congress, 2000.
[54] J. F. Lee, Theory and Design of Steam and Gas Turbines. McGraw-Hill, 1954.
[55] E. Barbier, “Geothermal energy technology and current status: an overview,” Renewable and
Sustainable Energy Reviews, vol. 6, no. 1-2, pp. 3–65, Jan. 2002.
[56] J. Clarke and J. T. McLeskey, “The constrained design space of double-flash geothermal
power plants,” Geothermics, vol. 51, pp. 31–37, Jul. 2014.
188
[57] J. M. Calm and G. C. Hourahan, “Refrigerant Data Summary,” Engineered Systems, vol. 18,
no. November, pp. 74–88, 2001.
[58] ANSI and ASHRAE, “ANSI/ASHRAE Standard 34-2007 Designation and Safety Classifi-
cation of Refrigerants,” American Society of Heating, Refrigerating, and Air Conditioning
Engineers, Tech. Rep., 2007.
[59] I. Gunnarsson and S. Arnorsson, “Amorphous silica solubility and the thermodynamic prop-
erties of H4SiO4 in the range of 0 to 350 C at Psat,” Geochemica et Cosmochimica Acta,
vol. 64, no. 13, pp. 2295–2307, 2000.
[60] V. Stefansson, “Geothermal reinjection experience,” Geothermics, vol. 26, no. 1, pp. 99–139,
1997.
[61] C. W. Klein, “MANAGEMENT OF FLUID INJECTION IN GEOTHERMAL WELLS TO
AVOID SILICA SCALING,” Geothermal Resources Council Transactions, vol. 19, no. Oc-
tober, pp. 503–511, 1995.
[62] H. Acul, “AIR COOLED CONDENSERS AND THEIR EFFECT ON ENERGY,” Friterm,
Tech. Rep., 2008.
[63] H. Ganjehsarabi, A. Gungor, and I. Dincer, “Exergetic performance analysis of Dora II
geothermal power plant in Turkey,” Energy, vol. 46, no. 1, pp. 101–108, Oct. 2012.
[64] P. E. van der Lee, T. Terlaky, and T. Woudstra, “A new approach to optimizing energy sys-
tems,” Computer Methods in Applied Mechanics and Engineering, vol. 190, no. 40-41, pp.
5297–5310, Jul. 2001.
[65] E. Elbeltagi, T. Hegazy, and D. Grierson, “Comparison among five evolutionary-based op-
timization algorithms,” Advanced Engineering Informatics, vol. 19, no. 1, pp. 43–53, Jan.
2005.
[66] R. Bornatico, M. Pfeiffer, A. Witzig, and L. Guzzella, “Optimal sizing of a solar thermal
building installation using particle swarm optimization,” Energy, pp. 1–7, 2011.
[67] F. Glover, “Tabu Search: A Tutorial,” Interfaces, vol. 20, no. 4, pp. 74–94, 1990.
[68] S. Kirkpatrick, C. Gelatt, and M. Vecchi, “Optimization by Simulated Annealing,” Science,
vol. 220, pp. 671–680, 1983.
[69] S. Kalogirou, “Optimization of solar systems using artificial neural-networks and genetic
algorithms,” Applied Energy, vol. 77, no. 4, pp. 383–405, Apr. 2004.
[70] R. Banos, F. Manzano-Agugliaro, F. Montoya, C. Gil, A. Alcayde, and J. Gomez, “Opti-
mization methods applied to renewable and sustainable energy : A review,” Renewable and
Sustainable Energy Reviews, vol. 15, pp. 1753–1766, 2011.
[71] A. Engelbrecht, Computational Intelligence: An Introduction. John Wiley & Sons, 2007.
189
[72] A. Toffolo and A. Lazzaretto, “Evolutionary algorithms for multi-objective energetic and
economic optimization in thermal system design,” Energy, vol. 27, pp. 549–567, 2002.
[73] K. Deb, “An efficient constraint handling method for genetic algorithms,” Computer methods
in applied mechanics and engineering, vol. 186, pp. 311–338, 2000.
[74] K. Deb and R. Agrawal, “Simulated binary crossover for continuous search space,” Complex
Systems, vol. 9, pp. 115–148, 1995.
[75] K. Deb and M. Goyal, “A combined genetic adaptive search (GeneAS) for engineering de-
sign,” Computer Science and Informatics, vol. 26, no. 4, pp. 30–45, 1996.
[76] J. Kennedy and R. Eberhart, “Particle swarm optimization,” Proceedings of ICNN’95 - Inter-
national Conference on Neural Networks, vol. 4, pp. 1942–1948, 1995.
[77] D. Bratton and J. Kennedy, “Defining a Standard for Particle Swarm Optimization,” in 2007
IEEE Swarm Intelligence Symposium, no. Sis. Ieee, Apr. 2007, pp. 120–127.
[78] GEA, “Air Cooled Condensers ( ACC ),” GEA Heat Exchangers GmbH, Tech. Rep., 2012.
[79] CBPG, “Clyde Bergemann Power Group,” http://www.cbpg.com, May 2014.
[80] K. R. Wilber and K. Zammit, “Development of Procurement Guidelines for Air-Cooled Con-
densers,” Electric Power Research Institute, Tech. Rep., 2005.
[81] R. E. Putman and D. Jaresch, “THE IMPACT OF AIR COOLED CONDENSERS ON
PLANT DESIGN AND OPERATIONS,” Conco Consulting Corp., Tech. Rep., 2002.
[82] K. Mortensen, “Improved Performance of an Air Cooled Condenser ( ACC ) Using SPX Wind
Guide Technology at Coal-Based Thermoelectric Power Plants,” SPX, Tech. Rep., 2011.
[83] S. Wilcox and W. Marion, “Users Manual for TMY3 Data Sets Users Manual for TMY3 Data
Sets,” Tech. Rep. May, 2008.
[84] A. Chaibakhsh and A. Ghaffari, “Steam turbine model,” Simulation Modelling Practice and
Theory, vol. 16, no. 9, pp. 1145–1162, Oct. 2008.
[85] T. P. Miller, “Geothermal resources of Alaska,” in The Geology of North America. The
Geological Society of America, 1994, ch. 32, pp. 979–988.
[86] D. M. Thomas, “Geothermal resources assessment in Hawaii,” Geothermics, vol. 15, no. 4,
pp. 435–514, Jan. 1986.
[87] S. Kakac, H. Liu, and A. Pramuanjaroenkij, Heat Exchangers: Selection, Rating, and Ther-
mal Design, 3rd ed. CRC Press, 2012.
[88] K. E. Parsopoulos and M. N. Vrahatis, “Recent approaches to global optimization problems
through Particle Swarm Optimization,” Natural Computing, vol. 1, pp. 235–306, 2002.
[89] R. Perry and D. Green, Perry’s chemical engineers’ handbook. New York: McGraw-Hill,
1997.
190
[90] B. F. Tchanche, G. Lambrinos, A. Frangoudakis, and G. Papadakis, “Low-grade heat conver-
sion into power using organic Rankine cycles A review of various applications,” Renewable
and Sustainable Energy Reviews, vol. 15, no. 8, pp. 3963–3979, Oct. 2011.
191
Vita
Joshua Geiger Clarke was born August 27, 1980 in Richmond, Virginia, and is an American
citizen. He graduated from Atlee High School in Mechanicsville, Virginia in 1998. He received a
Bachelor of Science with Highest Honor in Aerospace Engineering from the Georgia Institute of
Technology in 2002. He then served as an officer in the United States Navy until 2007. Following
this, he founded a sustainable building consulting company that he operated until entering graduate
school at Virginia Commonwealth University in 2009, where he received a Master of Science in
Mechanical and Nuclear Engineering in 2011. Joshua has been the recipient of a GAANN fellow-
ship from the United States Department of Education, and is currently a recipient of the United
States Department of Defense SMART scholarship. Joshua has been awarded a United States
Patent for his previous work in magnetoelectric materials and has published his research in the
field of renewable energy in Geothermics, Advanced Engineering Informatics, and International
Journal of Ambient Energy.
192
