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One of the broadest applications of superconductivity is the technology based on
Josephson junction devices. These junction devices are formed by placing a thin
layer of normal (nonsuperconducting) material between layers of superconducting
material. We consider various limiting cases for models of the junction device based
on the Ginzburg–Landau equations. Examples include a model for large values of
the Ginzburg–Landau parameter, κ, in the high-ﬁeld regime and a model for a
thin normal layer. Convergence analysis for the simpliﬁed models is established and
numerical simulations are presented.  2002 Elsevier Science (USA)
1. INTRODUCTION
A sample in which a layer of normal material is sandwiched between
two layers of superconducting material is called a superconducting-normal-
superconducting (SNS) junction or Josephson junction and is well known
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for its quantum mechanical Josephson effects [17]. Studies of SNS junc-
tions are particularly useful in many applications, including the design of
microwave devices which use high-Tc superconductors.
Various studies have been made to derive Ginzburg–Landau (G–L)-type
phenomenological models that can be used as basis for numerical simu-
lation. For example, the G–L-type models for SNS junctions given in [4]
account for both the superconducting layers and the normal layer. A dis-
cussion of supercurrent across a one-dimensional junction is also presented
in [4]. In order to reduce the complexity of the coupled system of nonlin-
ear PDEs, an attempt was made in [12] to reduce the three-dimensional
system to a planar system when the normal layer is very thin. The thin nor-
mal layer limit was given in [11] but it did not incorporate the effects of
weak links between the superconducting layers in the leading-order equa-
tions. Much of this study is in the same spirit as the study of simpliﬁed
models for superconducting ﬁlms with variable thickness in [5].
The main purpose of this paper is to generalize the earlier studies in two
directions. First, we consider the high-κ, high-ﬁeld limit for the models in
[4, 11] in a manner similar to [2, 7, 10]. Second, we consider the limiting
model as the thickness of the middle normal layer approaches zero, gen-
eralizing the approach given in [6, 11]. The paper is organized as follows.
We present the standard G–L models and then discuss the high-κ limit and
the thin normal limits by formal asymptotics. We will also derive uniform
bounds that are independent of both the Ginzburg–Landau parameters and
the length scale of the thin normal layer so that we take the respective limits
rigorously. Finally, numerical simulations are presented for the new models.
2. THE GINZBURG–LANDAU EQUATIONS
Although symmetric SNS junctions are considered in [11, 15], many of
these results can be extended to include nonsymmetric junctions. With-
out much complication, we consider a slightly more general and possibly
nonsymmetric three-dimensional SNS junction occupying a domain . To
describe the geometry of the junction, we ﬁrst assume that the intersection
of  with the xy-plane, D = ∩ x y 0 ∈ 3, is a bounded region in 2
with smooth boundary, and it separates  into two subsets with nonempty
interior;
01 =  ∩ x y z ∈ 3  z < 0 02 =  ∩ x y z ∈ 3  z > 0
Note that 	 = 01 ∪02 with 01 ∩02 = D. Given two smooth, nonnegative
functions d1 and d2 in 	D, we deﬁne the normal layer by
N = x y z ∈ 3  x y ∈ D−d1x y < z < d2x y ⊂ 
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FIG. 1. Some illustrations of SNS junctions: (a) a junction with normal layer having constant
thickness; (b) a two-dimensional cross section of a typical design of junctions.
and the superconducting layers by
j = 0j \N j = 1 2
The normal layer has d1 + d2 as its thickness function (see Fig. 1). Here,
 is taken to be a small positive parameter as we are interested in the limit
→ 0.
For convenience, we assume that there are continuous transformations
Tj from j to 
0
j j = 1 2 whose Jacobian is independent of  at least in
the leading as → 0.
With the above deﬁnitions, we have a SNS junction  consisting of a
normal layer N sandwiched in between two superconducting layers 1
and 2 (see Fig. 1).
To describe the Ginzburg–Landau equations, let λ and ξ denote the
penetration depth and the coherence length respectively. The Ginzburg–
Landau parameter is given by κ = λ/ξ and the external magnetic ﬁeld is
given by Hext. Let  be the complex-valued order parameter which rep-
resents the density of superconducting electron pairs with  = 1 corre-
sponding to the superconducting state and  = 0 corresponding to the
normal state. As in [10], it is convenient to introduce the auxiliary variables
Aa and φa that satisfy
curlAa = Hext in 
−σκ∇φa = curlHext in 
where σ is the conductance. The vector-valued magnetic potential and the
scalar electric potential are then given by A + Aa and φ+φa.
Incorporating Maxwell’s equations in the exterior domain, and choosing
the length scale, l = ξ (see [10] for details), we have the time-dependent
equations from [4] for the junction device below in their nondimensional
form.
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∂
∂t
+iφ+φa+
(
i∇+ 1
κ
A+Aa
)2
−1−2=0 in jT  (1)
∂
∂t
+iφ+φa+m
(
i∇+ 1
κ
A+Aa
)2
+α=0 in NT  (2)
σ
∂A
∂t
+ σκ∇φ+ curl2A + i
2κ
∗∇−∇∗
+ 1
κ2
2A + Aa = 0 in jT (3)
σ
∂A
∂t
+ σκ∇φ+ curl2A + im
2κ
∗∇−∇∗
+ m
κ2
2A + Aa = 0 in NT (4)
σ
∂A
∂t
+ ∇2A = 0 in 3\× 0 T  (5)
with boundary conditions
(
i∇ + 1
κ
A + Aa
)
 · n = 0 on ∂ (6)
curlA × n = 0 on ∂ (7)
interface conditions
 = 0 A = 0 φ = 0 (8)
curlA × n = 0 (9)(
i∇ + 1
κ
A + Aa
)
 · n
∣∣∣
jT
= m
(
i∇ + 1
κ
A + Aa
)
 · n
∣∣∣
NT
 (10)
and initial conditions
x 0 = initx (11)
Ax 0 = Ainitx (12)
Here, jT = j × 0 T  for j = 1 2 and NT = N × 0 T . The param-
eter α > 0 corresponds to the material properties of the middle normal
layer, and m is related to the mass ratio of a superconducting electron and
a normal electron.
We also note that the interface is given by j = 	j ∩	N n is the unit out-
ward normal to ∂ · denotes the jump in the enclosed quantity across the
given boundary or interface, i = √−1, and ∗ denotes complex conjugation.
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Throughout, for any nonnegative integer k and domain D ⊂ n n = 2
or 3, HkD will denote the Sobolev space of real-valued functions having
square integrable derivatives of order up to k 1. The corresponding spaces
of complex-valued functions will be denoted by k. The correspond-
ing spaces of vector-valued functions, each of whose components belong to
Hk, will be denoted by Hk; i.e., Hk = Hkn. Norms of func-
tions belonging to HkHk, and k will all be denoted, without
any possible ambiguity, by ·k or ·k.
The solutions to the time-dependent Ginzburg–Landau equations are
invariant under the gauge transformation [12]
ζ = eiκχ in × 0 T 
Q = A + ∇χ in × 0 T 
ϕ = φ− ∂χ
∂t
 in × 0 T 
with
χ =
[
∂χ
∂z
]
= 0 on m × 0 T 
χx 0 = 0 on 
In other words, if A φ is a solution then so is ζQ ϕ. The gauge
choice φ = − 1
σκ
∇ ·A will be used in later sections in order to ensure
uniqueness. The resulting equations in this gauge are given by
∂
∂t
+ iφa−
i
σκ
∇ · A +
(
i∇ + 1
κ
A + Aa
)2
 = 1− 2
in jT (13)
∂
∂t
+ iφa−
i
σκ
∇ · A +m
(
i∇ + 1
κ
A + Aa
)2
+ α = 0
in NT  (14)
σ
∂A
∂t
+ ∇2A + i
2κ
∗∇−∇∗ + 1
κ2
2A + Aa = 0
in jT  (15)
σ
∂A
∂t
+ ∇2A + im
2κ
∗∇−∇∗ + m
κ2
2A + Aa = 0
in NT  (16)
σ
∂A
∂t
+ ∇2A = 0 in c × 0 T  (17)
with boundary and initial conditions as before. Here c = R3\.
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3. FORMAL DERIVATION OF THE HIGH-κ MODEL
In this section we use a formal asymptotic expansion in powers of κ−2 to
obtain the leading-order system of equations. Note that these formal limits
will be justiﬁed in Section 6. As we are concerned with the case of large κ,
we make the convention throughout the paper that a constant bound being
uniform with respect to κ means that it is uniform with respect to all κ
such that κ ≥ κ0 > 0 for some given constant κ0.
Following [10] we make the substitutions,
1
κ
A =
∞∑
j=0
1
κ2j
Aj  =
∞∑
j=0
1
κ2j
j
1
κ
Aa =
∞∑
j=0
1
κ2j
Aa j φa =
∞∑
j=0
1
κ2j
φaj 
By comparing powers of κ, we ﬁnd the leading-order equations are given by
∂ 0
∂t
+ iφa 0 0 + i∇ + A 0 + Aa 02 0 =  01−  02
in jT  j = 1 2 (18)
∂ 0
∂t
+ iφa 0 0+mi∇+A 0+Aa 02 0 = α 0 in NT  (19)
σ
∂A 0
∂t
+ 'A 0 = 0 in 3 × 0 T  (20)
with boundary conditions
i∇ + A 0 + Aa 0 0 · n = 0 on ∂× 0 T  (21)
curlA 0 × n = 0 A 0 = 0 on ∂× 0 T  (22)
curlA 0 → Hext as x→∞ (23)
interface conditions, for j = 1 2,
 0j T = 0 A 0j T = 0 (24)
i∇ + A 0 + Aa 0 0 · n
∣∣
j T
= mi∇ + A 0 + Aa 0 0 · n
∣∣
NT
 (25)
curlA 0 × nj T = 0 (26)
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and initial conditions
 0x 0 = initx (27)
A 0x 0 = Ainitx (28)
It is easy to check that the solution to the high-κ limit model (18)–(20) is
unique.
Note that in the high-κ setting, the system decouples and moreover if
the initial condition is given by
A0x 0 = 0
then A 0x t = 0 for all time and the system reduces to
∂ 0
∂t
+ iφa 0 0 + i∇ + Aa 02 0 =  01−  02
in jT  j = 1 2 (29)
∂ 0
∂t
+ iφa 0 0 +mi∇ + Aa 02 0 + α 0 = 0 in NT  (30)
with the appropriate boundary conditions and initial conditions for  0.
4. THIN NORMAL LAYER
We now consider the limit of the solutions to the SNS junction equations
in the following scenario:
→ 0
m ≥ m0 > 0
α ∼ α0 +
α1

 as → 0
where m0 α0 α1 are constants as  → 0. Notice that the case α1 = 0 was
studied in [11]. The more general case of α1 = 0 is motivated by the discus-
sion in [6], which indicated that the higher order expansion term gives rise
to the coupling of the normal layer effect with the leading-order equations.
Deﬁne 0j T = 0j × 0 T  for j = 1 2 and use similar notation for NT
and cT . Then by the same method used in [4, 6, 11], one can show that
the leading-order equations corresponding to (1)–(10) are
∂0κ
∂t
+ iφa0κ +
(
i∇ + 1
κj
A0κ + Aa
)2
0κ = 0κ1− 0κ2
in 0j T  j = 1 2 (31)
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σ
∂A0κ
∂t
+ curl2A0κ +
1
κ2j
0κ2A0κ + Aa
+ i
2κj
∗0κ∇0κ −0κ∇∗0κ = 0 in 0j T  j = 1 2 (32)
with interface conditions
A0κz=0×0 T  = 0 0κz=0×0T  = 0 (33)
∇ · A0κz=0×0 T  = 0 (34)[
1
κ
(
∂
∂z
− i
κ
a3 +Aa 3
)
0κ
]
z=0×0 T 
= d1 + d2α10κ z=0×0 T  (35)
curlA0κ + Aaz=0×0 T  = 0 (36)
boundary conditions
i
∂0κ
∂n
+ 1
κ
A0κ + Aa · n0κ = 0 on ∂× 0 T  (37)
A0κ · n = 0 on ∂× 0 T  (38)
curlA0κ × n = 0 on ∂× 0 T  (39)
and initial conditions
0κx 0 = initx
A0κx 0 = Ainitx
Here, we allow for the possibility that the two superconducting layers
have different material properties by assigning different Ginzburg–Landau
parameters, κ1 and κ2, to the corresponding layer. We have also used a3
and Aa 3 to denote the third component of A0κ and Aa, respectively. It is
easy to check that the solution to the thin normal layer model (31)–(39) is
unique.
Remark 1. The above equations differ from the equations given in [11]
since the properties of the normal layer (such as the thickness function
d1 + d2 and value of α1), do affect the leading-order solutions of the super-
conducting layers as the normal layer thickness goes to zero (i.e.,  → 0).
This property was ﬁrst studied in [6].
Remark 2. The above equations can be naturally used to model the
effect of weak links between two adjacent superconducting layers [6, 13].
The derivation of the above equations is similar to that in [11]. We omit
most of the details. The main idea is to derive the interface condition on D.
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As in [6, 11] one may take the real form of the variables  = feiχ with f χ
real (χ = 0 in 3\) and start with the original equations and the interface
conditions. Then by averaging over the middle normal layer we get
1
κ21
∂f
0
1
∂z
∣∣∣∣
0−
− 1
κ22
∂f
0
2
∂z
∣∣∣∣
0+
= d1 + d2α1f 00 (40)
If α1 = 0, and κ1 = κ2, the above discussion reduces to the case
considered in [11, 15]. The details for the steady-state derivation are given
in [6].
Remark 3. It can be shown that as long as 
m
→ 0 as → 0, the above
leading-order equation remains valid.
5. THE HIGH-κ THIN NORMAL LAYER LIMIT
Similar to the ideas presented in earlier sections (see also [11]), we may
consider the limit of the high-κ system (29)–(30) as the normal layer thick-
ness parameter  → 0, or equivalently, consider the limit of thin normal
layer model (31)–(32) as κ→∞ . The leading-order equation with respect
to  and κ is given by
∂0 0
∂t
+ iφa0 0 + i∇ + Aa 020 0
= 0 01− 0 02 in 0j T  j = 1 2 (41)
with boundary conditions
i∇ + Aa 00 0 · n = 0 on ∂× 0 T  (42)
and interface conditions
0 0z=0×0T  = 0 (43)[(
∂
∂z
− ia0 3
)
0 0
]
z=0×0T 
= α1d1 + d20 0x y 0 t (44)
6. UNIFORM BOUNDS AND CONVERGENCE
In this section, we derive uniform bounds on the solution to (1)–(10)
independent of both  and κ with the gauge choice, φ = − 1
σκ
∇ · A.
366 du and remski
Note that the auxiliary variables depend on κ so we impose the following
restrictions for all  > 0:
1
κ
Aa → Aa 0 as κ→∞ in L2
φa → φa 0 as κ→∞ − ae
We also require the following conditions hold for the initial data and some
constant C 
initκ∞ ≤ 1
∇initκL2 ≤ C
AinitκH1n3 ≤ C
α ≤ C (45)
m ≤ C
initκ ⇀ 
init in 2 as κ→∞ → 0
Ainitκ ⇀ A
init in L2 as κ→∞ → 0
To emphasize the dependence on the parameters κ and , denote the
solution to (13)–(16) by κAκ. Deﬁne the characteristic function for
the superconducting region, χSx = 1 if x ∈ j , for j = 1 2 and χSx = 0
otherwise. Similarly deﬁne χNx, the characteristic function for the middle
normal layer. Then we may write the weak form of (13)–(14)
∫

∂κ
∂t
ϕ∗ dx+ i
∫

φaκϕ
∗ dx− i
σκ
∫

∇ · Aκκϕ∗ dx
+
∫

χS+mχN
(
i∇+ 1
κ
Aκ+Aa
)
κ ·
(
−i∇+ 1
κ
Aκ+Aa
)
ϕ∗dx
= ∑
j=12
∫
j
κ1−κ2ϕ∗dx−α
∫
N
κϕ
∗dx ∀ϕ∈1 (46)
σ
∫
3
∂Aκ
∂t
· Bdx+
∫
3
∇Aκ · ∇Bdx
+ i
2κ
∫

χS +mχN∗κ∇κ −κ∇∗κ · Bdx
+ 1
κ
∫

χS +mχNκ2Aκ + Aa · Bdx = 0 ∀B ∈ H1n3 (47)
Assume that the boundary of D is sufﬁciently smooth, then from [12] the
resulting Ginzburg–Landau equations have a unique solution which satisﬁes
the following estimate.
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Lemma 6.1. If init∞ ≤ 1, then ∞×0 T  ≤ 1.
Moreover, we have
Lemma 6.2. For any t ∈ 0 T , there exists a constant c, independent of
κ and , such that
∫ t
0
∥∥∥∥χS +m1/2χN
(
i∇ + 1
κ
Aκ + Aa
)
κ
∥∥∥∥
2
2
dt ≤ c
Proof. Letting ϕ = κ in the real part of (46), integrating from 0 to t,
and using Lemma 6.1 give
1
2
∫

κt2 dx+
∫ t
0
∫

χS +mχN
∣∣∣∣
(
i∇ + 1
κ
Aκ + Aa
)
κ
∣∣∣∣
2
dxdt
= ∑
j=1 2
∫ t
0
∫
j
κ21− κ2dxdt − α
∫ t
0
∫
N
κ2 dxdt
+ 1
2
∫

initκ2 dx ≤ Cmeas
Expanding the left-hand side of the inequality in Lemma 6.2, using Ho¨lder’s
inequality and the L2 bound on 1
κ
Aa, now implies
Corollary 6.1. For any t ∈ 0 T , there exist constants c1 and c2 inde-
pendent of κ and  such that∫ t
0
χS +m1/2χN∇κ22 dt ≤ c1 +
c2
κ2
max1m
∫ t
0
Aκ2L2 dt
Lemma 6.3. For any t ∈ 0 T , there exists a constant c independent of κ
and  such that
sup
0 T 
Aκt2L23 ≤ c
Proof. Letting B = Aκ in (47), integrating from 0 to t, and using
Lemma 6.1 imply
σ
2
Aκt2L23 +
∫ t
0
∇Aκ2L23 dt
≤ σ
2
Ainitκ2L23 +
C1
κ
∫ t
0
∇κ22 dt
+ C2
κ
max1m
∫ t
0
Aκ2L2dt +
C3
κ2
TAa2L2
The lemma follows by using Corollary 6.1 and the assumption on 1
κ
Aa and
applying Gronwall’s inequality. Note that the previous inequality also gives
the estimate.
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Corollary 6.2. For any t ∈ 0 T , there exists a constant c independent
of κ and  such that ∫ t
0
∇Aκt2L23 ≤ c
and ∫ t
0
χS +m1/2χN∇κ22 dt ≤ c
Next, we obtain uniform estimates, independent of κ and , on the time
derivatives.
Lemma 6.4. There exists a constant c, independent of κ and , such that∥∥∥∥∂Aκ∂t
∥∥∥∥
L20 T L23
≤ c
Proof. Setting B = ∂Aκ
∂t
in (47), integrating from 0 to t and using the
∞ estimate on κ,
σ
∫ t
0
∥∥∥∥∂Aκ∂t
∥∥∥∥
2
L23
dt + 1
2
∇Aκt2L23
≤ 1
2
∇Ainitκ2L23 + c1
∫ t
0
∫

χS +m1/2χN
∣∣∣∣∇κ · ∂Aκ∂t
∣∣∣∣
+ c2
κ
∫ t
0
∫

∣∣∣∣Aκ + Aa · ∂Aκ∂t
∣∣∣∣dxdt
Now using Ho¨lder’s inequality
σ
∫ t
0
∥∥∥∥∂Aκ∂t
∥∥∥∥
2
L23
dt + 1
2
∇Aκt2L23
≤ 1
2
χS +m1/2χN∇Ainitκ2L23 +
c21
2ρ
∫ t
0
∇κ22 dt
+ρmax1m
∫ t
0
∥∥∥∥∂Aκ∂t
∥∥∥∥
2
L2
dt + c
2
2
2κ2ρ
∫ t
0
Aκ + Aa2L2 dt
for any ρ > 0. Choosing ρ = σ/2max1m and using the restrictions on
the initial and auxiliary data together with Lemma 6.3 and Corollary 6.2
give the desired result.
Lemma 6.5. There exists a constant c, independent of κ and , such that∥∥∥∥∂κ∂t
∥∥∥∥
L20 T 2
≤ c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Proof. Letting ϕ = ∂κ
∂t
in (46) and adding (46) to its conjugate give
2
∫ t
0
∥∥∥∥∂κ∂t
∥∥∥∥
2
2
dt
+ i
∫ t
0
∫

(
φa +
1
σκ
∇ · Aκ
)(
κ
∂∗κ
∂t
−∗κ
∂κ
∂t
)
dx
+
∫

χS +mχN
∣∣∣∣
(
i∇ + 1
κ
Aκ + Aa
)
κ
∣∣∣∣
2
dx
=
∫

χS +mχN
∣∣∣∣
(
i∇ + 1
κ
Ainitκ + Aa
)
initκ
∣∣∣∣
2
dx
+ 2
κ
Re
{∫ t
0
∫

χS +mχN
∂Aκ
∂t
·∗κ
(
i∇ + 1
κ
Aκ + Aa
)
κ dx dt
}
+ 2Re
{∫ t
0
∫

1− κ2χS − αχNκ
∂∗κ
∂t
dx dt
}

By the requirements made earlier on the initial data, the ﬁrst term on the
right in the above equation is bounded independent of κ and . Ho¨lder’s
inequality and Lemmas 6.2 and 6.4 now imply
2
∫ t
0
∥∥∥∥∂κ∂t
∥∥∥∥
2
2
dt + c
∫

χs +mχN
∣∣∣∣
(
i∇ + 1
κ
Aκ + Aa
)
κ
∣∣∣∣
2
dx
≤ c0 + c1
∫ t
0
φaL2 + ∇AκL2
∥∥∥∥∂κ∂t
∥∥∥∥
2
dt
+ c2 max1
√
m
∫ t
0
∥∥∥∥∂Aκ∂t
∥∥∥∥
L2
×
∥∥∥∥χS +m1/2χN
(
i∇ + 1
κ
Aκ + Aa
)
κ
∥∥∥∥
2
+ c3
∫ t
0
∥∥∥∥∂κ∂t
∥∥∥∥
2
+ c4ακt22N  dt
≤ c¯ +
∫ t
0
∥∥∥∥∂κ∂t
∥∥∥∥
2
2
dt
for some constant c¯. This proves the lemma.
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6.1. Convergence as κ→∞ with Fixed m
As a result of the uniform bounds we have
Proposition 6.1. For ﬁxed m > 0, there exists a subsequence of κ
Aκ such that
κn ⇀
	 in L20 T 1 ∩H10 T 2 as κn →∞
Aκn ⇀ 	A in L20 T H13 ∩H10 T L2 as κn →∞
We also get, using the compact embeddings H10 T 2 ↪→
L20 T 2 and H10 T L23 ↪→ L20 T L23, that
Proposition 6.2. For ﬁxed m > 0 there exists a subsequence of
κA κ such that
κn → 	 in L20 T 2 as κn →∞
Aκn →	A in L20 T L2 as κn →∞
Theorem 6.1. For ﬁxed m > 0, as κ→∞,
κ →  0 in L20 T 2
Aκ → 0 in L20 T L2
where  0 0 is the solution to the high-κ system (29)–(30).
Proof. Let κnAκn be the subsequence given in Propositions 6.1
and 6.2. Using the convergence properties and uniform bounds one may
show similar to [10] that 	A = 0 and 	 satisﬁes
∫ T
0
∫

∂	
∂t
ϕ∗ωdxdt + i
∫ T
0
∫

φa 0	ϕ∗ωdxdt
+
∫ T
0
∫

χs +mχNi∇ + Aa 0	 · −i∇ + Aa 0ϕ∗ωdxdt
=
∫ T
0
∫
S
	1− 	2ϕ∗ωdxdt − α
∫ T
0
∫
N
	ϕ∗ωdxdt (48)
for any ϕ ∈ 1 and any ω ∈ C10 T  with initial condition given by
	init = init . Note that (48) is the weak form of (29) and so by uniqueness,
we must have 	 =  0. Also note that uniqueness implies that the entire
sequence κAκ converges to the solution to the high-κ system.
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6.2. Convergence as → 0 with Fixed κm
In order to show convergence as → 0, we will need the following result:
Lemma 6.6. If f ∈ H1−  then
∣∣∣∣ 12
∫ 
−
f zdz − f 0
∣∣∣∣ ≤ C√f ′L2−
where C is independent of .
Proof. Without loss of generality assume f ∈ C1− , then
∣∣∣∣ 12
∫ 
−
f zdz − f 0
∣∣∣∣ ≤ 12
∫ 
−
∫ z
0
f ′sds dz
≤ 1
2
∫ 
−
f ′L2− z1/2 dz
≤ C√f ′L2− 
Since the estimates from the last section are uniform in  we get
Proposition 6.3. For ﬁxed κm> 0, there exists a subsequence of
κAκ such that
nκ ⇀
	 in L20 T 1 ∩H10 T 2 as n → 0
Anκ ⇀ 	A in L20 T H13 ∩H10 T L2 as n → 0
and
nκ → 	 in L20 T 2 as n → 0
Anκ →	A in L20 T L2 as n → 0
nκz=0 → 	z=0 in L20 T 2 as n → 0 (49)
The last convergence follows from the trace theorem.
Theorem 6.2. For ﬁxed κm > 0, as → 0,
κ → 0κ inL20 T 2
Aκ → A0κ in L20 T L2
where 0κA0κ is the solution to the thin normal layer equations given by
(31)–(39).
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Proof. Let nκAnκ be the subsequence given in Proposition 6.3.
Using the convergence properties and uniform bounds one may show term
by term that the weak form of (13)–(17) tends to the weak form of (31)–(39)
as  → 0. In particular we will show that the integral over N converges
to the appropriate boundary condition in the thin normal layer equations.
Note that
α
∫
N
nκφ
∗ dx = α
∫
N
	z = 0φ∗ dx
+α
∫
N
(
nκz = 0 − 	z = 0
)
φ∗ dx
+α
∫
N
nκ −κz = 0φ∗ dx (50)
For the ﬁrst term in (50), we make the translation z¯ =  + 2z −
d2/d1 + d2:
α
∫
N
	z = 0φ∗ dx = α
2
∫
D
∫ 
−
d1 + d2	x y 0φ∗x y zdz¯ dx dy
Deﬁne the function
gz =
∫
D
d1 + d2	x y 0φ∗x y zdxdy
For d1 and d2 sufﬁciently smooth and φ ∈ C1, we have g ∈ H1− .
So by Lemma 6.6
α
∫
N
	φ∗dx = α−α0
1
2
∫ 
−
gzdz¯+α0
1
2
∫ 
−
gzdz¯
= α−α0gz¯=0+α0gz¯=0+O1/2
→α1
∫
D
d1+d2	xy0φ∗xy0dxdy as →0 (51)
where, although we drop the explicit dependence on t in the notation, the
above limit is to be understood in the 20 T  sense. Since C1 is dense
in 1, the last equation holds for φ ∈ 1.
By the strong convergence, the second term on the right-hand side of
(50) tends to zero as → 0, since
∣∣∣α
∫
N
nκ−	z=0φ∗dx
∣∣∣≤cnκ−	z=024¯2→0
in the space 20 T .
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Finally, concerning the third term in (50) we have, as → 0,∣∣∣α
∫
N
nκ − 	nκz = 0φ∗ dx
∣∣∣
≤ αnκ −n κz = 02N φ2N 
≤ α3/2
∥∥∥∥ ∂∂znκ
∥∥∥∥
2N 
φ2N  → 0 in 20 T 
Putting the above estimates together as → 0, we have
α
∫
N
κφ
∗ dx→ α1
∫
D
d1 + d2	x y 0φ∗x y 0dxdy
The convergence of the other terms is similar to [11] and we omit the
details.
It is not difﬁcult to check that the limit 		A is a solution to the thin
ﬁlm limit model. Now by the uniqueness of the thin normal layer system,
we must have the entire sequence converging to 	 = 0κ and 	A = A0κ.
6.3. Convergence as κ→∞ and → 0
Since the uniform bounds are independent of both κ and , we take the
limits as κ→∞ and → 0 together to obtain
Theorem 6.3. For ﬁxed m > 0, as κ→∞ and as → 0,
κ → 0 0 inL20 T 2
Aκ → 0 in L20 T L2
where 0 0 0 is the solution to the high-κ-thin normal layer equations given
by (41)–(44).
Proof. Similar to the proofs of Theorems 6.1 and 6.2.
Remark 4. The above result can be extended to the case m/ → ∞ as
κ → ∞ and  → 0. That is, we do not need m to be uniformly bounded
away from zero so long as it goes to zero much slower than  (for instance,
m = r with 0 < r < 1). This will allow sufﬁcient control over the order
parameter in the normal layer and the limiting equations are again given
by (41)–(44).
Remark 5. One may get a different scenario when the case m/ → 0
as κ → ∞ and  → 0 is considered. The limiting solution ψ ∈
L20 T 11 ∪ 12 ∩H10 T 2 satisﬁes the weak form∫

∂ψ
∂t
ϕ∗ dx+ i
∫

φa 0ψϕ
∗ dx+
∫

i∇ + Aa 0κ · −i∇ + Aa 0ϕ∗ dx
= ∑
j=12
∫
j
κ1− κ2ϕ∗ dx∀ϕ ∈ 11 ∪ 12 (52)
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Note that the above weak form results in a natural boundary condition on
the interface and no condition is imposed on the continuity of ψ across the
interface.
7. THE NEXT ORDER CORRECTIONS WITH FIXED M
For ﬁxed m > 0, taking the view that the solution A depends on
both parameters κ and , we may take the limit as both κ→∞ and → 0
to obtain
∂0 0
∂t
+ i∇ + A0 0 + Aa 020 0 = 0 01− 0 02 in 0j T  j = 1 2
σ
∂A0 0
∂t
+ 'A0 0 = 0 in 0j T  j = 1 2
with boundary conditions,
i∇ + A0 0 + Aa 00 0 · n = 0 on ∂× 0 T 
curlA0 0 × n = 0 A0 0 = 0 on ∂× 0 T 
and interface conditions,
0 0z=0×0 T  = 0[(
∂
∂z
− ia0 3 − iaa 3
)
0 0
]
z=0×0 T 
= α1d1 + d20 0x y 0 t
curlA0 0 × nz=0×0 T  = 0 A0 0z=0×0 T  = 0
We thus seek the next order corrections of the form
κ = 0 0 + 1 0 +
1
κ2
0 1
1
κ
Aκ = A0 0 + A1 0 +
1
κ2
A01
In the high-κ setting, comparing terms of order , we get the correction
∂1 0
∂t
+ i∇ + A0 0 + Aa 021 0
= 1 01− 02 − ∗1 00 +1 0∗00
−A1 0 · i∇ + A0 0 + Aa 00 0 − i∇ + A0 0 + Aa 0 · A1 00 0
in 0j T  j = 1 2
σ
∂A1 0
∂t
+ 'A1 0 = 0 in 0j T  j = 1 2
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with boundary conditions,
i∇ + A0 0 + Aa 01 0 · n = 0 on ∂× 0 T 
curlA1 0 × n = 0 A1 0 = 0 on ∂× 0 T 
and interface conditions,
1 0z=0×0T  = 0[(
∂
∂z
− ia0 3 − iaa 3
)
1 0
]
z=0×0T 
= d1 + d2
m
α11 00 t + α1 + 10 00 t −0 00 t0 00 t2
+m− 1i∇ + A0 0 + Aa 020 00 t
In the small  setting, comparing terms of order 1/κ2, we get the correction
∂0 1
∂t
+ iφa 00 1 +φa 10 0 + i∇ + A0 0 + Aa 020 1
+i∇ + A0 1 + Aa 0 · A0 1 + Aa 10 0
+A0 1Aa 1 · i∇ + A0 1 + Aa 00 0
= 0 11− 0 02 −0 00 0∗0 1 +0 1∗0 0 in 0j T
σ
∂A0 1
∂t
+ 'A0 1 = −
i
2
0 0∇∗0 0 −∗0 0∇0 0
− 0 02A0 0 + Aa 0 in 0jT
σ
∂A0 1
∂t
+ ∇2A0 1 = 0 in c × 0 T 
with boundary conditions
i∇ + A0 1 + Aa 00 1 · n = 0 on ∂× 0 T 
curlA0 1 × n = 0 A0 1 = 0 on ∂× 0 T 
curlA0 1 → 0 as x→∞
and interface conditions,
0 1z=0 = 0 A0 1z=0 = 0
∇ − iA0 1 − iAa 00 1 · kz=0 =
d1 + d2α1
m
0 1
curl A0 1z=0 = 0 (53)
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8. NUMERICAL SIMULATIONS
In this section, we present computational results comparing the solutions
of the full system (13)–(14) with that of the high-κ system (29)–(30) and
that of the high-κ-thin ﬁlm model (41)–(42). The two-dimensional simu-
lations are performed using a modiﬁed version of a code originally devel-
oped in [9] based on the ﬁnite element discretization of the time-dependent
Ginzburg–Landau systems. The modiﬁcations allow one to treat the weak
links as well as the normal inclusions.
8.1. The High-κ System
Here we present computational results comparing the solution of the
high-κ system (29)–(30) to the solution to (13)–(14) for several values of
the parameter κ.
Figure 2 compares the steady-state solutions in the zero electric potential
gauge for a square sample in the xy-plane with side length, L, equal to 20
times the coherence length. The width of the middle normal layer is twice
the coherence length; that is, d1 = d2 = 005L . The normal layer parameter
is α = 1 and the constant external ﬁeld is Hext = 0 0 hκ, with h = 02.
Here we have taken Aa = −05hy − L 05hx− L 0.
The table below compares the energies for the values of κ in Fig. 2 as
well as the scaled differences eκ which equal to the products of κ2 and the
corresponding differences between the energies for κ and the high-κ limit
value.
κ 6.0 10.0 ∞
Energy 264.15 266.43 267.88
eκ 134.28 145.00 0
For the higher values of κ, we see that the energy goes to the high-κ limit
by the order κ2, which is as expected.
With the same values of the parameters, we compare the steady-state
solutions of the high-κ system as the external ﬁeld h decreases in Fig. 3.
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FIG. 2. Comparison of steady states for κ = 6 10, and the high-κ solution.
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FIG. 3. Comparison of steady states for the high-κ solution when h = 025 02 015 01.
The initial condition for h = 025 is given by init = 06 + 08i and the
steady-state solution to the larger external ﬁeld value is used as the initial
condition for the subsequent smaller ﬁeld value. Note for smaller values of
the external ﬁeld, the number of vortices decreases.
8.2. The Thin Normal Layer System
Here we compare the solution to the high-κ system for several values of
 to the thin normal layer system. In this section we take m = 1 and we
take the length of the sample to be 15 times the coherence length.
Note that one difﬁculty in computing the solution for  > 0 is that the
grid size must be small enough to distinguish the normal layer. It is a com-
putational advantage to add more grid lines parallel to the normal layer
and consider rectangular elements with width 'x and height 'y. In Fig. 4,
we show that the ﬁnite element method converges by comparing the solu-
tion with constant initial conditions, h = 02, and  = 05 for two different
grids: one square with 'x = 'y = 05 and one rectangular with 'x = 05
and 'y = 10.
Figure 5 compares the high-κ model with  > 0, and α1 = 0 to the high-κ
thin normal layer equations. For the high-κ model, we take α0 = 10 α1 =
00, and  = 1 075, and 05, respectively. Again, d1 = d2 = 005L. As 
gets smaller, the pinning effect becomes weaker and since α1 = 0, to leading
order, the pinning effect is lost in the high-κ thin normal layer limit.
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FIG. 4. Comparison of steady states for grids: 'x = 'y = 05 and 'x = 05 'y = 10.
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FIG. 5. Comparison of steady states for different values of  with the zero limit (left to
right:  = 10 75 05, and the thin normal layer model).
The corresponding energies are given in the table below.
 10 075 05 00
Energy −3023 −2672 −2155 −2148
To model the effects of weak links between superconductors in the high-
κ setting, we consider the case where α = α0 + α1/. Figure 6 compares
two SNS junctions with  α0 α1 = 05 04 08 and  α0 α1 =
1 05 20, respectively. In the former case, d1 = d2 = 00667 ∗ L and
in the latter case, d1 = d2 = 005L. The corresponding solution to the
high-κ-thin ﬁlm limits is also provided.
Contrary to the α1 = 0 case, the pinning effect in the weak links between
two neighboring superconductors remains in the thin ﬁlm limit. This is one
of the major differences of the current work with the previous studies.
8.3. The Presence of Normal Ring
We now present some numerical simulations of the high-κ model in
square domain. A normal ring is embedded inside symmetrically with
respect to the center of the domain. The length of square domain is 30
times of the coherence length. The normal rings are embedded in the cen-
ter of the domain and we use rin and rout to denote the inner and outer
radius of the ring. The material parameter, α, is set to be constant 1 in the
normal ring.
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FIG. 6. Comparison of steady states when α = α0 + α1/ (left to right:  α0 α1 =
2 02 16 and 1 05 20, thin normal layer model with α1 = 16 and 2.0).
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FIG. 7. Comparison of steady states: Left, the geometry; from second left to right, h =
008 012 016, and 0.20.
In Fig. 7, a narrow ring is embedded close to the center of the square with
rin = 4 and rout = 6. When the applied ﬁeld increases from 008 012 016
to 0.2, the corresponding steady-state solutions are shown.
In Fig. 8, the narrow normal ring becomes wider so that rin = 4 and
rout = 8. When the applied ﬁeld increases from 0.04, 0.08, 0.12 to 0.16, the
corresponding steady-state solutions are shown. Comparing the cases for
the applied ﬁeld being 0.08 and 0.12, the wider rings in Fig. 8 contain more
vortices than the narrower rings in Fig. 7, another indication of the pinning
effect.
In Fig. 9, the normal ring becomes even wider so that rin = 4 and rout =
12. We ran the cases when the applied ﬁeld increases from 012 016 02
to 0.4, and the corresponding steady-state solutions are shown. Comparing
the cases for the applied ﬁeld being 0.12, the wider rings in Fig. 8 contain
more vortices than the narrower rings in Fig. 7, another indication of the
pinning effect.
One can observe from Figs. 7–9 that, due to the small area occupied by
the superconducting sample enclosed in the normal ring, even for relatively
strong applied ﬁelds, there is no vortex nucleation there. As a comparison,
in Fig. 10, we present the case that the normal ring is close to the square
boundary rather than the center. We let rin = 12 and rout = 15. Let the
applied ﬁeld be 0.4 the time evolution starts from the vortex nucleation near
the boundary of the square and continues the migration through the normal
ring into the interior superconducting region. A steady state is reached,
which illustrates the vortex lattice in the interior as well the vortices pinned
in the normal region.
0 5 10 15 20 25 300
5
10
15
20
25
30
20 40 60 80 100120
20
40
60
80
100
120
20 40 60 80 100120
20
40
60
80
100
120
20 40 60 80 100120 20 40 60 80 100120
20
40
60
80
100
120
20
40
60
80
100
120
FIG. 8. Comparison of steady states: Left, the geometry; from the second left to right,
h = 008 012 016, and 0.20.
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FIG. 9. Comparison of steady states: Left, the geometry; from the second left to right,
h = 012 016 02, and 0.4.
The ﬂux penetration into superconducting disks has been both extensively
computed and rigorously studied by many people [3, 16], most of which,
however, do not take into the account the proximity effect. The model
studied here is applicable to the situation where a superconducting disk is
surrounded by a normal ring. The addition of the normal ring can certainly
be used to approximate the proximity effect as indicated in [4].
8.4. The Junction Arrays
Finally, we present a few results for superconducting samples formed in
an array of squares that are connected by thin normal samples. We have
used a box of 30 coherence length, and the applied ﬁeld is taken to be
06×Hc2 , while the parameter m is taken to be 1 02, and 0, respectively.
The results are shown in Fig. 11.
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FIG. 10. The time evolution of the vortex nucleation and migration (top left, the geometry),
starting from the second left on the top row to the steady state at the bottom right.
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FIG. 11. The geometry (left, darker regions being occupied by superconducting sample)
and the steady-state vortex conﬁgurations for m = 1 02 00.
9. CONCLUSION
We have presented several limiting cases of the Ginzburg–Landau-type
models for the SNS junctions. Numerical simulations based on the limiting
equations demonstrated their effectiveness in simulating the vortex states
in the SNS junctions. Most of the results presented so far have ignored the
effect of the applied electric current or applied voltage; thus, it remains
to be seen if these simpliﬁed models can be fully extended and if their
extensions can be used to analyze the dc and ac Josephson effects. It will
also be interesting to study the models for the s- and d-wave junctions [14]
that have received much attention recently.
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