Abstract. Near an orbit of interest in a dynamical system, it is typical to ask which variables dominate its structure at what times. What are its principal local degrees of freedom? What local bifurcation structure is most appropriate? We introduce a combined numerical and analytical technique that aids the identification of structure in a class of systems of nonlinear ordinary differential equations (ODEs) that are commonly applied in dynamical models of physical processes. This "dominant scale" technique prioritizes consideration of the influence that distinguished "inputs" to an ODE have on its dynamics. On this basis a sequence of reduced models is derived, where each model is valid for a duration that is determined self-consistently as the system's state variables evolve. The characteristic time scales of all sufficiently dominant variables are also taken into account to further reduce the model. The result is a hybrid dynamical system of reduced differential-algebraic models that are switched at discrete event times.
1. Introduction. Systems of ordinary differential equations (ODEs) arise commonly as models in the natural sciences. Many of these models involve nonlinear dynamics and exhibit complex behavior [26, 52] . To understand this behavior, it is useful to have tools that allow us to focus on salient features of the equations and to dissect the qualitative structure of their dynamics.
There is an assumption of one or more explicit small parameters in many popular models that exhibit multiple scales, for instance the oscillators of van der Pol [64] , FitzHugh [18] , Morris and LeCar [51] , and Wilson and Cowan [71] and other weakly coupled oscillators [32, 41, 45, 49] . Typically these systems are amenable to a standard use of geometrical singular perturbation theory [14, 34] and invariant manifold theory [70] . The systems are first understood at "fast" and "slow" singular limits as the small parameter vanishes. Subsequently, technical results are invoked that prove qualitatively similar orbits lie close to the singular orbits when these subsystems are matched [50] and the small parameter is reintroduced [17] .
We investigate a more general case for initial-value problems in which we do not assume the presence of explicit small parameters. Instead, we assume that state-dependent coupling introduces "emerging" scales-not just in the time domain but also in terms of the influence of interactions between variables (which we define formally). We take the Hodgkin-Huxley (HH) model of nerve action potential generation [31, 37] as our principal example. In this system, we find there are times when there are more than two time or influence scales present (sometimes with a lack of strong separation), which may even swap their orders of magnitude during a typical oscillation [61] . The pulsatile nature of state-dependent synaptic coupling between neurons may create other emergent multiple scales in the dynamics of a biophysical neural network. Nonetheless, our approach applies to systems with explicit small parameters, and we briefly discuss our ideas in the context of the van der Pol system.
It is important to distinguish the type of reductions we consider here from those that are aimed at deriving simpler models from more sophisticated ones. There is a large body of literature focusing on the latter, especially in the context of neural systems [2, 18, 38, 39, 46, 48, 71] . Here we assume that an appropriate model system has already been decided (typically a detailed, physiological model). Our approach is to ask what structure that model system possesses that gives rise to its dynamics of interest, and so reduce its analysis to that of a sequence of local bifurcation scenarios. That sequence tells a concise story of the most important interactions between variables near orbits of interest in the full system.
In this preliminary study we are concerned mainly with developing the notation and ideas behind the dominant scale method and its instantiation in the software tool Dssrt (the Dominant Scale System Reduction Tool ).
1 Currently, this software is designed for use with Mathworks' MATLAB. Using Dssrt we demonstrate the dominant scale method's application to a HH-type model of a single compartment neuron being driven to spike rhythmically by slow, periodic synaptic inhibition from an external source. This system serves as the basis for many types of detailed physiological models of excitable membranes and provides us with an example of a limit cycle in a five-dimensional, stiff, nonautonomous system whose structure is nevertheless easy to intuit. We include the external input in anticipation of a future presentation of the method being applied to more general networks.
Previously, the HH system has been a subject of conventional asymptotic analysis (see, e.g., [38, 61] ). The results of these studies aid the validation of our methods. Of course, our intention is to apply our methods to higher-dimensional systems, where intuition is less readily available and calculations are more difficult to perform by hand. Our analytic approach to a seven-dimensional biophysical model of an entorhinal cortex spiny stellate cell [57] uses similar principles of self-consistent partitioning of orbits into asymptotically valid reduced (two-dimensional) regimes. This reduction allows for the study of some complex cell behavior such as the existence of subthreshold oscillations and their coexistence with spiking [11] . Applying Dssrt to the stellate cell equations we find that the reduced regimes are consistent with those found in [57] .
Overview of the paper.
We begin by developing the concepts of events, epochs, and dominance for general ODE systems in sections 2.2-2.6. In section 2.7 we use these concepts to determine a sequence of local models in a neighborhood of a known orbit of a system. The concept of a variable's characteristic time scale is developed in section 2.8 and illustrated for a van der Pol oscillator. In section 2.10 such time scale information assists in the further reduction of epoch models into "regimes." The validation of the regime models is discussed in section 2.11.
In section 3.1 we introduce a HH-type ODE system used throughout the rest of the paper to exemplify the application of the dominant scale techniques. In the rest of section 3 we adapt the notation of the HH equations so that we can apply the new concepts, and we demonstrate in section 4 the insight gained by applying our methods. In section 4.4 we describe the use of the reduced regimes in studying the underlying structure of orbits as bifurcation scenarios. Application to a broader class of models, and other work in progress, are discussed in section 5.
The dominant scale method.
2.1. Overview. This section introduces the terminology and notation needed to formally define the dominant scale method for general systems of ODEs, such that it is amenable to automation in a computer program such as Dssrt. New terms will be in bold. Although we are introducing many new definitions, we hope that the reader will come to appreciate the relative simplicity of the method by following the in-depth example in the later sections and by using this section as a reference guide.
In brief, the method consists of the following five steps, to be explained in more detail later:
(1) For an N -dimensional ODE system we compute an orbit of interest, denoted X(t). This might be an approximation to a stable periodic orbit, for instance. This will be referred to as a reference orbit. Its components will be labeled using a tilde: for instance,x(t).
(2) Choose a single variable (which we denote y) on which to focus the analysis. Determine which variables influence y most dominantly alongX(t) and at which times. This determines active and inactive variables. Changes in the status of active and inactive variables constitute events.
(3) Partition the time domain at the events. Produce a sequence of reduced epoch models of the system, relative to the variable in focus, by introducing (or eliminating) the dominant (nondominant) variables (respectively), whenever they change at the events.
(4) Further simplify the reduced models by replacing variables that are "slow" relative to y by appropriate constants and those that are "fast" relative to y by their asymptotic target values. (This step is akin to traditional fast-slow asymptotic reduction.) (5) Minimize the number of distinct reduced models that constitute a piecewise model of the whole orbit by a heuristic consolidation of some models generated in step 3.
The result is a sequence of R regime models, focused on y close toX(t). Each model is a differential-algebraic equation (DAE), having dimension ≤ N . Each DAE applies only in a neighborhood of one of the R temporal partitions ofX(t), within which it can be studied using conventional qualitative techniques. We can explicitly determine the neighborhood within which the assumptions made in the regime reductions remain valid. Approximate orbits for the system may also be constructed using the regime model.
The focus on an individual variable reveals the fine structure of the dynamics most pertinent to it by taking advantage of the known structure of the differential equation governing that variable. In principle, any variable of the system can be chosen as the focused variable by repeating steps 2-5. Doing this for different variables creates alternative perspectives on the dynamics associated with the orbitX(t). Combining these perspectives in a simultaneous analysis of multiple variables is beyond the scope of our presentation and creates complexities in the method which have not been fully resolved. We discuss this further in section 5.4.
2.2.
Assumed system structure. Consider a coupled ODE system given by dX dt = F(X; s, t), (2.1) where X(t) ∈ R N , and s ∈ R S are external inputs (constants or time-varying signals). The aim of the method is to demonstrate when certain variables or inputs in (2.1) can be neglected during the computation of orbits of this system as an initial-value problem. We approach this by focusing on the structure of each differential equation making up (2.1). For any variable y of the system, let Γ y denote the set of all variable names and external inputs that appear in the right-hand side (r.h.s.) of the equation for y. Collectively these are called the inputs to the equation, and we define n tot ≡ |Γ y | ≤ N + S for that equation. Inputs that are variables of the system are called dynamic inputs. The external inputs are also called passive inputs because they are assumed to be fixed time courses, independent from the ODE system given by (2.1). We can rewrite the equation in y extracted from (2.1), having a r.h.s. given by a function F y , in the general form
where n f > 0, n g ≥ 0. Here we have separated the r.h.s. into a sum of input terms. We have also distinguished input terms that involve y (using the functions f i ) from those that do not (functions g i ). Each function depends on one or more of the other variables (or external inputs) in the system, according to input sets labeled Γ 1,i for the f i and Γ 2,i for the g i . In this notation we can allow one of the Γ 1,i sets to be empty if we wish to include a term depending solely on y. Such a term would be interpreted as governing the "internal" or "intrinsic" dynamics of y. We also define the sets Γ 1 = i Γ 1,i and Γ 2 = i Γ 2,i , such that Γ 1 ∪ Γ 2 = Γ y . By assuming n f > 0, the only restriction we are placing on the systems we consider is that each equation must depend explicitly on its own variable in its r.h.s.
We will always assume that the r.h.s. has been reduced to this form as far as possible. Most importantly for our method, this means that none of the functions f i and g i may be a sum of terms that could be separated into different input terms. Thus, input terms involving more than one input variable must consist of a product of functions of one variable only. The secondary criterion is to algebraically arrange the r.h.s. in a way that minimizes the size of the intersections of the input sets. For instance, consider a hypothetical r.h.s. F y (y, x 1 , x 2 ) = x 1 y(sin x 2 + ky), where k is a constant. By our rules, this cannot be treated as a single input term because sin x 2 + ky is a sum involving two different variables, such that the whole expression cannot be factored to be a product of functions of single variables. We have to expand the brackets to give x 1 y sin x 2 + kx 1 y 2 at the small expense of letting x 1 appear in two input terms. If the r.h.s. had instead been x 1 y(sin x 2 + k), then we would not have to make any rearrangement, because the bracketed term, although a sum, involves only one variable.
Clearly, in the general case, it is not always possible to avoid overlap between the input sets, regardless of how the r.h.s. is rearranged. Dealing with these situations is beyond the scope of this paper. Here we restrict our attention to systems in which this does not happen. This is not very restrictive given that the models to which our technique is perhaps most applicable are coupled networks drawn from systems biology and rigid body mechanics. These networks typically involve an input variable appearing in only a single input term per equation, so that there is never any overlap between the input sets.
The instantaneous asymptotic target.
An important quantity in the dominant scale method is the instantaneous asymptotic target y ∞ (t) of a single variable y. For any time t, the asymptotic target solves
where thex(t) are the entries of the vectorX(t) corresponding to the inputs of (2.2). If F y is smooth, then at least one solution for y ∞ (t) always exists. All solutions will be finite because we assume n f > 0. A solution y ∞ (t) is not necessarily a valid orbit of the system, but it always represents an instantaneous "organizing center" for the dynamics of y in a neighborhood ofX(t). Because we are mostly interested in systems with stable limit cycles we name y ∞ a "target," but note that for any nondissipative portions of an orbit the "target" may be a repeller. However, the utility of y ∞ (t) as a reference for the local organization of the vector field is the same in either case. Our definition of y ∞ (t) coincides with that of the time-dependent y-nullcline for which the inputs x ∈ Γ y are restricted to the valuesx(t). For dissipative systems in whichX(t) is part of a normally hyperbolic invariant manifold [17, 34] , y will always be attracted to (or repelled from) a nearby solution for y ∞ (t). Parts of orbits that are not normally hyperbolic must be treated specially as boundary layers, and any expanding regions of the phase space would also require special treatment to ensure that validity conditions for their reduced models are always met. However, these aspects are beyond the scope of the present work.
Dominance strength.
For some purposes it is reasonable to judge which input terms dominate the r.h.s. of an equation simply by comparing their magnitudes. This is probably the most straightforward approach to measuring "dominance." However, we will see in section 2.11 that our alternative approach offers several advantages in the local analysis of orbits.
The dominant scale method centers around the comparison of the sensitivities of y ∞ (t) to the inputs x ∈ Γ y . This requires that all the functions specifying the input terms are differentiable in the variables from their input sets. In the event that more than one input appears in a Γ 1,i or Γ 2,i , then by assumption the inputs in that term are multiplied together in some way (section 2.2). In this case we must select one to be the primary variable for analysis, while the remaining input variables in the input term are referred to as auxiliary variables. This assumes that the auxiliary variables can be selected to be those of "lesser importance"-in particular, that they can be interpreted as modulators of the primary variable. We need this distinction because here we consider only the input term's sensitivity to variation in one variable. When multiple inputs to a single term cannot be meaningfully distinguished as primary and auxiliary we require a more intricate treatment that is beyond the scope of this paper.
The sensitivities of y ∞ are referred to as dominance strengths. The dominance strength of an input involving the primary variable x to the r.h.s. F y is denoted by Ψ x . For ease of notation its association with y remains implied because no ambiguity will arise in its use here. It is defined as
The factor of x that multiplies the partial derivative acts to normalize it on the assumption that x = 0 means "no input." (A linear transformation of variables can always ensure this.) The normalization is made because we prefer not to characterize a nonparticipatory input x(t) ≡ 0 as dominant over y if the partial derivative evaluated at x = 0 is large. Apart from the normalizing factor, the dominance strength resembles a sensitivity with respect to perturbations on an input rather than initial condition.
Depending on the nature of the system, the derivatives in the dominance strength calculations may have to be calculated numerically. Under some circumstances, such as those that arise for the class of neural model we introduce in section 4, y ∞ and its derivatives may exist in closed form. The Dssrt program takes advantage of such a circumstance.
We note that if a term in F y has no inputs, then it has no associated dominance strength and is not subject to being eliminated in the reductions discussed here. For generality, we allowed one such term in F y when making our assumptions about (2.2).
Active and inactive inputs.
For each x ∈ Γ y , Dssrt calculates Ψ x (t) along the known orbitX(t). At a sufficiently fine time resolution, Dssrt ranks the dominance strengths for each of these inputs by size for each sample time t,
where the ordered list {x i } i=1...ntot is a permutation of Γ y . We define the ranking in a ratio form, so that Ψ xi = c i Ψ x1 , where the coefficients c i ∈ (0, 1] define the scale of the ith input relative to the strongest input x 1 . We do not necessarily have the convenience of an explicit small parameter in our system, so we introduce a free parameter ε ∈ (0, 1) that defines a small scale of influence between variables (typically not close to 0). Inputs having a scale coefficient c i ≥ ε are called active inputs at time t and form the ordered set of actives, A y, ε (t). A y, ε (t) is a piecewiseconstant function of the continuous time t. The remaining inputs are inactive at time t. By defining the set of actives relative to the largest Ψ x (t) value, the meaning of dominance-i.e., the "O(1) scale of influence"-is continually renormalized along an orbit.
For input terms that involve more than one input variable, where one is primary and the others are auxiliary, our convention is to record only the primary variable in A y, ε -the presence of the auxiliary variables is implicit. The parameter ε must be set appropriately by the user for the method to be most effective. For instance, increasing ε causes Dssrt to produce increasingly reduced models at the expense of accuracy. Thus, ε effectively defines an error tolerance in the method.
Events and epochs.
With knowledge of the full system's equations, we characterize the underlying structure ofX(t) by recognizing a sequence of important events that shaped its evolution. We define an event relative to a variable y as occurring whenever there is a change in the set of actives A y, ε (t). We partitionX(t) according to the times of these events, and we define an epoch as the time interval between consecutive events. For a given ε, Dssrt detects P ≡ P (ε) events along an orbit and partitions the orbit into P − 1 epochs, having time intervals [t p , t p+1 ) for p = 1, . . . , P − 1. This results in an epoch sequence of distinct A V, ε sets, each associated with one of the epochs.
Local epoch models.
We use the definition of dominance strength to determine approximate local models to study the system in a neighborhood ofX(t), independent of the relative time scales of the variables. Dssrt therefore needs accurate knowledge of the time courses of the variables making upX(t) (e.g., from a numerically integrated solution). Within the pth epoch a suitable reduced model of the system, focused on a variable y, is given by
These equations hold for t ∈ [t p , t p+1 ), and we have definedΓ y (t) = A y, ε (t) ∩ Γ y and definedF y to be the function F y without the input terms contributed by the inactive variables. (The equations for any auxiliary variables are implicitly included whenever a primary variable x ∈Γ y (t).) The size of the neighborhood within which a local model applies can be prescribed analytically and computed numerically (section 2.11).
In order to make a local comparison of the reduced model's approximation ofX(t), the initial conditions for the model should be set to coincide with the corresponding entries ofX(t p ). To construct other orbits that are close enough toX(t) so that they undergo the same sequence of events, the epoch switching times {t p } and the initial conditions of the epoch models at those times have to be determined self-consistently by ongoing analysis of the evolving orbit. Further details are given in sections 2.11 and 4.4.
Time scales of inputs.
As part of reducing epoch models further in section 2.10 and in computing some properties of these models, we will need to estimate the reaction of a variable to O(1) perturbations at different points alongX(t). In general, we define an O(1) perturbation fromX(t) to be one that does not cause a change either in the set of actives or in the asymptotic targets that apply at time t. Our automated method addresses the robustness of a system to such perturbations by computing and comparing the instantaneous time scales τ y and τ x . We define
where˙= d/dt, and we evaluate y ∞ (t) andẏ(t) alongX(t). We define τ x (t) similarly. Using the notation τ (t) = (τ x (t), τ y (t)), we define the time scale sensitivity matrix, denoted ∂τ /∂X (t). Entries in this matrix will also be needed in our analysis. Sometimes these quantities are given in closed form if the equations explicitly contain terms of this type or if the algebraic make-up of a r.h.s. allows one to be factored out. Both of these cases arise in the class of neural equations studied later. Note that only the dynamic inputs to the differential equation for y have an associated time scale, because the passive inputs are not governed by differential equations (section 2.2). Intuitively, we can observe in (2.7) that 1/τ y is a normalized measure of the instantaneous rate of change of y, where we have normalized by the distance between y and its instantaneous asymptotic target. 1/τ y can be loosely interpreted as an "instantaneous eigenvalue" of the linearized dynamics of (2.2) about y ∞ (t), where we view y ∞ (t) as an "instantaneous fixed point" of (2.2).
Because we do not assume explicit small time scales, we must define another free parameter, γ ∈ (0, 1). When |τ x (t)/τ y (t)| < γ, a dynamic input x ∈ Γ y is considered 
, by Γ y \(S(t) ∪ F(t)).
Our approach is easiest to illustrate in a familiar setting. Consider the van der Pol system [64] expressed by the equations
(2.8)
We assume that the positive parameters μ and ν are chosen so that system has a stable limit cycle around the unstable fixed point at the origin. The limit cycle is denotedX(t) = (x(t),ỹ(t)), which also defines its components. The limit cycle and the nullclines are plotted in Figure 1 for μ = 10, ν = 0.1. Here x undergoes fast "jumps" between two stable branches of the slow manifold that are close to the cubic x-nullcline. We assume that the system is evolving close toX(t), which, after a short transient, will be the case for all initial conditions chosen away from the origin. The dominance strength quantities defined in section 2.4 do not apply to the van der Pol system because each differential equation has only one input (the other variable of the system). In other words, y is always an active input to the equation for x, and vice versa. Also, the asymptotic target x ∞ (t) is given by the appropriate branch of the cubic nullcline asX(t) evolves between the two stable branches of the slow manifold. As a result of these observations, O(1) perturbations for the van der Pol system are simply those that do not force orbits to switch between branches of the slow manifold. Geometric and asymptotic techniques can be applied to understand the robustness of the limit cycles as 1/μ → 0 (known as the singular limit) [14, 22, 34] , but we will now see how the instantaneous time scale quantities defined in (2.7) can be used to study robustness away from this limit.
For μ = 10 and ν = 0.1, the period of the limit cycle is T ≈ 2.883. We observe that y ∞ = x/ν = 10x, and we take x ∞ (t) to be the appropriate branch of the cubic nullcline, depending on the location of the orbit. We find that τ y = −1/ν = −10, so that y ∞ (t) is in fact a repeller. τ x has a complicated (but explicit) form, which is plotted in Figure 2 (a). From this plot it is easy to calculate that |τ x /τ y | ≈ 0 all along the limit cycle, although this ratio rises to nearly 1/4 in the vicinity of certain "critical points." The critical points are the positions in the cycle when the orbit moves from a slow to a fast manifold, or vice versa. They are marked by closed circles in Figure 1 . (As 1/μ → 0 the critical points converge to the "knees" of the cubic nullcline.) Away from the critical points we also find that the time scale sensitivity matrix entries for τ y are identically zero, and |∂τ x /∂x| and |∂τ x /∂y| are shown in Figure 2 (b) and (c) to be almost zero. This indicates that O(1) perturbations in either variable hardly affect τ x and do not affect τ y : in other words, the separation of time scales is robust. The increased sensitivity of τ x near the critical point at t crit ≈ 0.840 has decayed by t = 1.2 when the orbit is at approximately (−0.21, 1.05). This position is only a small spatial distance from the critical point relative to the size of the fast jump. The sensitivity of the dynamics in small neighborhoods of the critical points is known to be important in understanding canard behavior [25, 44] .
From measuring the time scale separation around the limit cycle it is reasonable to choose γ = 1/4, so that Dssrt determines x to be a "fast" variable relative to y over the entire cycle. (We reiterate that we mean fast in its response to perturbations, not according to its velocity.) Then, by focusing on the variable x, a reasonable model for its dynamics in this situation is to make the reduction dy/dt = 0, which is analogous to studying the "fast system" in singular perturbation theory. Conversely, by focusing our method on the slow variable y, we can make the reduction x(t) = x ∞ (t), which is analogous to studying the "slow system." The sudden changes in τ x and its sensitivities quantitatively indicate the shrinking of the neighborhoods around the limit cycle within which these reductions apply. These reduction steps are fully described in section 2.10 for the general case.
Comparing the time scale quantities can help us avoid the costly computation and comparison of actual perturbed orbits. NearX(t) we can predict whether variables will remain essentially unchanged after a perturbation or whether they will remain close to their perturbed values. A technique to do this is explained in section 2.11, but here we take a brief look at the ideas involved using the van der Pol example. Consider two scenarios shown in Figure 1 in which we perturb y at a time t a or t b along the limit cycle. The system undergoes a fast jump between stable branches of the slow manifold over the time interval (t crit , T/2). The fast manifold traversed during the jump is not normally hyperbolic, and locally the vector field is almost horizontal. Thus, a perturbation at time t a ∈ (t crit , T/2) hardly alters the motion of x, which continues to relax quickly to a slightly perturbed position on the right-hand branch of the slow manifold. By the time the slow manifold is reached, y has changed only slightly from its perturbed value. The same outcome can be predicted by observing that the scale separation |τ x (t a )| |τ y (t a )| is very robust in a neighborhood ofX(t a ). In fact, this observation predicts a qualitatively similar response of the system to O(1) perturbations throughout (t crit , T/2). In contrast, |dx/dt| |dy/dt| only for a small part of the jump (Figure 2(d) ), because the system is far from the singular limit. Therefore, it is more informative to compare the instantaneous time scales than the velocities in order to understand the effect of perturbations and to characterize the separation of time scales far from the singular limit. At t b , the macroscopic motion of the system is dominated by y's slow dynamics (|dx/dt| < |dy/dt| along the slow manifold), provided it remains close to the limit cycle. However, the reaction of the system to a perturbation in y near the slow manifold is still controlled by the fast response of the x subsystem compared to y, i.e., because |τ x | |τ y |. Again, the characteristic time scales allow us to effectively predict the outcome of perturbations. Similar arguments would apply if we had instead perturbed x.
Potentially active inputs. Although a dynamic input may not be active at time t, it is possible that it would have been active if the input variables had taken different values (often, values that are larger in magnitude)
. In such a case, these inputs are said to be potentially active at time t and belong to the set P y, ε (t). Dssrt determines when this is the case through a constrained maximization of the dominance strengths for the inputs. User-specified bounding intervals for the system's variables provide the constraints. Although gating variables for physiological models are typically designed to vary within the unit interval, a priori bounds are often unavailable. In the latter case it is sufficient to specify effective bounds. This can be done by conservatively estimating the extent of the variables' motion (in a volume containingX(t)) over a range of "typical" initial conditions, external inputs, and perturbations.
The presence of a potentially active input in the r.h.s. of (2.2) at a given time indicates a sensitivity of y's dynamics to possible fluctuations in the corresponding input variable. Conversely, absence of an input from P y, ε (t) means that y's dynamics are less than O(ε)-dominated by any variation in that input at time t. P y, ε (t) provides information about the robustness of orbits in addition to what we discussed in the previous section. For instance, knowledge of P y, ε (t) over one period of a stable oscillation could be used to determine the necessary timing and amplitude for effective modulation of the oscillation. In this case, P y, ε (t) would serve a similar purpose to a "phase response curve" [15, 72] or a "spike-time response curve" [3] . During the construction of orbits via reduced models, Dssrt also tracks potentially active inputs as possible bifurcation parameters or as other sources of regime switching (see sections 2.11 and 2.12).
Reduced dynamical regimes.
As we will see in the HH example, the sequences of events that our method generates for ODE systems can be highly detailed. When compared to the results of standard matched asymptotic analysis of those equations by hand, the epoch sequences may appear to reflect not only intuitively crucial changes in the system but also relatively inconsequential ones. As a result, Dssrt incorporates an algorithm that captures some of the intuition of matched asymptotic analysis for initial-value problems. It simplifies the sequence of P events by consolidating the minor changes to the system and only indicating the need to change a local model when certain crucial changes in the dynamics occur. The full details of the regime determination algorithm's implementation and use are too lengthy and technical to present here, so we limit ourselves to a summary of its major elements.
For periodic orbits, the first regime is started at an optimal point in the epoch sequence; otherwise it is started whereverX(t) begins. Epochs are added to the regime incrementally until the algorithm decides that circumstances have changed significantly enough that a new regime should be started. The set of variables accumulated from all the added epochs prescribes a regime model that is focused on y in the same way as described by (2.5)-(2.6) for the epoch models.
There are a variety of controls over the algorithm in Dssrt, but in its simplest form it dictates the following. Two epochs that differ only by passive variables are put in the same regime. A new regime is started whenever a fast variable x ∈ F y, γ joins A y, ε . A new regime is also started when a fast variable leaves A y, ε , unless the resulting regime would have no dynamic variables remaining in its actives set and no quasi-static bifurcation variables left to track. Were a regime to be started in the latter situation, it would be trivial in its dynamics because its reduced equations would involve only passive input terms. Furthermore, in the absence of dynamic inputs or quasi-static bifurcation parameters the regime would be devoid of any achievable condition that could end its reign.
Time scale information was not used in the determination of events or epoch models. We will now give a flavor for how the algorithm uses this information to further reduce the dimension of a regime's local model. In certain circumstances, fast active variables x ∈ F y, γ (t) ∩ A y, ε (t) may be adiabatically eliminated, such that we set x(t) = x ∞ (t) in the regime model. One condition that allows this is if y / ∈ P x, ε (t). In this case, y can vary according to (2.5) in a neighborhood ofỹ(t), and x ∞ will change by no more than O(ε) over O(1) time durations. The adiabatic elimination can proceed, provided the regime does not grow too long (i.e., to an O(1/γ) or O(1/ε) length, whichever is shorter). Conversely, if y ∈ P x, ε (t), then y's evolution may cause x ∞ to vary substantially from its known value (evaluated along x(t)), or τ x may change such that x / ∈ F y, γ . One of the following cases will apply: • y / ∈ A x, ε (t). This means that there is a neighborhood aroundỹ(t) within which x will remain O(ε)-close tox(t). Within this neighborhood, x ∞ can be reasonably estimated by its value evaluated alongx(t), provided the regime does not grow too long. Additionally, if |∂τ x /∂y| is small alongx(t), then any changes induced in τ x in the neighborhood aroundỹ(t) will occur much more slowly than the attraction of x to its instantaneous asymptotic target, and we can proceed with the elimination. The neighborhood can be explicitly calculated.
• y ∈ A x, ε (t). This means that O(1) changes in y will cause O(1) changes in x, and we do not have an easy way to estimate a neighborhood within which the adiabatic elimination will be accurate. Therefore, we do not proceed with the elimination. Slow active variables in S y, γ (t) that also have weak time scale sensitivity to y are replaced in the regime with an appropriate constant value, provided the regime does not become too long. The constant value is determined self-consistently from looking at neighboring regimes. Consistency checks similar to those needed for the adiabatic eliminations are required.
The result of this process is a number R ≤ P of consolidated events, defining R − 1 reduced dynamical regimes. The regimes tell a concise story of the most important interactions between variables evolving in a neighborhood ofX(t) from the perspective of a single variable. Due to the consolidation of the events, the regimes are delimited by time intervals [t r , t r+1 ), where r = 1, . . . , R − 1, and {t r } ⊆ {t p }. The checks required for determining the time scale-based reductions form part of the validity conditions discussed in the next section.
2.11. Regime validity conditions and robustness. As well as studying perturbation properties ofX(t) relative to a variable y, we can use the regime models to construct new orbits close toX(t). Care must be taken to ensure that such orbits accurately represent true orbits of the full system (at least qualitatively) by the continual verification of various validity conditions. These conditions can be posed as tests for zero crossings in algebraic functions of the system's variables, their dominance strengths, their time scales, and so forth. These augment the differential equations for the regime to yield a set of DAEs for the regime [62] . This also means that the collection of reduced models can be viewed as a hybrid dynamical system [65] . We consider an (
, which is the largest volume within which the validity conditions for constructed orbits hold true. We refer to this volume as the local domain of validity (d.o.v.) for the reduced regimes. Self-consistency also requires that all orbits constructed during the rth regime lie entirely within D| t∈ [tr,tr+1) . We can make use of our explicit knowledge of the equations and the values of ε and γ to calculate D. This validation process is asymptotically accurate; i.e., it can prescribe the d.o.v. precisely only in the limit of vanishingly small ε and γ. Thus, ε and γ determine error tolerances for the accuracy of the computed d.o.v. Before describing Dssrt's method of estimating the d.o.v., we describe the three types of regime validity conditions in detail.
(1) A regime becomes invalid if the sets of actives or the time scale classifications computed along constructed orbits (or as a result of perturbations from the reference orbitX(t)) deviate substantially from those determined forX(t). Therefore, a deviation of this kind must not occur during the time evolution of the variables that are explicitly modeled in the regime.
(2) In the full ODE system given by (2.1), the motion of the variables explicitly modeled in a reduced dynamical regime may both affect and depend on the motion of the coupled variables that are not modeled. Thus, to have confidence in the accuracy of the regime model's dynamics, we must verify that the regime's assumptions are not invalidated by virtue of implied changes in the unmodeled variables of the system. We define a shadowing error to occur if the neglected feedback from the unmodeled dynamics causes enough error to accumulate in the construction of an orbit such that the regime's assumptions about A y, ε , F y, γ , and S y, γ become invalidated. Shadowing errors are subtle and hard to detect because the reduced model may continue to produce plausible-looking orbits, whereas the full system starting from the same initial conditions could have significantly diverged. Of course, it is not generally desirable to compute the orbits of the full system in order to validate those constructed using a reduced model. An existing body of literature, concerning the error analysis of numerical solutions of ODEs, develops theories of shadowing more rigorously [29, 53] . We return to the practical implementation of conditions (1) and (2) in Dssrt shortly.
(3) The local models of consecutive regimes involve different constituent variables (usually with some overlap). This forces us to address the validity of passing the projection of the full N -dimensional system between the low-dimensional models at discrete time events. Therefore, Dssrt must ensure that the correct "structural" changes occur in the system as a constructed orbit progresses beyond the remit of the current regime, in comparison to the known changes along the reference orbit. If such a condition fails, then Dssrt will not know to which regime it should hand over control. This is especially relevant to regime transitions in which the local model gains variables, since a previously inactive (i.e., not modeled) variable needs to have an appropriate initial condition after the transition. The regime determination algorithm attempts to determine which slowly changing or potentially active variables (in P y, ε ) need to be tracked in order for Dssrt to accurately predict a transition into the next regime. These are known as the quasi-static bifurcation parameters for the regime. The magnitude of these variables must be tracked over the course of the preceding regime because they may be crucial in causing the local model to undergo a bifurcation (section 2.12) or a change in time scale relationships. Such events signal that control of the dynamics should be passed to the next regime of the sequence generated for the reference orbit. A concrete example using this condition is given at the end of section 4.4.
The remainder of this section is an overview of the most important factors used in the self-consistency checks implemented by Dssrt. To verify conditions (1) and (2) in practice, Dssrt requires estimates of the time scales and asymptotic targets of the variables in a neighborhood of the reference orbit. Together with their sensitivities to small variation in the unmodeled variables, these quantities can provide Dssrt with enough confidence that the positive feedback loops which cause the shadowing errors are unlikely. A simple example of testing these conditions was given in section 2.8 for a van der Pol system. Also, tests relating to changes in the system's time scale relationships were discussed in more detail at the end of the previous section. Currently, Dssrt does not fully implement these tests. Instead, Dssrt estimates the d.o.v. in the following conservative way.
Over a high-resolution set of sample times {t s } taken over the duration of the reference orbit, a variable y of the full system is perturbed from its valuesỹ(t s ) to values we denote by y * (t s ). If the set of actives A y, ε (t s ) and the time scale relationships given by F y, γ (t s ) and S y, γ (t s ) are not changed by a perturbation at t s , then y * is included in the restriction of the d.o.v. to the y-direction, denoted D| y , at the sample time t s . Dssrt performs a bisection search to find the maximally large perturbations y * fromỹ(t) that can be included in D| y . The values of the dominance strengths will remain approximately unchanged under these perturbations, provided the input variables to the differential equation for y do not change significantly. Herein lies the benefit of defining the dominance strengths in (2.4) for Ψ to be independent of the instantaneous value of y and dependent instead on y ∞ . The position of y ∞ depends directly on the values of the inputs in Γ y only and not on y. Therefore, it is sufficient to verify three conditions on the inputs to F y in order that the actives set remains unchanged after a perturbationỹ(t s ) → y * (t s ): • Fast inputs x ∈ F y, γ (t s ), which almost instantaneously reach perturbed values x * ≈ x ∞ (y * ), must not cause a change in A y, ε (t s ) when it is recomputed using the perturbed values x * . This is checked for both the active and the inactive inputs, to avoid introducing a shadowing error. Furthermore, a global check can be made to ensure that these changes in x do not change any A z, ε (t s ) in the system for z = x.
• Slow inputs x ∈ S y, γ are assumed not to change at all under the perturbation on the local time scale of y's evolution. Therefore, these will not impact the dominance strengths Ψ x under the perturbation.
• The remaining dynamic inputs x ∈ Γ y have an O(1) time scale (i.e., are considered neither fast nor slow). How x responds to the perturbation in y depends on whether y is currently in its active set, A x, ε (among other things). If this is so, then y ∞ must be reevaluated with the orbitsx(t) replaced with new estimates for the x(t) following the perturbation. In the absence of a more sophisticated method to ensure that these estimates will be safe, we assume the worst-case scenario, namely, that x is as far fromx(t) as possible. This means we estimate x(t) = x ∞ (t), evaluated at y * . The actives set for y can then be reevaluated using the perturbed y ∞ and tested for change. If y / ∈ A x, ε , then Dssrt estimates that x will not change significantly on the local time scale. Finally, Dssrt tests whether the inputs have changed their membership in the sets S y, γ (t s ) and F y, γ (t s ) by redetermining these sets using the τ y and τ x values evaluated at the perturbed values y * and x * .
Bifurcations in the regime models.
Reduced regimes can be studied for the loss of stability of any fixed points that exist in the local model as parameters change (including the quasi-static parameters defined earlier). The loss of stability of periodic orbits requires global arguments which are not developed here, although the breaking of certain types of regime validity conditions could be used as an indication that a constructed or perturbed orbit is diverging from a reference limit cycle orbit. As a parameter is varied, a sign change in τ x indicates that x ∞ has switched between being an attractor and a repeller. This is conceptually similar to the occurrence of a local bifurcation, when x ∞ is viewed as an "instantaneous fixed point" and τ x is interpreted as an associated "instantaneous eigenvalue" (section 2.8).
The structure of the regimes could also be used to set up a more conventional bifurcation analysis, either by hand, such as that undertaken in [57] , or using a numerical continuation software package such as Auto [13] . Examples of local bifurcation analysis using the regimes are given in section 4.4 for a HH model neuron.
Application to a HH model neuron.
3.1. A synaptically driven HH neuron. The example ODE system studied for the remainder of this paper models a HH-type neuron with a single inhibitory chemical synapse as an external input. In a traditional form of notation, the system of equations consists of the following current-balance equation for the membrane potential V and the associated equations for the nondimensional activation variables x(t) ∈ [0, 1]:
where we define the internal ionic current
, the sum of a fast sodium current, a fast potassium current, and a "leak" current. m represents the sodium channel activation in the cell membrane, h is the sodium channel inactivation, and n is the potassium channel activation. The external current I external = g s s (V s − V ) + I b is the sum of a synaptic input and a fixed bias current. I ionic is the source of the membrane's excitability, in other words its ability to generate "action potential" spikes. The timing of spikes is dictated by I external when all other parameters are fixed. The coefficients g x represent the maximum conductances of the ionic channels. Each activation variable has a voltage-dependent time scale τ x (V ) and instantaneous asymptotic target x ∞ (V ), which are explicitly known functions. The standard choice of C = 1 μF/cm 2 for this type of cell leads us to drop the capacitance parameter from our equations hereafter. In this example, the values for all the parameters and functions τ x (V ), x ∞ (V ) are fixed and are detailed in the appendix.
The synaptic drive input has a gating variable s(t) ∈ [0, 1], which is the fifth variable in the system. It has a similar form to an activation variable:
where Θ(V pre ) = (1 + tanh (V pre /4))/2 is a smooth step function, and α and β control the rise and fall times of an inhibitory pulse. Here the inhibitory pulse is stimulated by a presynaptic spike from a externally applied, time-varying input, V pre (t) (defined in the appendix), that mimics the regular spiking of another cell. By choosing the reversal potential V s in (3.1) to be below the threshold of spike initiation, this synaptic input is inhibitory.
Inputs to the voltage equation.
We take several steps in order to standardize our notation and apply the dominant scale method. First, we ignore the physiological distinction of "ionic" versus "external" currents to the neuron. We define n = g n , l = g l , s = g s , and b = I b . These relabelings are superficial, but we make the leak and bias current terms consistent with the notation of other inputs by formally including the gating "variables" l ≡ 1 and b ≡ 1, respectively. For the sodium conductance, we consider m to be the primary variable and h the auxiliary (i.e., a modulator of m). As a result, we will not analyze the effect of perturbations in h. This choice of primary variable is satisfactory (although somewhat arbitrary) because both variables depend only on V and not on any external sources. We therefore define the time-varying maximal conductance m = m(t) = g m h(t), and henceforth write the sodium current mm 3 (V m − V ). It is appropriate to consider all additive terms that contribute to the r.h.s. of (3.1) as inputs because each term has a distinct physiological interpretation. Thus, for the voltage equation, the five input terms are the sodium activation/inactivation term mm 3 (V m − V ), the potassium activation term nn 4 (V n − V ), the leak term ll (V l − V ), the synaptic term ss (V s −V ), and the bias current bb. The five corresponding variables form the set of inputs Γ V = {m, n, l, b, s}, where we include only primary variables.
The variables m, h, n, and s are governed by their own differential equations, and so the inputs to (3.1) that involve them are dynamic inputs. The leak and bias current inputs are passive. In addition to this distinction, we note that an input term is either explicitly dependent on V , having the form xx qx (V x − V ), or independent, having the form xx qx . Here x is the maximal value of the input (time-varying in the presence of auxiliary variables), x ≡ x(t) ∈ [0, 1] determines the time course of the input, and q x is a positive integer. Inputs of the first type belong to Γ 1 , and those of the second type belong to Γ 2 = Γ V \Γ 1 .
Using these definitions, a simple algebraic manipulation shows that the voltage and synaptic equations have the same form as the activation variables:
Conditionally linear ODEs.
As a result of the rearrangement of the HH system, we see that each equation of the system explicitly has the form τ xẋ = x ∞ − x, where x = V , m, n, h, or s. τ x and x ∞ may be functions of external inputs or other variables in the system (but not of x). Also, each x ∞ (t) is unique. These are general properties of HH-type models, due to the conditional linearity of the equations, i.e., that each differential equation is linear in its own dependent variable, when the values of the other variables appearing in the equation are known. The conditional linearity of the HH model simplifies various computations and checks required by our method. For instance, because the characteristic time scale coefficients τ x are explicitly known functions that are strictly positive, we observe that the HH system is dissipative at all times. Another beneficial consequence of conditional linearity is that each variable x is attracted to x ∞ (t) exponentially, which is a stronger property than the normal hyperbolicity that we require.
Dominance strengths.
In this model of a single neuron we consider only the influence of inputs on the V dynamics, because the other equations have only one input. There are two types of influence that inputs have on the differential equation for V . Inputs in Γ 1 affect both the V ∞ and τ V values, whereas those in Γ 2 affect only V ∞ . Because of the conditional linearity of the HH equations, the positivity of the activation variables x, their time scales τ x , and their powers q x , the definition of dominance strength in (2.4) reduces to a form that is computationally more practical.
We see that for Γ 1 inputs, Ψ x resembles the input term for x (in physiological terms, this would be the current through the channel associated with x), except that V ∞ replaces V , and there is an additional multiplication by τ V . For Γ 2 our definition coincides with the associated input term (modulo the factor of τ V ).
Local epoch models.
For any initial condition, the HH system quickly settles to a limit cycle (shown in Figure 3 ), having the same period as the inhibitory driving signal, namely 50 ms (hereafter denoted T ). This limit cycle, and a neighborhood around it, will be the focus of the subsequent analysis, and we denote itX(t), whereX = (Ṽ ,m,ñ,h,s) defines its components.
Focusing on the voltage V , the epoch model in a neighborhood ofX(t) over t ∈ [t p , t p+1 ) is given by 
, and the equation for the auxiliary variable h is also included whenever m ∈Γ 1 (t).
Using ε = 2/5 in Dssrt we obtained an epoch sequence of length 12. The sequence is tabulated in the first three columns of Table 3 .1. (Values ε ∈ [1/5, 1/3] have yielded reasonable results for the neural models we have studied so far.) A temporal resolution of 0.03 ms was used to analyze the numerically integrated orbit (computed using the Runge-Kutta scheme at a time step of 0.01 ms). This resolution accounts for the slight discrepancy of 0.02 ms in the total length of the regimes making up the cycle from the known driving period of 50 ms, despite having used initial conditions for the system very close to the periodic orbit. The temporal resolution of Dssrt's analysis can be altered by the user to match the smallest time scales of the events in the dynamics.
Potentially active inputs.
Another consequence of conditional linearity aids the calculation of potentially active inputs. For such systems, the value of the input variable that maximizes its dominance strength can be determined explicitly as a function of the system state. The turning-point condition dΨ x /dx = 0 can be solved explicitly from the r.h.s. of (3.6), and Dssrt takes the maximum value of the dominance strength evaluated at the solutions to this turning point condition and at the end points of the assumed bounds for the variable x (i.e., 0 and 1 for the activation variables in the HH system). This approach avoids the need to calculate the second derivative of the dominance strength to check for a maximum. The potentially active variables in each epoch along the periodic orbitX(t) for the HH system are tabulated in the final column of Table 3.1.
Reduced dynamical regimes.
Six regimes were calculated for the HH system using γ = 1/3, which are shown in Table 3 .2 and Figure 4 . We will denote these regimes by R I -R VI . We see that the dynamics along most of the orbit is effectively two-dimensional (although from regime to regime these are generally different dimensions). This means that phase-plane techniques can be used to do bifurcation analysis [26, 32] . During a spike m, h, and n play the most dominant roles, as expected. This is captured by regimes R III through R V . R IV exactly corresponds to the two-dimensional asymptotic analysis of HH excitability in [61] (see also section 4.4). R VI and R I demonstrate the validity of a linear one-dimensional membrane model (e.g., the leaky integrate-and-fire model [36, 46] ) with external synaptic input for the nonrefractory and nonspiking parts of the dynamics.
Analysis of the reduced models.
4.1. Approximating the periodic orbit. We tested the accuracy in constructing an approximation to the periodic orbitṼ (t), by numerically integrating the piecewise-switched systems (3.7)-(3.8) over one period, using the initial conditionsX(t 1 ). While neither a quantitative nor a rigorous test of accuracy, it can be seen in Figure 5 that the orbits are qualitatively very similar, and in particular the action potential spikes occur with a time difference of less than 1 ms. (As a result of small differences in the variable values of the full and reduced models, at the times when m and n become active and inactive, the reduced model spike is slightly misshapen.) The construction of this orbit was naive, because for simplicity we used the epoch-switching times {t p } calculated fromX(t), rather than determining these times self-consistently for the constructed orbit during its evolution. An algorithm to construct orbits from an initial condition appropriately, using the reduced models, is still in development (section 2.11). However, the fact that the constructed orbit shown is very close toX(t) demonstrates that piecewise use of the local models does not cause accumulation of error in the orbit through time. A heuristic explanation of why this is true was given in section 2.11.
Due to the emerging strong separation of dominance scales during a spike, the automatically generated regimes are not sensitive to changes in ε or γ, provided these were chosen with some care as a result of exploratory numerical investigation. Moderate changes in these parameters may change the detailed order, constitution, and timing of the epochs in an epoch sequence, but after consolidation into the reduced dynamical regimes these differences are typically eliminated. This shows that the precise timing of regime changes appears to have little effect on the accuracy of the reduced models (especially for the purposes of investigating bifurcation scenarios).
The asymptotic target as an organizing center.
During R IV , after the peak of a spike, the target V ∞ is controlled by m, h, and n. All of these variables have time scales at least twice as long as τ V at this point, and so for the remainder of the spike V ∞ is a good approximation to V . In this regime the dynamics resemble singularly perturbed dynamics where the target is a slow invariant manifold (that is attracting in all directions). This is not easy to visualize in Figure 6 , where it appears that V is moving alongside V ∞ at an equal velocity. However, perturbed V orbits integrated numerically during that regime relax extremely quickly toward V ∞ (t). This situation is reflected by the large domain of validity for this regime, which is determined in the next section and plotted in Figure 7 .
Because the free parameters ε and γ are not necessarily small, the attraction toward the asymptotic target is not always fast in every direction, so that the target may not represent a good approximation to the actual motion. For instance, in R VI the transient decay of V toward V ∞ is shown in Figure 4 to occupy the entire regime. Nonetheless,X ∞ always provides information about the direction of response of the system to a range of perturbations or parameter variations that do not violate the validity conditions for the regimes, and the time scale of the variables indicates the rate of their return toward this target. In this sense, therefore,X ∞ (t) organizes the local dynamics.
4.3.
Regime validity conditions. For the limit cycleX(t), the restricted d.o.v. D(2/5, 1/3)| V was estimated by Dssrt, and the result is plotted in Figure 7 . A range of orbits for the full HH system were computed numerically, having V initial conditions inside this set, while the other variables' initial conditions were taken from the reference orbitX(t). The computed orbits were found to undergo the sequence of structural changes prescribed for the reference orbit. As expected, the duration of the computed orbits in each regime varied according to the degree of perturbation that the initial condition had undergone relative to the reference orbit at the corresponding time. The d.o.v. qualitatively retains its shape if γ is varied but tends to shrink slightly as this parameter is decreased. Observe that D| V is very narrow during R III and R IV . In this region the spiking time of a HH model neuron is well known to be sensitive to perturbations. Also observe that during the nonspiking regimes the d.o.v. remains below V ≈ −64 mV, which effectively defines the "spiking threshold" [40] . Orbits started above this point immediately joined a regime where m is strongly dominant, and a spike was elicited shortly afterward.
The strongly dissipative nature of the HH system is also exhibited by the large d.o.v. in V during a spike (37 < t < 38) and immediately after the onset of the inhibitory pulse (0 < t < 29). This is shown by the vertical extent of the dotted lines surroundingX during these times in Figure 7 . In both cases the extent reaches the minimum user-specified bound on V at −100 mV, and during the spike it also reaches the maximum bound at 50 mV, at which point Dssrt ceases to further extend the d.o.v. If the bounds had not been imposed the d.o.v. would extend much further into a range of physiologically unrealistic voltages.
Bifurcations and regime change conditions.
During an action potential spike (R IV ) the local model exhibits bistability. The regime's phase-plane model is in the variables (V, m), which has three fixed points at the beginning of the regime. This situation is shown in Figure 8 , which is based on graphical output generated by Dssrt. Fixed point 2 is unstable, and the others are stable. The system begins the regime near the unstable fixed point in the basin of attraction of fixed point 3. The V -nullcline is controlled by the quasi-static motion of h and n. As these quantities are varied through the remaining course of the spike (according toh(t) andñ(t)), the system undergoes a saddle-node bifurcation, eliminating the nearby stable fixed point and swiftly moving the system toward the remaining fixed point, which is near the reversal potential for the n variable. Estimating the values of the dominance strengths as this fixed point is approached predicts the point at which m is no longer an active variable, and hence when the model of the local dynamics should be passed to R V .
Not all structural changes in the system along an orbit are related to local bifurcations in the regimes' reduced models. In R I , after the onset of an inhibitory pulse, a slow-moving attracting point exists in the local model. It moves slowly as the inhibitory input variable s decays. As V tends slowly toward this point along a constructed orbit in the reduced system, the value of m varies slowly because m is sensitive to changes in V along the reference limit cycleX(t). For instance, it can be seen from the third column of Table 3.1 that m is potentially active throughout R I and that it does become active in the next regime. Therefore, because m is not explicitly modeled in R I , it must be tracked in order to avoid a shadowing error and to pass control to the next regime at the correct point. This explains why m is set as a quasi-static bifurcation parameter. Dssrt determines that the time scale of m is fast with respect to V in R I , so that m ≈ m ∞ , which is an explicitly known function of V . At some point during the construction of an orbit in R I , the unmodeled m variable increases to a value that results in it joining the actives set A V, ε . This point can be determined by continual recalculation of the dominance strengths along the evolving orbit, evaluating Ψ m using the approximated value of m. Thus we have self-consistently determined the point of transition to R II as being a violation of the domain of validity of R I . Referring back to the domain of validity D| V shown in Figure 7 , we see that during R I the upper limit of the d.o.v. estimates the "spiking threshold" of the cell. This marks the extent of the permissable depolarization of constructed V orbits relative toṼ (t), after which point m becomes activated and the regime's assumptions are violated.
Discussion.

Summary of results.
We have presented an automatic method designed to aid the analysis of high-dimensional ODE systems possessing multiple scales in a way that complements numerical simulation and intuitive reduction methods. Our method has been developed into a MATLAB code named Dssrt, which establishes reduced regimes for a system quickly and with near autonomy, without the artificial introduction of small parameters into the equations or explicitly nondimensionalizing them.
With only minimal initial specification of the ODE system and the limit cycle to Dssrt, and the selection of two free parameters, the software tool resolved the dynamical processes underlying an orbit of a synaptically driven HH model neuron. The HH model is a five-dimensional, stiff, and nonlinear ODE system, involving pulsatile forcing and changing time scale relationships. Dssrt generated a set of reduced dynamical regimes of low dimension within which bifurcation and perturbation analyses can be performed. A major benefit of the dominant scale method is that it provides a quantitative estimate of the domain of validity for each regime (both in time and with respect to perturbations from the limit cycle), without using numerical shooting methods. In our application to the HH model, Dssrt's conservative form of the regime validation process developed in section 2.11 yielded a reasonably accurate domain of validity (section 4.3).
The dominant scale method also provides a computational tool for characterizing multiple time scales, as we demonstrated for a van der Pol oscillator that was not close to the singular limit. This tool allows Dssrt to automatically reduce such systems to the familiar slow-fast subsystems and to efficiently estimate the behavior of the system in a neighborhood of a stable limit cycle. Furthermore, the domain of validity calculation estimates the extent of this neighborhood.
Related work.
The method presented complements work undertaken by the same authors [57] . In that work we rigorously construct a limit cycle describing subthreshold oscillations and spiking for a seven-dimensional biophysical model of an entorhinal cortex spiny stellate cell. We do so by asymptotically reducing the model to a sequence of two-dimensional regimes. Each one is then analyzed by applying geometric phase-plane techniques. The regimes are derived formally by identifying active and inactive currents in terms of their relative size in an analogous fashion to the comparison of the Ψ x quantities used here. Dssrt uses two explicit thresholds for distinguishing small scales (ε and γ), whereas in [57] scale separations are determined self-consistently during the asymptotic analysis of each regime. Application of Dssrt to the stellate cell model produced consistent results. The analytical techniques used there to construct the periodic orbits will form the basis of an extension of Dssrt that will permit it to analytically construct approximations to limit cycles and more complex orbits. Additionally, in [9] a single HH neuron without synaptic input was analyzed and reduced to a set of regimes that is consistent with previous formal analyses of the HH equations [38, 60, 61] , providing further validation of our method.
Algorithmic techniques for the dimension reduction of high-dimensional dynamical systems exist elsewhere, from the data analysis of time series [33, 55] , to model order reduction (MOR) methods for control systems [4, 56] , to partitioning and "lumping" methods for large chemical systems that focus on multiple time scales with explicit small parameters [10, 12, 20, 21, 47] . These techniques tend to focus on nonoscillatory dynamics, with long-term behavior governed by fixed points. Also, they tend to focus on separations in time scale only. MOR methods generally involve projecting the dynamics to lower-dimensional subspaces that optimally span data sets obtained from numerical simulation or experiments [54] . The projections maximize the amount of "statistical energy" in the subspace, but the projected "modes" are not necessarily those of most importance to the dynamics [59] . This is because a primary goal of the MOR method is to increase the computational efficiency of solving very large-scale models (e.g., N > 1000), rather than trying to explore the fine dynamical structure underlying complex dynamics of moderate-sized models.
5.3.
Applications. An immediate application of the dominant scale method is to gain intuition about detailed physiological ODE models. The current focus on conditionally linear ODE systems simplifies the algorithms needed by Dssrt by taking advantage of the explicit representation for the asymptotic targets and characteristic time scales. This makes Dssrt's application ideal for neurophysiological models, which generally take conditionally linear form. For problems requiring models to be fitted to experimental data or other constraints, we aim to add features to Dssrt that will support parameter estimation for existing models. Furthermore, similar features would allow the desired bifurcation scenarios to be designed into new models of a phenomenon.
We believe our methods are applicable to a much wider domain of ODE systems. To deal with nonconditionally linear systems, for instance, the principal quantities needed in our analysis may need to be calculated numerically, or they could be determined implicitly using automatic differentiation techniques [23, 27] . So-called hybrid dynamical systems are another class of system to which our method is well suited. Hybrid systems are characterized by interactions between continuous dynamics and discrete events [5, 24, 30, 65] and have a wide variety of applications. Their structure is based on differential-algebraic systems [62] . Model constraints determine when events happen based on the system's state. The occurrence of an event means a discrete change is made to the equations of the system. Together, these events define a set of piecewise-switched local models of the full system, closely resembling the sequences of reduced regime models that we derive in this paper. It would be interesting to explore the integration of established computational methods for hybrid systems [6, 7, 63] with our method.
If the correctness of our method can be rigorously proved, Dssrt will provide a framework for undertaking computer-assisted proofs about the properties of some ODE systems. In the meantime, we would like to better understand the observed accuracy of the reduced models that Dssrt calculates in relation to the assumed characteristics of the equations being studied. For instance, the HH system is globally dissipative (often strongly), and we suspect that this is the reason for the low accumulation of error in constructing local orbits, as transitions are made between reduced models. However, we believe that the reliability of our method is maintained if there is some expansion present in the vector field under investigation, particularly if it is limited in temporal duration.
Additionally, we envision application of the dominant scale method to discrete time (possibly stochastic) systems, in particular to time-series analysis. If the underlying difference or differential equations are not known explicitly but are instead estimated using a set of local flow data [1, 19] , then our techniques could provide a new dynamical systems-oriented approach to nonlinear system estimation problems.
Toward a global dominant scale analysis.
At present, the dominant scale method focuses on one variable of a system at a time. For this variable, a set of piecewise regime models for the system near a known orbit can be generated, with an associated domain of validity. This situation is adequate to construct and analyze local properties of orbits that remain sufficiently close to their counterparts in the reference orbitX(t). However, the domains of validity are estimated in a conservative manner partly because the method does not generate globally valid information about the propagation of changes to all the variables at once. Instead, we estimated the propagation of perturbations through one coupled variable at a time, assuming the remainder were unchanged from the reference orbit. The benefit of this approach is greater computational efficiency.
Our method could be extended to account for the global changes that result from trying to construct orbits which diverge from the reference orbit. A more sophisticated approach to building the reduced regimes and their d.o.v.'s would be necessaryone that permits the dominant scale analysis to be focused on multiple variables simultaneously. Fortunately, for the HH example system studied in sections 3 and 4 it was unnecessary to perform a global dominant scale analysis using all the system's variables: only one of the right-hand sides has more than one input term.
In the absence of a globally based method, Dssrt does not currently support the automatic construction of orbits or the focusing of the method on multiple variables of interest. The additional complexity in automatically determining the necessary self-consistency conditions, as discussed in sections 2.11 and 4.4, remains a topic for future study. The inclusion of an inhibitory external input to the neuron studied here foreshadows the automated treatment of networks of neurons, such as those involving mutual inhibition. In such networks, the external input modeled here would be driven by another neuron. The mechanisms of mutual inhibition [8, 28, 66, 67] are of great interest, being important features of many neural rhythms [42, 43, 58, 68, 69] . A type of global self-consistency analysis has been undertaken by hand in the study of the fine structure underlying inhibitory-based neural rhythms [16, 35] . Although these methods were developed in an ad hoc way for specific neural models, they employ powerful assumptions about multiple-scale dynamics in general. These assumptions motivate our present and future study into more formalized, general purpose tools for analyzing coupled ODE systems. The external voltage signal V pre (t) is modeled as a rectangular pulse, having duration 0.5 ms, a baseline at −80 mV, and a maximum of 30 mV. Its period is 50 ms. This pulse is designed to have an almost identical driving effect on the synaptic response equation (3.3) as a real action potential spike by fitting its area and duration.
We use the following parameter set throughout the paper: The units of conductance are mS/cm 2 , those of potential are mV, those of current are μA/cm 2 , and those of capacitance are μF/cm 2 .
