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1. INTRODUCTION 
Let 4’ be a linear functional which can be represented in the form 
where p”(x) are functions of bounded variation. Suppose a < x1 < **- < 
x, < b and Ii C {O,..., m - l} are given and suppose we wish to approximate 
8(f) by an expression of the type 
which is exact for polynomials of degree m - 1. It was shown by Schoenberg 
[6] and Ahlberg and Nilson [l] that the coefficients oij for which the above 
approximation is best in the sense of Sard [5] can be obtained by operating 
with / on an appropriate spline interpolation formula. 
In the present paper we study the problem of obtaining best approximations 
to a certain class of linear functionals operating on functions of two variables. 
It will turn out that for the solution of this problem, spline interpolation 
formulas play the same important role as they do in the one-dimensional case. 
In the next section a precise definition of the approximation problem is 
given. Section 3 is devoted to the construction of a two-dimensional spline 
interpolation formula. In the final section, a connection between best approx- 
imations of linear functionals and spline interpolation is established. 
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2. THE APPROXIMATION PROBLEM 
Let a, < a, and b, < b, be real numbers and define 
R = {(x, y) E E2 I a, d x < b, , ~2 < Y < b,l. 
Let Cmn[R] denote the space of all real functions g(x, JJ) for which 
g& g(x, Y>, i=O m, ,*.., j = o,..., n. 
exist and are continuous in R. 
We consider linear functionals G over C”“[R] of the following type: 
(2.1) 
where a:i are real constants. The functions &‘(x, y), by(x), and c:(r) are 
assumed to be continuous over R and the points (x~ , y7) lie in R. 
For every v E { I,2 ,..., p} and every Z.L E{I ,..., q}, let 
Z(v,p) C{(i,j) j i = 0 ,..., m - 1,j = 0 ,..., II - l}. 
The possibility that certain sets Z(v, ZA) are void is not excluded. 
Suppose g E Cmn[R] and L is of type (2.1). Then we consider the problem 
of determining real numbers C: so that the sum on the right side of the 
formula 
ccd=[5f c 6 + SC% 2 YJ] + 9’(g) (2.2) 
v-l u=l (i,j)EZ(v,u) 
represents an approximation to 4(g) which is exact for all g EIZ,,-~,,-~ .
Here and below, Z7,,-1,,-1 denotes the set of all real polynomials of the form 
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The requirement W(g) = 0 for all g E 17,-1,,-1 is equivalent to the system 
of mn equations 
k = O,..., m - 1, I = o,..., n - 1. (2.3) 
In case the number of available parameters c$ is greater than mn, we wish to 
determine the c$ so that (2.3) will be satisfied and the approximation will be 
best in the sense of Sard [5]. 
For this purpose, we need a two-dimensional analog of Peano’s Theorem 
[2]. In this analog and later on we use the truncated power function (x - X): , 
defined as 
(x _ 3): = (x 0 v I 
for x - X > 0, 
for x -Z < 0. 
THEOREM (2.1). Let bbe of type (2.1) and let C(h) = 0 for all h E I?,-,,,-, . 
Then for every g E Cmn[R], 
t(g) = (-1)m+n J; J;: K(x, y) am+n axm ayn g(x, Y) du dx 
where 
K1z(x) = (m _I*)! l! Mx - sy @, - tY>, 1 = o,..., n - 1, 
1 
&&J) = k! (n - l)! 4&l - 4” (Y - o:-‘>, k = O,..., m - 1. 
The notation /,,(x - s)y-’ (y - t):-’ means that the functional 6’ is applied to 
(s - x):-l (t - y)‘Q-l considered as a function of s and t. 
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Proof. Let (s, t) E R and g E Cmn[R]. Then we have 
g(s, t> = dbl 9 b,) - j:' g dx, b2) & - jp'+ g@13 Y)dY 
+ j:' j;' & dx, Y) dy dx 
- g@, 3 4 -jb’ (x - 4: & g(x, b,) dx - a1 
- s “1 (Y -0: $ & 9 Y) dv 
+ j”: s”:(x - 4:(Y - 0: --c 
ax ay g(x, Y) 4 dx. 
Integrating the last two terms n - 1 times by parts with respect to y, we 
obtain 
n-1 
g(s, t) = c (-l)Z P2 ; 0: + g(b, , b,) 
z=o 
bz (y - t)Y--l an 
+ C-1)” ja2 (n _ l>! ~g(bWy 
+ F; (- 1Y ,“: (x - s)“, (” ; t)’ & g(x, b,) dx 
+ t-1)” j”: j;,x - s”(~~~~;;;‘& &,Y) dydx. 
Now we integrate the last two terms m - 1 times by parts with respect o x. 
This gives 
m-1 n-1 
g(s, t) = c c (-l)“+L @I ;,s)r @, ; 9: & g(b, ) b,) 
k=O I=0 
+ 1:; (-l)n+k j b' cbl - '>: (Y - ')t--' ak+n g(b y) dy 
a2 k! (n - l)! ax” ayn 1 9 
+ (-l)m+n j:: j 
bz (x - s)l;“-l (y _ t):-1 
aa (m - I) ! (n - 1) ! 
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We apply b to both sides of this expansion. Since, for (s, t) E R, 
(b, - 3); = (b, - sy and (6, - t>: = (b, - ty, 
and since & vanishes for ail elements of Ilnz-I,nPl , we obtain 
n-1 
~dg> = c (-l)m+2 cd. 
(.i 
bl (x - s)Z-l (6, - t)" 
l=O a1 (m - I)! I! 
~fn:;J$ g(x5 0 d”) 
h 
+ (-1)“+“4L 
-b (x - s)‘yl(y - t);-l 
(S J 
am+n 
a1 a2 (m - l)! (n - l)! axm ayy” 
d-5 Y) dY d”) . 
Observe that 
and e.&((b, - s)fi (y - ty-1) 
are piecewise continuous functions of x and y, respectively. Furthermore, 
e.&x - s)y-l (Y - q-7 
is a function of n and y which is bounded over R and continuous on every set 
WJTY) = kY) I X" < x < x,+1, Y, < Y < Yu+lI 
v=o ,*.vp, p = o,..., 4, 
where x0 = a, , xv,+1 = b, , y. = a2 , and Y,+~ = b, . Therefore, one can 
change the order of integration and application of 1: This completes the proof. 
For later use we make here the following 
Remark 1. For u E { l,..., p}, p E { l,..., q}, let 
W, ~1 = Xx, Y> E R I x b xv> and RYx, Y) = {(y, p) E R I Y 2 y,). 
Suppose k 2 m, 2 b n and consider the functions 
.&(x9 Y>= (x - xx (Y - vu>: 7 .fl(X~ Y) = (x - 4: YE? 
fi(X? Y) = XYY - y,,:. 
(2 4) 
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Since (in an obvious sense) 
fo(X? Y> fs 17,, I for (x, Y> g WV, EL) n WV, 14, 
.&? Y> = 0 for (x, Y) E R - WV, r-L> n R2(v, p), 
AL@? Y> fz n,, 1 for (x, Y> E WV, ~1, 
fdx, Y> = 0 for (x, Y) E R - WV, p>, 
f&G Y> E n*. 1 for 6, Y> E R2(v, A, 
$2(X> Y> = 0 for (x, Y> E R - R2(v, CL), 
it follows that Theorem (2. I) can also be applied to functions g(x, v) of type 
(2.4) if k = m and/or 1 = n. 
Because W(g), as defined by (2.2), is of type (2.1). It follows from Theorem 
(2.1) that for all g E Cmn[R], 
B'(g) = (-I)~+~ I:: !"I KG, Y)am+n axm ayn Ax, Y)du dx 
provided L%(g) vanishes for all g E 17,-1,,-1 . 
Hence, the sum on the right side of (2.2) defines an approximation to l(g) 
which is best in the sense of Sard [5] if the parameters c$ are a solution of 
the following minimization problem: Minimize 
n-1 01 
2 I,, (&(x))~ dx + z; ,": (&,(Y))~ 4 + j;: j;; @(x, Y))” 4 dx c2-5) 
under the side conditions 
where 
B?(g) = 0 for all g E 17,-1,.-1 , P-6) 
K1z(x) = (m -ll) ! I! Wst((x - q? @2 - V), I = o,..., n - 1, 
1 
K2k(Y) = k ! (n - 1) ! ~i,,(@l - $1" (Y - oy-'>, k = O,..., m - 1, 
and W(g) is defined by (2.2). 
6401314-2 
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Before we pursue this matter any further we turn to the construction of a 
two-dimensional spline interpolation formula, which will be a basic tool 
for the solution of the above minimization problem. 
3. THE TWO-DIMENSIONAL g SPLINE INTERPOLATION FORMULA 
Let I(v, p) be defined as in Section 2 and define the subsets I,, 
of {O,..., m - l} and Ji, of (0 ,..., 12 - l}, forj = 0 ,..., II - 1, v = l,..., p - 1, 
i = O,..., m - 1 and tr. = l,..., q, as follows: 
NE Ijy if and only if there exists I < n - 1 - j 
such that (N, 1) E I(v, 1) u .** u I(v, q), 
(3.1) 
NE Ji, if and only if there exists k < m - 1 - i 
such that (k, N) E Z(l, p) U -a* U Z(p, p). 
(3.2) 
Finally, for j = 0 ,..., n - 1, let 
Ij, = {O,..., m - l}. 
We consider the one-dimensional spline functions 
44 = i c &j(X - x”)y--(, j = O,..., n - 1, 
v=l Mj" 
ti(y) = i 1 pY(y - yJy-l-j, i = O,..., m - 1. 
IL=1 jSJ,, 
Furthermore, let 
f(x, y) = f i c a$(x - x”)y-i (y - yr)pi 
“4 Id=1 (i.j)EI(Y*Ll) 
and denote by 
the set of all functions S(x, y) which can be written in the form 
n-1 WI-1 
a, Y) = fk Y> + c Y%(X) + c X%(Y) + w% Y>v 
j=O i=O 
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where P(x, y) E Z’Z,-,, n-l and 
&f(x, y) 3 0 for x > x, , 
+J(x,Y) = 0 for Y 3 y. , 
-&Y,(x) = 0 for x 3 x, , j = 0 ,..., IZ - 1, 
+ ti(y) z 0 for Y 3 yp, i = O,..., m - 1. 
As in Ref. [4] we call any S E 52,, a two-dimensional natural g spline for the 
knots (xv , y,,), v = l,..., p, Z.L = l,..., q, the sets Z(v, cl> and order (m, n). 
Let 82 be arbitrary real numbers and consider the following interpolation 
problem: Find S E Q,, satisfying 
-&&. S(X” , YJ = pt: , (4 j) E Z(v, 1.4, 
v = I,..., P, p = l,..., 4. (3.3) 
We say the interpolation problem is (m, n)-poised [4], provided that 
*Sk 3 YJ = 0, (i, j> E Z(v, CL), 
v=l P..‘, P, cc = 1,..., 4, 
imply S(x, v) = 0 for all S E Q,, such that f(x, v) = 0. 
In Ref. [4] it was shown that if the interpolation problem is (m, n)-poised, 
then there exists a unique S,, E Sz,, which satisfies (3.3). The parameters 
determining this S,,(x, v) can be obtained by solving a system of linear 
equations. 
Now suppose the interpolation problem is (m, n)-poised. For (i, j) E Z(v, p), 
v=l )...) p, /L = I)...) q, let S$(x) denote the uniquely determined element 
of Q,, which satisfies the relations 
1 if k = i, 1 = j, 5 = v, 7 = p, 
& s”(xc ’ yn) = 10 if k # i, I f j, t # v, or 7~ # ~1, 
6% 1) E 65 r]), E = I,...,P, rl = I,..., q. (3.4) 
For functions g(x, JJ) with appropriate differentiability properties we consider 
the interpolation formula 
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The sum on the right side represents the element of Sz,, which satisfies (3.3) 
with 
Following Schoenberg’s terminology in the one-dimensional case [7], we 
call (3.5) the (two-dimensional) g-spline interpolation formula of order 
(m, n). It is exact for all elements of Q,, . 
In the next section we shall assume that for u = l,..., p and ZL = l,..., q, 
the sets Z(V, q) and Z(p, r-L> have the following properties: 
If for any i0 E {O,..., m - l} there exists some j, E {O,..., IZ - l> 
and some Z.L,, ~{l,..., q} such that (i, , j,,) E Z(V, ZQ,), then 
(i, ,j) E Z(V, q) for all j E (0 ,..., n - 1). (3.6) 
If for any j, E {O,..., IZ - l} there exists some i0 E {O,..., m - I} 
and some Y,, ~{l,..., p} such that (i,, , j,,) E Z(V, , p), then 
(i, jO) E Z(p, ZL) for all i E (0 ,..., m - l}. (3.7) 
It is easily seen that under these assumptions 
IO” = II” = *** = znq,“) v = l,...,p, 
and 
J,,, = J1, = a** = J+l,u, p = l,..., q. 
As a simple example of an interpolation problem (3.3) which is (m, n)-poised 
and has the properties (3.6) and (3.7), we consider the case m = n = 2 and 
p, q > 2. Furthermore, we assume that the values of S(x, u) at the mesh 
points (xy , JJ,,), the normal derivates of S(X, y) at the boundary points of the 
mesh, and the cross derivative at the four corners of the mesh are prescribed. 
That is, we assume 
zu, 1) = Z(L4) = Z(P, 1) = Z(P, 4) = NO, O), (0, I), (1, O), (1, 01, 
zu, PI = Z(P, I4 = ((0, 0)s (1, OX, I” = 2,..., q - 1, 
I@, 1) = I@, 4) = ((0, 01, to, 1k v=2 ,...,p - 1, 
& cl) = w, Ok v = 2,...,p - 1, p = 2,..., q - 1. 
Under these assumptions, 
Zjl = zje = (0, l}, j = 0, 1, 
4” = PI, j = 0, 1, v=2 ,...Y P - 1, 
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and 
Jgl = Ji, = (0, l}, i = 0, 1, 
Jiu = (01, i = 0, 1, p = 2,..., q - 1. 
Therefore, as is not difficult to verify, the interpolation problem (3.3) is 
(m, n)-poised. Finally, th e d fi t e ni ions of Z(V, q) and Z(p, ZA) imply immediately 
that (3.6) and (3.7) are fulfilled. 
4. THE BEST APPROXIMATION FORMULA 
Having the spline interpolation formula (3.5) at our disposal we can now 
prove the main theorem of this paper. It states that the best approximation 
(2.2) to t(g) is obtained by applying G to both sides of the two-dimensional 
g-spline interpolation formula (3.5). In the one-dimensional case this fact was 
established by Schoenberg [6] and Ahlberg and Nilson [I]. 
THEOREM (4.1). Suppose that the interpolation problem (3.3) is (m, n)- 
poised and satisjes (3.6) and (3.7). Furthermore, let x, = b, and yp = b, . 
Then the coeficients c$ minimize the function (2.5) under the side conditions 
(2.6), if and only if 
c ij YLL = t(p), (i, 3 E Z(b 1-4, v = l,...,p, p = I,..., q. 
Here Sc(x, y) are the spline functions defined by (3.4). 
Proof. We shall prove this theorem by generalizing a method which was 
used by Greville [3] and Schoenberg [6] in establishing Theorem (4.1) for 
the one-dimensional case. 
Let G be of type (2.1) and g E Pn[R]. We consider the linear functionals 
ayg) = t(g) - f i 1 
v=l LA=1 (i.jEIb.u) 
ei & &” 9 YJ 
and 
wyg) = t(g) - i i C 
~4 ~4 (i.j)EI(v,u) 
& & dxv 9 vu), (2) 
where cz = QS$) and the coefficients d$ are only required to satisfy the 
equations (2.3). 
Since we know that the spline interpolation formula (3.5) is exact for all 
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SE Q,, it follows that the approximation formula (1) obtained from (3.5) 
by operating on both sides with /is also exact for all S E Sz,, , i.e., 
wys) = 0 for all SEQ,, . (3) 
Hence, also, 
syg) = al(g) = 0 for all g E -17,-1,,-1 . (4) 
Let 
Ml(x,y) = i i c 
v=l u=l (i.j)EZ(v,Lo 
(-l)i+i (2m _ 1 T,!;2$- 1 _ j)r 
then 
x (X - xy>y-, (y - yJy-1-j; 
Because 
(x - q-1 (y - q-1 
= (- 1)” (s - x)7-’ (y - Q-1 + (- 1)” (x - q-1 (t - y),“-’ 
+ (-l)m+n-1 (s - x)7-1 (t - j?),-’ + (x - @-l (y - t)+-l,l 
it follows from (l), (2), (4), and (5) that 
,,“& MY4 Y) 
= 
(WI - l)!+n - l)! (9q, - &y,)(( - 1)” (s - x)7-’ (y - q-1 
+ (- 1)” (x - s)Y-’ (t - r)T-’ + (- l)m+n-l (s - x)y-’ (t - JJ)Y-‘) 
x (y - y,)T-1-j + (-I>"-i (x - xy)T-l-( (y, - y):-'-j 
+ (-qm+n-1-i-j (x, - xy-i (y& - yp+-1-j). 
l If m = 1 we define (s - x)+‘Q - t);-:-’ = (X - s)+o(t - ~Qy-1 = (8 - x)+0@ - y);-l=o 
for x = s, and if n = 1 we define (s - x)‘J-‘0) - t)+O = (x - $-I@ - y)+o = (S - x):-l 
(t - y)+” = 0 for y = 1. 
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It is a direct consequence of this equality and of the definition of W(x, y) that 
(6) 
ifx<x1,y<y,,orifx3x,,y>y,. 
Now let 
and 
sz(x) = 
p-1--1 
w--1--I 
Wx, b, + (9, I = o,..., n - 1, (7) 
pm-l-k 
fk(Y) = ax2m-l-k MYb, + 0, Y), k = O,..., m - 1. (8) 
Then it follows from (6) and the definition of W(x, y) that 
and 
p(x) = 0 for x < x1 and x 2 x, , (9) 
q’(y) f 0 for Y <Y, and Y >Y,* (10) 
Furthermore, for every t E {l,..., p}, the contribution to x1(x) due to a fixed 
knot x, is 
$ (i &, u) (-ly+j 
d;; _ &; 
(am- 1 -i)!(l- j)! (b, - ~@)~-j (x - xc)“,“-“-t 
‘. ’ 61 (11) 
Similarly, for every 7 E {l,..., q}, the contribution to fk(y) due to a fixed 
knot y,, is 
(k-i)!(2n-1 - j)! 
(6, - x,)~-~ (y - y,&+l-j. 
(12) 
Thus, by (3.6) and (3.7), sz(2m-1--i) (x) is continuous at x = xE if i $ Ite, 
and tkzn-+j)( y) is continuous at y = y, ifj # Jh , where Itd ,I = O,..., n - 1, 
4 = l,..., p, and Jk,, , k = 0 ,..., m - 1, 77 = l,..., q, are defined by (3.1) and 
(3.2), respectively. 
It follows therefore from (9) and (10) that 
(bz - Y)” sdx) E J&n, for 1 = O,..., n - 1, 
(b, - X)” tk(Y) E sz,n for k = O,..., m - 1. 
(13) 
(14) 
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Since (3.6) and (3.7) hold, we conclude from (7), (8), (II), and (12) that there 
are coefficients Sz , (i, j) E Iv, , v = l,..., p, p = l,..., q, such that 
8;; = 0 for (i, j) E Z,, , v = l,..., p - 1, I* = l,..., q - 1, (15) 
satisfying 
and 
x (x -xxy);~-l-i(y - yw)y-l-j, 
a2n-1-z N(x, b, + 0) = +(x), 
aY2n-1-z 
I = o,..., n - 1, 
32m-1-k 
(16) 
aX2m-14 Wb, + 0, Y> = UY), k = O,..., m - 1. (17) 
Now let 
M2(x, Y) = MY-% Y) - N(x, Y). 
Then, by (7), (Q (16), and (17), 
a2n-1-z ay n-1-z M2(x, 6, + 0) = 0, I = o,..., 12 - 1, 
a2m-l-k 
ax2m-1-k M2@, + 0, Y) = 0, k = O,..., m - 1. 
Using Lemma (2.2) of Ref. [4] we, obtain from these identities that 
7&y M2(X, y) = 0 for x >, x, , 
and 
- M2(X, y) = 0 
ayn 
for y > yp . 
Hence, by the definitions of W(x, y) and N(x, y), 
M2(x, Y> E an, - 
If we put 
(18) 
fd.4 = -& M2(x, b,), I = o,..., 12 - 1, (19) 
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and 
it follows that 
k = O,..., m - 1, (20) 
y(x) = 0 for x > x, , 1 = 0 ,..., n - 1, 
y’(y) cz 0 for Y 3 Y, , k = O,..., m - 1. 
Since it is an immediate consequence of (3.6) and (3.7) that ffz”-‘-i)(x) is 
continuous at x = x, , v = l,..., p, if i 4 1,” , and iizn-1-Q) is continuous 
at y = yU , p = l,..., q, if j $ Jk, , we have 
@2 - YY qx) = @2 - v)” fJ 
I! I! 2 i; $‘(x - q2;n- fz Q,, , 
I” 
1 = o,..., n - 1, (21) 
(bl - 4” qy) = @l - 4” q 
k! k ! zl j;, f:j(y - yu):- ’ %m 7 w 
k = O,..., m - 1. (22) 
For i = 0, 1, let 
K3x) = (m -!I)! I! Lq,((x - s)+“-1 (b, - ry>, I = O,..., n - 1, (23) 
1 
Kh(y) = k! (n - I)! q,@, - SY (Y - y>, k = O,..., m - 1, (24) 
Rx, Y) = (m _ 1) !‘(n _ ,) ! Wd,Kx - “Yy (Y - q-‘>. (25) 
It follows from (3), (4), (19)-(24), Theorem (2.1), and Remark 1 that 
0 = & 9wb, - Y>" qx)) = (- 1p+1 j;; K,",(x) f;"'(x) dx 
= (-lyb+z Jbl q(x) g$ MY4 b,) dx, I = O,..., n - 1, (26) 
a1 
0 = $ @‘o((b, - x)” Z,(y)) = (-1>n+k J” q(y) Q'(y) dy 
9 
k = O,..., m - 1. (27) 
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Hence (7), (8), (29), and (30) imply 
s bl K;dx)(K;t(x) - K;dx))  = 0, 1 = o,..., n - 1, a1 
s 
bz 
G’~YW~Y) - G’~Y)) & = 0, k = O,..., m - 1. 
a2 
From these equalities it follows that 
I b1 (K;,(x))~ dx a1 
= jb’ (G’,(x))~ dx +j” (K;,(x) - G%xN2 dx, I = o,..., n - 1, (33) 
a1 a2 
= jb2 U&(y))2 dr + jb2 (J&(Y) - G’dy))2 dy, k = O,..., m - 1. (34) 
a2 a2 
Hence, (28), (33), and (34) imply that 
F; s”: (K,~,(x))~ d  + ;g; j;; (G(Y))~ 4 + j; j: (K'(x, Y>)" dv dx 
> ncl s” (K,o,(x))2 dx + “c’ jb2 (K&(Y))~ dy + jb’ jbz (KO(x, y))” dy dx 
I=0 a1 k=O a2 a1 a2 
unless 
zcyx, y) - KO(x, y) = 0, 
z&(x) - g(x) f 0, I = o,..., n - 1, 
and 
&!k(y) - &%y) = 0, k = O,..., m - 1, 
which, by (25), (5), (31), and (32) is equivalent o 
ii 
C”U = dj; , (6 3 E zcv, /-4 v = l,..., p, p = I,..., q. 
This completes the proof of the theorem. 
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Remark 2. Let g E Cmn[R] and (X, j) E R. The linear functional 8 
defined by t(g) = g(X, 7) is of type (2.1). Hence, it follows from the above 
theorem that the spline interpolation formula (3.5) is a best interpolation 
formula in the sense of Sard [5], provided the interpolation problem (3.3) is 
(m, n)-poised, and (3.6) and (3.7) hold and x, = bI , y, = b, . 
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