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1. INTRODUCTION 
In our first paper [l] we considered an application of dynamic programming 
to the problem of obtaining a numerical solution to an ill-conditioned 
system of linear equations, 
Ax =y (1) 
Our attention was drawn to this problem by our work on a numerical inver- 
sion of the Laplace transform [2-61, and by our applications of quasilineariza- 
tion [7-91. 
Our previous route was by way of the associated question of minimizing 
the quadratic expression 
(Ax-y,Ax-y)+h(x-c,s-c)=Q (2) 
where c is alternatively an initial approximation or a known “nearby” vector. 
Here we wish to use a self-consistent approach, aimed at those classes of 
linear equations where we know there is a considerable degree of regularity 
and smoothness in the solution. In particular, we expect 
DN(X) = (x1 - x2)2 + (x2 - x3)2 + ..* + (xN-l - x&y (3) 
to be fairly small. Here the xi are the components of X. Consequently, in 
place of Eq. (2) we consider the associated function 
(Ax - y, Ax - y) $m X L&(x). (4) 
We apply the functional equation approach of dynamic programming [lo] 
to the minimization of this function and present some numerical results. 
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2. DYNAMIC PROGRAMMING APPROACH 
In order to obtain a simple recurrence relation, we consider first the problem 
of minimizing the function 
2 + h[(XN - x&l-l)2 + ‘*- + (x2 - c)“] (5) 
over x2, xs , . . . . xN where the xi and c are parameters. This minimum value 
we denote byf2(s, c), for fixed N. It is easy to see that it is a quadratic form 
in z and c. Having obtained this quadratic form, by means of a procedure 
we describe below, we replace M by N, c by x1, zi by ci - ailxl, i = 1, 2, . . . . N, 
and then minimize the resultant quadratic polynomial in x1 over x1 . 
3. THE DETAILS 
We begin with the introduction of the sequence of functions 
fdz, 4 = M$ [z (&wj - zij2 + X(xN - -d2 + .-. + (xk - c)‘]] , 
where Y = k, K + 1, . . . . N, k = 2, 3, . . . . N. We have 
(6) 
fN(% c,= l$$ $iNxN - zi)2 + h(x, - c)2] i. > (7) 
and the principle of optimality yields the recurrence relation 
f&, 4 = %in [Wk - 4” +.fk+& - ukxk , ~,Jl, (8) 
for k = 2, 3, . . . . N - 1, where 
aE = (9) 
Using the fact that each function fk(z, c) is of the form 
f&h c) = (z, 89) + 2(a, pTC)c + ykc2, (10) 
and the recurrence relation of (X), we wish to find recurrence relations for 
the sequences {Qk}, {Pk} and {r,}, a matrix, vector, and scalar sequence 
respectively. 
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To solve for xN we set the partial derivative of the term in brackets in 
Eq. (7) with respect to xN equal to zero. 
0 = h(x, - c) + (UN, a%, - x) 
AC + (C 4 
xN = h + (UN, UN) 
(11) 
This yields the value of fN(z, c), 
fN(Z, c) = --xc@, - c) - (z, a%, - z) 
= hc2 + (% w - xc [ 
X”t’uN~“‘]-(~,u”[xx”++c~~~u~~]) (12) A + (uN, uN) 
fNb ‘> = c2 (’ - )( + ($, u”) ) + 2c ( h iA;;; $) ) 
where 
A, = aNBuN, 
@ denoting the Kronecker product, 
x OY = (%Yi>, i,j= 1,2 > -*-, IV. 
Since fN(z, c) can be expressed in quadratic form as, 
fN(% c, = (% QNZ) + 2c(z, pN) + yNc2, 
(13) 
(14) 
(15) 
AN 
QN = ’ - h + (uN, uN) ’ 
and 
AaN 
pN = - X + (a”, UN) ’ 
A(#, UN) 
yN = x + (a”, UN) . 
(16) 
In order to obtain the recurrence relationships, we find +-r and f&r(z, c) 
in the same way. 
f&z, c) = y? [+N-1 - c)2 + f& - uN-lxN-l 9 xN-l)] 
N 
= Min [A(+-, - c)~ + (Z - aN-%N-r , QN(z - aN-rxN-r)) 
(17) 
+ 2(p, , (z - uN-lxN-&+-l + y,$+l]* 
409/3-2 
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Again, we set the partial derivative of Eq. (17) equal to zero and solve for 
XN-1 . 
0 = h(x,_, - c) - (S-1, QN(Z - u~-%N-l)) + (P, ) (z - UJ+1XN4)) 
- (p, , uN-1xN-1) + TNXN-l 
= xN-&i + (d-‘, QNuNpl) - 2(PN, UN-‘) + rN] 
- [xc + (UN-l, Q#) - (pN , z>] 
(18) 
xc + (a-1, QNZ) - cpN 9 d 
xN--l = X + (d-l, QNUN--l) - 2(P,, uN-I) + rN 
We now define 
aN - QNuN-l, 
PN = (PN ) d-l), 
and 
KN = (d-1, a”). 
Equation (18) can be written 
XN-1 = 
AC + (aN, 4 - (PN 9 4 
x + KN - %N + rN ’ 
Substituting (20) in Eq. (17) we obtain 
f~-l(X, C) = (X, QN-lz) f ~(PN , z)C + ‘N-8 
= Xc2 - XCXN + (z, QNz) - (z, QNuN-'xN-l) + (PNxN, 2) 
fN-l(z, C) = (X, QN-lz) i- 2(pN-l T z)C -k rN--1C2 = (% QNZ) 
1 - 
h + KN - 2pN + rN 
(a” - PN ) z)” 
x 
+2c[A+K,-2p+rN cp, - aN, z, 1 
('9) 
(20) 
(21) 
KN - 2PN + rN 
$- “A ! X + KN - 2p, + rN 
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From (21) we obtain the following recurrence relationships 
QN--l = QN - 
1 
h + KN - 2fJ, + rN (aN - pN) @ (a" - pN), 
‘N-1 = x 
x 
+ K, - &‘, + rN 
(PN - 6 
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(22) 
and 
W, - 2PN + rN) 
yN--l = x + KN - 2p, + IN 
The computational scheme is as follows. QN , PN , and rN are computed 
from inputs. QN-r, PNml , and rN-i are computed from the recurrence 
relationships, Eqs. (22). This process is repeated until Qa , Pz , and ra are 
calculated. From these we can determine xi. Replacing c by X, and z by 
y - alxl , we find xa . We then replace c by x2 and z - &ca and repeat 
until all the xN have been found. 
4. EXAMPLE 
The equation used in ref. 1 was chosen to demonstrate the method described 
above. The equation we consider is 
s l (x - y)2u(y)dy = f - g + ; 0 
We wish to determine the smooth, nonunique solution u(y) = y. 
The quadrature method used was again Simpson’s Rule with 11 equally 
spaced points y = 0, 1, 2, . . . . 1.0. Allowing x to assume these same values 
we obtain the linear system 
$2ijxi = bi i = 1,2, . ..) 11 (27) 
j=l 
where the matrix A = (uij) and the vector b = (b, , b, , . . . . bN) are known. 
Figure 1 shows the expected instability of the system where a method 
using reduction to Jordan canonical form was employed. Figure 2 shows 
the results of this method if the right-hand side is accurate to three significant 
figures. Figures 3 and 4 show results when even less accuracy is used in 
the right-hand sides, 
5. TIME 
The execution time required on the IBM 7090 to obtain a solution for 
one value of h is less than one second. 
FIG. 2. 
hand side. 
-4- 
Y - 
-8 - 
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-I6 - 
-20 - 
-24- 
FIG. 1. Solution by matrix inversion. 
/ I 
Solution using dynamic programming, three-figure accuracy on right- 
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FIG. 3. Solution using dynamic programming, two-figure accuracy 
hand side. 
on right- 
FIG. 4. Solution using dynamic programming, one-figure accuracy on right-band 
side. 
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