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There is broad consensus that a transition to renewable energy and a low-carbon 
economy is crucial for future development and prosperity, yet there are differing 
perspectives on how such a transition should be achieved. The overarching goal of this 
dissertation, which is comprised of three interrelated studies, is to analyze and compare 
energy futures scenarios to achieve a renewable energy transition and low-carbon 
economy in the State of Vermont. In the first study, an analysis is presented of the role of 
energy pricing regimes and economic policy in the context of pursuing a renewable 
energy transition in the State of Vermont. Through the development and application of a 
system dynamics model, results address the limits to technological substitution due to 
path dependence on nonrenewable energy. The role of complementary economic policy is 
also highlighted to shift from a goal of quantitative growth to qualitative development in 
order to decouple economic welfare from energy consumption.  
 
In the second study, an analysis is presented of the impact of modeled energy 
transition scenarios to address energy development and land use trade-offs. Simulations 
with a spatio-temporal land cover change model find that Vermont could achieve a 
complete transition to renewable electricity using in-state resources through developing 
between 11,000 and 100,000 hectares of land for solar and wind, or up to four percent of 
state land area, including some environmentally sensitive land. This approach highlights 
the need for integration of energy policy and land use planning in order to mitigate 
potential energy-land use conflict. 
 
In the final study, trade-offs between energy, economic, environmental, and social 
dimensions of Vermont’s renewable energy transition are explored through the use of a 
multi-criteria decision analysis. Energy transition alternatives were designed to reveal 
trade-offs at the intersection of economic growth and carbon price policy. While there 
were no optimal pathways to achieving Vermont’s energy transition, some energy 
transition alternatives achieve a more socially desirable balance of benefits and 
consequences. Navigating the trade-offs inherent in the ongoing energy transition will 
require an adaptive approach to policymaking that incorporates iterative planning, 
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CHAPTER 1                                                                      
INTRODUCTION TO ENERGY TRANSITIONS 
 
One of the most important challenges confronting modern civilization is how to 
adapt our current energy infrastructure system to meet the demands of building a low-
carbon economy. Fossil fuels currently account for 85 percent of the world's energy 
consumption, enabling the energy- and carbon-intensive economic development of the 
past century. What has been called the great acceleration has led to both higher material 
standards of living, but also a rapid unraveling of Earth's life support systems (Steffen et 
al., 2015). Moreover, a centrally controlled legacy of industrialization is increasingly ill-
suited to cope with distributed energy generation, net energy constraints, new demand 
from the global south, and the challenge of climate change mitigation.  
There is a growing movement calling for a transition to renewable energy, and 
substantial efforts are being made from the global to local scale to build a low-carbon 
economy for the future (Bardi, 2013). However, the modern fossil fuel energy system is 
deeply embedded in nearly every level of the global economy, and there are formidable 
technical, economic, and social obstacles to transitioning the energy-economic system to 
renewable energy (Kramer & Haigh, 2009). The energy transition is one of the critical 
challenges of the 21st century, yet it also offers myriad opportunities for a more 
“prosperous, sustainable, and secure future for the world” (Chu & Majumdar, 2012).  
The overarching goal of this dissertation is to analyze and compare energy futures 
scenarios to achieve a renewable energy transition and build a low-carbon economy in 
the State of Vermont. As a small, rural, independent minded state, Vermont has led the 
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nation on many social transitions in the past. The state has set its sights on transitioning 
the entire economy to renewable energy, which will not only present technological and 
economic challenges, but will require a concurrent social transition, as well. The 
achievement of this complex and protracted transition will require a massive coordinated 
effort of state, regional, and local policy, technology development, and information 
systems, as well as the cooperation of the private, non-profit, and public sectors. 
Precisely how this transition occurs is a matter of significant debate among stakeholders, 
with many differing views of what long-term policy, planning, and future scenarios are 
most feasible and desirable for the State of Vermont. An additional aim of this 
dissertation is to explore complex trade-offs inherent to the pursuit of such an ambitious 
vision for the transformation of the Vermont energy-economic system. 
1.1 A Historical Perspective on Energy Transitions 
A retrospective look at historical energy transitions can illuminate some key 
considerations in the 21st century transition to renewable energy. Patterns in historical 
energy transitions have revealed such consistent phenomena that laws have been 
proposed to encapsulate them, such as the law of stable long-term energy costs to income 
ratio, the law of improving energy quality, and the law of growing energy productivity 
(Bashmakov, 2007). Exploring these three “laws of energy transitions” along with other 
insights drawn from historical studies of energy transitions will help to explicate the 
framework within which a transition to renewable energy may need to fit. 
The cost of energy transition is often a primary concern, not only for immediate 
political and policymaking reasons but also for energy affordability. Historical energy 
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transitions evidence a consistent pattern in the ratio of energy costs to gross domestic 
product (GDP). There is, in effect, a negative feedback between energy and economic 
productivity that keeps energy costs within this narrow window of affordability. 
Economic productivity decreases when this energy affordability threshold is exceeded, 
however when energy productivity accelerates, energy demand decreases until the ratio 
returns to within a sustainable range (Bashmakov, 2007). These patterns have been 
evident in energy transitions that were not supply constrained, an assumption that may 
not hold as the world’s fossil fuel resources grow more scarce. Yet, price signals of fossil 
fuel scarcity may not be sufficient to induce a smooth transition to renewable alternatives, 
especially if the declining energy return on investment (EROI) of fossil fuels leads to 
highly non-linear movements in fossil fuel prices (Heun & de Wit, 2012). In this context, 
it is unclear how historical limits to energy affordability will impact a transition to 
renewable energy in the coming decades. 
Energy transitions have historically followed a predictable path from low quality 
traditional energy sources such as fuel wood to progressively higher quality energy 
sources such as fossil fuels and nuclear energy. In this respect, energy quality is a 
measure of the productivity of energy, wherein increases in energy productivity lead to 
decreases in energy intensity, or the energy needs of economic production. The common 
thread running through each complex and protracted transition was the search for cheaper 
and better energy services (Fouquet, 2013). Energy services are enhanced through new 
technologies or technological combinations that achieve greater energy efficiency with 
progressively falling costs in a positive feedback loop that has driven transitions in 
energy supply systems (Grübler, 2012). This process has produced a deeply embedded 
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fossil fuel and nuclear energy regime in the 21st century. The large degree of 
interdependency between modern energy and economic systems is often seen as an 
obstacle, leading to “carbon lock-in” (Unruh, 2000), which is driven, in part, by the 
thermodynamic limits to transitioning from low entropy (e.g., fossil fuels and nuclear) to 
higher entropy (e.g., distributed renewables such as solar and wind) energy sources 
(Georgescu-Roegen, 1984; Ruth, 2013). This energy-economic system has produced 
global environmental consequences on a scale that necessitates that the next energy 
transition “decarbonize” the global energy system to avoid catastrophic climate change. 
Many paths to a low-carbon economy, especially those that emphasize costly mitigation 
technologies, would not necessarily yield any tangible energy end-use benefits besides 
lowering climate change externalities (Grübler & Nakićenović, 1996). Consequently, the 
renewable energy transition could represent at least a partial divergence from the 
historical pattern of seeking greater energy quality over time, the implications of which 
are a matter of intense debate.    
Energy transitions have historically been characterized by long time lags between 
the initial attempts to create a shift and the completion of a larger scale transition. The 
transition to coal steam power displacing pre-industrial energy sources took on the order 
of 130 years, and the transition to our modern petroleum/gas/electricity system took 
around 80 years. There is evidence that the rates of change in the energy system have 
slowed to near stagnation since the 1970s, which creates an unfavorable baseline for a 
transition to renewable energy. The rate of energy transition merits some further 
dissection beyond the insight that transitions can take a long time. The system size, 
complexity, and infrastructural base are all strong explanatory variables in the duration of 
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energy transitions. Seen through this lens, the renewable energy transition in developed 
nations could be expected to take many decades, given the immense size, technological 
interrelatedness, and degree of embeddedness that characterizes the modern energy 
system.  
There are also factors that have been shown to accelerate energy transitions, such 
as the existence of niche markets, which can accelerate technological experimentation 
and scaling, and the development of technologies with distinct comparative advantages in 
performance, efficiency, and costs, especially from an energy service or end-use 
perspective (Grübler, 2012). These latter factors provide some compelling support for 
accelerating the renewable energy transition through a strategy of decentralization and a 
focus on value generation through end-use technology innovation.  
Patterns have also emerged in the scaling up of technological solutions during 
historical energy transitions (Wilson, 2012). Invariably, successful technological scale-
ups, both in end-use and supply technologies, have required prolonged periods of 
experimentation and learning within comparatively small technological and industrial 
levels. Following this gestation period in which relatively few proven technologies 
emerge, there are lags of up to 20 years before reaching the peak growth phase of a 
technology or industry expanding beyond its niche. In the process of scaling up, there can 
exist a range of countervailing influences of scale economies and heterogeneous market 
demand that can impact the rate and timing of the scale-up. These findings informed the 
development of the field of “socio-technical systems” (Trist, 1981) and its more recent 
application to the study of “socio-technical transitions” (Geels, 2005).  
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The transition to renewable energy is not only a technological and technical 
endeavor, but also an institutional transformation that necessitates a fundamental 
restructuring of energy system processes, dynamics, and patterns. Theory and practice 
deriving from sociology, the history of technology, and various innovation sciences has 
described this as a socio-technical transition (Geels, 2004). This lens originated from 
various studies of transitions of large and complex social and technical systems, and thus 
is rooted in a systems perspective in which transition processes involve technological 
innovation and change, along with corresponding institutional changes: policy and 
regulation, beliefs and values, behavioral expectations, governance structures, learning 
practices, and market structures (Loorbach, 2010). Empirical case studies have 
investigated the dynamics of transitions in a range of systems in transport, water, and 
waste, and include particularly relevant cases of the energy transitions in the Netherlands 
(Verbong & Geels, 2007) and the United Kingdom (Foxon, 2013).  
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Table 1.1: Dimensions of Socio-technical Transitions 
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and technologies 




















on renewable energy 
and climate change 







Socio-technical transitions emerge as a product of interactions between developments on 
multiple levels – landscape, regime, and niche (Kern & Smith, 2008; Verbong & Geels, 
2007), as described in   
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Table 1.1 and further illustrated in Figure 1.1. The landscape level denotes factors 
exogenous to the energy system, such as climate change or petroleum prices, which 
influence decisions within the system but are beyond the control of system actors. The 
regime level describes the dominant configuration of technology, markets, regulatory 
structures, industry practices, and sociocultural norms. The alignment of factors at the 
regime level generates technology development, typically characterized by incremental 
change and narrowed through path dependency. Thus, non-technological factors such as 
institutions and cultural factors are important preconditions for regime change. The niche 
level is the source of innovation among the three levels in this multi-level perspective, as 
it describes the energy practices and technological innovations that emerge from 
protected spaces and market niches that can ultimately challenge the dominant regime.  
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Figure 1.1: Socio-Technical Transitions: A Multi-Level Perspective 
However, several case studies have called into question whether niches can 
become powerful enough to overturn an existing energy regime as innovative niches face 
enormous difficulties in translating into regime practices (Smith et al., 2005; Smith et al., 
2010). Notwithstanding, there have been many positive developments in low carbon 
transitions and the strengthening of renewable energy niches (Geels, 2015). Socio-
technical transitions confront many impediments – economic, political, and behavioral – 
that pose great challenges in shifting any dominant technological paradigm (Sovacool, 
2009). Elucidating these barriers, which are highly contextualized within geography, 
culture, economic system, and norms and values, and devising ways of addressing them 
will be tantamount to the success of a transition to renewable energy. The socio-technical 
transition theory provides another framing device for understanding the complex 
processes underpinning the transition to renewable energy. 
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1.2 Energy and the Economy 
The energy transition is necessarily situated within the context of a broader 
economic transition to a low-carbon economy. The relationship between energy and the 
economy is complex and a point of extensive debate in the literature. The following 
discussion lays the foundation of the key relationships, mechanisms, and outcomes of 
interest concerning the transition to renewable energy.  
Energy consumption and economic growth are inextricably linked, however the 
precise nature of this interrelationship has been greatly debated. It is most commonly 
hypothesized that there is a unidirectional relationship between energy consumption and 
economic growth, divided into the “conservation hypothesis” wherein economic growth 
causes energy consumption, and the “growth hypothesis” wherein energy consumption 
causes economic growth. There is also a bidirectional causality hypothesis called the 
“feedback hypothesis,” which implies that energy consumption and economic growth are 
jointly determined and affected simultaneously. There is an extensive body of research 
exploring this causality question using sophisticated statistical techniques including 
Granger causality tests, cointegration models, panel data approaches, and other 
multivariate methods. A general conclusion from these studies is that there is no 
definitive consensus on the existence or direction of causality between energy 
consumption and economic growth (Ozturk, 2010). There are comparatively more 
consistent results when the analysis is narrowed to electricity consumption and economic 
growth, many of which suggest a unidirectional causality running from electricity 
consumption to economic growth.  
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Many criticisms have been levied on this body of research as producing 
conflicting and unreliable results, and meta-analyses have failed to uncover unifying 
themes. The design of the statistical test employed was a primary determinant in the 
existence and direction of causality revealed in many analyses. This is because these 
statistical tests have been found to be very sensitive to variable definition, choice of 
additional variables in the model, sample periods and size, and the introduction of 
structural breaks (Stern & Enflo, 2013). 
Despite the lack of consensus, there is ample supporting evidence that causality 
does exist between energy consumption and economic growth, and, moreover that the 
relationship is interdependent. In a survey of the energy-growth nexus, Ozturk (2010) 
found among both country-specific and multi-country studies of the relationship between 
energy consumption and economic growth, that the majority found a causality 
relationship of some sort. Most of these studies found a unidirectional causality 
relationship, equally split between the conservation and growth hypotheses. However, 
recent studies reveal a mutually causative, or feedback, relationship between energy 
consumption and economic growth in both the short- and long-run (Apergis & Payne, 
2010; Stern, 2000; Stern & Enflo, 2013). Bidirectional causality has been found in studies 
that further disaggregate the energy sector into renewable and nonrenewable energy 
(Apergis & Payne, 2012), and by sectors (e.g., residential, commercial, industrial) 
(Bowden & Payne, 2009). In many of these models, energy prices in combination with 
economic growth drive energy consumption, but with an added feedback between energy 
consumption and economic growth. The bidirectional causality relationship most clearly 
reflects a systems view of the energy-economy nexus, which will form the basis of the 
  12 
energy modeling conducted in Chapter 2. However, growth of this complex energy-
economic system is constrained by finite nonrenewable energy sources and limits to the 
technical efficiency of energy consumption (Ayres & Miller, 1980). Thus, technological 
change and substitution of nonrenewable energy for renewable energy sources will play 
an essential role in the transition to a low-carbon economy. 
The fundamental process of technological change is at the core of energy 
transition, with consistent patterns evidenced in the historical record. These patterns have 
been the subject of many attempts to model technological diffusion and substitution (Rao 
& Kishore, 2010). Many diffusion patterns reflect an asymptotic growth trajectory, in 
which early stages of a technology are characterized by exponential growth, while later 
stages grow linearly after reaching one percent global penetration (Kramer & Haigh, 
2009). One key factor driving this diffusion pattern is the rate of turnover in the capital 
stock. Many capital goods in the energy system have a lifespan of 20 to 50 years, 
implying that only two to five percent of that stock needs to be replaced each year. 
Accelerating the technological rate of change beyond that threshold is limited by a high 
economic barrier; early retirement of legacy energy capital stock is not likely to occur 
unless the total capital and operating costs of a new technology is less than just the 
operating cost of existing technology.  
Yet, cost is not the only factor determining the rate of technological change. 
Technological performance, or the ability to deliver novel energy services, is a key driver 
in the initial uptake of new technologies, even surpassing the cost factor. There is an 
extensive history of new technology adoption in spite of marked cost disadvantages 
compared to incumbent technologies. However, the promise of increasing economies of 
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scale, expanding applications, and reducing long-run energy costs helped to usher 
technologies such as the steam engine through an extended period of experimentation and 
improvements. Only after passing through this sustained period of technological learning 
in relatively protected niches can new technologies compete with incumbent technologies 
on a pure cost basis (Grübler, 2012).  
Technological change can also be viewed through the lens of substitution. As all 
energy forms are not substitutable, the issue of limits to substitutability merits some 
attention. Over the course of the transition from traditional renewable energy sources to 
the coal-industrial regime and more recently to the petroleum-electricity regime, the 
energy system has been increasingly electrified, with coal, nuclear, and natural gas 
providing the majority of global electricity demand. Distributed renewable energy 
sources, namely solar and wind, generate electricity, and thus can serve as partial 
substitutes for conventional electricity generation. They should be considered only partial 
substitutes because they may require complementary enabling technologies such as 
energy storage in order to supplant conventional electricity generation entirely (Denholm 
& Hand, 2011). While solar and wind have largely been proven as viable technologies 
that can compete with conventional generation, energy storage technology has yet to 
reach this “formative phase,” which may limit the diffusion potential of these renewable 
energy technologies once they approach high penetration levels (Wilson, 2012).  
Since the industrial revolution, the global energy system has also become heavily 
dependent on fossil fuels, particularly liquid fuels for transportation. Biofuels have been 
proposed as a renewable substitute for liquid fossil fuels, but there are serious concerns 
about the economic and energetic costs of such a substitution when scaled up to the size 
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of the global fossil fuel demand (Hill et al., 2006). Electrification of the transportation 
sector has also been proposed as a decarbonization strategy, assuming that the electric 
grid can progressively transition to renewable energy (Williams et al., 2012). However, 
there are substantial barriers to transitioning transportation to a fundamentally different 
energy source that also requires a transformational change in supporting infrastructure. 
Integrating renewable energy sources, of one form or another, into the transportation 
sector may be hampered by its highly complex, interlocking network of technology, 
infrastructure, and fuel markets (Grübler et al., 1999). As such, the limits to 
substitutability in transportation energy exemplify the challenge of managing 
technological change in the long transition to renewable energy.        
1.3 Energy and the Environment 
The ubiquity of energy consumption at nearly every level of modern civilization 
makes it a plausible proxy for the aggregate environmental impact of humans on the 
planet (Common, 1995). Energy consumption is associated with a wide range of 
environmental impacts, most notably air pollution (SOx, NOx, VOCs, particulates, and 
CO), water pollution, land degradation, and myriad climate-related impacts from carbon 
dioxide (CO2) and methane (CH4) emissions (Dincer, 1999). A primary impetus behind a 
transition to renewable energy is to mitigate the deleterious impacts of the modern fossil 
fuel-based energy system, particularly those associated with climate change. Because 
there is evidence of a strong causal relationship between energy consumption and GHG 
emissions (Soytas et al., 2007), transitioning to renewable energy has been proposed as a 
primary strategy to decarbonize the energy system and decouple energy consumption 
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from GHG emissions (Grübler & Nakićenović, 1996). Thus far, this decoupling has not 
been evidenced in the historical record. Only the expansion of nuclear energy has been 
shown to cause reductions in GHG emissions, as there is insufficient statistical evidence 
that growing renewable energy causes GHG emission reductions due to the 
comparatively small scale of its deployment (Menyah & Wolde-Rufael, 2010). 
Notwithstanding, renewable energy technologies are projected to greatly reduce the 
environmental impact of energy consumption, especially if low-carbon technologies 
supplant fossil fuel energy technologies (Omer, 2008b).  
Though popularly perceived as a key element of a sustainable development 
agenda (Elliott, 2000; Lund, 2007), renewable energy technologies are not without their 
own set of adverse environmental impacts (Abbasi & Abbasi, 2000). These impacts have 
been masked by the relatively small scale of deployment to date, but could become 
significant impediments to a larger-scale transition. The key technologies that will need 
to be deployed at scale in order to transition to renewable energy are likely to revolve 
around solar, wind, and biofuels (also perhaps small-scale hydro in some regions), each 
of which is associated with a set of specific concerns. Solar depends on toxic and energy-
intensive manufacturing and production processes for solar modules and other associated 
technologies, and can have adverse impacts at the site level where installed (Tsoutsos et 
al., 2005). Wind similarly depends on energy- and material-intensive industrial processes 
for turbine production, and can have negative impacts on noise pollution, aesthetics, and 
wildlife at the site level (Saidur et al., 2011). Biofuels may be associated with lower 
direct GHG emissions, but have been found to have higher aggregate environment 
impacts than gasoline (Scharlemann & Laurance, 2008), though there is contention about 
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the net benefits of different biofuel technologies in different contexts (Demirbas, 2009). 
Across all of these renewable energy technologies, the extensive land requirements are an 
often-overlooked dimension (Denholm et al., 2009; Fargione et al., 2008; Ong et al., 
2013) 
From the perspective of the global energy system, the shift from a lower to higher 
quality energy source will most likely reduce the environmental impact of energy 
consumption. A historical example of this has been the shift from coal to natural gas, 
wherein the carbon intensity of electricity production has decreased measurably. As 
discussed previously, this has been the path that energy transitions have followed 
historically. However, whether shifting from fossil fuel energy to renewable energy 
constitutes such as shift to a higher quality energy source depends on host of complex 
factors such as EROI, energy prices, end-use technologies, and, importantly, the 
environmental impact associated with renewable technologies. Though renewable energy 
technologies hold the promise of lessening the environmental impact of energy 
consumption, they will not altogether negate these impacts, especially if there are limits 
to substitution and technological change in the global energy system.  
1.4 Energy Transition Policy 
Many countries and regions around the world are in various stages of 
implementing a transition to renewable energy, and consequently there is an increasing 
abundance of evidence of the effectiveness of policies designed to support or accelerate 
this transition. Across this growing body of policy experience, the overarching role of 
policy innovation is to stimulate technical progress and accelerate technological learning 
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process so that ultimately renewable energy technologies can compete with conventional 
technologies (Menanteau et al., 2003). Given the relatively nascent stage of energy 
transition around the world, and high degree of sensitivity to specific economic, 
technological, geographic, and cultural contexts, there are few, if any, consensus 
conclusions of what constitutes the most effective policy strategy. Nevertheless, it is 
useful to summarize the policy landscape concerning energy transition.  
The traditional policy instruments for influencing renewable energy policy 
include information disclosure, direct command-and-control regulation, research and 
development funding, tax incentives, and government subsidies (Neij & Åstrand, 2006). 
The initial policy experiments to stimulate adoption of renewable energy were small-
scale and incremental, and the evidence of their effectiveness does not carry the weight of 
an extended historical record. After all, renewable energy has only recently become a 
prevalent enough energy source to exist at a scale that is measurable against conventional 
fossil fuel and nuclear energy. In the broadest context, renewable energy policies have 
been effective in stimulating adoption of renewable energy technologies, accelerating 
renewable energy development, and decreasing costs, though there are diminishing 
returns to these efforts as the number of overlapping and intersecting policies increases 
(Zhao et al., 2013).  
At a national level, the U.S. has lagged well behind other countries, particularly in 
Europe, in terms of renewable energy policy, and only recently begun to form any 
semblance of a coherent policy platform for renewable energy (Klessmann et al., 2011; 
Laird & Stefes, 2009). Some national level policies, most notably the solar investment tax 
credit (ITC) and wind production tax credit (PTC), feed-in-tariff (FIT), and net metering 
  18 
programs, have been key drivers in accelerating renewable energy development and 
technological learning. However, beyond these policies, most national renewable energy 
policy focuses on research and development funding for technologies that have yet to be 
commercialized. As a consequence, most experimentation and innovation in renewable 
energy policy has taken place at the state and regional level. The following discussion 
highlights common renewable energy policy tools and assessments of their effectiveness 
at the state and regional level in the U.S.  
Renewable Portfolio Standards (RPS) have become a common policy tool in the 
electricity sector, and an extensive body of literature has explored the effectiveness of 
this policy approach. Generally, RPS policies have had been found to have a significant 
and positive effect on increasing renewable energy generation, though this comes with 
some caveats and conditions. Many RPS policies have increased renewable energy 
generation, but have been less effective than projected in increasing renewable 
penetration across the entire energy portfolio (Carley, 2011). The impact of an RPS 
policy can also be dampened by allowing for interstate trading of Renewable Energy 
Certificates (RECs), which allows renewable energy development outside the jurisdiction 
of the RPS to count towards meeting its target (Yin & Powers, 2010). The impact of a 
RPS policy may also vary by renewable technology, as Shrimali and Kniefel (2011) 
found a negative impact for combined renewables, wind, and biomass, and a positive 
impact for solar and geothermal. State-level RPS programs designed specifically to 
promote certain renewable generation technologies, particularly solar, have proven to be 
a significant and essential driver in renewable adoption (Wiser et al., 2011). Delmas and 
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Montes-Sancho (2011) found that certain RPS policies can be effective in increasing 
investment in renewable energy depending on the natural, social, and policy context. 
There are mixed assessments of the impact of market structuring and regulation of 
renewable energy in the electric sector. Carley (2009a) found that deregulation is 
associated with an increase in total renewable energy development, but not an increase in 
the share of renewable energy. Carley (2009b) found that deregulation is positively and 
significantly associated with the adoption of distributed generation by utilities. These 
studies suggest that deregulation increases industry competition and encourages power 
producers to adopt new and innovative sources of electricity in response to consumer 
demand for more diverse and alternative fuel sources. These findings have been 
contradicted by another study that found that market restructuring is not a primary driver 
of renewable energy development (Alagappan et al., 2011). Rather, renewable generation 
has the highest penetration rates in markets supported by FIT programs (Dong, 2012). 
Even in the context of robust renewable energy policy, investment in renewable energy 
development may still lag if technological risk is perceived as high, long-term 
performance is seen as uncertain, or institutional resistance to new business models 
persists (Masini & Menichetti, 2013).  
Despite many attempts to address renewable energy and climate targets in 
tandem, renewable energy policy is not always synonymous with climate policy. Various 
studies have concluded that energy policies that create incentives for renewable energy 
are not cost-effective climate policies because they do not address the fundamental 
market failure underpinning climate change (Fischer & Newell, 2008; Goulder & Parry, 
2008; Palmer & Burtraw, 2005). Much of the debate concerning climate policy has 
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converged on the concept of putting a price on carbon-intensive energy generation and 
consumption, most commonly through a tax (Baranzini et al., 2000).  
An alternative carbon pricing mechanism, the cap-and-trade (CPT) system, could 
be equally as effective as a carbon tax from a theoretical standpoint, though it may not be 
politically or operationally feasible in the U.S. in the foreseeable future (Palmer et al., 
2011). Moreover, emissions trading schemes (ETS), which are designed to facilitate trade 
of carbon credits between emitting firms, have been criticized for failing to fully realize 
their GHG emissions reduction potential due to inefficient market design and leakage, 
among other concerns (Andrew et al., 2010). For the purposes of this discussion, the 
focus will primarily be on a carbon tax policy, notwithstanding the fact that this policy 
also faces steep challenges in design, implementation, and political acceptance.  
Carbon taxes are designed to internalize the externalities associated with fossil 
fuel energy generation, thereby creating incentives for low-carbon and GHG mitigation 
technologies and a financial penalty for continued utilization of fossil fuel energy. The 
most direct effect is reducing GHG emissions by a level implied by the carbon tax rate, 
however, a secondary effect is to increase the financial competitiveness of renewable 
energy (Owen, 2006). The precise design of a carbon tax is highly debated, and 
experiments with carbon taxes around the world have not resulted in a consensus 
agreement on universal design principles.  
The first layer of carbon tax policy design concerns the price signal, or the size of 
the carbon tax. There are many varied estimates of the social cost of carbon. In a 
sophisticated analysis of over 200 social cost of carbon estimates, Tol (2008) found a 
median estimate of $20/tC ($67/tCO2e) in 2008 dollars, with a one percent probability 
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that the actual cost was greater than $78/tC ($260/tCO2e). A more recent meta-analysis of 
over 800 studies found estimates ranging from $0/tC to $134/tC ($447/tCO2e) in 2010 
dollars (Havranek et al., 2015).1 These estimates provide the starting point for 
determining a politically feasible carbon tax rate. Carbon taxes that have been 
implemented around the world have tended to fall on the lower end of the social cost of 
carbon spectrum in the range of $2/tCO2e in Japan to $40/tCO2e in Finland, with Norway 
as an outlier with a $168/tCO2e tax applied only to energy sector industries. 
Fundamentally, carbon taxes utilize price signals to induce behavior change, and some 
analyses suggest that the net effect of a carbon tax would be greater than an equivalent 
increase in the market price of energy (Rivers & Schaufele, 2015). This is perhaps a 
reflection of how behavioral attributes change in response to contributing to a public 
good, such as climate change mitigation.    
The second layer of carbon tax policy design concerns the role of the carbon tax 
in stimulating technological change and fuel switching from nonrenewable to renewable 
energy technologies. The effect of the price signal may not, in and of itself, be sufficient 
to achieve significant GHG emissions reductions. However, if the carbon tax is designed 
to leverage revenues generated from the tax to induce technological change, then it could 
accelerate the substitution of conventional fossil fuel technologies with low-carbon 
technologies (Gerlagh & Lise, 2005; Zhang & Baranzini, 2004). An advantage of a 
carbon tax is that it is technology agnostic, wherein market mechanisms are the primary 
levers to discover and proliferate the most cost-effective low-carbon technologies. 
                                                
1 Carbon (C) comprises 30 percent of the weight of carbon dioxide (CO2). Thus, a carbon price in tons of 
carbon (tC) must be multiplied by 10/3 to get the equivalent price in tCO2 equivalent (tCO2e). 
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However, it should not be assumed that carbon taxes will necessarily lead to convergent 
technological solutions, as bifurcations in technology may still occur without additional 
policy interventions (Chi et al., 2012).  
The third and final layer of policy design concerns the potential for a carbon tax 
to have a regressive impact, in which the costs of the policy disproportionately fall on 
low-income and vulnerable households. For these populations, a larger percentage of 
income generally goes towards energy and other nondiscretionary expenses. A carbon tax 
would necessarily increase both factor (e.g., inputs to make products, typically raw 
materials) and commodity prices, thereby requiring that an even higher percentage of 
income be devoted to nondiscretionary spending for low-income and vulnerable 
populations. There have been many analyses of the regressive potential of carbon taxes, 
and proposals to counterbalance this effect through other tax reforms and utilization of 
the carbon tax revenues. Many studies suggest that the regressive potential of a carbon 
tax can be offset by other tax reforms (Metcalf, 2009), and that the regressivity of the 
carbon tax decreases when the total lifetime effect is taken into account (Hassett et al., 
2009). Another finding suggests that there is a non-linear relationship between carbon 
taxes and inequality (Dissou & Siddiqui, 2014). While the impact of carbon taxes on 
commodity prices does increase inequality, its impact on factor prices reduces inequality, 
leading to a complex and context-dependent impact of carbon taxes on inequality.  
Though carbon tax policy has not been implemented in the U.S., analysis of a 
similar policy called a public benefits fund provides some insight into the potential 
effectiveness of a carbon tax. Prasad and Munch (2012) found that public benefits funds 
across 19 states were associated with significant and robust decreases in GHG emissions. 
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An analysis of the first adopters of a carbon tax policy in countries like Denmark, 
Finland, Sweden, Netherlands and Norway provides some practical insight into potential 
implications. Across these countries, substantial and significant reductions in the growth 
of per capita GHG emissions have been achieved, though these effects are most 
pronounced in countries that do not exempt any carbon-intensive industries from the tax 
(Lin & Li, 2011). Though there are a number of more recent adopters of a carbon tax, 
such as Chile, France, Japan, Mexico, South Africa, Switzerland, and the United 
Kingdom, there is a dearth of analysis of the impacts of these varied carbon tax policy 
permutations. There has been comparatively less activity at the state level in adopting 
climate policies, though there is evidence that a state-centric approach to climate policy 
may be a viable path forward, especially in the absence of a coherent national-level 
climate policy (Rabe, 2008).  
Despite many examples of historical energy transitions, it has been suggested that 
the transition to renewable energy is without historical precedent due to the multiple 
technological, economic, environmental, and social dimensions that need to be addressed 
simultaneously (Sgouridis & Csala, 2014). Many have suggested that a global energy 
transition is highly unlikely by 2050 (Bashmakov, 2007; Fouquet, 2010), and there may 
be a physical limit to the rate at which low carbon technologies can be deployed (Kramer 
& Haigh, 2009). As such, energy transition policy remains primarily an aspirational goal 
expressed in various non-statutory plans from the international to local level with targets 
set decades into the future. The level of ambition inherent to a renewable energy 
transition implies a degree of urgency and scale that appears to be largely lacking in most 
policy initiatives and proposals (Jefferson, 2008). That is, in large part, due to the 
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extraordinarily complex task of aligning renewable energy, climate, and economic policy 
to catalyze technological change in a system characterized by a high degree of path 
dependency and costly legacy infrastructure (Verbruggen et al., 2010). Moreover, 
effective energy transition policy must be persistent amid economic and political change, 
aligned to provide clear signals to actors and markets across many levels, and balanced 
across innovation portfolios and policies (Grübler, 2012).  
Achieving balance between a patient and yet persistently urgent approach to 
energy transition over a period of decades may prove one of the greatest challenges. 
Prematurely accelerating the adoption of low-carbon technologies before passing through 
a “formative phase” of experimentation at smaller scales is extremely risky (Wilson, 
2012). Leveraging the speed and theoretical efficiency of liberalized market structures 
may yield appealing near-term, albeit limited, results (Pollitt, 2012). Direct regulation 
and mandates appear to be most effective in the long-run to provide the type of stable 
policy environment required for an energy transition (Solomon & Krishna, 2011). 
The literature consistently converges on three essential themes in energy 
transition policy: (1) maintaining a balanced, coherent, and durable platform of policy 
support for niche experimentation, (2) continuing learning at the technological and 
industrial scales, and (3) choosing opportune moments of market alignment to scale-up 
tested low-carbon technologies. These axioms can help to guide energy transition policy 
and institutional development. However, it is essential that emerging lessons and 
evidence from the vast array of energy transition experiments taking place around the 
world be further analyzed and explored, such as what is taking place in the State of 
Vermont.  
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1.5 Setting the Stage for Vermont’s Energy Transition 
The energy system in Vermont, like essentially every state in the U.S., is driven 
by a fairly strict adherence to short-term cost minimization criteria. Utilities and grid 
operators heavily weight economic criteria such as marginal cost of energy generation in 
determining the composition and operation of generators on the electricity grid. 
Regulatory authorities such as the Public Service Board also generally stipulate that 
electricity generation should use a least cost approach to ensure affordability. 
Historically, this has led to a heavy emphasis on cheap fossil fuel generation from coal. 
Until recently, the only non-fossil fuel technologies that could compare on a unit cost 
basis with fossil fuels were nuclear and large-scale hydroelectric energy.  
Nuclear energy has historically met a large portion of Vermont’s electrical load. 
However, the only nuclear facility in Vermont, the 41-year-old Vermont Yankee, was 
closed at the end of 2015 due to economic challenges, recent operational failures, and 
local opposition to continued operations at the 604 MW facility (Wald, 2013). Nuclear 
energy provides relatively cheap electricity, which is achieved by leveraging massive 
public investments and placing much of the risk burden on government, citizens, and 
future generations. Including the Vermont Yankee nuclear plant, New England expects to 
see more than 1,369 MW of generation retired between 2013 and 2016 (EIA, 2013). 
Notwithstanding, Vermont utilities are still contracting with New Hampshire’s Seabrook 
Station nuclear plant (GMP, 2014).  
Large-scale hydroelectric energy is comparable from a cost standpoint to fossil 
fuel energy generation, but new facilities require extensive infrastructural investments 
and have high ecological impacts over large regions. Vermont currently has 84 operating 
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hydroelectric plants of various scales distributed throughout the state, with a total 
generating capacity of 190 MW or 12 percent of Vermont’s electrical load. Vermont also 
depends greatly on contracts with hydroelectric plants located along the Connecticut 
River and in Quebec, which provide approximately one quarter of Vermont’s electrical 
load (REV, 2014). Some of these dams along the Connecticut River are currently 
available for purchase, which if acquired by Vermont could help fortify long-term 
renewable electricity provision. However, in the case of both nuclear and 
hydroelectricity, it is highly unlikely that any new generation facilities are developed in 
the foreseeable future, as no new orders for nuclear plants have been made since Vermont 
Yankee opened in 1973, and that no new hydroelectric projects of any scale have been 
commissioned in Vermont since 1993 (REV, 2014).  
As smaller-scale, distributed renewable energy technologies such as solar or wind 
energy have reduced their technology costs and improved performance, the point of cost 
parity between nonrenewable and renewable energy is approaching, even without 
internalizing the negative externalities related to GHG emissions (Black & Veatch, 
2012). Utilities, with varying levels of success and commitment, have increased 
renewable generation substantially in recent years, in large part due to the improving 
economics, and more recently in response to policy. However, utilities are just one part of 
a much larger, more complex energy system. Much less progress in transitioning to 
renewable energy has been made in other sectors such as thermal energy and 
transportation, though efficiency gains have been achieved through incentive programs 
and fuel economy standards. Without clear, enforceable policy and strong incentives that 
alter the decision-making calculus with which investments in the Vermont energy system 
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are made, utilities and other energy providers will likely continue making incremental 
improvements in renewable energy penetration and energy efficiency. Sectors across the 
economy need strong policy drivers and new institutional arrangements in order to 
accelerate the transition process and overcome the financial, technical, and social hurdles 
that may otherwise slow or stall the process.   
Vermont’s total energy consumption2 is the lowest among U.S. states largely due 
to its small population size. More importantly, it has among the lowest per capita energy 
consumption (44th as of 2015), reflecting efficient use patterns, an emphasis on energy 
conservation, and limited energy-intensive commerce and industry (EIA, 2015b). 
However, similar to many other states, Vermont also relies heavily on nonrenewable 
sources to meet its overall energy demand, though its electricity generation is less carbon-
intensive than most states. Vermont’s total energy consumption remained nearly flat for 
the first decade of the 2000s, while the percent of energy needs met with electricity 
increased (Figure 1.2 for historical energy use by fuel source). Aside from the nuclear 
power generation at Vermont Yankee, Vermont imports much of its nonrenewable energy 
in the form of petroleum products such as oil, natural gas, and motor gasoline. It is 
notable that Vermont’s energy system is essentially devoid of coal, which is relatively 
rare in the U.S. Vermont uses renewable energy from a mix of both in-state and imported 
sources for both thermal and electricity generation, while the transportation sector relies 
almost exclusively on imported fossil fuels.  
                                                
2 Total energy consumption is defined as primary energy, which includes end-use energy, losses (primarily 
associated with electricity generation and transmission), as well as net energy imports. The original EIA 
(2015b) data was adjusted accordingly. 
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Figure 1.2: Historical Energy Use in Vermont, 1990-2013 (EIA, 2015b) 
Prior to the ratification of the CEP and Act 170, the policy subsystem concerned 
with energy had undergone a long period of gestation. With a slow growing, 
predominantly rural population, Vermont has not been required to expand the generation 
as much as other states in New England such as Massachusetts and Connecticut. The 
absence of these internal pressures led to a period of several decades during which 
Vermont’s energy generation and transmission technology remained largely unchanged. 
Nevertheless, there were many notable changes in the organization, strategic foci, and 
goals of the energy policy subsystem during this period.  
In 1956, the Vermont Electric Power Company (VELCO) was formed as a 
transmission only company owned and operated by Vermont’s utilities, the first of its 
kind in the U.S. VELCO has served as a strong unifying voice around energy regulation, 
efficiency, and climate change-related issues to the Independent System Operator in New 
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England (ISO-NE). In 1970, Vermont put in place Act 250 (NRB, 1970), an ambitious 
land use planning law, which included provisions regarding energy efficiency for any 
new developments, one of the first laws to link energy and development in the U.S. In the 
1980s, Vermont became one of the first states to conduct robust scientific and technical 
studies focused on demand-side management, which opened the way for Vermont 
utilities to pilot programs around energy efficiency.  
Since its inception in 1986, the Vermont Energy Investment Corporation (VEIC) 
has been a national leader in customer-oriented energy efficiency and renewable energy 
programs. VEIC also provides extensive technical support and management of programs, 
most notable of which is Efficiency Vermont, the first energy efficiency utility in the 
U.S. The motive for creating Efficiency Vermont can be attributed to a ruling made by 
the Vermont Public Service Board (PSB) in 1990. The PSB, a quasi-judicial decision-
making and regulatory authority similar to public utility commissions in other states, 
produced a ruling in Docket 5270 that mandated that utilities pursue greater efficiency 
measures. This represented a significant departure from conventional utility models by 
shifting the focus away from supply-side cost reduction measures to reducing demand 
through customer-oriented programs (Koliba et al., 2013). After nearly eight years of 
difficulties in coordinating energy efficiency programs between Vermont’s 22 utilities, 
Efficiency Vermont was created and VEIC was selected to manage it. Efficiency 
Vermont offers a range of programs around technical assistance, financial incentives, and 
public information to influence customer decisions around energy efficiency and 
conservation, and has been largely successful in centralizing and coherently organizing 
policy-oriented learning through their energy efficiency initiatives. VEIC’s impact, 
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however, is limited by the lack of high-level policy drivers to spur investment in 
efficiency and behavior change. 
There has been comparatively less history in Vermont concerning the 
development of renewable energy, but it nonetheless comprises a significant component 
of the energy policy subsystem. In 2005, the Sustainably Priced Energy Development 
Program (SPEED) was created, which was designed to promote the development of in-
state renewable energy sources (SPEED, 2014). Coupled with federal-level policy 
direction provided by the Energy Policy Act of 2005 (DOE, 2005), Vermont has made 
efforts in refining policy and financing for renewable energy development, which has led 
to a significant increase in small-scale and distributed renewable generation. 
The interrelated policy subsystems focused on energy efficiency and renewable 
energy engendered the systematic use of technical and scientific information to guide 
energy policy development over the course of the last four decades (see Figure 1.3 for a 
diagram of many of the prominent actors and interrelationships in the Vermont energy 
system). Sustained public engagement campaigns by policymakers, regulators, and 
energy system administrators also influenced underlying policy core belief systems, 
including those held by citizens, homeowners, and businesses. The Vermont populace, 
often characterized as progressive and community-oriented, had a deep core belief system 
characterized by investment in the public good, efficient resource use, and 
environmentalism. This core belief set was informed and molded over decades by the 
policy-oriented learning efforts within the energy efficiency and renewable energy policy 
subsystems to create the conditions that allowed for the ratification of the CEP in 2011, 
the most ambitious state-level energy plan in the U.S. Hurricane Irene also may have 
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provided an additional external perturbation to spur action on shifting to low carbon 
energy production in Vermont as part of broader climate protection and resilience efforts.  
 
Figure 1.3: Vermont Energy System Actors and Relationships 
The most visible goals of the CEP are for 90 percent renewable energy generation 
and 75 percent reduction in GHG emissions from the 1990 baseline by 2050. It merits 
outlining the broad range of more detailed goals that have been adopted as part of both 
statutory legislation and the CEP related to renewable energy: 
• Attain 90 percent of the state’s total energy from renewable sources by 2050;  
• Establish that the target amounts of total renewable energy shall be 55 percent of 
each retail electricity provider’s annual electric sales during the year beginning 
January 1, 2017, increasing by an additional four percent each third January 1 
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thereafter, until reaching 75 percent on and after January 1, 2032 (30 V.S.A. § 
8005(d)(4)(A));  
• Assure that Vermont can meet its energy service needs in a manner that is 
adequate, reliable, secure and sustainable, and that is environmentally sound;  
• Support development of renewable energy that uses natural resources efficiently 
and related planned energy industries in Vermont, in particular, while retaining 
and supporting existing renewable energy infrastructure;  
• Protect and promote air and water quality in the state and region through the 
displacement of those fuels, including fossil fuels, which are known to emit or 
discharge pollutants;  
• Provide support and incentives to locate renewable energy plants of small and 
moderate size in a manner that is distributed across the state’s electric grid;  
• To reduce emissions of GHG gases from within the geographical boundaries of 
the state and those emissions outside the boundaries of the state that are caused by 
the use of energy in Vermont; and  
• Produce 25 percent of the energy consumed within the state through the use of 
renewable energy sources, particularly from Vermont’s farms and forests.  
Though sparse in specific policy prescription, the CEP also lays out a multi-
pronged strategic vision divided into four sections: (1) The Strategy for Electricity and 
Renewable Energy; (2) Transmission and Regional Markets; (3) Thermal Energy for 
Homes and Businesses; and (4) Transforming Transportation, Smart Land Use. It is 
notable that Vermont’s energy policy covers not only electricity, but also thermal and 
transportation-related energy. Apart from the governmental planning agencies 
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responsible for writing the CEP and associated legislation, there is a large network of 
non-governmental actors (e.g., utilities, non-profits, independent energy providers, 
industry) that are intimately involved in all aspects of the CEP implementation. The CEP 
has undergone an update in 2015, which builds on the policy development and analysis 
efforts of the intervening years (PSD, 2015). Feeding into this rendition of the CEP was 
the Total Energy Study (TES) which provided a robust analysis of a number of long-term 
policy scenarios (PSD, 2014), and has helped to frame some of the overarching research 
questions related to the energy transition in Vermont.   
1.6 The Challenge of a Renewable Energy Transition 
Though the CEP lays out a broad and ambitious plan for a renewable energy 
transition in Vermont, it should be reiterated that this is not a statutory law, and could be 
discarded by future administrations if they so choose. Given the progressive orientation 
of the Vermont populace and the momentum building for energy transition amid the 
many actors within the energy policy subsystem, it seems unlikely that this bold effort 
will be abandoned. The CEP already has started to redefine the goals of the energy 
system to include not just reliable and affordable energy, but also clean energy, and this 
has had a catalytic effect. However, the concept of a renewable energy transition is still in 
its nascent period in Vermont, with most efforts focused on planning, stakeholder 
engagement, and policy development. Both the opportunity and trade-offs inherent to 
energy transition have yet to be even partially realized, and thus both the benefits and 
costs remain either theoretical or obscure to many Vermont citizens, businesses, and 
policymakers. 
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The benefits of energy transition can be summarized as a hedge against the 
eventuality of depleted and prohibitively expensive fossil fuels. Building a low-carbon 
economy is the only way to shield the primary engine of economic prosperity from the 
likelihood of stagnation or disruptions due to a prolonged dependency on nonrenewable 
energy resources that have been the source of increasing competition and conflict over 
time. There are myriad other benefits of pursuing a renewable energy transition, 
including improving public health, advancing economic development, and mitigating 
climate change (Haines et al., 2007). The policy discourse in Vermont also suggests that 
an additional motivating factor in building a low carbon economy is to assume a 
leadership role at the national and even international levels.  
Where the matter proves more complex concerns the associated costs and trade-
offs of energy transition, and, more importantly, what leverage points in the energy 
system are available to fundamentally shift the composition, structure, and processes that 
govern energy system behavior. A large emphasis in energy transition modeling, analysis, 
and policy has been placed on the role of fuel switching to renewable energy sources and 
the potential for energy substitution, with much attention focused on the electric power 
sector. The fungibility of electricity and the industrial organization of the electric sector 
make renewable energy substitution easier than in the transportation or thermal sectors.  
Still, the characteristics of distributed generation do not perfectly match the 
operational models of utilities and system operators, as well as energy market structures. 
The variability of distributed generation is often referenced as a complicating factor in 
integrating it into a system that has historically only considered unidirectional base load, 
dispatchable, and peak generation profiles. Greater levels of grid flexibility and storage 
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solutions are likely necessary in order to achieve high renewable energy penetration 
levels (Denholm & Hand, 2011). Even so, the value of additional distributed generation 
may diminish as penetration approaches the point at which it equals its capacity factor 
(Mills, 2013). Vermont has historically been heavily dependent on large-scale hydro in 
Québec as a portion of its renewable energy portfolio, and this will likely remain the case 
for at least the next decade or more. Yet, most of the future development of in-state 
renewable generation will rely on solar and wind. Achieving some balance between 
imported renewable electricity from Québec and the development of in-state renewable 
capacity is a key challenged in Vermont’s energy transition.  
Where the vision for an energy transition proves much more opaque concerns 
transportation fuels and thermal energy. Vermont, along with nearly all states, is 
essentially entirely reliant on petroleum for transportation fuels, and there are no 
immediately viable low-carbon substitutes. Ethanol and possibly some emerging biofuels 
well into the future have been touted as possible substitutes, but there is a large degree of 
uncertainty concerning the environmental, economic, and energetic costs of such an 
approach at the scale necessary to supplant petroleum fuels (Hill et al., 2006). Because of 
this, the electrification of the transportation sector has been pointed to as an alternative 
solution. If the grid can be decarbonized, then the switch to electric vehicles could yield 
significant environmental benefits in comparison to the current system (Sovacool & 
Hirsh, 2009). Yet, the transition to a transportation sector fueled by electricity can only 
be characterized as a highly challenging path forward, considering the ubiquitous 
infrastructure and legacy investments supporting internal combustion vehicles, the 
extremely low penetration of electric vehicles, and the need for substantial investment in 
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charging infrastructure. Nevertheless, one or a combination of these two paths – biofuels 
or electrification – will be needed to achieve an energy transition (Chu & Majumdar, 
2012).  
The thermal sector devoted largely to building heating is also driven by fossil fuel 
energy, with some biomass, as well. This sector lends itself to a similar strategy as the 
transportation sector; decarbonize the grid and electrify thermal heating systems. Again, 
the concept of technology substitution and the essential role of transitioning the electric 
grid to renewable energy are essential for a low-carbon thermal sector, but the true 
challenge lies with inducing adoption of new thermal technologies in an existing building 
stock with a historical dependence on natural gas and oil heating systems.        
There is tremendous complexity in the concept of a renewable energy transition, 
which implies an incredible array of changes from top-down policy measures and the 
implementation of new institutional arrangements and market structures to the minutia of 
household and community-level adoption of new technologies and energy consumption 
patterns. The following studies are meant to cut through some of this complexity and 
illuminate key threads in the debate about how to achieve a renewable energy transition: 
(1) the role of energy prices and the impact of economic growth policy, (2) spillover 
impacts in the energy-land-nexus, and (3) navigating complex trade-offs between energy, 
economic, environmental and social dimensions of the energy transition.  
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CHAPTER 2                                                                               
MODELING THE RENEWABLE ENERGY TRANSITION 
 
Abstract 
Transitioning the energy system to provide affordable, reliable, and clean energy is 
crucial for future development and prosperity. This study investigates whether energy 
pricing regimes can enable the achievement of a renewable energy transition and a low-
carbon economy needed to tackle climate and energy security challenges. A novel system 
dynamics model, calibrated to the State of Vermont, enables the exploration of alternate 
energy transition pathways under different energy pricing regimes and economic 
development growth pathways. Scenario modeling indicates that under conditions of low 
real economic growth, energy conservation and GHG emission reductions are more 
feasible, however, renewable energy development is accelerated in higher economic 
growth conditions. All scenarios reveal limits to using carbon taxes alone to induce fuel 
switching to renewables given the current technological and institutional setting in 
Vermont. Findings suggest that energy policy needs to address the price differential 
between nonrenewable and renewable energy from both directions. Nonrenewable energy 
prices need to incorporate a social cost of carbon, which together with investment in the 
renewable energy transition, can overcome the embedded path dependency from which 
incumbent energy technologies benefit. Lastly, economic policy must shift from a 
quantitative growth model to a qualitative development model in order to decouple 
economic growth from energy consumption. 
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2.1 Introduction 
One of the most immediate dilemmas confronting policy-makers worldwide is 
adapting our current energy infrastructure system to a low-carbon economy. Fossil fuels 
account for 85 percent of the world's energy consumption, enabling the energy pathway 
of global economic growth over the past century (Newell et al., 2016). What has been 
called the great acceleration has led to both higher material standards of living, but also a 
rapid unraveling of Earth's life support systems (Steffen et al., 2015). Moreover, a 
centrally controlled legacy of industrialization is increasingly ill-suited to cope with 
distributed energy generation, net energy constraints, new demand from the global south, 
and the challenge of climate change mitigation. In response, there is a growing movement 
calling for a rapid transition to renewable energy (Bardi, 2013; Chu & Majumdar, 2012; 
Jefferson, 2008).  
The goal of this study is to analyze the role of energy pricing regimes to achieve a 
renewable energy transition and build a low-carbon economy in the State of Vermont. As 
a small, rural, independent-minded state, Vermont has led the nation on many social 
transitions in the past. The state now has a Comprehensive Energy Plan to transition to 90 
percent renewable energy across the entire economy, and this study investigates the 
assertion that setting the “right” price, whether by carbon pollution taxes or renewable 
energy incentives, is both necessary and sufficient to catalyze this transition. We also 
address an often-overlooked factor, the degree to which economic growth supports or 
undermines the energy transition.  
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Specifically, this study investigates pathways to achieve the goals set forth in the 
2011 Vermont Comprehensive Energy Plan (CEP) under various energy and carbon 
pricing regimes and economic growth rates. The CEP calls for 90 percent renewable 
energy generation by 2050, compared to a 2013 total energy portfolio with 23 percent 
renewables. Earlier legislation also calls for a 75 percent reduction in greenhouse (GHG) 
emissions from the 1990 baseline over the same time period (VGA, 2012b). Act 170, the 
Vermont Energy Act of 2011-2012, further requires that 75 percent of electricity be 
derived from renewable sources by 2032 (VGA, 2012a).  
A carbon pollution tax is one of three policies considered in the Total Energy 
Study completed by the Vermont Department of Public Service in 2014 (PSD, 2014) to 
address these policy goals. Putting a price on carbon is one of the primary policy tools 
both in use and under consideration to address climate change around the world (Milne, 
2011; Stern & Treasury, 2006). Energy taxes more broadly have been implemented in 
nearly every country in the world, and experience with carbon pollution taxes more 
specifically has been studied in various countries in the European Union, as well as 
British Columbia, Canada (OECD, 2013; WBG, 2014). 
Building on previous energy-economic system modeling approaches, this study 
centers around a system dynamics model designed to explore how energy price paths and 
economic growth scenarios affect the transition to renewable energy. Scenario modeling 
helps to identify key economic pathways towards transition to renewable energy, as well 
as some critical barriers. In particular, this study addresses essential questions related to 
the efficacy of setting energy market prices as a driver of energy transition and the role of 
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ubiquitous economic growth policy, a factor that is often overlooked, as a key enabler or 
inhibitor of renewable energy policy.  
2.2 Energy Transition Modeling 
2.2.1 Overview of Energy Transition Models 
Using a wide range of techniques from engineering-level electric grid models to 
global energy-economy models, renewable energy transitions studies and modeling 
exercises have been conducted at the global, national, and regional scales (Backus & 
Amlin, 2009). Recent studies exist for electricity at the national scale for the United 
States (Mai, Mulcahy, et al., 2014), Australia (Elliston et al., 2012), and Denmark (Lund 
& Mathiesen, 2009), as well as the global scale (Jacobson & Delucchi, 2011). 
Significantly less work has been done at the state scale, though New York (Jacobson et 
al., 2013) and California (Jacobson et al., 2014) are recent exceptions. Many of these 
studies represent a high degree of technological optimism, offering conclusions that 100 
percent of electricity demand could be met with renewable sources in the future, and 
some studies go even further claiming that all energy demand, including transportation 
and thermal, could be met with renewable sources. Other studies are less optimistic and 
assert that there are insuperable technical or economic barriers to a transition to 
renewable energy, or, at a minimum, upper thresholds of renewable energy penetration 
that fall below a full-scale transition (Kramer & Haigh, 2009). Most energy transition 
studies across this spectrum use a techno-economic approach to analyzing technical and 
economic feasibility, with an emphasis on exploring rates and thresholds of technological 
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substitution and the cost-effectiveness of different trajectories of technological change. 
There is a high degree of sophistication in many of the underlying analytical approaches 
and modeling techniques, each capturing a specific and critical dimension of the energy-
economic system. Five models representing some of the most advanced energy-economy 
models currently used – NEMS, MESSAGE, MARKAL, SWITCH, and ReEDS – are 
discussed in depth in Appendix 1A. This list is not exhaustive, and there are certainly 
other notable models (Hedenus et al., 2012). While all models are not specifically framed 
as an energy transition model, the underlying model structure and logic provide useful 
perspectives on the key mechanisms driving, and in some cases limiting, technological 
change. 
These energy-economy models are bottom-up partial equilibrium models that 
optimize an objective function that typically includes system costs, operations, and 
investments under some suite of constraining factors (see Table 2.1 for synopsis). Some 
studies have been conducted to compare the outputs of these various models when 
employed towards similar long-term energy planning tasks (Blair, 2010). Each of these 
energy-economy models was developed to address fundamental questions pertaining to 
the technical and economic feasibility of energy transitions at the global to national scale. 
The system dynamics (SD) model developed for this study builds on essential insights 
derived from these energy-economy models, but also offers a different theoretical 








 Table 2.1: Comparison of Energy-Economy Models 







All installed capacity 




Energy demand and 
prices 
Simulate cost-of-service (average 
cost) method for sectoral energy 




Energy demand with 
initial energy carriers 
and conversion 
technologies, rates of 
change of total labor 
and energy intensity 







Maximize intertemporal utility, 









use demand) and 
conversion 
technologies 
Energy costs Maximize the discounted present 
value of total surplus to producers 
and consumers constrained by 
sector-specific energy demands, 




Energy demand and 
conversion 
technologies 
Energy costs Minimize costs prioritize 
investment in generation, but treats 
all investments in the power system 
with equal priority 
ReEDS 
U.S. Electric 
Energy demand and 
conversion 
technologies 
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2.2.2 The System Dynamics Approach to Energy System Modeling 
System Dynamics is a perspective and set of conceptual tools that enables the 
understanding of the structure and dynamics of complex systems (Ford, 2009; Forrester 
et al., 1976; Sterman, 2000, 2001). Its principal strength lies in its focus on structural 
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relationships between components through the use of stocks and flows, feedback loops, 
and time lags to simulate system behavior (Forrester et al., 1976; Sterman, 2000, 2001). 
SD models are continuous and assume that discrete events and decisions “ride on an 
underlying tide of system structure and behavior” (Meadows, 2008). Energy systems 
have many elements that are conducive to SD modeling methodology, such as non-
linearities in resource depletion, stocks and flows such as resources and capital, feedback 
loops, and dynamic behavior (Naill, 1992). The energy-economic system modeled using 
the SD approach is adept at capturing processes that take place over long time horizons 
and characterized by predictable patterns of change such as capital turnover, 
technological change, and shifts in energy demand. There is a long history of employing 
SD models to investigate the dynamics of change in technological and energy systems 
(Forrester et al., 1976), though perhaps with more of a focus at the national level than the 
state level (Bodger & May, 1992; Dyner et al., 1995; Naill et al., 1992). Many models 
have focused on supply dynamics (Bassi et al., 2010; Bassi & Shilling, 2010), while 
others focus on technological change and diffusion (Kobos et al., 2006).  
2.2.3 The Energy Futures Simulation 
The Energy Futures Simulation (EFS) developed for this study is based on an SD 
approach. The model structure is summarized in Figure 2.1 building on the system 
dynamics model for the United States described in Malczynski et al. (2002). The U.S. 
model focused on the aggregate national energy system in order to investigate 
fluctuations in energy resource availability on oil import demand and Gross Domestic 
Product (GDP). The resultant U.S. Energy and Greenhouse Gas Model (USEGM) was 
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used to analyze policy options that affect overall energy demand, choice of fuel mix, 
electric power supply portfolios, and resulting U.S. GHG emissions. The USEGM has 
been applied to research questions such as whether expansion of nuclear energy and plug-
in hybrid vehicles can achieve reductions in GHG emissions and oil imports (Pickard et 
al., 2009). 
 
Figure 2.1: Energy Futures Simulation Model Structure 
The EFS builds on the basic superstructure of the USESM at a conceptual level, 
but with substantial enhancements to the way in which the model incorporates price and 
income elasticity of demand feedbacks and lag effects. The model includes energy 
demand (consumption) as an endogenous variable of the model, with economic 
productivity influenced by energy demand feedbacks. Energy supply (generation 
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capacity) is also derived from energy demand through a balancing assumption. The 
exogenous drivers include population growth and energy prices, while economic 
productivity is partially driven exogenously. Other model drivers such as elasticity of 
demand (consumption sensitivity to price changes) and energy intensity (energy 
requirements for economic production) are also exogenous to the model, and encapsulate 
many of the behavioral and technological assumptions about the future. 
A causal loop diagram provides a useful summary of the EFS model’s governing 
interrelationships, shown in Figure 2.2. These feedback loops and time lags generate the 
emergent dynamics of the model. The primary feedback mechanisms are run through a 
Koyck distributed lag formulation that geometrically distributes the effect of changes in 
the model drivers on the endogenous output of sectoral energy demand by energy source 
(Bentzen & Engsted, 2001; Griliches, 1967). The EFS allows for the exploration and 
analysis of long-term energy demand dynamics in response to different energy price and 
economic conditions. Of particular interest is the effect of energy prices on energy 
conservation and fuel switching to renewable energy sources, and the degree to which 
economic growth enables or inhibits the transition to a low-carbon economy. 
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Figure 2.2: Energy Futures Simulation Causal Loop Diagram 
The time lags are not represented explicitly in the causal loop diagram, but are 
mediated through the short- and long-term price elasticities. These are at the core of the 
Koyck formulation, and determine how the impact of a change in price is reflected in a 
change in demand over time. The underlying logic is that a change in price does not 
result in an immediate response in terms of the amount and type of energy demanded. 
Rather, these changes are distributed geometrically over time determined by the relative 
difference between short- and long-term price elasticities.   
  57 
2.2.4 Strengths and Advantages of the EFS Modeling Approach 
In contrast to the bottom-up, partial equilibrium approaches used in the NEMS, 
MARKAL, and SWITCH family of models and the top-down approach taken with 
MESSAGE, the EFS system dynamics sector-up modeling approach is relatively simple 
and transparent. The other families of models, in contrast, are extraordinarily 
complicated, requiring hundreds of inputs with a very high degree of resolution, and, as a 
result, are largely opaque and inaccessible to all but the most informed experts. These 
models necessitate costly and time-consuming data acquisition and input procedures in 
order to run, and their results are largely driven by the detailed cost curves and 
technology forecasts that the user inputs. In contrast, the EFS model has very low-level 
data requirements, all of which are publicly available and easy to input into the model.  
Though the EFS model does sacrifice some data resolution compared to other 
models reviewed, it does so without compromising its ability to recreate historical 
energy-economic system dynamics, as demonstrated in Section 2.3.3. Its core strength is 
in capturing the effect of energy prices and economic productivity on the type and 
quantity of energy demanded across multiple economic and energy sectors. The EFS 
model achieves this through its robust representation of the direct and indirect system 
response to energy price differentials and economic activity and the incorporation of a 
time lag element to more realistically reflect the response to changes in the energy-
economic system. The EFS model also incorporates a simulation environment to explore 
and create scenarios quickly and efficiently, a functionality which is absent in many 
partial equilibrium energy-economy models. Table 2.2 provides a synopsis of the 
contrasting approaches taken using these two modeling methods.  
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Table 2.2: Comparison of Energy-Economy Modeling Approaches  
Partial Equilibrium Energy-Economy Models EFS System Dynamics Model  
Constrained optimization Stocks, flows, and feedbacks  
High technological resolution Low technological resolution 
Lacks simulating environment  User-friendly simulating platform  
Bottom-up or Top-down  Sector-up  
Data intensive  Low data requirements  
Unbounded rationality  Bounded rationality  
Limited treatment of behavior More detailed inclusion of behavior 
 
The primary advantages of the EFS modeling approach in comparison to the 
partial equilibrium energy-economy models can be summarized into three categories: (1) 
optimization versus dynamic simulation; (2) system behavior driven by elasticities and 
time lags; and (3) technological specification using learning curves.  
The underlying logic of the models is the first distinction. The NEMS, 
MESSAGE, MARKAL, SWITCH, and ReEDS family of models all employ linear or 
non-linear programming approaches to constrained optimization using a partial 
equilibrium paradigm. Common to these approaches is the use of constrained 
optimization to identify minimal or maximal solutions to an energy cost or demand 
objective function. These approaches assume a high degree of rationality in the system – 
perfect foresight in anticipating the future state of the system, unlimited cognition to 
evaluate alternative choices, and the ability to act based on the best net present value 
(NPV) pathways. As evidence that these assumptions are perhaps unrealistic, rarely do 
post-hoc analyses indicate that actual system behavior is reflected in these optimal 
pathways. This is sometimes due to the energy efficiency gap, which refers to a 
consistently demonstrated and substantial gap between the actual investment in more 
energy efficient technologies and the level perceived as socially optimal. There are other 
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complex dynamics that are overlooked in these approaches such as the rebound effect, in 
which energy efficiency gains in one sector are counterbalanced, to some degree, by 
increased direct or indirect consumption (Berkhout et al., 2000). Both the energy 
efficiency gap and rebound effect provide some indication that these models consistently 
overestimate the achievable energy efficiency gains or the rate at which renewable energy 
development would occur.  
The EFS modeling approach does not emphasize optimal solutions to the same 
degree as partial equilibrium models. Rather, it relies on an iterated scenario approach in 
which many different simulations can be used to frame the range of potential outcomes. 
Since it is assumed that the energy-economic system does not trend towards some 
equilibrium or optimal state, the model generates emergent dynamics from feedbacks, 
lags, and other interrelationships. This approach allows a more realistic representation of 
system behavior because it does not assume a high degree of foresight and perfect 
information in the system. Consequently, the EFS modeling approach may tend to 
underestimate the rate of change in the energy system in comparison to partial 
equilibrium energy-economy models, but that may be more representative of a system in 
which non-optimal behavior, negative feedbacks, and lagged responses are prevalent.  
The second distinction concerns the key drivers of system behavior. A key 
strength in the EFS modeling approach is the use of algorithmically derived price 
elasticity of demand parameters to capture the behavioral response to price differentials 
and economic activity, as described in Appendix 1B. It is important to note that there are 
short-run, long-run, and cross-price elasticities of demand across all fuel types for all 
sectors in the model, which reflect the high degree of sensitivity to price that the model 
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embodies. The partial equilibrium models do not incorporate elasticity parameters with a 
similar degree of specificity. The MARKAL model only includes elasticity when dealing 
with the demand for personal transportation. The SWITCH model includes elasticity only 
when dealing with natural gas substitution. The MESSAGE-MACRO model includes a 
constant elasticity of substitution in some of the energy-economy interactions. The 
NEMS and ReEDS models altogether exclude elasticity. 
Another weakness of these bottom-up partial equilibrium models is that they tend 
to assume perfect substitutability between technologies that provide the same energy 
service. This implies that once cost parity is achieved for technologies that provide the 
same energy service, there are no functional or temporal barriers to adoption. This leads 
to an overestimation of how fluidly and quickly a transition from one technology to 
another can be, and furthermore, can distort the differences between technologies with 
similar energy service profiles. The EFS modeling approach allows for a more nuanced 
understanding of the lag between technological shifts and the rate of substitutability 
between energy technologies. Given, this relationship is mediated by price and 
distributed over time using a distributed lag function, but they are an important part of 
how the system behaves.    
The treatment of technology is the final distinction of consequence. The EFS 
model is essentially technology agnostic due to the high level of aggregation across 
sectors and fuel types. No specific technology is captured in the model. Rather, 
technological advancement is captured in several simple metrics: energy prices, energy 
consumption, and energy intensity (BTU per real $USD). Thus, without going into great 
detail in the technical specifications and projections for specific technologies, EFS 
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utilizes these technology learning curves or trajectories, thus allowing implementation 
efforts to arrive upon the appropriate suite of technologies. Clearly, there are some 
weaknesses to this approach due to the low level of technological resolution, but the 
benefits are in providing a more easily comprehensible, broad picture perspective which 
lend themselves well to policy discussions.  
Two of the partial equilibrium models address technological advancement 
through endogenous technological learning curves or algorithms. Technological learning 
curves have long been used as an instrument to evaluate the cost and performance 
improvements in a given technology as a function of society’s experience in developing 
and deploying it (Grübler et al., 1999). NEMS does this to a very low degree, and only 
for commercial demand, while the MARKAL model incorporates both learning-by-doing 
(supply side) and learning-by-using (demand side) learning algorithms or curves. 
SWITCH incorporates long-term cost and performance projections into the model from 
other sources, but does not generate any learning curves endogenously in the model. 
These bottom-up energy system models, to varying degrees, model technology 
competition and integrate long-term technological trends with the help of learning curves, 
either endogenous to the model or assumed as an exogenous variable. The exogenous 
approach to technological learning is essentially what is being done in the EFS model, 
though at a higher level of aggregation of fuel types than with the bottom-up models.  
2.3 Methods: EFS Modeling, Calibration, and Scenario Analysis 
Energy prices are a key determinant in the composition and size of Vermont’s 
energy system. A primary research question underpinning this study concerns the degree 
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to which changes in the relative prices between renewable and nonrenewable energy 
sources can drive the transition to renewable energy. Secondarily, this study addresses 
how different long-term economic growth scenarios impact the achievement of renewable 
energy penetration and GHG emission reduction goals. This line of inquiry provides 
insight into whether the transition to a low-carbon economy can take place under the 
current regime of pursuing long-term growth in Vermont’s Gross State Product (GSP). In 
order to establish a base for these research questions, a series of statistical analyses were 
conducted to evaluate key relationships between energy consumption, energy prices, and 
economic growth.  
2.3.1 Relationship between Economic Productivity and Energy  
The EFS model is built upon a series of assumptions about the interrelationships 
between energy and electricity use, energy prices, and economic productivity. There is 
evidence of Granger causality between economic productivity and energy consumption at 
the national level (Bruns, 2014; Ozturk, 2010). Other studies have suggested that energy 
consumption, GHG emissions, and economic output are inextricably linked (Garrett, 
2012). The EFS model builds upon the hypothesis that energy consumption is partially a 
function of GSP, wherein growth in GSP causes growth in energy consumption.  
Figure 2.3 illustrates that energy use, electricity use, and GSP have all followed 
similar trajectories in Vermont since 1990. Total energy and electricity use have grown 
36 and 35 percent, respectively, over the model calibration period, implying that there has 
been a relatively uniform increase in energy demand across the electric, transportation, 
and thermal sectors. As a derivative of energy, GHG emissions have grown slightly more 
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rapidly than energy consumption, with a 42 percent increase from 1990 to 2012, 
indicating that the carbon intensity of energy consumption in Vermont has been 
increasing. A key line of inquiry concerns the degree to which real GSP growth of 39 
percent between 1990 and 2012 causes growth in energy consumption.  
 
Figure 2.3: Energy, Electricity, GHG, and GSP Trends in Vermont, 1990-2012 
A deeper analysis into the causal relationship between GSP growth and energy 
consumption was conducted using a Granger causality test (Granger, 1969). In a strict 
sense, the Granger causality test does not indicate causal relationships, but rather the 
degree of usefulness of economic productivity and energy prices to predict future energy 
consumption. Table 2.3 shows the p-value results of this test. Results suggest that GSP 
and most energy price variables have a sufficiently strong statistical relationship to 
energy use in order to be used in the EFS model formulation.  
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Table 2.3: Granger Causality – Energy Use related to GSP and Energy Prices 
Energy Type GSP - Energy Use Energy Price – Use 
Coal 0.56** 0.01 
Natural Gas 0.34* 0.72** 
Petroleum 0.11* 0.57** 
Nuclear 0.55** 0.22* 
Hydro 0.65** 0.84** 
Biomass 0.54** 0.38* 
Ethanol 1.00** 1.00** 
Solar 0.11* 0.58** 
Wind 0.13* 0.73** 
Geothermal 0.29* 0.53** 
Total 0.61** N/A 
Renewable 0.43* N/A 
Electricity 0.68** 0.80** 
*p ≥ 0.1; **p ≥ 0.50 
A Pearson’s correlation test provides another perspective on the relationships between 
economic productivity, energy, and energy prices.   
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Table 2.4 highlights results that suggest statistically significant correlations 
between these model parameters, though the correlations vary in their direction and 
magnitude. Of particular note is the correlation between GSP and energy use, which is 
strongly positive with the exception of coal and biomass. As Vermont’s economy has 
modernized, there has been a shift away from coal and biomass and into cleaner energy 
sources. This finding highlights a critical insight that will be explored in greater detail in 
the scenario analysis; economic growth is integrally linked with energy use, and thus 
continued economic growth is a key driver of growth in energy consumption, as well as 
GHG emissions. Despite many efforts to improve energy efficiency, there remains a 
strong coupling between economic growth and energy consumption. 
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Table 2.4: Correlations – Energy Use, Energy Price, GHG, and GSP 
Energy Type GSP - Energy Use GSP - Energy Price Energy Use - Price 
Coal -0.895*** -0.373 0.558* 
Natural Gas 0.720*** 0.794*** 0.318 
Petroleum 0.800*** 0.745*** 0.319 
Nuclear 0.806*** -0.683*** -0.715*** 
Hydro 0.549*** -0.825*** -0.603*** 
Biomass -0.749*** 0.533*** -0.285 
Ethanol 0.893*** -0.428 -0.645 
Solar 0.824*** -0.964*** -0.903*** 
Wind 0.837*** -0.968*** -0.885*** 
Geothermal 0.904*** -0.968*** -0.918*** 
Total 0.847*** -- -- 
Renewable -0.166 -- -- 
Electricity 0.951*** -0.720*** -0.674*** 
***p ≤ 0.01; **p ≤ 0.05; *p ≤ 0.1 
The relationship between GSP and energy price elucidates a different driver in the 
energy system. Vermont is a price-taker in energy markets, therefore state economic 
growth does not likely impact energy prices in any material way, though energy prices do 
affect economic growth and help to determine the size and composition of Vermont’s 
energy system. Many energy prices are negatively correlated with GSP, which supports 
the general assumption that economic growth coincides with technological improvements 
in the broader economy that drive decreases in energy prices. This pattern holds true for 
many renewable energy sources, but not for fossil fuels such as natural gas and 
petroleum. Renewable energy sources follow a price path governed by technological 
learning and increasing economies of scale, leading to decreasing prices over time 
(Grübler, 2012). Ongoing change in energy price differentials, especially between 
substitutable renewable and nonrenewable energy sources, is a key dynamic that is 
captured in the EFS model. Since the Vermont energy system is assumed to follow a least 
cost pathway, energy consumption patterns will progressively shift to the cheapest option 
among substitutable energy sources.  
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Figure 2.4 shows the energy intensity (energy requirements per unit of economic 
productivity) and energy use per capita. Energy and electricity intensities have followed a 
similar downward trajectory over time, indicating that efficiency gains and technological 
advances have been achieved. Energy and electricity per capita consumption, however, 
have followed an upward trajectory, indicating that increases in energy efficiency have at 
least partially been counterbalanced by rebound effects. 
 
Figure 2.4: Energy/Electricity Intensity and Energy/Electricity per Capita 
The Pearson’s correlations between GSP and different measures of energy 
intensity and energy use per capita highlight another essential insight. The strong 
negative correlation between economic growth and energy intensity (-0.863***) suggests a 
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relationship with technological advancement, where economic growth relates to lower 
per unit energy requirements through technical efficiency gains. Some of this 
phenomenon may be the product of population growth, but other factors such as the 
rebound effect (Berkhout et al., 2000), in which efficiency gains are offset by more 
energy use in other sectors or activities, could also be at play. However, the strong 
positive correlation between GSP and energy use per capita (0.858***) indicates that 
economic growth is also related to increased per capita energy usage. Even with gains in 
energy efficiency, per capita and aggregate energy use continues to grow in response to 
the growing economy. Essentially the same dynamic is seen in electricity. Data Sources 
and Parameter Estimation 
The statistical relationships between economic productivity, energy use, energy 
prices, and energy intensities provide the foundation for formulating the energy demand 
stock-flows, feedbacks, and time lags in the EFS model. The model is built upon a range 
of variables listed in Table 2.5 and collected from government, research, and academic 
institutions. Historical energy use and price data were obtained from the Energy 
Information Agency (EIA, 2015b), with energy prices adjusted for inflation using the 
U.S. National Consumer Price Index (CPI) and reported in 2011 $US (BLS, 2014). 
Energy use baseline projections were developed based on applying national growth rates 
per energy source (EIA, 2015a). Baseline projections of price by energy source were 
taken from a variety of sources, including EIA (2015a) for coal, natural gas, petroleum, 
nuclear, electric power, and ethanol; Short et al. (2011) for hydroelectric and wind power; 
Brenkert (2003) for biomass; and IEA and BNL (2009) for solar and geothermal. 
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Vermont was assumed to be a price-taker, and thus energy prices were exogenous to the 
model. 
Table 2.5: EFS Model Parameters and Data Sources 
Parameter Historical (1970-2012) Projected (2013-2050) 
Gross State Product (GSP) VT Bureau of Economic 
Analysis  
ARIMA Forecasts (Appendix 
1B) 
Population U.S. Census Bureau  VT Agency of Commerce and 
Community Development 
Energy Prices EIA (2015b) Annual Energy Outlook, DOE 
NREL, etc. 
Energy Demand EIA (2015b) Endogenous output of model 
Price Elasticity of Demand Estimated using Powersim 
Optimization approach which 
utilizes an evolutionary 
algorithm (Appendix 1B) 
Estimated using Powersim 
Optimization approach which 
utilizes an evolutionary 
algorithm (Appendix 1B) 
Energy Intensity Calculated from Energy Demand 
and GSP data 
ARIMA Forecasts (Appendix 
1B) 
2.3.2 Baseline Projections 
Baseline projections for energy use and price were developed as the basis for 
calibrating the EFS model, a process that was conducted by modifying price elasticity of 
demand and income price elasticity parameters. These projections were developed using 
EIA historical energy use and price data for Vermont and projected from 2014 to 2050 
using the EIA’s Annual Energy Outlook (2015) sectoral energy use and price growth 
rates for the New England Region.  
Baseline projections for energy use and price were developed as the basis for 
calibrating the EFS model, a process that was conducted by modifying price elasticity of 
demand and income price elasticity parameters. These projections were developed using 
EIA historical energy use and price data for Vermont and projected from 2014 to 2050 
using the EIA’s Annual Energy Outlook (2015) sectoral energy use and price growth 
rates for the New England Region.  
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Baseline projections for all economic sectors – industrial, commercial, 
transportation, and residential – were developed using EIA data sources, whereas the 
electric sector required some modifications to account for policy and other energy supply 
concerns. The electric sector baseline projections incorporates the policy driver of Act 
170, which calls for 75 percent of electricity to be derived from renewable sources by 
2032 (VGA, 2012a). After 2032, the baseline projections resume secular (e.g., non-policy 
driven) trends of change in the electricity portfolio. 
Another modification to electric generation was needed in order to account for the 
recent closure of the Vermont Yankee nuclear power plant. The base load provided by 
Vermont Yankee was removed from 2015 energy demand projections, and replaced with 
a range of long-term power purchase agreements (PPAs) and other replacement estimates 
through a mixture of natural gas, hydro, solar, and wind from the New England wholesale 
electricity market.  
Table 2.6 and Figure 2.5 illustrate the energy use baseline projections for 
Vermont, which include all energy imports. In the EFS model, energy use projections are 
a proxy for energy production, as the model assumes that the type and quantity of energy 
demanded is in balance with the type and quantity of energy produced. The baseline 
energy projections indicate a relatively stable profile through 2050 and a growing base of 
renewable energy. However, in this "business-as-usual" baseline, the secular growth in 
renewable energy falls well below the targets of 90 percent by 2050, only reaching an 
aggregate 50 percent across all renewables.  
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Table 2.6: Energy Use, Historical and Projected Baseline 1990-2050 
Billions Btu# 1990 2000 2010 2020* 2030* 2040* 2050* 
Growth 
‘13-‘50 
Coal 2,484 145 25 27 27 27 28 0.05% 
Natural Gas 4,727 7,935 8,510 33,629 31,769 29,312 27,500 3.36% 
Petroleum 58,120 81,682 87,649 94,279 93,809 94,605 97,065 0.24% 
Nuclear 53,917 50,363 66,497 7,726 5,349 5,372 5,371 -6.84% 
Hydro 28,604 36,427 37,568 54,176 51,903 49,543 48,574 1.13% 
Biomass 16,943 15,668 33,174 23,247 24,008 24,589 26,020 0.85% 
Ethanol 0 0 0 246 253 267 280 0.47% 
Solar 0 17 85 5,973 11,689 17,322 23,735 15.23% 
Wind 0 0 158 10,944 13,289 15,386 18,042 13.89% 
Geothermal 0 0 8 18 33 48 63 4.83% 
Total 164,795 192,237 233,675 230,264 232,128 236,470 246,677 0.28% 
Electricity 74,799 85,117 114,134 119,451 120,945 123,717 130,134 0.25% 
Renewable 45,547 52,113 70,993 94,603 101,174 107,154 116,714 2.23% 
* Projected baseline                                                                             # 1,000,000,000 Btu = 293.07 MWh 
 
Figure 2.5: Energy Use, Historical and Projected Baseline, 1990-2050 
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2.3.3 EFS Model Calibration 
Model calibration was achieved through estimating parameters to obtain a match 
between the baseline or observed energy demand and simulated energy demand as the 
endogenous output of the model. In attempting to link model structure to observed 
behavior, model calibration serves to test whether the proposed model structure can 
sufficiently explain observed energy demand. This is a more robust test than building a 
model that reflects the Vermont energy system structure or that just replicates system 
behavior. Rather, establishing a strong linkage between structure and behavior is critical 
to model calibration. Confidence that the EFS model structure, using theoretically 
justifiable parameter values, is valid increases if the model structure is capable of 
generating the observed behavior. 
The EFS model was calibrated using a constrained minimization approach based 
on Oliva (2003). These model parameters consisted of short-term, long-term, and cross 
price elasticity of demand, as well as income elasticity of demand. Then, using an 
optimization technique in Powersim Studio, the difference between the observed and 
simulated energy demand was minimized for each fuel type for each economic sector for 
the period of 1990-2050, as described in Equation 1. When a sector would undergo a 
large discrete shift, for instance due to the closure of the Vermont Yankee nuclear power 
plant, the optimization exercise was conducted for periods corresponding to energy 
regimes. So, in the case of the Vermont Yankee closure in 2014, the electric sector was 
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Equation 1: !"#$ 		 &'(')* + ,'-. − 0'. ,23.)24 	56789:;	;<	,. = : 5., >, 6. , ?? ≤ > ≤ 6? 
 
wi = weight of ith error series ll = lower limit of parameter feasible range 
Qijt = demand per i sector per j fuel at time t ul = upper limit of parameter feasible range 
Bijt = benchmark demand i sector, j fuel, time t T0 = initial simulation time (year 1990) 
st = model state variables Tf = final simulation time (year 2050) 
p = model parameters – PED (short, long, income) n = variable-data pairs in error function 
ut = known inputs (GSP, energy prices, etc.)   
 
The model calibration process produced simulated energy demand profiles that 
were well correlated with observed energy demand. The optimization technique 
described above was further calibrated by maximizing the Pearson product-moment 
correlation coefficients for each fuel type across each sector, as shown in Table 2.7  
Table 2.7: EFS Model Calibration Results – Correlation Coefficients 1990-2050 
Energy Type Industrial Commercial Transportation Residential Electric Total Fuels 
Coal 1.000 0.998 N/A 0.983 0.977 0.999 0.987 
Natural Gas 0.987 0.964 1.000 0.999 0.911 0.995 0.925 
Petroleum 0.972 0.991 0.990 0.947 0.994 0.989 0.988 
Nuclear N/A N/A N/A N/A 0.987 N/A 0.987 
Electric 0.915 0.995 N/A 0.999 0.991 0.992 N/A 
Hydro 0.990 N/A N/A N/A 0.982 0.990 0.982 
Biomass 0.981 0.727 N/A 0.871 0.960 0.944 0.944 
Ethanol 0.918 N/A 0.708 N/A N/A 0.723 0.723 
Solar 0.856 0.863 N/A 0.680 0.959 0.813 0.959 
Wind N/A N/A N/A N/A 0.952 N/A 0.952 
Geothermal N/A N/A N/A 0.919 N/A 0.919 0.919 
Total 0.923 0.995 0.990 0.989 0.992 0.990 0.990 
 
The EFS model was able to best replicate energy demand trends that were the 
product of changes in energy prices or economic productivity. These shifts tended to be 
gradual, in which changes in energy prices and economic productivity were distributed 
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over time in the quantity and type of energy demanded. Shifts in the quantity or type of 
energy demand as a result of discrete changes in the energy supply were not as well 
captured through the model dynamics. These instances included the opening or closure of 
a power plant or the signing of a large power purchase agreement, as examples.  
The EFS model also did not perform as well for fuels that were not being utilized 
in 1990, and that proceeded to only comprise a small portion of Vermont’s energy 
portfolio. In these cases, for instance for ethanol in the transportation sector, parameter 
ranges were expanded and discretized to allow the endogenous outputs of the model to 
capture the emergence of this new fuel source.  
A more in-depth sensitivity analysis was conducted to test how sensitive model 
results were to variations in different model parameters, as described in Appendix 1C. 
2.3.4 Scenario Modeling 
Three scenarios were developed to reflect different future energy price paths: (1) 
Renewable Grid Parity Scenario, (2) Peak Oil Scenario, and (3) Carbon Pollution Tax 
Scenario. The first two scenarios reflect futures in which Vermont experiences changes in 
the cost of energy due to external energy market drivers. The third scenario explores an 
introduction of a carbon pollution tax in Vermont. A key driver across all scenarios is 
different economic growth trajectories, ranging from no growth (i.e., zero percent 
compound annual growth in GSP) to high growth (i.e., four percent compound annual 
growth in GSP). 
The Renewable Grid Parity Scenario captures future energy price paths in which 
renewable technologies continue to experience substantial reductions in costs while fossil 
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fuel and nuclear energy price paths remain unaltered from the baseline scenario. The 
point at which grid parity is achieved occurs when an alternative energy source can 
generate power at a cost equal to or less than purchasing power from conventional 
sources. Recent evidence indicates that the price of renewable energy, especially solar 
and wind, is on a significant downward trend and is increasingly competitive in many 
electricity markets (Breyer & Gerlach, 2013). Renewable energy learning rates are also 
quite high, indicating that greater deployment will lead to more cost reductions (Lund, 
2011). Six variations of this scenario were developed, each with a different percent 
compound annual rate of decrease in the price of solar, wind, biomass, and geothermal. 
The Peak Oil Scenario captures future energy price paths in which fossil fuels get 
substantially more expensive as easily accessible reserves dwindle and oil and gas 
exploration and extraction becomes increasingly reliant on high-cost energy reserves such 
as tar sands (Hamilton, 2009; Murphy & Hall, 2011). While there is extensive debate on 
the price paths of oil and gas due to uncertainty over peaking supplies, extraction 
innovation, and the geopolitics of oil, the Peak Oil Scenario is merely illustrative of a 
possible future in which oil and natural gas prices rise at a higher rate than EIA 
projections suggest. In this scenario, the relative price differential between fossil fuel 
energy and non-fossil fuels such as renewables and nuclear energy will grow over time, 
adding pressure to reduce consumption of fossil fuel resources or switch to non-fossil 
fuel energy alternatives. Six variations of this scenario were developed, each with a 
different percent compound annual rate of increase in the price of oil and natural gas. 
The Carbon Pollution Tax Scenario, unlike the previous two scenarios, reflects a 
policy-driven change in energy prices achieved through putting a price on the carbon 
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emissions associated with fossil fuel combustion. Putting a price on carbon through 
various types of taxes is one of the primary policy tools both in use and under 
consideration to address climate change (Milne, 2011; Stern & Treasury, 2006). Carbon 
pollution taxes have been implemented around the world in various countries in the 
European Union, as well as the Canadian Province of British Columbia. As of 2015, the 
State of Vermont is considering a carbon pollution tax, and this scenario is designed to 
capture some of the potential impacts of instituting such a policy. In this scenario, fossil 
fuel energy prices for all non-electric sectors were altered through the implementation of 
the carbon pollution taxes at different levels. These initial changes in the price of fossil 
fuel-based energy percolated through the energy system, thereby shifting the demand 
away from fossil fuel and into non-fossil fuel based energy sources. 
Six variations of this scenario were developed, each with a different carbon 
pollution price put in place in 2016 that effectively increases the prices of coal, natural 
gas, and petroleum across all economic sectors with the exception of the electricity 
sector. The electric sector was not included as part of a carbon pollution tax because 
Vermont already participates in the Regional Greenhouse Gas Initiative (RGGI), which 
uses a market-based cap-and-trade program to regulate GHG emissions from electric 
power. It is recognized that many carbon pollution tax policies are gradually 
implemented, and moreover there are various tax, incentive, and regulatory policies that 
may be implemented alongside a carbon pollution tax. The carbon pollution tax policy 
proposal in Vermont includes various design options to recycle revenue, including direct 
payments, rebates or tax credits for low-income households, cuts to corporate income 
taxes, and funding for state energy programs, among other options (REMI, 2014). The 
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purpose of this scenario analysis is to only focus on the price impacts of different levels 
of carbon pollution taxes.  
2.4 Scenario Modeling Results 
2.4.1 Renewable Grid Parity  
Figure 2.6 illustrates that lower renewable energy prices lead to higher total 
energy consumption, albeit with a higher percentage of energy consumption coming from 
renewable sources. This highlights a critical oversight in many policies that create 
incentives that lower the cost of renewable energy. Lowering the cost of renewable 
energy will likely increase adoption, but it may not induce a high degree of fuel-
switching from a nonrenewable source to a renewable source. Thus, increasing renewable 
energy sources does not necessarily lead to a net decrease in energy consumption, and 
consequently yields relatively minor GHG emission reductions.  
This is largely a product of Vermont’s electric power sector. Vermont’s electricity 
generation needs are currently met with hydro, nuclear, biomass, and natural gas, with a 
small but increasing mix of solar and wind. Hydro, nuclear, and natural gas are all low-
cost sources that are difficult to supplant purely based on a cost differential with 
renewable sources. Even if solar and wind become substantially cheaper than these 
sources, reliance on these base load resources will likely remain in the future without 
additional policy and regulatory intervention that complements the effect of lowering the 
cost of renewable energy. RGGI was designed as a cap-and-trade program that would 
create a price mechanism to favor low-carbon or renewable energy alternatives. 
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However, CO2 allowance prices have been very low (less than $5/tCO2 as of 2016) since 
the creation of the market, in part because low electricity demand driven by slower than 
anticipated economic growth has not generated sufficient demand for allowances to 
support higher prices that send stronger market signals (RGGI, 2016). In an attempt to 
supplement and perhaps supersede this form of regulation, Vermont has joined New York 
and other New England states in pursuing aggressive renewable energy portfolio 
standards to create an explicit regulatory framework to stimulate the adoption of 
renewable energy that does not depend on market price signals.  
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Figure 2.6: Scenario 1: Renewable Grid Parity Scenario 
Table 2.8 shows the maximum range of the impact of Renewable Grid Parity 
Scenario in 2050, or rather, the impact of the most aggressive scenario of renewable 
energy cost reductions compared to the baseline. Clearly, a future in which renewable 
energy sources become progressively cheaper in comparison to nonrenewable sources 
can result in substantial relative reductions in GHG emissions and renewable energy 
penetration. However, these two benefits come with a notable trade-off. Greater relative 
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GHG reductions are attained under lower economic growth conditions, whereas larger 
increases in renewable energy penetration are attained in higher economic growth 
conditions. Growing the economy helps to drive renewable energy adoption, but not 
exclusively, as demand for nonrenewable energy consumption grows as well, albeit at a 
slower rate. This dynamic results in the phenomenon in which the portion of renewable 
energy comprised in the state’s energy portfolio can grow, while relative GHG emission 
reductions are eroded. This finding calls into question the assumption that policies that 
support renewable energy development through price mechanisms will, in turn, also 
support GHG reductions. These two policy goals may, in fact, require different policy 
tools and approaches.  
Table 2.8: Impacts of Most Aggressive Renewable Grid Parity Scenario by 2050  
Model Output 0% GSP  1% GSP  2% GSP  3% GSP  4% GSP  
GHG Emissions -23.2% -20.8% -8.9% -4.1% -2.2% 
Renewable 39.3% 91.2% 119.3% 105.7% 106.7% 
Total Energy 8.3% 36.2% 46.2% 38.7% 25.9% 
Electric 11.6% 58.7% 89.4% 101.5% 108.7% 
Total Energy Cost -12.7% -10.6% -11.5% -10.3% -5.1% 
2.4.2 Peak Oil  
Results in Figure 2.7 illustrate the sensitivity of total energy consumption, which 
yields reductions in GHG emissions associated with a lower oil and gas consumption. 
Thus, a reduction in total energy consumption could result from increased oil and gas 
prices. However, very little fuel switching occurs, which results in only very modest 
changes in renewable energy consumption.  
A deeper exploration of this phenomenon indicates that there are limited, near-
term, viable substitutes for oil, which is primarily used as a transportation fuel. There 
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remains the prospect of switching from internal combustion engine vehicles to electric 
vehicles in the future. This transition will not be primarily driven by the relative cost of 
oil versus electricity, but rather the cost and power density of battery technology, access 
to charging infrastructure, and climate policy, among other factors (Dijk et al., 2012). 
Thus, the model was not able to capture the emergence of electric vehicles with any 
degree of confidence. In contrast, natural gas is used primarily across the thermal and 
electric power sectors. New technologies such as cold climate, electric heat pumps are 
not yet reflected in cross price elasticities, thus limited substitution with renewable 
electric energy is modeled. However, given the unique characteristics of natural gas as a 
dispatchable generator for electricity and as a cheap fuel source for heating and industrial 
processes, there is long-term structural dependence on this fuel barring major changes in 
energy storage technology and dispatchable load. A more fundamental shift in the energy 
system than only a change in relative energy prices may be necessary to catalyze a shift 
to renewable energy. 
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Figure 2.7: Scenario 2: Peak Oil Scenario 
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Table 2.9 shows the most aggressive Peak Oil Scenario of cost increases across 
fossil fuel energy sources (primarily petroleum and natural gas) compared to the baseline 
condition in 2050. Clearly, a future in which fossil fuel energy sources become 
progressively more expensive can result in substantial relative reductions in GHG 
emissions, largely as a result of reductions in total energy consumption. Even in higher 
economic growth scenarios, which correspond to higher total energy demand, the higher 
fossil fuel costs lead to conservation, or an aggregate reduction in fossil fuel use, rather 
than switching to substitute fuels. It is notable that the GHG emission reduction potential 
of the Peak Oil Scenario far outweighs that of the Renewable Grid Parity Scenario in all 
normal to high economic growth scenarios.  
It merits some further exploration of the conservation effect of increasing fossil 
fuel prices. Since liquid fossil fuels for transportation and industrial fuels have few 
substitutes, the primary response to higher prices is to use less fossil fuel energy, with the 
secondary responses being to switch to ethanol/biofuels and electricity, where possible. 
This phenomenon is also reflected in the result that renewable energy penetration is only 
incrementally affected by higher fossil fuel prices. Fuel switching to renewable energy 
sources is mostly easily achieved in the electric sector with clear substitutes in solar, 
wind, and hydro. However, petroleum and natural gas do not comprise a large portion of 
the electric sector in Vermont, and therefore higher fossil fuel prices do not drive large 
aggregate levels of fuel switching across the energy sector as a whole. The one exception 
to this dynamic lies with the thermal energy sector, primarily heating for buildings and 
homes. If fossil fuel prices were to escalate rapidly, this would likely result in fuel 
switching from oil and gas-heated systems to electric heating systems. Given the 
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limitations of the EFS model in representing the thermal sector, it cannot fully capture 
this dynamic.   
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Table 2.9: Impacts of Most Aggressive Peak Oil Scenario by 2050  
Model Output 0% GSP  1% GSP  2% GSP  3% GSP  4% GSP  
GHG Emissions -3.3% -32.0% -46.2% -53.0% -57.6% 
Renewable 3.3% 5.8% 6.9% 6.4% 6.6% 
Total Energy -4.2% -9.3% -17.3% -27.9% -40.1% 
Electric 5.5% 4.8% 4.3% 5.6% 6.6% 
Total Energy Cost 8.3% 0.6% -8.8% -18.3% -27.1% 
2.4.3 Carbon Pollution Tax  
Each carbon pollution tax scenario illustrated in Figure 2.8 shows a possible path 
for Vermont’s energy system under different economic growth conditions. Across all 
carbon pollution tax scenarios one consistent pattern emerged; shifting prices that make 
the price differential favor renewable energy sources leads to a significant, but still 
insufficient, shift to renewable energy. A carbon pollution tax alone is unlikely to push 
Vermont to the 90 percent renewable energy by 2050 goal.  
Similar to the Peak Oil Scenario, a structural dependence on fossil fuel energy is 
evidenced in the resistance to fuel switching even when faced with favorable relative 
price differentials between fossil fuel and renewable energy sources. Moreover, the 
erosive effect of high economic growth scenarios results in lower renewable energy 
penetration, higher GHG emissions, and higher total energy consumption. Thus, even the 
most aggressive carbon pollution tax of $100/MT CO2e does not achieve the desired 
outcomes in renewable energy penetration and GHG emission reductions under medium 
to high economic growth objectives.   
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Figure 2.8: Scenario 3: Carbon Pollution Tax 
Table 2.10 shows the maximum range of the impact of a $100/MT CO2e carbon 
pollution tax and the baseline condition (no carbon pollution tax) in 2050. It is unlikely 
that Vermont will institute a tax at this level initially, so these results are not meant to 
accurately reflect the potential impacts of the carbon pollution tax policy currently under 
consideration by the Vermont legislature. Rather, these results capture the range of 
potential outcomes of a highly aggressive carbon pollution tax policy. There are apparent 
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benefits to a carbon pollution tax, most visible in the reductions in GHG emissions. 
Across all economic growth conditions, reductions are achieved, with the highest relative 
reductions occurring in the higher economic growth scenarios. Though there are higher 
percent reductions in the higher economic growth scenarios, it is, in part, due to the 
higher baseline estimates. Total energy consumption is another factor in which the effect 
of carbon pollution tax can be easily seen, with significant energy conservation being 
achieved in the higher economic growth scenarios. In this sense, the Carbon Pollution 
Tax Scenario produces a similar price effect seen in the Peak Oil Scenario, with 
comparable impacts in GHG reductions and renewable energy penetration. These 
benefits, and others seen in renewable energy penetration and the switch to electricity, all 
come with certain cost implications. Though fossil fuel energy prices would increase with 
a carbon pollution tax, total energy costs may actually decrease due to the large gains in 
energy conservation and fuel switching to comparatively cheaper fuels.      
Table 2.10: Max Range Impact of Carbon Pollution Tax Scenario by 2050  
Model Output 0% GSP  1% GSP  2% GSP  3% GSP  4% GSP  
GHG Emissions -8.2% -38.5% -54.7% -64.7% -70.7% 
Renewable 7.8% 8.0% 8.1% 8.3% 8.4% 
Total Energy -4.1% -9.8% -19.5% -33.5% -49.1% 
Electric 8.3% 8.3% 8.4% 8.5% 8.6% 
Total Energy Cost 10.9% -0.8% -14.7% -28.8% -41.8% 
2.4.4 Scenario Comparison 
Each scenario illustrates a possible future for Vermont’s energy prices and the 
resultant change in the type and quantity of energy demanded. A comparison between 
each scenario across different economic growth conditions is summarized in Figure 2.9, 
with each data point reflecting the different scenario analyses described in previous 
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sections. As each scenario affects a change in the price of energy, the largest effects are 
seen in the total cost of energy; however, the more compelling findings relate to energy 
consumption and GHG emission patterns.  
The Renewable Grid Parity Scenario results in the largest increase in renewable 
energy consumption in low economic growth conditions, but comes with the trade-off of 
increasing total energy consumption by the largest amount. Consequently, this scenario 
results in the largest GHG emissions of all scenarios, largely because the increase in 
renewable energy consumption did not supplant fossil fuel energy use, especially under 
conditions of high economic growth. The Peak Oil Scenario results in a relatively small 
decrease in total energy consumption, with some increased adoption of renewable energy, 
but with the consequence of substantially larger total costs of energy consumption. The 
Carbon Pollution Tax Scenario produces similar, but more pronounced results as 
compared to the Peak Oil Scenario, with slightly higher costs and greater reductions in 
GHG emissions. 
Increasing the price of fossil fuels, as demonstrated in the Peak Oil and Carbon 
Pollution Tax Scenarios, leads to higher levels of energy conservation with a 
comparatively small effect in inducing fuel switching to renewables. Making renewable 
energy sources cheaper, as demonstrated in the Renewable Grid Parity Scenario, can lead 
to greater gains in renewable energy penetration. For all scenarios, higher economic 
growth erodes renewable energy penetration levels, largely as a result of the substantially 
higher total energy requirements of a high growth economy. The highest levels of 
renewable penetration are seen in the one to two percent GSP growth range, which 
corresponds to the compound average real GSP growth rate of 1.5 percent from 1990 to 
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2013. The same holds true for GHG emissions; some reductions compared to the 2015 
baseline are possible in low economic growth conditions, while these reductions become 
nearly impossible in the higher economic growth conditions.  
Across all three energy price path scenarios, one consistent pattern emerges: a 
favorable energy price differential for renewable energy sources can significantly 
facilitate fuel switching and GHG emission reductions, but only in low economic growth 
conditions. The price effect does not, in and of itself, induce the transformational shift 
necessary to transition Vermont to a low carbon economy, especially in high economic 
growth conditions. Prices as mediated through regulatory policy and market forces are 
only part of the solution. There are substantial lags and negative feedbacks that limit the 
degree to which Vermont’s energy-economic system responds to changes in energy 
prices. Prices are, thus, not purely deterministic of the system behavior, which 
necessitates that other points of intervention in the system be utilized to achieve the 
fundamental transition to a low-carbon energy-economic system in Vermont.  
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Figure 2.9: Comparison of Scenarios Across Different Economic Growth Conditions 
2.5 Discussion  
The State of Vermont is not alone in its aspirations to transition to an economy 
fueled primarily by renewable energy. As of 2015, 33 states and territories, including 
Washington D.C., have renewable portfolio standard policies or goals (DSIRE, 2015). 
The most ambitious targets stipulate a transition to 50 percent or more renewable energy 
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in the coming decades, most notably in California and Hawaii. In Vermont, the 
Comprehensive Energy Plan and a renewable portfolio standard have received 
widespread support in the state legislature, business community, and both economic and 
environmental advocacy organizations. The debate today is less about if, but rather how. 
To reach a target of 90 percent renewables for the total state energy portfolio will require 
a significant coordination of state, regional, and local policy, technology development, 
information systems, and cooperation of the private, non-profit, and public sectors. 
Precisely how this transition will occur is a matter of significant debate among 
stakeholders.  
Among the many policy levers at Vermont’s disposal is the price mechanism. 
Price mediated through a combination of regulatory policy and energy markets can help 
guide energy consumption patterns and preferences. The EFS model was used to analyze 
the hypothesis that energy price signals can induce a sufficient response to drive a 
transition to renewable energy. A key finding is that there are limitations to the degree 
that changes in relative energy prices can give rise to widespread fuel switching from 
fossil fuels to renewable energy sources, at least within carbon tax targets currently 
discussed, and especially in high economic growth conditions. One explanation is that 
there is a large degree of structural interdependence on fossil fuels embedded in the 
dynamics of the Vermont energy system, particularly in the transportation sector, a 
phenomenon that has been termed the “carbon lock-in” (Unruh, 2000). Changing prices 
through carbon taxes, for example, can help create an attractive business climate for a 
transition to renewables, but may not by itself be sufficient, especially if conventional 
economic policy oriented towards achieving long-term economic growth is maintained. 
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The three modeling scenarios described above each touch on strengths and 
weaknesses of policy levers to aid in the renewable energy transition. The Renewable 
Grid Parity Scenario revealed that accelerating the advancement of the current suite of 
renewable energy technologies would lead to greater adoption, but with limited 
reductions in fossil fuel energy use. The Peak Oil Scenario revealed that higher oil and 
natural gas prices would lead to greater levels of energy conservation, but that new 
energy demands would not be entirely supplanted with renewable energy. The Carbon 
Pollution Tax Scenario revealed that pricing carbon can substantially lower fossil fuel 
energy consumption, but with less gains in fuel switching to renewable energy and GHG 
emission reductions than many anticipate. Across all scenarios, energy conservation and 
GHG emission reductions are more substantial under conditions of no to low real 
economic growth.  
This finding reinforces the concept that Vermont, along with other states and 
nations, may experience “carbon lock-in” to a degree not fully revealed in many other 
energy modeling studies. The structure, composition, and dynamics of Vermont’s current 
energy-economic system, as reflected in the EFS model, place real limitations on 
accommodating substantially different system goals and behavior. The transition to a 
renewable energy-based economy requires not just switching from one substitutable fuel 
to another, but a fundamentally different system structure. This structural lock-in is often 
overlooked in studies that focus on the technical or economic feasibility because they 
tend to underestimate how economic and energy price feedbacks and time lags hinder the 
transition to renewable substitutes. As no precedent exists for an economy the size and 
diversity of Vermont to transition nearly completely to renewable energy, discerning the 
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most desirable and feasible path of achieving such a renewable energy-based economy is 
a matter of great debate (Jebaraj & Iniyan, 2006; Trainer, 1995; Verbruggen et al., 2010).  
Three main challenges highlight the hurdles to transitioning to a renewable 
energy-based economy. The first challenge is well known, and involves the 
characteristics of solar and wind as substitutes for traditional electricity generation from 
nuclear, natural gas, and even large-scale hydro. The variable nature of renewables like 
wind and solar will limit greater market penetration without complementary technologies 
such as energy storage and new grid management systems that increase flexibility and 
real-time demand management. Without storage and demand management, variable 
generation may hit a ceiling in terms of its technical limits to penetration at around 50 
percent (Denholm & Hand, 2011). However, with significant load shifting along with 
storage, it may be possible to increase penetration.  
This limitation is embedded in the structure and interrelationships of the EFS 
model, which places an upper threshold on how much solar or wind can be integrated into 
the energy system. Energy models such as ReEDS and SWITCH represent the electric 
grid to a level of physical and temporal granularity that helps to overcome this challenge 
(Fripp, 2012; Short et al., 2011). These models and others suggest that many technical 
barriers could be overcome through measures previously discussed. However, it is the 
economic, political, or institutional barriers that are more likely to constrain variable 
generation penetration below their technically feasible levels. These engineering-level 
models are not energy-economy models, and therefore do not account for feedbacks and 
interrelationships between the economic and energy systems. The EFS model, while 
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limited by a structure that is defined by the current energy system, captures some of the 
potential non-technical barriers to variable generation adoption.  
The second significant challenge for the transition to renewable energy is that, 
apart from ethanol and possibly some emerging biofuels, there are no clear low-carbon 
substitutes for petroleum as a liquid fuel for internal combustion engines. This is another 
technological lock-in that is embedded in the structure of the EFS model. Consequently, 
the primary effect of changing relative energy prices is to shift the quantity of petroleum 
energy consumed, with limited effect on fuel switching to low-carbon or electric 
alternatives. Many renewable energy futures studies rely on the assumption that a 
substantial portion of the transportation sector will be electrified in order to capture the 
benefits of a future decarbonized electric grid (Wencong Su et al., 2012; Williams et al., 
2012). Transitioning the transportation sector, which is virtually entirely dependent on 
petroleum-based liquid fuels, to electric vehicles is an unlikely market-based scenario, at 
least for the first half of the 21st century (Becker et al., 2009), and would require 
significant, direct investment by the government and electric utilities to overcome 
infrastructural, institutional, and cultural barriers.  
Anticipating the emergence of electric vehicles highlights another area in which 
the EFS model offers limited insight. In addition to energy prices, it is changes in 
supporting infrastructure, mobility, global automobile demand, and climate policy that 
are key determinants in the emergence of electric vehicles as a viable alternative to 
internal combustion engine vehicles (Dijk et al., 2012). In an agent-based modeling study 
examining the choice of purchasing an electric vehicle, Eppstein et al. (2011) found that 
electric vehicle penetration is highly sensitive to vehicle price differentials, perceived 
  95 
limitations in the battery technology, concerns about the limited range, and a lack of 
awareness about the environmental benefits. Reducing reliance on private automobiles 
through significant public or private group transportation investment and switching a 
substantial portion of the transportation fleet to electric vehicles is likely necessary to 
achieve Vermont’s renewable and GHG emissions targets (Dowds et al., 2013). 
However, it will require a concerted and coordinated effort across government, utilities, 
industry, and advocacy organizations to induce the shift away from private vehicle 
reliance and, as a last resort, to electric vehicles. As there is essentially no historical 
account of electric vehicles at scale in Vermont (or any other state or national economy), 
there was no foundation of data to incorporate into the EFS model, which limits the 
ability of the model dynamics to simulate the electrification of the transportation sector.  
The third major challenge relates to our nation’s energy dependent economic 
growth model. While countries such as Denmark have pursued economic growth through 
an aggressive transition to a renewable-energy based economy (Mathiesen et al., 2011), it 
remains to be seen whether economic growth can ultimately be decoupled from increases 
in aggregate energy consumption. Over the long-run, a steady state economy has been 
proposed as an essential component of achieving many environmental and sustainability 
societal goals (Daly, 2008). Empirical studies support this claim, and suggest that 
“dangerous climate change can only be avoided if economic growth is exchanged, at least 
temporarily, for a period of planned austerity” (Anderson & Bows, 2011).  
This study presents a different perspective on the issue of the energy-economy 
relationship. In Vermont, energy consumption has been highly associated with economic 
growth. Vermont’s economy has grown in lockstep with energy consumption, albeit with 
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a decreasing energy intensity over time. There are technical limits to how low energy 
intensity can reach, and therefore there are also limits to how much Vermont can 
continue to grow its economy without additional energy consumption.  
Economic growth is not often presented as a trade-off with achieving a transition 
to renewable energy. Policymakers, in fact, want the transition to renewable energy to be 
a source of greater economic growth. Evidence from states that have lead the charge on 
building a robust renewable energy industry suggests the transition can create 
significantly more jobs per unit of energy delivered than fossil fuel technologies such as 
coal and natural gas (Wei et al., 2010). In any energy futures scenario, growing the 
renewable energy industry can be a source of job creation. However, what is often 
ignored is that the transition to an economy based primarily on renewable energy will 
require supplanting fossil fuel and nuclear energy, and this appears to only be possible 
under conditions of a no- to low-growth, steady-state economy.  
Part of the reason lies in navigating a new energy-economy landscape that 
requires moving from high to low quality energy resources. Energy quality is a measure 
of the productivity of energy, wherein increases in energy productivity lead to decreases 
in the energy needs of economic production. Energy transitions have historically 
followed a predictable path from low quality traditional energy sources such as biomass 
and coal to progressively higher quality energy sources such as oil, gas, and nuclear 
energy (Bashmakov, 2007). The common threads running through each complex and 
protracted historical energy transition was the search for cheaper and better energy 
services (Fouquet, 2013; Grübler, 2012) and higher net energy returns (Hall & Klitgaard, 
2011; Heinberg & Mander, 2009). The resultant fossil fuel energy regime of the present 
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day has enabled sustained economic growth along with increasing negative externalities 
since the Industrial Revolution. Many paths to a low-carbon economy, especially those 
than emphasize costly mitigation technologies, would not necessarily yield any tangible 
energy end-use benefits besides lowering climate change externalities (Grübler & 
Nakićenović, 1996). Moreover, many renewable energy technologies yield a lower 
Energy Return On Investment (EROI) compared to the incumbent fossil fuel 
technologies, which when scaled may reduce the net energy available to society (Hall et 
al., 2009) or increase the cost of energy services (Heun & de Wit, 2012). Consequently, 
the renewable energy transition could represent a divergence from the historical pattern 
of seeking cheaper energy services and greater energy quality over time, which may 
undermine economic growth potential over the long-term (Murphy & Hall, 2011).  
An economy experiencing sustained growth will tend to meet the incremental 
increase in energy demand with renewable resources where possible, while maintaining 
legacy fossil fuel and nuclear energy resources. In a steady-state economy, the rate of 
increase in energy demand decreases, and eventually plateaus, and the composition of the 
energy portfolio then shifts to renewable energy. Thus, a transition to renewable energy 
may require at least a partial decoupling of energy consumption with economic growth. 
The economy either will need to achieve a steady state, dynamic equilibrium without 
sustained growth in the quantity of goods and services sold, or even contract. This 
modeling study supports this conclusion; less economic growth creates the conditions in 
which energy conservation and GHG emission reductions are possible. However, this 
condition is still insufficient to catalyze a transition to a renewable energy-based 
economy by 2050 without more directed regulatory policies.  
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In conclusion, leveraging the effect of changing energy prices may not be 
sufficient to usher in a low-carbon energy-economic system, especially if conventional 
economic policy oriented towards achieving long-term economic growth is maintained. 
Vermont’s emphasis on the carbon pollution tax policy effectively addresses one side of 
the cost equation by making fossil fuel energy more expensive, and, as evidenced by this 
study, could yield desirable results in renewable energy penetration and GHG emission 
reductions under the right economic growth conditions. Notwithstanding, a range of 
complementary policies will be needed.  
In order to more fully address the cost of adopting renewable energy, Vermont 
has implemented a suite of policies that create direct incentives to drive adoption of 
renewable energy. These include the Vermont Sustainably Priced Energy Enterprise 
Development (SPEED) program, a feed-in tariff for small-scale renewable energy 
projects, and a net metering program, which allows homes and businesses to receive a 
standard rate in compensation for all excess electricity generation. The recently enacted 
Renewable Energy Standard (RES) policy will replace the SPEED program with a more 
robust suite of programs to decarbonize the electric grid, incentivize distributed 
renewable generation, and reduce fossil fuel use (VGA, 2015). Regulatory policies, such 
as RES, are a needed complement to a carbon pollution tax policy, which sets only an 
implicit GHG reduction and renewable penetration target. While the RES policy codifies 
many needed improvements in Vermont’s energy policy, it is unclear as to whether it will 
be sufficient to realize the original ambitions articulated in the CEP. More aggressive 
policies will be needed to further compel adoption of renewable energy.   
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One, albeit unconventional, word of warning is that all of these energy transition 
policy efforts will be undermined if Vermont elects to pursue a strategy of high long-term 
economic growth. One alternative that Vermont is pursuing is to shift economic policy 
focus away from a myopic “any growth is good” perspective of pursuing more Gross 
State Product, and instead pursue development that improves the Vermont Genuine 
Progress Indicator (GPI). Vermont is the first state to require the development and use of 
GPI by law (Erickson et al., 2013), and is part of a growing group of states using GPI to 
better measure both the benefits and costs of economic growth. Meeting Vermont’s 
ambitious renewable energy and GHG reduction goals is more consistent with economic 
policy where size matters, and smaller economic scale can translate into lower pollution 
costs (Costanza et al., 2004). The Vermont GPI was more recently added as a guiding 
policy goal to the Vermont Comprehensive Economic Development Strategy (ACCD, 
2016). Pursuing energy transition policies in tandem with a significant reorientation of 
economic policy has the potential to decouple energy consumption from economic 
development and thus achieve a renewable energy transition in Vermont.   
2.6 Conclusions 
There is a long history of critiquing the utility of energy models, and ample 
evidence points to the extreme difficulty of making accurate long-term energy forecasts 
(Smil, 2000). While EFS is subject to the same criticisms, it can nonetheless serve as a 
framing tool to explore alternative energy futures. A range of exogenous factors could 
lead to rapid changes in Vermont’s energy system, such as technological innovation and 
learning resulting in accelerated development of and substitution to renewable energy, 
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price fluctuations in fossil fuel energy sources due to resource depletion or 
macroeconomic factors, or the modernization of the electrical grid with smart grid 
technology and distributed generation. The EFS model is capable of capturing some of 
these dynamics, but certain concepts – technological learning and energy substitution – 
merit some further contextualization in terms of the model results of this study.  
Technological learning refers to the cost reductions as technology manufacturers 
accumulate experience, and have been a large focus of econometric study (Söderholm & 
Sundqvist, 2007). This factor is incorporated into the logic of the EFS model structure 
through energy price curves, though there are no direct feedbacks due to the fact that the 
technological learning concept is relevant primarily at the scale of an entire industry. 
Many technological learning studies have been conducted to generate future cost curves, 
or learning rates, for renewable energy (Kobos et al., 2006; McDonald & Schrattenholzer, 
2001). These forecasts, however, have largely failed to replicate the substantial and rapid 
reduction in renewable energy costs and the growth in installed capacity. Nationally, the 
solar and wind industries have experienced extraordinary growth rates since 2009. After 
solar PV electricity generation nearly tripled from 2009 to 2010, it proceeded to grow at a 
compound annual growth rate of over 100 percent for the next five years to stand at 
nearly 16 million MWh. Over the same time period, wind managed to grow at a 20 
percent compound annual growth rate from a much bigger base to reach 181 million 
MWh (EIA, 2015a). Prior to this recent escalation in new renewable energy development, 
few forecasts anticipated these growth rates (Candelise et al., 2013).  
There are diffuse reasons for this rapid escalation, partially driven by policy 
drivers such as renewable portfolio standards and the investment and production tax 
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credits, but primarily due to the fact that the economics of renewable energy have 
become very favorable due to technological advancements and increased international 
trade. According to the Annual Energy Outlook, by reputation a conservative perspective 
on energy prices, the costs of clean energy are already on par with conventional energy 
(EIA, 2015a). The costs of solar PV ($0.13/kWh) and wind ($0.08-$0.20/kWh) are 
already competitive with coal ($0.10-$0.14/kWh) and natural gas ($0.07-$0.13/kWh). 
Evidence from recent solar projects indicates that these estimates are being even further 
undercut by the reality on the ground. Technological learning appears to be a very strong 
driver in the recent success of the solar and wind industries, yet the extent to which this 
rapid learning rate can be sustained is unclear. Herein lies the crux of the matter 
concerning technological learning; it is extremely difficult to predict the shape of learning 
curves for nascent industries competing in dynamic and complex policy and economic 
environments. In this modeling exercise, various different technological learning curves 
were used as inputs to the EFS model, but there is no consensus on which ones represent 
the most likely future. Such is the challenge with renewable energy in competition with 
entrenched industries such as coal, nuclear, and, to an extent, natural gas, that are, in 
themselves, undergoing rapid changes in the cost of energy provision and demand for 
those energy resources.   
As discussed previously, the history of energy use has evidenced a consistent 
pattern of progressively shifting to superior substitutes over time. Wood eventually gave 
way to coal, which has seeded ground to oil and natural gas, even though it is still a large 
fuel source for electricity production globally. This progression follows the arc of moving 
from low to high energy quality (often framed in terms of EROI), which has brought 
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society an increasing abundance of net energy with which to invest in infrastructure, 
international trade, and economic diversification. With the transition to renewable 
energy, society confronts the possibility of a different progression, one from the high 
EROI fossil fuels to lower EROI renewable energy. There is substantial debate as to what 
the consequences of such a transition will be as renewable energy penetration increases, 
with the potential for an increase in the cost of energy services (Heun & de Wit, 2012). In 
smaller settings, such as Vermont in the U.S. or Denmark in Europe, this concern is not 
as pressing, but only due to the fact that these smaller energy systems can still ride on the 
residual benefits of cheap fossil fuel energy in the national and international economy, as 
well as the interconnected grid system. Thus, even as renewable energy is increasingly 
cost competitive and able to be deployed at scale, there is no historical precedent that 
suggests what the effect of an economy-wide transition to renewable energy would have 
on the net energy available to society. This leaves open the question of whether there 
would be decreasing returns to renewable energy development at higher levels of 
penetration, also framed in terms of the thermodynamic limits to energy transition (Faber 
et al., 1995; Georgescu-Roegen, 1993). Even though the EFS model cannot fully account 
for the effect of energy substitution to lower EROI energy sources in Vermont’s energy 
system, it still can be used to frame a range of possible energy futures, assuming that the 
energy systems at the global to national scale transition at a much slower rate.  
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CHAPTER 3                                                                                             
THE ENERGY-LAND NEXUS 
 
Abstract 
The energy-land nexus will be a critical challenge to address in the transition to 
renewable energy underway in states, regions, and nations worldwide. The transition 
from a centralized fossil fuel and nuclear-based electricity system to a distributed 
renewable electricity regime has large implications not only for the shift in technology, 
but also in land cover change. This study considers scenarios under which future 
electricity demand is met with resources from within the State of Vermont in the 
northeastern United States. Using Dinamica EGO, a spatio-temporal land use and cover 
change (LUCC) model was developed to simulate the spatial patterns of renewable 
energy development under different scenarios of achieving a partial (50 percent) or 
complete (100 percent) transition to in-state renewable electricity generation. Based on 
this analysis, Vermont could achieve a complete transition to renewable electricity using 
in-state resources through developing between 11,000 and 100,000 hectares of land for 
solar and wind, or up to four percent of state land area. To some degree, all scenarios 
would require development on environmentally sensitive land. Based on this analysis, it 
is recommended that energy policy and planning focus on strategically developing low-
impact regions with medium- to large-scale wind developments, and fill remaining gaps 
with medium-scale ground-mounted solar developments located closer to developed 
areas. More broadly, energy policy and land use planning needs a deeper degree of 
integration in order to mitigate undesirable energy-land trade-offs. 
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3.1 Introduction 
The nexus between energy development and competing land uses will be a critical 
challenge to sustainable development in the 21st century (Brandi et al., 2014). The energy 
system is undergoing a rapid and fundamental change as the development of renewable 
energy generation facilities escalates in response to ambitious energy policy and planning 
initiatives that seek to catalyze a renewable energy transition. As momentum builds in 
this transition, there is a pressing need to examine how scaling renewable energy may 
cause novel conflicts with existing land uses.  
Of critical importance to energy-land nexus is the concept of scale, and how 
scaling creates complex resource trade-offs, both of which will be key foci of this study. 
The issue of scale highlights the need for an important transition in the way in which 
renewable energy policy initiatives are developed. Heretofore, renewable energy has 
hovered in the margins of the U.S. electricity portfolio, comprising an essentially 
negligible fraction of power production. Renewable energy policy and technology 
development efforts have focused on reducing barriers to adoption, namely costs and 
technical considerations. Only recently have these barriers been overcome to the point 
where renewable generation technologies are being deployed at a scale that will not only 
be meaningful to the electrical grid, but also to state and regional land use planning. 
Therefore, renewable energy deployment, at scale, is what necessitates an analysis of a 
new suite of trade-offs related to land use, particularly in regions that have strong land-
based industries such as agriculture, forestry, and tourism, or contain ecologically 
sensitive or biodiversity-rich lands.  
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Historically, conventional fossil fuel energy has required extensive infrastructural 
and transportation networks to support the full technology lifecycle from resource 
extraction to combustion for electricity generation, but the footprints of the power plants 
themselves are relatively small compared to their generation capacity. Thus, a highly 
distributed fuel supply chain with concentrated generation is an apt characterization of 
the legacy fossil fuel electricity regime. The renewable energy transition flips this 
paradigm to a more concentrated supply chain (i.e., material provision for and 
manufacturing of solar and wind technology) with highly distributed generation. 
Evidence suggests that the direct land use requirements of renewable energy generation 
facilities far exceed those of conventional coal, nuclear, or hydroelectric power, often by 
orders of magnitude (Fthenakis & Kim, 2009). As solar and wind are diffuse energy 
sources, greater areas of direct land use are needed to capture and convert these sources 
into usable electric power. This simple fact will require new institutional arrangements 
between renewable energy policy development and land use planning in order to examine 
and navigate the trade-offs inherent to the energy-land nexus.  
There is a robust history of land use and energy planning and policy development, 
however the primary emphasis of these efforts has been on fuel provision (e.g., coal 
mines, oil fields, tar sands, etc.) and the supporting infrastructure for power production 
(e.g., transmission lines, pipelines, railways, roadways, etc.). Land use concerns related to 
electricity generation facilities were of secondary concern due to their heavily centralized 
and concentrated nature, notwithstanding persistent concerns about the siting of power 
plant facilities from an environmental justice perspective (Bullard, 2000). Even the 
commonly used multi-criteria decision analytical approach to energy planning often fails 
  116 
to fully incorporate land use considerations related to electricity generation facilities 
(Løken, 2007). However, the nature of electricity generation is rapidly changing with the 
expansion of distributed power production from renewables such as solar and wind. In 
many studies that offer novel approaches to distributed or decentralized energy planning, 
energy-land trade-offs are not often addressed with a high level of sophistication 
(Hiremath et al., 2007). In this study, the State of Vermont is used as a case study to 
develop a novel method of analyzing the land use impacts and trade-offs of 
implementation scenarios for an ambitious renewable energy transition plan. 
With the ratification of the Comprehensive Energy Plan (CEP) in 2011, and its 
subsequent update in 2015, Vermont set forth an ambitious vision for the transition to 
renewable energy and a low-carbon economy by 2050 (PSD, 2011, 2015). A critical 
question underpinning this transition is the degree to which Vermont can and should meet 
its renewable energy goals using in-state resources. Vermont’s reliance on large-scale 
hydroelectric and, until recently, nuclear energy for much of its electricity has 
disconnected many Vermont communities from the ecological footprint of their 
electricity consumption. There are some notable exceptions, such as the city of 
Burlington, which in 2014 sourced 100 percent of its electricity from renewable sources, 
primarily biomass, wind, and local hydro dams. Using in-state energy resources to meet 
in-state energy demand would place a natural check on the scale of Vermont’s energy 
consumption. A key sustainability feature of this approach is putting in place a negative 
feedback mechanism whereby growth in energy demand is met with an increase in 
efficiency and conservation, with the remainder provided within the bounds of what is 
available with local renewable energy resources. Thus, a “strong sustainability” approach 
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necessitates that dual synergistic goals are addressed: a shift in the composition of the 
energy system (i.e., from nonrenewable to renewable) and minimizing growth in the size 
of the energy system (Neumayer, 2003). Minimizing the growth in energy demand is a 
function of economic growth, among other factors, and consequently a low-growth 
economy may be a precondition for a low- to non-growing energy system. Alternatively, 
a “weak sustainability” approach would limit its focus to just the transition to renewable 
energy, independent of the size of the energy system. Many renewable energy transition 
policies and initiatives do not fully address the interconnectedness of these two goals, and 
are therefore characterized as weak sustainability approaches. When Vermonters confront 
the scale of their consumption as evidenced through shifting land uses toward electricity 
generation, there will be a complex set of trade-offs to navigate, particularly concerning 
agricultural and forest land and the viewsheds they provide for residents, second-home 
owners, and tourists.  
This study examines a set of specific trade-offs between electricity generation and 
land use in Vermont by posing the question of what impacts could occur if future 
electricity demand were to be met primarily with in-state renewable generation. This 
analysis is based on the development and application of a spatio-temporal model and 
simulation of scenarios of meeting future electricity demand with in-state renewable 
resources. This study builds on previous analysis of spatial renewable energy mapping 
and planning, such as those conducted by Van Hoesen and Letendre (2010) in Poultney 
County, VT. However, the spatio-temporal modeling approach developed for this study 
provides an alternative tool with a high level of statistical sophistication for simulating 
land cover change in response to the driver of new renewable energy development.  
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3.2 Study Area and Context 
The overarching goal articulated in the CEP calls for 90 percent renewable total 
energy generation by 2050, which signifies a profound change from the current total 
energy portfolio that contains 23 percent from renewable sources (PSD, 2011). Act 170, 
the Vermont Energy Act of 2011-2012, further codified portions of the plan by 
establishing a statutory goal that 75 percent of electricity be derived from renewable 
sources by 2032 (VGA, 2012b). Significant policy and planning efforts are underway to 
develop and assess scenarios for the implementation of the CEP (PSD, 2014; REMI, 
2014). A solar siting task force recently concluded a study of the impacts of current solar 
siting practices and policies, and provided a robust set of policy recommendations (VGA, 
2016b). This study was a retrospective analysis that focused just on solar development, 
and did not attempt to project the land use impacts of solar development scenarios at high 
penetration levels in Vermont. Another example is the VT Solar Development Pathways 
policy development and stakeholder engagement process, which is in the beginning 
stages of addressing the planning and policy implications of scaling solar energy 
development to achieve the CEP goals (VEIC, 2015). However, this ambitious effort is 
focused on relatively low penetration levels (20 percent) and short time horizons (the 
year 2025), and is not explicitly focusing on issues related to the energy-land nexus. 
Neither of these efforts addressed planning and policy for wind development, which will 
likely be a necessary strategy in the transition to renewable electricity. Moreover, in such 
efforts there has been an implicit assumption that Vermont will remain reliant on the 
large-scale hydroelectricity from Hydro Québec, currently accounting for approximately 
one third of the state’s electricity portfolio. While remaining reliant on hydroelectricity 
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from Québec may remain a viable strategy well into the future, there is an unresolved 
question of the degree to which Vermont can and should remain dependent on resources 
from outside of the state to meet their renewable energy targets. Purchasing renewable 
energy from outside of state borders is a path of low political and strategic resistance to 
realizing the vision behind the CEP, but it fails to address a critical dilemma concerning 
the appropriate scale of energy production and consumption given its myriad complex 
environmental and social impacts.  
The purview of the CEP covers the entire State of Vermont, which serves as the 
study area for this analysis. The Multi-Resolution Land Characteristics (MRLC) National 
Land Cover Database (NLCD) was used to develop a baseline for land cover types in 
Vermont (Jin et al., 2013). The 15 categories of land cover at a spatial resolution of 30m 
x 30m provided within the NLCD were reclassified into four categories to aggregate the 
land cover classes according to their similarities and potential as renewable energy sites. 
This was done to maintain some spatial resolution with the land cover data, while 
reducing the computational burden of simulating transitions across the full complement 
of 15 land cover classes. However, aggregating land cover classes is this manner means 
that some of the diversity within a given land cover category is fully represented in the 
spatial statistics and modeling. Figure A2.1 in Appendix 2 shows a map of land cover 
classes for 2011, the most recent dataset. Aggregated land cover classes were then used 
as the basis of the land use and cover change (LUCC) modeling described below. All 
other raster datasets developed for the following analysis were converted to 30m x 30m 
grids using the same projection as the NLCD – Albers Conical Equal Area. Summary 
statistics for Vermont’s land cover change between 2001 and 2011 are provided in Table 
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3.1. These results reveal one notable trend – the rapid land cover shift to herbaceous and 
barren land. This phenomenon is likely due to the abandonment of agricultural land, 
which reverses the trend of agricultural land expansion that has been ongoing since the 
early 19th century (Foster et al., 1998). Apart from this change, the land cover regime in 
Vermont is urbanizing at a moderate pace by converting forest and agricultural land to 
buildings and infrastructure. 
Table 3.1: Vermont Land Cover (2001-2011) 
Land Cover Class Color   2001 Area (ha) 2011 Area (ha) Percent 
Change 
(1) Developed land Red 134,267  135,843  1.17% 
(2) Forest and Wetlands Dark Green 1,875,600  1,861,321  -0.76% 
(3) Herbaceous or barren land Light Green 49,612  63,018  27.02% 
(4) Farmland and pasture Yellow 332,999  332,248  -0.23% 
 
Data on existing renewable developments were obtained from the Renewable 
Energy Atlas of Vermont (REAV), which provided data on the location, installed size 
(kW), date of installation, and owner/operator. Table 3.2 summarizes installed capacity 
by renewable development type. These data were geocoded in ArcMap using the 
Vermont Center for Geographic Information (VCGI) E911 data on building and road 
locations in order to create a spatial data layer (VCGI, 2011). Over 93 percent matches 
were obtained using the geocoding tool in ArcMap, and the remainder were hand-
checked and manually located in the land cover map. Geocoded renewable energy 
developments were organized in a point shape file, which was then converted into a raster 
file with cell size 30m x 30m to correspond with the NLCD land cover data. This was 
done only for ground-mounted solar PV and wind sites. 
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Table 3.2: Existing Renewable Energy Developments 
Renewable Installation Type kW Installed 
Wind Site  120,981  
Methane Digester Site  4,195  
Methane Digesters  625  
Woody Biomass Electric Site  70,000  
Woody Combined Heat and Power  1,100  
Landfill Methane Site  11,560  
Wastewater Treatment Biogas Site  1,000  
Solar PV Ground Site  32,273  
Solar PV Roof Site  11,371  
Solar PV & Hot Water Site  382  
Total Renewable Installed Capacity  253,487  
 
The average energy density and generation characteristics for ground-mounted 
solar and wind generation are important factors in estimating land impacts (Smil, 2010). 
The fact that these different technologies have different energy density factors in terms of 
hectares per megawatt (MW) will have large ramifications for the land cover trade-offs 
associated with pursuing a dominantly solar or wind strategy. It takes an average of 2.74 
hectares for each MW of ground-mounted solar (Ong et al., 2013), whereas only 0.87 
hectares are needed for each MW of wind (Denholm et al., 2009). There are also 
differences in potential generation, as a result of the capacity factors for each technology, 
or the ratio of actual versus potential electricity production. Wind’s comparatively higher 
capacity factor results in nearly twice the annual generation capacity compared to 
ground-mounted solar per installed MW. Using representative capacity factors of 0.15 
and 0.25 for solar and wind, respectively, one MW of solar would generate 1,314 MWh 
of power annually, with wind at a substantially higher production of 2,190 MWh 
annually (Lopez et al., 2012).  
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3.3 Methods: Renewable Energy Development Modeling  
This analysis utilizes a spatio-temporal LUCC modeling approach to address two 
interconnected research questions pertaining to the impacts on the Vermont landscape as 
a result of renewable energy development to meet Vermont’s electricity demand with in-
state resources: (1) the scale and key factors that drive the location, size, and rate of 
renewable energy development, and (2) the spatial patterns and distribution of impacts of 
using solar and wind to meet 50 to 100 percent of Vermont’s electricity demand with in-
state resources.  
3.3.1 An Overview of Spatio-Temporal Modeling with Dinamica EGO 
Changes in land use and land cover can be analyzed and simulated using a range 
of spatial or geographic information systems (GIS) approaches and environmental 
modeling platforms. The Dinamica Environment for Geoprocessing Objects (EGO) 
(hereafter Dinamica) spatial modeling platform was used create the LUCC development 
model in this study to simulate future renewable energy development spatial patterns 
based on different energy demand forecasts (UFMG, 2009). Dinamica was originally 
designed as a LUCC modeling software to analyze land cover change in the Amazon, but 
has in its more recent iterations evolved into a very flexible and powerful modeling 
platform for a variety of spatial analyses (Soares-Filho et al., 2003; Soares-Filho et al., 
2002). Dinamica has been applied to a range of spatial analyses, modeling, and 
simulations relevant to sustainable land management, planning, and policy (Kolb et al., 
2013; Soares-Filho et al., 2006; Sonter et al., 2014). 
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Dinamica is considered among the more comprehensive modeling platforms that 
allow for the design of complex spatio-temporal models (Mas et al., 2014). The 
foundational approach in Dinamica is based on the use of Markov transition probability 
matrices to estimate state changes across spatial variables over time. Projections based 
purely on Markov matrices work on the assumption that the rates of change observed 
during the calibration period will remain the same during the simulation period. To 
account for the situations in which this assumption is erroneous, Dinamica computes the 
probability of each transition occurring, and calculates a probability map using the 
weights of evidence method. This method enables the application of statistical, data-
driven, or expert knowledge-driven approaches, depending of the needs of the research 
inquiry (Bonham-Carter, 1994). To address fluctuations in change rates, Dinamica allows 
for the replacement of the Markov matrix at specific steps of the simulation, which 
incorporates deterministic transitions between distinct states.  
Dinamica allocates change spatially by normalizing the probability maps of 
concurrent transitions, and uses two cellular automata-based transition functions 
(Expander and Patcher) that employ a stochastic selection algorithm in which pixels are 
ranked according to their change potential from greatest to lowest potential. As time 
progresses in discrete steps, all cells change their state simultaneously as a function of 
these transition probabilities. This process is mediated by the use of a pruning factor, 
which is multiplied by the expected number of cells to be changed and selects the cells 
that will take part in the selection mechanism based on their spatial probability. To 
evaluate the model, Dinamica computes either a decay or fuzzy similarity index, in which 
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coincidence is not restricted to a strict, cell-by-cell overlay but also includes the cells in a 
neighborhood based on different sets of rules.  
A major advantage of the analytical platform that Dinamica uses is that it enables 
the integration of biophysical, environmental, and socioeconomic variables of different 
data types in order to parameterize the model. There are also various ways of 
incorporating dynamic feedbacks to vary transition rates as a function of landscape-level 
changes. These functionalities made Dinamica an ideal platform to model and simulate 
future renewable energy development patterns.  
3.3.2 LUCC Model of Future Renewable Energy Development  
The LUCC modeling process in Dinamica uses a “weights of evidence” statistical 
analysis to construct a probability map for future transitions. The LUCC model then 
utilizes Dinamica’s Markov transition probability approach to estimate the magnitude of 
spatio-temporal change for, in this case, transitions to renewable energy generation 
facilities. Land cover changes unassociated with renewable energy development were not 
simulated as part of this study, thus the remainder of the Vermont landscape remains 
unchanged in the transition modeling. This change associated with renewable energy 
development is then distributed across the landscape based on the weights generated from 
the weights of evidence statistical analysis (Mas et al., 2014). The model is calibrated by 
comparing simulated maps with actual landscape maps using a fuzzy similarity index and 
a constant decay multiple-window analyses. The calibrated model is then used to 
simulate future scenarios. The steps in this process are described in Table 3.3 and 
illustrated in Figure 3.1.    
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Table 3.3: LUCC Modeling Process for Renewable Energy Development Scenarios 
Generate Markov Transition Probability Matrices 
Step 1: Generate a historical transition matrix based on NLCD land cover types overlaid with existing 
renewable energy generation facilities. 
Step 2: Create discrete transition probability matrices to represent phenomena that deviate from 
historical trends (e.g., acceleration of renewable energy development). 
Apply Statistically- or Expert-Driven Approaches to Generate Transition Probability Maps  
Step 3: Determine weights of evidence – the statistical relationships between static variables and 
likelihood that change occurs over specific ranges of values (how favorable an area is to 
undergo a transition). Select variables that are significantly correlated with the desired 
transition, but are not cross-correlated with other static variables, in order to produce a map of 
spatial transition probability. These weights are used to generate a transition probability map. 
Validate and Run LUCC Simulation Model 
Step 4: Run Expander to simulate spatial extent of existing patches of renewable energy 
developments. This calibrates the number of raster cells representing renewable energy 
development to the existing installed capacity.  
Step 5: Simulate historical transitions (2001-2011) using weights of evidence statistical relationships. 
Compare with simulations based on the expert-driven transition probability maps derived from 
the inverse friction cost surface maps.  
Step 6: Validate simulations on historical transitions (2001-2011) using multiple-window constant 
decay distributions for adjacent cells. 
Run LUCC Simulation with Patch Formation and Expansion of Existing Patches 
Step 7: Run the simulation with the patch formation process, which is designed to generate new 
patches through a seeding mechanism that randomly selects viable areas for new patches with 
a specific geometry. Patch size and geometry was determined with a priori knowledge of 
renewable energy development historical patterns. 
Run LUCC Model under Different Demand Scenarios 
Step 8: Run LUCC model under different scenarios. 
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Figure 3.1: Renewable Energy Development LUCC Model Process 
Dinamica uses a Markov transition probability (also known as Markov chain) 
approach to generate transition matrices to describe the probability of transitioning 
between different states. The probability that a cell will be in a given state at a given time 
is derived from the knowledge of its state at an earlier time. The Markov chain 
functionality in Dinamica was used in this study to determine the direction and 
magnitude of change in terms of renewable energy development land cover changes from 
the period of 2001 to 2011. The transition matrices generated using the Markov chain 
approach, however, reflect historical probabilities that were used as a baseline. Future 
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rates of renewable energy development will have to significantly exceed historical rates 
in order to meet Vermont’s renewable energy targets. The LUCC simulation scenarios 
were designed to explore different future rates and patterns of change. 
As spatial data often violate the assumptions of statistical parametric methods 
such as the commonly used logistic regression technique, Dinamica employs a weights of 
evidence statistical approach. This Bayesian statistical technique is a more robust method 
with which to analyze spatial data because it allows for the relationship between the 
transition probability and the static variable to be flexible. Logistic regressions and other 
parametric methods, in contrast, assume that the relationship between the transition 
probability and the static variable is a sigmoid function, which is not always the case. 
Thus, utilizing the weights of evidence approach reduces the bias and subjectivity that 
commonly undermines multi-criteria evaluation techniques. 
In this study, the weights of evidence technique was used to compute transition 
potential maps based on resource availability, infrastructural, biophysical, and 
governance data, as is commonly done in land use suitability analyses (Collins et al., 
2001). The criteria taken into account included renewable resource availability, proximity 
to infrastructure, proximity to sources of demand, protected or environmentally sensitive 
areas, and land use governance, as described in Table 3.4. These criteria are a robust 
representation of the potential factors that govern the location and likelihood of 
renewable energy development, but they are not comprehensive. Other factors, 
particularly related to new renewable energy siting policies at the state and local level, 
could significantly influence the pattern of future renewable energy developments. This 
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analysis is grounded in the statistical relationships evidenced in historical patterns, and 
does not make predictions of how these patterns might change in response to new drivers.    
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Table 3.4: Criteria and Data Sources for Suitability Analysis 
Variable Data Source Data Type Projection 
Existing Renewable Generation Facilities 
Solar  
(1) Existing PV Sites 
(2) Existing Solar Ground-
Mounted Sites (REAV, 2014) 
Excel spreadsheet geocoded 
using ArcMap to create a 
point shapefile, which was 
converted to 30m x 30m 
raster 
Albers Conical Equal 
Area 
Wind  Existing Wind Developments (REAV, 2014) 
Potential Renewable Resources 
Wind Potential 
(1) Large Commercial (70-m)  
(2) Small Commercial (50-m)  
(3) Small Residential (30-m) 
(REAV, 2014) 
Polygon shapefiles 
combined and converted to 
30m x 30m; interpolated 
using inverse distance 
weighted ArcMap function 
NAD 1983 State 
Plane Vermont FIPS 
4400 converted to 
Albers Conical Equal 
Area Solar Potential 
(1) Potential PV Sites 
(2) Potential Solar Ground- 
Mounted Sites (REAV, 2014) 
Point and polygon shapefiles 
merged and converted to 
30m x 30m; interpolated 
using inverse distance 
weighted ArcMap function  
Infrastructure and Physical Characteristics 
Roads Roads (VCGI, 2011)  
Line shapefile converted to 
30m x 30m raster 
NAD 1983 State 
Plane Vermont FIPS 
4400 converted to 




Transmission Lines (VCGI, 
2011) 
Electric Utility  Electric Utility Franchise Boundaries (VCGI, 2011) 
Slope and 
Aspect 
Digital Elevation Models 
(DEM) from Global Digital 
Elevation Model (GDEM) 
(GDEM, 2011) 
DEM converted into a 30m 
x 30m raster and slope and 
aspect calculated using 
Slope and Aspect ArcMap 
functions  
GCS WGS 1984 
converted to Albers 






MRLC NLCD (Jin et al., 
2013) 30m x 30m raster 




Census Block Group 
Population and Housing 
(Census, 2012c) 
Polygon shapefile converted 
to 30m x 30m raster; 
interpolated using inverse 
distance weighted ArcMap 
function 
NAD 1983 State 
Plane Vermont FIPS 
4400 converted to 






BioFinder (VANR, 2013) 
10m-10m raster converted 
into a 30m-30m raster using 
the nearest neighbor 
ArcMap function 
NAD 1983 State 
Plane Vermont FIPS 
4400 converted to 
Albers Conical Equal 
Area Protected Lands 
Protected Lands (VCGI, 
2011) 
Polygon shapefile converted 
to 30m-30m raster; 
interpolated using inverse 
distance weighted ArcMap 
function  
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Transition probability maps were then derived using selected determinants from 
the weights of evidence on the spatial prediction of land cover change. These maps 
represent the likelihood or the probability that the landscape would change from one land 
cover type to a renewable generation site, whereas the transition probabilities passed by 
Markov chains represent the temporal changes among the renewable energy cover 
classes. The cellular automata model functions were employed to simulate future 
renewable energy generation development based on the observed land cover maps, 
transition potential maps, and transition probabilities. 
Since the basic assumption of the weights of evidence technique is that static 
variables must be independent, the correlation between static variables was tested using 
the Cramer coefficient (V). The weights of evidence correlations that exceeded a Cramer 
V coefficient of 0.3 indicated that those were cross-correlated and were removed from the 
analysis (Bonham-Carter, 1994). Figure 3.2 displays graphs of the distribution of weights 
across different ranges for each static variable for the transition from developed land 
(land cover class 1) to ground-mounted solar (land cover class 5). These same weights 
were also calculated for the transitions from the three other specified land cover classes 
(2 – herbaceous and scrub land, 3 – forest land, and 4 – cropland and pasture) to a 
renewable energy development (5 – ground-mounted solar or wind, depending on 
analysis). Most of the weights generated for these static variables shown in Figure 3.2 
were statistically significant, though some did not achieve this threshold due to the lack 
of transitions generated from the existing renewable development data from the 
Renewable Energy Atlas for Vermont.  
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Figure 3.2 (solar) and Figure 3.3 (wind) show the average of statistically 
significant weights across each transition (land cover class 1-4 to land cover class 5) 
derived from this analysis. Weights are normalized at zero, which indicates a neutral 
influence on the transition probability. The most positive weights indicate a higher 
influence on the probability that a given cell will transition to a renewable energy 
generation facility in a future time step. The most negative weights indicate the opposite. 
While some variables reveal coherent and recognizable patterns, others are less intuitive. 
This is partly due to the effect of averaging the weights across different transitions. 
However, this also has to do with the relatively small data set of existing renewable 
energy developments with which these weights were calculated.  
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Figure 3.2: Average Weights for Static Variables for Transitions to Solar 
 
  133 
 
Figure 3.3: Average Weights for Static Variables for Transitions to Wind 
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Maps were simulated using the statistical weights of evidence approach from the 
calibration period of 2001 to 2011. Using these maps, a constant decay multiple-widow 
similarity of differences analysis was performed to calibrate the model to the observed 
landscape map of renewable energy development. This technique provided a means of 
validating the simulated map that is superior to a simple cell-by-cell comparison of the 
observed versus simulated map. By estimating the degree of similarity between the 
observed and simulated landscape across different window sizes, which define the 
neighborhood of cells used in the comparison, this calibration technique showed how 
close the model simulates the observed renewable energy development landscape. 
The analysis shows that the upper bound of the similarity of differences 
approaches 60 percent for ground-mounted solar at window size of 101, whereas the 
similarity of differences for wind plateaus at approximately 35 percent at a window size 
of 73. This result is expected given the differences between the scale and density of 
development between solar and wind, and the fact that there were significantly more data 
points with which to train the ground-mounted solar LUCC model compared to the wind 
LUCC model. Figure 3.4 shows how the similarity between the observed and simulated 
maps increases with window size. Given the limitations of the existing renewable energy 
development data sets and the resulting weakness of some of the weights of evidence, 
this level of similarity was deemed sufficient. 
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Figure 3.4: Model Validation - Constant Decay Similarity of Differences Analysis 
3.3.3 Renewable Energy Development LUCC Model Simulation  
The cellular automata approach employed by Dinamica uses an Expander 
transition function to expand or contract previous land cover class patches, and a Patcher 
transition function to form new patches. The Expander and Patcher transition functions 
both employ an allocation mechanism that identifies cells with the highest transition 
probabilities for each transition (de Almeida et al., 2003). It was assumed that all future 
renewable energy developments will be new developments, not expansions of previous 
developments, and thus the Expander function was not utilized, only the Patcher function. 
The Patcher function performs transitions from state i (not a renewable energy 
development) to state j (renewable energy development) only in the neighboring cells 
with states other than j. This transition function uses a stochastic selection mechanism, in 
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which an algorithm scans the initial renewable energy development land cover map to 
identify cells with the highest transition probabilities and randomly selects from this data 
array cells to transition to new renewable energy developments (Soares-Filho et al., 
2002).  
To better reflect the spatial extent of each installation, the Expander function in 
Dinamica was used to expand existing patches (the renewable energy developments). The 
Expander function was parameterized according to a lognormal probability function, with 
parameters defined by the mean patch size, patch size variance, and isometry. Table 3.5 
summarizes statistics on the average size and standard deviation for installations within 
each land cover class. It was assumed that the isometry in all cases was 1.5, representing 
approximately uniform patch geometry. Using the statistical weight of evidence 
approach, the resulting simulated land cover map includes “expanded” patches of existing 
renewable energy developments that capture both the location and spatial extent of 
development as a function of the existing installed capacity. Figure A2.3 and Figure A2.4 
in Appendix 2 show observed land cover for ground-mounted solar and wind 
developments, respectively. These adjusted existing renewable developments map were 
used as the basis for recalculating the weights of evidence to simulate future renewable 
developments through new patch creation. Transition probability maps are included in 
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Table 3.5: Existing Renewable Developments Across Land Cover Types 
















Solar      
(1) Developed land 13,874 105.91 365.04 0.291 1.002 
(2) Herbaceous 1,052 12.99 22.66 0.036 0.062 
(3) Forest and Wetlands 13,203 73.35 361.56 0.201 0.992 
(4) Farmland & pasture 4,143 23.02 164.03 0.063 0.450 
Total 32,273 56.42 284.77 0.155 0.781 
Wind      
(1) Developed land 1,076 19 31.65 0.02 0.03 
(2) Herbaceous 69,255 1,413 9,022.10 1.24 7.89 
(3) Forest and Wetlands 42 10 7.56 0.01 0.01 
(4) Farmland & pasture 50,609 733 4,945.13 0.64 4.32 
Total 120,981 680 5,636 0.59 4.93 
 
The simulated maps of existing renewable developments produced were then used 
as the baseline for simulating future patch creation, which represent new renewable 
energy developments. This was achieved using the Patcher function, which was 
parameterized using assumptions shown in Table 3.6. Parameters were informed by 
historical renewable energy development patterns and assumptions around the energy 
density of development, which were then applied to the Patcher transition function.   
Table 3.6: Baseline Parameters for Using Patcher for Future Simulations 












(1) Developed land 1.37 0.68 1.5 0.50 0.25 
(2) Herbaceous 0.68 0.34 1.5 0.25 0.12 
(3) Forest and Wetlands 1.37 0.68 1.5 0.50 0.25 
(4) Farmland & pasture 2.74 1.37 1.5 1.00 0.50 
Wind 
(1) Developed land 0.87 0.44 1.5 1.00 0.50 
(2) Herbaceous 8.7 1.09 1.5 10.00 1.25 
(3) Forest and Wetlands 0.87 0.44 1.5 1.00 0.50 
(4) Farmland & pasture 8.7 1.09 1.5 10.00 1.25 
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3.3.4 Scenario Modeling 
Following calibration and validation, a scenario-driven modeling approach was 
then used to simulate future renewable energy development patterns. Scenarios were 
designed using a factorial approach based on the following variables: (1) renewable 
generation technology mix, (2) status of technology, (3) electricity demand projection for 
2050, and (4) percentage of future electricity demand met with solar and wind. Table 
A2.1 describes the characteristics of the resulting 36 scenarios.  
The technology mix was delineated into three scenarios – (1) 100 percent solar, 
(2) 100 percent wind, (3) 50/50 percent solar and wind. These technology mixes were 
used to simulate, for instance, the impact of meeting all future electricity demand with 
solar in the case of the first scenario. As such, these are designed to be hypothetical 
scenarios that are meant to represent the upper bounds of renewable energy 
implementation using in-state resources. It is highly likely that Vermont will continue to 
import electricity from Hydro Québec, as well as potentially other renewable electricity 
sources in the future. However, this analysis focuses just on ground-mounted solar and 
medium- and large-scale wind developments, as these technologies are projected to 
provide the majority of additional generation capacity built in Vermont through 2050. In 
scaling up in-state renewable generation to high penetration levels, complementary 
technologies such as energy storage and demand response will likely be needed, which 
will have their own corresponding set of impacts. These factors were not incorporated 
into this analysis. 
Estimates for future electricity forecasts through 2050 were taken from a system 
dynamics energy modeling study for Vermont in Chapter 2. Estimates were categorized 
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into low, medium, and high forecasts shown in Table 3.7. Forecasts assume all other 
factors such as energy policy and energy prices to remain unchanged. Only a variation in 
the rate of economic growth drives the change in electricity demand.  
 Table 3.7: Electricity Demand Forecasts 
Forecast Average Economic Growth Rate 
Electricity Demand in 
2050 (MWh) 
Percent Change from 
Baseline 
Low 0% 30,155,911 -20.4% 
Medium (Baseline) 2% 37,886,325 -- 
High 4% 48,266,168 27.4% 
 
The status of technology refers to the advancement of solar and wind technology, 
as measured by energy density (ha/MW) and the capacity factor, or the ratio of the 
number of hours of actual generation over the course of a year. The baseline scenarios 
used technological assumptions that are standard for solar and wind currently. However, 
there is evidence that both solar and wind technologies have the potential to undergo 
substantial technological advances that may be feasible in the next decade or less (Garg, 
2013; Mathew & Philip, 2011). Therefore, a hypothetical “enhanced” technology 
scenario was developed to account for the potential that technological advances may 
reduce the land requirements of solar and wind generation technologies and increase the 
generation capacity per MW installed. An overview of the technological scenarios is 
shown in Table 3.8. 
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Table 3.8: Energy Density and Generation Characteristics for Scenario Modeling 














Baseline 1 2.74 0.15 1,314 
Enhanced 1 1.37 0.25 2,190 
Medium-to Large-
Scale Wind 
Baseline 1 0.87 0.25 2,190 
Enhanced 1 0.435 0.40 3,504 
3.4 Results: Renewable Energy Development Scenarios 
The renewable energy development LUCC model was designed to simulate future 
renewable energy development patterns for the scenarios described in Section 3.3.4 at the 
state level. Simulations were meant to estimate state-level impacts, and thus do not 
represent spatially explicit projections of renewable energy development at the local 
level. A different modeling study would be needed for local level renewable energy 
simulations meant for planning purposes. Scenarios were organized at the highest level 
according to electricity demand projection: (1) Low Growth shown in Figure A2.7, (2) 
Medium Growth shown in Figure A2.8, and (3) High Growth shown in Figure A2.9, all 
found in Appendix 2. The land cover trade-offs across scenarios are clearly illustrated in 
Figure 3.5, with percentage distributions shown in Figure 3.6. Though there are different 
land use and infrastructural considerations in building a solar facility compared to a wind 
facility, many simulated development patterns were similar. The overall magnitude of the 
developed areas across each scenario is shown in Figure A2.10. The most aggressive 
scenario – baseline technology meeting 100 percent of electrical demand – resulted in 
100,000 hectares of developed land, or four percent of the total Vermont landscape. That 
would amount to one hectare out of every 25 being developed to meet electricity demand. 
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However, under lower growth conditions, using enhanced technology, the simulated land 
development drops to as little as 7,000 to 10,000 hectares, or between 0.5 and 0.7 percent 
of the Vermont landscape. To reiterate, these represent the upper bounds of renewable 
implementation inside Vermont’s state borders. 
3.4.1 Economically Productive Land Developed 
Agriculture and forestry are both essential sectors of the Vermont economy, yet 
these land uses would come into conflict with the development of renewable energy 
facilities more than all other land uses combined. Overall cropland and forestland are 
projected to absorb a large percentage of future renewable development under all 
scenarios, ranging between 4,000 and 40,000 hectares of land. There is a comparatively 
smaller impact on the forestry sector than the agricultural sector, largely due to the fact 
that forested lands are costlier places to develop renewable energy facilities compared to 
agricultural lands. Agricultural land and pasture had a historical transition rate to a 
renewable energy development of over eight times that of forestland, a pattern which was 
also evidenced in the weights of evidence statistical relationships. Moreover, there is a 
clear preference for land parcels that are close to areas with demand for electricity, which 
results in a large percentage of developed land being converted to renewable energy 
developments, ranging from five to 30 percent. It is unlikely that a new renewable energy 
facility would displace economic activity on developed lands, as commercial and 
industrial land uses are complementary to renewable energy generation. In fact, many 
commercial and industrial facilities can directly purchase a portion of their electricity 
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from a nearby solar or wind farm, which effectively acts as an attractor in the LUCC 
modeling and simulation.  
Agriculture and forestland, however, are rival uses of land with a solar or wind 
facility. Therefore, renewable energy development may actually undermine these 
economic land uses if they come into direct competition. In the most extreme scenario, 
approximately 40,000 hectares of agriculture could be converted to renewable energy 
generation facilities. Based on 2012 economic production figures in which agriculture 
averages around $3,166 per hectare per year of economic product (Census, 2012b), the 
impact on the agricultural sector could exceed $120 million, or 16 percent of the 
agricultural sector economic product. A similar analysis reveals less of a significant 
impact on the forestry sector. Based on 2012 forestry economic product estimates, each 
hectare of forest in Vermont contributes approximately $802 to the Vermont economy 
(Census, 2012a). In the most extreme renewable development scenario, in which 25,000 
hectares of forestland would be converted into renewable generation facilities, this would 
potentially result in an impact of over $20 million on the forestry sector, which amounts 
to just over one percent of the total economic product. Clearly, these are extreme 
hypothetical scenarios, but it indicates the scale at which the agricultural and forestry 
sectors could be affected if the no mitigation measures are put in place. 
The potential impacts on agricultural land and forestland should, however, be 
weighed against the potential benefit of renewable energy generation. Assuming a time 
horizon to 2050, and a discount rate of five percent, the net present value of the lost 
revenues from the agricultural and forestry sectors, is $61 million and $10 million, 
respectively. While these figures are significant, especially in the context of these 
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industries, they are insubstantial compared to the net present value of all renewable 
electricity generated on those displaced lands. Assuming that electricity is valued at the 
retail rate (EIA, 2015a), the net present value of renewable electricity generation exceeds 
$3.6 billion. The orders of magnitude difference between these net present value 
estimates provides some context for the net benefit of transitioning to in-state renewable 
electricity generation, even accounting for trade-offs with economically productive lands. 
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Figure 3.5: Total Land Developed by Land Cover Class 
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Figure 3.6: Percent of Land Cover Classes Developed 
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3.4.2 Total Land Developed in Environmentally Sensitive Areas 
There are likewise trade-offs related to land development on environmentally 
sensitive land, defined in terms of contribution to biodiversity and protected lands status. 
Figure 3.7 shows the distribution of land impacts on lands categorized by BioFinder, 
which uses a simple one (high) to six (low) ranking to capture their contribution to 
biodiversity (VANR, 2013). Not surprisingly, the majority of simulated renewable 
development in all scenarios falls in the categories of the lowest contribution to 
biodiversity (five and six). However, development is still being simulated in the top three 
tiers (one to three). In the most aggressive scenarios, renewable energy development on 
the order hundreds to thousands of acres is taking place on environmentally sensitive 
land, though this comprises less than five percent of these areas. Nevertheless, the 
pressure that renewable energy development could exert on these areas could pose a 
potential threat to important species, especially because areas that have high contributions 
to biodiversity are not necessarily afforded any protected status beyond some land 
planning considerations as part of Act 250.  
Protected land status is partially motivated by the desire to preserve or conserve 
biodiversity. Intuitively, it would be easy to assume that no renewable energy 
development has taken place on protected land, and therefore none would be simulated 
on protected land. This has not been the case, as evidenced in Figure 3.8. Though the 
majority of renewable energy development was simulated to occur in unprotected land 
(category one), there remains some pressure on lands with partial protected status, 
indicated by class two and three (VCGI, 2011). Taken together, scaling renewable energy 
development may have negative consequences for environmentally sensitive lands.  
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Figure 3.7: Land Developed by BioFinder Category 
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Figure 3.8: Land Developed by Protected Status  
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3.5 Discussion 
Many studies of the transition to renewable energy focus on the aggregate impacts 
of renewable energy development, while largely ignoring the energy-land nexus resulting 
from the large-scale development of land intensive solar and wind technologies. This 
study is designed to illuminate the scale of the impacts and types of trade-offs between 
in-state renewable energy development and existing land uses. There is some precedent 
for this line of inquiry. A compelling analysis was developed in Ingerson (2013) that 
addressed the landscape-level impacts of renewable energy development in Vermont 
under conservative scenarios of renewable penetration into the electricity and thermal 
sectors. The analysis in this study builds on the basic thesis that the myriad benefits of 
renewable energy development come with an often overlooked trade-off with land use, 
especially when considering the scale at which renewable energy will be needed to meet 
future energy needs.  
The modeling and simulation approach taken in this study leverages a spatially 
explicit analysis of renewable energy development and diffusion patterns under different 
scenarios of Vermont pursuing a strategy of meeting in-state electricity demand with 
solar and wind inside state borders. The results indicate that both ground-mounted solar 
and medium- to large-scale wind would displace a significant amount of current land 
cover types, largely forest and agricultural cropland. Nearly 100,000 hectares, or four 
percent of Vermont’s total land area, of ground-mounted solar would be needed to 
provide 100 percent of future electricity demand in the most aggressive electricity 
demand scenario, given the current state of technology. Assuming a low-growth 
electricity demand scenario, this estimate reduces to over 60,000 hectares, or 
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approximately 2.5 percent of Vermont’s total land area. Even if solar technology 
performance were to markedly improve, more than 25,000 hectares of land would need to 
be repurposed for solar energy generation facilities. In comparison, medium- to large-
scale wind requires much less land area, or approximately 1/5 of the area needed to meet 
current electricity demand compared to solar. Much of this development, however, would 
need to take place on larger contiguous tracts of forest and cropland at higher elevations. 
Though solar has a higher land intensity than wind, it can be developed on less 
environmentally sensitive lands and generates less permanent impacts. In contrast, the 
best wind resources are located on Vermont’s ridge tops, which are both critical habitat 
for many species and also delicate environments.  
In all scenarios, forestland and cropland absorb the majority of new renewable 
energy development, which highlights two important trade-offs. First, there are trade-offs 
between Vermont’s pastoral and natural landscape aesthetic and the development of 
renewable energy facilities. Second, there are smaller, but still important, trade-offs with 
Vermont’s land-based industries that currently contribute to Vermont’s economy. If 
renewable energy facilities start to be seen as a viable alternative to agricultural or 
forestry practices, it is possible that these legacy industries will be subordinated, to some 
degree, by the attractive revenue potential that electricity generation would offer. The 
evidence that solar and wind farms could supplant agricultural and forestry activities is 
mixed, but it is clear that there are direct land use impacts related to the development of 
renewable generation facilities, as well as indirect lifecycle impacts related to solar PV 
and wind system materials (Fthenakis & Kim, 2009). One solution that has been 
suggested to mitigate the potential for energy-land use impacts is to collocate other 
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economic uses on renewable energy sites. Though this is possible with wind facilities, it 
is much more difficult with solar facilities, and in both cases remains a marginal practice 
currently. To some degree, all scenarios would create pressure to develop 
environmentally sensitive land, especially that which has not been afforded any protected 
status.  
3.6 Conclusions 
The energy-land nexus is a critical issue for land use and energy planning efforts 
oriented towards the transition to distributed renewable energy. To date, there has been a 
dearth of modeling and simulation studies that attempt to develop spatially explicit 
analyses of how future renewable energy development could impact land use. This study 
uses the State of Vermont as a case study to explore the unintended consequences of 
ambitious renewable energy policy for land use and land-based economic activities such 
as forestry and agriculture. When scaling renewable energy to meet Vermont’s policy 
aspirations, there will necessarily be more land dedicated to in-state electricity production 
than at any point in history. As Vermont considers how best to plan and strategically 
guide the transition to renewable energy, there are complex energy-land trade-offs to 
consider, particularly related to the scale and distribution of impacts.  
If land use policies or other directives alter how and where renewable energy 
generation facilities are developed in the future, the distribution of land use impacts could 
be altered to redirect pressure to specific areas that would have less impact on agricultural 
land, forestland, ecologically sensitive habitats, and aesthetically important areas. Herein 
lies the key to mitigating the impact of new renewable energy development – 
  152 
strengthening the relationship between land planning and energy policy development. 
Since most land planning takes place at a local level, there is an asymmetry with energy 
policymaking, which is often largely a state-level, top-down driven activity. Integrating 
these two planning processes and incorporating scenario analyses of the complex energy-
land nexus issues is a critical step in the renewable energy transition. 
As the Vermont Public Service Department and many partnering organizations 
implement the Comprehensive Energy Plan’s goal of 90 percent renewable energy by 
2050, further consideration is needed of how best to govern land use decisions that 
account for how much and where to develop future renewable energy generation 
capacity. Based on this analysis, it is recommended that energy policy and planning focus 
on strategically developing low-impact regions with medium- to large-scale wind 
developments, and fill in remaining gaps with medium-scale ground-mounted solar 
developments closer to developed areas. A critical question remains concerning how best 
to amend the current land planning regime to account for the increasing need for 
additional renewable energy capacity. The Vermont General Assembly is currently 
considering Senate Bill 230, which is designed to improve the process of siting energy 
projects (VGA, 2016a). This type of legislation is necessary but insufficient, as it 
centralizes land use planning related to renewable energy development at the state level 
thereby undermining local land planning efforts more attuned to affected communities. 
Empowering local communities both in the planning process and through ownership of 
renewable energy facilities will be essential to their acceptance over time (Sovacool & 
Lakshmi Ratan, 2012). 
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Rooftop solar and small-scale wind facilities were not modeled as part of this 
study, both of which could be viable technologies to offset the demand for larger scale 
renewable energy facilities. However, even when scaled aggressively, they are unlikely to 
significantly offset the aggregate electricity demand me through larger scale renewable 
technologies. Moreover, the application of these smaller scale technologies does not 
generate meaningful land use conflicts, and thus was considered tangential to the core 
focus of this inquiry on the energy-land nexus.  
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CHAPTER 4                                                                                   
NAVIGATING TRADE-OFFS IN THE ENERGY TRANSITION  
 
Abstract 
This study presents a multi-criteria decision analysis (MCDA) of alternatives for the State 
of Vermont’s transition to 90 percent renewable energy by 2050. Economic growth 
scenarios (low, baseline, and high) provided the overarching structure of the decision 
analysis, within which there were four energy policy actions that corresponded to 
different levels of carbon pricing ($0, $20, $60, and $100 per MT CO2e). These energy 
transition alternatives were assessed using a novel application of the PROMETHEE 
outranking method that incorporated seven criteria across energy, economic, 
environmental, and social dimensions. Criteria weights were initially derived using a 
stated preferences conjoint analysis, and further revised following a deliberative expert 
stakeholder process. The renewable energy and GHG emissions criteria were found to be 
the key drivers of the ranking of preferred alternatives, while the economic development, 
land use impact, and social impact criteria represented the critical trade-offs. The most 
preferred energy transition alternatives combined low to baseline economic growth with 
medium to high carbon prices, which achieved the best balance of performance across 
criteria and generated the highest net preference flows. The least preferred alternatives 
were hampered by poor performance in key energy and environmental criteria either due 
to the incremental impact of lower carbon prices compared to the status quo, or the 
countervailing impact of higher economic growth on GHG emissions and energy 
conservation.    
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4.1 Introduction 
There is a confluence of policy, economic, and environmental drivers that 
underpin the growing momentum towards transitioning to renewable energy. At nearly all 
levels of government – from international agreements to national energy policies to state 
and local mandates – renewable energy policy is opening the way to accelerated 
deployment of a diverse array of renewable energy technologies. Concurrent with the 
building of multi-layered policy support, the economics of renewable energy have 
brought many technologies to the point of grid parity with incumbent conventional 
energy technologies such as coal, natural gas, and nuclear. In localities in which 
renewable energy is not only the clean alternative but also the most cost-effective, 
renewable energy development has markedly accelerated.  
Renewable energy can increasingly compete on purely market-based economic 
terms, wherein the technology with the lowest levelized cost of energy (LCOE) gains 
dominance over more expensive technologies (Prakash & Bhat, 2009). Pure competition 
on this basis would obviate the need for any additional impetus for the transition to 
renewable energy. Nonetheless, environmental concerns, particularly around climate risk, 
air pollution, and water contamination, add a powerful non-market dimension in which to 
evaluate energy alternatives that greatly favors renewable over conventional energy 
(Omer, 2008a).  
The complexity of the ongoing energy transition necessitates the utilization of 
multi-faceted analyses to support decision analyses that incorporates multiple evaluative 
criteria. There have been numerous attempts to quantify the energy, economic, and 
environmental dimensions of the transition to renewable energy (Clemmer et al., 2013; 
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Gabriel et al., 2001; Mai, Hand, et al., 2014; Seebregts et al., 2002). These quantitative 
studies form the basis of complex decision analyses of long-term energy transition 
alternatives. However, transitioning to renewable energy is not merely a technological 
and economic matter, but also one in which the coevolution of technical and sociocultural 
systems is tantamount to its success. While myriad quantitative studies provide powerful 
insight through an energy, economic, or environmental lens, they often fail to adequately 
take into account social dimensions of energy transition, either due to their qualitative 
aspect or perceived subjectivity of such inquiry.  
Incorporating a qualitative treatment of the social dimensions of energy transition 
is essential for a more comprehensive analysis. This can be achieved by explicitly 
incorporating social criteria, as well as the underlying attitudes, values, and belief 
structures that inform how diverse stakeholders process and interpret diverse criteria. 
Thus, the overarching goal of this study is to design and implement a structured decision 
analysis of renewable energy transition alternatives that incorporates a representative 
array of quantitative and qualitative criteria. In doing so, this study helps to elucidate 
complex trade-offs between energy, economic, environmental, and social dimensions of 
energy transition.  
The State of Vermont provides an ideal case study for the evaluation of energy 
transition alternatives, as state policymakers have established one of the most ambitious 
renewable energy plans in the United States. In the Comprehensive Energy Plan (CEP) in 
2011, Vermont set forth an ambitious vision for transitioning the energy system to 
renewable energy. The plan’s central goal calls for 90 percent renewable energy by 2050 
across all economic sectors, a dramatic shift from the 2015 energy portfolio comprised of 
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23 percent from renewable sources (PSD, 2011). The plan also layers on a 75 percent 
reduction in greenhouse (GHG) emissions from the 1990 baseline by 2050 (PSD, 2011). 
Act 170, the Vermont Energy Act of 2011-2012, further codified portions of the plan by 
establishing a statutory total renewable energy goal, that requires that 75 percent of 
electricity be derived from renewable sources by 2032 (VGA, 2012b).  
The achievement of these goals will require a massive coordinated effort of state, 
regional, and local policy and planning, as well as the cooperation of private, non-profit, 
and governmental sectors. Precisely how this transition occurs is a matter of significant 
debate among many stakeholders, with many differing views of what long-term policy, 
planning, and future scenarios are most feasible and desirable for the State of Vermont. 
Numerous policy design and modeling processes have been employed to develop and 
evaluate policy and planning scenarios (EAN, 2013; PSD, 2014; REMI, 2014). This 
study draws upon two interrelated studies of Vermont’s energy transition: a energy 
systems modeling study that evaluated economic growth and energy price path scenarios 
(Chapter 2) and an energy-land nexus modeling study that simulated land use change in 
response to different energy futures in Vermont (Chapter 3). The goal of this study is to 
incorporate a range of quantitative outputs from these foundational studies into a complex 
decision analysis to evaluate the relative desirability of energy transition alternatives and 
identify critical trade-offs.  
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4.2 Analysis of Energy Transition Alternatives 
4.2.1 Decision Analysis for Energy Transition 
Many studies have focused on modeling energy transition alternatives, the large 
majority of which utilize quantitative techniques, ranging from partial equilibrium 
models to system dynamics models (Jebaraj & Iniyan, 2006; Suganthi & Samuel, 2012). 
Despite their apparent sophistication, these analyses do not adequately capture the 
necessary spectrum of energy transition considerations, especially those pertaining to 
non-market environmental impacts and social values. Rather, they focus on quantifiable 
phenomena and statistical relationships, which create a rich but incomplete picture of the 
complex socio-technical task of energy transition. In a more comprehensive analysis, 
policymakers, experts, and other stakeholders would need to develop and weight relevant 
criteria that frame the deliberative process of determining which energy transition 
alternatives are the most desirable and feasible. In contrast to energy modeling studies, 
these analyses incorporate both quantitative and qualitative criteria.  
Cost-benefit analysis is a common decision analysis method for energy policy and 
planning inquiries. It is, therefore, worth drawing a distinction between the ubiquitous 
cost-benefit analysis and the multi-criteria decision analysis (MCDA) approach used in 
this study. Cost-benefit analysis reduces both quantitative and qualitative metrics into 
monetized costs and benefits. The typical analysis assumes a high degree of certainty in 
the estimates, that decision-makers understand their preferences and can express them in 
terms of utility, and the ability to adequately treat incommensurable criteria with different 
metrics (Bromley, 1990; Vatn & Bromley, 1994). Moreover, cost-benefit analyses are 
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founded on the idea that optimal solutions exist and can be objectively determined. When 
dealing with the evaluation of complex energy transition alternatives that have a variety 
of impacts on non-market goods and services, which tend to be incommensurable and 
non-transitive, these assumptions undermine the usefulness of the cost-benefit approach.   
Multi-criteria decision analysis (MCDA) is a good alternative to the value 
monistic approach of cost-benefit analysis. Rather than subsuming all impacts into a 
unified metric, MCDA allows for a diversity of issues to be included in the decision 
analysis, monetary and non-monetary, quantitative and qualitative (Gowdy & Erickson, 
2005). Considerations such as distributional equity, long-term resource sustainability, and 
ethical considerations can be included in an MCDA, thus allowing for a broader set of 
interests and concerns to enter into the policy discussion. It also obviates the need to 
accept the Kaldor-Hicks rule, an assumption that underpins cost-benefit analysis, which 
states that a policy is justified if the gainers from the change value their gains more than 
the losers value their losses, even if no actual compensation is made. With the MCDA 
approach, the decision rule becomes more a product of process and discourse in 
conducting the analysis, rather defining the decision rule in terms of when the benefits 
exceed the costs by some arbitrary acceptable ratio. The dominant solution, wherein an 
option performs the best along all criteria, tends to be difficult to achieve. Therefore, it is 
necessary to seek a compromise between different solutions to arrive at a rational and 
justifiable solution. Herein lies a key reason for employing an MCDA approach, 
particularly in the context of a complex process such as planning for a transition to 
renewable energy and a low-carbon economy.  
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4.2.2 Overview of Multi-Criteria Decision Analysis 
An MCDA approach can be used to explicitly account for heterogeneous inputs, 
both quantitative and qualitative, in a formalized decision analysis. As an alternative to 
cost-benefit analysis, the MCDA approach is an ideal way in which to synthesize 
incommensurable results from diverse analyses, as well as to provide a social overlay to 
the decision analysis process (Ma & Nakamori, 2009). Operationally, it is a decision 
support approach that is suitable for addressing complex problems characterized by high 
uncertainty, different types of analyses and information, and multiple interests and 
perspectives. MCDA allows for the synthesis of a multiplicity of objective analyses with 
subjective considerations that address social and ethical dimensions of a decision 
problem in a more democratic decision-making framework than conventional cost-benefit 
analyses. This method emphasizes process over product, and is a way of accompanying 
the policy or decision-making process through a period of exploration, analysis, and 
decision-making tailored to address critical points of interest or contention. MCDA need 
not be just a decision algorithm, but rather can be an iterative process of identifying, 
structuring, modeling, and synthesizing aspects of the policy decision (Pruyt, 2007). 
4.2.3 MCDA Applied to Sustainable Energy Policy and Planning 
MCDA has been applied in many energy policy, planning, technology, and 
strategic analyses (Abu-Taha, 2011; Kowalski et al., 2009; Polatidis et al., 2006). The 
most common application has been in the evaluation of alternative energy technologies 
(Beccali et al., 2003; Haralambopoulos & Polatidis, 2003), while sustainable energy 
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policy and planning contexts have also been common applications for MCDA 
(Georgopoulou et al., 1997; Pohekar & Ramachandran, 2004).  
Løken (2007) categorizes MCDA models used in energy policy, planning, and 
scenario contexts into value measurement models, goal, aspiration, and reference level 
models, and outranking models. According to a more detailed MCDA typology presented 
in Greening and Bernow (2004), the best class of method for energy policy evaluation are 
mathematical programming models, which provide the deepest insight into the problem 
structure and explicitly address uncertainty. Among these approaches, the outranking 
method is well suited for policy scenarios characterized by uncertainty among 
stakeholders and a high level of data imprecision or incompleteness (Hermans et al., 
2007).  
Outranking represents an attempt to better capture a broader understanding of 
decision-makers’ preferences through assessing thought processes, feelings, and values 
(Hermans & Erickson, 2007). The outranking approach does not presume that there are 
optimal solutions as in cost-benefit analysis; rather, the process of addressing the 
uncertainty of preferences in the ranking of alternatives aids the exploratory decision-
making process. There are various classes of outranking methods and tools. The 
PROMETHEE (Preference Ranking Organization METHod of Enrichment Evaluation) 
approach has proven to be more comprehensible and transparent for stakeholders and 
allows for effective involvement in various stages of the process (Brans & Vincke, 1985). 
For this reason, PROMETHEE has been employed in a variety of energy planning and 
policy contexts in which stakeholder engagement and exploration of a complex decision 
is necessary (Behzadian et al., 2010). PROMETHEE allows for decision-maker 
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involvement at various stages, as criteria weights and preference functions and thresholds 
can be manipulated at any point in the process with its dynamic interface in order to 
facilitate deeper exploration of the decision space. This decision space can be quantified 
and visualized in order to provide both aggregate and stakeholder-specific perspectives 
on the process (Hermans & Erickson, 2007). 
The PROMETHEE method is focused around the use of pair-wise comparisons of 
alternatives to elicit decision-maker preferences in order to generate rankings with 
respect to a number of criteria. The key consideration in ranking alternatives is assessing 
whether there is adequate information to conclude that one alternative is at least as good 
as another. An alternative is outranked, or dominated, when other alternatives outperform 
it on one or more criteria and at least equal on the remaining criteria. Alternatives can 
also be deemed incomparable, which provides an added dimension to the decision 
analysis unavailable in many other MCDAs.  
Outranking is based on elicited preference functions with indifference and 
preference thresholds of decision-makers using established criteria. Preferences are not 
assumed to be certain, and are allowed to change over the course of the decision-making 
process. As such, outranking is a constructivist approach, allowing for the process to be 
iteratively modified as new information is obtained. Criteria are non-compensatory, in 
that a poor performance on one criterion is not compensated for by a high performance in 
another criterion, or vice versa. Outranking allows for decision-makers to be indifferent 
to alternatives, or for alternatives to be incomparable, both of which can result from 
uncertainty, insufficient data, or decision-maker ignorance. Incomparability occurs when 
there is no clear evidence in favor of any alternative, a result that in and of itself, can be 
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illuminating in a complex decision-making process. The goal of outranking is, thus, to 
collectively explore a compromise between criteria rather than optimization across 
criteria, therein arriving at a rank order of preferred alternatives. The PROMETHEE 
approach is based on the assumption that the lack of transitivity between criteria and the 
existence of incomparable alternatives more accurately reflects decision-maker 
preferences when confronted with complex problems. This results in myriad advantages 
over cost-benefit analysis, which is based on less realistic assumptions of a high degree 
of decision-maker rationality, clear decision-maker preferences, and perfect information. 
Additional detail on PROMETHEE’s analytical foundations can be found in Appendix 3. 
4.3 Methods: MCDA using PROMETHEE 
The PROMETHEE outranking method was used to design a structured decision 
analysis to evaluate energy transition alternatives for Vermont, shown in Figure 4.1 
(Mareschal et al., 1984). This study was designed, first and foremost, to identify preferred 
energy transition alternatives. However, the PROMETHEE outranking approach also 
analyzes the relative importance ascribed to various criteria and the key determinants of 
the rankings of preferred alternatives, which is derived from the stakeholder preference 
elicitation. Therefore, this study reveals not only what energy transition alternatives are 
most preferred and why, but also how preferences change in response to the stakeholder 
deliberation process. This allows stakeholders to arrive at a more nuanced, inclusive, and 
representational picture of what each transition scenario entails for Vermont.  
The impetus behind the use of a MCDA process was to engage the community of 
experts active in the energy policymaking process in Vermont to identify preferred 
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alternatives and explore complex trade-offs pertaining to the energy transition. As such, 
stakeholders were selected based on their expertise and involvement in the policymaking 
process (Section 4.3.1). A range of quantitative and qualitative criteria was selected to 
provide a robust, though not entirely comprehensive, representation of the performance 
of different energy transition alternatives (Section 4.3.2). These alternatives were 
structured in terms of economic growth scenarios and carbon price actions, and utilized 
results from prior energy-economy and energy-land nexus modeling studies (Section 
4.3.3). Stakeholder preferences were derived using both a conjoint analysis and a point 
allocation exercise in order to estimate the relative importance of the criteria, and were 
used as inputs into the PROMETHEE model (Section 4.3.4). The culminating 
PROMETHEE outranking analysis was used to evaluate energy transition alternatives in 
the context of diverse stakeholder preferences and values (Section 4.3.5). 
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Figure 4.1: MCDA Structure using PROMETHEE Method 
4.3.1 Stakeholder Selection 
As part of the CEP design, planning, and implementation process, a range of 
focus groups and expert stakeholder workshops have been held with representatives from 
a wide range of stakeholder organizations, including the Public Service Department, 
Vermont Natural Resources Council, Vermont Energy Investment Corporation, Green 
Mountain Power, and Vermont Public Interest Research Group, among others. The 
Energy Action Network, functioning as a convening organization connecting these 
organizations, identified a core group of expert participants who have participated in 
various working groups. Representatives from these working groups were invited to 
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participate in the MCDA process, including surveys and focus group workshops. These 
stakeholders were characterized as experts in a field relevant to renewable energy policy, 
economics, regulation, technology, or finance and thus the outputs from this MCDA 
process represent a synthesis of expert opinion, and may not be reflective of the Vermont 
population as a whole. These participants were selected not only for their relevant 
expertise, but also their active participation in the energy policymaking process in 
Vermont. A total of 60 experts, who were distributed across different professional 
capacities (e.g., government, non-profit, industry, academia, etc.) and represented a 
diversity of expertise (e.g., energy, policy, environment, economics, etc.), were invited to 
take part of the stakeholder process. Of these 36 completed the survey (shown in Figure 
4.2), and 12 participated in the focus group process. 
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Figure 4.2: Survey Respondents - Professional Capacity and Expertise 
4.3.2 Criteria Definition 
MCDA analyses have been performed extensively for sustainable energy planning 
purposes, out of which has emerged a range of technical, economic, environmental, and 
social criteria (Wang et al., 2009). The criteria for this study were drawn from previous 
studies and included quantitative criteria such as energy impacts, economic impacts, and 
environmental impacts, which were generated in previous studies of the Vermont energy 
transition.  
The energy-economy modeling study described in Chapter 2 generated a range of 
energy transition scenarios for Vermont. These scenarios provided a high-level techno-
economic description of different pathways of change, and provided the inputs for the 
quantitative criteria concerning renewable energy, energy conservation, energy costs, and 
GHG emissions. As a corollary to this study, one set of environmental trade-offs was 
modeled in Chapter 3, which analyzed the nexus of renewable energy development and 
  172 
land use under different energy transition scenarios. The energy-land nexus modeling 
provided distinct visualizations of the potential environmental impact of realizing a 
renewable energy transition in Vermont. The energy-land nexus model provided inputs 
for the land use impact criterion included in this study.   
The quantitative outputs of the energy transition scenario modeling conducted in 
previous studies models provided a starting place for designing the energy transition 
alternatives using in the PROMETHEE outranking analysis. However, there are other 
considerations that policymakers need to address in evaluating the viability of different 
energy transition alternatives, particularly qualitative criteria related to social impacts. 
These criteria were not analyzed explicitly as in previous modeling studies; instead they 
were used as a framing device to better understand the social dimensions of energy 
transition. This was done as part of the stakeholder engagement process, in which a 
structured process was used to evaluate energy transition alternatives using this 
multiplicity of quantitative (objective and derived from previous analyses) and qualitative 
(subjective and generated by the stakeholders) criteria. Both the quantitative and 
qualitative criteria categories were subdivided into specific metrics, which constituted the 
actual criteria categories used in the analysis, as described in Table 4.1. 
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Table 4.1: MCDA Criteria and Data Sources 






How much does this alternative 








Energy Conservation How much does this scenario enhance energy conservation? 










 Energy Cost 
What is the total cost of energy 
as a portion of Vermont’s Gross 
State Product?  
Energy cost as 
percentage of 
total real GSP 
Economic 
Development 
What is the job creation 













GHG Emissions What is the GHG emissions profile? 
Percentage from 
1990 baseline 
Land Use Impact 
How much land will be 
required to develop new 
renewable energy generation?  
Hectares of land 
developed 
Energy-Land 





Social Impact  
How does this alternative 
contribute to the wellbeing and 






4.3.3 Energy Transition Alternatives Design 
The challenge of energy transition for Vermont is often framed in terms of 
technological change or policy reform. Various energy modeling studies and scenario 
analyses have been conducted to answer the question of what suite of policies are best 
suited to catalyze a transition to renewable energy. Thus, the emphasis of the decision-
making process has often revolved around energy policy. However, the emphasis on 
energy policy overlooks the need for a broader treatment of the energy system in relation 
to the economic system in which it is imbedded. Thus, the energy transition alternatives 
were defined using both energy and economic policy, which allowed the analysis to 
explore some of the interactions between the structure and composition of Vermont’s 
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energy system and aggregate activity in Vermont’s economy. The underlying thesis was 
that energy and economic policy need to be addressed in tandem in order to achieve the 
scope and scale of energy transition to which Vermont aspires.  
Based on the PROMETHEE method of structuring alternatives, economic growth 
trajectories (low – zero percent GSP growth; baseline – two percent GSP growth; and 
high – four percent GSP growth) defined the overarching scenarios, each of which was 
broken down further by variations in energy policy based on different carbon price 
schemes ($0, $20, $60, and $100 per MT CO2e). These variations are referred to as 
actions. This three-by-four factorial design resulted in a total of twelve energy transition 
alternatives, each of which was described using the defined criteria. These alternatives 
were initially assigned a social impact qualitative score, which was used to refine the 
treatment of this qualitative criterion.  





























 $0 49% -27% 6.1% 8,000 58% 18,600 High 
#2 $20 51% -29% 6.1% 8,300 53% 19,400 High 
#3 $60 53% -30% 6.4% 8,900 47% 20,800 High 











 $0 48% 15% 7.9% 18,900 58% 23,900 Medium 
#6 $20 53% 6% 7.4% 19,500 25% 24,600 Medium 
#7 $60 60% -3% 6.9% 20,500 -11% 25,900 Medium 









 $0 26% 201% 15.8% 33,000 619% 29,800 Low 
#10 $20 33% 140% 13.4% 33,900 412% 30,600 Low 
#11 $60 46% 80% 10.6% 35,400 206% 32,000 Low 
#12 $100 55% 53% 9.2% 36,700 111% 33,100 Low 
See Table 4.1 for criteria definitions. 
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4.3.4 Criteria Weights Estimation 
There is a range of weighting methods ranging from subjective to objective to 
combinatorial that have been used as part of MCDA processes. A common weighting 
strategy is a subjective weighting method, such as the Simple Multi-Attribute Rating 
Technique (SMART), in which weights are directly elicited, based on interviews or 
surveys, and applied using an aggregation technique, the simplest of which is a weighted 
sum. A more sophisticated variation of this weighting technique utilizes a combinatorial 
weighting method that incorporates both subjective and objective weighting to produce 
combination coefficients, which are derived using a summation or aggregation technique. 
Conjoint analysis has been proposed as an alternative method with which to elicit 
preferences with less bias than the SMART method (Hermans & Erickson, 2007). 
Conjoint analysis is a well-known preference elicitation technique that has wide 
application, including in environmental and energy planning (Grafakos et al., 2010). 
Conjoint analyses are particularly useful in scenarios where unfamiliar or extensive sets 
of information must be synthesized in a decision framework. In this technique, a choice 
set is constructed consisting of alternatives defined using multiple criteria. Stakeholders 
rank or rate scenarios based on their preferred levels of each criterion, therein making a 
series of trade-offs, which reduces the focus on any one criterion. Analysis of these trade-
offs reveals the relative importance of respective criteria, which forms the basis of 
developing weights. 
This conjoint analysis was administered as a ranking exercise, using a ‘partial 
profile’ evaluation methodology in which stakeholders were presented with hypothetical 
energy transition alternatives consisting of selected implementation combinations. The 
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definition of performance levels for the hypothetical alternatives was informed by the 
performance range used in the actual energy transition alternatives used as part of the 
PROMETHEE analysis. An effort was made to create plausible hypothetical alternatives, 
while designing the ranking exercise to provide a robust basis for the statistical analysis. 
With seven criteria at three performance levels, the number of permutations renders a full 
representation of the alternatives impossible. Table 4.3 displays the ten alternatives that 
stakeholders were asked to rank from one (most preferred) to 10 (least preferred) as part 
of an electronic survey. This provided the basis for conducting a statistically significant 
conjoint analysis and deriving both group and individual criteria weights. 
















#1 50% 50% 6% 5,000 -25% 5,000 Low 
#2 60% 150% 6% 10,000 25% 10,000 Medium 
#3 60% 50% 9% 10,000 -25% 15,000 High 
#4 70% -50% 12% 15,000 75% 15,000 Low 
#5 50% -50% 9% 5,000 25% 10,000 Medium 
#6 70% 150% 12% 15,000 75% 5,000 Medium 
#7 70% 50% 9% 15,000 25% 15,000 Low 
#8 50% -50% 12% 5,000 75% 5,000 High 
#9 60% 150% 9% 5,000 -25% 10,000 High 
#10 60% -50% 6% 10,000 -25% 15,000 Medium 
See Table 4.1 for criteria definitions. 
 
Conceptually, the conjoint estimation method calculates individual criterion part-
worth values so as to produce bundled utility scores that are monotonic with the 
stakeholder’s preferences (Hermans & Erickson, 2007). The statistical analysis was 
carried out using a multiple linear regression technique. The independent variables were 
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the categorical criteria performance levels and the dependent variables were the 
subjective ranking of the alternatives. Criteria weights were the part-worth utilities 
determined through regression coefficients. All main effects were estimable, and 
therefore an Analysis of Variance (ANOVA) was used, which assumes no criteria 
interaction effects. The model fit was derived using an Ordinary Least Squares (OLS) 
regression approach. Using the model coefficients for each criterion, part-worth utilities 
(βi) were estimated for different levels of each criterion. From these values, the relative 
importance (πi), or the weight, of each criterion was estimated as follows: 
AB = CDE(GB) − CBI(GB)CDE(GB) − CBI(GB)B)I  
An initial estimation of criteria weights was conducted using rankings from the 36 
electronic survey responses. These weights were revised slightly using a second round of 
rankings performed by the 12 participants in the focus groups following a deliberation 
and discussion of the initial results. A point allocation exercise was also used as a point 
of comparison for the weights derived in the conjoint analysis.   
4.3.5 PROMETHEE Outranking Analysis 
At its core, the PROMETHEE outranking analysis is based on calculating 
preference flows for each energy transition alternative. The first step in this analysis is 
defining the preference functions for each criterion. Preference functions are used to 
describe the degree of preference, or the relative desirability, along a spectrum of 
criterion performance, as the PROMETHEE method does not use any default 
assumptions in this regard. All of the quantitative criteria were defined using a Gaussian 
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function, which is a smooth S-shaped curve defined by an inflection between preference 
and indifference. These inflection points were defined using the criteria performance data 
for each criterion, resulting in six unique Gaussian preference functions. The qualitative 
criterion of social impacts was defined using the “usual” preference function that is 
commonly used as a simple optimization heuristic, in which larger values are better along 
a small number of evaluations.  
One aim of this process was to explore how preferences are driven by the weights 
ascribed to the quantitative energy, environmental, and economic criteria, and to what 
degree the qualitative social impact criterion factors into the ranking of preferred 
alternatives. With a better understanding of stakeholder preferences across different 
criteria, preference distinctions were drawn between different economic growth scenarios 
and carbon price actions. The primary conclusions of the analysis were represented in 
partial (within each scenario) and complete rankings (both within and between scenarios) 
of energy transition alternatives. More detailed analysis was conducted using aggregate 
and criteria preference flows, which helped to identify the key drivers of the ranking of 
preferred alternatives and the source of critical trade-offs. A sensitivity analysis was 
performed to estimate the range of criteria weights in which the ranking of preferred 
energy transition remained stable.    
4.4 Results: PROMETHEE Outranking Analysis 
The results of the PROMETHEE outranking analysis reveal preferred energy 
transition alternatives, the key drivers of those preferences, and how sensitive preferences 
are to criteria weights.  
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4.4.1 Stakeholder Values 
Stakeholder values were explored through an electronic survey completed by 36 
energy experts distributed across relevant professions and expertise. To gauge general 
values and attitudes, a series of questions were asked with responses framed on the Likert 
scale, shown in Figure 4.3. Many questions generated a range of responses from strong 
agreement to disagreement, indicating that within this expert stakeholder group, there 
were varied values, opinions, and even fundamental understandings of the challenge of 
energy transition. Though there was relative convergence around some necessary near-
term actions, such as additional incentives for renewable energy, there was no such 
agreement on issues such as the energy-economy relationship, many environmental and 
social dimensions of energy transition, or whether there are inherent trade-offs to 
different pathways of achieving a low-carbon economy.   
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Figure 4.3: Survey of Stakeholder Values 
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4.4.2 Criteria Weights from Conjoint Analysis 
A conjoint analysis was conducted in order to determine initial individual 
criterion weights. These weights were validated during a structured focus group process 
to explore stakeholder values and preferences in greater depth. 36 electronic survey 
responses of stakeholder rankings of hypothetical energy transition alternatives were used 
to conduct the statistical analysis, which generated the initial criteria weights, shown in 
Table 4.4. 
 Table 4.4: Criteria Weights Derived from Conjoint Analysis 
Criteria 








Dev. Rank Final - Initial 
Renewable Energy 27.1% 10.0% 1 24.8% 14.1% 1 -2.3% 
Energy Conservation 11.9% 5.5% 4 8.6% 4.2% 7 -3.3% 
Energy Sub-total 39.0% 11.2%  33.4% 15.1%  -5.6% 
Energy Cost 9.0% 5.3% 5 10.7% 10.3% 5 1.7% 
Economic Development 20.1% 7.2% 2 21.4% 4.8% 2 1.3% 
Economic Sub-total 29.1% 7.7%  32.0% 11.5%  2.9% 
GHG Emissions 8.9% 9.8% 6 11.4% 16.1% 4 2.5% 
Land Use Impact 14.3% 10.4% 3 13.7% 13.8% 3 -0.6% 
Environmental Sub-total 23.2% 11.5%  25.1% 16.1%  1.9% 
Social Impact 8.7% 6.7% 7 9.5% 5.6% 6 0.7% 
Social Sub-total 8.7% 6.7%  9.5% 5.6%  0.7% 
 
Of the 36 survey respondents, 12 participated in focus group workshops. At the 
conclusion of the workshop, these stakeholders were given the opportunity to revise their 
scenario rankings in light of the deliberation. Some did not elect to change their rankings 
very substantially, whereas others elected a different ranking scheme that was more 
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reflective of their understanding of the problem and their criteria preferences. These 
revised scenario rankings were used to generate the final criteria weights. The final 
criteria weights reveal only a slight change in the relative importance attributed to 
different criteria, which validates the results from the initial criteria weights. Energy 
criteria received a lower weighting, while economic criteria and the GHG emissions 
criterion received a higher weighting. These changes reflected the discussions that took 
place during the focus group workshops, which suggested that the economic, GHG 
emissions, and social impact criteria should receive higher weightings.  
The criteria weights inferred from the conjoint analysis were compared to stated 
weights taken from a simple exercise in which focus group participants were asked to 
allocated 100 points across the seven criteria, shown in Table 4.5. This exercise indicated 
a substantial difference between the inferred weights derived from the conjoint analysis 
and the stated weights in this exercise. This deviation can, in part, be explained by the 
choice of several stakeholders to assign a zero weight to criteria that were deemed of 
secondary importance to the primary criteria. This was due to the perception that some of 
the criteria were correlated, and that optimizing for one criterion would generate the 
desired ancillary benefits in another criterion. For instance, the energy criteria were often 
seen as essentially GHG emission reduction strategies, and thus were subordinated in 
their weights compared to the GHG emission criterion. The final criteria weights derived 
from the conjoint analysis was used as the basis of the PROMETHEE outranking 
analysis, while the criteria weights derived from the point allocation exercise was used as 
point of comparison to validate the ranking of preferred alternatives.    
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St. Dev. Rank 
Renewable Energy 12.9% 10.0% 4 -11.9% 
Energy Conservation 10.0% 5.2% 6 1.4% 
Energy Sub-total 22.9% 13.9%  -10.5% 
Energy Cost 13.2% 11.8% 3 2.5% 
Economic Development 18.8% 17.9% 2 -2.6% 
Economic Sub-total 32.0% 25.4%  -0.1% 
GHG Emissions 31.0% 15.4% 1 19.6% 
Land Use Impact 2.0% 2.3% 7 -11.7% 
Environmental Sub-total 33.0% 15.6%  7.9% 
Social Impact 12.2% 7.6% 5 2.7% 
Social Sub-total 12.2% 7.6%  2.7% 
4.4.3 PROMETHEE Outranking Analysis 
At the highest level, the PROMETHEE outranking analysis was designed to 
provide insight into the relative preference ascribed to energy transition alternatives, 
which highlighted the importance of key interactions of energy transition and economic 
growth policy. Energy transition alternatives were structured using three economic 
growth scenarios (low, baseline, and high), each with four carbon price actions ($0, $20, 
$60, and $100 per MT CO2e). A comparison of the net preference flows associated with 
each energy transition alternative is shown in Figure 4.4. The patterns that emerge from 
this analysis indicate a complex interplay of the effects of economic growth and carbon 
prices. In general, the benefits of high carbon prices generally scale with the size of the 
carbon price. In other words, higher carbon prices drive higher net preference flows. 
However, there are variations to this pattern across economic growth scenarios. For a 
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given carbon price action, the economic growth scenario that corresponds to the highest 
net preference flow varies. The most preferred alternatives combine a high carbon price 
($60 and $100) with lower (low or baseline) economic growth. The least preferred 
alternatives tend to combine a low carbon price with higher economic growth. Overall, 
the positive benefits of a carbon price seem to counteract some of the negative 
consequences of either very low or very high economic growth. 
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Figure 4.4: Complete Ranking of Alternatives 
 
A deeper analysis of the preference flows is useful in revealing the key 
determinants underlying the ranking of preferring alternatives. The aggregated preference 
flows, shown in Figure 4.5, display the positive (Φ+) and negative (Φ-) preference flows 
for each alternative in the order of the net preference flow (Φ) ranking. The positive 
preference flows indicate how a specific alternative is preferred to all other alternatives, 
whereas the negative preference flows indicate the degree to which other alternatives are 
preferred. Only those alternatives with net positive preference flows would be considered 
feasible. Thus, as no high economic growth scenario has positive net preference flows, 
high economic growth is considered an inhibiting factor for energy transition.  
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Figure 4.5: Aggregated Preference Flows 
Disaggregating these preference flows further according to each criterion provides 
an additional lens through which to analyze each alternative, as shown in Figure 4.6. The 
energy criteria – renewable energy and energy conservation – have a roughly linear 
relationship with ranking, as preference flows slope from positive to negative from the 
higher to lower ranked alternatives. This reflects that energy criteria are both highly 
weighted (39 percent) and influential in the ranking determination. The GHG emissions 
criterion (11.4 percent) also roughly tracks the performance of the energy criteria. 
Economic development (21.4 percent) is also a key determinant of preferred alternatives, 
while some trade-offs can be seen with energy cost (10.7 percent). Lower performance of 
this criterion generally coincides with higher performance along energy and GHG 
emissions criteria. The clustering of preference flows shows the alternatives that 
represent compromises across criteria, whereas alternatives with a dispersed range of 
criteria preference flows contain more distinct trade-offs. The two alternatives that best 
exhibit clustering are both baseline economic growth scenarios with a $20 or $60 carbon 
price. These alternatives achieve a compromise between criteria that results in a positive 
net preference flow. The two alternatives that exhibit the most dispersed range of criteria 
preference flows fall on the extreme of the alternative design – the high economic growth 
scenario with a $100 carbon price and the low economic growth scenario with no carbon 
price. The land use impact (13.7 percent) criterion preference flows reflect clear trade-
offs, most clearly with the renewable energy and economic development criteria. The 
performance along land use impact is approximately inversely proportional to the 
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renewable energy criterion, which allows for some of the most preferred alternatives to 
have low land use criterion preference flows.  
 
Figure 4.6: Criteria Preference Flows 
 Figure 4.7 shows an alternative perspective to highlight the range and distribution 
of preference flows for each criterion. Each point on the graph describes the criterion 
preference flow for on alternative. Most criteria have a wide range of preference flows, 
with distinct intervals between alternatives. The primary exceptions are exhibited in the 
energy conservation and energy cost criteria, which show some clustering around the 
most positive preference flows. The most and least preferred alternatives are shown with 
the black and red dotted lines, respectively. It is revealing that the most preferred 
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alternative – baseline economic growth with a $100 carbon price – maximizes preference 
flows for only two criteria – renewable energy and GHG emissions – while achieving a 
desirable compromise on other criteria. The least preferred alternative – high economic 
growth with no carbon price – generally performs poorly across most criteria, with the 
exception of economic development. These patterns reinforce the types of trade-offs 
inherent to evaluating energy transition alternatives across multiple criteria. 
 
Figure 4.7: Range of Preference Flows with Alternatives 
The PROMETHEE “Rainbow” analysis provides another disaggregated 
perspective on the ranking of preferred alternatives. In the graph displayed in Figure 4.8, 
each bar represents an alternative, and each colored slice is proportional to the 
contribution of the criterion (preference flow value times the weight of the criterion π) to 
the total net preference flow score (Φ) of the action. Positive slices correspond to the 
perceived strengths of the action, while negative slices correspond to weaknesses. This 
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graph reinforces patterns evidenced in prior figures, and adds some detail concerning the 
distribution of positive and negative preference flows, and how trade-offs emerge across 
the different energy transition alternatives. The two most preferred alternatives only have 
land use impact as a negative preference flow, while economic development and energy 
conservation have negative preference flows for the third through fifth most preferred 
alternatives. The least preferred scenarios count only economic development as a positive 
preference flow, while all other criteria are negative preference flows. The most complex 
alternatives fall in the middle, where there are trade-offs between many criteria. It is 
notable that some of the more preferred scenarios do not maximize the positive 
preference flows, but rather are a balance between positive and negative preference 
flows. The baseline economic growth scenario paired with the $20 per MT CO2e carbon 
price is an example of an alternative that is preferred to many others that have 
significantly higher positive preference flows.  
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Figure 4.8: PROMETHEE Rainbow 
Another way in which to visualize the contributions of different criteria is through 
PROMETHEE’s GAIA analysis. The objective of the GAIA analysis is to describe the 
major features of the decision analysis using a principal components analysis. This 
technique defines a series of orthogonal dimensions (principal components) that capture 
as much information about the decision space as possible. These visualizations create a 
three-dimensional representation that helps to identify clusters of, similarities between, or 
conflicts between the criteria and the alternatives. The GAIA analysis in Figure 4.9 
evidences some clear clustering patterns among the economic growth scenarios, 
indicating that these alternatives are comparatively similar. These clusters suggest that 
economic growth is a key factor in determining the scale and distribution of impacts 
among energy transition alternatives. Other patterns emerge in relation to which criteria 
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contribute most to the ranking of preferred alternatives. The thick red line indicates the 
location of the decision axes, which is essentially a weighted average of the criteria axes. 
This axis indicates the direction of the complete ranking in Figure 4.4, and thus shows the 
degree of agreement with the complete ranking. Renewable energy, GHG emissions, and 
energy costs all fall in the top left quadrant, demonstrating that they are key drivers of the 
positive net preference flows for the most preferred alternatives. The economic 
development, land use impact, and social impacts criteria all reveal a certain degree of 
disagreement with the decision axis. In other words, this weighting scheme produces 
preferences that will perform well along the renewable energy, GHG emissions, and 
energy cost, and, to a lesser degree, energy conservation criteria. However, these 
preferred scenarios contain trade-offs with performance in land use impacts, social 
impacts, and economic development.   
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Figure 4.9: GAIA Analysis 
The Input-Output (I-O) Efficiency Frontier analysis provides an additional 
perspective on how different criteria affect the evaluation of alternatives. The graphs in 
Figure 4.10 were generated based on the input (x-axis) and output (y-axis) criteria 
preference flows. Alternatives located on the efficiency frontier (the red line) are not 
dominated by any other alternative based on the two specified clusters of criteria, 
whereas those that fall far from the efficiency frontier are dominated. The criteria that 
create these dominance patterns reveal the key sensitivity points in the MCDA, or the 
drivers that impact the difference in relative preferences most strongly. The energy and 
economic criteria generate greater dispersion of alternatives far from the I-O efficiency 
  193 
frontier. In contrast, the environment criteria reveal a large proportion of alternatives on 
the I-O efficiency frontier, indicating a weaker dominance pattern.  
 
Figure 4.10: Input-Output Efficiency Frontier 
It is useful to conclude with an analysis of how sensitive the preferred alternatives 
ranking is to this particular criteria weighting scheme, as preferences may vary with 
different criteria weights. The Weight Stability Interval (WSI) analysis shown in Figure 
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4.11 identifies the weight intervals (with lower and upper bounds) in which ranking 
preferences are stable. For each alternative, the net preference flows were analyzed as a 
function of the criterion weight, and intervals determined at the point where the rank 
order of alternatives changes. The WSI analysis reveals that the ranking of preferred 
alternatives is highly sensitive to many criteria weights, particular GHG emissions and 
economic development. As economic development did not contribute significantly to the 
decision axis shown in the GAIA analysis, varying the weight of this criterion would 
primarily affect the less preferred alternatives. Varying the criterion weight for GHG 
emissions, however, would have a large impact on the ranking of the most preferred 
alternatives. It is also notable that many of the weights fall near the lower or upper bound 
of the stability interval. For instance, even though the renewable energy criterion has a 
large weight stability interval, the location of the current weight near the lower bound 
indicates sensitivity to reducing this criterion weight.  
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Figure 4.11: Weight Stability Intervals: Sensitivity Analysis 
 
An additional sensitivity analysis variations were applied to the PROMETHEE 
outranking analysis concerning the framing of social impacts. Social impacts were 
framed in the baseline outranking analysis as environmentally driven, which meant that 
the low economic growth scenario generated the most positive social impacts and the 
high economic growth scenario generated the least. A different framing for social impacts 
was devised to test the sensitivity of the outranking analysis an alternative framing in 
which social impacts were defined as a function of economic growth, wherein the high 
economic growth scenario received the highest positive social impact score and the low 
economic growth scenario the lowest social impact score. Figure 4.12 highlights how the 
rank order of preferred scenarios shifts under this framing of social impacts. The primary 
effect is in greatly elevating the evaluation of the alternative of high economic growth 
with a $100 carbon price, which ascended to the third most preferred scenario, though 
technically indistinguishable from the alternative with low economic growth and a $100 
carbon price. Apart from this change, the most and least preferred scenarios largely 
remained unaltered, which indicates a stability of preferences across social impacts 
framings.    
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Figure 4.12: Outranking Comparison Varying Definition of Social Impacts 
4.5 Discussion 
This MCDA analysis evaluated energy transition alternatives at the intersection of 
economic and energy policy using a novel application of the PROMETHEE outranking 
method. This approach revealed that energy transition alternatives are multifaceted, with 
highly interrelated energy, economic, environment, and social dimensions, and 
characterized by a complex array of trade-offs. The rational and constructivist approach 
employed in this study helped to reveal preferences and explore conflicts in the context of 
the dynamic discourse surrounding how to navigate the energy transition in Vermont.      
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4.5.1 Criteria to Evaluate Energy Transition Alternatives 
The criteria definitions and weights provided the initial framing of how energy 
transition alternatives were analyzed. There were six quantitative inputs spread equally 
across the energy, economic, and environmental criteria, and inputs were based on 
modeling and analytical studies that preceded this study. A seventh qualitative criterion 
was added to capture social impacts. The relative importance, or the weight, attributed to 
each of these quantitative criteria was generated through a stated preference conjoint 
analysis that provided initial criteria weights. The most heavily weighted criteria were 
renewable energy and economic development, which served as a useful framing for how 
Vermont energy experts perceived the underlying purpose of the CEP and associated 
energy transition policies. At the conclusion of the focus group process, these initial 
criteria weights were revised in response to the deliberation, which largely focused on 
using GHG emissions reductions as a central organizing principle for evaluating energy 
transition alternatives. Further elaborating on the meaning and importance of social 
impacts was also a key focus of the focus group deliberation. As such, the revised criteria 
weights revealed a slight shift to higher weights for the GHG emission and social impact 
criteria, but otherwise generally resembled the initial weights. These weights, however, 
varied considerably from the criteria weights generated from the point allocation 
exercise, which exhibited more of a convergence on GHG emissions as the criterion of 
primary importance. The energy criteria received significantly lower weights, as they 
were considered to be implementation strategies to achieve GHG emission reductions, 
and therefore ancillary to the primary goal of creating a low carbon economy. It was 
notable that many stakeholders advocated for additional criteria to refine the description 
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of energy transition alternatives. However, when asked to allocate points across the seven 
original criteria, many employed a heuristic to simplify the alternatives by eliminating the 
criteria deemed of lesser importance. 
The qualitative criterion, defined in terms of social impacts, added a dimension to 
this analysis that was not only subjective, but also required that stakeholders develop 
their own interpretation of the definition. It was the purpose of this study to force 
stakeholders to grapple with the complex trade-offs between quantitative criteria in the 
context of a qualitative social criterion designed to elicit stakeholder attitudes and values 
that may not have otherwise had a venue for expression. As the social impact criterion 
was further defined throughout the stakeholder process, it was ascribed a higher weight. 
It was not possible to conduct a robust evaluation of the potential social impacts of each 
energy transition alternative. As a consequence, two framings of social impacts, as either 
environmentally or economically determined, were used to conduct a simple sensitivity 
analysis on the impact of the definition of the social impact criterion on the ranking of 
preferred alternatives. Across these two framings, social impacts were, at best, partially 
aligned with the decision axis and not considered primary factors in driving the 
preference flows for the most preferred alternatives. Nonetheless, this analysis suggests 
the need for further emphasis on incorporating a robust treatment of social impacts in the 
evaluation of energy transition alternatives.  
The PROMETHEE preference flow and GAIA principal components analysis 
helped to address the question of which criteria were most important in determining the 
ranking of preferred alternatives. It could easily be assumed that the renewable energy 
and economic development criteria, having the highest weights, would be most 
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influential in the identification of preferred alternatives. However, due to the complexity 
of trade-offs across criteria, the most preferred energy transition alternatives are 
necessarily a compromise between criteria. This can lead to counterintuitive results in 
terms of which criteria are most in agreement with the decision axis. The renewable 
energy and GHG emissions criteria were both strongly aligned with decision axis, while 
the energy cost and energy conservation criteria were in partial alignment, though less 
discriminant. The social impact, land use impact, and economic development criteria 
were not in alignment with the decision axis, which delineates where the most preferred 
alternatives represent trade-offs with lower ranked alternatives. This result is particularly 
interesting in the case of the economic development criterion, which was the second most 
highly weighted criterion, but for which performance was not a primary factor in 
determining the most preferred alternatives. 
4.5.2 Economic Growth Scenarios 
Economic growth trajectories were used to frame energy transition alternatives 
into low, baseline, and high growth scenarios. The PROMETHEE outranking analysis 
helped to identify preferences in relation to the economic growth trajectory most 
conducive to generating positive net preference flows. Some patterns related to economic 
growth have been evidenced in the analysis, while others require a deeper exploration of 
the complex trade-offs associated with different carbon price actions. 
Higher economic growth rates accentuated both the positive and negative 
performance of energy transition alternatives. Thus, the range of outcomes increased with 
higher economic growth, which resulted in complex trade-offs across the energy, 
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economic, environmental, and social criteria. For instance, economic growth can help 
drive development of new renewable energy capacity, however, this growth also requires 
expanded use of conventional energy sources such as fossil fuels. This resulted in a 
dilemma in which accelerating renewable energy development through economic growth 
also yielded higher GHG emissions and lower energy conservation returns as a result of 
the continued demand for conventional energy. A positive consequence of high economic 
growth can be seen in the growth in renewable energy jobs, captured by the economic 
development criterion, but these positive preference flows were generally outweighed by 
poor performance not only within the energy criteria, but also the energy cost and land 
use impact criteria. Even if the social impact of high economic growth is very positive, 
most energy transition alternatives within this scenario are among the least preferred.  
On the other hand, lower economic growth restricts the range of performance 
along certain criteria, but greatly enhances performance along others. There is relatively 
lower performance in the renewable energy criterion, but this also reduces the negative 
consequences in the land use impact criterion. From a GHG emissions perspective, lower 
economic growth provides a much clearer path to a low carbon future due to the lower 
total energy requirements of the economy. However, these benefits undermine the 
potential for positive economic development outcomes. While energy costs remain low, 
the renewable energy job generation potential is also low. If there are highly positive 
social impacts associated with low economic growth, some of these scenarios become 
among the most preferred energy transition alternatives. If there are low social impacts 
associated with low economic growth, the energy transition alternatives within this 
scenario generally fall in the middle of the rank order.   
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The baseline economic growth scenario provided the most balanced preference 
flows across criteria, which resulted in comparatively high rankings. These energy 
transition alternatives generally had among the least negative preference flows, which 
when balanced with the positive preferences flows, resulted in highly positive net 
preference flows and high rankings. The two most preferred energy transition alternatives 
were both from the baseline economic growth scenario, each with only the land use 
impact criterion generating negative preference flows. The two lower ranked energy 
transition alternatives within this scenario both exhibited the smallest range of preference 
flows, which, on balance, led them to be ranked higher than many alternatives with 
significantly higher positive preference flows paired with more negative trade-offs.  
4.5.3 Carbon Price Actions 
The crux of the energy policy decision analysis revolved around the preferred 
carbon price, which was represented as energy policy actions in the PROMETHEE 
analysis. Overall, higher carbon prices were associated with more highly ranked energy 
transition alternatives, as carbon pricing enhanced the performance of energy transition 
alternatives across many criteria. In general, the status quo and low carbon prices of $0 
and $20 per MT CO2e, respectively, generated net negative preference flows. This 
indicated that, on balance, these alternatives were among the least preferred, even though 
some of them generated high positive preference flows for certain criteria. In contrast, the 
medium and high carbon prices of $60 and $100 per MT CO2e, respectively, generated 
net positive preference flows, though primarily in the low and baseline economic growth 
scenarios. Thus, the most preferred combination was of low to baseline economic growth 
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with a medium to high carbon price. These energy transition alternatives generated the 
highest net preference flows, and arrived at the most desirable compromise across 
criteria. The primary sources of negative preference flows for these preferred alternatives 
was in the land use impact the economic development criteria, which reinforces the 
finding that even these highly preferred alternatives come with a spectrum of trade-offs. 
The finding that the highest carbon prices are associated with the most preferred energy 
transition alternatives provides a compelling counterpoint to the argument that pricing 
carbon would not generate net benefits to society due to the implied energy cost burden.  
4.6 Conclusions 
Vermont is at a crossroads in determining the most socially desirable and 
feasibility pathway for a renewable energy transition. The most fundamental conclusion 
of this study is that economic growth and energy policy must be pursued in tandem if a 
transition to renewable energy is to be achieved with a desirable balance across energy, 
economic, environmental, and social dimensions. The most preferred energy transition 
alternatives achieved this balance with low to baseline economic growth paired with 
medium to high carbon prices. Some of the comparatively lower performance of high 
economic growth scenarios was counterbalanced with high carbon prices, though high 
economic growth remained, in general, a countervailing force to a socially desirable 
pathway to energy transition. Higher carbon prices, on the other hand, helped to unlock 
many of the potential benefits of energy transition, though not without their own suite of 
trade-offs. 
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Optimizing across any one dimension of the energy transition, however appealing 
from a cognitive standpoint, generally lead to suboptimal performance of the alternative 
when accounting for multiple criteria. The complexity of energy transition often lures 
both proponents and opponents to reduce the endeavor to a minimum number of drivers 
or impacts. This approach precludes a more holistic and comprehensive treatment of 
potential energy transition alternatives. As seen in this study, even increasing the number 
of criteria in consideration to seven places a heavy cognitive burden on the decision 
analysis. Even so, this multi-criteria representation of energy transition alternatives was a 
gross simplification of these complex phenomena that also approached the limit of what 
even expert stakeholders could reasonably evaluate without attempting to reduce the 
variables under consideration. The focus group deliberations of expert stakeholders 
revealed both a deep understanding of the many interrelated dimensions of the energy 
transition, but also a stark limitation in their ability to satisfactorily develop rational and 
consistent preferences when confronted with trade-offs, at both the individual and group 
level. Notwithstanding, the deeply embedded process of energy transition touches on 
innumerable dimensions of modern life in Vermont, and thus the temptation to add more 
dimensions, criteria, and alternatives will likely persist.        
The exploratory approach employed in this study represents just one method of 
integrating diverse criteria and values into a rational framework for analyzing 
preferences, trade-offs, and conflicts. The findings from the focus group process suggest 
that the focus on quantitative criteria often comes at the expense of a robust treatment of 
qualitative criteria related to social dimensions. Some evidence of this bias has been 
witnessed in the policymaking process surrounding the CEP, which is typical of many 
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such policymaking processes. Herein lies an untapped opportunity to broaden the positive 
social outcomes of the energy transition by treating them as of equal importance to more 
conventional techno-economic factors. The integration of incommensurable quantitative 
and qualitative criteria has been a critical limitation of many cost-benefit analyses 
focused on long-term energy policy and planning. The MCDA analysis implemented in 
this study represents a robust alternative approach more capable of meeting the challenge 
of navigating the many complex dimensions of the energy transition policy discourse.   
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CHAPTER 5                                                                          
CONCLUSION 
 
There is a growing consensus that a transition to renewable energy and a low-
carbon economy is essential for the future prosperity and security of modern civilization. 
The moral thrust underpinning such a transition is finding increasing traction in the 
policymaking process from the global and local stage. Momentum is building buoyed by 
favorable economics and innovative business models. Consequently, the renewable 
energy transition is now often framed as not just a possibility but an inevitability. Yet, not 
all energy transition pathways and agendas are in alignment, and win-win scenarios will 
likely elude proponents that overlook the myriad challenges inherent to a successful 
energy transition that generates broad benefits for society. In this dissertation, I have 
sought to cast a critical eye on potential renewable energy transition scenarios, in hopes 
of illuminating essential themes surrounding the potential limits to technological change, 
the nexus of energy and economic policy, and the unintended consequences and trade-
offs of scaling this transition. The following discussion outlines my fundamental 
conclusions, ranging from those directly supported by my research to those that I have 
gleaned from extensive reading and exposure to the vast energy transitions literature.  
5.1 Complexity and Energy Transitions 
Energy transitions are inherently complex phenomena, with myriad interrelated 
technological, economic, institutional, and behavioral dimensions. As such, they create a 
rich subject for study and analysis from a wide variety of disciplines. The approach that I 
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have taken in this dissertation blends complex systems modeling with ecological 
economic theory. The complex systems modeling methods I employed drew from system 
dynamics and spatial agent-based modeling to address the energy, economic, and 
environmental dimensions of the energy transition. Building on these results, I explored 
complex trade-offs across alternative energy transition scenarios using methods from the 
decision sciences. This methodologically pluralistic approach touched on various threads 
of ecological economic theory and critical discourses with the intent of contributing 
towards the growing energy transitions literature.  
In the system dynamics energy modeling study, I focused on the intersection of 
energy and economic policy, with the intention of exploring the limits of the price effect 
and the role of economic growth in energy systems transition. The system dynamics 
model that I developed to address these lines of inquiry was necessarily reductive in its 
representation of the energy-economic system. Herein lies one of my key takeaways 
concerning the complex task of modeling energy transitions; all energy transition models 
are incomplete representations of the structure or behavior of the energy-economic 
system, and therefore systems modeling may be most productively used to help craft 
overarching narratives to help guide the direction of energy transition policy. Given the 
high degree of uncertainty in forecasting technological change and adoption, the notion 
that energy systems models can predict technology winners and losers is easily refuted, 
especially over long time horizons. By way of example, the renewable energy 
technological learning and penetration forecasts generated just a decade ago almost 
universally failed to capture the rapid dynamics of change in the energy system witnessed 
in the intervening period up to the present day. Perhaps the increased sophistication in 
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computing and modeling gives us greater confidence in the models that we are presently 
developing, but I would submit that these models suffer from the same limitations as 
those of the past, namely a limitation of the human imagination to fully capture the 
unknowns (e.g., new technologies, business models, efficiency frontiers, adoption 
patterns, etc.) embedded in our complex and interconnected energy-economic system. 
However, energy systems modeling can elucidate the critical drivers of change in a broad 
sense, which can help cultivate more of a systems perspective on energy transition and 
the supporting technology development and policymaking processes. Seen through this 
lens, my energy-economy modeling study directs attention to the necessary but 
insufficient role of internalizing the social cost of carbon into energy prices, the enabling 
or inhibiting role of economic growth policy, and the potential limits to technological 
change in the transition to renewable energy. The first two themes shall be addressed in 
further detail in this section, while the final concept will be explored in greater detail in 
Section 5.4.  
The underlying rationale of getting the price “right” supports the use of energy 
price regimes to drive renewable energy adoption. Internalizing a social cost of carbon 
into energy prices will further tilt energy price differentials in favor of low-carbon 
alternatives, namely renewables such as solar and wind. But even in the most aggressive 
carbon price scenarios, this price signal is insufficient to the task of inducing an 
economy-wide shift to renewable energy. This is primarily due to limits to technological 
substitution and embedded path dependency, which will be addressed in more detail in 
subsequent sections. A secondary, but no less important, issue concerns the role of 
economic growth. A key finding is that low economic growth creates better conditions 
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for a low-carbon economy characterized by high levels of energy conservation, which is 
complemented renewable energy technologies that can supplant conventional energy 
technologies. In contrast, higher economic growth creates better conditions for 
accelerated renewable energy deployment, though dependence on fossil fuel energy may 
persist due to the higher energy requirements of the economy. The pursuit of high levels 
of long-term economic growth may, therefore, be antithetical to transitioning to a low-
carbon economy. As a policy matter, an optimal carbon price can only be determined in 
the context of the socially desirable long-term economic growth policy.  
An extension of this discourse touches on the much-debated concept of green 
growth, in which long-term economic growth is sustained by the economic development 
generated by the pursuit of environmental sustainability. Economic growth, both as a 
historical and future phenomenon, is essentially a driver of energy and material 
consumption, albeit with higher efficiencies over time. Green growth presupposes that 
economic growth can be decoupled from its energetic and material base, an assertion that 
fundamentally misunderstands the physical and thermodynamic foundations of the 
economy, rendering the concept virtually meaningless. Rather than proliferating such a 
counterproductive policy construct, energy transition policy needs to be redirected to 
building a low-carbon economy in the context of qualitative improvements in human 
prosperity, rather than the misdirected pursuit of sustained quantitative growth in 
consumption, which is an increasingly poor proxy for human prosperity and wellbeing.  
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5.2 Energy Transition and the Environment 
A primary impetus behind the renewable energy transition is reducing the 
environmental impact of energy consumption. The ubiquity of energy in nearly every 
facet of the human economy renders it a good proxy for society’s impact on the 
environment. Thus, the renewable energy transition also becomes synonymous with 
sustainable development, at least based on the Brundtland Commission’s definition. 
Despite its “clean” moniker, renewable energy is not without its own set of 
environmental impacts, especially when the critical issue of the scale of the energy 
system is taken into account.  
I explored a specific thread of this inquiry in further detail through modeling and 
analyzing the energy-land nexus using a spatial agent-based modeling approach. There is 
a vibrant discourse surrounding the implications of moving from the legacy centralized 
energy system dependent on high quality energy sources (e.g., petroleum and nuclear) to 
one that depends on lower quality, diffuse energy sources (e.g., solar, wind, and biomass) 
that require a more distributed physical layout for energy provision and generation 
facilities. There are many social overlays to this debate, and proponents of the transition 
to renewable energy often tout the democratizing effect of promoting small-scale self-
generation and connecting populations more closely to the source of their energy 
consumption. Often lacking in the consideration of a distributed energy future is the fact 
that it will necessarily create novel resource-energy trade-offs that are different from 
those produced by the current centralized energy supply system.  
From a full lifecycle perspective, conventional fossil fuel energy imposes 
substantially higher costs on society compared to renewable energy. From the oil fields 
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and coal mines through vast infrastructural networks to utilization in power plants, 
vehicles, and buildings, there is a litany of environmental and social impacts from the 
global to the local scale that have been well documented. However, the critical issue 
concerns how the distribution of impacts changes in a renewable energy-based economy. 
The legacy fossil fuel energy system has a highly decentralized, expansive supply chain 
that converges to a relatively concentrated energy distribution network. In places such as 
Vermont, this supply chain is largely invisible, the impacts of which have been exported 
to other geographies and populations. The primary evidence of this supply chain can be 
seen at the point of consumption in power plants, buildings, and transportation vehicles. 
A distributed renewable energy paradigm, in contrast, is characterized by a relatively 
streamlined supply chain diverging into diffuse distribution networks of comparatively 
small electricity generators and energy providers. At a local level, the demand for new 
and sustainable energy provision will likely place pressure on existing land uses in ways 
that the current fossil fuel energy system does not. As such, while a renewable energy 
transition may reduce the aggregate impact of energy consumption, especially related to 
climate impacts and air and water pollution, the distribution of environmental impacts of 
renewable energy consumption will create a novel set of complex trade-offs that have 
heretofore not been a critical issue for energy, land, and environmental planning.  
The environmental benefits of renewable energy technology do not derive from 
the manufacturing phase. Energy technologies across the spectrum of conventional and 
renewable are all manufactured using metals (from industrial steel to rare earth metals), 
materials, and chemicals often in highly toxic, energy-intensive industrial processes. 
Moreover, there is some concern that global supply bottlenecks may be encountered as 
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renewable energy technology production scales up, which could cause global equity and 
rationing dilemmas in the future. Seen through this lens, renewable energy technologies 
are not a panacea, and proponents should not overlook the potential consequences of 
scaling up these technologies. The real paradigm shift comes from the standpoint of the 
fuel source, wherein renewable energy technologies, with varying degrees of efficiency, 
rely on the flow of solar energy in various forms – insolation, wind, biomass, biofuel, and 
geothermal, among others. These energy sources are renewable because they are derived 
from energetic flows that are non-rival. Fossil fuel energy, in contrast, is derived from a 
stock of stored energy that is both rival and excludable, and therefore finite and 
diminishing with use. Transitioning to a renewable energy-based economy would 
increase society’s reliance on virtually limitless energy flows, rather than eroding its 
finite stock of natural and physical capital. But to reiterate, the manufacturing and 
deployment of renewable energy technologies will generate a suite of new environmental 
challenges that will need to be addressed and mitigated. Nonetheless, it is imperative that 
the legacy fossil fuel energy regime progressively be replaced with a renewable energy 
regime. The challenge of achieving this transition should be a focal point of energy, 
economic, and environmental policy for many decades to come.   
5.3 Looking to the Horizon of Energy Transition Policy 
The complex and multi-layered dynamics underpinning the renewable energy 
transition necessitates that policy development incorporates more integrative and 
adaptive approaches. To date, energy transition policy has often taken the form of 
renewable portfolio standards and GHG reduction targets, buttressed by various types of 
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economic incentives and new market structures designed to make renewable technologies 
more cost-competitive. The aggregate effect of these policies has been to catalyze the 
initial stages of large-scale deployment of renewable technologies from utility- to small-
scale systems, resulting in accelerated rates of technological learning. The emphasis of 
much of this policy has been on spurring energy technology adoption through market 
mechanisms, often to the exclusion of a deeper consideration of the consequences of 
renewable energy technology deployment at scale and the spillover environmental and 
social impacts. The complex trade-offs concerning sustainable scale and the distribution 
of benefits and costs of the renewable energy transition was a primary focus of my multi-
criteria decision analysis study. A secondary aim was to add a social impacts overlay to 
the energy transition scenario analysis process, which heretofore had been focused on just 
the energy, economic, and environmental dimensions. An essential finding of this study 
was that group and stakeholder preferences vary based on perceived trade-offs between 
energy, environmental, economic, and social criteria. In other words, there are no 
dominant energy transition scenarios which maximize performance across all criteria. 
Higher performance in terms of renewable energy penetration may cause negative 
economic, environmental, or social impacts. Thus, policy that focuses just on the energy 
equation may overlook impacts in other arenas perhaps not traditionally in the purview of 
energy policy. Some overarching principles emerged from this analysis which can be 
used to help guide energy transition policymaking.     
An essential enabling factor for the renewable energy transition is determining the 
sustainable scale of the energy system. The scale of the energy system is largely the 
product of the economic demand for energy and the energy price regime employed to 
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govern the composition of that demand. Sustained long-term economic growth will 
continue to increase the scale of the energy system, which will create trade-offs, the most 
important of which is between renewable energy development and GHG emission 
reductions. A progressively larger energy system may incorporate renewable energy to 
meet the incremental increase in demand, but that added renewable capacity may not 
supplant the base of conventional energy. If renewable energy does not replace 
conventional energy, the carbon intensity of economic production is reduced, but no 
absolute reductions in GHG emissions are achieved. Since climate mitigation is a product 
of absolute GHG emission reductions, sustaining high rates of long-term economic 
growth counteracts the acceleration in renewable energy adoption. Navigating these 
complex dynamics requires that adaptive management constructs be employed to 
progressively monitor and respond to the emergent outcomes resulting from policy 
initiatives across energy, economic, environmental, and social dimensions.     
A critical question for Vermont will be the degree to which limiting the growth in 
the scale of the energy system through energy conservation becomes a primary aim of 
energy transition policy, rather than the current focus just on technological substitution to 
renewable energy. Moreover, given the resultant energy requirements of the state’s 
economy, a secondary line of questioning concerns how dependent will Vermont remain 
on energy imports. Vermont will likely continue to have the option to import 
hydroelectricity from Québec well into the future. However, if Vermont elects an energy 
future highly dependent of energy imports, it will miss the opportunity to address the 
critical issue of the scale of the energy system and the consequent impacts on land use 
and resources within state borders. To put in place a negative feedback, in which 
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Vermont would meet future energy needs within what is available with finite and 
valuable in-state resources, would provide a powerful signal to Vermont citizens and 
policymakers as to the sustainable and desirable scale of the Vermont energy system. 
Otherwise, Vermont’s energy and economic policy will remain decoupled, as economic 
growth can be sustained through an import-based energy system that shifts its impacts to 
outside state borders. Policy designed to achieve a sustainable scale for the energy system 
is largely lacking, which represents a significant opportunity to further enable the 
transition to a low-carbon economy.   
Another principle that emerged from the multi-criteria decision analysis concerns 
the just distribution of the benefits and costs of the renewable energy transition. The 
notion of what constitutes “just distribution” is very much a product of social preferences 
and values, and can vary over time and across different sociocultural contexts. It was 
revealed in the deliberative stakeholder process that social dimensions of the energy 
transition are easily subordinated to techno-economic or environmental evaluative criteria 
due to their perceived subjective aspect and qualitative nature. Yet, the transition to 
renewable energy is not only a technological and policy endeavor, but also a social 
transformation that has the potential to fundamentally repurpose the energy-economic 
system to support broad and enduring qualitative economic development and social 
wellbeing. As such, energy transition policy efforts will necessarily have to grapple with 
the layered socio-technical process of transformation management in the context of 
diverse social preferences and values. The promise underpinning the energy transition is 
not just that it can usher in a new generation of energy infrastructure better suited to meet 
the demands of a low-carbon future, but also that it can serve as a platform for social 
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progress thereby enhancing the long-term prosperity for Vermont. The ethical imperative 
of energy transition need not only apply to overarching generational challenges such as 
climate change mitigation, but also to the quotidian challenge of empowering 
marginalized and vulnerable populations, an essential part of achieving the policy goal of 
just distribution in the context of energy transition. In doing so, policymakers will be able 
to better navigate the complex array of trade-offs inherent to any energy transition 
pathway and achieve a socially desirable balance of benefits and consequences. 
5.4 Scale and Limits to Technological Change  
Technology is often touted as the solution to achieving a low-carbon economy 
that can sustain human civilization for centuries to come. Yet, technology has also been 
the primary cause of the accelerated exploitation of the earth’s living systems to the point 
where planetary boundaries are being approached or exceeded. A transition to a low-
carbon economy by technological means alone would constitute a major break from the 
historical consequence of technological change. The technological optimist viewpoint 
willfully ignores a body of evidence that establishes an incontrovertible relationship 
between technological progress, economic growth, and environmental damage. 
Historically, technology has unlocked a vast potential for economic growth, which has, in 
turn, had increasingly deleterious impacts on the ability of earth’s systems to sustain life. 
A central thesis of the transition to renewable energy is that this new wave of 
technological change will be different; this time, rather than increasing the exploitation of 
energy and resources, technological change will create a low-carbon economy that 
generates prosperity and human wellbeing through using less resources more efficiently. 
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There are, however, many unresolved questions related to the degree to which this thesis 
holds true as renewable energy technologies scale passed their current low penetration 
levels, and, moreover, what economic scale can be supported with renewable 
technologies alone.  
The global energy system is a deeply entrenched network of economic, 
infrastructural, and resource relationships. It is hard to understate the degree to which our 
institutions – markets, governance, and policy – are tethered to their developmental 
origins during a period of unprecedented energy wealth. The period since the Industrial 
Revolution will undoubtedly be seen as an anomaly in human history with an abundance 
of energy and resource wealth that has fundamentally transformed the scale and impacts 
of human endeavor across the planet. The emergent energy system is predominantly run 
on fossil fuels, comprising approximately 85 percent of the world’s energy use, and 
associated with a vast array of supporting infrastructures, industries, and technologies. 
The deep inertial pull of this system is a product of its scale, complexity, and 
embeddedness.  
In understanding the scale of the energy system, stocks and flows are often 
conflated. In the emerging transition to renewable energy, the stock of energy supply 
technologies and related infrastructure is starting to undergo a shift based on changes in 
the flows of new energy development. However, energy supply stocks are vast in 
comparison to the flows of new energy developments, which implies that the rate of 
system transition will be slow. Even though renewable electricity surpassed conventional 
electricity in terms of new capacity developed for the first time ever in 2015, the overall 
impact on the world’s energy portfolio was marginal. Technology turnover is a protracted 
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process that greatly dampens the pace of transition enabled by technological progress, 
policy, or economics. While increasing the flow of new renewable energy capacity is 
positive for transitioning the electric power sector, supplanting electricity generated from 
coal and natural gas will take decades, if not longer. Moreover, this eventuality is 
contingent on the ability of complementary technologies such as demand response and 
energy storage to enable variable generation from solar and wind to replace the baseload 
and dispatchable generation from coal and natural gas.  
An expansive network of energy, economic, and resource interrelationships 
depends upon the configuration of the modern fossil fuel-based global energy system, 
which creates a high degree of embedded path dependency. The obstacles to a renewable 
energy transition are formidable precisely because it constitutes not just an exchange of 
one perfectly substitutable energy source for another, but rather a fundamental 
reconfiguration of the energy system, from the global to local level. Another essential 
analytical lens is, therefore, the limits to energy technology substitution.  
While there are viable renewable substitutes in the electric sector, there is, 
unfortunately, no readily available analog in the transportation sector. The transportation 
sector remains nearly entirely dependent on liquid fossil fuels, with few viable substitutes 
at a meaningful scale. The supposition that the transportation sector can be decarbonized 
depends on the belief that biofuels will achieve new economies at an unprecedented scale 
or that the sector can undergo a wholesale electrification. Neither option seems likely or 
even necessarily desirable. Biofuels are hampered by low energetic returns and limits to 
available feedstocks that often create negative spillover effects in agriculture and other 
land-based industries and economies. Electrified transportation comprises a negligible 
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portion of worldwide transport, and may never be feasible for planes and cargo boats. 
Moreover, electrifying transportation merely shifts the decarbonization problem back to 
the electric sector, which would exacerbate the challenge of scale in that sector. 
Confronting the challenge of scale places the renewable energy transition in 
context, and starts to illuminate some of the critical limits to technological change, 
especially in short timeframes. These limitations are less pronounced in smaller 
geographies, especially for a low population state such as Vermont. The small scale of 
Vermont’s energy consumption, especially relative to its underlying resource and land 
base, makes the challenge of energy transition less daunting compared to more urban and 
industrial states. Yet, the challenges that Vermont faces still bear resemblance to those 
faced in the global energy system. Laudable success has been achieved in the electric 
sector, both in policy and implementation on the grid, yet essentially no precedent exists 
for achieving the level of renewable electricity penetration stipulated in various policies 
and statutes. Of course, Vermont has a shortcut to a renewable electricity future through 
increasing imports of hydroelectricity from Québec, even though many states do not 
consider hydroelectricity a renewable energy source due to the high ecological impact of 
dams. Vermont has made an exception to this rule that affords it a relatively easy means 
of achieving its ambitious renewable energy targets without confronting the energy 
system scale issue. The debate about hydroelectricity notwithstanding, the surge in solar 
and wind development within state borders has contributed to the belief that a renewable 
electricity future is well within grasp, both technically and economically, albeit with the 
caveat that advancements will be needed in complementary technologies as variable and 
distributed renewable generation penetration increases.  
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There are large obstacles to overcoming limits to technological substitution in the 
transportation, and to a lesser degree, thermal sectors in Vermont. While technological 
solutions to decarbonizing these sectors exist on the margins, particularly for those that 
are not price sensitive, whether these solutions can scale beyond early adopters and 
demonstration projects remains to be seen. This dilemma highlights the fact that the 
transition to renewable energy will most likely not occur in lockstep across economic 
sectors or socioeconomic groups. The electric sector has evolved to the point where 
deployment and addressing technical challenges that may arise in high penetration 
scenarios are the primary concern. Low-carbon technologies in the transportation sector 
are still at an earlier stage of technology development, experimentation, and 
commercialization, which means that decarbonizing this sector will, at best, lag behind 
the electric sector, and may encounter greater barriers to technological substitution. To a 
lesser degree, a similar pattern holds for the thermal sector. Across all sectors, there may 
be diminishing returns and other barriers to scaling low-carbon technologies to be the 
dominant energy regime of the future. On a more optimistic note, it is always possible 
that leap frog technologies could emerge in the future that would overcome some of the 
currently perceived limits to technological substitution. But even if some miracle 
technology does emerge, it would still face similar challenges in scaling to be a dominant 
force in the global energy system. 
5.5 Concluding Thoughts 
Throughout this dissertation, I have explored many facets of the energy transition, 
and arrived at many conclusions, some anticipated, others not. This general area of 
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research is vast, spanning many disciplines, and divided between retrospective studies of 
historical energy transitions and modeling and forecasting studies of potential future 
energy transition scenarios. In the context of this exciting and rapidly expanding 
literature, it was, at times, difficult to situate my research in a defined camp of thought or 
analysis. Particularly in complex systems modeling, the question of system boundaries, 
what phenomena are critical to the research question, and how to capture complex 
techno-economic or environmental dynamics in a simplified and generalized model were 
all substantial challenges that required me to delve into a wide range of fields from 
economics and statistics to socio-technical transition studies and decision analysis. In 
tackling these challenges repeatedly and with the help of various outside perspectives, I 
gained a deep appreciation of how decidedly nondeterministic the process of energy 
transition has been historically and will likely be in the future.  
A broad brush can be used to paint the overarching themes of energy transition, 
but these are punctuated with discrete events, institutions and people, and other 
phenomena that can significantly influence the tide of energy transition over long 
timeframes and extensive geographies. I hope that my work has added some layers and 
texture to the canvas of thought emerging concerning the ongoing transition to renewable 
energy that will be a critical challenge for human civilization well into the future. While 
from an ethical standpoint I am a proponent of this transition, I, nonetheless, have had to 
cast a skeptical and critical eye to this endeavor. Renewable energy, with its powerful 
symbolism in the modern world, can all too easily be reduced to being “the solution.” 
Framing this new wave of technologies as the solution to the litany of environmental, 
economic, and social problems largely attributable to conventional energy technologies is 
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tinged with hubris and hyperbole. I have sought to shed some light on the potential 
unintended consequences of blindly pursuing the path of technological optimism.  
Certainly, technology will be essential in breaking the world’s dependence on 
conventional energy, but change in arguably society’s most essential technological 
system must coevolve with our social and economic systems. Doing so will require an 
integration of energy, economic, environmental, and social policy to an unprecedented 
degree through a process that will not lend itself to simple or optimal solutions. This 
deliberative process will be protracted and contentious, but if guided with the requisite 
inclusiveness and legitimacy, could yield substantially more equitable and, dare I say, 
sustainable outcomes than reliance on antiquated market-centered thinking. The pursuit 
of a low-carbon economy is colored by its many high moral and ethical aspirations. 
Constructing this narrative is more than a matter of technical studies, sophisticated 
models, and clever analyses. It will require collectively imagining, designing, and 
analyzing a vast mosaic of experiments from the global to the local in order to progress 
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APPENDIX 1A                                                                              
OVERVIEW OF ENERGY-ECONOMY MODELS 
 
NEMS 
The National Energy Modeling System (NEMS) model endogenously generates 
equilibrium prices and demands per fuel type and per economic sector (Gabriel et al., 
2001). All installed capacity and stocks with demand profiles (i.e., housing stock, 
commercial building stock), and some technological possibility curves and energy 
intensities are considered exogenous to the model, along with all U.S. macroeconomic 
activity. Endogenous to the model are energy prices and demand per sector and per fuel 
type. For many sectors these estimates are built up from bottom-up projections of, for 
instance, vehicle-miles-traveled for the transportation sector or energy demand by service 
for the commercial, residential, and industrial sectors. This is a high degree of resolution 
to the endogenous outputs of the model across sectors, while not down to the level of 
specific technological profiles for most sectors. In addition to these demand and 
macroeconomic components, there are also detailed supply modules which make 
endogenous projections of factors such as oil and natural gas production given exogenous 
inputs of historical consumption patterns, supply curves, and pipeline and storage 
constraints. NEMS calculates prices based on a simulation of the cost-of-service (average 
cost) method and market prices for electricity generation, which are based on marginal 
costs. These costs are combined with the generation costs to get a more complete picture 
of energy costs from different perspectives. 
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MESSAGE 
The MESSAGE-MACRO model is a partial equilibrium model with coupled 
macroeconomic and energy modeling components (Messner & Schrattenholzer, 2000). 
MESSAGE is a dynamic systems engineering model that uses a linear programming 
approach to model energy supply and MACRO is a non-linear macroeconomic model. 
The MESSAGE model uses a reference energy system as a starting point that captures 
energy carriers and conversion technologies, which are inputs to the model initially and 
are then endogenously altered by processes in the model. The model assumes that 
economic growth and the overall energy intensity is exogenous, along with projections of 
technological change over time. Energy demand is also exogenous to the model, though 
an initial business-as-usual energy demand projection is needed as a starting point around 
which the model can iterate. Endogenous model outputs include optimal energy supply 
and utilization, resource extraction profiles, energy investment requirements, and GHG 
and criteria pollutant emissions profiles. MACRO is based on a utility maximization 
function designed with a representative producer or consumer in each world region. The 
main variables of the model are the capital stock, available labor, and energy inputs, 
which together determine the total output of an economy according to a constant 
elasticity of substitution production function. The model’s most important exogenous 
drivers are the rates of change of total labor and energy intensity. MACRO receives 
energy demand inputs from MESSAGE in two broad categories – electric and non-
electric demand – and uses that cost information to perform the intertemporal utility 
maximization. At that point, the model can iterate between the MACRO and MESSAGE 
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components, as MACRO outputs can be translated into final energy demand, which serve 
as inputs to the MESSAGE model, which then optimizes system cost and adjusts the 
energy demand and shadow prices.  
MARKAL 
The MARKet ALlocation (MARKAL) model is a demand-driven linear 
programming model that is typically used to minimize system cost around some 
constraint (Seebregts et al., 2002). It is a bottom-up technology model, which, in some 
versions, is coupled with a simplified top-down macroeconomic model (MACRO 
described above). The energy model structure is primarily defined by the user and 
includes all energy carriers involved with primary supplies, conversion and processing, 
and end-use demand for energy services. The demand for energy services may be 
disaggregated by sector or by specific end uses within a sector. All energy demand, 
however, is exogenous to the model, except in the case when MARKAL is coupled with 
a microeconomic model (MICRO) in which energy demand is responsive to price. Except 
in the case of these exceptions, cost is the only real endogenous variable in the MARKAL 
model, with all energy demand and technology assumptions being exogenous inputs into 
the model. A more recent evolution of MARKAL is the TIMES (The Integrated 
MARKAL-EFOM System) model, which is similar to the MARKAL-MACRO coupled 
model mentioned above, but with a higher degree of spatial resolution. This model takes 
a similar approach as described in the MESSAGE-MACRO model, in which equilibria is 
computed by maximizing the discounted present value of total surplus to producers and 
consumers. This maximization via linear programming is subject to constraints such as, 
primarily, meeting sector-specific energy demands, as well as, supply limits, 
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technologically specific technical constraints, investment constraints, etc. Similar to the 
original version of MARKAL, TIMES keeps energy demand, technological progress, as 
exogenous to the model, while costs are endogenous to the model. The primary function 
of these models are in selecting the least cost suite of technologies, perhaps in response to 
a policy driver, that can meet a specific target such as an energy mix or GHG/criteria 
pollutant target. A version of TIMES was used as the modeling platform in the Total 
Energy Study (PSD, 2014), which assessed different policies to achieve the goals set 
forth in the CEP. 
SWITCH 
The SWITCH model (a loose acronym for “solar, wind, conventional and 
hydroelectric generation and transmission”) uses a similar multi-period stochastic linear 
programming approach as the MARKAL model to long-term planning for power systems 
with large shares of renewable (Fripp, 2008). Though it uses a similar optimization 
technique, it applies a slightly different objective function that it seeks to minimize. 
While the MARKAL model prioritizes investment in generation over other areas such as 
transmission, storage, and operations and maintenance, the SWITCH model treats all 
investments in the power system with equal priority. Thus, this model may produce more 
accurate results in terms of discounted total system costs. SWITCH incorporates high-
resolution spatial, weather, and transmission network data into a transport model, which 
simplifies the grid system using the transfer capabilities of each generation facility rather 
than node-by-node current and voltage analysis (Johnston et al., 2013). The model 
approximates weather-dependent load curves and the resulting generation needs for each 
hour of the year for planning horizons of up to several decades, and estimates the amount 
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of additional generation capacity, transmission lines, and the cost and environmental 
implications of such a system over time. The ultimate application of the model has been 
to optimize design of power systems under certain greenhouse gas emission constraints or 
policy goals. The SWITCH model was originally developed for California (Fripp, 2012), 
and has since been extended to the entire Western Electricity Coordinating Council 
(WECC) (Nelson et al., 2012). 
ReEDS  
The National Renewable Energy Laboratory (NREL) developed the Regional 
Energy Deployment System (ReEDS) in order to “analyze the critical energy issues in the 
electric sector, especially with respect to potential energy policies, such as clean energy 
and renewable energy standards or carbon restrictions” (Short et al., 2011). Similar to 
other linear programing models previously described, it is a deterministic optimization 
model of the deployment of electric power generation technologies and transmission 
infrastructure throughout the contiguous United States. It is designed to optimize the cost 
of investment, transmission, and operations for the electric power sector, and uses highly 
detailed estimates and projections for renewable energy sources while omitting fossil 
fuel, nuclear, and more traditional renewable energy sources such as large-scale hydro 
and biomass. This objective function is constrained by load demand, transmission, 
operating reserves, peak load reserves, renewable portfolio standards, renewable resource 
limits, and emission targets, which offers a high degree of specificity to scenario design.  
Its primarily application has been to analyze the impact of large-scale deployment 
of solar, wind, and storage technologies, and their effect on power system operations and 
planning. The most notable of these studies is the Renewable Electricity Futures Study, 
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which investigates the extent to which renewable energy supply can meet the electricity 
demands of the continental United States over the next several decades (Mai et al., 2012). 
This study demonstrates one of the primary strengths of the ReEDS model in that it can 
provide a geospatial, disaggregated representation of the power network, which can 
produce more accurate forecasts of the impact of renewable energy resource integration. 
However, it does not include any interactions between other critical sectors such as fuel 
supply and transportation, or even feedbacks between the power sector and the greater 
economy, and therefore is considered a single-sector model. Thus, if the scope of inquiry 
primarily concerns the expansion of limited suit of renewable energy technologies in the 
power sector, it can provide useful guidance for long-term power system planning, 
operations, and investment (Qi, 2013).  
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APPENDIX 1B                                                                                          
EFS MODEL DESCRIPTION 
 
Economic Productivity: Gross State Product (GSP) 
Economic productivity as measured in Gross State Product (GSP) is a key driver 
in the EFS model, as energy consumption is correlated with growth in the GSP. The U.S. 
Bureau of Economic Analysis tracks historical GSP nationally and at the state level 
(BEA, 2014). For the purposes of the EFS model, only aggregate GSP was used as a 
measure of economic productivity. Since there are no long-term forecasts of Vermont’s 
state GSP through 2050, a statistical forecasting method was used called Autoregressive 
Integrated Moving Average (ARIMA).  
ARIMA is a set of forecasting tools, which emphasizes analyzing the 
probabilistic, or stochastic, properties of economic time series on their own rather than 
constructing single or simultaneous equation models (Box & Jenkins, 1976). The 
ARIMA model allows each variable to be explained by its own past or lagged values and 
stochastic error terms.  
The ARIMA method was used to forecast baseline GSP through 2050. The 
historical patterns of real (adjusted to $USD 2013 using the Consumer Price Index (CPI)) 
GSP between 1990-2013 were used as a basis to forecast a baseline GSP scenario in 
which business-as-usual practices characterize the management of economy into the 
future. Other forecasts representing “steady state,” “low,” “high,” and “very high” growth 
represent alternative GSP trajectories. The results of these forecasts are shown in Figure 
B1.1. 
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Figure B1.1: Vermont Real Gross State Product Scenarios, 1990-2050 
The EFS model also incorporates a negative feedback that captures the indirect 
negative impacts on GSP growth due to fuel price changes. This feedback relationship 
reflects the theoretical dampening effect that relatively higher energy prices would have 
on economic productivity or consumption. Changes in GSP are calculated as: 
Equation 2: !"#(%&') = (!"#%)(' + +,%)(-%) 
Where: 
Equation 3: -% = ./0% (1#/0%23#/0%)3#/0%0/ 4 
and 
Equation 4: ./0% = "1/0%"1/0%0/  
In Equation 2, rgt is the annual rate of economic growth, and ηt is the impact on 
GSP in year t+1 due to fuel price changes at time t. The fuel price impact η is calculated 
as the weighted sum of fuel price changes from base fuel prices, described in Equation 3. 
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The base fuel prices for the economic sectors and the electric generation sector are taken 
from the EIA (2015b) for historical values, and from various sources described in Section 
2.3 for the 2013-2050 period. FPijt is the current fuel price for fuel type i in sector j in 
period t, and BPijt is the base fuel price for fuel type i in sector j in period t. Equation 4 
describes the weight, wijt, for each fuel type i in sector j in period t, is the ratio of that 
sector’s fuel consumption, SFijt to the total of all fuels consumed in all sectors. The sector 
fuel price is derived from these forecasted fuel prices, which can be modified during the 
EFS model’s execution. 
The model includes a feedback loop between energy prices and GSP, where 
changes in energy prices may result in changes to GSP. The energy price elasticity of 
economic growth is α, and is currently set to -0.02 in the model (e.g., a 10 percent 
increase in energy prices would reduce GSP by 0.2 percent), as suggested by Cooper et 
al. (1999). The EFS model follows this approach and assumes that increases in energy 
prices affect GSP through two other avenues: premature scrapping of capital stock, and 
declines in total factor productivity as relative prices for capital and labor inputs shift. As 
a result, these additional indirect effects of increased energy prices can lead to declines in 
GSP. 
Energy Price Paths 
The EFS model allows for projected energy prices to be modified from their 
baseline estimates for any fuel type in any economic sector. This allows for testing of 
policy variables that results in a change in energy prices. The formulation for selected 
price changes is: 
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Equation 5: 5′/0% = 5/0% ' + +/07  
Equation 5 describes the selected price changes, in which cijt is the selected price 
for fuel type i in economic or electric generation sector j at time t. The selected fuel type i 
price rate of change in sector j is rij. The variable p is used to phase in the price change 
for all of the sector fuel prices, and is represented as the number of years to implement 
the price change, distributed evenly over the selected time period.  
Distributed Lag Formulation of Price and Income Effects on Energy Demand  
Energy demand by fuel type for each economic sector is an endogenous output of 
the EFS model, and can be calculated in three ways: historical values, relative shares, or a 
distributed lag formulation. With historical shares, total energy demand by economic 
sector is calculated based on the percent share of energy type for each sector in 2014. If 
sector energy demand is calculated based on the relative shares of projected energy types 
used, shares can be adjusted or locked at a specified level beginning in 2015 through 
2050. Finally, if the distributed lag approach is used, sector energy demand is estimated 
based on energy price and GSP paths. This last approach is used exclusively in the 
modeling and scenario exercise described here.    
The Koyck Distributed Lag Model is used to incorporate the geometrically 
declining effect of changes in the system drivers on projected energy demand over time 
(Griliches, 1967). This approach is used to capture the combined effects of fuel prices, 
elasticities (own-price, cross-price, and income elasticities of demand), and GSP on 
sector energy demand by fuel type over time. 
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Equation 6: 8/0% = 4 8/0 %2' 9(!"#%):(!"#%2')29%#/0%;/0#<0%;<0  
Equation 6 describes the Koyck Distributed Lag Model used in EFS to forecast 
energy demand, in which Qijt is energy consumption by fuel type i in sector j in time 
period t; GSPt and GSPt-1 are the Vermont Gross State Product in FY2013 dollars for 
years t and t-1 respectively; Pij is the price of ith fuel in that sector; βij is the short-run 
price elasticity of the ith fuel type; Pkj is the price of a substitute fuel; and βkj is the short-
run price elasticity of that substitute. λ is an adjustment parameter, with 1-λ indicating the 
proportion of long run response occurring in the first year. The value of λ is constrained 
between 0 and 1; values close to 0 imply that demand adjusts quickly to changing prices, 
while values of λ close to 1 imply that demand is slow to adjust.  
The parameter γ is the income elasticity measure. In order to create an 
approximation for business-as-usual projection of energy demand, New England regional 
growth rates for energy demand and price for each energy source are derived from EIA 
(2015a), and applied to current energy use for Vermont taken from EIA (2015b). This 
produced long-term forecasts for energy demand and price through 2050 (see Figure 2.5), 
which were used to derive implied income elasticities (γ) used in the Koyck formulation. 
Implied energy intensities were derived using 1-year time increments to smooth the 
stochastic pattern of annual income elasticities, which may account for some variation 
between the EFS and EIA energy forecasts.  
By taking natural logs of all the variables, the Koyck distributed lag formulation 
in Equation 6 is then written as: 
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Equation 7: =>8/0% = ;? + 9=> 8/0 %2' + :=> !"#% − 9%=> !"#%2' + ;/0=>#/0% + ;<0/A< =>#<0% 
The parameter β0 denotes a calibration factor to initialize the distributed lag 
formula, where: 
Equation 8: ;? = =>8/0(%B?) − 9=> !"# %B? − ;/0=>#/0(%B?) − ;<0=>#<0(%B?)/A<  
The value of λ is determined by the short-and long-run price elasticities for the 
fuel under consideration: 
Equation 9: 9 = ' − ;/C/ 
βi is the short-run and θi is the long-run price elasticity for the ith fuel. 
A further constraint is the requirement that in the case of multiple substitutes, the 
total substitution effect does not exceed the effect due to the own-price changes. 
Specifically, in Equation 9, this implies that: 
Equation 10: ;</A< ≤ ;0 
Equation 10 is achieved using the following normalization formula: 
Equation 11: ;EF/ = G	×	 J'/ 	×	( ;E/;< E<) 
Equation 11 is described where ß2Ni is the normalized cross-price elasticity and х 
is a selected weight, whose value is limited to between 0 and 1. A weight of 1 implies 
that the normalized cross-price effect can equal the own-price effect. The current weight 
in the formulation is set at 0.5, which limits the importance of any one substitute. The 
justification for applying a weight in this manner is that the EFS model is based on 
elasticities, which theoretically only hold when altering one variable at a time within 
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reasonable bounds. Therefore, applying this weight is a way through which to relax this 
theoretical requirement while maintaining the model logic. 
Short-run, long-run, and cross-price elasticities were determined using the 
approach described previously. While most research on price and cross price elasticity of 
demand suggests a range of values, point estimates are used in the EFS model in order to 
simplify the computational process. Furthermore, the potential for adding more 
uncertainty into the model outweighed the potential benefits of greater temporal 
specificity in elasticity estimates. 
Energy Demand: Calculating Demand by Economic Sector 
Energy demand (ED) for each economic sector j in each year refers to total end 
use consumption. This includes direct consumption by fuel type, as well as electricity 
consumed by sector and the associated electrical system losses (see Equation 12). The 
relative energy shares j (ESj) for each energy type in each economic sector must sum to 
100 percent in each year (see Equation 13):  
Equation 12: KL0% = 8/0%/  
Equation 13: K"0% = '??%/  
Price Elasticity of Demand: Estimating the Response to Energy Prices  
Price elasticity of demand (PED) reflects the behavioral response as observed in 
the type and quantity of energy demanded to changes in the relative prices of different 
energy sources. Estimates for own-price PED (e.g., how a change in the price of natural 
gas effects the consumption of natural gas) and cross-price PED (e.g., how a change in 
the price of natural gas results in a substitution into or out of wind energy) are key 
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variables in the EFS model, as they drive how changes in relative energy prices result in 
changes in the type and quantity of energy demanded. PED estimates are needed for the 
general energy demand equation in the EFS model (Equation 6) for βij (short-run PED of 
the ith fuel type) and βkj (short-run price elasticity of that substitute), as well as λ 
(adjustment parameter in which 1-λ indicates the proportion of long run response 
occurring in the first year).  
The approach taken in the USEGM model to PED was derived from Cooper et al. 
(1999), which was to use a combination of general surveyed elasticities and general 
theoretical assumptions for any missing PED estimates. Dahl (1993) provided many of 
the assumptions used in the USEGM, which was supplemented with generally accepted 
PED estimates for sectors or energy types for which there were no other peer reviewed 
sources. This approach was attempted for the EFS model, but calibrating the model to 
Vermont’s energy demand profile from 1990 to 2013 required a more refined approach. 
Therefore, statistical estimates for short-run, long-run, and cross-price elasticities were 
derived in the EFS model and used to refine the model calibration to replicate observed 
historical energy demand dynamics.  
Energy Intensity: Forecasting Efficiency and Technological Advances 
Energy Intensity (EI) is an estimate of the efficiency with which energy is 
converted into dollars of GSP and is measured in terms of BTUs per real $GSP. In the 
EFS model, EI serves as an aggregate measure of energy efficiency and advances in 
energy conversion technologies. Over time, EI has decreased as energy efficiency 
measures and technologies have reduced the amount of energy required to produce a 
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dollar of real GSP. Baseline estimates for EI are calculated using the baseline sectoral 
energy and real GSP figures. Results are shown in Figure B1.2. This baseline is used to 
develop a business-as-usual scenario for energy consumption through 2050. 
 
Figure B1.2: Historical (1990-2013) and Projected (2014-2050) Energy Intensity 
Greenhouse Gas Emissions 
Greenhouse gas (GHG) emission coefficients are measured in the EFS as tons of 
carbon dioxide equivalent (CO2e) per million BTUs of energy consumed. Total annual 
GHG emissions from energy use are found by summing the energy use and CO2e 
coefficients for coal, petroleum, and natural gas for each economic sector and the electric 
power sector (EPA, 2014). Total GHG emissions calculated as: 
Equation 14:	N% = [(K"0<%)(KL0%)(NN<)]<0  
Ct is total CO2e emissions from energy sources in year t, ESjkt is the relative share 
of each kth energy source in the jth economic or electric power sector in year t, and CCk is 
the carbon coefficient of the kth energy source.   
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The CO2e coefficients used in EFS, expressed as kg CO2e per million BTUs, 
combine CO2 (carbon dioxide), CH4 (methane), and N2O (nitrous oxide) using their 
respective global warming potentials (GWP). These assumptions are shown in Table 
B1.1. 
Table B1.1: CO2e Coefficients and Global Warming Potentials (EPA, 2014) 
GHG factors kg CO2 per million BTU 
kg CH4 
per million BTU 
kg N2O 
per million BTU 
Total kg CO2e 
per million BTU 
GWP 1 25 298 N/A 
Coal 94.82 11 1.6 846.62 
Natural gas 53.02 1 0.1 107.82 
Petroleum 70.43 3 0.6 324.23 
Nuclear 0 0 0 0.00 
Hydro 0 0 0 0.00 
Biomass 99.66 19.6 3.9 1751.86 
Ethanol 68.44 1.1 0.11 128.72 
Solar 0 0 0 0.00 
Wind 0 0 0 0.00 
Geothermal 0 0 0 0.00 
The CO2e coefficients for nuclear, hydroelectric, and certain renewable energy 
sources (solar, wind, and geothermal) are assumed to be 0 in the model, which 
corresponds to their assessment by the EPA and their treatment in Vermont’s Greenhouse 
Gas Inventory (DEC, 2013). However, biomass and ethanol have CO2e coefficients 
according to the EPA, as they do produce emissions when combusted. Ethanol is not 
typically included in GHG inventories, though biomass, to varying degrees, is. For the 
purposes of the EFS model, these assumptions have remained in the model, and there is 
an option to apply them to GHG inventory calculations.  
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APPENDIX 1C                                                                                            
EFS MODEL SENSITIVITY 
The EFS model is designed to evaluate long-term energy demand scenarios as 
described by the primary model drivers of economic productivity, energy prices, price 
and income elasticity of demand, and energy intensity. The model is best at capturing the 
feedback and lag effects of changes in these variables on the quantity and type of energy 
demanded. In order to assess the model’s sensitivity to changes in these model drivers, 
scenarios were developed varying only one drivers at a time to determine an individual 
parameter’s effects on model results. Interaction effects varying more than one parameter 
at a time can be surmised from the results of these simpler sensitivity analyses.   
The EFS model was tested to analyze its sensitivity to exogenous variables such 
as economic productivity as measured by GSP, short- and long-run price elasticities of 
demand (PED), and income elasticity of demand (IED). The impact of these parameters 
was tested on the following model outputs: total energy consumption, electricity 
consumption, renewable energy consumption, GHG emissions, and total energy costs.  
Figure C1.1 shows the EFS model sensitivity to changes in the GSP growth rates. 
The baseline GSP growth rate was two percent per year. Varying this rate, it is evident 
that the model results across the five model outputs vary approximately linearly with the 
change in GSP. Renewables are the most affected by reductions in GSP, indicating that 
the shift to renewable energy is dependent, to a certain degree, on continued gains in 
economic productivity. GHG emissions were the least affected by GSP growth rates, 
indicating a large degree of dependency on fossil fuels, independent of Vermont’s 
economic productivity.   
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Figure C1.1: EFS Model Sensitivity to GSP Growth Rates 
Figure C1.2 and Figure C1.3 show the EFS model sensitivity to changes in the 
short-run and long-run PED parameters. Typical values range between -0.01 and -0.40 
for short-run PED and between -0.40 and -1.50 for long-run PED. The negative values 
indicate how energy demand typically decreases with an increase in energy price, and 
vice versa. Varying this parameter in terms percent change, it is evident that the model is 
not highly sensitive to very small perturbations, but is highly sensitive to changes in 
excess of five percent of the calibrated parameter estimate. Beyond this point, the model 
simulates an oscillatory pattern of energy demand with very large year-on-year 
fluctuations. Herein lies the primary reason that such a robust approach to model 
calibration was required. Renewables are the most sensitive to changes in PED, as they 
have undergone dramatic changes in energy prices, their adoption is particularly sensitive 
to relative energy prices, and they are relatively small portions of the energy portfolio for 
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most of the model simulation period. These impacts also spread to total energy 
consumption and costs.  
 
Figure C1.2: EFS Model Sensitivity to Short-Run PED 
 
Figure C1.3: EFS Model Sensitivity to Long-Run PED 
Figure C1.4 shows the EFS model sensitivity to changes in the income elasticity 
of demand (IED) parameter, with typical values ranging between -1.00 and 2.00. Most 
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values are positive, indicating that energy demand tends to increase with an increase in 
GSP; however, for some fuels such as coal, demand tends to decrease with an increase in 
GSP due to switching to cleaner fuels. Varying this parameter in terms percent change, it 
is evident that the model is not highly sensitive to small perturbations in IED, but is 
increasingly sensitive to largely perturbations, reflecting a slight exponential relationship.  
 
Figure C1.4: EFS Model Sensitivity to Income ED 
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APPENDIX 2                                                                                         
MAPS AND ENERGY-LAND NEXUS MODELING 
 
Figure A2.1: 2011 Vermont Land Cover 
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Figure A2.2: Existing Ground-Mounted Solar and Wind Installations 
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Figure A2.3: 2011 Observed Land Cover of Ground-Mounted Solar Developments 
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Figure A2.4: 2011 Observed Land Cover of Wind Developments 
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Figure A2.5: Transition Probability Map for Ground-Mounted Solar 
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Figure A2.6: Transition Probability Map for Medium- to Large-Scale Wind 
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Table A2.1: Scenario Definitions 
# Technology Mix Technology 
Electricity Demand 
Projection 
Percent of Electric 
Demand 
1 Scenario 1: All Solar  Baseline 0% GSP Growth 100% 
2 Scenario 2: All Wind Baseline 0% GSP Growth 100% 
3 Scenario 3: 50/50 Solar & Wind Baseline 0% GSP Growth 100% 
4 Scenario 1: All Solar  Enhanced 0% GSP Growth 100% 
5 Scenario 2: All Wind Enhanced 0% GSP Growth 100% 
6 Scenario 3: 50/50 Solar & Wind Enhanced 0% GSP Growth 100% 
7 Scenario 1: All Solar  Baseline 2% GSP Growth 100% 
8 Scenario 2: All Wind Baseline 2% GSP Growth 100% 
9 Scenario 3: 50/50 Solar & Wind Baseline 2% GSP Growth 100% 
10 Scenario 1: All Solar  Enhanced 2% GSP Growth 100% 
11 Scenario 2: All Wind Enhanced 2% GSP Growth 100% 
12 Scenario 3: 50/50 Solar & Wind Enhanced 2% GSP Growth 100% 
13 Scenario 1: All Solar  Baseline 4% GSP Growth 100% 
14 Scenario 2: All Wind Baseline 4% GSP Growth 100% 
15 Scenario 3: 50/50 Solar & Wind Baseline 4% GSP Growth 100% 
16 Scenario 1: All Solar  Enhanced 4% GSP Growth 100% 
17 Scenario 2: All Wind Enhanced 4% GSP Growth 100% 
18 Scenario 3: 50/50 Solar & Wind Enhanced 4% GSP Growth 100% 
19 Scenario 1: All Solar  Baseline 0% GSP Growth 50% 
20 Scenario 2: All Wind Baseline 0% GSP Growth 50% 
21 Scenario 3: 50/50 Solar & Wind Baseline 0% GSP Growth 50% 
22 Scenario 1: All Solar  Enhanced 0% GSP Growth 50% 
23 Scenario 2: All Wind Enhanced 0% GSP Growth 50% 
24 Scenario 3: 50/50 Solar & Wind Enhanced 0% GSP Growth 50% 
25 Scenario 1: All Solar  Baseline 2% GSP Growth 50% 
26 Scenario 2: All Wind Baseline 2% GSP Growth 50% 
27 Scenario 3: 50/50 Solar & Wind Baseline 2% GSP Growth 50% 
28 Scenario 1: All Solar  Enhanced 2% GSP Growth 50% 
29 Scenario 2: All Wind Enhanced 2% GSP Growth 50% 
30 Scenario 3: 50/50 Solar & Wind Enhanced 2% GSP Growth 50% 
31 Scenario 1: All Solar  Baseline 4% GSP Growth 50% 
32 Scenario 2: All Wind Baseline 4% GSP Growth 50% 
33 Scenario 3: 50/50 Solar & Wind Baseline 4% GSP Growth 50% 
34 Scenario 1: All Solar  Enhanced 4% GSP Growth 50% 
35 Scenario 2: All Wind Enhanced 4% GSP Growth 50% 
36 Scenario 3: 50/50 Solar & Wind Enhanced 4% GSP Growth 50% 
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Figure A2.7: Simulated Land Cover Map for Low Growth Scenarios 
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Figure A2.8: Simulated Land Cover Map for Medium Growth Scenario 
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Figure A2.9: Simulated Land Cover Map for High Growth Scenarios 
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Figure A2.10: Total Land Developed Across Different Growth Scenarios 
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APPENDIX 3                                                                           
PROMETHEE ANALYTICAL FOUNDATIONS 
 
The criteria are the critical framing devices in defining decision space, and 
structure the way in which alternatives are defined and evaluated. Preferences are elicited 
from decision-makers based on pairwise comparisons between action (alternative) a and 
b and are expressed as: an outright preference (aPb), a weak preference (aQb), 
indifference (aIb), or incomparability (aRb) if none of the former applies. These elicited 
preferences allow for the tabulation of an evaluation matrix and a preference index 
(Brans et al., 1986).  
• P(a,b)  =  0 indifference between a and b, or no preference;  
• P(a,b)  ≅  0 weak preference for a over b;  
• P(a,b)  ≅ 1 strong preference for a over b;  
• P(a,b)  =  1 outright preference for a over b.  
The preference function P(a,b) represents the difference between two alternatives, 
so that it can be expressed, as follows:  QR S, U = QR VR S, U  VR S, U = W S − W(U) XℎZ[, 0 < QR S, U < 1 
Using this process, each decision-maker defines a preference function (Pi) for 
each criterion (i=1,2,3…n for all criteria), at which point weights are determined. The 
weights π are used to capture the relative importance of the criteria. A variety of methods 
can be used to generate weights. This analysis employed a conjoint analysis approach 
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described in Section 4.3.4. In addition to estimating criterion weights, the PROMETHEE 
method involves setting thresholds that delineate the decision-maker’s preferences, which 
include an indifference threshold (qi) and a preference threshold (pi).  
The index preference Π is calculated for each pair of actions, a and b, as the 
weighted average of preferences calculated for each criterion, defined as: 
_ `, a = 	 b/#/b/  
Π(a,b) represents the strength of the decision-maker’s preference for action a over 
action b considering all criteria simultaneously. Conversely, Π(b,a) represents how much 
b is preferred above a. Its value falls between 0 and 1 whereby: 
• Π(a,b)  ≅  0 indicates a weak preference for a over b for all criteria; 
• Π(a,b)  ≅  1 indicates a strong preference for a over b for all criteria. 
The outranking approach provides a unique way in which to rank alternatives 
using a non-compensatory aggregation technique based on preference flows. With 
preference indices defined, alternatives can be ranked according to the preference flows 
to gauge the degree to which decision-makers’ preferences provide indication of an 
aggregate ranking. Φ+(a) shows the degree to which a is preferred above all other 
alternatives (a measure of the strength of preference for a), whereas Φ-(a) shows the 
degree to which all other alternatives are preferred to a (a measure of the weakness of 
preference for a). If Φ+(a) is equal to Φ-(a), there is indifference between two compared 
alternatives. 
c& S = 	 d(S, U)e − 1 	SeV	c2 S = 	 d(U, S)e − 1fgh 	fgh  
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PROMETHEE I returns a partial preorder (Preference(P)I, Indifference(I)I, 
Incomparability(R)I) by considering the intersection of two preorders (Brans et al., 1986): 
SQiU				jW	 c& S > c& U 	SeV	c2 S < c2 U 	c& S = c& U 	SeV	c2 S < c2 Uc& S > c& U 	SeV	c2 S = c2 U 	SliU				jW				c& S = 	c& U 	SeV	c2 S = 	c2 U 	SmiU												noℎpqrj[p																																																						
 
PROMETHEE II returns a complete ranking, as follows (Brans & Mareschal, 
1994): SQiiU	jW	sS > sUSliiU	jW	sS = sU  
A combination of PROMETHEE I and II was used in the following decision 
analysis. Additional analytical and visualization techniques were used to further explore 
preferences flows, rankings, and their key drivers.  
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ACRONYMS  
 
ARIMA  Autoregressive Integrated Moving Average 
ANOVA  Analysis of Variance 
BEA   U.S. Bureau of Economic Analysis 
BLS   U.S. Bureau of Labor Statistics 
BNL   Brookhaven National Laboratory 
BTU   British Thermal Units 
CEP    Vermont Comprehensive Energy Plan  
CO2e   Carbon Dioxide Emissions Equivalent 
CPI   Consumer Price Index 
DEC    Vermont Department of Environmental Conservation 
DOE   U.S. Department of Energy 
EAN   Vermont Energy Action Network 
EGO   Environment for Geoprocessing Objects 
EFS   Energy Futures Simulation 
EIA   U.S. Energy Information Agency 
EI   Energy Intensity 
EIV   Energy Independent Vermont 
EPA   U.S. Environmental Protection Agency 
GHG   Greenhouse Gas 
GDP   Gross Domestic Product 
GIS    Geographic Information Systems  
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GMP   Green Mountain Power 
GSP   Gross State Product 
GWP   Global Warming Potential 
Ha   Hectare 
I-O   Input-Output 
IEA   International Energy Agency 
ISO-NE  Independent System Operator in New England 
kW   kilowatt 
LCOE   Levelized Cost of Energy 
LUCC   Land Cover/Land Use Change 
MARKAL  MARKet ALlocation Model 
MCE   Multi-Criteria Evaluation 
MRLC   Multi-Resolution Land Characteristics  
MT CO2e  Metric Ton of Carbon Dioxide Equivalent 
MW   Megawatt 
NEMS   National Energy Modeling System 
NLCD   National Land Cover Database 
NPV   Net Present Value 
NRB   Vermont Natural Resources Board 
NREL   National Renewable Energy Laboratory 
OLS   Ordinary Least Squares 
PROMETHEE Preference Ranking Organization METHod of Enrichment 
Evaluation 
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PED   Price Elasticity of Demand 
PSD   Vermont Public Service Department 
PSB   Vermont Public Service Board 
REAV   Renewable Energy Atlas of Vermont 
ReEDS  Regional Energy Deployment System 
REV   Renewable Energy Vermont 
SD   System Dynamics 
SPEED  Sustainably Priced Energy Development Program 
USEGM  U.S. Energy and Greenhouse Gas Model 
VANR   Vermont Agency of Natural Resources 
VCGI   Vermont Center for Geographic Information 
VEIC   Vermont Energy Investment Corporation 
VELCO  Vermont Electric Power Company 
VGA   Vermont General Assembly 
VPIRG  Vermont Public Interest Research Group 
WSI   Weight Stability Interval 
 
