A new augmented Lyapunov functional is constructed for delayed neural networks, freeweighting matrix technique is employed to derive the delay-dependent stability criterion. The derived criterion is formulated in terms of linear matrix inequality (LMI). A numerical example is given to demonstrate the effectiveness and applicability of the criterion.
In this paper, the problem of asymptotic stability for delayed neural networks is considered. Attention is focused on derivation of the stability criterion for the delayed neural networks. By constructing a new augmented Lyapunov functional, employing free-weighting matrix approach, a delay-dependent criterion in terms of LMI for delayed neural networks is obtained. 
II. PROBLEM FORMULATION
, A and B are the connection weight matrix and delayed connection weight matrix, respectively. The time delayτ is a constant.
Assumption 1:
The activation function )
, satisfies the following condition:
In the following, the equilibrium point
of the system (1) will be shifted to the origin by the 
is the state vector of the transformed system, and
which is equivalent to
In the following section, we will develop delay-dependent condition such that origin of the delayed network (3) is asymptotically stable.
III. STABILITY CRITERION
Now, we present the following new asymptotic condition for system (3), which is dependent of the size of delay. 
where T 1 1 11 T 12 12 11 T 11 ( , , , ); 
1, 2,..., 4 i = defined in (7) along the trajectories of (3) yields 
IV. EXAMPLE
In this section, one example is given to show the effectiveness of the theorem presented in this paper. The LMI is solved by the LMI-Toolbox in Matlab. See Nemirovskii (1995).
Example 1: Consider a delayed neural networks (1) with Xu, Lam, Ho and Zou (2005) . T  T  T  11  22  12  13  22  14  22  15  16   22  23  24  25  26  T  T  33  22  34  22  35  36  0  T  44  22  45  46 55 56 It is clear that our condition has improved the existing results both theoretically and numerically.
V. CONCLUSION
This paper has investigated the delay-dependent stability problem of delayed neural networks. By constructing a new augmented Lyapunov functional and employing freeweighting matrices, a less conservative delay-dependent stability criterion expressed in terms of LMI has been presented. A numerical example is given to demonstrate the reduced conservativeness of the proposed results.
