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On Solutions of Linear Ordinary Difference Equations
in their Coefficient Field
MANUEL BRONSTEIN†
INRIA—2004, Route des Lucioles, B.P. 93, F-06902 Sophia Antipolis Cedex, France
We extend the notion of monomial extensions of differential fields, i.e. simple transcen-
dental extensions in which the polynomials are closed under differentiation, to difference
fields. The structure of such extensions provides an algebraic framework for solving
generalized linear difference equations with coefficients in such fields. We then describe
algorithms for finding the denominator of any solution of those equations in an impor-
tant subclass of monomial extensions that includes transcendental indefinite sums and
products. This reduces the general problem of finding the solutions of such equations in
their coefficient fields to bounding their degrees. In the base case, this yields in particu-
lar a new algorithm for computing the rational solutions of q-difference equations with
polynomial coefficients.
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Introduction
An important problem in the theory of difference equations is to determine whether a
given difference equation has a “closed-form” solution. An appropriate notion of “closed-
form”, which generalizes the concept of Liouvillian solutions of differential equations,
together with an algorithm for computing such solutions, has recently been described
in Hendriks and Singer (1999). That algorithm reduces the problem to computing the
hypergeometric solutions of associated equations, but in many cases it turns out that
computing their rational solutions is sufficient (Bomboy, 1999). This is the problem
that we address in this paper, namely, given a difference field k with its automor-
phism σ, g ∈ k and a linear ordinary difference operator L with coefficients in k,
to compute all the solutions in k of the equation Ly = g. There are known solu-
tions to this problem when k = C(x) and σ is the automorphism over C given by
σx = x + 1 (Abramov, 1989) or σx = qx (Abramov, 1995), but no generalization to
other automorphisms or more general coefficient fields. In the theory of linear ordinary
differential equations, the concepts of Liouvillian (Singer, 1991) and monomial (Bron-
stein, 1990, 1997) extensions of differential fields have led to extensions of rational
techniques that solve a similar problem with more general functions allowed in the
coefficients (Singer, 1991; Bronstein, 1992). In the case of difference fields, Karr in-
troduced ΠΣ-fields and used them to develop summation algorithms that allow more
general summands (Karr, 1981, 1985). In the conclusion to his 1981 paper, he states
(considering the summation problem as equivalent to solving first-order difference equa-
tions):
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The techniques of this paper rely very heavily upon linearity, suggesting that the
generalization to nth order (or simultaneous) linear difference equations may not
be too difficult.
In this paper, we address the problem of computing the solutions of generalized difference
equations in their coefficient field when that field is a tower of monomial extensions above
its constants. We consider that problem from the point of view of differential fields, and
generalize the notion of monomial extensions of Bronstein (1992) to σ-derivations, i.e.
derivations satisfying the modified Leibniz rule δ(ab) = σ(a)δ(b) + δ(a)b for an arbitrary
endomorphism σ. After introducing the basic properties of those objects in Section 1, we
define monomial extensions and generalize most of their differential properties in Sec-
tion 2, thereby obtaining a theory valid for both differential and generalized difference
fields. The remainder of the paper is then devoted to the various steps needed for com-
puting the solutions in such extensions: finding a universal denominator, which reduces
the problem to so-called “polynomial” solutions, then computing the coefficients of such
solutions once a degree bound is known. In Section 3, we generalize the specialization
technique of Bronstein and Fredet (1999) by showing that the existence of a nontrivial
special polynomial allows us to compute the Taylor series solutions of an arbitrary linear
functional equation, thereby allowing us to compute its polynomial solutions of any given
degree. Denominators can only be handled in a restricted class of extension, essentially
the first-order linear extensions of Karr (1981, 1985), which we study in Section 4, in
particular determining the structure of the special semigroup in those extensions. Sec-
tion 5 generalizes Abramov’s notion of dispersion to monomial extensions and studies its
properties, in particular, linking it to Karr’s “specification of equivalence” and describ-
ing efficient ways of computing it in various extensions. That dispersion is then used in
Section 6, where we generalize to first-order linear extensions the algorithms of Abramov
(1989, 1995) for computing universal denominators. Since we do not provide a general
algorithm for bounding the degree of polynomial solutions, we do not claim to have
a complete algorithm for solving generalized difference equations in towers of mono-
mial extensions. However, we have reduced this problem for arbitrary automorphisms
and coefficients fields that are ΠΣ-fields in the sense of Karr (1981, 1985) to obtaining
such degree bounds, something for which no general method is known. Solutions to the
bounding problem are, however, known for q-difference equations with polynomial coef-
ficients (Abramov et al., 1995; Abramov et al., 1998), so we obtain a new algorithm for
computing the rational solutions of such equations.
By convention, all integral domains and fields are commutative, but rings are not
necessarily commutative. All rings and fields are of characteristic 0 and ideals are two-
sided ideals. Given a ring R, its group of units will be denoted R∗. We recall, and use
throughout, that R∗ is closed under any endomorphism of R, that automorphisms of an
integral domain map irreducibles to irreducibles, and that all endomorphisms of a field
are injective.
1. σ-Derivations
We introduce in this section the generalization of derivations that will be used through-
out this paper and recall their basic properties, together with the notion of skew-poly-
nomials. Recall that the center of a ring R is the subring
Z(R) = {a ∈ R such that ax = xa for every x ∈ R}.
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Definition 1. Let R be a ring (resp. field) and σ an endomorphism of R. A σ-derivation
is a map δ : R→ R satisfying
δ(a+ b) = δa+ δb and δ(ab) = (σa)(δb) + (δa)b for any a, b ∈ R. (1.1)
The triple (R, σ, δ) is called a σ-differential ring (resp. field). An element a ∈ R is called
invariant if σa = a, periodic if σna = a for some integer n > 0, semi-invariant if σa = ua
for u ∈ R∗ and semi-periodic if σna = ua for u ∈ R∗ and n > 0. The set
Constσ,δ(R) = {a ∈ R such that σa = a and δa = 0}
is called the constant subring (resp. subfield) of R with respect to σ and δ. A subring
(resp. subfield) of R is called a σ-differential subring (resp. subfield) if it is closed under
σ and δ.
We write Rσ for the invariants of R, Rσ for its semi-invariants, Rσ∗ =
⋃
n>0Rσn for
its periodic elements and Rσ
∗
=
⋃
n>0R
σn for its semi-periodic elements. Some standard
properties of derivations are straightforward to generalize.
Proposition 1. For a given endomorphism σ, the set Ωσ(R) of all the σ-derivations of
R is a left Z(R)-module.
Proof. Let δ1, δ2 ∈ Ωσ(R) and c ∈ Z(R). Let δ = cδ1 + δ2 and a, b ∈ R. Then,
δ(a+ b) = cδ1(a+ b) + δ2(a+ b) = cδ1a+ cδ1b+ δ2a+ δ2b = δa+ δb,
and
δ(ab) = cδ1(ab) + δ2(ab) = cσa δ1b+ cδ1a b+ σa δ2b+ δ2a b
= σa (cδ1b+ δ2b) + (cδ1a+ δ2a)b = σa δb+ δa b
so δ ∈ Ωσ(R). Since the zero-map on R is a σ-derivation, Ωσ(R) is a left Z(R)-module.
2
Lemma 1. Let (R, σ, δ) be a σ-differential ring (resp. field). Then:
(i) If R is a field, then
δ
a
b
=
bδa− aδb
bσb
(1.2)
for any a, b ∈ R, b 6= 0.
(ii) Constσ,δ(R) is a σ-differential subring (resp. subfield) of R.
(iii) For any a1, . . . , an ∈ R and n ≥ 1,
δ
(
n∏
i=1
ai
)
=
n∑
i=1
i−1∏
j=1
σaj
δ(ai)
 n∏
j=i+1
aj
. (1.3)
Proof. (i) Suppose that R is a field, and let a, b ∈ R with b 6= 0 and c = a/b. Then,
a = bc, so δa = δ(bc) = σb δc+ cδb = σb δ(a/b) + (a/b) δb. Hence,
δ
a
b
=
1
σb
(
δa− a
b
δb
)
=
bδa− aδb
bσb
.
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(ii) Let C = Constσ,δ(R). Since σ is an endomorphism, σ0 = 0 and σ1 = 1. Since δ is
additive, δ(0) = δ(0+0) = δ(0)+δ(0), so 0 ∈ C. In addition, δ(1) = δ(1×1) = δ(1)+δ(1),
so 1 ∈ C. It follows from the definition of C that it is closed under σ and δ. Since σ
and δ are additive, σ(−a) = −σa and δ(−a) = −δa for any a ∈ R. Let c, d ∈ C. Then,
σ(c − d) = σc − σd = c − d and δ(c − d) = δc − δd = 0 − 0 = 0, so c − d ∈ C. In
addition, σ(cd) = σc σd = cd and δ(cd) = σc δd + δc d = 0 + 0 = 0, so cd ∈ C and
C is a σ-differential subring of R. Suppose that R is a field and that d 6= 0. Then,
δ(1/d) = −δd/(dσd) = 0. In addition, 1 = σ(d × 1/d) = σ(d)σ(1/d) = dσ(1/d), which
implies that 1/d ∈ C, hence that C is a σ-differential subfield of R.
(iii) The result is trivial for n = 1, so suppose that it holds for a given n ≥ 1. Then,
δ
(
n+1∏
i=1
ai
)
= σ
(
n∏
i=1
ai
)
δ(an+1) + δ
(
n∏
i=1
ai
)
an+1
=
(
n∏
i=1
σai
)
δ(an+1) +
 n∑
i=1
i−1∏
j=1
σaj
δ(ai)
 n∏
j=i+1
aj
an+1
=
n+1∑
i=1
i−1∏
j=1
σaj
δ(ai)
 n+1∏
j=i+1
aj
,
and the result follows by induction. 2
A consequence of (1.3) is that for any a in a commutative σ-differential ring, we have
δ(an) = δ(a)
n−1∑
i=0
aiσ(a)n−1−i for n ≥ 1. (1.4)
For σ-differential fields, this yields the σ-logarithmic derivative identity:
δ(
∏n
i=1 a
ei
i )∏n
i=1 a
ei
i
=
n∑
i=1
σ
(∏i−1
j=1 a
ej
j
)
∏i−1
j=1 a
ej
j
δai
ai
ei−1∑
j=0
σ(aji )
aji
.
A σ-differential ring (R, σ, δ) is called a differential ring when σ = 1R, a generalized
difference ring when δ = α(σ − 1R) for some α ∈ R, and a difference ring when δ = 0R.
Since fields are commutative, it turns out that any σ-differential field is essentially either
a differential or a generalized difference field.
Lemma 2. Let (R, σ, δ) be a commutative σ-differential ring. Then:
(i) There are α, β ∈ R such that
αδ = β(σ − 1R). (1.5)
(ii) If σ 6= 1R, then α can be chosen to be nonzero in (1.5).
(iii) If δ 6= 0R, then β can be chosen to be nonzero in (1.5).
Proof. Since R is commutative, δ(ab) = δ(ba) for any a, b ∈ R, so applying (1.1) to
both sides gives σa δb+ δa b = σb δa+ δb a and, after rearranging,
(σ(a)− a) δb = (σ(b)− b) δa. (1.6)
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(i) Choosing any element a ∈ R and letting α = σ(a) − a and β = δa, it follows
from (1.6) that αδ = β(σ − 1R).
(ii) If σ 6= 1R, then in (i) we can pick an element a ∈ R such that σa 6= a, which implies
that α 6= 0.
(iii) If δ 6= 0R, then in (i) we can pick an element a ∈ R such that δa 6= 0, which implies
that β 6= 0. 2
As a consequence, if R is a field and σ 6= 1R, then δ is a multiple of σ− 1R, while if R
is a field and δ 6= 0, then σ is of the form 1R plus a multiple of δ. It also means that the
invariants of a σ-differential integral domain are the whole domain if σ is the identity,
the constant subring otherwise. The semi-invariants and semi-periodic elements will be
important for our algorithms so we describe their basic properties.
Lemma 3. Let (R, σ, δ) be a σ-differential ring (resp. field).
(i) Rσ, Rσ, Rσ∗ and Rσ
∗
all contain 0 and 1 and are all closed under σ. If σ is an
automorphism of R, then Rσ−1 = Rσ, Rσ
−1
= Rσ, Rσ−1∗ = Rσ∗ and Rσ
−1∗
= Rσ
∗
.
(ii) Rσ and Rσ∗ are subrings (resp. subfields) of R. If R is commutative, then Rσ and
Rσ
∗
are multiplicative monoids (resp. groups) containing R∗.
(iii) If R is commutative, and σna = ba for some integer n > 0 and a, b ∈ R \ {0}, then
σ(Πσna) = bΠ
σ
na where Π
σ
na =
∏n−1
i=0 σ
ia. In particular, a ∈ Rσn⇒Πσna ∈ Rσ.
(iv) If R is a unique factorization domain and σ is an automorphism of R, then Rσ
∗
is
closed under taking factors, i.e. a ∈ Rσ∗ \ {0}⇒b ∈ Rσ∗ for any b ∈ R such that
b | a.
Proof. (i) 0 and 1 are in all four sets since they are invariant. Let a ∈ Rσn for some
n > 0 and u ∈ R∗ be such that σna = ua. Then, σn(σa) = σ(σna) = σ(ua) = σ(u)σa,
which implies that Rσ
n
is closed under σ, hence that Rσ and Rσ
∗
are closed under σ.
Taking u = 1 in the above equation shows that Rσn is closed under σ, hence that Rσ
and Rσ∗ are closed under σ. If σ is an automorphism of R, then v = σ−n(u−1) ∈ R∗ and
σ−na = va, which implies that Rσ
−1∗
= Rσ
∗
. The other statements follow from taking
n = 1 and/or u = 1.
(ii) Let n,m > 0, a ∈ Rσn and b ∈ Rσm . Then, σnm(a− b) = σnm(a)− σnm(b) = a− b
and σnm(ab) = σnm(a)σnm(b) = ab, which implies that Rσ∗ is a subring of R. Taking
n = m = 1 shows that Rσ is a subring of R. Suppose now that R is commutative and
let u ∈ R∗. Since σu = (u−1σu)u and u−1σu ∈ R∗, we have u ∈ Rσ, so R∗ ⊆ Rσ ⊆ Rσ∗ .
Now let a ∈ Rσn , b ∈ Rσm and u, v ∈ R∗ be such that σna = ua and σmb = vb. Then,
σnm(ab) = σnm(a)σnm(b) =
(
m−1∏
i=0
σinu
)
a
n−1∏
j=0
σjmv
b = wab
where w ∈ R∗, implying that ab ∈ Rσ∗ . Taking n = m = 1 shows that Rσ is a multi-
plicative monoid. If R is a field, then σn(1/a) = 1/σn(a) = u−1(1/a), which implies that
Rσ∗ and Rσ are subfields of R and that Rσ
∗
and Rσ are multiplicative groups.
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(iii) This is verified directly:
σ(Πσna) = σ
(
n−1∏
i=0
σia
)
=
n∏
i=1
σia = ba
n−1∏
i=1
σia = bΠσna.
(iv) Let a ∈ Rσn for some n > 0 and u ∈ R∗ be such that σna = ua. Then, c = Πσna ∈
Rσ by (iii) so σc = vc for some v ∈ R∗. Let p1, . . . , pm be the distinct irreducible factors
of c in R. Since σ maps irreducibles to irreducibles, σjpi is an irreducible factor of c for
any j ≥ 0 and 1 ≤ i ≤ m. Since the set {p1, . . . , pm} is finite, it follows that for each i,
there are integers ei > fi ≥ 0 and ci ∈ R∗ such that σeipi = ciσfipi, hence that pi ∈ Rσ∗
since it is a semi-invariant of σei−fi . Since Rσ
∗
is a multiplicative monoid containing
{p1, . . . , pn} and R∗, it contains all the factors of c, and therefore all the factors of a
since a | c. 2
We now recall the notion of a skew-polynomial, which is a generalization of linear
ordinary differential operators to σ-derivations.
Definition 2. Let (R, σ, δ) be a σ-differential ring and X be an indeterminate over R.
The skew-polynomial ring over R, denoted (R[X];σ, δ), is the ring of univariate polyno-
mials with the usual polynomial addition and multiplication given by Xa− σ(a)X = δa
for any a ∈ R.
Univariate skew-polynomials were first introduced by Ore (1933), who studied in partic-
ular their factorization properties. An important property that we use in the following is
the existence of a right Euclidean division when R is a field: given a, b ∈ R[X;σ, δ] with
b 6= 0, one can compute unique q, r ∈ R[X;σ, δ] such that a = qb+ r and either r = 0 or
deg(r) < deg(b). This implies the existence of a greatest common right divisor and of a
least common left multiple of a and b (see Bronstein and Petkovsˇek, 1996, for additional
properties and the corresponding algorithms).
Definition 3. Let (R, σ, δ) be a σ-differential ring and M be a left R-module. A map
θ : M →M is called R-pseudo-linear (with respect to σ and δ) if
θ(u+ v) = θu+ θv and θ(au) = σa θu+ δa u
for any a ∈ R and u, v ∈M . We write EndR,σ,δ(M) for the set of all the R-pseudo-linear
maps of M .
Note that EndR,1R,0R(M) = EndR(M), that δ ∈ EndR,σ,δ(R) and that every R-pseudo-
linear map is linear with respect to Constσ,δ(R). The following lemma generalizes the
multiplicative change of variable formula of linear ordinary differential equations.
Lemma 4. Let (R, σ, δ) be a σ-differential ring, M be a left R-module and θ be an R-
pseudo-linear map of M . Let a ∈ R be such that σa = ab and δa = ac for some b, c ∈ R.
Then, θn(au) = a(bθ + c)nu for any u ∈M and any integer n ≥ 0.
Proof. The result is trivial for n = 0, so assume that it holds for a given n ≥ 0. Then,
θn+1(au) = θθn(au) = θ(a(bθ + c)nu) = σ(a)θ((bθ + c)nu) + δ(a)(bθ + c)nu
= abθ((bθ + c)nu) + ac(bθ + c)nu = a(bθ + c)(bθ + c)nu = a(bθ + c)n+1u,
and the result follows by induction. 2
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Pseudo-linear maps of a commutative ring viewed as a module over itself must be of a
very special form, which implies that linear equations involving a pseudo-linear map of
a field are equivalent either to differential or generalized difference equations.
Lemma 5. Let (R, σ, δ) be a σ-differential ring. Then:
(i) {γσ + δ for γ ∈ Z(R)} ⊆ EndR,σ,δ(R).
(ii) If R is commutative, then EndR,σ,δ(R) = {γσ + δ for γ ∈ R}.
(iii) If R is a field and σ 6= 1R, then for any a0, . . . , an ∈ R and any θ in EndR,σ,δ(R),
there are b0, . . . , bn in R such that
n∑
i=0
aiθ
i =
n∑
i=0
biσ
i.
Proof. (i) Let θ = γσ + δ for γ ∈ Z(R) and let a, b ∈ R. We have θ(a + b) = θa + θb
since σ and δ are additive. Furthermore,
θ(ab) = γσ(ab) + δ(ab) = γσa σb+ σa δb+ δa b
= σ(a)(γσb+ δb) + δa b = σa θb+ δa b
so θ ∈ EndR,σ,δ(R).
(ii) If R is commutative, then Z(R) = R. Let θ ∈ EndR,σ,δ(R). Then, θ(a) = θ(a×1) =
σa θ1 + δa for any a ∈ R, so θ = γσ + δ where γ = θ1 ∈ R. The reverse inclusion is
proven in (i).
(iii) If R is a field and σ 6= 1R, then δ = α(σ−1R) for some α ∈ R by Lemma 2. By (ii),
this implies that θ = (γ+α)σ−α where γ = θ1, and expanding ∑ni=0 ai((γ+α)X −α)i
in the skew-polynomial ring R[X;σ, δ] produces b0, . . . , bn. 2
Definition 4. An ideal I of (R, σ, δ) is called a σ-differential ideal if it is closed under
σ and δ.
It follows from Lemma 5 that a σ-differential ideal of a commutative ring R is closed under
any θ ∈ EndR,σ,δ(R). The following lemma provides the basis of modular algorithms for
solving linear functional equations.
Lemma 6. Let (R, σ, δ) be a σ-differential ring, I be a σ-differential ideal of R, and
pi : R → R/I be the canonical projection. Then, σ and δ induce, respectively, an en-
domorphism σ∗ of R/I and a σ∗-derivation δ∗ of R/I such that σ∗ ◦ pi = pi ◦ σ and
δ∗ ◦ pi = pi ◦ δ. Furthermore, if R is commutative, then any θ ∈ EndR,σ,δ(R) induces
θ∗ ∈ EndR/I,σ∗,δ∗(R/I) satisfying θ∗ ◦ pi = pi ◦ θ.
Proof. Define σ∗ and δ∗ as follows: for x ∈ R/I , let a ∈ R be such that pi(a) = x, and
set σ∗x = pi(σa) and δ∗x = pi(δa). Suppose that pi(a) = pi(b) = x for a, b ∈ R. Then,
a − b ∈ I, so σ(a − b) ∈ I and δ(a − b) ∈ I since I is a σ-differential ideal. This implies
that pi(σa) = pi(σb) and pi(δa) = pi(δb), hence that σ∗ and δ∗ are well-defined. We have
σ∗ ◦ pi = pi ◦ σ and δ∗ ◦ pi = pi ◦ δ by definition. Let x, y ∈ R/I and let a, b ∈ R be such
that pi(a) = x and pi(b) = y. Then, pi(a+ b) = x+ y and pi(ab) = xy, so
σ∗(x+ y) = pi(σ(a+ b)) = pi(σa+ σb) = pi(σa) + pi(σb) = σ∗a+ σ∗b
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and similarly, σ∗(xy) = σ∗x σ∗y and δ∗(x+ y) = δ∗(x) + δ∗(y). Finally,
δ∗(xy) = pi(δ(ab)) = pi(σa δb+ δa b) = pi(σa)pi(δb) + pi(δa)pi(b) = σ∗x δ∗y + δ∗x y
so δ∗ is a σ∗-derivation of R/I . Suppose that R is commutative and let θ ∈ EndR,σ,δ(R),
and θ∗ = pi(θ1)σ∗ + δ∗. Since R/I is commutative, Lemma 5 implies that θ∗ ∈
EndR/I,σ∗,δ∗(R/I) and that
θ∗(pia) = pi(θ1)σ∗(pia) + δ∗(pia) = pi(θ(1)σa+ δa) = pi(θa)
for any a ∈ R. 2
2. σ-Differential Extensions
In this section we generalize the notions of differential extensions and monomial ex-
tensions to σ-differential fields.
Definition 5. Let (R, σ, δ) and (R′, σ′, δ′) be σ-differential rings. We say that (R′, σ′, δ′)
is a σ-differential extension of (R, σ, δ) if R is a subring of R′ and σ′a = σa and δ′a = δa
for any a ∈ R.
It follows immediately that Constσ,δ(R) ⊆ Constσ′,δ′(R′). In addition, ifR′ (and therefore
R) is commutative, then Lemma 5 implies that for any θ ∈ EndR,σ,δ(R), θ′ = θ(1)σ′+δ′ is
the unique extension of θ to an element of EndR′,σ′,δ′(R′). We thus consider EndR,σ,δ(R)
to be a subset of EndR′,σ′,δ′(R′) whenever R′ is commutative. When there is no confusion,
we simply say that R′ is a σ-differential extension of R and use the same notations for
the endomorphisms, associated derivations and pseudo-linear maps on R and R′. We first
show that injective σ-derivations on an integral domain can be extended uniquely to its
field of fractions.
Proposition 2. Let (R, σ, δ) be a σ-differential ring with R an integral domain and σ
injective. Let F be the field of fractions of R. Then there exists a unique endomorphism
τ of F and a unique τ -derivation ∆ of F such that (F, τ,∆) is a σ-differential extension
of (R, σ, δ).
Proof. Define τ : F → F and ∆ : F → F as follows: for any x ∈ F , write x = a/b
where a, b ∈ R, b 6= 0, and let τx = σa/σb and ∆x = (bδa − aδb)/(bσb). Note that
σb 6= 0 since σ is injective. Suppose that x = a/b = c/d for a, b, c, d ∈ R. Then, ad = bc,
so σa σd = σb σc, which implies that σa/σb = σc/σd, hence that τ is well-defined. In
addition,
bδa− aδb
bσb
− dδc− cδd
dσd
=
dσd bδa− dσd aδb− bσb dδc+ bσb cδd
bdσb σd
=
bdδ(da− bc) + bcδ(bd)− adδ(db)
bdσb σd
=
bdδ(da− bc) + (bc− ad)δ(bd)
bdσb σd
= 0,
which implies that ∆ is well-defined. Writing a ∈ R as a/1, we obtain
τa =
σa
σ1
= σa and ∆a =
δa− aδ1
1σ1
= δa.
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Now let x, y ∈ F and write x = a/b, y = c/d where a, b, c, d ∈ R. We have
τ(xy) = τ
ac
bd
=
σa
σb
σc
σd
= τx τy
and
τ(x+ y) = τ
ad+ bc
bd
=
σa σd+ σb σc
σb σd
=
σa
σb
+
σc
σd
= τx+ τy,
so τ is an endomorphism of F . Finally,
∆(x+ y) = ∆
ad+ bc
bd
=
bdδ(da+ bc)− (ad+ bc)δ(bd)
bdσb σd
=
bdδ(da+ bc)− adδ(db)− bcδ(bd)
bdσb σd
=
dσd (bδa− aδb) + bσb (dδc− cδd)
bdσb σd
=
bδa− aδb
bσb
+
dδc− cδd
dσd
= ∆x+ ∆y
and
∆(xy) = ∆
ac
bd
=
bdδ(ac)− acδ(db) + bc(δ(da)− δ(ad))
bdσb σd
=
σa b(dδc− cδd) + cσd (bδa− aδb)
bdσb σd
= τx ∆y + y∆x,
which implies that ∆ is a τ -derivation of F , hence that (F, τ,∆) is a σ-differential exten-
sion of (R, σ, δ).
Now let (F, τ1,∆1) and (F, τ2,∆2) be σ-differential extensions of (R, σ, δ) and let x ∈ F .
Write x = a/b where a, b ∈ R and b 6= 0. Since τ1 and τ2 are endomorphisms that agree
with σ on R, we have
τ1x =
τ1a
τ1b
=
σa
σb
=
τ2a
τ2b
= τ2x
so τ1 = τ2. Using (1.2) and that ∆1 and ∆2 agree with δ on R, we have
∆1x =
b∆1a− a∆1b
bτ1b
=
bδa− aδb
bσb
=
b∆2a− a∆2b
bτ2b
= ∆2x,
which shows that (F, τ,∆) as defined above is the unique σ-differential extension of
(R, σ, δ) to F . 2
As in the differential case, we define monomial extensions to be simple transcendental
extensions for which k[t] is closed under σ and any pseudo-linear map, in particular, δ.
Definition 6. Let (k, σ, δ) be a σ-differential field and K be a field and a σ-differential
extension of k. We say that t ∈ K is a monomial over k (with respect to σ and δ) if t is
transcendental over k, σt ∈ k[t] and δt ∈ k[t].
Since fields are commutative, Endk,σ,δ(k) can be seen as a subset of EndK,σ,δ(K) (see the
remarks below Definition 5). We show that it can be viewed as a subset of Endk(t),σ,δ(k(t))
when t ∈ K is a monomial over k.
Lemma 7. Let (k, σ, δ) be a σ-differential field, K be a field and a σ-differential extension
of k and t ∈ K be a monomial over k. Then, k[t] and k(t) are closed under σ, δ and any
θ ∈ Endk,σ,δ(k).
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Proof. Let p =
∑
i ait
i ∈ k[t]. Then, σp = ∑i σ(ai)σ(t)i ∈ k[t] since σt ∈ k[t]. In
addition, using (1.4) we obtain
δp =
∑
i
δ(aiti) =
∑
i
δ(ai)ti + σ(ai)δ(t) i−1∑
j=0
tjσ(t)i−1−j
 ∈ k[t]
since σt ∈ k[t] and δt ∈ k[t]. Therefore k[t] is closed under σ and δ. Since σ(p/q) =
σ(p)/σ(q) for p, q ∈ k[t], k(t) is closed under σ, and (1.2) implies that k(t) is closed
under δ. Now let θ ∈ Endk,σ,δ(k). Since k(t) is a σ-differential extension of k, θ(1)σ+ δ ∈
Endk(t),σ,δ(k(t)) is the unique extension of θ to k(t). Since k[t] is closed under σ and δ
and θ(1) ∈ k, k[t] is also closed under θ. 2
Definition 7. Let (k, σ, δ) be a σ-differential field and t be a monomial over k. We say
that p ∈ k[t] is special with respect to σ and δ if p | σp and p | δp, and write
Sk[t]:k = {p ∈ k[t] such that p is special}.
When the monomial extension is clear from the context, we omit the subscripts and
simply write S. When σ = 1k(t), p is special if and only if p | δp, so the above definition
generalizes the one given in the differential case in Bronstein (1997). Special polynomials
generate σ-differential ideals, so there is an induced endomorphism and its associated
derivation on the quotient rings. More importantly, those maps turn out to make k[t]/(p)
a σ-differential extension of k.
Lemma 8. (p) is a σ-differential ideal of k[t] for any p ∈ Sk[t]:k. Furthermore, if p /∈ k,
then (k[t]/(p), σ∗, δ∗) is a σ-differential extension of (k, σ, δ), where σ∗ and δ∗ are as in
Lemma 6.
Proof. Let p ∈ Sk[t]:k. Then, p | σp and p | δp by definition, so (p) is a σ-differential
ideal of k[t]. Suppose that p /∈ k. Then, k[t]/(p) is an extension of k, and by Lemma 6,
σ∗ ◦ pi = pi ◦ σ and δ∗ ◦ pi = pi ◦ δ. Therefore, σ∗a = σ∗pi(a) = pi(σa) = σa and δ∗a =
δ∗pi(a) = pi(δa) = δa for any a ∈ k, which implies that (k[t]/(p), σ∗, δ∗) is a σ-differential
extension of (k, σ, δ). 2
As in the differential case, new constants in extensions are closely linked to nontrivial
special polynomials.
Lemma 9. Let (k, σ, δ) be a σ-differential field and t be a monomial over k. If c ∈
Constσ,δ(k(t)), then both the numerator and denominator of c are special.
Proof. Write c = a/b where a, b ∈ k[t], b 6= 0 and gcd(a, b) = 1. Then, a/b = c = σc =
σ(a)/σ(b), which implies that aσb = bσa, hence that a | σa and b | σb. Similarly,
0 = δc =
bδa− aδb
bσb
,
which implies that bδa = aδb, hence that a | δa and b | δb. 2
It turns out that Sk[t]:k is the monoid of polynomials that divide their image under
any pseudo-linear map.
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Lemma 10. Let (k, σ, δ) be a σ-differential field and t be a monomial over k. Then:
(i) Sk[t]:k = {p ∈ k[t] such that p | θp for every θ ∈ Endk,σ,δ(k)}.
(ii) Sk[t]:k is a multiplicative monoid containing k.
Proof. (i) From Lemma 5, we have Endk,σ,δ(k) = {γσ + δ for γ ∈ k}. Let p ∈ Sk[t]:k.
Then p | σp and p | δp, so p | γσp+ δp for any γ ∈ k. Conversely, suppose that p | θp for
any θ ∈ Endk,σ,δ(k). Taking γ = 0 implies that p | δp. Then taking γ = 1 implies that
p | σp+ δp, hence that p | σp, and therefore that p ∈ Sk[t]:k.
(ii) Sk[t]:k obviously contains k, so it contains 1. Let p, q ∈ Sk[t]:k and let a, b, c, d ∈ k[t]
be such that σp = ap, σq = bq, δp = cp and δq = dq. We then have σ(pq) = apbq and
δ(pq) = apdq + cpq, which implies that pq ∈ Sk[t]:k. 2
Unlike in the differential case, factors of special polynomials are not necessarily special,
as the following example illustrates.
Example 1. Let t be an indeterminate over Q, σ the automorphism of Q(t) over Q that
maps t to 1− t, and δ be the zero map on Q(t). Then, t is a monomial over Q and t2 − t
is special, but its factors t and t− 1 are not special.
The factors of special polynomials will be characterized for a restricted class of monomial
extensions in Section 4.
3. Polynomial Solutions
We consider in this section the problem of finding solutions y ∈ k[t] and c1, . . . , cm ∈
Constσ,δ(k) of equations of the form
anθ
ny + an−1θn−1y + · · ·+ a1θy + a0y = c1g1 + · · ·+ cmgm (3.7)
where t is a monomial over k, a0, . . . , an ∈ k[t], g1, . . . , gm ∈ k(t) and θ ∈ Endk,σ,δ(k).
Because k[t] is closed under θ, any denominator of the right-hand side can be eliminated,
yielding linear constraints for the ci’s.
Lemma 11. Let (k, σ, δ) be a σ-differential field, t be a monomial over k, θ ∈ Endk,σ,δ(k),
y, a0, . . . , an ∈ k[t], g1, . . . , gm ∈ k(t) and c1, . . . , cm ∈ Constσ,δ(k) be such that (3.7) is
satisfied. Let di be the denominator of gi for 1 ≤ i ≤ m, d = lcm(d1, . . . , dm), and
q1, . . . , qm, r1, . . . , rm ∈ k[t] be such that dgi = dqi + ri and either ri = 0 or deg(ri) <
deg(d) for each i. Then,
m∑
i=1
ciri = 0 (3.8)
and
anθ
ny + an−1θn−1y + · · ·+ a1θy + a0y = c1q1 + · · ·+ cmqm. (3.9)
Proof. Since gi = qi + ri/d for each i and k[t] is closed under θ by Lemma 7, we obtain
from (3.7) that ∑m
i=1 ciri
d
=
n∑
i=0
aiθ
iy −
m∑
i−1
ciqi ∈ k[t].
Since deg (
∑m
i=1 ciri) < deg(d), it follows that
∑m
i=1 ciri = 0, which implies (3.9). 2
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Equating the coefficients of the powers of t on both sides of (3.8) yields a homogeneous
system of linear equations for the ci’s, i.e. a matrix M with coefficients in k such that
M(c1, c2, . . . , cm)T = 0. As in the differential case, such constraints are equivalent to
linear constraints with constant coefficients, as shown by the following proposition.
Proposition 3. Let (k, σ, δ) be a σ-differential field, A be a matrix with entries in k,
and u be a vector with entries in k. Then, using only elementary row operations on A and
u, we can either prove that Ax = u has no constant solution, or we can compute a matrix
B and a vector v, both with entries in Constσ,δ(k), such that the constant solutions of
Ax = u are exactly all the constant solutions of Bx = v. Furthermore, if u = 0, then
v = 0.
Proof. Let C = Constσ,δ(k), and write Ri for the ith row of A, and aij for the jth
entry of Ri. By applying the usual Gaussian elimination, we can compute an equivalent
system in row-reduced echelon form, so suppose that A is in that form. If all the entries
of A are in C, let B = A and v = u. Otherwise, let j be the smallest index such that the
jth column of A has a nonconstant entry, and let i be such that aij /∈ C. Then, either
σaij 6= aij or δaij 6= 0 (or both) so we add the row
Rm+1 =

σRi−Ri
σaij−aij =
(
σai1−ai1
σaij−aij , . . . ,
σair−air
σaij−aij
)
if σaij 6= aij
δRi
δaij
=
(
δai1
δaij
, . . . , δairδaij
)
if σaij = aij
at the bottom of A, and the entry
um+1 =
{
σui−ui
σaij−aij if σaij 6= aij
δui
δaij
if σaij = aij
at the bottom of u. By our choice of j, the first nonzero entry in Rm+1 is a 1 in column
j, so we add adequate multiples of Rm+1 to all the other rows to ensure that aij = 0
for i = 1 . . .m. We now have a new matrix A˜ and a new vector u˜ with one more row,
but with only constant entries in columns 1 through j. Repeating this, we eventually
obtain a matrix B and a vector v such that all the entries of B are in C. By con-
struction, v = 0 if u = 0. Since (B,v) was obtained from (A,u) only by adding extra
rows, any solution of Bx = v must be a solution of Ax = u. Conversely, let x be a
constant solution of Ax = u. In order for x to satisfy Bx = v, it only has to satisfy
Rm+1x = um+1, where Rm+1 is the extra row added in the reduction step. If σaij 6= aij
we have
Rm+1x =
(σai1 − ai1)x1 + · · ·+ (σair − air)xr
σaij − aij
=
σ(ai1x1 + · · ·+ airxr)
σaij − aij −
ai1x1 + · · ·+ airxr
σaij − aij
=
σ(Rix)
σaij − aij −
Rix
σaij − aij =
σui
σaij − aij −
ui
σaij − aij = um+1,
while if σaij = aij we have
Rm+1x =
(δai1)x1 + · · ·+ (δair)xr
δaij
=
δ(ai1x1 + · · ·+ airxr)
δaij
=
δ(Rix)
δaij
=
δui
δaij
= um+1
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so x is a solution of Bx = v. Therefore, the constant solutions of Ax = u are ex-
actly all the constant solutions of Bx = v. Let x be a constant solution of Ax = u,
hence of Bx = v. Then all the entries of Bx are constant, which implies that all the
entries of v are in C. Therefore, Ax = u has no constant solution if any entry of v is
not in C. 2
In the presence of a nontrivial special in the extension, we can reduce the problem of
finding solutions of bounded degree of (3.7) to solving similar equations in an algebraic
extension of k. Given a σ-differential ring R and θ ∈ EndR,σ,δ(R), we say that we can
effectively solve parameterized linear θ-equations over R if given a0, . . . , an, g1, . . . , gm ∈
R, we can effectively find h1, . . . , hr ∈ R and a matrix M with r+m columns and entries
in Constσ,δ(R) such that y ∈ R and c1, . . . , cm ∈ Constσ,δ(R) satisfy (3.7) if and only if
y =
∑r
k=1 ykhk where y1, . . . , yr ∈ Constσ,δ(R) and M(y1, . . . , yr, c1, . . . , cm)T = 0. Note
that this implies in particular being able to find all the solutions in R of homogeneous
and inhomogeneous θ-equations with coefficients in R. In the statement of the following
theorem, we use the facts that for p ∈ S \ k, k[t]/(p) is a σ-differential extension of
k (Lemma 8) and θ ∈ Endk,σ,δ(k) induces θ∗ ∈ Endk[t]/(p),σ∗,δ∗(k[t]/(p)) (Lemma 6).
Theorem 1. Let (k, σ, δ) be a σ-differential field, t be a monomial over k, p ∈ S \ k and
θ ∈ Endk,σ,δ(k). Suppose that Constσ,δ(k(t)) = Constσ∗,δ∗(k[t]/(p)) = Constσ,δ(k). If we
can solve parameterized linear θ-equations over k and parameterized linear θ∗-equations
over k[t]/(p), then for any N ∈ Z and any a0, . . . , an, g1, . . . , gm ∈ k(t), we can find
h1, . . . , hr ∈ k[t] and a matrix M with r + m columns and entries in Constσ,δ(k) such
that y ∈ k[t] and c1, . . . , cm ∈ Constσ,δ(k) satisfy (3.7) with deg(y) ≤ N if and only if
y =
∑r
k=1 ykhk where y1, . . . , yr ∈ Constσ,δ(k) and M(y1, . . . , yr, c1, . . . , cm)T = 0.
Proof. Let C = Constσ,δ(k(t)) = Constσ∗,δ∗(k[t]/(p)) = Constσ,δ(k). Multiplying, if
necessary, the equation by a common denominator for the ai’s and dividing by its content,
we can assume that a0, . . . , an ∈ k[t] and that gcd(a0, . . . , an) = 1. Using Lemma 11, we
obtain a set of linear constraints with coefficients in k for c1, . . . , cm, and q1, . . . , qm ∈ k[t]
such that we are reduced to finding solutions y ∈ k[t] of degree at most N of (3.9). By
Proposition 3 the linear constraints for the ci’s can be reduced to have their coefficients
in C.
If N < 0, then y = 0 together with
∑m
i=1 ciqi = 0, which can be reduced to linear
constraints with coefficients in C, is the only solution.
If N = 0, then y ∈ k, so write ai =
∑d
j=0 aijt
j and qi =
∑d
j=0 qijt
j where d is large
enough and aij , qij ∈ k. Our equation becomes
d∑
j=0
tj
n∑
i=0
aijθ
iy =
d∑
j=0
tj
m∑
i=1
ciqij
so equating the coefficients of equal powers of t on both sides we obtain either new linear
constraints for the cj ’s (when the left-hand side is 0) or parameterized linear θ-equations
over k for y, which we can solve by our hypothesis. As earlier, the linear constraints can
be reduced to linear constraints with coefficients in C.
IfN > 0, let R = k[t]/(p) and pi : k[t]→ R be the reduction modulo p. Write y = y0+pz
where y0, z ∈ k[t] and deg(y0) < deg(p), ai =
∑d
j=0 aijp
j and qi =
∑d
j=0 qijp
j where d
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is large enough and aij , qij ∈ k[t] satisfy deg(aij) < deg(p) and deg(qij) < deg(p). Our
equation becomes
d∑
j=0
pj
n∑
i=0
aijθ
iy =
d∑
j=0
pj
m∑
i=1
ciqij .
By Lemma 8, R is a σ-differential extension of k, and by Lemma 6, θ induces a pseudo-
linear map θ∗ on R, which satisfies θ∗ ◦ pi = pi ◦ θ. Applying pi to the above equation and
noting that pi(y) = y0, pi(ai) = ai0 and pi(qi) = qi0, we obtain
n∑
i=0
ai0θ
∗iy0 =
m∑
i=1
ciqi0.
Since gcd(a0, . . . , an) = 1, there is at least one index i for which ai0 6= 0, so the above is a
nonzero linear θ∗-equation with coefficients in R. Using the hypothesis on R, we compute
h1, . . . , hr ∈ R and a matrix A with entries in C such that for any solution y0 ∈ R, we
must have y0 =
∑r
s=1 eshs and A(e1, . . . , er, c1, . . . , cm)
T = 0. Considering h1, . . . , hr as
elements of k[t], let u1, . . . , ur, v1, . . . , vr ∈ k[t] be such that deg(us) < deg(p) for each s
and
n∑
i=0
ai0θ
ihs = us + pvs for 1 ≤ s ≤ r.
Summing over s we obtain
r∑
s=1
esus =
r∑
s=1
es
n∑
i=0
ai0θ
ihs − p
r∑
s=1
esvs =
n∑
i=0
ai0θ
i
(
r∑
s=1
eshs
)
− p
r∑
s=1
esvs
and applying pi yields
r∑
s=1
esus =
n∑
i=0
ai0θ
∗i
(
r∑
s=1
eshs
)
=
m∑
i=1
ciqi0
whenever A(e1, . . . , er, c1, . . . , cm)T = 0. Replacing y by
∑r
s=1 eshs + pz in our equation
and using Lemma 4 as well as the above equalities, we obtain
m∑
i=1
ciqi =
n∑
i=0
aiθ
i
(
pz +
r∑
s=1
eshs
)
=
n∑
i=0
aiθ
i(pz) +
n∑
i=0
aiθ
i
(
r∑
s=1
eshs
)
= p
n∑
i=0
ai
(
σp
p
θ +
δp
p
)i
z + p
n∑
i=0
ai − ai0
p
θi
(
r∑
s=1
eshs
)
+
n∑
i=0
ai0θ
i
(
r∑
s=1
eshs
)
= p
n∑
i=0
ai
(
σp
p
θ +
δp
p
)i
z + p
r∑
s=1
es
n∑
i=0
ai − ai0
p
θihs +
m∑
i=1
ciqi0 + p
r∑
s=1
esvs.
Therefore,
n∑
i=0
ai
(
σp
p
θ +
δp
p
)i
z =
m∑
i=1
ci
qi − qi0
p
−
r∑
s=1
es
(
vs +
n∑
i=0
ai − ai0
p
θihs
)
.
The above is a linear parameterized θ-equation with coefficients and right-hand side in
k[t], so we solve it with the bound N − deg(p) for deg(z) using the same method. This
process eventually terminates since the degree bound is reduced at each step. 2
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Note that the above algorithm can be used without a bound on the degree of the poly-
nomial solutions in order to compute formal power series solutions in k[[p]]. That modified
algorithm does not terminate, but a basis of the polynomial solutions is produced along
the way, as illustrated by the following example.
Example 2. Consider the recurrence equation
y(n+ 2)− (n! + n)y(n+ 1) + n(n!− 1)y(n) = 0, (3.10)
whose coefficients are in (k(t), σ, δ) where k = Q(n), t is an indeterminate over k, δ = 0,
and σ is the automorphism of k(t) over Q that maps n to n+1 and t to (n+1)t, i.e. t = n!.
As will be proven later (Corollaries 1 and 2), n is a monomial over Q, t is a monomial
over k, Constσ,δ(k(t)) = Constσ,δ(k) = Q, and p = t is the only monic irreducible special
of k[t]. Applying the algorithm of Theorem 1 to look for solutions y ∈ k[t] of (3.10), we
write y = Y + tz and specialize at t = 0 to obtain
Yn+2 − nYn+1 − nYn = 0.
Using the algorithm of Abramov (1989), we find that the above equation has no nonzero
solution in Q(n), implying that Y = 0. Replacing y by tz in (3.10) and using Lemma 4
we obtain the new equation
(n+ 2)(n+ 1)zn+2 − (t+ n)(n+ 1)zn+1 + n(t− 1)zn = 0. (3.11)
Writing z = Z + tu and specializing at t = 0, we obtain
(n+ 2)(n+ 1)Zn+2 − n(n+ 1)Zn+1 − nZn = 0,
whose solution space in Q(n) is Z = c1h1 where h1 = 1/n and c1 is an arbitrary constant.
Replacing z by c1h1 + tu in (3.11) and using Lemma 4 we obtain the new equation
(n+ 2)2(n+ 1)2un+2 − (t+ n)(n+ 1)2un+1 + n(t− 1)un = 0,
which is homogeneous, implying that u = 0 is a solution, therefore that
y =
t
n
=
n!
n
= (n− 1)!
is a solution of (3.10) in Q(n)[n!].
Finally, we remark that in the case of q-difference equations with polynomial coeffi-
cients, our algorithm provides an efficient alternative to either the undetermined coeffi-
cient method or the method proposed in Abramov et al. (1995), since each specialization
yields a single linear algebraic equation for the next term of the series (we use the bound-
ing method of Abramov et al. (1995) followed by repeated specialization at x = 0).
Example 3. (Abramov et al.,1995) Consider the q-difference equation
(1− q10 − (q − q10)x)y(q2x) − (1− q20 − (q2 − q20)x)y(qx)
+ q10(1− q10 − (q2 − q11)x)y(x) = 0 (3.12)
whose coefficients are in (k(x), σ, δ) where k = Q(q), q is transcendental over Q, x is an
indeterminate over k, δ = 0, and σ is the automorphism of k(x) over k that maps x to
qx. As will be proven later (Corollary 2), x is a monomial over k, Constσ,δ(k(x)) = k and
p = x is the only monic irreducible special of k[x]. Applying the algorithm of Theorem 1
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to look for solutions y ∈ k[x] of (3.12), we write y = Y + xz and specialize at x = 0 to
obtain
(1− q10)Y − (1− q20)Y + q10(1− q10)Y = 0.
The above is the linear algebraic equation 0Y = 0, whose solution space in k is Y = e1h1
where h1 = 1 and e1 is an arbitrary constant. Replacing y by e1h1 + xz in (3.12) and
using Lemma 4 we obtain the following new equation
q2(1− q10 − (q − q10)x)z(q2x)q(1− q20 − (q2 − q20)x)z(qx)
+q10(1− q10 − (q2 − q11)x)z(x) = −e1(q21 − q20 − q12 + q10 + q2 − q). (3.13)
Writing z = Z + xu and specializing at x = 0, we obtain
(q21 − q20 − q12 + q10 + q2 − q)Z = −e1(q21 − q20 − q12 + q10 + q2 − q),
whose solution space in k is Z = e2h2 together with the linear constraint e1 + e2 = 0,
where h2 = 1 and e2 is a constant. Replacing z by e2h2 +xu in (3.13) and using Lemma 4
we obtain the following
q4(1− q10 − (q − q10)x)u(q2x)− q2(1− q20 − (q2 − q20)x)u(qx)
+q10(1− q10 − (q2 − q11)x)u(x) = 0,
which is homogeneous, implying that u = 0 is a solution, therefore that y = 1 − x is a
solution of (3.12) in Q(q)[x]. Continuing this process would eventually yield the second
polynomial solution 1− x+ x10, as found in Abramov et al. (1995).
4. Unimonomial Extensions
In order to study rational rather than polynomial solutions of equations, we now turn
our attention to the analogues of the Liouvillian extensions of differential fields. Those
extensions were introduced and studied by Karr (1981, 1985) in the context of symbolic
summation and are a special type of monomial extensions.
Definition 8. Let (k, σ, δ) be a σ-differential field and K be a field and a σ-differential
extension of k. We say that t ∈ K is a unimonomial over k (with respect to σ and δ) if
σ is an automorphism of k and t is a monomial over k such that degt(σt) = 1.
It can easily be checked that σ is an automorphism of k(t) when t is a unimonomial. Note
that in the ordinary differential case (σ = 1K), monomials and unimonomials are the
same notions. As a consequence of Lemma 3, we can describe the factors of the special
polynomials in unimonomial extensions.
Lemma 12. Let (k, σ, δ) be a σ-differential field and t be a unimonomial over k. Then,
S ⊆ k[t]σ and equality holds if δ = 0. Furthermore, if q ∈ S, then any factor of q is in
k[t]σ
∗
.
Proof. Since t is a unimonomial over k, degt(σp) = degt(p) for any p ∈ k[t], which
implies that S ⊆ k[t]σ. If δ = 0, then any p dividing σp is special, so S = k[t]σ. The last
statement follows from Lemma 3 and the fact that S ⊆ k[t]σ ⊆ k[t]σ∗ . 2
Example 4. Returning to Example 1 we had t2 − t ∈ S while t and t − 1 were not
special. However, σ2t = t and σ2(1− t) = 1− t.
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The following example shows that when δ 6= 0, the semi-invariants of σ are not always
special, even when t is a unimonomial and σ 6= 1.
Example 5. Let t be an indeterminate over Q, σ the automorphism of Q(t) over Q
that maps t to 2 − t, and δ be the inner derivation (1 − t)−1(σ − 1). We have δt =
(σ(t) − t)/(1 − t) = 2, so t is a unimonomial over Q. The polynomial t − 1 is a semi-
invariant of σ, but is not special, since δ(t− 1) = 2.
For a σ-differential field k and a, b ∈ k we introduce the notation
Va,b(k) = {w ∈ k such that σw = aw + b}.
We also say that an element a of a σ-differential field k is a σ-radical over k if σz = anz
for some z ∈ k∗ and an integer n > 0. Note that Va,b(k) has at most one element
when a is not a σ-radical over k: if σw = aw + b and σz = az + b for w, z ∈ k, then
σ(w− z) = a(w− z), which implies that w = z. Karr (1985) used Va,b(k) to characterize
the semi-invariants of σ in extensions where σt = at+ b and either Va,b(k) is empty or a
is not a σ-radical over k.
Theorem 2. (Karr, 1985, Theorem 2.1) Let (k, σ, δ) be a σ-differential field with σ
an automorphism of k, K be a field and a σ-differential extension of k, and t ∈ K be
such that σt = at+ b for a, b ∈ k. The following are equivalent:
(i) k[t]σ 6= k.
(ii) Va,b(k) is not empty.
(iii) There exists g ∈ k(t) \ k such that σg/g ∈ k.
Note that w ∈ Va,b(k) implies that σu = au where u = t − w. This means that a
unimonomial extension with a nontrivial semi-invariant can always be written as k(u)
where σu/u ∈ k.
Example 6. Going back to Example 1 we had t2−t ∈ S, so σw = 1−w for some w ∈ Q.
This equation is indeed solved by w = 1/2, and k(t) = k(t − 1/2) with t − 1/2 ∈ S.
Note that even though V−1,1(Q) = {1/2} is a singleton, −1 is a σ-radical over Q since
σc = (−1)2c for any c ∈ Q.
Lemma 13. (Karr, 1985) Let (k, σ, δ) be a σ-differential field with σ an automorphism
of k, K be a field and a σ-differential extension of k, and t ∈ K∗ be algebraic over k such
that σt = at + b for a, b ∈ k. Then, Va,b(k) is not empty. Furthermore, if b = 0, then
either a = 0 or a is a σ-radical over k.
Proof. If a = 0, then σ−1b ∈ Va,b(k), so suppose that a 6= 0. We then follow the
proof outlined in Theorem 2.3 of Karr (1985): let g = Xm +
∑m−1
i=0 aiX
i be the minimal
polynomial for t over k where m > 0. Then,
0 = σ(g(t)) = (at+ b)m +
m−1∑
i=0
σ(ai)(at+ b)i,
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which implies that h = amg where h = (aX + b)m +
∑m−1
i=0 σ(ai)(aX + b)
i. Equating the
coefficients of Xm−1 on both sides yields
am−1σ(am−1) +mam−1b = amam−1,
which implies that σam−1 = aam−1 −mb, hence that w = −am−1/m ∈ Va,b(k). If b = 0
and a 6= 0, we follow the proof of Theorem 2.2 of Karr (1985): since t 6= 0, aj 6= 0 for
some j < m. Equating the coefficients of Xj on both sides yields ajσaj = amaj , which
implies that σz = anz where n = m− j > 0 and z = aj ∈ k∗. 2
As a consequence, adjoining a solution of a first-order equation that does not have any
solution in k creates a transcendental extension with no new constant or special.
Corollary 1. (Karr, 1985) Let (k, σ, δ) be a σ-differential field with σ an automor-
phism of k, K be a field and a σ-differential extension of k, and t ∈ K be such that σt =
at+ b for a, b ∈ k. If Va,b(k) is empty, then t is a unimonomial over k, Constσ,δ(k(t)) =
Constσ,δ(k) and S = k[t]σ = k[t]σ∗ = k.
Proof. If Va,b(k) is empty, then t is transcendental over k by Lemma 13. Furthermore,
σg/g /∈ k for any g ∈ k(t) \ k by Theorem 2, which implies that k[t]σ = k, hence that
S = k by Lemma 12. Lemma 9 then implies that Constσ,δ(k(t)) = Constσ,δ(k). Let
p ∈ k[t]σn for some n > 0. Then, q = ∏n−1i=0 σip ∈ k[t]σ by Lemma 3, so q ∈ k, which
implies that p ∈ k, hence that k[t]σ∗ = k. 2
Adjoining a solution of a first-order equation whose leading coefficient is not a σ-
radical over k creates a transcendental extension with no new constant and known semi-
invariants.
Corollary 2. (Karr, 1985) Let (k, σ, δ) be a σ-differential field with σ an automor-
phism of k, K be a field and a σ-differential extension of k, t ∈ K be such that σt =
at + b for a, b ∈ k. If a is not a σ-radical over k, then t is a unimonomial over k,
Constσ,δ(k(t)) = Constσ,δ(k) and
k[t]σ
∗
= k[t]σ = k ∪ {c(t− w)m such that c ∈ k,w ∈ Va,b(k),m ∈ Z,m ≥ 0}. (4.14)
Proof. If Va,b(k) is empty, then the results follow by Corollary 1, so suppose that Va,b(k)
is not empty, and let w ∈ Va,b(k) and u = t − w. Then, σu = au and, since a is not a
σ-radical over k, Lemma 13 implies that u, and hence t, is transcendental over k. We
now follow the proof of Theorem 2.2 of Karr (1985): let p ∈ k[t]σ \k, c ∈ k∗ be its leading
coefficient and q = c−1p. We have σq = σ(c−1)σp, which implies that q ∈ k[t]σ. Write
q = um +
∑m−1
i=0 aiu
i where ai ∈ k. Then,
σq = amum +
m−1∑
i=0
σ(ai)aiui = amq,
which implies that σ(ai) = am−iai for 0 ≤ i < m. Since a is not a σ-radical over k, we
must have ai = 0 for 0 ≤ i < m, and p = cum = c(t− w)m. Conversely, σ(c(t− w)m) =
σ(c)am(t−w)m, which proves that k[t]σ is given by (4.14). Let p ∈ k[t]σn for some n > 0.
Then, q =
∏n−1
i=0 σ
ip ∈ k[t]σ by Lemma 3, so q = c(t − w)m for c ∈ k and m ≥ 0.
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Since p | q, t − w is the only possible monic irreducible factor of p, which implies that
k[t]σ
∗
= k[t]σ. Let d ∈ Constσ,δ(k(t)) and write d = p/q where p, q ∈ k[t] are such
that gcd(p, q) = 1. Then, p, q ∈ S by Lemma 9, so p, q ∈ k[t]σ by Lemma 12, which
implies that d = c(t − w)m for c ∈ k and m ∈ Z. If c = 0, then d ∈ Constσ,δ(k), so
suppose that c 6= 0. Since 1/d is also a constant, we can assume that m ≤ 0. We have,
σd = σ(c)am(t− w)m, which implies that σc = a−mc. Since a is not a σ-radical over k,
we must have m = 0, so Constσ,δ(k(t)) = Constσ,δ(k). 2
Note that Va,b(k) = V1,0(k) = k when σ is the identity on k(t), so Corollaries 1 and 2
do not give information for differential extensions. It is, however, possible to have σ be
the identity on k and not on k(t). When a is a σ-radical over k, it is possible for Va,b(k)
to be a singleton and for the right-hand side of (4.14) to form only a proper subset of
the semi-invariants, as Example 6 illustrates, since V−1,1(Q) = {1/2} but t2 − t ∈ S.
We can now generalize the ordinary differential definitions of primitives and expo-
nentials and obtain necessary conditions on them for the specials to be fully character-
ized.
Definition 9. Let (k, σ, δ) be a σ-differential field and K be a σ-differential extension
of k. We say that t ∈ K is a primitive over k if σt− t ∈ k and δt ∈ k. We say that t ∈ K∗
is a hyperexponential over k if σt/t ∈ k and δt/t ∈ k.
If σ is the identity over K, then the above definitions simply coincide with the cor-
responding ones for differential fields (Bronstein, 1997). Otherwise, they define their
discrete analogues: if σt− t = η ∈ k, then for integers n ≤ m,
σm+1t− σnt =
m∑
i=n
(
σi+1t− σit) = m∑
i=n
σi(σt− t) =
m∑
i=n
σiη
so t is an antidifference of η. Similarly, if σt/t = η ∈ k, then for integers n ≤ m,
σm+1t
σnt
=
m∏
i=n
σi+1t
σit
=
m∏
i=n
σi
(
σt
t
)
=
m∏
i=n
σiη
so t is an hypergeometric term over k. Note that σt/t ∈ k\{1} does not necessarily imply
that t is special, as the following example points out.
Example 7. Let t be an indeterminate over Q, σ the automorphism of Q(t) over Q
that maps t to 2t and δ be the inner derivation t−1(σ − 1). We have δt = 1, so t is a
unimonomial over Q but t is not special.
The necessary condition for a primitive to be transcendental with no new specials or
constants is simply that it is not redundant.
Theorem 3. Let (k, σ, δ) be a σ-differential field where σ is an automorphism of k, K be
a field and a σ-differential extension of k and t ∈ K be a primitive over k. If k contains
no element w satisfying σw − w = σt − t and δw = δt, then t is a unimonomial over
k, Constσ,δ(k(t)) = Constσ,δ(k) and S = k. Furthermore, if σ is not the identity on K,
then k[t]σ = k[t]σ
∗
= k.
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Proof. Suppose first that σ is the identity on K. Then δ is an ordinary derivation on
K and σw−w = σt− t = 0 for any w ∈ k. Therefore, k contains no element w satisfying
δw = δt and the result follows by Theorem 5.1.1 of Bronstein (1997). Suppose now that
σ is not the identity on K and let η = σt− t ∈ k. Since δ = u(σ − 1) for some u ∈ K by
Lemma 2, we have δw = δt = uη for any w ∈ V1,η(k). Therefore V1,η(k) must be empty
and the results follow by Corollary 1. 2
The condition for hyperexponentials is somewhat stronger, as it requires that the
extension cannot be replaced by constants and algebraic extensions. We say that an
element a of a σ-differential field (k, σ, δ) is a logarithmic derivative of a k-radical if
na = δw/w for some integer n 6= 0 and w ∈ k∗.
Theorem 4. Let (k, σ, δ) be a σ-differential field where σ is an automorphism of k, K
be a field and a σ-differential extension of k and t ∈ K∗ be a hyperexponential over k.
If either (i) σt/t is not a σ-radical over k, or (ii) σt = t and δt/t is not a logarithmic
derivative of a k-radical, then t is a unimonomial over k, Constσ,δ(k(t)) = Constσ,δ(k)
and S = {ctm such that c ∈ k,m ∈ Z,m ≥ 0}. Furthermore, if σt 6= t, then k[t]σ =
k[t]σ
∗
= S.
Proof. Suppose first that η = σt/t ∈ k is not a σ-radical over k. Then, Vη,0(k) = {0}
since it has at most one element, and Corollary 2 implies that t is a unimonomial over
k, Constσ,δ(k(t)) = Constσ,δ(k) and k[t]σ = {ctm, c ∈ k,m ∈ Z,m ≥ 0}. We have t ∈ S
since δt/t ∈ k, so ctm ∈ S for c ∈ k and m ≥ 0 by Lemma 10. Since S ⊆ k[t]σ by
Lemma 12, it follows that S = {ctm such that c ∈ k,m ∈ Z,m ≥ 0}.
Suppose now that σt = t and that δt/t is not a logarithmic derivative of a k-radical.
This implies in particular that δt 6= 0, hence that δ is not a multiple of σ − 1. Lemma 2
then implies that σ is the identity on K, so δ is an ordinary derivation on K and the
result follows by Theorem 5.1.2 of Bronstein (1997).
In addition, if σt 6= t, then σt/t is not a σ-radical over k, and Corollary 2 implies that
k[t]σ = k[t]σ
∗
= S. 2
The restriction σt = t in hypothesis (ii) of the above theorem cannot be removed, as
the following example illustrates.
Example 8. Let K = Q(
√
2), σ be the automorphism of K over Q that maps
√
2 to
−√2 and δ be the inner derivation σ − 1. Then, √2 is hyperexponential over Q and
δ
√
2/
√
2 = −2 is not the logarithmic derivative of a Q-radical, but K is algebraic over Q.
5. The Dispersion
The key quantity needed to compute denominators of rational solutions of linear dif-
ference equations is the dispersion, which was first introduced with respect to the shift
by Abramov (1971) for computing rational sums. In this section we generalize its defini-
tion and properties to more general coefficients and morphisms.
Definition 10. Let R[X] be a polynomial ring over a unique factorization domain R
and φ be any mapping from R[X] into itself. For any p, q ∈ R[X] \ {0}, we define the
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spread of p and q with respect to φ to be
Sprφ(p, q) = {m ∈ Z,m ≥ 0 such that deg (gcd(p, φmq)) > 0}
and the dispersion of p and q with respect to φ to be
Disφ(p, q) =

−1 if Sprφ(p, q) is empty,
max(Sprφ(p, q)) if Sprφ(p, q) is finite and nonempty,
+∞ if Sprφ(p, q) is infinite.
We also write Sprφ(p) and Disφ(p) for Sprφ(p, p) and Disφ(p, p), respectively. When φ is
an endomorphism of R[X], we also define the dispersion of a fraction f ∈ R(X)∗ to be
Disφ(f) = max (Disφ(p),Disφ(p, q),Disφ(q, p),Disφ(q))
where p, q ∈ R[X] \ {0} are such that f = p/q, q is primitive and gcd(p, q) = 1.
Note that 0 ∈ Sprφ(p) for p ∈ R[X] \R, which implies that Disφ(p) ≥ 0. The dispersion
of p can be infinite however, for example Dis1R[X](p) = +∞ for p ∈ R[X]\R where 1R[X]
is the identity map on R[X]. We also use the following equivalent characterization of the
spread: m ∈ Sprφ(p, q) if and only if res(p, φmq) = 0, where res denotes the resultant in
R[X].
Example 9. Let R[X] be a polynomial ring over a unique factorization domain R, and
q ∈ R[X] \ {0}. For any irreducible p ∈ R[X], we have pn+1 | q if and only if pn |
gcd(q, dq/dX). It follows that pn+1 | q if and only if p | gcd(q, dnq/dXn), hence that
Sprd/dX(q) = {n ≥ 0 such that pn+1 | q for some irreducible p ∈ R[X]}
and therefore
Disd/dX(q) =
{−1 if q ∈ R,
max{n > 0 such that pn | q for some p ∈ R[X] \R} − 1 if q /∈ R.
Lemma 14. Let R[X] be a polynomial ring over a unique factorization domain R and φ be
an injective endomorphism of R[X]. Then, for any a ∈ R\{0} and any p, q ∈ R[X]\{0},
Sprφ(p, q) = Spraφ(p, q) and Disφ(p, q) = Disaφ(p, q).
Proof. Since φ is an endomorphism, we have
(aφ)mq =
(
m−1∏
i=0
φia
)
φmq
for any integer m ≥ 0. Therefore,
res(p, (aφ)mq) = res
(
p,
(
m−1∏
i=0
φia
)
φmq
)
=
(
m−1∏
i=0
φia
)deg(p)
res(p, φmq).
Since φ is injective and a 6= 0, φia 6= 0 for i ≥ 0, which implies that res(p, (aφ)mq) = 0 if
and only if res(p, φmq) = 0, hence that Sprφ(p, q) = Spraφ(p, q), and the equality of the
dispersions follows. 2
Dispersion computations can be reduced to squarefree polynomials, and the dispersion
of a product is related to the dispersions of its components.
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Lemma 15. Let R[X] be a polynomial ring over a unique factorization domain R, φ be
an endomorphism of R[X] and p1, . . . , pn, q1, . . . , qm ∈ R[X] \ {0}. Then,
(i)
Sprφ(p
e1
1 . . . p
en
n , q
f1
1 . . . q
fm
m ) =
n⋃
i=1
m⋃
j=1
Sprφ(pi, qj)
(
= Sprφ(p1 . . . pn, q1 . . . qm)
)
and
Disφ(pe11 . . . p
en
n , q
f1
1 . . . q
fm
m ) = max1≤i≤n
1≤j≤m
(Disφ(pi, qj))
(
= Disφ(p1 . . . pn, q1 . . . qm)
)
for any integers ei, fj > 0.
(ii) If Sprφ(pi, pj) is empty for i 6= j, then
Sprφ(p
e1
1 . . . p
en
n ) =
n⋃
i=1
Sprφ(pi) and Disφ(p
e1
1 . . . p
en
n ) = max
1≤i≤n
(Disφ(pi))
for any integers ei > 0.
(iii) If n = m, Sprφ(pi, pj), Sprφ(qi, qj), Sprφ(pi, qj) and Sprφ(qj , pi) are all empty for
i 6= j, and gcd(pi, qi) = 1 for all i, then
Disφ(fe11 . . . f
en
n ) = max
1≤i≤n
(Disφ(fi))
for any integers ei > 0, where fi = pi/qi.
Proof. (i) Let s ∈ Sprφ(pe11 . . . penn , qf11 . . . qfmm ) and p ∈ R[X] be an irreducible common
factor of pe11 . . . p
en
n and φ
s(qf11 . . . q
fm
m ). Since p is irreducible, it divides one of the pi’s, so
let i0 be such that p | pi0 . Similarly, p divides one of the φs(qj)’s, so let j0 be such that p |
φs(qj0). Then, s ∈ Sprφ(pi0 , qj0), so Sprφ(pe11 . . . penn , qf11 . . . qfmm ) ⊆ ∪ni=1∪mj=1 Sprφ(pi, qj).
Conversely, any irreducible factor of gcd(pi, φs(qj)) divides pe11 . . . p
en
n and φs(q
f1
1 . . . q
fm
m ),
which proves the reverse inclusion. The statement about the dispersion then follows from
the definition.
(ii) The statement follows from taking m = n, qi = pi and fi = ei in (i).
(iii) Let a =
∏n
i=1 p
ei
i and b =
∏n
i=1 q
ei
i . Since an empty spread means that the argu-
ments are coprime and since gcd(pi, qi) = 1, it follows that gcd(a, b) = 1. Furthermore,
Disφ(pi, qj) = Disφ(qj , pi) = −1 for i 6= j, so using parts (i) and (ii) we obtain
Disφ(fe11 . . . f
en
n ) = max{Disφ(a),Disφ(a, b),Disφ(b, a),Disφ(b)}
= max{ max
1≤i≤n
(Disφ(pi)), max
1≤i,j≤n
(Disφ(pi, qj)),
max
1≤i,j≤n
(Disφ(qj , pi)), max
1≤i≤n
(Disφ(qi))}
= max
1≤i≤n
{Disφ(pi),Disφ(pi, qi),Disφ(qi, pi),Disφ(qi)}
= max
1≤i≤n
(Disφ(fi)). 2
Since some of the additional properties of the dispersion hold only with respect to
automorphisms of R[X], we recall that any automorphism φ of R[X] that maps R onto
R preserves the degree. Indeed, since deg(φ(p)) = deg(φ(X)) deg(p) for any p ∈ R[X],
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taking p = φ−1(X) shows that deg(φ(X)) = 1. Since K[X]∗ = K∗ when K is a field, any
automorphism of K[X] maps K onto K. In order to use parts (ii) and (iii) of Lemma 15
we have to compute Sprφ(pi, qj) whenever i 6= j. In the case of automorphisms mapping
R onto R, the following lemma allows the spreads for the pairs (i, j) and (j, i) to be
computed together.
Lemma 16. Let R[X] be a polynomial ring over a unique factorization domain R, φ be
an automorphism of R[X] mapping R onto R, p, q ∈ R[X] \ {0} and
S(p, q) = {m ∈ Z such that deg (gcd(p, φmq)) > 0}.
Then,
Sprφ(p, q) = {m for m ∈ S(p, q) such that m ≥ 0} = Sprφ−1(q, p)
and
Sprφ(q, p) = {−m for m ∈ S(p, q) such that m ≤ 0} = Sprφ−1(p, q).
Furthermore, for any n ∈ Z, S(φnp, q) = {m+ n for m ∈ S(p, q)}.
Proof. Sprφ(p, q) is the set of the nonnegative elements of S(p, q) by definition. Now let
m ≥ 0 be in S(p, q) and g = gcd(p, φmq). Then, φ−mg divides both φ−mp and q. Since φ−1
preserves degrees, this implies thatm ∈ Sprφ−1(q, p). Conversely, letm ∈ Sprφ−1(q, p) and
g = gcd(q, φ−mp). Then, φmg divides both φmq and p, which implies that m ∈ Sprφ(p, q).
For the second equality, Sprφ−1(p, q) = {−m for m ∈ S(p, q),m ≤ 0} by definition.
Applying the first equality, we obtain Sprφ−1(p, q) = Sprφ(q, p). For the last statement, let
n ∈ Z, m ∈ S(p, q) and g = gcd(p, φmq). Then, φng divides both φnp and φm+nq, which
implies that m + n ∈ S(φnp, q). Conversely, let k ∈ S(φnp, q) and g = gcd(φnp, φkq).
Then, φ−ng divides both p and φk−nq, which implies that k − n ∈ S(p, q). 2
We now characterize the polynomials with infinite dispersion, first in the differential
case.
Theorem 5. Let (k,D) be a differential field and t be a monomial over k. Then, for any
q ∈ k[t] \ {0}, DisD(q) = +∞ if and only if q has a nontrivial special factor.
Proof. Suppose first that p | q where p ∈ S \ k. Then, q = pr and Dp = hp for some
r, h ∈ k[t], which implies by Lemma 4 that Dmq = Dm(pr) = p(D + h)mr hence that
p | Dmq for any integer m > 0, so DisD(q) = +∞. Conversely, let q = u
∏
j q
ej
j be the
irreducible factorization of q where u ∈ k∗, the qj ’s are distinct monic irreducibles and
ej > 0, and suppose that all the qj ’s are not special. Then gcd(qj , Dqj) = 1 for each j,
which implies (Bronstein, 1997, Lemma 3.4.4) that gcd(q,Dq) =
∏
j q
ej−1
j , hence that
gcd(q,Dmq) =
∏
j
q
max(0,ej−m)
j
for any integer m ≥ 0. If q ∈ k∗, then DisD(q) = −1. Otherwise, q /∈ k and DisD(q) =
maxj(ej)−1. Therefore, DisD(q) = +∞ implies that q has a special irreducible factor. 2
We obtain a similar result in the difference case, namely that having an infinite dis-
persion with respect to an automorphism mapping R onto R is equivalent to having a
nontrivial semi-periodic factor.
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Theorem 6. Let R[X] be a polynomial ring over a unique factorization domain R and
φ be an endomorphism of R[X].
(i) Let p ∈ R[X] \ R and n,m ∈ Z be such that n ≥ 0, φnp /∈ R, m > 0 and p | φmp.
Then, Disφ(hφnp, qp) = +∞ for any q, h ∈ R[X] \ {0}.
(ii) Let q, r ∈ R[X] \ {0} and suppose that φ is an automorphism mapping R onto R.
Then, Disφ(q, r) = +∞ if and only if r has a nontrivial factor p ∈ R[X]φ∗ \R such
that φnp | q for some n ≥ 0.
(iii) Let q ∈ R[X] \ {0} and suppose that φ is an automorphism mapping R onto R.
Then, Disφ(q) = +∞ if and only if q has a nontrivial factor p ∈ R[X]φ∗ \R.
Proof. (i) Let r ∈ R[X] be such that φmp = rp. Since φ is a morphism, it follows that
φn+sm(qp) = φn+sm(q)φn+sm(p) = φn+sm(q)φn(φsm(p))
= φn+sm(q)φn
((
s−1∏
i=0
φimr
)
p
)
= φn+sm(q)
(
s−1∏
i=0
φn+imr
)
φnp
for any q ∈ R[X] \ {0} and any integer s > 0, hence that n + sm ∈ Sprφ(hφnp, qp) for
any h ∈ R[X] \ {0} and any integer s > 0, so Disφ(hφnp, qp) = +∞.
(ii) Since φ is an automorphism mapping R onto R, it maps irreducibles to irreducibles.
Suppose that Disφ(q, r) = +∞ and let q = u
∏M
j=1 q
ej
j and r = v
∏N
j=1 h
fj
j be the
irreducible factorizations of q and r, where u, v ∈ R \ {0}, ej > 0 and fj > 0. By
Lemma 15, Ss,t = Sprφ(qs, ht) must be infinite for some pair s, t. Since qs and ht are
irreducible, for each m ∈ Ss,t, there exists um ∈ R∗ such that φmht = umqs. Since Ss,t
is infinite, there are integers n,m ∈ Ss,t such that n > m ≥ 0. We have
φnht = unqs = unu−1m umqs = unu
−1
m φ
mht,
which implies that ht ∈ R[X]φ∗ since it is a semi-invariant of φn−m. Furthermore, φnht =
unqs | q. Conversely, if p | r and φnp | q for some p ∈ R[X]φ∗ \ R and n ≥ 0, then
Disφ(q, r) = +∞ by (i) since deg(φnp) = deg(p) > 0.
(iii) If Disφ(q) = +∞, then q has a nontrivial factor p ∈ R[X]φ∗ \R by (ii). Conversely,
if p | q for some p ∈ R[X]φ∗ \R, then Disφ(q) = +∞ by (i). 2
We can now generalize the splitting factorizations of Bronstein (1997) to monomial
extensions of σ-differential fields.
Definition 11. Let (k, σ, δ) be a σ-differential field, t be a monomial over k and θ ∈
Endk,σ,δ(k). For any p ∈ k[t], we say that p = p∞p is a splitting factorization of p with
respect to θ if p∞, p ∈ k[t], Disθ(q) = +∞ for every irreducible factor q of p∞, and
Disθ(q) ∈ Z for every irreducible factor q of p. We call p and p∞ the finite and infinite
parts of p, respectively (they are defined up to multiplication by an element of k∗).
Note that gcd(p∞, p) = 1 in any splitting factorization of p 6= 0. When σ = 1 and θ = δ,
Theorem 5 implies that p∞ is the special part of p, hence that the above factorization
coincides with the one defined in Bronstein (1997) in the differential case. When t is a
unimonomial over k and θ = σ, Theorem 6 implies that the irreducible factors of p∞ are
exactly those factors of p that are semi-periodic w.r.t. σ. For an arbitrary θ ∈ Endk,σ,δ(k),
splitting factorizations can be computed if we have algorithms for computing Disθ and
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for factoring elements of k[t] into irreducibles, since it is then sufficient to check which
irreducible factors of p have finite dispersion. The situation is simpler in the case of
primitive or hyperexponential extensions satisfying the hypotheses of Theorem 3 or 4,
where we can compute splitting factorizations a priori in the following ways:
• If t is a primitive satisfying the hypothesis of Theorem 3, then S = k. If σ is the
identity on k(t), then the infinite part of p is in k for any splitting factorization of p
with respect to δ. If σ is not the identity on k(t), then k[t]σ
∗
= k by Theorem 3, so
Theorem 6 implies that the infinite part of p is in k for any splitting factorization
of p with respect to σ.
• If t is a hyperexponential satisfying the hypothesis of Theorem 4, then any special
is of the form ctm for c ∈ k. If σ is the identity on k(t), then p∞ = ctm and
gcd(t, p) = 1 in any splitting factorization of p with respect to δ. If σt 6= t, then
any semi-periodic polynomial w.r.t. σ is of the form ctm for c ∈ k by Theorem 4,
so p∞ = ctm and gcd(t, p) = 1 in any splitting factorization of p with respect to σ.
A further refinement of the splitting factorization is useful for computing dispersions
and when considering the action of a skew polynomial on a rational function.
Definition 12. Let R[X] be a polynomial ring over a unique factorization domain R,
φ be an endomorphism of R[X] and p ∈ R[X] \ R. We say that q ∈ R[X] is p-orbital
(with respect to φ) if q can be written as q = u
∏n
i=0 φ
i(p)ei where u ∈ R and ei ≥ 0. We
say that f ∈ R(X) is p-orbital (with respect to φ) if f can be written as the quotient of
two p-orbital polynomials. An orbital decomposition of h ∈ R[X] (resp. h ∈ R(X)) with
respect to φ is a factorization h = h1 . . . hm such that each hi ∈ R[X] (resp. hi ∈ R(X))
is pi-orbital for some irreducible pi ∈ R[X] and Sprφ(pi, pj) is empty for i 6= j.
For a given p ∈ R[X] \ R, we write Oφp for the set of p-orbital polynomials. It can be
immediately checked that it is a multiplicative monoid containing R and p, and that it
is closed under φ. It is not in general closed under taking factors, except in the following
case, which also guarantees the existence of orbital decompositions.
Lemma 17. Let R[X] be a polynomial ring over a unique factorization domain R and φ
be an automorphism of R[X] mapping R onto R.
(i) Any f ∈ R[X] (resp. R(X)) has an orbital decomposition.
(ii) If p ∈ R[X] is irreducible, then q ∈ Oφp \ {0}⇒h ∈ Oφp for any factor h of q.
(iii) If p ∈ R[X] is irreducible and p /∈ R[X]φ∗ , then any p-orbital f ∈ R[X] \ {0}
(resp. R(X)∗) has a unique decomposition f = u
∏β
i=α φ
i(p)ei where u 6= 0 is in R
(resp. the field of fractions of R), ei ∈ N (resp. Z), and eαeβ 6= 0.
(iv) Let p ∈ R[X] be irreducible such that p /∈ R[X]φ∗ , and q, q′ ∈ Oφp \ {0} with
decompositions q = u
∏β
i=α φ
i(p)ei and q′ = u′
∏β′
j=α′ φ
j(p)e
′
j . Then,
Sprφ(q, q
′) = {i− j such that i ≥ j, ei > 0 and e′j > 0}.
Furthermore, if eβ > 0 and e′α′ > 0, then Disφ(q, q
′) = max(−1, β − α′). Let
f ∈ R(X)∗ be p-orbital with decomposition f = v∏β′′i=α′′ φi(p)ei . If eα′′eβ′′ 6= 0,
then Disφ(f) = β′′ − α′′.
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(v) Let p1, p2 ∈ R[X] \ R, q1 ∈ Oφp1 and q2 ∈ Oφp2 . If Sprφ(p1, p2) and Sprφ(p2, p1) are
both empty, then Sprφ(q1, q2) and Sprφ(q2, q1) are both empty.
Proof. (i) Let f ∈ R[X] (resp. R(X)) and let f = u∏ni=1 peii be its irreducible factor-
ization (where ei ∈ N, resp. Z), and suppose that Sprφ(pi, pj) is not empty for some i 6= j.
Then, pi | φmpj for some integer m ≥ 0, which implies that pi = vφmpj for some v ∈ R∗
since φmpj is irreducible. Replacing pi by vφmpj in the factorization and repeating this
process yields an orbital decomposition of f after at most n steps.
(ii) Write q = u
∏n
i=1 φ
i(p)ei and let h ∈ R[X] be any factor of q. Then, any irreducible
factor of h must divide φip for some i. However, φip is irreducible for each i, so any
irreducible factor of h is of the form uiφip for ui ∈ R∗, which implies that h ∈ Oφp .
(iii) Let f = u
∏
i φ
i(p)ei = v
∏
j φ
j(p)fj and suppose that ei0 6= fi0 for some index i0.
Since each φip is irreducible, the unicity of the prime factorization implies that φi0p =
wφi1p for some index i1 and w ∈ R∗, which implies in turn that φ|i1−i0|(p)/p ∈ R∗, hence
that p ∈ R[X]φ∗ . Therefore, p /∈ R[X]φ∗ implies that that ei = fi for each i, hence that
the lower and upper bounds of the product are uniquely determined if they correspond
to nonzero exponents. If follows that u = v.
(iv) Let m ∈ Sprφ(q, q′) and h be an irreducible factor of gcd(q, φmq′). Since h | q,
h ∈ Op by (ii), so let s ≥ 0 be such that φsp | h. Since φsp | q, α ≤ s ≤ β and es > 0.
Since φsp | φmq′, α′ + m ≤ s ≤ β′ + m and e′s−m > 0. Therefore m = i − j where
i = s ≥ j = s −m, ei > 0 and e′j > 0. Conversely, let m = i − j where i ≥ j, ei > 0
and e′j > 0. Then, φ
ip | q and φjp | q′, which implies that φj+mp | φmq′. However,
j +m = i, so φip | gcd(q, φmq′) and m ∈ Sprφ(q, q′). The result about Disφ(q, q′) follows
immediately since β ≥ α′ implies that β − α′ ∈ Sprφ(q, q′). Now let f = u
∏β′′
i=α′′ φ
i(p)ei
with eα′′eβ′′ 6= 0, I = {i such that ei > 0}, J = {i such that ei < 0}, v, w ∈ R \ {0} be
such that gcd(v, w) = 1 and u = v/w, a = u
∏
i∈I φ
i(p)ei and b = v
∏
j∈J φ
j(p)−ej . Then
f = a/b and since p /∈ R[X]φ∗ , gcd(a, b) = 1. By what we have just proven, Disφ(a) =
max(I) −min(I), Disφ(b) = max(J) −min(J), Disφ(a, b) = max(−1,max(I) −min(J))
and Disφ(b, a) = max(−1,max(J)−min(I)). It follows that
Disφ(f) = max(max(I)−min(I),max(I)−min(J),
max(J)−min(I),max(J)−min(J))
= max(max(I),max(J))−min(min(I),min(J)) = β′′ − α′′.
(v) Write q1 = u1
∏
i φ
i(p1)ei , q2 = u2
∏
j φ
j(p2)fj and let m ∈ Sprφ(q1, q2) and
p ∈ R[X] be an irreducible common factor of q1 and φm(q2). Then p | φip1 for some
i and p | φj+mp2 for some j. If i ≤ j + m, then φ−ip, which is irreducible, divides p1
and φj+m−ip2, implying that j +m− i ∈ Sprφ(p1, p2). Similarly, j +m ≤ i implies that
i− (j +m) ∈ Sprφ(p2, p1), so Sprφ(q1, q2) is empty. The proof that Sprφ(q2, q1) is empty
follows by symmetry. 2
Note that a consequence of part (v) of Lemma 17 is that the components of an or-
bital decomposition are two-by-two coprime. Orbital decompositions reduce computing
spreads in polynomial rings for which an irreducible factorization algorithm is available,
to computing spreads of irreducibles.
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Theorem 7. Let R[X] be a polynomial ring over a unique factorization domain R and
φ be an automorphism of R[X] mapping R onto R. If there are algorithms for factoring
elements of R[X] into irreducibles, and for computing Sprφ(p, q) for any irreducible p, q ∈
R[X], then there is an algorithm for deciding whether Sprφ(a, b) is finite for any a, b ∈
R[X], and for computing it when it is finite.
Proof. Since we can factor into irreducibles and compute the spreads of irreducibles,
Lemma 17 shows that orbital decompositions exist and shows how to compute them, so
let a = a1 . . . an and b = b1 . . . bm be orbital decompositions of a and b. By Lemma 15,
Sprφ(a, b) = ∪ni=1 ∪mj=1 Sprφ(ai, bj) so we are reduced to computing Sprφ(ai, bj) for all
pairs i, j. Since Sprφ(ai, bj) is empty whenever ai ∈ R or bj ∈ R, we only consider
the pairs for which ai /∈ R and bj /∈ R. Let pi, qj ∈ R[X] be irreducibles such that
ai ∈ Oφpi and bj ∈ Oφqj . If Sprφ(pi, qj) and Sprφ(qj , pi) are both empty, then Sprφ(ai, bj)
is empty by Lemma 17. If Sprφ(pi, qj) or Sprφ(qj , pi) is not empty, then either φspi | qj
or φsqj | pi for some integer s ≥ 0, which implies that ai, bj ∈ Oφp where p is either pi
or qj . If p ∈ R[X]φ∗ , then it follows from Theorem 6 that Disφ(ai, bj) = +∞, hence that
Sprφ(ai, bj) is infinite. Otherwise, p /∈ R[X]φ
∗
and Sprφ(ai, bj) is given by Lemma 17. 2
Even when computing dispersions can be done by computing resultants rather than
factoring (for example this is the case when φ is the identity on R and φX is either
X + 1 or qX for some q in R), the algorithm of Theorem 7 can be more efficient if
irreducible factorization is fast: rather than computing the resultant of a and φmb for
given a, b ∈ R[X] (or of their squarefree parts as suggested by Man, 1993), we can
compute the resultants of all their pairs of irreducible factors. We can also halve the
number of resultants to be computed, since Lemma 16 implies that Sprφ(pi, pj) and
Sprφ(pj , pi) are both empty if and only if S(pi, pj) is empty.
Example 10. Let a = 2x7+19x6+63x5+81x4+27x3 ∈ Q[x] and φ be the automorphism
of Q[x] over Q that maps x to x+1. The resultant of a and φma is a polynomial of degree
49, containing 16 terms with 16-digit coefficients, which factors as
4m19(2m+ 5)3(2m+ 1)3(2m− 1)3(2m− 5)3(m− 3)9(m+ 3)9,
implying that Sprφ(a) = {0, 3} and that Disφ(a) = 3. The squarefree part of a is a∗ =
2x3 + 7x2 + 3x, and the resultant of a∗ and φma∗ is
64m9−992m7 +3844m5−900m3 = 4m3(m+3)(2m+1)(m−3)(2m+5)(2m−1)(2m−5),
also implying that Sprφ(a) = {0, 3} and that Disφ(a) = 3. We can instead factor a∗,
obtaining a∗ = x(x + 3)(2x + 1), and then compute resx(x + 3, φm(x)) = m − 3. This
shows that Sprφ(x+ 3, x) = {3}, so we replace the factorization by a∗ = (xφ3x)(2x+ 1)
and compute resx(x, φm(2x + 1)) = 2m + 1, which implies that the above is an orbital
decomposition of a∗. Lemma 17 implies that Sprφ(xφ3x) = {0, 3} and Sprφ(2x+1) = {0},
and Lemma 15 concludes that Sprφ(a) = {0, 3} and Disφ(a) = 3.
However, the main application of Theorem 7 is that together with an algorithm of Karr
(1981), it provides a complete algorithm for computing spreads and dispersions in an
important class of nested unimonomial extensions, namely the ΠΣ-fields of Karr (1981,
1985). Indeed, given a unimonomial t over such a field F , and p, q ∈ F [t] irreducible,
Sprσ(p, q) is connected to Karr’s spec(q, p) by the following relation: Sprσ(p, q) is empty
868 M. Bronstein
if and only if spec(q, p) = ∗ or spec(q, p) < 0. Otherwise, spec(q, p) ≥ 0, which implies
that Sprσ(p, q) is infinite if q ∈ F [t]σ
∗
(Theorem 6), and that Sprσ(p, q) = {spec(q, p)}
otherwise. Theorem 9 of Karr (1981) gives an algorithm for computing spec whenever F (t)
is a ΠΣ-extension of F and the orbit problem (see Kannan and Lipton, 1986; Abramov
and Bronstein, 2000) is solvable in Constσ(F ). This means that spreads and dispersions
can be computed in such fields.
Definition 13. Let R[X] be a polynomial ring over a unique factorization domain R,
φ be an automorphism of R[X] mapping R onto R, p ∈ R[X] \ R[X]φ∗ be irreducible,
q ∈ Oφp and q = u
∏
i φ
i(p)ei be its decomposition (unique by Lemma 17). The right-max
of q is the set
B+(q) = {i such that ei > 0 and ei > ej for j > i} = {i1 < i2 < · · · < is}
and the left-max of q is the set
B−(q) = {i such that ei > 0 and ei > ej for j < i} = {j1 < j2 < · · · < jr}.
Furthermore, we say that a ∈ R[X] is a right-bound for q if φih(p)eih−eih+1 | a for
1 ≤ h ≤ s where eis+1 = 0 by convention. Similarly, b ∈ R[X] is a left-bound for q if
φjh(p)ejh−ejh−1 | b for 1 ≤ h ≤ r where ej0 = 0. Let d ∈ R[X] have no irreducible factor
in R[X]φ
∗
. We say that d is bounded by (a, b) if a is a right-bound of each component of
its orbital decomposition, and b is a left-bound of each such component.
Note that if d is bounded by (a, b), then it is bounded by (qa, rb) for any q, r ∈ R[X]\{0}.
Furthermore, each component dp of the orbital decomposition of d is bounded by (ap, bp),
where ap and bp are the corresponding components in the orbital decompositions of a
and b. Given a, b ∈ R[X], we want to compute a common multiple of all the primitive
polynomials q ∈ R[X] having no factor in R[X]φ∗ and bounded by (a, b). We first show
that those polynomials have a bounded dispersion whenever Sprφ(a, b) is finite.
Lemma 18. Let R[X] be a polynomial ring over a unique factorization domain R, φ be
an automorphism of R[X] mapping R onto R and a, b, d ∈ R[X] be such that d 6= 0 and d
has no irreducible factor in R[X]φ
∗
and is bounded by (a, b). Then, Disφ(d) ≤ Disφ(a, b).
Proof. Let d = q1 . . . qs be the orbital decomposition of d and m = Disφ(d). Since
m = max1≤i≤s(Disφ(qi)) by Lemma 15, let q be one of the qi’s satisfying m = Disφ(q),
let p ∈ R[X] \R[X]φ∗ be the irreducible such that q ∈ Oφp and write q = u
∏β
i=α φ
i(p)ei
where u ∈ R \ {0}, eα > 0 and eβ > 0. Then, α = min(B−(q)) and β = max(B+(q)),
which implies that φαp | b and φβp | a, hence that φβp | gcd(a, φβ−αb). Therefore,
β −α ∈ Sprφ(a, b). However, Disφ(q) = β −α by Lemma 17, which proves the lemma. 2
The following generalizes Theorem 2 of Abramov (1995).
Lemma 19. Let R[X] be a polynomial ring over a unique factorization domain R, φ be
an automorphism of R[X] mapping R onto R, a, b ∈ R[X] \ {0}, m ∈ Z be such that
m ≥ Disφ(a, b), d be the primitive part of gcd(a, φmb), a′ = a/d, b′ = b/φ−md and
c =
∏m
i=0 φ
−id. If q ∈ R[X] \ {0} has no irreducible factor in R[X]φ∗ and is bounded by
(a, b), then q′ = q/ gcd(c, q) is bounded by (a′, b′).
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Proof. If m > Disφ(a, b), then c = d = 1, which implies that a′ = a, b′ = b and q′ = q,
hence that q′ is bounded by a′ and b′, so assume from now on that m = Disφ(a, b).
Suppose first that a, b, q ∈ Oφp for some irreducible p ∈ R[X] \ R[X]φ
∗
, and write a =
u
∏β
i=α φ
i(p)ai and b = v
∏δ
i=γ φ
i(p)bi where aα > 0, aβ > 0, bγ > 0 and bδ > 0. Since
m = Disφ(a, b) ≥ 0, we must have γ ≤ β and m = β − γ. Therefore, d = φβ(p)µ where
µ = min(aβ , bγ) > 0, and c =
∏β
i=γ φ
i(p)µ. Since q ∈ Oφp is bounded by (a, b), we can
write q = w
∏β
i=γ φ
i(p)ei where ei ≥ 0 for each i (we can have eγ = 0 and/or eβ = 0).
Therefore, q′ = w
∏β
i=γ φ
i(p)fi where fi = max(ei− µ, 0), which implies that ei ≤ fi + µ
for each i. Let i ∈ B+(q′). Then, fi > 0, which implies that ei = fi + µ, and fi > fj for
j > i, which implies that ei > fj+µ ≥ ej for j > i, hence that i ∈ B+(q). In a similar way,
B−(q′) ⊆ B−(q). Now let i ∈ B+(q). If ei ≤ µ, then fi = 0 and i /∈ B+(q′). If ei > µ, then
fi = ei − µ > 0. Let j > i. If fj = 0, then fi > fj . Otherwise, fj = ej − µ < ei − µ = fi,
so i ∈ B+(q′). Therefore, if B+(q) = {i1 < i2 < · · · < is}, then B+(q′) = {i1 < · · · < is′}
where is′ is the last index whose corresponding exponent is greater than µ. Similarly, if
B−(q) = {j1 < j2 < · · · < jr}, then B−(q′) = {jr′ < · · · < jr} where jr′ is the first index
whose corresponding exponent is greater than µ. Let ih ∈ B+(q′) for 1 ≤ h < s′. Then,
φih(p)eih−eih+1 | a. Since ih < ih+1 ≤ β, φih(p) does not divide d, so φih(p)eih−eih+1 | a′.
In addition,
fih − fih+1 = (eih − µ)− (eih+1 − µ) = eih − eih+1 ,
so φih(p)fih−fih+1 | a′. We have φis′ (p)eis′−eis′+1 | a and eis′+1 ≤ µ, which implies that
fis′+1 = 0, hence that fis′ − fis′+1 = eis′ − µ ≤ eis′ − eis′+1 . If is′ < β, then φis′ (p)
does not divide d, so φis′ (p)eis′−eis′+1 | a′, which implies that φis′ (p)fis′−fis′+1 | a′. If
is′ = β, then eis′+1 = 0, which implies that φ
is′ (p)eis′ | a, hence that φis′ (p)eis′−µ | a′,
so φis′ (p)fis′−fis′+1 | a′, and a′ is a right-bound for q′. A similar argument shows that b′
is a left-bound for q′, hence that q′ is bounded by (a′, b′).
Suppose now that a, b, q ∈ R[X], where q has no irreducible factor in R[X]φ∗ and write
the orbital decompositions of a, b and q as a =
∏
p∈P ap, b =
∏
p∈P bp and q =
∏
p∈P qp
where each p is irreducible, Sprφ(p, p′) is empty for p 6= p′ and ap, bp and qp are p-orbital
(some of those components are allowed to be in R). Let m = Disφ(a, b) be finite and
nonnegative. Since each Oφp is closed under φ and any two nonzero elements of Oφp and
Oφp′ have an empty spread, hence are coprime, by Lemma 17 whenever p 6= p′, we have
d =
∏
p∈P dp where dp = gcd(ap, φ
mbp), which implies that the orbital decompositions
of a′ and b′ are
a′ =
∏
p∈P
a′p =
∏
p∈P
ap
dp
and b′ =
∏
p∈P
b′p =
∏
p∈P
ap
φ−mdp
.
Furthermore, c =
∏
p∈P cp where cp =
∏m
j=0 φ
−jdp, so the orbital decomposition of q′ is
q′ =
∏
p∈P q
′
p =
∏
p∈P(qp/ gcd(cp, qp)). Since Disφ(a, b) is finite, Disφ(ap, bp) is finite for
each p, and m ≥ Disφ(ap, bp), so either m > Disφ(ap, bp), in which case dp = 1, which
implies that a′p = ap, b
′
p = bp and q
′
p = qp, hence that q
′
p is bounded by (a
′
p, b
′
p), or
m = Disφ(ap, bp), in which case the above proof shows that q′p is bounded by (a′p, b′p).
Thus, q′p is bounded by (a
′
p, b
′
p), hence by (a
′, b′) in any case, so q′ is bounded by (a′, b′). 2
We can now generalize the algorithm of Abramov (1995) for computing a common
multiple of primitive polynomials bounded by a given pair.
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Theorem 8. Let R[X] be a polynomial ring over a unique factorization domain R, φ be
an automorphism of R[X] mapping R onto R and a, b ∈ R[X] be such that Sprφ(a, b) is
finite. Write
Sprφ(a, b) = {m1 > m2 > · · · > ms ≥ 0}
and let (gi), (ai), (bi) and (ui) be the sequences given by a1 = a, b1 = b, u1 = 1, gi is
the primitive part of gcd(ai, φmibi) and
ai+1 =
ai
gi
, bi+1 =
bi
φ−migi
, ui+1 = ui
mi∏
j=0
φ−jgi for 1 ≤ i ≤ s.
Let d ∈ R[X] \ {0} be primitive and have no irreducible factor in R[X]φ∗ , and suppose
that d is bounded by (a, b). Then, d | us+1.
Proof. We first show by induction on i that Sprφ(ai, bi) ⊆ {mi > · · · > ms}. This holds
by hypothesis for i = 1, so suppose that it holds for some i ≥ 1. Let m ∈ Sprφ(ai+1, bi+1)
and p ∈ R[X] be an irreducible factor of gcd(ai+1, φmbi+1). Since ai+1 | ai and bi+1 | bi,
p | gcd(ai, φmbi), which implies that m ∈ Sprφ(ai, bi), hence that Sprφ(ai+1, bi+1) ⊆
{mi > · · · > ms}. Let now h ∈ R[X] be any divisor of gcd(ai+1, φmibi+1). Then, h | ai/gi
and h | φmi(bi/φ−migi) = φmi(bi)/gi. However, gcd(ai/gi, φmi(bi)/gi) ∈ R, which implies
that h ∈ R, hence that mi /∈ Sprφ(ai+1, bi+1) so Sprφ(ai+1, bi+1) ⊆ {mi+1 > · · · > ms}.
As a consequence, Sprφ(as+1, bs+1) must be empty. Consider now the sequence (di) given
by d1 = d and di+1 = di/ gcd(di, ui+1/ui) for 1 ≤ i ≤ s. Multiplying the definition of
di+1 by ui+1/ui, we see that di | di+1ui+1/ui, so uidi | ui+1di+1. Since d = u1d1,
it follows that d | uidi for 1 ≤ i ≤ s + 1, hence that d | us+1ds+1. Since di+1 | di
for 1 ≤ i ≤ s and d1 has no irreducible factor in R[X]φ∗ , it follows that di has no
irreducible factor in R[X]φ
∗
for 1 ≤ i ≤ s. We now show by induction on i that di is
bounded by (ai, bi). This holds by hypothesis for i = 1, so suppose that it holds for
some i ≥ 1. Since mi ≥ Disφ(ai, bi) and ui+1/ui =
∏mi
j=0 φ
−j(gcd(ai, φmibi)), Lemma 19
implies that di+1 is bounded by (ai+1, bi+1). Therefore, ds+1 is bounded by (as+1, bs+1).
However, Sprφ(as+1, bs+1) is empty, so Disφ(ds+1) = −1 by Lemma 18, which implies
that ds+1 ∈ R \ {0}. Since d | ds+1us+1, taking the primitive parts on both sides we find
that d divides the primitive part of us+1, hence that d | us+1. 2
We conclude by remarking that the orbital decomposition is a different concept than
the greatest factorial factorization of Paule (1995), since we allow gaps in the factorials.
The empty-spread hypothesis of Lemma 15 does not hold in general for greatest factorial
factorizations. On the other hand, we do not know how to compute orbital decompositions
using only gcd computations (unless an a priori bound on the dispersion is known),
while this is possible for greatest factorial factorizations. Greatest factorial factorizations
and the algorithm to compute them can be generalized to the finite parts of splitting
factorization whenever φ is an automorphism of R[X] mapping R onto R.
6. Rational Solutions
We consider in this section the problem of finding the denominators of the solutions in
k(t) of linear functional equations. The main result is that the dispersion of the finite part
of such denominators can be bounded, and this allows the finite part to be computed.
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Theorem 9. Let (k, σ, δ) be a σ-differential field, t be a unimonomial over k, a0, . . . , an
in k[t] be such that a0 6= 0 6= an and let a0 = a0∞a0 be a splitting factorization of a0
with respect to σ. Then, Disσ(an, a0) is finite and any y ∈ k(t) satisfying
n∑
i=0
aiσ
iy ∈ k[t] (6.15)
can be written as y = a/d with a, d ∈ k[t] and d has a splitting factorization d = d∞d
where
Disσ(d) ≤ max (−1,Disσ(an, a0)− n).
Proof. Since a0 has no nontrivial factor in k[t]σ
∗
, Theorem 6 implies that Disσ(an, a0)
is finite. Let y ∈ k(t) satisfy (6.15). If y = 0, then we can take a = 0 and d = d = 1, so
Disσ(d) = −1, which satisfies the theorem, so suppose that y 6= 0 and write y = a/d where
a, d ∈ k[t] \ {0}, d is monic and gcd(a, d) = 1. Let d = d∞d be a splitting factorization
of d where both d∞ and d are monic and m = Disσ(d). If m = −1, then the theorem
is satisfied, so suppose that m ≥ 0 and let p ∈ k[t] be an irreducible common factor of
d and σmd. Then, q = σ−mp is irreducible, q | d and σmq | d. Furthermore, σ−jq/|d for
any j > 0, otherwise we would have p | σm+jd and m + j ∈ Sprσ(d). This implies that
σi−jq/|σid for any i ≥ 0 and j > 0, hence in particular that q/|σid for any i > 0. Every
irreducible factor of d∞ must be in k[t]σ
∗
by Theorem 6. Since σ maps irreducibles to
irreducibles and k[t]σ
∗
is closed under σ by Lemma 3, it follows that every irreducible
factor of σid∞ is in k[t]σ
∗
, hence that q/|σid∞ for any i ≥ 0. Therefore, q/|σid for any
i > 0. Since q | d and y satisfies (6.15), it follows that q | a0, hence that q | a0 since
q /∈ k[t]σ∗ . In a similar fashion, σm+i+jq/|σid for any i ≥ 0 and j > 0, otherwise we
would have σjp | d and m+ j ∈ Sprσ(d). This implies in particular that σm+nq/|σid for
0 ≤ i < n. As above, σm+nq/|σid∞ for any i ≥ 0, so σm+nq/|σid for 0 ≤ i < n. Since
σm+nq | σnd and gcd(σna, σnd) = gcd(a, d) = 1, it follows that σm+nq | an. Therefore,
σm+nq | gcd(an, σm+na0), which implies that m + n ∈ Sprσ(an, a0) and the theorem
follows. 2
Recall that the notions of being in k[t]σ
∗
or having all its irreducible factors in k[t]σ
∗
are equivalent (Lemma 3).
Corollary 3. With the hypotheses and notations of Theorem 9, if Disσ(an, a0) < n,
then any y ∈ k(t) satisfying (6.15) can be written as y = a/d where a ∈ k[t] and d ∈ k[t]σ∗ .
Proof. This follows immediately from Theorems 6 and 9. 2
Note that the hypothesis of Corollary 3 is satisfied when either a0 ∈ k∗ or an ∈ k∗, as
in the following example.
Example 11. Consider the recurrence equation (3.10) from Example 2. Since its leading
coefficient is 1, Corollary 3 implies that any solution y ∈ Q(n, n!) must be in fact in
Q(n)[n!, n!−1].
Once we have a bound on the dispersion of the finite part of the denominator, the
algorithm of Abramov (1989) can be generalized to arbitrary unimonomial extensions as
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follows: with the hypotheses and notations as in Theorem 9, let L = anEn + · · · + a0
be a difference operator in R = k(t)[E;σ, 0], V = R/RL and piL : R → V be the
right-remainder by L. Let h > 0 be an integer and zi = piL(Eih) for i ≥ 0. Since V is
a finite-dimensional vector space over k(t), the family (zi)i≥0 is linearly dependent over
k(t), so let b0z0+· · ·+bszs = 0 be a linear dependence relation over k(t) with bs 6= 0 (such
a relation can be computed by Gaussian elimination) and Lh = bsEhs + · · · + b0 ∈ R.
Since piL(Lh) = 0, Lh = RL for some R ∈ R, which can be computed by Euclidean
division in R. It follows that Lhy = Rb for any b ∈ k[t] and any solution y ∈ k(t) of
Ly = b. Clearing denominators, we find that every solution y ∈ k(t) of Ly = b satisfies
an equation of the form
csσ
hsy + · · ·+ c1σhy + c0y = bh (6.16)
where c0, . . . , cs, bh ∈ k[t] and cs 6= 0. Suppose now that h was chosen so that the
denominator of y has a splitting factorization of the form d = d∞d where Disσ(d) < h
(such a bound can be obtained by Theorem 9) and let p ∈ k[t] be an irreducible factor of d
and ep > 0 be such that pep | d and pep+1/|d. Then, (σihp)ep | σihd for any i ≥ 0. However,
σihp/|σjhd for any i, j ≥ 0 and i 6= j, otherwise we would have |i− j|h ∈ Sprσ(d). As in
the proof of Theorem 9, every factor of σihd∞ is in k[t]σ
∗
, which implies that σihp/|σjhd∞
for any i, j ≥ 0. Therefore, (σihp)ep | σihd for any i ≥ 0 and σihp/|σjhd whenever i 6= j.
Since y is a solution of (6.16), it follows that (σihp)ep | ci, hence that pep | σ−ihci for
0 ≤ i ≤ s. Since this holds for every irreducible factor of d, we find that
d | gcd
0≤i≤s
(
σ−ihci
)
,
which allows us to compute a multiple of d. We note that the above algorithm can be
used in order to compute the denominators of solutions with bounded dispersions, even
when no algorithm to compute the dispersion is available. A dispersion algorithm is how-
ever necessary in order to compute a bound by Theorem 9. Combining Karr’s (1981)
computation of the specification of equivalence with Theorem 7, this yields an algorithm
for computing the finite part of denominators of solutions in ΠΣ-extensions. Also, since
a rational algorithm for computing the dispersion exists for q-difference equations with
polynomial coefficients, this yields the following alternative to Abramov (1995) for com-
puting the rational solutions of such equations: let C be a field and q ∈ C be such that q
is not a root of unity and C is q-suitable in the sense of Abramov et al. (1998), i.e. there
is an algorithm for finding the roots of the form qm with m ∈ Z and m ≥ 0 of univariate
algebraic equations over C. For example, any finitely generated extension of F (q) is q-
suitable where F is a finitely generated extension of Q and q is either transcendental over
F or algebraic over F but not a root of unity (Abramov, 1995; Abramov and Bronstein,
2000). Let x be an indeterminate over C and σ be the automorphism of F (x) given by
σx = qx and σa = a for any a ∈ F . Since σx/x = q is not a root of unity, σa 6= qna for
any a ∈ F ∗ and integer n > 0, so q is not a σ-radical over F . Corollary 2 then implies
that x is a unimonomial over F , Constσ,0(F (x)) = F and
F [x]σ
∗
= F [x]σ = F ∪ {axm such that a ∈ F,m ≥ 0}.
Therefore a splitting factorization of p ∈ F [x] is simply p = xmp where m ≥ 0 and
p(0) 6= 0. Since C is q-suitable, spreads and dispersions with respect to σ can be computed
via resultants (Abramov, 1995; Abramov et al., 1998). Given a q-difference equation∑n
i=0 aiσ
iy = b where a0, . . . , an, b ∈ F [x] and a0 6= 0 6= an, the above algorithm for the
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denominator reduces the problem of computing its solutions in F (x) to computing its
solutions in F [x, x−1]. A bound for the power of x that can appear in the denominator
is obtained by solving the indicial equation of Abramov (1995), thereby reducing the
problem to computing its solutions in F [x]. The recurrence of Abramov et al. (1995)
gives an upper bound for the degree of those solutions, and we conclude by applying the
algorithm of Section 3, specializing the equation at x = 0.
Example 12. (Abramov, 1995) Consider the q-difference equation
q3(qx+ 1)y(q2x)− 2q2(x+ 1)y(qx) + (x+ q)y(x) = 0 (6.17)
whose coefficients are in (k(x), σ, δ) where k = Q(q), q is transcendental over Q, x is an
indeterminate over k, δ = 0, and σ is the automorphism of k(x) over k that maps x to
qx. We have a0 = x+ q, a2 = q3(qx+ 1) and
resx(q3(qx+ 1), σm(x+ q)) = resx(q3(qx+ 1), qmx+ q) = q3(q2 − qm),
which implies that Disσ(a2, a0) = 2, hence that any solution of (6.17) has a denominator
of the form xnd where Disσ(d) ≤ 0. Using the bound h = 1, we obtain Lh = L and
d | gcd(x+ q, σ−1(q2(x+ 1)), σ−2(q3(qx+ 1))) = gcd(x+ q, q(x+ q), q2(x+ q)) = x+ q.
Therefore, any rational solution of (6.17) can be written as y = p/(xn(x + q)) where
n ≥ 0 and p ∈ k[x]. The indicial equation at x = 0 is (Abramov, 1995):
qZ2 − 2q2Z + q3 = 0.
Its only solution of the form Z = qm is for m = 1, which implies that any rational
solution of (6.17) can be written as y = p/(x(x+ q)). Replacing y by this form in (6.17)
we obtain
p(q2x)− 2p(qx) + p(x) = 0. (6.18)
The indicial equation for the degree of the polynomial solutions is (Abramov et al., 1995):
Z2 − 2Z + 1 = 0.
Its only solution of the form Z = qm is for m = 0, which implies that any polynomial
solution of (6.18) must be of the form p0 ∈ k. The equation (6.18) now becomes p0 −
2p0 + p0 = 0, whose solution space is k. This implies that the general rational solution
of (6.17) is
y =
C
x(x+ q)
for any C ∈ Q(q).
We now generalize Abramov’s second algorithm for the denominator (Abramov, 1995)
to unimonomial extensions. The following Lemma first reduces the problem to bounding
p-orbital denominators.
Lemma 20. Let (k, σ, δ) be a σ-differential field, t be a unimonomial over k, a0, . . . , an
in k[t] and y ∈ k(t) be such that ∑ni=0 aiσiy ∈ k[t]. Write y = a/d where a, d ∈ k[t],
d 6= 0, gcd(a, d) = 1, let d = d∞d be a splitting factorization of d, d = d1 . . . dm be an
orbital decomposition of d with respect to σ and
y =
b∞
d∞
+
m∑
j=1
bj
dj
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be a partial fraction decomposition of y where b∞, b1, . . . , bm ∈ k[t] and gcd(b∞, d∞) =
gcd(bj , dj) = 1 for 1 ≤ j ≤ m. We then have
n∑
i=0
aiσ
i
(
b∞
d∞
)
∈ k[t] and
n∑
i=0
aiσ
i
(
bj
dj
)
∈ k[t] for 1 ≤ j ≤ m.
Proof. Write L =
∑n
i=0 aiσ
i. Then,
Ly = L
b∞
d∞
+
m∑
j=1
L
bj
dj
∈ k[t].
Let p1, . . . , pm ∈ R[X] be irreducibles such that dj ∈ Oσpj for 1 ≤ j ≤ m. Since Oσpj is
closed under σ as well as under taking factors by Lemma 17, we have L(bj/dj) = cj/hj
where cj ∈ k[t] and hj ∈ Oσpj for each j. Since Sprσ(pi, pj) is empty for i 6= j in an
orbital decomposition, Lemma 17 also implies that Sprσ(hi, hj) is empty, hence that
gcd(hi, hj) = 1 for i 6= j. In addition, d∞ ∈ k[t]σ∗ , which is closed under σ and under
taking factors by Lemma 3, so L(b∞/d∞) = c∞/h∞ where c∞ ∈ k[t] and h∞ ∈ k[t]σ∗ ,
which implies that gcd(h∞, hj) = 1 for 1 ≤ j ≤ m since pj /∈ k[t]σ∗ implies that
σmpj /∈ k[t]σ∗ for any m ≥ 0. We now have
Ly =
c∞
h∞
+
m∑
j=1
cj
hj
∈ k[t]
where the denominators are two-by-two coprime, which implies that each term in the
above sum must be in k[t]. 2
We can now show that the denominator of a solution of a linear functional equation is
bounded by its leading and trailing coefficients.
Theorem 10. Let (k, σ, δ) be a σ-differential field, t be a unimonomial over k, a0, . . . , an
in k[t] be such that a0 6= 0 6= an and let a0 = a0∞a0 be a splitting factorization of a0 with
respect to σ. Let y ∈ k(t) be such that ∑ni=0 aiσiy ∈ k[t], write y = a/d where a, d ∈ k[t],
d 6= 0, gcd(a, d) = 1, and let d = d∞d be a splitting factorization of d. Then, d is bounded
by (σ−nan, a0).
Proof. Let d = d1 . . . dm be an orbital decomposition of d with respect to σ and
y =
b∞
d∞
+
m∑
j=1
bj
dj
be a partial fraction decomposition of y where b∞, b1, . . . , bm ∈ k[t] and gcd(b∞, d∞) =
gcd(bj , dj) = 1 for 1 ≤ j ≤ m. Since
∑n
i=0 aiσ
i(bj/dj) ∈ k[t] for each j by Lemma 20, we
can replace y by bj/dj and assume that its denominator d is p-orbital for some irreducible
p ∈ k[t] such that p /∈ k[t]σ∗ . If d ∈ k, then B−(d) and B+(d) are empty and the theorem
holds, so assume that d /∈ k and let B−(d) = {j1 < · · · < jr} where r ≥ 1, w be an integer
between 1 and r and pw = σjwp. Then, pw ∈ k[t] is irreducible and pejww | d. Suppose that
pew | σmd for some integers m > 0 and e > 0. Then, σjw−m(p)e | d, which implies that
m ≤ jw and that e < ejw since jw ∈ B−(d). By definition of B−, ej < ejw for j < jw
and ej < ejw−1 for j < jw−1. Let µ = maxjw−1<j<jw(ej) and v be minimal among the
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indices such that jw−1 < v < jw and ev = µ. Since v /∈ B−(d), we must have µ ≤ ejw−1 ,
which implies that ej ≤ ejw−1 for jw−1 < j < jw, hence that ej ≤ ejw−1 for j < jw.
Taking j = jw − m < jw, we find that e ≤ ejw−1 , hence that the largest power of pw
that can divide the denominator of σmy for m > 0 is p
ejw−1
w . Since
∑n
i=0 aiσ
iy ∈ k[t] and
a0 6= 0, it follows that pejw−ejw−1w | a0. Since p /∈ k[t]σ∗ , pw /∈ k[t]σ∗ , so pejw−ejw−1w | a0
and a0 is a left-bound for d. Now let B+(d) = {i1 < · · · < is} where s ≥ 1, w be an
integer between 1 and s and pw = σiw+np. Then, pw ∈ k[t] is irreducible and peiww | σnd.
Suppose that pew | σmd for some integers 0 ≤ m < n and e > 0. Then, σiw+n−m(p)e | d,
which implies that e < eiw since iw ∈ B+(d). As above, the definition of B+ implies
that ei ≤ eiw+1 for i > iw. Taking i = iw + n −m > iw, we find that e ≤ eiw+1 , hence
that the largest power of pw that can divide the denominator of σmy for 0 ≤ m < n is
p
eiw+1
w . Since
∑n
i=0 aiσ
iy ∈ k[t] and an 6= 0, it follows that peiw−eiw+1w | an, hence that
σiw(p)eiw−eiw+1 | σ−nan, implying that σ−nan is a right-bound for d. 2
Our generalization of Abramov’s second algorithm now follows from Theorems 8 and 10:
let h0, . . . , hn, h ∈ k[t] be such that h0 6= 0 6= hn and let h0 = h0∞h0 be a splitting fac-
torization of h0 with respect to σ. Then, Sprσ(σ−nhn, h0) is finite by Theorem 6, so let
us+1 be the result of the iteration of Theorem 8 with a = σ−nhn and b = h0. Then, if
y ∈ k(t) is a solution of ∑ni=0 hiσiy = h, the denominator of us+1y must be in k[t]σ∗ .
Example 13. Consider again the q-difference equation (6.17) of Example 12. As in that
example, we have
h0 = x+ q and h2 = q3(qx+ 1)
so σ−2h2 = q2(x+ q) and
resx(q2(x+ q), σm(x+ q)) = resx(q2(x+ q), qmx+ q) = q3(1− qm),
which implies that Sprσ(σ−2h2, h0) = {0}. The iteration is then
a1 = q2(x+ q), b1 = x+ q, u1 = 1, g1 = gcd(a1, b1) = x+ q
and
u2 = g1 = x+ q,
so we find again that any rational solution of (6.17) can be written as y = a/(xn(x+ q))
where n ≥ 0 and a ∈ Q(q)[x]. Continuing as in Example 12 yields the general rational
solution y = C/(x(x+ q)) for C ∈ Q(q).
We remark that Theorem 9 can be obtained as a corollary of Theorem 10: since d
is bounded by (σ−nan, a0), Lemma 18 implies that Disσ(d) ≤ Disσ(σ−nan, a0). Since
Lemma 16 implies that Disσ(σ−nan, a0) = max(−1,Disσ(an, a0)−n), Theorem 9 follows.
Another consequence of Theorem 9 is useful in the context of symbolic summation:
we see from Example 9 that Disd/dX(q) is a measure of the multiplicities of the factors
of q, and that applying d/dX to a fraction increases the dispersion of its denominator
(w.r.t. d/dX). This property is fundamental for integration methods, such as the Hermite
reduction (Hermite, 1872; Bronstein, 1997), which can be seen as a process for gradually
decreasing the dispersion of the denominator of an integrand. A similar property for finite
differences was given by Abramov (1971) and has been used in summation algorithms.
Its generalization to unimonomial extensions follows from Theorem 9.
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Corollary 4. Let (k, σ, δ) be a σ-differential field, t be a unimonomial over k and
a, b, c, d ∈ k[t] be such that b 6= 0 6= d, gcd(a, b) = gcd(c, d) = 1 and
σ
a
b
− a
b
=
c
d
.
Let b = b∞b and d = d∞d be splitting factorizations of b and d. If d /∈ k, then
Disσ(d) = 1 + Disσ(b).
Proof. Suppose that d /∈ k. Applying Theorem 9 to (dσ− d)(a/b) = c ∈ k[t], we obtain
Disσ(b) ≤ max(−1,Disσ(d, d)− 1).
Since k[t]σ
∗
is closed under σ−1 by Lemma 3, σm(d) has no irreducible factor in k[t]σ
∗
,
which implies that Disσ(d, d) = Disσ(d) ≥ 0, hence that Disσ(b) ≤ Disσ(d) − 1. Con-
versely, using (1.2) with δ = σ − 1 shows that d | bσb, hence that d | bσb. Let m =
Disσ(d) ≥ 0 and p be an irreducible common factor of d and σmd. Then p | bσb so either
p | b or p | σb. Similarly, p | σm(bσb) so either p | σmb or p | σm+1b. Therefore, one of
m − 1, m or m + 1 is in Sprσ(b), which implies that Disσ(b) ≥ m − 1 and the corollary
follows. 2
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