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Abstract
The polynomial-time hierarchy (PH) has proven to be a powerful tool for providing sep-
arations in computational complexity theory (modulo standard conjectures such as PH does
not collapse). Here, we study whether two quantum generalizations of PH can similarly prove
separations in the quantum setting. The first generalization, QCPH, uses classical proofs, and
the second, QPH, uses quantum proofs. For the former, we show quantum variants of the
Karp-Lipton theorem and Toda’s theorem. For the latter, we place its third level, QΣ3, into
NEXP using the Ellipsoid Method for efficiently solving semidefinite programs. These results
yield two implications for QMA(2), the variant of Quantum Merlin-Arthur (QMA) with two
unentangled proofs, a complexity class whose characterization has proven difficult. First, if
QCPH = QPH (i.e., alternating quantifiers are sufficiently powerful so as to make classical
and quantum proofs “equivalent”), then QMA(2) is in the Counting Hierarchy (specifically, in
PPP
PP
). Second, unless QMA(2) = QΣ3 (i.e., alternating quantifiers do not help in the presence
of “unentanglement”), QMA(2) is strictly contained in NEXP.
1 Introduction
The polynomial-time hierarchy (PH) [MS72] is a staple of computational complexity theory, and
generalizes P, NP and co-NP with the use of alternating existential (∃) and universal (∀) operators.
Roughly, a language L ⊆ { 0, 1 }∗ is in Σi, the ith level of PH, if there exists a polynomial-time
deterministic Turing machineM that acts as a verifier and accepts i proofs y1, . . . , yi, each polyno-
mially bounded in the length of the input x, such that:
x ∈ L ⇒ ∃y1∀y2∃y3 · · ·Qiyi such thatM accepts (x, y1, . . . , yi), (1)
x 6∈ L ⇒ ∀y1∃y2∀y3 · · ·Qiyi such thatM rejects (x, y1, . . . , yi), (2)
where Qi = ∃ if i is odd and Qi = ∀ if i is even, and Q denotes the complement of Q. Then, PH
is defined as the union over all Σi for all i ∈ N. The study of PH has proven remarkably fruitful
in the classical setting, from celebrated results such as Toda’s Theorem [Tod91], which shows that
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PH is contained in P#P, to the Karp-Lipton Theorem [KL80], which says that unless PH collapses
to its second level, NP does not have polynomial size non-uniform circuits.
As PH has played a role in separating complexity classes (assuming standard conjectures like
”PH does not collapse”), it is natural to ask whether quantum generalizations of PH can be used to
separate quantum complexity classes. Here, there is some flexibility in defining “quantum PH”, as
there is more than one well-defined notion of “quantumNP”: The first, Quantum-Classical Merlin
Arthur (QCMA) [AN02], is a quantum analogue of Merlin-Arthur (MA) with a classical proof but
quantum verifier. The second, Quantum Merlin Arthur (QMA) [KSV02], is QCMA except with a
quantum proof. Generalizing each of these definitions leads to (at least) two possible definitions
for “quantumPH”, the first using classical proofs (denotedQCPH), and the second using quantum
proofs (denoted QPH) (formal definitions in Section 2).
With these definitions in hand, our aim is to separate quantum classes whose complexity char-
acterization has generally been difficult to pin down. A prime example is QMA(2), the variant of
QMA with two “unentangled” quantum provers. While the classical analogue of QMA(2) (i.e. an
MA proof system with two provers) trivially equals MA, in the quantum regime multiple unen-
tangled provers are conjectured to yield a more powerful proof system (e.g. there exist problems
in QMA(2) not known to be in QMA) [LCV07, BT09, Bei10, ABD+09]. For this reason, QMA(2)
has received much attention, despite which the strongest bounds known on QMA(2) remain the
trivial ones:
QMA ⊆ QMA(2) ⊆ NEXP.
(Note: QMA ⊆ PP [KW00, Vya03, MW05, GY18].) In this work, we show that, indeed, results
about the structure of QCPH or QPH yield implications about the power of QMA(2).
1.1 Results, techniques, and discussion
We begin by informally defining the two quantum generalizations of PH to be studied (formal
definitions in Section 2).
How to define a “quantum PH”? The first definition, QCPH, has its ith level QCΣi defined
analogously to Σi, except we replace the Turing machine M with a polynomial-size uniformly
generated quantum circuit V such that:
x ∈ Ayes ⇒ ∃y1∀y2∃y3 · · ·Qiyi such that V accepts (x, y1, . . . , yi)with probability ≥ 2/3,
x ∈ Ano ⇒ ∀y1∃y2∀y3 · · ·Qiyi such that V accepts (x, y1, . . . , yi)with probability ≤ 1/3,
where the use of a language L has been replaced with a promise problem1 A = (Ayes, Ano) (since
QCΣi uses a bounded error verifier). The values (2/3, 1/3) are completeness and soundness param-
eters for A. QCPH is a generalization of QCMA in that QCΣ1 = QCMA.
We next define QPH using quantum proofs. Here, however, there are various possible defini-
tions one might consider. Can the quantum proofs be entangled between alternating quantifiers?
If not, we are enforcing “unentanglement” as in QMA(2). Allowing entanglement, on the other
hand, might yield classes similar to QIP; however, note that QIP = QIP(3) (i.e. QIP collapses to a
3-message proof system) [KW00, MW05], and so it is not clear that allowing entanglement leads
to an interesting hierarchy. Assuming proofs are unentangled, should the proofs be pure or mixed
1Recall that unlike a decision problem, for a promise problem A = (Ayes, Ano), it is not necessarily true that for all
inputs x ∈ Σ∗, either x ∈ Ayes or x ∈ Ano. In the case of proof systems such as QCPH, when x 6∈ Ayes ∪ Ano, V can
output an arbitrary answer. Additionally, Ayes ∩Ano = ∅.
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quantum states? (For QMA and QMA(2), standard convexity arguments show both classes of
proofs are equivalent, but such arguments fail when alternating quantifiers are allowed.)
Here, we define QPH to have its ith level,QΣi, defined similarly toQCΣi, except each classical
proof yj is replaced with a mixed quantum state ρj on polynomially many qubits (for clarity, each
ρj acts on a disjoint set of qubits). We say a promise problemA = (Ayes, Ano) is inQΣi if it satisfies
the following conditions:
x ∈ Ayes ⇒ ∃ρ1∀ρ2∃ρ3 · · ·Qiρi such that V accepts (x, ρ1, . . . , ρi)with probability ≥ 2/3,
x ∈ Ano ⇒ ∀ρ1∃ρ2∀ρ3 · · ·Qiρi such that V accepts (x, ρ1, . . . , ρi)with probability ≤ 1/3.
Note that QMA = QΣ1 and QMA(2) ⊆ QΣ3 (simply ignore the second proof).
Our results are now stated as follows under three headings.
1. An analogue of Toda’s theorem for QCPH. As previously mentioned, PH is one way to
generalize NP using alternations. Another approach is to count the number of solutions for an
NP-complete problem such as SAT, as captured by#P. Surprisingly, these two notions are related,
as shown by the following celebrated theorem of Toda.
Theorem 1.1 (Toda’s theorem [Tod91]). PH ⊆ P#P.
In the quantum setting, for QCPH, it can be shown using standard arguments involving enumer-
ation over classical proofs that QCPH ⊆ PSPACE. However, here we show a stronger result.
Theorem 1.2 (A quantum-classical analogue of Toda’s theorem). QCPH ⊆ PPPPP .
Thus, we almost recover the original bound of Toda’s theorem2, except we require an oracle for
the second level of the Counting Hierarchy (CH). CH can be defined with its first level as C1 = PP
and its kth level for k ≥ 2 asCk = PPCk−1 .
Why did we move up to the next level of CH? There are two difficulties in dealing with QCPH
(see Section 3 for a detailed discussion). The first can be sketched as follows. Classically, many
results involving PH, from basic ones implying the collapse of PH to more advanced statements
such as Toda’s theorem, use the following recursive idea (demonstrated with Σ2 for simplicity):
By fixing the existentially quantified proof of Σ2 the remnant reduces to a co-NP problem, i.e. we
can recurse to a lower level of PH. In the quantum setting, however, this does not hold — fixing
the existentially quantified proof for QCΣ2 does not necessarily yield a co-QCMA problem. (This
is due to the same phenomenon that has been an obstacle to resolving whether ∃ · BPP equals
MA (see Section 1.2 and Remark 3.7).) Thus, we cannot directly generalize recursive arguments
from the classical setting to the quantum setting. The second difficulty is trickier to explain briefly
(see Section 3.2 for details). Roughly, Toda’s proof that PH ⊆ PPP crucially relies on the Valiant-
Vazirani (VV) theorem [VV86], which has one-sided error (i.e. VV may map YES instances of SAT
to NO instances of UNIQUE-SAT, but NO instances of SAT are always mapped to NO instances
of UNIQUE-SAT). The VV theorem for QCMA [ABOBS08] also has this property, but in addition
it can output instances which are “invalid”. Roughly, an “invalid” instance of a promise problem
Π is an instance violating the promise of Π. The combination of invalid instances and alternating
quantifiers makes it unclear how to extend the parity arguments used in Toda’s proof to the QCPH
setting.
2PP captures all problems for which a majority of all possible answers is correct and it is known that PPP = P#P.
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To circumvent these difficulties, we exploit a high-level idea from [GY18], where an oracle
for SPECTRAL GAP3 was used to detect “invalid” QMA instances4. In our setting, the “correct”
choice of oracle turns out to be a Precise-BQP oracle, where Precise-BQP is roughly BQP with
an inverse exponentially small promise gap. Using this, we are able to essentially “remove” the
promise gap of QCPH altogether, thus recovering a “decision problem” which does not pose the
difficulties above. Specifically, this mapping is achieved by Lemma 3.8 (Cleaning Lemma), which
shows that ∀i ∈ N,we have QCΣi ⊆ ∃ ·∀ · · · · ·Qi ·PPP. The latter expression applies the existential
(∃) and universal (∀) operators to a complexity class C. Informally, ∃ · C is the class of languages
such that an input x is in the language if and only if there is a polynomial-sized witness y such
that 〈x, y〉 is in a language in C. Correspondingly, the ∀ · C class is defined when for every witness
y, 〈x, y〉 is in some language in C. (See Definition 3.6 for formal definitions of ∃ and ∀.)
Notice that although we use a Precise-BQP oracle above, the Cleaning Lemma shows contain-
ment using a PP oracle. This is because, as shown in Lemma 3.3 and Corollary 3.4, Precise-BQP ⊆
PP. One may ask whether our proof technique also works with an oracle weaker than PP. We show
in Theorem 3.15 that this is unlikely, since the problem of detecting proofs in promise gaps of
quantum verifiers is PP-complete.
Finally, an immediate corollary of Theorem 1.2 and the fact that QMA(2) ⊆ QPH is:
Corollary 1.3. If QCPH = QPH, then QMA(2) ⊆ PPPPP .
In other words, if alternating quantifiers are so powerful so as to make classical and quantum
proofs equivalent in power, then QMA(2) is contained in CH (and thus in PSPACE). For compari-
son, QMA ⊆ PQMA[log] ⊆ PP [KW00, Vya03, MW05, GY18].
2. QPH versus NEXP. We next turn to the study of quantum proofs, i.e. QPH. As mentioned
above, the best known upper bound on QMA(2) is NEXP — a non-deterministic verifier can sim-
ply guess an exponential-size description of the proof. When alternating quantifiers are present,
however, this strategy seemingly no longer works. In other words, it is not even clear that
QPH ⊆ NEXP! This is in stark contrast to the explicit P#P upper bound for PH [Tod91]. In
this part, our goal is to use semidefinite programming to give bounds on some levels of QPH. As
we will see, this will yield the existence of a complexity class lying “between”QMA(2) and NEXP.
Theorem 1.4 (Informal statement). It holds that QΣ2 ⊆ EXP and QΠ2 ⊆ EXP, even when the
completeness-soundness gap is inverse doubly-exponentially small.
The proof idea is to map alternating quantifiers to an optimization problem with alternating min-
imizations and maximizations. Namely, to decide if x ∈ Ayes or x ∈ Ano for a QΣi promise
problem A = (Ayes, Ano), where i is even, we can solve for α defined as the optimal value of the
optimization problem:
α := max
ρ1
min
ρ2
max
ρ3
· · ·min
ρi
〈C, ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρi〉 (3)
where C is the POVM operator5 corresponding to the ACCEPT state of the verifier. This is a non-
convex problem, and as such is (likely) hard to solve in general. Our approach is to cast the case
of i = 2 as a semidefinite program (SDP), allowing us to efficiently approximate α.
3This problem determines whether the spectral gap of a given local Hamiltonian is “small” or “large”.
4This was used, in turn, to show in conjunction with [Amb14] that SPECTRAL GAP is PUnique-QMA[log]-hard.
5A POVM is a set of Hermitian positive semidefinite operators that sum to the identity. In this case, the POVM has
two operators — corresponding to the ACCEPT and REJECT states of the verifier.
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The next natural question is whether a similar SDP reformulation might be used to show
whether QΣ3 or QΠ3 is also contained in EXP. Unfortunately, this is likely to be difficult — indeed,
if there exists a “nice” SDP for the optimal success probability ofQΣ3 protocols, then it would im-
ply QMA(2) ⊆ EXP, resolving the longstanding open problem of separating QMA(2) from NEXP
(recall QMA(2) ⊆ QΣ3). Likewise, a “nice” SDP for QΠ3 would place co-QMA(2) ⊆ EXP.
To overcome this, we resort to non-determinism by stepping up to NEXP. Namely, one can
non-deterministically guess the first proof of a QΣ3 protocol, then approximately solve the SDP
for the resulting QΠ2-flavoured computation. Hence, we have:
Theorem 1.5 (Informal statement). QMA(2) ⊆ QΣ3 ⊆ NEXP and co-QMA(2) ⊆ QΠ3 ⊆ NEXP,
even when the completeness-soundness gap is inverse doubly-exponentially small. Moreover, the first two
containments hold with equality in the inverse exponentially small completeness-soundness gap setting as
QMA(2) = NEXP in this case [Per12].
Two remarks are in order. First, in principle, it remains plausible that the fourth level of QPH
already exceeds NEXP in power. Second, we have the following implication for QMA(2). Clas-
sically, assuming PH does not collapse, alternating quantifiers strictly add power to NP proof
systems. If alternating quantifiers similarly add power in the quantum setting, then it would
separate QMA(2) from NEXP via the following immediate corollary.
Corollary 1.6. QMA(2) 6= NEXP unless QMA(2) = QΣ3, i.e. unless the second universally quantified
proof of QΣ3 adds no proving power. Similarly, co-QMA(2) 6= NEXP unless co-QMA(2) = QΠ3.
3. A quantum generalization of the Karp-Lipton Theorem. Finally, our last result studies a
topic which is unrelated to QMA(2) — the well-known Karp-Lipton theorem [KL80]. The latter
shows that if NP-complete problems can be solved by polynomial-size non-uniform Boolean cir-
cuits, then Σ2 = Π2 (formal definitions in Section 2), which in turn implies that PH collapses to its
second level. Here, a poly-size “non-uniform” circuit receives, in addition to the input instance,
a poly-size “advice string” y such that (1) y depends only on the input size n, and (2) given n,
computing y need not be poly-time. The class of decision problems solved by such circuits is
P/poly.
Theorem 1.7 (Karp-Lipton [KL80]). If NP ⊆ P/poly then Π2 = Σ2.
Denote the bounded-error analogue of P/poly with polynomial-size non-uniform quantum circuits
as BQP/mpoly. In this work, we ask: Does QCMA ⊆ BQP/mpoly imply QCΠ2 = QCΣ2? Unfor-
tunately, generalizing the proof of the Karp-Lipton theorem is problematic for the same “∃ · BPP
versus MA phenomenon” encountered in extending Toda’s result. Namely, the proof of Karp-
Lipton proceeds by fixing the outer, universally quantified, proof of a Π2 machine, and applying
the NP ⊆ P/poly hypothesis to the resulting NP computation. However, for QCΠ2, it is not clear
that fixing the outer, universally quantified, proof yields a QCMA computation; thus, it is not
obvious how to use the hypothesis QCMA ⊆ BQP/mpoly.
To sidestep this, our approach is to strengthen the hypothesis. Specifically, using the results
of [JKNN12] on perfect completeness for QCMA, fixing the outer proof of a QCΠ2 computa-
tion can be seen to yield a Precise-QCMA “decision problem”, where by “decision problem”,
we mean no proofs for the Precise-QCMA verifier are accepted within the promise gap. Here,
Precise-QCMA is QCMA with inverse exponentially small promise gap. We hence obtain the fol-
lowing.
Theorem 1.8 (A quantum-classical Karp-Lipton theorem). If Precise-QCMA ⊆ BQP/mpoly, then
QCΠ2 = QCΣ2.
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To give this result context, we also show that Precise-QCMA ⊆ NPPP (Lemma 5.6). However,
whether QCΠ2 = QCΣ2 collapses QCPH remains open due to the same “∃ · BPP versus MA phe-
nomenon”.
1.2 Related work
As far as we are aware, Yamakami [Yam02] was the first to consider a quantum version of PH. His
version differs from our setting in that it considers quantum Turing machines (we use quantum
circuits) and quantum inputs (we use classical inputs, like QMA). The next work, by Gharibian
and Kempe [GK12], introduced and studied cq-Σ2, defined as our QCΣ2 except with a quantum
universally quantified proof. [GK12] showed completeness and hardness of approximation results
for cq-Σ2 for (roughly) the following problem: What is the smallest number of terms required in
a given local Hamiltonian for it to have a frustrated ground space? More recently, Lockhart and
Gonza´lez-Guille´n [LGG17] considered a hierarchy (denoted QCPH′ here) which a priori appears
identical to our QCPH, but is apparently not so due to the “∃ · BPP versus MA phenomenon”,
which we now discuss briefly (see also Remark 3.7).
In this work, the “∃·BPP versusMAphenomenon”, refers to the following discrepancy: Unlike
with MA, all proofs in an ∃ · BPP systemmust be accepted with probability at least 2/3 or at most
1/3 (i.e. no proof is accepted with probability in the gap (1/3, 2/3)). The quantum analogue of
this phenomenon yields the open question: Is ∃ · BQP (which equals NPBQP) equal to QCMA? For
this reason, it is not clear whether QCPH equals QCPH′, where QCPH′ is defined recursively as
QCΣ′1 = ∃ · BQP, QCΠ′1 = ∀ · BQP, and
∀i ≥ 1,QCΣ′i = ∃ ·QCΠ′i−1; QCΠ′i = ∀ ·QCΣ′i−1.
Thus, in our work QCΣ1 = QCMA, but in [LGG17] QCΣ
′
1 = ∃ · BQP. The advantage of the
latter definition is that one avoids the recursion problems discussed earlier — e.g., fixing the first
existential proof in QCΣ′2 does reduce the problem to a co-QCMA computation, unlike the case
with QCΣ2. Hence, recursive arguments from the context of PH can be extended to show that, for
instance, QCPH′ collapses to QCΣ′2 when QCΣ
′
2 = QCΠ
′
2. On the other hand, the advantage of
our definition of QCPH is that it generalizes the natural quantum complexity class QCMA.
Let us also remark on Toda’s theorem in the context of QCPH′ (for clarity, Toda’s theorem is
not studied in [LGG17]). The recursive definition of QCPH′ allows one to obtain Toda’s PPP upper
bound for QCPH′ with a simple argument:
∀i, QCΣ′i = NPNP
. .
.
BQP
= ΣBQPi =⇒ ∀i,QCΣ′i ⊆
(
PPP
)BQP
= PPP,
where the first equality
holds due to the recursive definition of QCΣ′i (but is not known to hold for our QCΣi), the
implication arises by relativizing Toda’s theorem, and the last equality holds as BQP is low for
PP [FR99]. In contrast, our Theorem 1.2 yields QCPH ⊆ PPPPP , raising the question: is QCPH′ =
QCPH? A positive answer may help shed light on whether ∃ · BQP equals QCMA; we leave this
for future work.
Finally, a quantum version of the Karp-Lipton theoremwas covered by Aaronson and Drucker
in [AD14] and further improved by Aaronson, Cojocaru, Gheorghiu, and Kashefi [ACGK17],
where the consequences of NP-complete problems being solved by small quantum circuits with
polynomial sized quantum advice were considered. Their results differ from ours in that differ-
ent hierarchies are studied, and in their use of quantum advice as opposed to our use of classical
advice.
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1.3 Open questions
As the study of quantum generalizations of alternating quantifiers is in its infancy, many open
questions exist. For example, due to the “∃ · BPP versus MA phenomenon”, we are not able to
show “simple” collapse statements such as the following.
Conjecture 1.9. For any i ≥ 1, if QCΣi = QCΠi, then QCPH collapses to the ith level. Moreover, if
QCMA = BQP, then QCPH = BQP.
Next, can a non-trivial bound on QPH be shown? Here, we have shown that QΣ3 ⊆ NEXP;
can the complexity of higher levels be bounded? Along these lines, our Theorem 1.4 shows
QΣ2 ⊆ EXP; by applying alternative methods for approximating semidefinite programs arising in
quantum complexity theory (see, e.g., [JJUW10]), we also conjecture the following.
Conjecture 1.10. QΣ2 ⊆ PSPACE.
Finally, determining where in the complexity zoo QMA(2) lies remains an important open
question; assuming alternating quantifiers do add proving power to QPH (the analogous assump-
tion for PH is widely believed), our work shows QMA(2) is strictly contained in NEXP. Can this
statement be strengthened?
Organization: We begin in Section 2 by formally introducing relevant complexity classes. In
Section 3 we show a quantum-classical analogue of Toda’s theorem. Section 4 gives upper bounds
on levels of QPH, and Section 5 shows a Karp-Lipton-type theorem.
2 Definitions, preliminaries, and basic properties
We begin by recalling the definition of uniformly-generated families of quantum circuits.
Definition 2.1 (Polynomial-time uniform family of quantum circuits). A family of quantum circuits
{Vn}n∈N is said to be uniformly generated in polynomial time if there exists a polynomially bounded func-
tion t : N 7→ N and a deterministic Turing machine M acting as follows. For every n-bit input x, M
outputs in time t(n) a description of a quantum circuit Vn (consisting of 1-and 2-qubit gates) that takes the
all-zeros state as ancilla and outputs a single qubit. We say Vn accepts if measuring its output qubit in the
computational basis yields 1.
Throughout this paper, we study promise problems. A promise problem is a pairA = (Ayes, Ano)
such that Ayes, Ano ⊆ { 0, 1 }∗, Ayes ∪ Ano ⊂ { 0, 1 }∗ and Ayes ∩ Ano = ∅. We now formally define
each level of our quantum-classical polynomial hierarchy below.
Definition 2.2 (QCΣi). Let A = (Ayes, Ano) be a promise problem. We say that A is in QCΣi(c, s) for
polynomial-time computable functions c, s : N 7→ [0, 1] if there exists a polynomially bounded function
p : N 7→ N and a polynomial-time uniform family of quantum circuits {Vn}n∈N such that for every n-bit
input x, Vn takes in classical proofs y1 ∈ { 0, 1 }p(n) , . . . , yi ∈ { 0, 1 }p(n) and outputs a single qubit, such
that:
• Completeness: x ∈ Ayes ⇒ ∃y1∀y2 . . . Qiyi s.t. Prob[Vn accepts (y1, . . . , yi)] ≥ c.
• Soundness: x ∈ Ano ⇒ ∀y1∃y2 . . . Qiyi s.t. Prob[Vn accepts (y1, . . . , yi)] ≤ s.
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Here, Qi equals ∃ whenm is odd and equals ∀ otherwise and Qi is the complementary quantifier to Qi.
Define QCΣi :=
⋃
c−s∈Ω(1/poly(n))
QCΣi(c, s). (4)
Notice that the first level of this hierarchy corresponds to QCMA. The complement of the ith
level of the hierarchy, QCΣi, is the class QCΠi defined below.
Definition 2.3 (QCΠi). Let A = (Ayes, Ano) be a promise problem. We say that A ∈ QCΠi(c, s) for
polynomial-time computable functions c, s : N 7→ [0, 1] if there exists a polynomially bounded function
p : N 7→ N and a polynomial-time uniform family of quantum circuits {Vn}n∈N such that for every n-bit
input x, Vn takes in classical proofs y1 ∈ { 0, 1 }p(n) , . . . , yi ∈ { 0, 1 }p(n) and outputs a single qubit, such
that:
• Completeness: x ∈ Ayes ⇒ ∀y1∃y2 . . . Qiyi s.t. Prob[Vn accepts (y1, . . . , yi)] ≥ c.
• Soundness: x ∈ Ano ⇒ ∃y1∀y2 . . . Qiyi s.t. s.t. Prob[Vn accepts (y1, . . . , yi)] ≤ s.
Here, Qi equals ∀ whenm is odd and equals ∃ otherwise and Qi is the complementary quantifier to Qi.
Define QCΠi :=
⋃
c−s∈Ω(1/poly(n))
QCΠi(c, s). (5)
Now the corresponding quantum-classical polynomial hierarchy is defined as below.
Definition 2.4 (Quantum-classical polynomial hierarchy).
QCPH =
⋃
m∈N
QCΣi =
⋃
m∈N
QCΠi.
A few remarks are in order. First, by encoding a polynomial time predicate into a quantum verifi-
cation circuit, one can see that (where Σi and Πi refer to the i
th level of the corresponding classical
polynomial hierarchy)
∀i, Σi ⊆ QCΣi, Πi ⊆ QCΠi and PH ⊆ QCPH.
Second, a natural question is to what extent the completeness and soundness parameters of QCΣi
and QCΠi can be improved. Towards achieving one-sided error, we apply known techniques to
prove that “every other level” (see Theorem 2.6 for a formal statement) has perfect completeness (i.e.
we can improve the completeness parameter to c = 1), in addition to every level having inverse
exponentially small soundness. This is shown using techniques from the proof of the following
theorem.
Theorem 2.5 (Jordan, Kobayashi, Nagaj, Nishimura [JKNN12]). QCMA has perfect completeness i.e.
QCMA = QCMA(1, 1 − 1/poly(n)). (6)
The proof of the above result starts by choosing a suitable gate-set for the QCMA verifier, i.e.,
Hadamard, Toffoli and CNOT gates [Shi03, Aha03]. This ensures that the acceptance probability
for any proof y can be expressed as k/2ℓ(|x|) for an integer k ∈ {0, . . . , 2ℓ(|x|)} and a polynomi-
ally bounded integer function ℓ(|x|). The verifier then asks the prover to send k (expressed as a
polynomial-size bit string) along with the classical proof. When k is above a certain threshold,
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the verifier chooses one of two tests with equal probability: (a) run the original verification circuit
or (b) trivially accept with probability > k/2ℓ(|x|). This allows for the completeness to be reduced
to exactly 1/2 while the soundness is strictly bounded below 1/2. Then by using the quantum
rewinding technique [Wat09c], c can be boosted to exactly 1. The ideas in this proof have been
adapted to several similar scenarios (see, e.g., [KlGN15, GKS16]). We state our result below.
Theorem 2.6. For polynomially bounded functions r, q : N 7→ N and polynomial-time computable func-
tions c, s : N 7→ [0, 1] such that for any n-bit input c(n)− s(n) ≥ 1/q(n), we have:
For i even: QCΣi(c, s) = QCΣi(1− 2−r, 2−r),
QCΠi(c, s) = QCΠi(1, 2
−r),
for i odd: QCΣi(c, s) = QCΣi(1, 2
−r),
QCΠi(c, s) = QCΠi(1− 2−r, 2−r).
Proof Sketch. To achieve perfect completeness (i.e. c = 1), the idea is to append to the register of the
last proof (which must be an existential quantifier for this to work) a classical register containing
the acceptance probability of the verification circuit C . Specifically, for level i, for any set of i − 1
proofs y1, . . . , yi−1, the final (existential) proof yi is augmented with k, such that Pr[C(y1, . . . , yi) =
1] = k/2ℓ(|x|) (that this probability is rational is due solely to the use of an appropriate universal
gate set, as done for Theorem 2.5, and is independent of how each yi for i ∈ { 1, . . . , i− 1 } is
quantified). Then the proof of Theorem 2.5 in [JKNN12] proves the result. The error reduction
follows from standard arguments.
Notice that by explicitly emulating the technique from [JKNN12] we are using it as awhite-box and
not a black box reduction. Hence, the issues discussed in Section 1 the arise from “fixing proofs”
does not apply here. We leave as an open problem the question of obtaining perfect completeness
for the remaining levels of the hierarchy. This seems like a considerably harder problem, with
current proof techniques requiring the last quantifier to be existential.
Now, we move on to defining the fully quantum hierarchy.
Definition 2.7 (QΣi). A promise problemA = (Ayes, Ano) is inQΣi(c, s) for polynomial-time computable
functions c, s : N 7→ [0, 1] if there exists a polynomially bounded function p : N 7→ N and a polynomial-
time uniform family of quantum circuits {Vn}n∈N such that for every n-bit input x, Vn takes p(n)-qubit
density operators ρ1, . . . , ρi as quantum proofs and outputs a single qubit, then:
• Completeness: If x ∈ Ayes, then ∃ρ1∀ρ2 . . . Qiρi such that Vn accepts (ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρi) with
probability ≥ c.
• Soundness: If x ∈ Ano, then ∀ρ1∃ρ2 . . . Qiρi such that Vn accepts (ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρi) with proba-
bility ≤ s.
Here, Qi equals ∀ whenm is even and equals ∃ otherwise, and Qi is the complementary quantifier to Qi.
Define QΣi =
⋃
c−s∈Ω(1/poly(n))
QΣi(c, s). (7)
A few comments are in order: (1) In contrast to the standard quantum circuit model, here we
allow mixed states as inputs to Vn; this can be formally modelled via the mixed state framework
of [AKN98]. (2) Clearly, QΣ1 = QMA. (3) We recover the definition of QMA(k) by ignoring the ρi
proofs, for i even, in the definition of QΣ2k.
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Definition 2.8 (QΠi). A promise problemA = (Ayes, Ano) is inQΠi(c, s) for polynomial-time computable
functions c, s : N 7→ [0, 1] if there exists a polynomially bounded function p : N 7→ N and a polynomial-
time uniform family of quantum circuits {Vn}n∈N such that for every n-bit input x, Vn takes p(n)-qubit
density operators ρ1, . . . , ρi as quantum proofs and outputs a single qubit, then:
• Completeness: If x ∈ Ayes, then ∀ρ1∃ρ2 . . . Qiρi such that Vn accepts (ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρi) with
probability ≥ c.
• Soundness: If x ∈ Ano, then ∃ρ1∀ρ2 . . . Qiρi such that Vn accepts (ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρi) with proba-
bility ≤ s.
Here, Qi equals ∃ whenm is even and equals ∀ otherwise, and Qi is the complementary quantifier to Qi.
Define QΠi =
⋃
c−s∈Ω(1/poly(n))
QΠi(c, s). (8)
The fully quantum polynomial hierarchy can now be defined as follows.
Definition 2.9 (Quantum Polynomial-Hierarchy).
QPH =
⋃
m∈N
QΣi =
⋃
m∈N
QΠi.
Next, we recall the definition of BQP circuits which take in poly-size classical advice.
Definition 2.10 (BQP/mpoly). A promise problem Π = (Ayes, Ano) is in BQP/mpoly if there exists a
polynomial-sized family of quantum circuits {Cn}n∈N and a collection of binary advice strings {an}n∈N
with |an| = poly(n), such that for all n and all strings x where |x| = n, Pr[Cn(|x〉 , |an〉) = 1] ≥ 2/3 if
x ∈ Ayes and Pr[Cn(|x〉 , |an〉) = 1] ≤ 1/3 if x ∈ Ano.
Equivalently, BQP/mpoly is the set of promise problems solvable by a non-uniform family of poly-
sized bounded error quantum circuits.
Definition 2.11 (PP). A language L is in PP if there exists a probabilistic polynomial time Turing machine
M such that x ∈ L ⇐⇒ Pr[M(x) = 1] > 1/2.
3 A quantum-classical analogue of Toda’s theorem
In this section, we show an analogue of Toda’s theorem to bound the power of QCPH (Theo-
rem 1.2, Section 3.2), and give evidence that the bound of Theorem 1.2 is likely the best possible
using our specific proof approach (Section 3.3, Theorem 3.15).
3.1 Precise-BQP
Our proof of a “quantum-classical Toda’s theorem” requires us to define the Precise-BQP class,
which we do now.
Definition 3.1 (Precise-BQP(c, s)). A promise problemA = (Ayes, Ano) is contained in Precise-BQP(c, s)
for polynomial-time computable functions c, s : N 7→ [0, 1] if there exists a polynomially bounded function
p : N 7→ N such that ∀ℓ ∈ N, c(ℓ) − s(ℓ) ≥ 2−p(ℓ), and a polynomial-time uniform family of quantum
circuits {Vn}n∈N whose input is the all zeroes state and output is a single qubit. Furthermore, for an n-bit
input x:
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• Completeness: If x ∈ Ayes, then Vn accepts with probability at least c(n).
• Soundness: If x ∈ Ano, then Vn accepts with probability at most s(n).
In contrast, BQP is defined such that the completeness and soundness parameters are 2/3 and
1/3, respectively (alternatively, the gap is least an inverse polynomial in n). We now give a useful
observation and lemma.
Observation 3.2 (Rational acceptance probabilities). By fixing an appropriate universal gate set
(e.g. Hadamard and Toffoli [Aha03]) for the description of Vn in Definition 3.1, we assume hence-
forth, without loss of generality, that the acceptance probability of Vn is a rational number that can
be represented using at most poly(n) bits (this observation was used in the proof that QCMA has
perfect completeness i.e., c = 1 [JKNN12], stated as Theorem 2.5 here).
Lemma 3.3. For any polynomial p, if c− s ≥ 1/2p(n), then
Precise-BQP(c, s) ⊆ PP (9)
when c and s are computable in polynomial time in the size of the input, n.
Proof sketch. Recall that the complexity class PQP is defined as PP except with a uniform quantum
circuit family {Qn } in place of a probabilistic Turing machine, i.e. for YES (NO) instances Qn ac-
cepts with probability> 1/2 (≤ 1/2). Consider any Precise-BQP(c, s) circuit Vx as in Definition 3.1.
Then, by flipping a coin with appropriately chosen bias γ ∈ Q and choosing to either accept/reject
with probability γ and run Qn with probability 1 − γ, one may map c, s to polynomial-time com-
putable functions c′, s′ such that
c′ > 1/2, s′ ≤ 1/2, and c′ − s′ ∈ Θ(c− s) (10)
(roughly, one loses about a factor of at most approximately 1/2 in the gap). Thus,
Precise-BQP(c, s) ⊆ PQP = PP, (11)
where the last equality is shown in [Wat09a].
As an aside, we remark the following.
Corollary 3.4. Let P denote the set of all polynomials p : N 7→ N. Then,
⋃
p∈P
Precise-BQP
(
1
2
+
1
2p(n)
,
1
2
)
= PP.
To prove Corollary 3.4, we need the classical counterpart to Precise-BQP, denoted Precise-BPP.
Accordingly, we define Precise-BPP analogous to Definition 3.1 except by replacing the quantum
circuit family {Vn }n∈N with a deterministic polynomial-time Turingmachine which takes in poly-
nomially many bits of randomness.
Proof. The direction ⊆ is given by Lemma 3.3. For the reverse containment, note that
PP =
⋃
p
PreciseBPP
(
1
2
+
1
2p(n)
,
1
2
)
, (12)
since PP can be defined as the set of decision problems of the form: Given as input a polynomial-
time non-deterministic Turing machine N , do more than half of N ’s computational paths ac-
cept? The claim now follows, since for all c, s as in Definition 3.1, clearly PreciseBPP(c, s) ⊆
Precise-BQP(c, s).
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Note that this proof does not go through as is (assuming PP 6= co-NP) when we fix (say) complete-
ness c = 1 and soundness s = 1− 2−p(n), for some polynomial p. This is because
⋃
p
PreciseBPP(1, 1− 1
2p(n)
) = co-NP. (13)
Similarly, setting s = 0 and c = 2−p(n) yields NP.
Finally, we define the promise problem QCIRCUIT(c, s), which is trivially Precise-BQP(c, s)-
complete when c− s is an inverse exponential.
Definition 3.5 (QCIRCUIT(c, s)). Parameters c, s : N 7→ [0, 1] are polynomial-time computable functions
such that c > s.
• (Input) A classical description of quantum circuit Vn (acting on n qubits, consisting of poly(n) 1
and 2-qubit gates), taking in the all-zeroes state, and outputting a single qubit.
• (Output) Decide if Pr[Vn accepts ] ≥ c or ≤ s, assuming one of the two is the case.
3.2 Bounding the power of QCPH
Classically, PH can be defined in terms of the existential (∃) and universal (∀) operators; while it is
not clear that one can also define QCPH using these operators, they nevertheless prove useful in
bounding the power of QCPH.
Definition 3.6 (Existential and universal quantifiers [Wra76, AW93]). For C a class of languages, ∃ ·C
is defined as the set of languages L such that there is a polynomial p and set A ∈ C such that for input x,
x ∈ L⇔ [∃y (|y | ≤ p(|x|)) and 〈x, y〉 ∈ A] . The set ∀ · C is defined similarly with ∃ replaced with ∀.
Remark 3.7 (Languages versus promise problems). Directly extending Definition 3.6 to promise
problems, gives rise to subtle issues. To demonstrate, recall that ∃ · P = NP. Then, let (L,A) for
L ∈ ∃·P = NP andA ∈ P be as in Definition 3.6, such that TA is a polynomial-time Turingmachine
deciding A. If x ∈ L, there exists a bounded length witness y∗ such that TA accepts 〈x, y∗〉 and,
for all y′ 6= y∗, TA by definition either accepts or rejects 〈x, y′〉. Now consider instead ∃ · BPP,
which a priori seems equal to Merlin-Arthur (MA). Applying the same definition of ∃, we should
obtain a BPP machine TA such that if x ∈ L, then for all y′ 6= y∗, TA either accepts or rejects 〈x, y′〉.
But this means, by definition of BPP, that 〈x, y′〉 is either accepted or rejected with probability at
least 2/3, respectively. (Equivalently, for any fixed y, the machine TA,y must be a BPP machine.)
Unfortunately, the definition of MA makes no such promise — any y′ 6= y∗ can be accepted with
arbitrary probability when x is a YES instance. Indeed, whether ∃ · BPP = MA remains an open
question [FFKL03].
The following lemma is themain contribution of this section. To set context, adapting the ideas
from Toda’s proof of PH ⊆ PPP to QCPH is problematic for at least two reasons:
1. Remark 3.7 says that it is not necessarily true that by fixing a proof y to anMA (resp. QCMA)
machine, the resulting machine is a BPP (resp. BQP) machine. This prevents the direct
extension of recursive arguments, say from [Tod91], to this regime.
2. The “Quantum Valiant Vazirani (QVV)” theorem for QCMA (and MA) [ABOBS08] is not a
many-one reduction, but a Turing reduction. Specifically, it produces a set of quantum cir-
cuits {Qi }, at least one of which is guaranteed to be a YES instance of some Unique-QCMA
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promise problem Γ if the input Π to the reduction was a YES instance. Unfortunately, some
of theQi may violate the promise gap of Γ, which implies that when suchQi are substituted
into the Unique-QCMA oracle O, O returns an arbitrary answer. This does not pose a prob-
lem in [ABOBS08], as one-sided error suffices for that reduction — so long as O accepts at
least one Qi, one safely concludes Π was a YES instance. In the setting of Toda’s theorem,
however, the use of alternating quantifiers turns this one-sided error into two-sided error.
This renders the output of O useless, as one can no longer determine whether Π was a YES
or NO instance.
To sidestep these issues, we adapt a high-level idea from [GY18]: With the help of an appropriate
oracle, one can sometimes detect “invalid proofs” (i.e. proofs in promise gaps of bounded error
verifiers) and “remove” them. Indeed, we show that using a PP oracle, one can eliminate the
promise-gap of QCPH altogether, thus overcoming the limitations given above. This is accom-
plished by the following “Cleaning Lemma”. We also show subsequently that it is highly unlikely
for an oracle weaker than PP to suffice for our particular proof technique (see Remark 3.9 and
Section 3.3).
Lemma 3.8 (Cleaning Lemma). For all i ≥ 0,
QCΣi ⊆ ∃ · ∀ · · · · ·Qi · PPrecise-BQP ⊆ ∃ · ∀ · · · · ·Qi · PPP,
where Qi = ∃ (Qi = ∀) if i is odd (even). An analogous statement holds for QCΠi.
Proof. Let C be a QCΣi verification circuit for a promise problem Π. Let Cy∗1 ,...,y∗i denote the
quantum circuit obtained from C by fixing values y∗1 , . . . , y
∗
i of the i classical proofs. In general,
nothing can be said about the acceptance probability py∗1 ,...,y∗i of Cy∗1 ,...,y∗i , except that, by Obser-
vation 3.2, py∗1 ,...,y∗i is a rational number representable using p(n) bits for some fixed polynomial
p. Let S denote the set of all rational numbers in [0, 1] representable using p(n) bits of precision.
(Note |S | ∈ Θ(2p(n)).) Then, for any a, b ∈ S with a > b, the triple (Cy∗1 ,...,y∗i , a, b) is a valid
QCIRCUIT(a, b) instance, in that Cy∗1 ,...,y∗i accepts with probability at least a or at most b for a − b
an inverse exponential. It follows that using binary search (by varying the values a, b ∈ S with
a > b) in conjunction with poly(n) calls to a QCIRCUIT(a, b) oracle, we may exactly and determin-
istically compute py∗1 ,...,y∗i . Moreover, since for all such a > b, QCIRCUIT(a, b) ∈ Precise-BQP(a, b),
Lemma 3.3 implies a QCIRCUIT(a, b) oracle call can be simulated with a PP oracle. Denote the
binary search subroutine using the PP oracle as B.
Using C and B, we now construct an oracle Turing machine C ′ as follows. Given any proofs
y∗1, . . . , y
∗
i as input, C
′ uses B to compute py∗1 ,...,y∗i for Cy∗1 ,...,y∗i . If py∗1 ,...,y∗i ≥ c, C ′ accepts with
certainty, and if py∗1 ,...,y∗i < c, C
′ rejects with certainty. Suppose that the circuits C and C ′ return
1 when the accept and 0 when they reject. Two observations: (1) Since by construction, for any
fixed y∗1, . . . , y
∗
i , B makes only makes “valid” QCIRCUIT(a, b) queries (i.e. satisfying the promise
of QCIRCUIT(a, b)), C ′ is a PPP machine (cf. Observation 3.10). (2) Since C ′y∗1 ,...,y∗i
accepts if Cy∗1 ,...,y∗i
accepts with probability at least c, and since C ′y∗1 ,...,y∗i
rejects if Cy∗1 ,...,y∗i accepts with probability at
most s, we conclude that
∃y1∀y2 · · ·Qiyi Prob[C(y1, . . . , yi) = 1] ≥ c ⇔ ∃y1∀y2 · · ·Qiyi C ′(y1, . . . , yi) = 1 (14)
∀y1∃y2 · · ·Qiyi Prob[C(y1, . . . , yi) = 1] ≤ s ⇔ ∀y1∃y2 · · ·Qiyi C ′(y1, . . . , yi) = 0. (15)
(14) and (15) imply that we can simulate Π with a ∃ · ∀ · · · · · Qi · PPP computation. The proof for
QCΠi is analogous.
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Remark 3.9 (Possibility of a stronger containment). A key question is whether onemay replace the
Precise-BQP oracle in the proof of Lemma 3.8 with a weaker BQP oracle. For example, consider
the following alternative definition for oracle Turingmachine C ′: Given proofs y∗1, . . . , y
∗
i , C
′ plugs
Cy∗1 ,...,y∗i into a BQP oracle and returns the oracle’s answers. It is easy to see that in this case,
Equations (14) and (15) hold. However, C ′ is not necessarily a PBQP machine, since for some
settings of y∗1, . . . , y
∗
i , its input to the BQP oracle may violate the BQP promise, hence making
the output of C ′ ill-defined. To further illustrate this subtle point, consider Observation 3.10.
Moreover, in Section 3.3 we show that the task the Precise-BQP oracle is used for in Lemma 3.8
is in fact PP-complete; thus, it is highly unlikely that one can substitute a weaker oracle into the
proof above.
Observation 3.10 (When a P machine querying a BQP oracle is not a PBQP machine). The proof
of the Cleaning Lemma uses a PPrecise-BQP machine. Let us highlight a subtle reason why using
a weaker BQP oracle instead might be difficult (indeed, in Section 3.3 we show that the task we
use the Precise-BQP oracle for is PP-complete). LetM denote the trivially BQP-complete problem
of determining whether a given polynomial-sized quantum circuit Q accepts with probability at
least 2/3, or accepts with probability at most 1/3, with the promise that one of the two is the case.
Now consider the following polynomial time computation, Π, which is given access to an oracle
OM forM : Π inputs the Hadamard gate H into OM and outputs OM ’s answer. Does it hold that
Π ∈ PBQP? No. Since H violates the promise of BQP, i.e. measuring the output of H yields 0 or 1
with equal probability, the oracle OM can answer 0 or 1 arbitrarily, and so the output of Π is not
well-defined. Having a well-defined output, however, is required for a POK computation, where
K is any promise class [Gol06].
Using standard techniques, we next show the following.
Lemma 3.11. For all i ≥ 0, the following holds true:
∃ · ∀ · · · · ·Qi · PPP ⊆ ΣPPi ,
∀ · ∃ · · · · ·Qi · PPP ⊆ ΠPPi ,
where Qi = ∃ (resp. Qi = ∀) when i is odd (resp. even) in the first containment and vice versa for the
second containment.
Proof. We show the first statementwith containment inΣPPi ; the second containment follows using
an analogous proof. Let NPi be defined recursively as NPi := NP
NPi−1 with NP1 := NP. We show
that ∃ ·∀ · · · · ·Qi ·PPP ⊆ NPPPi , and then use the fact that NPi = Σi using the oracular definition for
Σi. Recall that MAJSAT is a PP-complete language, where, given a Boolean formula φ, one must
decide if more than half of the possible assignments x satisfy φ(x) = 1. For brevity, let Ai denote
the (trivially) ∃ ·∀ · · · · ·Qi ·PPP-complete language (under polynomial-time many-one reductions)
— given as input a polynomial time oracle Turing machine T with access to a MAJSAT oracle,
decide which of the two is the case:
∃y1∀y2 · · ·Qiyi such that T accepts 〈y1, . . . , yi〉,
∀y1∃y2 · · ·Qiyi such that T rejects 〈y1, . . . , yi〉.
Let Bi denote the analogous trivially complete problem for ∀ · ∃ · · · · · Qi · PPP. We proceed by
induction. The base case i = 0 holds trivially since Σ0 = P by definition. For the inductive step
i ≥ 1, let L be a language in ∃ · ∀ · · · · ·Qi · PPP. Then there exists a polynomial-time oracle Turing
machine T , with access to a MAJSAT oracle, and such that x ∈ L if and only if ∃y1 such that
∀y2∃y3 · · ·Qiyi such that T accepts 〈x, y1, y2, · · · , yi〉.
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By non-deterministically guessing y1, it follows that L ∈ NPBi−1 = NPAi−1 . This equality holds
since for all i ≥ 1, NPBi = NPAi , as one can run the oracle for Ai instead of Bi and negate its
answer. Since Ai−1 is an oracle for ∃ · ∀ · · · · ·Qi−1 ·PPP, the induction hypothesis now implies that
∃ · ∀ · · · · ·Qi · PPP ⊆ NPNPi−1PP = NPPPi = ΣPPi .
We can now show the main theorem of this section.
Theorem 1.2. QCPH ⊆ PPPPP .
Proof. The claim follows by combining the Cleaning Lemma (Lemma 3.8), Lemma 3.11, and Toda’s
theorem (PH ⊆ PPP), whose proof relativizes (see, e.g., page 4 of [For94])).
3.3 Detecting non-empty promise gaps is PP-complete
The technique behind the Cleaning Lemma (Lemma 3.8) can essentially be viewed as using a PP
oracle to determine whether a given quantum circuit accepts some input with probability within
the promise gap (s, c), where c − s is an inverse polynomial. One can ask whether this rather
powerful PP oracle can be replaced with a weaker oracle (Remark 3.9)? We show that unless one
deviates from our specific proof approach, the answer is negative. Specifically, we show that the
problem of detecting non-empty promise gaps is PP-complete, even if the gap is constant in size.
Let us begin by formalizing this problem.
Definition 3.12 (NON-EMPTY GAP(c, s)). Let Vn be an input forQCIRCUIT(c, s). Then, output YES
if Prob[Vn accepts ] ∈ (s, c), and NO otherwise.
We now show that NON-EMPTY GAP is PP-complete.
Lemma 3.13. For all c, s with the c− s gap at least an inverse exponential in input size,
NON-EMPTY GAP(c, s) ∈ PP.
Proof. Our approach to show containment in PP is to give a poly-time many-one reduction from
NON-EMPTY GAP(c, s)with c− s at least an inverse exponential to QCIRCUIT(P,Q)with P −Q
an inverse exponential. (Note that even if c − s ∈ Ω(1), we will still have P − Q an inverse
exponential.) Let Vn be an input to NON-EMPTY GAP(c, s). We construct an instance V
′′
n of
QCIRCUIT(P,Q) as follows.
The first step is to adjust the completeness and soundness parameters for NON-EMPTY GAP
so that they “straddle” the midpoint 1/2. Formally, map c > s to c′ > s′, respectively, so that
c′(n) − 1/2 = 1/2 − s′(n). For this, construct the following circuit V ′n, whose completeness and
soundness parameters we denote by c′ and s′, respectively.
If c(n) + s(n) > 1, then with probability
α := (c(n) + s(n)− 1)/(c(n) + s(n)), (16)
reject, and with probability 1− α, run Vn and output its answer.
The case of c(n) + s(n) < 1 is analogous, except with
α := (1− c(n)− s(n))/(2 − c(n)− s(n)). (17)
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Finally, if c(n) + s(n) = 1, set c′ = c and s′ = s. (Here, we use Observation 3.2, which allows us to
assume c, s ∈ Q with poly(n) bits of precision.)
Next, map V ′n to V
′′
n as follows: Given a proof y ∈ { 0, 1 }m, (1) run two copies of V ′n in parallel
on y, (2) negate the output of the second copy of V ′n via a Pauli X gate, (3) apply an AND gate to
both output qubits, and (4) measure in the standard basis. Let py denote the probability that V
′
n
accepts y. Then, V ′′n accepts y with probability py(1− py).
Correctness. Intuitively, since the function f(x) = x(1 − x) is maximized over x ∈ [0, 1] when
x = 1/2, the acceptance probability of V ′′n is maximized when y falls into the promise gap of V
′
n,
i.e. py ≈ 1/2. Formally, let c′(n) = 1/2 + γ and s′(n) = 1/2 − γ for γ ∈ (0, 1/2], and express
py = 1/2 + δ for bias δ ∈ [−1/2, 1/2]. Then, V ′′n accepts y with probability
py(1− py) = 1/4 − δ2. (18)
It follows that if py ≥ c′(n) or py ≤ s′(n), then V ′′n accepts y with probability Q ≤ 1/4 − γ2, and if
s′(n) < py < c
′(n), then V ′′n accepts y with probability P > 1/4 − γ2. By Observation 3.2, we may
assume
P −Q ∈ Ω(1/ exp(n)), (19)
thus yielding that a YES instance of NON-EMPTY GAP(c, s)with at least inverse exponential c−s
is mapped to a NO instance of QCIRCUIT(P,Q) and vice versa with inverse exponential P − Q.
The claim now follows by Lemma 3.3, which says QCIRCUIT(P,Q) ∈ PP.
Lemma 3.14. There exist c, s ∈ Θ(1) such that NON-EMPTY GAP(c, s) is PP-hard.
Proof. Let φ : { 0, 1 }n 7→ { 0, 1 } be an instance of the PP-complete problem MAJSAT (see proof of
Lemma 3.11). We construct an instance Vn of NON-EMPTY GAP(c, s)with c−s ∈ Θ(1) as follows.
Let V ′n be a poly-size quantum circuit which prepares the state
2−n/2
∑
x∈{ 0,1 }n
|x〉A |φ(x)〉B ∈ (C2)⊗n+1, (20)
then measures register B in the standard basis, and accepts if and only if it obtains result 1. If φ is
a YES instance, then V ′n accepts with probability in range [1/2+ 1/2
n, 1], and if φ is a NO instance,
V ′n accepts with probability in range [0, 1/2]. Thus, setting (for example) c = 3/4, s = 1/4, and
constructing circuit Vn which with probability 1/2 rejects, and with probability 1/2 runs V
′
n and
outputs its answer, yields the claim.
Lemmas 3.13 and 3.14 immediately yield the following.
Theorem 3.15. There exist c, s ∈ Θ(1) such that NON-EMPTY GAP(c, s) is PP-complete.
4 Bounding the complexity of QΣ2 and QΣ3
In this section, we upper bound the complexity of the second and third levels of our fully quan-
tum hierarchy. For brevity, we sometimes use shorthand QΣ2 and QΠ2 to refer to QΣ2(c, s) and
QΠ2(c, s), respectively, for completeness and soundness parameters c and s, respectively. We be-
gin by restating Theorem 1.4 as follows.
Theorem 4.1. For any polynomial r, if c− s ≥ 1/22r(n) , then
QΣ2(c, s) ⊆ EXP and QΠ2(c, s) ⊆ EXP (21)
when c and s are computable in exponential time in the size of the input, n.
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Proof. We show the first containment for QΣ2. The proof for QΠ2 is analogous. Given a QΣ2
instance, let its two proofs be denoted ρ1 and ρ2, with the former existentially quantified and the
latter universally quantified. Let α be themaximum acceptance probability of aQΣ2(c, s) protocol,
i.e. the special case of Equation (3) such that
α := max
ρ1
min
ρ2
〈C, ρ1 ⊗ ρ2〉 (22)
for accepting POVM operator C . We wish to decide in exponential time whether α ≥ c or α ≤ s.
Since the promise gap satisfies c − s ≥ 1/22r(n) , it suffices to approximate α within additive error
(say) 14 (c − s) in exponential time. Hence, we show how to compute γ ∈ R such that |γ − α| ≤
1/(4 · 22r(n)) in exponential time.
Beginning with Equation (22), note that we can write C as
C = Tranc
[
(I ⊗ |0 · · · 0〉〈0 · · · 0|anc)V †n (|1〉〈1|out ⊗ I)Vn(I ⊗ |0 · · · 0〉〈0 · · · 0|anc)
]
(23)
for verification circuit Vn. By definition, Vn is generated by a polynomial-time Turing machine,
which we assume specifies Vn via a sequence of gates from a universal gate setG (such as {CNOT,
H, T}). Since we wish to proceed via numerical optimization techniques, we begin by computing
a numerical approximation C ′ to C . Specifically, in exponential time, we can approximate each
entry6 of C using 2q(n) bits of precision, for some polynomial q. Therefore, we have
|〈C − C ′, σ〉| ≤ ‖C − C ′‖2‖σ‖2 ≤ dim(C) · 2−2q(n) = O(22p(n)−2q(n)) (24)
for any density matrix σ (which satisfies ‖σ‖2 ≤ 1). (Recall p(n) is the size of the each proof, for
some polynomial p.) Therefore, for sufficiently large polynomial q, we have that
α′ := max
ρ1
min
ρ2
{〈C ′, ρ1 ⊗ ρ2〉 : Tr(ρ1) = Tr(ρ2) = 1, ρ1, ρ2  0}, (25)
satisfies |α− α′ | ≤ 14 · 2−2
r(n) ≤ 14 (c− s).
We now use SDP duality (in a manner reminiscent of LP solutions for the Chebyshev approx-
imation problem, p. 293 of [BV04]) to rephrase (25) as an SDP. Suppose we fix a feasible ρ1 and
solve the inner optimization problem in (25). Then:
α′(ρ1) := min
ρ2
{〈C ′, ρ1 ⊗ ρ2〉 : Tr(ρ2) = 1, ρ2  0}.
We can rewrite 〈C ′, ρ1 ⊗ ρ2〉 as 〈Tr1[(ρ1 ⊗ I)C ′], ρ2〉 where Tr1 is the partial trace over the register
that ρ1 acts on. Additionally, as Tr1[(ρ1⊗ I)C ′] = Tr1[(ρ1/21 ⊗ I)C(ρ1/21 ⊗ I)], this term is Hermitian
and positive semidefinite. This implies that the best choice for ρ2 is a rank-1 projector onto the
eigenspace corresponding to the least eigenvalue. In other words, α′(ρ1) = λmin(Tr1[(ρ1 ⊗ I)C ′])
where λmin(X) denotes the least eigenvalue of operatorX. For fixed ρ1, this minimum eigenvalue
calculation can be rephrased via the dual optimization program for α′(ρ1),
α′(ρ1) = max
t
{t : tI  Tr1[(ρ1 ⊗ I)C ′]}.
6This can be accomplished in exponential time as follows. Replace gate set G with G′ by approximating each en-
try of each gate in G using 2s(n) bits of precision, for some sufficiently large, fixed polynomial s. Define C′ as C,
except each use of a gate U ∈ G is replaced with its approximation U ′ ∈ G′. Then, via the well-known bound
‖Um · · ·U1 − Vm · · ·V1‖∞ ≤
∑m
i=1 ‖Ui − Vi‖∞ (for unitary Ui, Vi), it follows that ‖C
′ − C‖∞ ∈ O(poly(n)/(2
2s(n)),
since Vn contains poly(n) gates. Here, ‖A‖∞ = max|ψ〉 ‖A |ψ〉‖2 for unit vectors |ψ〉 denotes the spectral or operator
norm. Finally, apply the fact that maxi,j |A(i, j)| ≤ ‖A‖∞ (p. 314 of [HJ90]).
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Re-introducing the maximization over ρ1, we hence obtain
α′ = max
ρ1,t
{t : tI  Tr1[(ρ1 ⊗ I)C ′], Tr(ρ1) = 1, ρ1  0},
which is a semidefinite program.
With an SDP in hand, we now apply the Ellipsoid Method to obtain an estimate, γ, for α′.
Note that not all SDPs can be solved in polynomial time, as the runtime of the Ellipsoid Method
depends in part on two parameters, R and ǫ, where R is the radius of a ball (with respect to
the Euclidean norm) containing the feasible region, and ǫ is the radius of a ball contained in the
feasible region (see [GLS93] for details). For this reason, we give an equivalent SDP which allows
us to bound R and ǫ as follows. First, relax the constraint Tr(ρ) = 1 to Tr(ρ) ≤ 1. Second, replace t
with t1− t2 where t1, t2 ≥ 0. From context, we know t is a probability, and so we have the implicit
constraint t ∈ [0, 1]. Therefore, we add redundant constraints t1, t2 ≤ 100 without changing α′.
Thus, we have the following reformulation of α′.
α′ = max
ρ1,t1,t2
{t1 − t2 : (t1 − t2)I  Tr1[(ρ1 ⊗ I)C ′], Tr(ρ1) ≤ 1, ρ1  0, t1, t2 ∈ [0, 100]}. (26)
We can now use the Ellipsoid Method to approximately solve this SDP in time that is exponen-
tial in n. We follow a similar analysis to [Wat09b] and find a γ such that |γ − α′ | ≤ ǫ in time
poly(log(R), log(1/ǫ), n′,m, J), (27)
for parameters R, ǫ, n′,m, and J defined as:
• R: This is equal to the maximum of ‖ρ1⊕ t1⊕ t2‖2 over all feasible (ρ1, t1, t2). Since we have
‖ρ1 ⊕ t1 ⊕ t2‖2 ≤ ‖ρ1 ⊕ t1 ⊕ t2‖1 = Tr(ρ1 ⊕ t1 ⊕ t2) = Tr(ρ1) + t1 + t2 ≤ 201, (28)
for feasible (ρ1, t1, t2), we can set R = 201.
• ǫ: This plays the role of a small radius ball contained in the feasible region. Specifically, ǫ is
defined so that there exists feasible (ρ1, t1, t2) such that (ρ1, t1, t2) + (σ, τ1, τ2) is feasible for
all (σ, τ1, τ2)with ‖σ ⊕ τ1 ⊕ τ2‖2 ≤ ǫ. Since we have
ǫ ≥ ‖σ ⊕ τ1 ⊕ τ2‖2 = ‖σ‖2 + |τ1|+ |τ2| ≥ max{‖σ‖2, |τ1|, |τ2|}, (29)
we will use the more convenient bound max{‖σ‖2, τ1, τ2} ≤ ǫ for the analysis. We choose
the interior point
ρ1 =
1
dim(ρ1)2
I, t1 = 10, t2 = 20, (30)
and
ǫ =
1
4
· 2(−2r(n)) ≤ 1
4
(c− s). (31)
Note that this has the sufficiently small accuracy we require.
We now prove that (ρ1, t1, t2) + (σ, τ1, τ2) is feasible so long as max{‖σ‖2, τ1, τ2} ≤ ǫ. One
can check that for these values, we have
1. ρ1 + σ  ρ1 − ‖σ‖∞I  ρ1 − ǫI  0, (where we used ‖σ‖2 ≤ ǫ implies ‖σ‖∞ ≤ ǫ),
2. Tr(ρ1 + σ) = Tr(ρ1) + Tr(σ) ≤ Tr(ρ1) + ‖σ‖2‖I‖2 ≤ 1dim(ρ1) + ǫ
√
dim(ρ1) ≤ 1 , (using
the Cauchy-Schwarz inequality),
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3. t1 + τ1 ∈ [0, 100] and t2 + τ2 ∈ [0, 100],
4. ((t1 + τ1)− (t2 + τ2))I ≺ 0  Tr1[((ρ1 − σ)⊗ I)C ′], (since (t1 + τ1)− (t2 + τ2) < 0 and
ρ1 + σ  0 as shown above).
• n′: The dimension of ρ1 ⊕ t1 ⊕ t2, which is equal to the sum of the dimensions, i.e., O(2p(n)).
• m: The dimension of the operators appearing in the constraints. Note, from (26), that con-
straint (t1 − t2)I  Tr1[(ρ1 ⊗ I)C] involves operators acting on a space of dimensionO(2p(n)).
Moreover, there are only 3 other inequality constraints: Tr(ρ) ≤ 1 and t1, t2 ≤ 100. Thus,
m = O(2p(n)).
• J : The maximum bit-length of the entries in C ′, which is 2q(n), by definition.
We conclude that the EXP protocol approximates α′ via γ, which is correct up to an additive
error of 14(c− s). Finally, if γ ≥ (c+ s)/2, we output YES (i.e. x ∈ Ayes). Otherwise, we output NO
(i.e. x ∈ Ano).
As mentioned previously, a similar proof holds for the case of a QΠ2 protocol, except that the
check at the end is for the no-case instead of the yes-case. This is because the optimization in this
case is to test whether there exists a proof ρ1 making the verifier reject (as opposed to trying to
make the verifier accept in QΣ2).
Using the power of non-determinism, we can also bound the complexity of QΣ3 and QΠ3.
Theorem 4.2. For any polynomial r and input size n, if c− s ≥ 1/r(n), then
QMA(2) ⊆ QΣ3 ⊆ NEXP and co-QMA(2) ⊆ QΠ3 ⊆ NEXP, (32)
where all classes have completeness and soundness c and s, respectively. Moreover, if we allow smaller gaps
(in principle, gaps which are at most inverse singly exponential in n suffice for the first claim below), such
as c− s ≥ 1/22r(n) , then
QMA(2)(c, s) = QΣ3(c, s) = NEXP and QΠ3(c, s) ⊆ NEXP. (33)
Here, we assume c and s are computable in exponential time in the size of the input.
Proof. Consider the maximum acceptance probability of a QΣ3 protocol,
β := max
ρ1
min
ρ2
max
ρ3
{〈C, ρ1 ⊗ ρ2 ⊗ ρ3〉 : Tr(ρ1) = Tr(ρ2) = Tr(ρ3) = 1, ρ1, ρ2, ρ3  0}
where C is the POVM element corresponding to the verifier accepting. As in the proof of Theo-
rem 4.1, define C ′ to be equal to C where each entry is correct up to 2q(n) bits of precision.
Now, suppose we non-deterministically guess a value for the optimal ρ1 by a matrix, each of
whose entries is specified up to 2t(n) bits of precision for some polynomial t. Call this approxi-
mation ρ′1. Define C
′′ := Tr1[(ρ
′
1 ⊗ I ⊗ I)C ′] to be the matrix which hardcodes ρ′1 into C ′. Define
D = Tr1[(ρ1 ⊗ I ⊗ I)C] and D′ = Tr1[(ρ1 ⊗ I ⊗ I)C ′]. Now we have, for any density operator σ,
|〈C ′′−D,σ〉| ≤ ‖C ′′−D‖2‖σ‖2 ≤ ‖C ′′−D‖2 ≤ ‖C ′′−D′+D′−D‖2 ≤ ‖C ′′−D′‖2+‖D′−D‖2. (34)
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Then, we can bound
∥∥C ′′ −D∥∥
2
=
∥∥Tr1 [((ρ′1 − ρ1)⊗ I ⊗ I)C ′]∥∥2
≤ ∥∥((ρ′1 − ρ1)⊗ I ⊗ I)C ′∥∥1
≤ ∥∥((ρ′1 − ρ1)⊗ I ⊗ I)∥∥1 ‖C + E‖1
≤ 2∥∥((ρ′1 − ρ1)⊗ I ⊗ I)∥∥1 ‖C‖1
≤ ∥∥ρ′1 − ρ1∥∥1 · 25p(n)
≤ ∥∥ρ′1 − ρ1∥∥2 · 211p(n)/2
≤ 2
13p(n)/2
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t(n)
,
where the second and sixth statements follow from the bounds ‖A‖2 ≤ ‖A‖1 ≤
√
d ‖A‖2 for A
a linear operator on Cd and ‖A‖1 = Tr(
√
A†A) the trace norm. The third inequality defines a
perturbation matrix E with entries of absolute value at most 2−2
q(n)
and the fourth comes from
the sub-multiplicativity of the trace norm and the Gershgorin circle theorem. The fifth inequality
holds since C  0, and the seventh since ‖A‖2 ≤ d ·maxi,j |A(i, j)| for n × n matrix A. Similarly,
one can show ‖D′ −D‖2 ∈ O((2O(p(n)))/(2−2
q(n)
)). Thus, we can choose q and t sufficiently large
so that |〈C ′′−D,σ〉| ≤ 14(c−s), as in the previous proof. SinceC ′′ still has exponential bit-length, is
positive semidefinite, and can be computed in non-deterministic exponential time, we can repeat
the arguments from Theorem 4.1. This yields
QΣ3 ⊆ NEXP, (35)
even when QΣ3 has small gap. A similar argument works for QΠ3. The rest of the theorem holds
by a result of Pereszle´nyi [Per12], who proved that the equality QMA(2)(c, s) = NEXP holds when
c − s ≥ 2r for polynomial r. Combining this with the fact that QMA(2) ⊆ QΣ3 and (35) finishes
the proof.
5 A Karp-Lipton type theorem
An early indication in favour of the conjecture that P 6= NP was given by the Karp-Lipton [KL80]
theorem, which showed that if NP ⊆ P/poly (i.e. if NP can be solved by polynomial-size non-
uniform circuits), then Σ2 = Π2 (which in turn collapses PH collapses to its second level). Here,
we show that the proof technique used by Karp and Lipton carries over directly to the quantum
setting, provided one uses the stronger hypothesis
Precise-QCMA ⊆ BQP/mpoly (36)
(as opposed to QCMA ⊆ BQP/mpoly). Whether this causes QCPH to collapse to its second level,
however, remains open (see Remark 5.5 below). We begin by defining Precise-QCMA.
Definition 5.1 (Precise-QCMA). A promise problemA = (Ayes, Ano) is said to be in Precise-QCMA(c, s)
for polynomial-time computable functions c, s : N 7→ [0, 1] if there exists polynomially bounded functions
p, q : N 7→ N such that ∀ℓ ∈ N, c(ℓ)− s(ℓ) ≥ 2−q(ℓ), and there exists a polynomial-time uniform family of
quantum circuits {Vn}n∈N that takes a classical proof y ∈ { 0, 1 }p(n) and outputs a single qubit. Moreover,
for an n-bit input x:
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• Completeness: If x ∈ Ayes, then ∃ y such that Vn accepts y with probability at least c(n).
• Soundness: If x ∈ Ano, then ∀ y, Vx accepts y with probability at most s(n).
Define Precise-QCMA =
⋃
c,s Precise-QCMA(c, s).
Observation 5.2. The proof of Theorem 2.5 and footnote 2 in [JKNN12] show that by choosing an
appropriate universal gate set (e.g. Hadamard, Toffoli, NOT), one has that
Precise-QCMA = Precise-QCMA(1, 1 − 1/ exp(n)). (37)
As an aside, note that QCMA is defined with c− s ∈ Ω(1/poly(n)). Recall from the discussion
in Section 1.1 that the main obstacle to the recursive arguments that work well for NP in [KL80] is
the “promise problem” nature ofQCΠ2 andQCMA.However, exploiting the perfect completeness
of Precise-QCMA and the fact that ∀s ≤ s′ < c, Precise-QCMA(c, s) ⊆ Precise-QCMA(c, s′), we
”recover” the notion of a decision problem in a rigorous sense by working with Precise-QCMA as
demonstrated below.
Claim 5.3. For every promise problem Π′ = (Ayes, Ano) ∈ Precise-QCMA(c, s) with verifier V ′, there
exists a verifier V (a poly-time uniform quantum circuit family), a polynomial q and a decision problem
Π = (Ayes, { 0, 1 }∗ \ Ayes) such that Π ∈ Precise-QCMA(1, 1 − 2−q(n)) with verifier V . Moreover, for
all proofs y, V accepts y with probability either 1 or at most 1− 2−q(n).
Proof. By Observation 5.2, we may assume
Precise-QCMA(c, s) = Precise-QCMA(1, 1 − 2−p(n)) (38)
for some polynomial p. Let Π = (Ayes, Ano) ∈ Precise-QCMA(1, 1 − 2−p(n)) be a promise problem
with verifier V . The concern is that for x ∈ Ayes, there may exist a proof y accepted by V with
probability in (1, 1 − 2−p(n)). By Observation 3.2, we may assume the acceptance probabilities
of V are integer multiples of 2−q(n) for some polynomial q. Since p and q are polynomials, there
exists n0 ≥ 0 such that ∀n ≥ n0, either p(n) ≥ q(n) or vice versa. Thus, updating the soundness
parameter to 1− 2−p(n) in the former case and to 1− 2−q(n) in the latter case ensures that no proofs
are accepted by V in the promise gap for sufficiently large n. This yields the second claim of the
observation. The first claim now also follows, since if no proofs are accepted in the promise gap,
then certainly the optimal proof is also not accepted in the gap.
Note that the same process fails to map a promise problem Π′ ∈ QCMA(1, s) to a correspond-
ing decision problem Π ∈ QCMA(1, s′) where 1 < s′ ≤ s. As shown above, s′ could very well be
exponentially close to 1, which would violate the requirement, by definition, for QCMA that the
promise gap should be an inverse polynomial function in the input size.
Building on this ”decision problem” flavour of Precise-QCMA, we first show:
Lemma 5.4. Suppose Precise-QCMA ⊆ BQP/mpoly. Then, for every promise problem Π = (Ayes, Ano)
in Precise-QCMA and every n-bit input x, there exists a polynomially bounded function p : N 7→ N and a
bounded error polynomial time non-uniform quantum circuit family {Cn }n∈N such that:
• if x ∈ Ayes, then Cn outputs valid proof y ∈ { 0, 1 }p(n) such that (x, y) is accepted by the corre-
sponding Precise-QCMA verifier with probability 1;
• if x ∈ Ano, then Cn outputs a symbol⊥with probability exponentially close to 1 signifying that there
is no y ∈ { 0, 1 }p(n), such that (x, y) is accepted by the corresponding Precise-QCMA verifier with
probability 1.
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Proof. To begin, recall from Claim 5.3 that we may assume that a given promise problem Π in
Precise-QCMA has (a) completeness/soundness parameters (1, 1− 2−q(n)) for a polynomial q and
(b) a verifier Vn for an n-bit input x which accepts no proofs with probability in the promise gap.
Since Precise-QCMA ⊆ BQP/mpoly, by assumption, there exists a non-uniform polynomial-size
quantum circuit family {C ′n }n∈N that accepts x as advice such that for any x ∈ Ayes, C ′n accepts
with probability at least 2/3 and rejects with probability 2/3 otherwise. By using standard parallel
repetition, we may assume without loss of generality that C ′n accepts or rejects the corresponding
cases with probability at least 1− 2−p(n) for some polynomial p. Now, we would like to construct
a BQP/mpoly circuit Cn that uses the input x and a description of C
′
n as polynomial-sized advice
and outputs a valid proof y such that Vn accepts (x, y)with probability 1.
The construction of {Cn } is now as follows. Cn first runsC ′n using x to check if x ∈ Ayes; if not,
it rejects and outputs ⊥. To find a proof y, we now use standard self-reducibility ideas from SAT,
coupled with the crucial Claim 5.3. Specifically, fix y1 = 0 (i.e. the first bit of y) to obtain a new
circuit C ′n,1, run C
′
n,1 on (x, y1) and record its answer z1 ∈ { 0, 1 }. Since no proofs are accepted in
the gap as per Claim 5.3, C ′n,1 is a valid Precise-QCMA machine (i.e. satisfying the promise of the
completeness/soundness parameters). Thus, with high probability, if z1 = 1 there is an accepting
proof for x whose first bit is 0 and if z1 = 0, there is a proof with the first bit set to 1. Hence, we
can fix y1’s accordingly. Iterating this process successively for all remaining bits of y yields the
claim.
We next give a quantum-classical analogue of the Karp-Lipton theorem.
Theorem 1.8 (A Quantum-Classical Karp-Lipton Theorem). If Precise-QCMA ⊆ BQP/mpoly then
QCΠ2 = QCΣ2.
Proof. We essentially follow the proof of the original Karp-Lipton theorem, coupled with careful
use of Observation 3.2. To show QCΠ2 = QCΣ2, it suffices to show that QCΠ2 ⊆ QCΣ2. To
see this, consider promise problem A ∈ QCΣ2. Now, A¯ (the complement of A) is in QCΠ2 by
definition. However, if QCΠ2 ⊆ QCΣ2, then A¯ ∈ QCΣ2, which in turn implies by definition that
A ∈ QCΠ2, as desired.
To show QCΠ2 ⊆ QCΣ2, let A = (Ayes, Ano) be a QCΠ2 problem. As QCΠ2 has perfect com-
pleteness from Result 2.6, there exist polynomials p, r and a polynomial time uniform family of
quantum circuits {Vi}i∈N that take as input a string x ∈ {0, 1}n for some n ∈ N, two classical proofs
u, v ∈ {0, 1}p(n), and outputs a single qubit such that:
x ∈ Ayes ⇒ ∀u ∃v Pr[Vn(x, u, v) = 1] = 1, (39)
x ∈ Ano ⇒ ∃u ∀v Pr[Vn(x, u, v) = 1] ≤ 1
2r(n)
. (40)
Let us now highlight the difficulty in proving the claim for QCMA instead of Precise-QCMA.
Specifically, if we fix the first proof u, what we would ideally require is that the resulting ex-
istentially quantified computation over v, denoted Mu
7, is in QCMA. Indeed, if x ∈ Ayes, then
for any fixed u, there exists a v causing Mu to accept with certainty. The problem arises when
x ∈ Ano, in which case, we require that for all v, Mu accepts with probability at most s for some
soundness parameter s inverse polynomially gapped away from 1. Unfortunately, the definition
of QCΠ2 only ensures this holds for some u, and not necessarily all u. To circumvent this, we use
Observation 3.2, which implies we may assumeMu’s acceptance probabilities are given by ratio-
nal numbers with poly(n) bits of precision (assuming an appropriate universal gate set is used).
7Notice thatMu is the remnant of the verifier circuit obtained from Vn when the first proof register is loaded with u.
In a slight abuse of notation,Mu will be referred to both as a computation and as a circuit.
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It follows that if Mu does not accept some v with probability 1, then it must reject v with prob-
ability at least 1 − 2−q(n) for some efficiently computable polynomial q. Thus, by definition Mu
is a Precise-QCMA(1, 1 − 2−q(n)) computation, to which we may now apply our hypothesis that
Precise-QCMA ⊆ BQP/mpoly. (Note: There is a subtle point here— the precise choice of q depends
on the length of circuit Mu, which in turn depends on the Hamming weight of u, since we can
simulate “fixing” u by adding appropriate PauliX gates to our circuit. Nevertheless, it is trivial to
choose a polynomial q which provides sufficient precision in our rational approximation in order
to accommodate the fixing of proofs u of any Hamming weight.)
Since for any fixed u, Mu denotes a Precise-QCMA computation, our assumption says that
there exists a non-uniform family of polynomial-sized bounded-error quantum circuits {Q′n }n∈N
that accepts (x, u) and a description ofMu as advice and outputs a bit such that:
• if there exists a proof v such that Mu accepts (x, v) with probability 1, then Q′n accepts
(x, u,Mu)with probability at least 2/3, and
• if for all proofs v, Mu accepts (x, v) with probability at most 1 − 2−q(n), then Q′n accepts
(x, u,Mu)with probability at most 1/3.
Crucially, the set {Q′n } is non-uniform, and thus Q′n depends only on n, not the choice of x or u.
Continuing, from Lemma 5.4, we now conclude there exists a bounded-error polynomial time
non-uniform quantum circuit family {Qn }n∈N which, whenever x ∈ Ayes, outputs a proof v which
Mu accepts with certainty. For clarity, note thatQn accepts (x, u) and a description ofMu as advice
and outputs a string v ∈ { 0, 1 }p(n). Suppose Qn outputs the correct answer with probability at
least 1− 2−s(n) for some polynomial s, as per Lemma 5.4. Using the existence and non-uniformity
of {Qn }, as done in the proof of the classical Karp-Lipton theorem, we claim we may now swap
the order of the quantifiers and write:
• If x ∈ Ayes, then ∃Qn ∀uPr[Vn(x, u,Qn(x, u,Mu)) = 1] ≥ 1− 2−s(n), and
• if x ∈ Ano, then ∀Qn ∃uPr[Vn(x, u,Qn(x, u,Mu)) = 1] ≤ 12r(n) .
This would imply the desired claim that QCΠ2 ⊆ QCΣ2.
To see that we may indeed swap quantifiers in this fashion, assume first that x ∈ Ayes. Then,
choosing the non-uniform circuit family from Lemma 5.4 yields that for any fixed x and u, with
probability at least 1− 2−s(n), Qn outputs a proof v such that Cn accepts (x, u, v) with probability
1. Conversely, if x ∈ Ano, since for an appropriate choice of u, there are no proofs v such that
Cn accepts (x, u, v) with probability more than 2
−r(n). Then, clearly no choice of Qn is able to
generate a proofQn(x, u,Mu) such that Cn accepts (x, u,Qn(x, u,Mu))with probability more than
2−r(n).
Remark 5.5 (Collapse of QCPH?). An appeal of the classical Karp-Lipton theorem is that it im-
plies that if NP ⊆ P/poly, then PH collapses to its second level; this is because if Π2 = Σ2, then
PH collapses to Σ2. Does an analogous statement hold for QCPH as a result of Theorem 1.8?
Unfortunately, the answer is not clear. The problem is similar to that outlined in Remark 3.7.
Namely, classically Π2 = Σ2 collapses PH since for any Π3 decision problem, fixing the first (uni-
versally) quantified proof yields aΣ2 computation. But this can be replacedwith aΠ2 computation
by assumption, yielding a computation with quantifiers ∀∀∃, which trivially collapses to ∀∃, i.e.
Π3 ⊆ Π2. In contrast, for (say) QCΠ3, similar to the phenomenon in Remark 3.7, fixing the first
(universally) quantified proof does not necessarily yield a QCΣ2 computation. Thus, a recursive
application of the assumption QCΣ2 = QCΠ2 cannot straightforwardly be applied.
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Since Precise-QCMA plays an important role in Theorem 1.8, we close with an upper bound
on Precise-QCMA.
Lemma 5.6. Precise-QCMA ⊆ NPPP.
Proof. Let V be a Precise-QCMA verifier. Using Claim 5.3, we may assume that for any proof y, V
either accepts y with probability 1 or rejects with probability at most 1−2−q(n). Thus, for any fixed
y, the resulting computation Vy is a Precise-BQP computation. This implies Precise-QCMA ⊆
∃ · Precise-BQP (see also Remark 3.7). But by Definition 3.6, ∃ · Precise-BQP ⊆ NPPrecise-BQP. Com-
bining this with Lemma 3.3, which says Precise-BQP ⊆ PP, yields the claim.
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