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Abstract
Phase-change materials (PCM) possess
a unique property contrast between their
crystalline and amorphous phases. Differ-
ences in resistivity of some orders of magni-
tude can be observed between both phases.
Also, the reflectivity shows a remarkable
contrast, and it allows the application of
thin phase-change layers in optical media,
such as CD, DVD and Bluray disk, to enable
rewritable storage of information. Although
both phases are stable for decades at room
temperature, it is possible to switch between
the phases in nanoseconds at elevated tem-
peratures. This striking combination of sta-
bility and rapid transition, together with the
pronounced resistivity contrast, make PCMs
one of the most promising candidates for
future, non-volatile, electronic memory. In
this work, three physical aspects concern-
ing such a memory have been investigated
using custom made setups to cope with the
challenges of sub-nanosecond timescales and
resistances of hundreds of Gigaohms.
Speed limitations of write and rewrite op-
erations are a crucial topic, if PCMs shall be
able to compete with the established con-
cepts in electronic devices. Two classes of
storage devices are used in modern computer
systems, so far. On the one hand, there is
the fast, but volatile memory close to the
processor unit, like the dynamic (DRAM)
and the static (SRAM) random access mem-
ory. On the other hand, there are slower, but
non-volatile storages, like hard disk drive,
flash, and optical media. In terms of speed,
there is a gap of several orders of mag-
nitude between memory and storage con-
cepts. Phase-change memory could close
this gap and establish a new storage class
memory, and maybe, even allow to build
a non-volatile memory device, which could
replace the volatile DRAM. Investigations
regarding the memory switching speed in
phase-change memory will be presented in
this work, and reveal that the phase tran-
sitions can be accomplished within a few
nanoseconds. This demonstrates the poten-
tial of PCMs to compete with DRAM in
terms of speed.
The second topic in this work are tran-
sient phenomena, like threshold switching,
which occur when PCMs are treated with
electrical pulses. Threshold switching de-
scribes a sudden decrease of the material’s
resistivity. This effect can be observed in
amorphous PCMs, if the applied electrical
field exceeds a threshold value. In this
work, results will be presented which de-
scribe both the resistance drop during the
threshold switching and the life time of this
high conductive state. While present pub-
lications use a characteristic field strength
for each PCM to describe the occurrence
of the threshold switch, the results of this
work suggest the definition of a field depen-
dent delay time, which predicts the sudden
change of conductivity.
Besides the extraordinary behavior of
disordered semiconductors at high electric
fields, there is a further effect at low fields,
which has a tremendous influence on phase-
change memory applications: the resistance
drift. This effect describes the time depen-
dent increase of the resistivity of amorphous
PCMs. In this work, experimental data will
be presented which demonstrate the similar-
ity of this effect in both unstructured films
and memory devices. These data have been
used to modify an existing model which ex-
plains the drift’s origin. The reported de-
pendency of the drift behavior on the activa-
tion energy for conduction can be confirmed
and a new aspect of this dependency will be
presented.
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Kurzfassung
U¨bersetzung des englischen Originaltitels: Elektronisches Schalten in Phasenwech-
selmaterialien.
Phasenwechselmaterialien (PCM) be-
sitzen einen einzigartigen Kontrast physi-
kalischer Eigenschaften zwischen ihrer
kristallinen und amorphen Phase. So un-
terscheidet sich der spezifische Widerstand
beider Phasen in manchen Materialien um
mehrere Gro¨ßenordnungen. Ebenso gibt
es einen beachtlichen Kontrast im Reflexi-
onsvermo¨gen, der bereits industrielle An-
wendung gefunden hat: in optischen Me-
dien wie CD, DVD und Bluray Disks
ermo¨glichen du¨nne Schichten aus PCM
eine mehrfach wiederbeschreibbare Daten-
speicherung. Und obwohl beide Phasen
an Raumtemperatur fu¨r Jahrzehnte sta-
bil sind, ist es bei ho¨heren Temperaturen
mo¨glich, innerhalb von Nanosekunden zwis-
chen den Phasen zu wechseln. Diese er-
staunliche Kombination von Stabilita¨t und
schnellen U¨berga¨ngen, gemeinsam mit dem
ausgepra¨gten Eigenschaftskontrast, macht
PCMs zu einem vielversprechenden Kandi-
daten fu¨r zuku¨nftige, nicht flu¨chtige, elek-
tronische Speicher. In dieser Arbeit wur-
den drei physikalische Aspekte solcher Spe-
icher untersucht, wofu¨r speziell angefertigte
Messpla¨tze geschaffen wurden, um die Her-
ausforderungen zu meistern, die bei Mes-
sungen auf der Picosekunden-Skala und mit
Widersta¨nden von mehreren hundert Gi-
gaohm auftreten.
Die Limitierung der Geschwindigkeit von
Schreib- und Lo¨sch-Operationen ist ein
wesentliches Thema bei der Realisierung auf
PCMs basierender elektronischer Speicher,
die mit den bereits etablierten Konzepten
konkurrieren sollen. Zur Zeit werden
zwei Klassen zur Speicherung elektronischer
Daten in Computern genutzt. Zum einen
gibt es die schnellen, aber flu¨chtigen Ar-
beitsspeicher (memory), wie DRAM (dy-
namic random access memory) und SRAM
(static random access memory). Zum
anderen sind da die langsameren, aber
nicht flu¨chtigen Speicher (storage), wie Fest-
platte, Flash und optische Medien. Unter
dem Blickwinkel der Geschwindigkeit klafft
eine Lu¨cke von mehrerer Gro¨ßenordnun-
gen zwischen den Konzepten Arbeitsspe-
icher und Langzeitspeicher. Phasenwechsel-
Speicher ko¨nnten diese Lu¨cke schließen
und eine neue Speicherklasse (storage
class memory) schaffen und eventuell
sogar einen nicht flu¨chtigen Arbeitsspe-
icher ermo¨glichen, der den flu¨chtigen DRAM
ersetzt. In dieser Arbeit werden Un-
tersuchungen der Schaltgeschwindigkeiten
in Phasenwechsel-Speichern pra¨sentiert, die
belegen, dass der Phasenu¨bergang inner-
halb weniger Nanosekunden stattfinden
kann. Dies demonstriert das Potential der
PCMs unter dem Gesichtspunkt der Schalt-
geschwindigkeit mit dem DRAM mithalten
zu ko¨nnen.
Das zweite Thema dieser Arbeit sind die
U¨bergangspha¨nomene, die auftreten, wenn
PCMs hohen elektrischen Feldern ausge-
setzt werden. Das
”
Threshold switch-
ing“ beschreibt die plo¨tzliche Abnahme
des spezifischen Widerstandes. Dieser Ef-
fekt kann in amorphen PCMs beobachtet
werden, sobald die angelegten Feldsta¨rken
einen Schwellenwert u¨berschreiten. In dieser
Arbeit werden Ergebnisse pra¨sentiert, die
sowohl den Einbruch des Widerstandes mit
dem
”
Threshold switching“ beschreiben, als
auch die Lebenszeit des damit verbun-
denen angeregten Zustandes hoher Leit-
V
fa¨higkeit. Wa¨hrend aktuelle Publikatio-
nen eine charakteristische Feldsta¨rke fu¨r
jedes PCM nutzen, um das Auftreten des
”
Threshold switching“ zu beschreiben, kann
aus den Ergebnissen dieser Arbeit gefol-
gert werden, dass es eine feldabha¨ngige
Verzo¨gerungszeit gibt, die die plo¨tzliche
A¨nderung der Leitfa¨higkeit vorhersagt.
Neben diesem außergewo¨hnlichen Ver-
halten ungeordneter Halbleiter unter dem
Einfluss hoher elektrischer Felder gibt es
einen weiteren Effekt, der auch ohne a¨ußere
Felder auftritt und einen enormen Einfluss
auf Phasenwechsel-Speicher hat: die Wider-
standsdrift. Dieser Effekt beschreibt das
zeitliche Ansteigen des spezifischen Wider-
standes amorpher PCMs. In dieser Arbeit
werden Daten pra¨sentiert, die die Gleich-
artigkeit dieses Effektes in unstrukturierten
Filmen und in Speicherzellen belegen. Diese
Daten wurden genutzt, um ein existieren-
des Modell zu modifizieren, das den Ur-
sprung der Drift erkla¨rt. Die bekannte
Abha¨ngigkeit des Drift Verhaltens von der
Aktivierungsenergie fu¨r den Ladungstrans-
port kann besta¨tigt werden und zusa¨tzlich
kann ein neuer Aspekt dieser Abha¨ngigkeit
gezeigt werden.
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1 Phase-Change Memory
The storage and preservation of knowledge is the foundation of our civilization.
Only non-volatile data storage enables to accumulate knowledge and to provide it
to future generations. During the centuries, the methods to store information have
been improved in terms of reliability and usability. From symbols, carved in stone,
and letters, written on paper, it was a long way to electronic data storage.
The technologies to handle information within a computer have split in two
branches: fast, but volatile memories, and slower, but non-volatile storage con-
cepts. Memory devices allow very fast random-access rewrite and read processes,
therefore, they are suitable as cache and main memory close to the central pro-
cessor unit (CPU). Operational speeds of some nanoseconds are comparable with
the processor frequency and have been made possible by using CMOS1 transistors,
in the SRAM2 concept, and small capacitors, in the DRAM3 concept. A major
disadvantage of both concepts is the volatility of the stored information. The tran-
sistor concept in SRAM necessitates a constant application of a supply voltage to
maintain the transistor state. In the DRAM concept, the charge of a capacitor rep-
resents the binary information, and the leak currents within this capacitor demand
for repetitive refreshing.
In contrast to this purely electronic memory concepts, there are many types of
devices used for long term storage of information. In hard disc drives (HDD) and
magnetic tapes, the electronic information is converted to different orientations of
magnetic domains in ferro-magnetic materials. Although the lifetime of the stored
data can be some decades, the access times for rewrite and read processes are in the
range of milliseconds, or higher, and orders of magnitude slower compared to the
timescales in electronic memories. Optical media, like CD, DVD, and Blu-ray discs,
utilize the reflectivity contrast in polymers or phase-change alloys [Yamada:1987]
to store information, and their access times are comparable with the timescales of
magnetic devices.
A bridge between volatile electronic memories and non-volatile storage devices
was built by introducing the flash memory [Pashley:1989]. Comparable to the
DRAM concept, the information is stored using a small capacitor, but in contrast
1Complementary metal-oxide-semiconductor.
2Static random-access memory. Fastest memory concept, used as cache at the CPU.
3Dynamic random-access memory. Highest possible storage density, used in main memory.
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to DRAM, the flash capacitor has a floating gate, which is isolated by a thin
dielectric layer. High electric fields force a tunneling of electrons to the floating
gate, where they remain, until removed by even higher electric fields. The access
times of flash devices are in between of those of storage and memory concepts.
Read out operations can be performed within some microseconds, but writing, and
especially deleting, of data is comparable with HDDs.
Phase-change memory possesses the ability to combine non-volatility and fast
access times to found the intermediate type of storage class memory [Raoux:2008b].
The fast atomic rearrangements in so called phase-change materials, combined with
the large resistivity contrast between amorphous and crystalline phases in this
material class, can be used to store information for several years [Pirovano:2004],
with access times of a few nanoseconds [Bruns:2009].
The research field concerning the electronic properties of phase-change mate-
rials has grown constantly over the last decade. Many review papers have been
published to summarize and conclude the increasing amount of experimental ob-
servations and theoretical models [Bez:2005, Welnic:2008, Lai:2008, Raoux:2008b,
Chung:2010, Waser:2010, Raoux:2010, Burr:2010, Salinga:2011]. A comprehensive
work is [Burr:2010], in which the author also presents aspects of the history of the
development of phase-change memory and provides descriptions of the key proper-
ties of competing technologies (Fig. 1.1).
Discussions of the most important theoretical models, regarding switching oper-
ations in phase-change memory, will be presented in chapter 2 followed by experi-
mental results in chapters 4, 5, and 6, which are summarized in chapter 7. But at
first, the following sections will introduce the remarkable properties of phase-change
materials, and explain the working principle of phase-change memory.
1.1 Phase-Change Materials
Phase-change materials obtained their name from their characteristic behavior
upon phase transformations. With the change of the long range order, between
an amorphous and a crystalline phase, this material class possesses an unusual
high contrast of physical properties, like dielectric constants and resistivity. The
last one will be the most important material property in this work, and most
of the presented models and experiments will focus on changes in the materials’
resistivities.
In addition to the pronounced property contrast between the phases, the kinetics
of the phase transition is remarkable. Despite the fast observed crystallization
within nanoseconds [Bruns:2009], at elevated temperatures, the amorphous phase
is stable at room temperature for decades.
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Figure 1.1: Sketch of memory and storage concepts arranged in order maximum
read and write speeds. Hard disk drives (HDD) utilize switching of magnetic
domains to store information, while flash and DRAM capture electrons in capac-
itors. In phase-change memory (PCRAM) the high resistivity contrast between
crystalline and amorphous phase is used to store information. In terms of speed,
the non-volatile PCRAM has the potential to compete with the volatile DRAM.
Materials, which possess this unique combination of property contrast and high
dynamic range of crystallization speed, have been classified as phase-change ma-
terials. Recently, a number of publications have revealed fundamental structural
characteristics, which phase-change materials have in common. The interplay of
local structure and physical properties [Welnic:2006] was investigated and lead
to an explanation of the origin of the optical contrast in phase-change materi-
als [Welnic:2007]. Consequently, the resonant bonding in crystalline phase-change
materials [Shportko:2008] was identified to be responsible for the high dielectricity
in the crystalline state, in contrast to the amorphous state. To enable resonant
bonding, two aspects of bonding properties have to be considered. Both, the ion-
icity and the hybridization of the candidate alloys, have to be in a certain range
[Lencer:2008]. A map, using those two properties as coordinates, allows to predict
which alloys have the potential to show resonant bonding in their crystalline phase,
and therefore, can be good phase-change materials.
In a simplified picture (Fig. 1.2), there are three characteristic states necessary
to explain the phase-change processes: crystalline, amorphous and molten. The
kinetics of the required phase transformations will be discussed in chapter 2.1
in detail. In this section, only a brief overview will be presented to define the
nomenclature and allow an explanation of the working principle of phase-change
memory devices in the following section 1.2.
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Figure 1.2: Sketch of atomic configurations in different phases. Slow cooling
of the molten material allows ordering of the atoms in the energetic favorable
crystalline phase. Fast quenching of the molten state will ”freeze” the liquid in
the unordered state.
Below the melting temperature Tmelt, the crystalline phase is energetically fa-
vorable. In the crystalline phase, the atoms are arranged in a periodic pattern,
which leads to a metallic conduction mechanism, if the disorder of the crystal be-
comes small enough [Siegrist:2011]. However, amorphous phase-change materials
will not crystallize at room temperature, because of their very high viscosity. The
high amount of disorder in amorphous phase-change materials prohibits metallic
conduction, but it creates a high amount of localized trap states.
A hopping transport describes the conduction mechanism in the amorphous
phase [Ielmini:2007], and therefore, a thermally activated conduction can be ob-
served. Hence, the high resistance R of an amorphous sample will decrease on
annealing, following an Arrhenius correlation (Fig. 1.3):
R(T ) = Rx · e
EA
kBT , (1.1)
where EA is the activation energy for conduction and Rx is a phenomenological
prefactor with the dimensions of a resistance. Increasing the temperature will
lower the activation barrier for the crystallization process, and leads finally, when
the crystallization temperature Tcrys is reached, to a fast and complete crystal-
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Figure 1.3: Idealized temperature dependent resistance measurement. Thermal
activated carriers increase the conductivity, and therefore, decrease the resistance
of the amorphous phase on annealing. Reaching Tcrys, the resistance plummets,
due to the phase transition, some orders of magnitude, and the slope of the mea-
surement changes, and reveals the metallic conduction mechanism characteristic
for the crystalline state of many phase-change materials.
lization of the phase-change material. Conjunct with the crystalline order, the
conduction mechanism changes, and the resistivity decreases. Some phase-change
materials, like germanium telluride (GeTe) and doped antimony telluride (Sb2Te),
crystallize in a sudden and distinct way causing the resistance of an amorphous
sample to plummet orders of magnitude within some seconds, as soon as Tcrys
is reached (Fig. 1.3). Other materials, like Ge2Sb2Te5, show a more smooth and
more complicated transition (see [Friedrich:2000]), which can be explained with a
disorder induced metal-insulator transition (MIT) [Siegrist:2011].
Further heating of the sample will increase the resistance, due to the metallic
conduction mechanism:
R(T ) = R0 · [1 + α(T − T0)], (1.2)
where α is the temperature coefficient of resistivity and R0 is the resistance at
the temperature T0. Cooling the sample back below Tcrys will not change the
crystalline state. Therefore, the resistance will decrease according to formula 1.2,
and at room temperature, the resistance of the sample will be orders of magnitude
smaller than its initial resistance in the amorphous phase (Fig. 1.3).
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This contrast in resistivity can be utilized in electronic memory devices. The
switching, from amorphous to crystalline state, can be evoked by heating of the
phase-change material by an electric current. For the amorphization process, the
phase-change material has to be molten and quenched rapidly to prohibit a crys-
tallization during cooling. The theoretical concepts, necessary to understand this
behavior, will be discussed in chapter 2, but at first, the working principle of a
phase-change memory cell will be explained.
1.2 Electronic Memory
Despite the simplicity and elegance of the basic idea, how to build a phase-change
memory cell, there are many challenges on the way to realize one. Already in 1970,
Neale et al. proposed an electronic memory, based on phase-change materials, which
uses electronic pulses to heat and switch the material between its crystalline and
amorphous phase [Neale:1970]. To read the stored information, voltage pulses can
be used to sense the resistance of the material. Therefore, a fully electronic memory
element would be realized, which can be used in a computer or in comparable
applications.
In the beginning, two physical aspects have to be taken into account. First of all,
if the phase-change material shall be switched using electronic pulses, the design of
the memory cell should allow high current densities to enable temperatures, high
enough, to melt the material with the evoked Joule heat. Secondly, the cell design
must allow very fast cooling of the phase-change material to enable a melt-quench
process, otherwise, the material will always crystallize during the cooling, and the
amorphous phase could not be formed. Both aspects demand for a cell geometry
of very small dimensions.
Regarding the required high current densities, some technological constraints
have to be taken into account. With focus on future applications of phase-change
memory in mobile devices, the voltage heights of the switching pulses should be
below 3.7 V, which is the supply voltage of the commonly used lithium polymer
battery in mobile applications. To achieve current densities which allow local
melting of phase-change material using these low voltages the electrode size in a
phase-change memory cell has to be tailored to the typical resistivities and thermal
properties of electrode and phase-change materials. Therefore, in case of standard
materials like Ge2Sb2Te5, the necessary diameter of the electrodes has to be less
than 100 nm. In addition, cooling rates of 100 K/ns are required for the melt-
quenching to the amorphous phase. Hence, the volume of the phase-change material
has to be small in comparison to the contact surface to the surrounding dielectric
material.
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Figure 1.4: Working principle of a phase-change memory cell, shown in a cross
section. The phase-change material (PCM) is sandwiched between a large area
top electrode (titanium nitride, TiN) and a small bottom electrode (TiN) in a
dielectric (silicon nitride, SiN). SET and RESET state are written with a moderate
(b), or a high voltage pulse (d), respectively. Both can be easily sensed with a
low pulse (a) & (c).
Simplified cross sections of phase-change memory cells in mushroom design are
shown in Fig. 1.4. Each cell consists of four main components: two electrodes, a
phase-change layer, and a surrounding dielectric. The phase-change material is
sandwiched between two metallic electrodes. While the top electrode has a large
contact area to the phase-change material, the bottom electrode has a very small
diameter of less than 100 nm.
Application of a voltage at the electrodes leads to a current through the phase-
change material. Due to the different contact areas, of top and bottom electrodes,
with the phase-change material (PCM), the current density will be much higher in
the bottom electrode and at the interface with the PCM. Therefore, the bottom
electrode is the source of the Joule heating. This has motivated the name heating
electrode, or simply heater, for the bottom electrode.
The ground level state of a cell is called the SET state, in which the PCM is
in its crystalline phase, this state is the logical ”0” of the memory. To store a
logical ”1” in one cell, a part of the PCM volume has to be amorphized to create
the RESET state. Recrystallizing this amorphous volume will delete the ”1” and
restore the SET state. Therefore, the deleting process is called SET operation,
while the amorphization process is the RESET operation. These nomenclature
was adapted from write and delete terms in optical memory disks.
To RESET a cell, a high voltage pulse has to be applied leading to a high current
between the electrodes in the order of 1 mA. This current induces enough Joule
heating at the heater to melt the PCM partially. Due to the radial symmetry of
7
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Figure 1.5: Principle of a read and write cycle in optical and electrical phase-
change storage devices. Read operations: weak laser or current pulses can sense
the difference in reflectance or resistance between crystalline and amorphous state.
Write operations: pulses of high intensity will melt the material and quenching
provokes amorphization, moderate pulses heat the material above Tcrys and lead
to recrystallization.
the cell, the molten volume is shaped as a hemisphere above the heater. Depending
on the height of the applied current, the radius of the molten volume will change
due to the temperature gradient in the cell (compare [Redaelli:2005b, Russo:2009]).
To SET the cell, this amorphous volume has to be recrystallized by application of
a moderate voltage pulse to heat the volume above Tcrys, but below Tmelt, to
enable the growth of the crystalline order from the surrounding material into the
amorphous volume.
By using voltage pulses of much smaller height, the two cell states, SET and RE-
SET, can be distinguished electronically. The high contrast in resistivity between
the amorphous and the crystalline phase allows a very simple read out process of
the cell state. Even a small amorphous volume above the heating electrode will
increase the resistance of the cell by orders of magnitude. Therefore, the measure-
ment of the current, induced by a low voltage pulse, allows to determine, wether
the cell is in its SET or in its RESET state.
To summarize the properties of PCMs and storage concepts, a typical write and
read cycle in a phase-change memory is visualized in Fig. 1.5, for both optical data
storages and electronic memories.
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Read: The initial SET state of the device can be sensed by using a low voltage
pulse or a weak laser pulse. The crystalline material has a small resistivity, and
therefore, the induced current is in the order of 10 µA, indicating the SET state.
In optical media, the crystalline order leads to a high reflectivity, characteristic for
the SET state.
RESET: Application of a high voltage pulse or an intense laser pulse melts the
PCM, the subsequent fast heat dissipation of the surrounding material leads to a
quenching of the molten phase, and creates an amorphous volume. This operation
switches the cell to the RESET state.
Read: The resistivity of the disordered, amorphous material is orders of magnitude
higher than the resistivity of the crystalline phase. Therefore, for a cell in the
RESET state, the evoked current of a low voltage pulse is very small, i.e. in the
order of some 100 nA. In optical media, the low reflectance of the disordered phase
is detected by a weak laser pulse.
SET: To delete the written information, the cell is switched back to the SET state
by application of a moderate current or laser pulse which leads to a recrystallization
of the amorphous volume.
This switching from SET to RESET state and vice versa is known as memory
switching. In chapter 4 the memory switching of representative phase-change ma-
terials will be characterized with focus on the necessary time for the SET process.
Besides the mushroom cell design, which has been presented as a fully functional
prototype by Lai and Lowrey [Lai:2001], there are further cell concepts. A very
different approach is called line cell design [Lankhorst:2005, Chen:2006]. Instead of
a heating electrode the phase-change material itself provides the smallest cross sec-
tion for the current flow. Hence, the center of a thin and long line of phase-change
material is the source of the Joule heating, and therefore, the electrode material be-
comes less important, and the electrodes play a minor role in the switching process.
The production steps towards line cell phase-change memory cells and investiga-
tions of their characteristics can be found in [Krebs:2009, Krebs:2009b, Krebs:2010].
Mushroom and line cells are the two basic concepts of phase-change memory
cells. Further cell design can be seen as geometrical variations, or hybrids, of these
concepts. E.g. the pore cell [Pirovano:2003] was first created as a modification of
the mushroom cell, where the material of the heating electrode was substituted by
phase-change material. And, although the resulting cell is nearly identical to the
original mushroom cell, the working principle of this cell is more comparable to a
line cell.
The resistivity of most crystalline PCMs is so small that the resistance of a cell in
its SET state (around 10 kΩ) is dominated by the geometry and material properties
9
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Figure 1.6: Principle of multilevel storage in phase-change storage devices. Four
logic states are stored in one physical cell using four resistance windows. A possible
reason for data corruption and failure is the resistance drift which increase the
programmed resistance with time and change the stored information. (graphic
from [Schmidt:2010])
of the electrodes. On the contrary, the resistivity of the amorphous phase is so high
that the radius of the amorphized volume of a RESET state dominates the cell
resistance (around 1 MΩ). Therefore, different RESET states, with different radii
of amorphous volume, can be distinguished easily by measuring the cell resistance.
This allows to create a multi level storage, in which more than one logical bit is
stored in a single physical memory cell [Nirschl:2007, Bedeschi:2009]. In contrast
to multi level storage in flash memory [Jung:1996], the large resistivity contrast
in phase-change material would allow to distinguish between more than four cell
states, and therefore, storage of more than two bits in a single cell.
An example for a two-bit concept is shown in Fig. 1.6. The SET state, with the
complete crystalline phase-change layer, is defined as ”0,0”. The maximum RESET
state, with a complete amorphous phase-change layer, corresponds to the logical
”1,1” state. In between, there are two hybrid states, with amorphous volumes of
different size, representing the logical states ”0,1” and ”1,0”.
The realization of a multi level phase-change memory is hampered by the so
called resistance drift effect. This effect will be one of the major topics of this work,
and will be discussed in chapter 6. As a motivation for the industrial importance
of a profound physical investigation of this effect, the influence on a phase-change
memory will be sketched: To switch a multi level cell to the ”0,1” state the cell
resistance has to be set to a defined resistance window (yellow resistance window in
Fig. 1.6). With time the resistance of this state will increase due to the resistance
drift. After a certain time span, the resistance of the cell will reach the next higher
resistance window, and therefore, a read out operation would now sense the state
”1,0” instead of ”0,1”. As consequence the stored data will be misinterpreted, and
the original information is lost.
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Recently, Papandreou et al. have published a method to avoid drift related in-
formation corruption [Papandreou:2011]. They utilize phenomenological derived
formulas which characterize the change of the resistance of an amorphized memory
cell with time. Therefore, they can expand the time span in which it is possible to
distinguish between different hybrid states. This allows the industrial production
of a multi level phase-change memory which preserves the stored information for
a couple of weeks, but the physical origins of the drift effect is still unknown, and
longterm storage is still impossible. In chapter 6, the physical models, published so
far, will be discussed, and it will be shown how one of the models could be improved
using the results obtained from a custom made setup and a modified experimental
technique.
The third topic of this work is correlated with the conduction mechanism in
amorphous phase-change materials. As already discussed, the resistivity of PCMs
in their amorphous phase is orders of magnitude larger than in their crystalline
phase. This would prohibit the realization of a phase-change memory switched by
low voltage pulses. High voltages, in the range of some hundreds of Volts, would be
necessary to evoke high current densities in memory cells, because the resistance
of the RESET state is in the range of several Megaohms.
Fortunately, the threshold switching effect, discovered in the late 1960’s by
Ovshinsky [Ovshinsky:1968], provides a simple mechanism to utilize the conduction
characteristics of disordered semiconductors for electronic memories. High electric
fields increase the conductivity of amorphous phase-change materials suddenly, and
drop the cell resistance to a value comparable with the resistance of the SET state.
Theoretical models, describing and explaining this effect, will be discussed in chap-
ter 2.2, and experimental data, obtained from investigations of memory cells using
a custom made setup (chapter 3), will be presented in chapter 5.
The physical aspects of phase-change materials in the new storage class memory
will be the topic of this work. In the following chapter 2, the theoretical mod-
els concerning kinetic and electronic properties of phase-change materials will be
discussed. Subsequently, the custom made experimental tools, which fulfill the
requirements to investigate these properties, will be described in chapter 3. The
focus of the following experiments will be on the kinetics of phase transitions in
memory devices upon application of voltage pulses (memory switching, chapter 4),
followed by a detailed investigation of the electronic effect of threshold switching
(chapter 5). Finally, in chapter 6, experimental and theoretical results regarding
the effect of resistance drift in disordered semiconductors will be presented. The
accomplishments and the major conclusions will be summarized in chapter 7.
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2 Theoretical Models for Memory and
Threshold Switching
The three main topics of this work are memory switching, threshold switching,
and resistance drift. While both memory and threshold switching require the ap-
plication of electrical pulses that induce high electric fields in the material, the
resistance drift can be investigated using low field strengths. This is correlated
with the nature of these phenomena. On one hand, the switching processes have to
be induced by strong external excitations, while drift seems to be a material intrin-
sic property which can be investigated without further stimulation. On the other
hand, the physical models describing the effects investigated are known and estab-
lished in case of memory switching. Theoretical models for threshold switching and
resistance drift, on the contrary, are under development, and do not predict certain
effects. These models rather describe known effects from a phenomenological point
of view.
Therefore, section 2.1 will describe the established models concerning crystal-
lization and glass formation to explain the response of phase-change materials in
memory cells upon stimulation, chosen in the experiments, which are presented in
chapter 4.
Section 2.2 presents three competing models which describe the threshold switch-
ing supported by published experimental data. Chapter 5 will increase the database
for these models, and presents new findings which have to be taken into account
for future improvements of these models.
Subsequent to the chapters concerning memory and threshold switching, the
topic of chapter 6 will be both the presentation of theoretical models of resistance
drift and the experimental data obtained from the custom made setup for temper-
ature dependent sheet resistance measurements (see chapter 3.3).
2.1 Phase Transitions
While the property combination of phase-change materials is highly unusual (com-
pare chapter 1.1), the kinetics of the transition between the amorphous and the
crystalline phase can be described with the same established models also employed
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for other material classes. In the following subsections, the broad spectrum of the-
ory of crystallization kinetics presented in [Burke:1965, Porter:1992] has been con-
densed to summarize the theoretical background which is necessary to understand
both the crystallization of an amorphous volume (section 2.1.1 and 2.1.2) and the
glass formation in an undercooled liquid (section 2.1.3), which allows amorphiza-
tion of crystalline volumes by melt-quenching.
The driving force of crystallization is the Gibbs free energy G
G = U + pV − TS = H − TS, (2.1)
with internal energy U, pressure p, volume V, temperature T, entropy S, and
enthalpy H. The different states of phase-change material can be distinguished by
their Gibbs free energy G. The differences in G can be correlated with differences in
the local configuration of the atoms. The crystalline state which is described by the
lowest G is the stable state. Besides this state, there are meta stable states as the
amorphous phase or some crystalline phases. A rearrangement of the atoms of a
meta stable state to minimize G until the stable state is reached requires breaking
of inter-atomic bonds. This can be described by an energetic activation barrier
which inhibits the spontaneous crystallization of the meta stable states. Above the
melting temperature Tmelt the liquid phase is the energetic favorable state. Below
Tmelt the crystallization can be described by the nucleation and growth model.
2.1.1 Crystallization: Nucleation
Starting from an amorphous phase the crystallization process has to start by build-
ing crystalline nuclei. The formation of a crystalline nucleus will decrease G due to
the energetically favorable atomic arrangement within the nucleus, but the creation
of an interface between the crystalline nucleus and the amorphous surrounding will
increase G.
The free energy necessary to build a nucleus can be calculated for a spherical
nucleus of the radius r. The volume of this nucleus will decrease G proportional to
the difference ∆Gv of the molar free energy per volume. The surface of this nucleus
will increase G proportional to the specific interface energy σ. In summary, the
change of free energy due to the formation of a nucleus can be written as
∆Gnucleus = ∆Gv · 4
3
pir3 + σ · 4pir2. (2.2)
This formula shows a local maximum
∆Gc =
4
3
pir2cσ (2.3)
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for a critical radius rc
rc =
−2σ
∆Gv
. (2.4)
A nucleus with a radius smaller than rc is unstable, because the free energy will
increase if a further atom is added to the nucleus. The nucleus becomes stable as
soon as its radius reaches rc. The free energy will decrease, if further atoms are
added to the nucleus. This leads to a energetically driven growth of the nucleus
and leads to crystallization of the whole amorphous volume (see next section 2.1.2).
The possibility to form a nucleus depends on the necessary energy ∆Gnucleus and
can be described by a Boltzmann distribution. Therefore, the number Nc of nuclei
larger than rc depends on the number of possible nucleation centers N0 multiplied
with the possibility
Nc = N0 · e−
∆Gc
kBT (2.5)
The formation and decay of crystalline nuclei in an amorphous volume can be
described by the nucleation model of Vollmer and Weber [Vollmer:1925] and Becker
and Do¨ring [Becker:1935], respectively. They calculate the nucleation rate I con-
sidering only nuclei larger than rc. According to their model, an atom which should
be added to such a nucleus has to overcome the energy barrier Ui. Adding this
barrier to the energy term in formula 2.5 leads to the nucleation rate
I = I0 · e−
∆Gc+Ui
kBT . (2.6)
Using the relation between the viscosity η and the energy barrier Ui [Uhlmann:1972]
1
η
∝ e−
Ui
kBT , (2.7)
the nucleation rate can be rewritten as
I ∝ 1
η
· e−
∆Gc
kBT . (2.8)
This formula describes the dependency of the nucleation rate on temperature, ne-
glecting terms which are only linear in temperature. It shows that nucleation is a
statistical process with increasing probability at higher temperatures.
2.1.2 Crystallization: Growth
In contrast to the nucleation mechanism, which occurs in the whole amorphous
volume, the second important mechanism, crystalline growth, describes the change
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Figure 2.1: Crystallization mecha-
nisms: nucleation and growth. While
crystalline nuclei can be formed every-
where in the amorphous volume, the
growth mechanism describes an atomic
rearrangement from existing crystalline
rims.
growthnucleation
crystalline
amorphous
crystalline
amorphous
of atomic bonding at the interface between existing amorphous and crystalline
phases. The interface energy Ui hampers the atoms at the interface to change their
bonds from the amorphous local order to the crystalline pattern, which would min-
imize the energy of the entire material. With increasing temperature, there is an
increasing probability for each atom to arrange itself in the crystalline order of the
neighboring atoms and a decreasing probability to change back to the energetically
more favorable bonding situation for this single atom. Subtracting those two prob-
abilities, and using equation 2.7, the speed of crystalline growth u can be written
as [Uhlmann:1972]
u ∝ 1
η
·
(
1− e−
−∆G
kBT
)
. (2.9)
2.1.3 Amorphization: Glass Formation
Two kinds of amorphous phases have been investigated in this work. On one hand,
the amorphous phase, obtained from a dc magnetron sputter deposition, and on the
other hand, the glassy state, obtained from a melt-quench process in phase-change
memory cells.
Sputter deposition (see chapter 3) allows to create large scale samples of amor-
phous materials. Experiments which investigate characteristics of this phase are
presented in chapter 6.
In addition to the amorphous as deposited phase, in phase-change memory cells
also the melt-quenched amorphous phase can be investigated. To ensure a homoge-
neous initial state, the memory cells will be crystallized in an oven before switching
experiments are performed. To recreate an amorphous state in cells, the material
has to be heated up above the melting temperature. The kind of the subsequent
cooling of the material influences the kind of solidification. Cooling down the liq-
uid phase fast enough will avoid the transition to the energetically more favorable
crystalline phase by increasing the viscosity of the material fast enough to freeze
the liquid state and preserve the disorder of the atomic arrangement.
16
Theoretical Models for Memory and Threshold Switching
The ability to create both crystalline and amorphous volumes in phase-change
memory cells using electric pulses allows the systematic investigation of the param-
eters time and temperature, which are characteristic for the transition behavior of
each phase-change material (see chapter 4). In addition, there are interesting elec-
tronic phenomena which occur, when switching the materials with electrical pulses.
The most significant effect is the so called threshold switching effect which will be
discussed in the next section.
2.2 Threshold Switching
In 1968, Ovshinsky found a ”reversible electrical switching phenomena in disor-
dered structures” [Ovshinsky:1968]. He described a sudden decrease of the dy-
namic resistance in amorphous semiconductors, if the applied voltage Ua exceeds a
threshold voltage Uth. Subsequent lowering of the applied voltage does not change
the dynamic resistance, until a second characteristic voltage, the minimum holding
voltage Uh, is reached. This threshold switching effect has been the topic of investi-
gation for the last decades, and two competing explanations have been established.
On one hand, a couple of models describe the threshold effect as a purely electronic
effect due to an exponential increase of the numbers of conduction carriers (section
2.2.1). On the other hand, there are models which explain the change of resistiv-
ity by a reversible local atomic rearrangement to the crystalline structure (section
2.2.2).
The nomenclature, used to describe the different aspects of this effect, is similar
in all established models. The initial state of all experiments and theories is the
amorphous phase of a semiconductor, with no electric field applied. This state
is called the amorphous OFF state. Application of very low electric fields allows
to determine the low field resistivity of the amorphous material. The current-
voltage-characteristic of the OFF state is nearly linear, and therefore, the low
field resistivity is ohmic (Fig. 2.2). This is the sub-threshold regime of the applied
electric field Ea.
When increasing Ea, until it exceeds the threshold field strength Eth, the I-V-
characteristics becomes highly non linear. The dynamic resistance decreases by
some orders of magnitude, and the I-V-curve becomes discontinuous (snap back ef-
fect). With this threshold switch, the material is excited to its amorphous ON state.
At this point, the models differ from each other. While pure electronic theories
assume no change of the local atomic order, and a preservation of the amorphous
state, other theories assume a change of the local atomic arrangements. Therefore,
the nature of the ON state is still topic of discussion, and the time-resolved obser-
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Figure 2.2: Threshold switch in a Ge2Sb2Te5 memory cell. The high resistive
OFF state has a shallow slope in the I-V-curve (red data points, leading edge of
the test pulse). When the threshold voltage Uth is reached, the material switches
to the low resistive ON state. This state is preserved during the pulse’s trailing
edge (blue data points).
vation of the transitions from OFF to ON state, and vice versa (chapter 5), has to
provide the necessary data to confirm the correct model.
2.2.1 Generation and Recombination of Carriers
At first, the purely electronic models will be discussed. Adler et al. [Adler:1978]
published a model which explains the exponential increase of the number of conduc-
tion carriers due to impact ionization caused by the accelerated carriers in the amor-
phous material. This model has been modified by Pirovano et al. [Pirovano:2004c,
Redaelli:2008], and numerical simulations have been compared with experimental
results.
Ovshinsky supported a purely electronic mechanism primary related to the bal-
ance between a strong Shockley Hall Reed (SHR) recombination through trap lev-
els and a generation mechanism driven by both electric field and carrier densities
[Adler:1980, Redaelli:2008] (compare Fig. 2.3).
Redaelli describes the avalanche like carrier generation rate, due to impact ion-
ization, by [Redaelli:2008]
G = A(n+ p) · g(E) (2.10)
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Figure 2.3: Energetic band
diagram. Low voltage:
the quasi-Fermi levels (elec-
trons, EF,n - holes, EF,p)
are close to the equilibrium
position and the traps are
charged. High voltage OFF
state: the traps start to
be neutralized by generated
carriers and the quasi-Fermi
levels approach the trap
level positions. High volt-
age ON state: after the fill-
ing of most of the traps, the
electron quasi-Fermi lev-
els overcome the trap lev-
els moving close to the
conduction band. (From
reference [Pirovano:2004c,
Redaelli:2008])
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where n and p are the carrier densities of electrons and holes, A is a constant, and
g(E) is a monotonic function. According to Redaelli, the recombination rate can
be written as [Redaelli:2008]
RSHR =
np− n2i,eff
τh(n+ nl) + τe(p+ pl)
, (2.11)
with nl = ni,eff · e
Etraps
kBT , (2.12)
and pl = pi,eff · e−
Etraps
kBT , (2.13)
with the carrier lifetimes of electrons τe and holes τh, and intrinsic carrier densities
of electrons ni,eff and holes pi,eff .
At low applied fields, generation and recombination can be neglected, which
explains the ohmic nature of the low field OFF state. With increasing field strength,
the generation mechanism increases the carrier number, but a recombination with
trap states inhibits their contribution to the conduction process. Increasing Ea
further leads to a saturation of the carrier trapping, due to the decreasing number
of unoccupied trap states. Hence, the generation process becomes dominant, and
the number of free carriers increases exponentially, which causes the threshold
switch.
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Figure 2.4: Electron poten-
tial energy along the minimum
path between localized states
S1 and S2 for low (top) and
high (bottom) applied voltages
. Electron transport processes
via localized states: (i) tun-
neling through the energy bar-
rier at ET, (ii) thermal emis-
sion over the energy barrier and
(iii) thermally assisted tunnel-
ing through the energy barrier
at an energy E >ET. (From
reference [Ielmini:2008])
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A second model by Ielmini et al. [Ielmini:2008, Lavizzari:2010] explains the
threshold switch using a hopping transport model after Poole-Frenkel. In contrast
to Pirovano’s model, where the trap states impedes the carrier conduction, Ielmini’s
model assumes the trap states to be fundamentally necessary for the conduction.
Thermally activated carriers can leave the localized trap states, move, and fall
back to another trap state in a distance ∆z (compare Fig. 2.4). Those carriers can
move in the direction of or against the applied field Ea, which leads to a forward
or a backward current. This results in an effective current density,
I = 2qNT,tot
∆z
τ0
e
−EC−EF
kBT sinh
(
qEa∆z
2kBT
)
, (2.14)
where NT,tot is the effective defect state density above the Fermi level EF , while
EC is the mobility edge for the conduction band, and τ0 is the attempt to escape
time from a localized state [Lavizzari:2010]. An applied electric field Ea reduces the
potential barrier for the hopping mechanism, and therefore, leads to an increasing
current density following a hyperbolic sine function.
To explain the threshold switching characteristics, the energetic distribution
of the trap states has to be taken into account. Lavizarri suggests a simplified
model of two discrete trap levels, ET1 and ET2, instead of a continuous distribu-
tion [Lavizzari:2010]. The generation rate from deep trap states, with a carrier
concentration of nT1, to shallow trap states, with nT2, can be modeled by Fowler-
Nordheim tunneling:
G =
nT1
τ0
e−
B12
Ea (2.15)
and
dδnT2
dt
= G− δnT2
τn
, (2.16)
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where B12 is the Fowler-Nordheim coefficient, and τn is an effective energy relax-
ation time for electrons [Lavizzari:2010]. Considering these two trap state levels,
equation 2.14 has to be modified to sum up the current contributions of both
channels,
I =
(
2qnT1e
−EC−ET1
kBT + 2q(nT2 + δnT2)e
−EC−ET2
kBT
)
∆z
τ0
sinh
(
qEa∆z
2kBT
)
, (2.17)
where δnT2 is the excess carrier concentration at ET2, due to the energy gain
mechanism [Lavizzari:2010].
Both models are suitable to use computer simulations to reproduce the published
data regarding threshold switching. The threshold switching delay time τ , which
has been observed by the aforementioned authors, can be calculated using a nu-
merical approach to solve the equation systems. Unfortunately, both models do
not provide an analytical formula for τ , in contrast to the model presented in the
next section.
2.2.2 Electric Field Induced Nucleation
A completely different approach has been published by Karpov et al. [Karpov:2008,
Karpov:2008b, Nardone:2009], and has been strengthened by Kohary [Kohary:2011].
According to their model, the high electric field induces a local nucleation, which
leads to a change in resistivity, respectively to the resistivity contrast of the phases.
They assume ”a lowering of the free energy of the system due to the reduction in
the electrostatic energy” [Nardone:2009],
WE = −ΩE
2
a
8pin
, (2.18)
where  is the dielectric permittivity of the amorphous material, and Ω is the
volume of the nucleus. The factor n incorporates the local changes of the applied
field due to the exact geometry of the nucleus.
Due to the smaller resistivity in the crystalline nucleus, the voltage drop over
the nucleus becomes smaller, and therefore, the field strength in the residual amor-
phous volume increases. The threshold field Eth necessary to grow a nucleus to a
conducting filament between the electrodes is given as
Eth =
1
ln (τ/τ0)
W0
kBT
√
γ
W0

, (2.19)
where W0 is the barrier energy at zero field, and τ0 is the characteristic vibrational
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time [Nardone:2009]. The geometric properties of the nucleus and the electrodes
are summarized in the factor γ.
The pure threshold switch, without consequent memory switch, can be explained
by the subcritical radius of nuclei and filaments, which are only stable in high
electric fields, but will decay when the field is switched off. From this theory,
Karpov et al. could estimate the threshold switch delay time
τ = τ0 · exp
(
W0
kBT
E˜
Ea
)
, when Ea > E˜. (2.20)
Unfortunately, the authors do not provide a physical interpretation of E˜, other
than a comment that it corresponds to W = W0 [Karpov:2008].
Despite the different assumptions for both conduction and threshold switching
mechanism, all three models can reproduce the experimental data. The differences
and uncertainties of the time resolved data, found in literature, are larger than the
differences between calculations of the three models. Therefore, it is indispensable
to improve the accuracy of time resolved current and voltage measurements to
reduce the error of the experimental data below the size of the significant features
of the models. This challenge was one of the main tasks of this work, and led to the
development of the pulsed electrical tester (PET, chapter 3). The data regarding
threshold switching, obtained with this setup, will be presented in chapter 5, where
the threshold delay time plays a major role.
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Switching experiments in phase-change memory cells demand a successful inter-
play between nanometer-sized test devices and gigahertz probe electronics. The
dimensions of the test devices have to be of the order of some tens of nanome-
ters for two reasons: to enable high current densities using low voltage sources
to melt the phase-change material, and to allow fast cooling rates of ∼100 K/ns
using the advantageous ratio of active volume to surface of the cooler surrounding
material for melt-quenching. The fast crystallization process necessitates electric
generators with pulse lengths of a few nanoseconds and gigahertz oscilloscopes to
record the current characteristics on a picosecond timescale, while the resistance
of the phase-change cell changes some orders of magnitude and complicates the
impedance matching. The following sections present one approach to handle these
challenges.
3.1 Phase-Change Memory Cells
Two concepts of phase-change memory cells have been established: the mushroom-
cell [Lai:2001] and the line-cell [Lankhorst:2005]. Both concepts use the Joule
heating of an electric pulse to induce the phase-change in a nanometer-sized volume.
The line-cell concept utilizes the resistance of the phase-change material itself to
produce the necessary heat, while the mushroom concepts uses a small electrode
to generate heat less dependent on the resistance of the phase-change material.
For a material screening, the mushroom design holds some advantages, and
this work focuses on this concept. Whereas line-cells demand a nanometer-scaled
lithography of the phase-change layer, the mushroom concept can be realized with
micrometer-scaled phase-change layer lithography. This allows a simplified depo-
sition and structuring of the phase-change layer on pre-structured samples which
provide the nanometer-sized bottom electrode. In addition, the resistance of the ac-
tive material’s crystalline phase, or more precisely of its high-field ON state, plays
a minor role during the joule heating process, and the resistance of the bottom
electrode becomes more important. Therefore, the mushroom-cells design allows
an easier comparison of different phase-change materials regarding pulse heights
and induced current flows.
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Figure 3.1: Simplified
cross section of a phase-
change memory cell in
mushroom design. The
phase-change layer is
sandwiched between the
large area top electrode
and the small heater,
which is connected to the
bottom contact pad by a
buried tungsten layer.
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A simplified cross section of the used samples is shown in Fig. 3.1. The phase-
change layer is sandwiched between the small bottom electrode, called heating
electrode, or just heater, and the large area top electrode. This leads to an increased
current density in the bottom electrode, and in combination with a moderately
resistive material, like titanium nitride1, to a well controllable heat source.
The top electrode is shaped to a L-form (Fig. 3.2) and works also as contact
pad, where the forcing probe of the electrical tester is attached directly, while the
bottom electrode is connected to a contact pad by a tungsten wire, buried in the
dielectric, on which the sensing probe is positioned (compare section 3.2.1). Due to
the lithography processing (see section 3.1.1), there is a phase-change layer between
the basic metallic M0 line, that connects heating electrode and bottom contact pad,
but the large contact area avoids any influence on the switching experiments.
3.1.1 Sample Processing
State-of-the-art sample processing requires high-end lithography tools which them-
selves require the strictly controlled environment of industrial cleanrooms. To avoid
cross contamination of different materials and alloys used in modern semiconduc-
tor devices, a candidate material for novel devices has to be investigated regarding
these concerns before it can be introduced to the fabrication and characterization
lines. These clearance procedures delay and challenge a material screening using
novel material compounds with not characterized atomic species. Therefore, uni-
versity and industry can benefit from each other by combining their strengths and
compensating their weaknesses. Regarding phase-change memory research, a uni-
versity group can provide a broad material repertoire, in terms of deposition and
characterization, while the industry can provide reliable nanometer-lithography
methods, applied on established materials. This leads to the idea of a research
project with the german chip manufacturer Qimonda: test wafer with heating
1Resistivity of TiN≈ 200 µΩcm.
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Figure 3.2: Qimonda samples. The 300 mm wafer (background) was cleaved
into pieces with only one test chip (middle). Each test chip provides 120 test
cells (front), consistent of a L-shaped top electrode and a square-shaped bottom
contact pad, which is connected via a buried tungsten line with the 60 nm diameter
heating electrode.
electrodes of 60 nm diameter, processed in the chip factory in Dresden, should be
finished in the university labs of Aachen, using µm-lithography to deposit and
structure various phase-change materials.
Qimonda provided 300 mm test wafer with around 340 test chips with 120 pre-
structured memory cells on each chip (Fig. 3.2). Each memory cell consists of two
contact pads and a heating electrode, which is connected to one of the contact
pads by a buried tungsten line. The contact pads (located on the very right side
in Fig. 3.2) are tungsten squares of 40 µm times 40 µm. The bottom pad (right) is
connected to the M0 line, a 300 nm broad tungsten line that is buried in the sur-
rounding SiN dielectric. At the end of this 60 µm long line is the heating electrode
(Fig. 3.4). The heating electrode was created by etching a 60 nm diameter hole in
the dielectric, which was filled with titanium nitride. Afterwards, the surface was
planarized with the help of chemical-mechanical polishing (Fig. 3.1).
On this planarized surface, the phase-change layer and the top contact were
deposited and structured in Aachen (Fig. 3.3). Because phase-change materials are
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much weaker than the titanium nitride of the top layer, etching is not suitable
to form the top contact, and therefore, a lift-off process was chosen. For the
lithography process, a single chip was cleaved from the pre-structured wafer and
was covered with photoresist. Afterwards, a contact mask aligner was used to
expose the L-shaped area for the top electrode and the square bottom contact
pad. The exposed photo resist was removed, and the phase-change layer and the
titanium nitride electrode material were deposited on the sample to fill the exposed
areas. Using acetone the excessive material on the non-exposed areas was removed
together with the remaining photoresist.
All lithographic steps were performed in the cleanroom of the II. Institute of
Physics using the photo resist ARU 4040, a spincoater (5000 rpm), a contact mask
aligner (20 s) and a chemical developer (40 s). The contact mask was designed in
cooperation with Qimonda. To maximize the transparent areas on the contact
mask, a negative exposure was chosen for the lithographic process. Hence, only
the L-shaped top contact and the small square of the bottom contact (Fig. 3.2)
inhibit the sight through the glass plate of the contact mask. This allows an easy
and precise mask alignment on the pre-structured sample within ±3 µm.
After the lithographic steps, the sample was etched in hydrofluoric acid (HF-
dip in 1 vol% for 120 s) to clean the surface of the heating electrode from oxides.
Afterwards it was mounted in the deposition chamber immediately. To ensure an
evaporation of the hydrofluoric acid residuals, the chamber was evacuated for 3
hours leading to a basic pressure of 1.2·10−6 mbar. Subsequently, the deposition
process was initiated by inflating 20 sccm argon to generate the process atmosphere
of 3.5·10−3 mbar. In this atmosphere, a direct current plasma was ignited using a
power controlled voltage supply set to 20 W output. The phase-change material
was sputtered from a stoichiometric compound target mounted on a magnetron
cathode. Subsequently to the pre sputter process against a blind, a 20 nm thick
film was deposited on the sample.
Without breaking the vacuum, the top electrode was deposited on top of the
phase-change layer. To decrease the stress between phase-change layer and tita-
nium nitride, and to enhance the adhesion of these layers, a 4 nm thick titanium
layer was deposited from a titanium target in a 60 W dc magnetron sputtering
process (8 sccm argon flow). The 40 nm thick inert top electrode was sputtered
afterwards from the same titanium target in a reactive process, adding 1.8 sccm
nitrogen to the process gas, and increasing the power to 120 W.
In an ultrasonic bath (2 min) of acetone, the lift-off process was performed. Sub-
sequently, the sample was annealed at 200℃ for 10 min to crystallize the phase-
change material (250℃ for Ge15Sb85) by heating up and cooling down with 10℃/min.
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Figure 3.3: Lithography and lift-off process. Lithography: a photo resist is spin-
coated on the pre-structured wafer; the areas over heater and contact pads are
exposed using a contact mask aligner; the exposed photo resist is removed by a
chemical developer. Lift-off process: a phase-change layer and a titanium nitride
layer are deposited on the structured photoresist; dissolving the photoresist with
acetone removes the material which has been deposited on top of the photo resist.
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Figure 3.4: AFM picture of
bottom electrode after HF-Dip.
Dark colors indicate lower lev-
els and show the position of M0
line and other tungsten sup-
port structures. The heater
protrudes about 8 nm from the
surrounding SiN layer.
3.1.2 Challenges with State-of-the-Art Nanodevices
During the progress of the project, the pre-structured wafer were stored in argon
atmosphere, but this could not prevent completely that the oxide layer of the
heating electrode grew. Therefore, the hydrofluoric etching had to be adjusted. A
second etching step (1 vol%, 120 s) was performed, previous to the spincoating of
the photoresist, to avoid underetching and displacement of the photoresist after
the development step.
The heating electrode is a very fragile structure, and the etching steps, to clean its
surface, change its shape in the dielectric surrounding (Fig. 3.4). In the beginning
of the project, the etching times could be decreased to a minimal time, to avoid
significant changes, and differences between the heating electrode’s shape on one
chip, and even to chips that were processed later (see chapter 4.3).
3.2 PET: Pulsed Electrical Tester
Creating phase-change memory cells is one precondition to perform switching ex-
periments, the second is building a setup that can generate the switching pulses,
record the events, and provide an interface to connect the sample and the electronic
devices. The Pulsed Electrical Tester (PET) fulfills these requirements. Its focus
is on high time resolution of the current flow induced by an applied voltage pulse.
There are numerous challenges developing such a setup. Some are correlated
to the interplay of the material’s properties, others result from the nature of the
effects which shall be investigated. On the one hand, there is the large resistivity
contrast between the amorphous and the crystalline phases that leads to a broad
spectrum of memory cell resistances, spanning over orders of magnitude.
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Figure 3.5: Picture of the PET contact board. Two probing needles connect the
board through a 3 cm diameter hole with the 40 µm small contact pads on a test
chip. The forcing probe (left) is connected to the generators, while the sensing
probe is connected to the shunt resistor.
On the other hand, there is the high velocity of the dynamics in phase-change
materials. Crystallization takes place within some nanoseconds, and changes of
the electronic properties can be even faster. Therefore, it is quite challenging
to design an impedance matching network that allows to apply gigahertz voltage
pulses on a test device that changes its resistance some orders of magnitude during
the experiment, and sometimes within one nanosecond.
Another topic are parasitic capacitances and inductances. Changes of the resis-
tance of the memory cell during a pulse will lead to changes in the electric potential,
and therefore, to loading or unloading of the parasitics which leads to disturbing
signals, or even to current peaks which could destroy the sample.
The main idea, behind building the PET, was to reach the physical and electronic
limitations in terms of maximal bandwidth and best signal-to-noise ratio to investi-
gate the electronic switching in phase-change materials using time resolved current
measurement. Therefore, a custom-made contact board (Fig. 3.5) was designed
to connect the electronic devices and a single memory cell on a test chip. The
maximum frequency flimit which can be achieved in a electronic circuit depends
on the time constants τ of its components.
flimit =
1
2piτ
(3.1)
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Each time constant τ describes the necessary time to load or unload each capacitor
C in the circuit. Depending on the resistance R which limits the loading current
of the capacitor, the time constant τ can be calculated.
τ = R · C (3.2)
Therefore, all capacities in the circuit have to be reduced to minimum values and
all capacitors have to be connected with low resistances. The signal height, and
therefore, the signal-to-noise ratio of the time resolved current measurements de-
pends on the resistance ratio of the device under test RDUT and the shunt resistor
RS .
Vapplied = VDUT + VRS (3.3)
VRS
VDUT
=
RS
RDUT
(3.4)
⇒ VRS =
RS
RDUT +RS
· Vapplied (3.5)
Hence, the accessible frequency limit of the setup is strongly correlated with the
desired signal quality. As soon as all capacities are reduced to the physical limita-
tions (e.g. minimized contact pads on the sample) the frequency limit can not be
improved without loosing signal quality.
Therefore, the first goal during the construction of the PET was to minimize all
capacities in the setup. Afterwards, the system was tuned to the most promising
compromise between signal speed and quality. Due to its design, the PET can
be readjusted easily to change this compromise to higher frequencies or to better
signal-to-noise ratio.
The components can be divided into three fields of function: fast time resolved
measurements, precise resistance determination, and supply systems.
Time resolved measurements. Time resolved measurements are performed us-
ing a voltage source and a fast oscilloscope. Two different voltage sources are
employed. On one hand, an arbitrary waveform generator (AWG)2 allows exper-
iments up to 2.0 V using pulses of arbitrary shape. On the other hand, a pulse
generator3 allows experiments up to 10 V, but can only provide trapezoidal pulses.
The applied voltage and the induced current are recorded with a digital oscil-
loscope. Some earlier experiments have been performed with a Tektronix TDS
620B, later the scope has been replaced by a faster LeCroy SDA 13000. With this
2Tabor ww1281A, max. 2.0 V, min. 800 ps pulse edges.
3Hewlett Packard 81110A, single pulse generator, max. 10 V, min. 1 ns pulse plateau length,
min. 2 ns pulse edge length.
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Figure 3.6: PET schematic. Combination of two measuring circuits. Nanosecond
pulses can be created and recorded using pulse generator and oscilloscope with
gigahertz bandwidth. Device resistance after each pulse can be determined using
sine wave generator and lock-in amplifier with kilohertz bandwidth.
change, the time resolution of the recorded signals have been improved from 400 ps
between two data points to 50 ps. Furthermore, the old scope had only two record-
ing channels while the new scope provides four channels. This allowes to record
the current signal with two differently amplifying channels simultaneously. The
low voltage part of high voltage signals can be recorded in this additional channel
and improves the data quality significantly.
Resistance measurement. The cell resistance is determined using a sine wave
generator (Agilent 33120A) and a lock-in amplifier (EG&G Princeton Applied Re-
search 5210).
Supply systems. At last, supply devices are necessary to provide an inert atmo-
sphere, a controlled sample temperature, and possibilities to contact the 40 µm-pads
on the chips.
3.2.1 Setup Description
The PET4 is designed to handle memory cells with resistances from ∼500Ω to
∼80 MΩ, but can be adjusted to work with smaller or larger resistances by changing
the shunt resistor. Obviously, the memory cell can not be matched easily to 50Ω-
devices. Therefore, pulse generator and memory cell (device under test, DUT) are
4Details regarding the electronics, especially the contact board in [Schlockermann:diss].
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connected via an impedance matching resistor network, as shown in Fig. 3.6 and
in Fig. 3.5. A probing needle5 (forcing needle) connects the resistor network with
the top contact pad of the memory cell.
The impedance matching network allows the feedback of the applied signal to an
oscilloscope channel. This signal is weakened by a factor of ∼6.66, while the signal
of the pulse generator passes the network unaltered towards the DUT.
A second probe (sensing needle) connects the bottom contact pad of the memory
cell (Fig. 3.1) with the contact board. This probe is linked with the shunt resistor
(connected to ground) and the circuit for measurements of the current. The applied
voltage is divided between DUT and shunt resistor which allows the measurement
of the current through the DUT by measuring the voltage drop over the shunt
resistor. To reduce parasitic capacitances the probing needles have to be as short
as possible 7, and the shunt resistor should be small, too (both in geometry and in
resistance). One of the major challenges in designing the PET was to ensure low
parasitic capacitances, but enable good current signals.
This has been realized by using a 51Ω-shunt resistor, and amplifying the small
voltage signal over this resistor by two operational amplifiers (OPA). The chosen
type of OPA (Texas Instruments OPA847) excels at very good signal-to-noise ratio,
a good bandwidth (300 MHz) and a very smooth filter that allows acceptable ampli-
fication even for 1 GHz-signals. A noticeable constraint is the optimal amplification
factor (20x) of this OPA and the correlated output signal height limited to ∼3 V.
Therefore, the input signal should not exceed ∼0.15 V, which can be achieved by
adjusting the parameters of memory cell, shunt resistor, and applied voltage pulses.
Memory cells, as presented in chapter 3.1, have a minimal resistance of ∼1 kΩ8,
and maximum voltages of 3 V are necessary to perform all kind of switching exper-
iments. Therefore, the voltage drop over the shunt resistor of 51Ω will not exceed
∼0.15 V.
Time resolved measurements at higher ohmic cell states require an additional
amplification step to boost the signal height above typical noise levels of oscillo-
scopes. Hence, the output signal of the first OPA is split, and connected both to
an oscilloscope and a second identical OPA, where the signal is amplified again, by
the factor of 20, to an overall amplification of 400, and connected to an additional
oscilloscope channel. All channels of the oscilloscope are internally terminated with
50Ω, and to ensure impedance matching on the OPA’s side, a 50Ω-resistor is at-
5Made from copper-beryllium to allow attachment on the contact board by soldering.
6The exact value of this factor depends on the used contact board. Four slightly different boards
can be mounted in the setup to meet the requirements of different types of memory cells and
different aims of experiments.
7At least shorter than half the wavelength of the shortest applied pulse.
8The value of a shorted cell, where only heating electrode and the M0-line provide resistance,
comparable with a cell in its crystalline or amorphous ON state.
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tached in series directly after the signal splitting point. Therefore, only half the
voltage is recorded with the scope, which leads to an amplification factor 10 of the
signal at channel 2, and a factor 200 for the signal at channel 3.
A precise determination of high resistances, like those of memory cells in the
amorphous state, is hardly possible with that configuration. Hence, a second cir-
cuit for resistance measurements is added to complement the fast circuit for time
resolved measurements. A lock-in amplifier, attached to the 400x output of the sec-
ond OPA, is synchronized with a sine wave generator, attached to the impedance
resistor network, to add continuously a mV-signal to the DUT. This low volt-
age signal does not disturb the time resolved measurements, but using the lock-in
technique, cell resistances up to 80 MΩ can be determined. Considering the high
temperature dependance of amorphous phase-change materials, a precise reliable
resistance measurement demands for accurate control of the sample’s temperature.
Therefore, the sample holder consists of a copper plate and two Peltier-elements
to stabilize its temperature, using a water cooled aluminum block as heat sink.
Temperatures from -40℃ to 120℃ can be achieved with a stability of ±0.01℃.
Using simultaneously two different measurement techniques, connected by an
impedance matching resistor network, has two advantages: At first, it allows the
specialization of both circuits to their aims: one for fast and time resolved signals,
another for low voltage and high ohmic resistance read outs. In addition, this
method minimizes the parasitic effects, due to capacities and inductivities, which
lead to unwanted voltage and current signals caused by the sudden changes of the
resistance of the device under test.
3.2.2 Software and Data Analysis
Already a single pulse experiment demands for a complex interplay of the electronic
devices, and produces a high amount of data that has to be analyzed. Two software
packages were written allowing the performance and interpretation of elaborate
switching experiments which consist of thousands of recorded pulses.
The hardware of the PET is controlled by a LabView program that manages
the interplay and timing of the electronic and the supply devices. Its modular
style allows an easy implementation of new devices and changes in the chain of
commands. While all basic routines are programmed in that LabView code, and
can be operated by a few mouse clicks, the design of a multi pulse experiment has to
be written in a custom-made script language that allows the usage of variables and
for-loops to change pulse parameters systematically. Therefore, the programming of
an arbitrary switching experiment necessitates not more than some lines of written
code.
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Each pulse event creates two data files. One contains the oscilloscope’s traces,
the second contains all metadata, like set parameters, single value measurements,
and setup parameters. These data files are numbered and stored in a folder system,
representing the investigated material, the used piece of wafer, and the cell number.
The analysis software is written in MatLab. It uses the same folder system as
the LabView control software, to load the raw data and to store the results in a
corresponding results folder system. Therefore, an accidental mixing of data from
experiments on different chips or materials is excluded. Another benefit of this fix
data storage system is the possibility to program the analysis algorithms as gen-
erally usable modules, avoiding unnecessary work, when changing the investigated
material or single modules of the experiment’s work flow.
A special computer with 16 GByte memory enables comparison of features in
hundreds of recorded pulses with thousands of data points in each trace. In prin-
ciple, two kinds of result plots are essential. The one kind contains all the time
resolved data (e.g. Fig. 3.7) and shows the development of voltage, current, or
related parameters during a single pulse. Traces of related pulses can be plotted in
common axes to allow time related comparison of different pulse set parameters.
However, those plots contain a wealth of information, and are hard to interpret.
Therefore, a second type (e.g. Fig. 4.3) is necessary which focuses on selected pa-
rameters, extracted from the time resolved data, and allows comparison of single
aspects.
3.2.3 Calibration and Testing
Reliable results, obtained from switching experiments in phase-change memory
cells, require an extensive calibration and testing of the setup, the software, and
the samples.
Parameters of the contact board, like amplification factors and signal trans-
mission through cables and connectors, are determined using both precise dc-
equipment9 and a network analyzer10. Using non-active memory cells with tita-
nium (short sample) or a dielectric (open sample) instead of a phase-change layer,
both extreme signal ways through a memory cell can be tested. With this test
cells, the parasitic capacitance (∼100 fF) of probes and samples are determined
and considered in the data analysis11.
The signal quality of both pulse generators is displayed in Fig. 3.7. The shortest
possible pulses of both sources are plotted for comparison. While the pulse gener-
ator’s minimal pulse edge length is 2 ns the AWG can create 800 ps edges. Hence,
9Keithley 236 sourcemeter.
10Rhode & Schwarz ZVL Network Analyzer 3 GHz.
11Profound details concerning the parasitic capacitances are reported in [Wimmer:2010].
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Figure 3.7: Time resolved measurement of the shortest possible voltage pulses
that can be generated with the arbitrary waveform generator (AWG) and the pulse
generator. The full width half maximum (FWHM) of the AWG is with ∼1 ns much
shorter than the FWHM of the pulse generator ∼3 ns.
the AWG’s shortest pulse has a full width at half maximum of ∼1 ns, while the
pulse generator’s is about 3 ns.
Figure 3.7 displays the time resolved voltage measurement on a test cell using the
contact board. The time resolved current measurement of cells does not provide
the same signal quality, because of additional response times and slew rates due
to the OPAs in the current recording path. This difference in important for the
interpretation of the experimental results in the following chapters: On one hand
it is possible to apply very short and clean voltage signals on a test cells. On the
other hand the time resolved current measurements can be affected by additional
setup components. Especially signal components above 500 MHz (pulse features
below 2 ns) can be altered and damped. In extreme cases like threshold switch-
ing experiments with high and steep pulses, the current signal can be suppressed
completely.
3.2.4 Pulse Parameter Definition
To simplify the specifications of the set parameters of different pulses, the following
notation will be used in the next chapters. The standard pulse, used in the most
experiments, are trapezoidal, and therefore, need four parameters to be defined:
pulse height (ph), leading edge (le), plateau length (pl), and trailing edge (te).
The pulse edge length is defined as the time which is necessary to rise the output
voltage of the generator from 10 % to 90 % of the pulse height. Hence, the pulse
plateau length describes the time for which the output voltage of the generator is
higher than 90 % of its maximum set value. An easy and short way to notate these
parameters is: ph, le/pl/te.
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For example, 1.8 V, 19/128/19 ns will describe a trapezoidal pulse with a pulse
height of 1.8 V, a plateau length of 128 ns, and with leading and trailing edge
lengths of 19 ns each. The term pulse length will be used to describe the effective
pulse length of pulses with the shortest possible edges. In this case, pulse length
is equal to the plateau length.
3.3 Sheet Resistance Measurements - van-der-Pauw Setup
Switching experiments in memory cells are a powerful tool to investigate the ki-
netics and electronic effects during the phase transitions on short timescales. They
can be complemented with high sensitive electric measurements on long timescales.
Temperature dependent resistance measurements on unstructured thin films pro-
vide insight in both crystallization temperatures, thermal activated carrier trans-
port, and allow investigation of the drift mechanism in amorphous phase-change
materials (chapter 6). These properties could be investigated using memory cells,
but the highly demanding production process would hinder a fast material screen-
ing, and the two-point measurement technique is not optimized for recording small
changes in resistance. Therefore, amorphous as deposited phase-change layers on
insulating substrates and the van-der-Pauw method for sheet resistance measure-
ments [Pauw:1958] were chosen for this task.
The resistance of amorphous phase-change films can reach some hundreds of
Gigaohms, and the activation energy for conduction will change the resistance
significantly with slightest fluctuations of the sample’s temperature. Hence, both
a sensitive measurement system and a high-precision temperature control has been
built, and will be presented in the following sections.
3.3.1 Setup Description
The van-der-Pauw setup (vdP) is a combination of a contact heater device and a
four-point probe system. Probe heads and contact heater (Fig. 3.8) are placed in a
vacuum chamber to allow a good control of the ambient atmosphere (argon 6.0) and
pressure (5 mbar to 1080 mbar). Guarded triaxial cables connect the probe heads
with a custom-made switch matrix12 to allow the source and sense alternation for
the van-der-Pauw measurement technique using a Keithley 236 sourcemeter and
an Agilent 34401A voltmeter.
The standard sample is a phase-change layer13 on a glass substrate14 with chro-
12Profound details regarding the switch matrix can be found in [Schlockermann:diss].
13Dimensions: 1 cm×1 cm of 100 nm thickness; deposited by dc magnetron sputtering (sec. 3.1.1).
14Dimensions: 2 cm×2 cm of 0.5 mm thickness.
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Figure 3.8: Picture of the van-der-Pauw setup. Square shaped phase-change
film and chromium contacts on a glass substrate. The probing needles press the
sample against the contact heater.
mium or aluminum15 contact pads, which ensure electrical contact through a not-
oxidized interface with the phase-change layer as shown in Fig. 3.9. Both to connect
the phase-change film with the electronics and to press the sample towards the
contact heater, four probe needles have to be attached to the chromium contact
pads.
A simplified cross section of sample and contact heater is shown in Fig. 3.10. The
sample holder is custom-made from copper with cavities for a temperature sensor16
and four electric heating cartridges. A copper tube coil is attached to this copper
block to allow fast cooling using compressed air. Via a control box the heater is
connected with the computer.
Also chamber atmosphere, electronic devices, and switch matrix are controlled
by the computer using a LabView software adapted from the PET. Focus of this
software is the precise timing of temperature read out and heater control. The
developed script language from the PET software (section 3.2.2) was adapted, too,
and allows an individual design of heating and cooling ramps and annealing times
for elaborate experiments.
15Deposited by dc magnetron sputtering process comparable to process for titanium (sec. 3.1.1).
16Precise platinum resistor: PT 100.
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Figure 3.9: Sample geometrie for van-
der-Pauw setup. Square shaped phase-
change film and chromium contacts on
glass substrate. The probing needles
connect the sample to the electronic
measurement devices, and press the
sample against the contact heater.
glass substrate
0.5 mm thick 
Cr contact
phase-change film
probe
Calibration experiments17 have shown that the temperature stability of the cop-
per block is ±0.01℃, and that heating and cooling rates up to 180℃/min are
possible. Using additional temperature sensors, attached to standard glass sub-
strates, the surface temperature was measured during different heating/cooling
procedures and for different annealing temperatures. Those experiments revealed
a small temperature mismatch between the surface of the sample and the copper
block. This is considered in a calibration table for the heater control, and leads to a
surface temperature accuracy of ±2℃, while temperature fluctuations are smaller
than 0.01℃.
Depending on the resistance of the sample, a sheet resistance measurement re-
quires different integration times. Resistances up to 1 MΩ can be determined within
some seconds, while for higher ohmic samples (up to 500 GΩ) the capacitance of
sample and setup necessitates integration times up to 1 minute. The software uses
a change-of-deviation method to check if the elapsed integration time was sufficient
and optimizes the time for each measurement point without losing data precision.
In summary, the experimental tools to investigate phase-change materials in
memory cells have been presented in this chapter. Besides the description of a
possible way to create state-of-the-art memory cells in mushroom design, the basic
working principles of two custom made setups have been explained. The devel-
opment of both setups, described in this chapter, was mandatory to enable the
experiments which are presented in the next chapters.
17Further details can be found in the diploma thesis of Ru¨diger Schmidt [Schmidt:2010].
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copper block - contact heater
glass substrate, 0.5 mm thick 
PT 100
heater
phase-change film
Cr contact
pr
ob
e
Cr contact
pr
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e
heater
Figure 3.10: Schematic of the van-der-Pauw setup. Square shaped phase-change
film and chromium contacts on glass substrate. The probing needles press the
sample against the contact heater, which uses four heating cartridges and a copper
tube coil for precise temperature regulations. The copper block temperature is
measured using a PT 100 platinum resistor.
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4 Phase Transition in Memory Devices
Driving force of all efforts described in this thesis was meeting the challenge to
investigate and to understand the electronic switching mechanisms in phase-change
materials. To achieve that goal, test cells (chapter 3.1) were created and a setup was
built (chapter 3.2). The next step was to developed measurement routines which
allow the systematic investigation of the switching behavior of different phase-
change materials.
The first part of this chapter will describe the different pulse patterns which are
necessary to switch memory cells between well defined states. Later, the results of
these switching experiments on different phase-change materials will be discussed.
This chapter will focus on the low-voltage state of the cells in dependence on dif-
ferent shapes and strengths of applied test pulses. The high-voltage states and the
phenomena during the electronic switching, like threshold switching and threshold
recovery time, are topic of the next chapter.
A powerful method to visualize the effect of different pulse parameters on the
cell resistance is a refined power-time-effect (PTE) diagram. PTE diagrams are
commonly used in optical phase-change switching experiments to summarize the
change of the material’s reflectance due to applied laser pulses of different intensity
and length. For electronic switching experiments, it is reasonable to change from
pulse power to applied voltage or induced current. Therefore, two diagrams will
be used in this chapter: current-time-resistance (CTR) and voltage-time-resistance
(VTR) diagrams, where the low-voltage cell resistance will be used as the investi-
gated effect. To avoid confusion, both diagrams will be referred as PTE diagrams,
as this name has been established for both kinds of diagrams.
4.1 Initialization Procedures in Mushroom Cells
Despite careful and homogeneous sample preparations, the test cells show slight
variations. This can have an effect on the switching behavior and on the cell
resistances. Before a switching experiment can be performed on a new phase-
change cell, some initialization procedures have to be applied to ensure comparable
initial states (section 4.1.1).
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Another important aspect for reliable experimental data is the handling of the
cell’s history. After SET or RESET operations1, there can be residual amorphous
volumes within the switchable volume of a cell. Those volumes can have a signifi-
cant influence on the switching behavior. Section 4.1.2 presents some techniques to
eliminate the cells history and recreate a well defined initial state on which different
pulse parameters should be tested.
4.1.1 Cell Training
The most common effect is a major change of the switching current after a strong
pulse was applied. To avoid those characteristic changes of a cell during an exper-
iment, it is useful to apply some pulses in advance, which are higher and longer
than the strongest pulse during the experiment. But very long (some µs) and
high pulses (>1.6 V) can damage the cell, and therefore, have to be applied with
care. Thus, a method was required to prepare the cell for very strong pulses and
to minimize changes of its characteristics during experiments.
A pattern of short (<200 ns) pulses with increasing height (up to 2.2 V) was
developed. Three pulse types were used in alternation: 1) a long edge pulse with
rising pulse height, 2) a long plateau pulse with constant pulse height, and 3) a
short pulse with rising pulse height (see Fig. 4.1). The rising pulse height increases
the induced heat in the cell and increases the size of the molten volume above the
heater. The pulse with the constant height secures the crystallization of material
very close to the heater. In combination with the long edge pulse, the crystallized
volume of the cell will increase with every iteration, while the short pulse will
amorphize the same volume afterwards. Therefore, the phase-change material in
the cell will be crystallized and amorphized consequently, and the atoms of the
active volume will be mixed. Due to the increasing of the pulse height, this mixing
will be expanded to a larger volume with every iteration.
Cells which were initialized using this pattern showed very reliable and repro-
ducible results during the experiment, and repetitions of the experiments reproduce
those results within the errors.
4.1.2 Recreate Initial State
Testing the influence of different pulse parameters on various cell states leads un-
avoidably to incomplete SET and RESET states and residual amorphous clusters
within the switchable volume of the cell. Hence, it is important to delete the
cells history before the next test pulse is applied. As shown by Lacaita et al.
[Lacaita:2004], there is a broad variety of residual amorphous configurations for
1See chapter 1.2.
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Figure 4.1: Pulse pattern for cell training. Three pulses have been repeated with
increasing heights of pulses a) and c). a) Pulse with long trailing edge. b) Pulse
with long plateau length. c) Short pulse.
incomplete SET states. To recrystallize the programmable volume of the cell, it
is essential to heat up the whole volume long enough, and to cool it down using a
shallow voltage ramp. This could be realized with a pulse of the maximum height
used in the experiment and a trailing edge of some microseconds. But such a pulse
will destroy the cell after some hundreds of repetitions, and is therefore not suitable
for elaborate experiments with thousands of parameter variations.
A more gentle treatment of the cell can be realized by using two pulses in com-
bination to erase all amorphous residuals. A first pulse with the maximum height,
used in the experiment, but with an very short plateau length of some nanoseconds
and a trailing edge of around 200 ns. This pulse will heat and crystallize the outer
part of the switchable volume, but cause a melt-quenching of the inner part next
to the heater. A second pulse with a moderate pulse height, but a long plateau,
can recrystallize that inner part without melting any volume within the cell. Using
this pulse pattern, the cell can be recrystallized reliably without damaging the cell,
and it secures the absence of any amorphous residuals.
4.2 Nanosecond Switching in GeTe Memory Cells
A large variety of phase-change materials has been investigated during the last
decades. Most materials which have been proposed as candidates for phase-change
memory were already implemented successfully in optical data storage. Ge2Sb2Te5
and AgIn-doped Sb2Te can be found in rewrite-able CDs and DVDs, and the results
of their electronic switching experiments are shown in section 4.3 and 4.4.
In this section, the results of GeTe will be presented; a material, which has
left the focus of investigations in the late 1980’s, because two properties of GeTe
complicate the integration in industrial applications. At first, there is a a strong
dependency of crystallization speed and crystallization temperature of GexTe1−x
on the exact value of x, as reported by Chen et al. [Chen:1986]. Secondly, there is a
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Figure 4.2: Pulse pattern. To ensure a uniform and reproducible initial state,
each test pulse was preceded by both a full SET (3 kΩ) and a subsequent RESET
(6 MΩ).
significant dependency of x on the exact parameters of the sputtering process. The
combination of these two properties results in a large spread of nucleation speeds.
Therefore, this material became less interesting for the industrial applications,
although Chen et al. already reported recrystallization speeds in the range of 30 ns.
The following section will show results and explanations why GeTe is one of the
most promising candidates for a phase-change memory. Due to its switching time
of 1 nanosecond [Bruns:2009], it can compete with the write and read times of a
state-of-the-art DRAM.
4.2.1 Experimental Parameters
As crystallization is the time critical transition for a high speed memory device,
an experiment was designed to determine the minimum pulse length necessary for
a complete SET of the cell. The influence of both pulse length and pulse height
should be investigated, which leads to a two dimensional parameter scan (Fig. 4.2).
Each iteration step consists of four single pulses and two read out measurements.
At first, a secure SET was performed using a two pulse method2 (see section 4.1.2)
that leads to a cell resistance of 3 kΩ. Afterwards, the cell was switched to the
RESET state using a short amorphization pulse3. The resulting resistance of the
cell was determined carefully using the lock-in technique (Chapter 3.2.1).
Subsequently, the test pulse was applied, followed by another resistance mea-
surement. For the first part of the experiment presented, the test pulse height
was increased starting from 0.6 V up to 2.0 V with an increment of 0.1 V. When
the maximum value was reached, the pulse height was set back to the start value
for the next iteration, and the pulse plateau length was increased in a logarithmic
2Pre-crystallization: 2.0 V, 19/20/190 ns; Init-crystallization: 1.0 V, 19/128/19 ns
3RESET pulse: 2.0 V, 19/16/2 ns.
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Figure 4.3: PTE diagrams for GeTe. Cell resistance after application of SET
pulses with different amplitudes and lengths, each starting from the amorphous
RESET state. The color of a data point represents the cell resistance after the
test pulse.
way, starting from 1 ns up to 128 ns following the formula: 2x with x = 0:0.5:7 (see
footnote4), with leading and trailing edges of 2 ns each.
The second part of the experiment investigated four different RESET states,
which were obtained by changing the pulse height of the amorphization pulse from
1.8 V to 1.9 V, 2.0 V, and 2.2 V. The increment size of both pulse height and length
was increased, and the higher maximum amorphization pulse height of 2.2 V neces-
sitated a higher maximum crystallization pulse height. Therefore, the scan steps
of the test pulses for the second experiment was set to: height = 0.6:0.2:2.2 V and
length = 2t ns with t = 0:1:7.
4.2.2 Crystallization Window
The experimental results, revealing the influence of the applied voltage and pulse
length on a defined RESET state, are summarized in Fig. 4.3 presented as a PTE
diagram. Each colored square in the diagram represents the cell resistance after a
test pulse of the applied parameters represented by the x- and y-coordinates. The
color code’s scale is logarithmic to visualize the large resistance changes induced
4Notation for incremental iteration, used in MatLab to display for-loops: x = a:b:c describes an
increase from x starting with the value a up to c with an increment of b.
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by the test pulses. Due to the high resistivity of GeTe’s amorphous phase, the
resistance of the RESET state is very high (∼ 6 MΩ), indicated by red squares. As
a consequence of the high contrast to the resistivity of GeTe’s crystalline phase of
six orders of magnitude (table 4.2), even very thin layers of amorphous material
above the heating electrode induce a significant change of the cell resistance.
The initial state before each test pulse was a RESET state with 6 MΩ cell re-
sistance which was conserved, if the test pulse’s height was below the threshold
voltage of this state; in this case ∼ 0.9 V. If the applied voltage Ua exceeds the
threshold voltage Uth, and the pulse length is long enough, then the cell resistance
will decrease to ∼ 3 kΩ, represented by blue squares. In the case that Ua is larger
than Uth, but the pulse length is shorter than the time needed for a complete crys-
tallization at the induced temperature, the resistance will not reach the minimum,
but an intermediate value. A further scenario would be the case that Ua is so large
(>1.5 V) that not only Uth is exceeded, but also the evoked current is high enough
to melt parts of the phase-change material, and causes a re-amorphization.
These constraints lead to a crystallization window of pulse parameters, indi-
cated by blue squares in Fig. 4.3. At the optimum pulse height of around 1.3 V,
crystallization starts at pulse lengths of 2.8 ns. The SET state with the lowest
resistance is reached for pulses longer than 8 ns. These crystallization times are
significant smaller than those reported for laser switching experiments in GeTe
[Nakayoshi:1992, Coombs:1995]. Furthermore, the observed crystallization speed
exceeds even those announced for electronic devices [Lankhorst:2005, Chen:2006].
These differences in crystallization speed can be explained by the nucleation and
growth model.
4.2.3 Growth Dominated Recrystallization
One of the major differences concerning the recrystallization in phase-change mem-
ory devices and the first crystallization in amorphous as deposited thin films is the
presence of crystalline residuals in contact to the amorphous volume. In both
electronic and optical phase-change data storages the RESET process creates an
amorphous volume in a crystalline surrounding. Subsequent recrystallization of
this volume is affected by the interface to the crystalline material.
As discussed in chapter 2.1, the crystallization process can be described as form-
ing and subsequent growing of crystalline nuclei. To describe the recrystallization
process in phase-change devices the presence of a device dependent crystalline sur-
rounding has to be taken into account. At the interface to this surrounding the
growth process can start without prior nucleation processes. Materials with low
nucleation rates but high growth speeds are assumed to be growth dominated in
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Figure 4.4: Two-dimensional sketch of crystallization in phase-change devices.
For larger devices, both nucleation and crystal growth have significant influence
on the crystallization time. Smaller volumes can crystallize even before a nucleus
has been formed in the switchable volume.
their recrystallization process [Pieterson:2005]. Their recrystallization times show
a strong dependence on the device size. Smaller amorphous volumes can be recrys-
tallized faster by growth from the crystalline rim than large volumes. In contrast,
nucleation dominated materials have a high nucleation rate which leads to the for-
mation of crystalline nuclei in the amorphous volume, faster than the crystalline
order can grow from the rim the volume. The recrystallization time of a devices
build from these materials will not depend on the size of the amorphous volume.
This definition of nucleation and growth dominated materials has been developed
for switching experiments with optical laser pulses and amorphous spots with di-
ameters of around 1 µm. However, there is a further aspect which has to be consid-
ered: the total size of the amorphous volume. The distinction between nucleation
and growth domination is based on relative changes of the size of the amorphous
volume, but it is possible to change the dominating mechanism by changing the
device size by several orders of magnitude. As sketched in Fig. 4.4 the formation of
crystal nuclei within the amorphous volume is important to recrystallize larger vol-
umes. If the switchable volume’s size becomes comparable with the nuclei sizes the
amorphous material will recrystallize by growth from the surrounding crystalline
rim. Therefore, every material should become growth dominated, if the device
dimensions become small enough.
Based on this hypothesis, the fast recrystallization times in Fig. 4.3 can be ex-
plained by change of the dominating crystallization mechanism. In earlier pub-
lications of optical switching experiments [Chen:1986, Huber:1987, Coombs:1995]
GeTe was identified as a nucleation dominated phase-change material and crys-
tallization times of around 100 ns were observed. If GeTe memory cells show a
growth dominated crystallization mechanism, this would enable recrystallization
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Figure 4.5: PTE diagrams for GeTe. Pulse parameters for crystallization were
tested on four different initial states. With increasing size of the initial amorphous
volume, the crystallization window shrinks. This proves the domination of the
crystal growth mechanism in small phase-change devices.
speeds much faster than those observed in laser experiments which are limited by
the nucleation rates. But how to prove this theory?
Besides rescaling the device, in terms of layer thickness or heater diameter, a
further possibility to decrease the size of the amorphous volume is the modification
of the RESET parameters. A smaller pulse height of the amorphization pulse
will induce less heat, and the radius in which phase-change material will melt will
become smaller. This will be accompanied by a smaller cell resistance after the
RESET. To prove this model, the second part of the experiment (compare section
4.2.1) was performed, which is summarized in Fig. 4.5.
The recrystallization parameters of four different RESET states were investi-
gated. A simplified model of the cell cross-section is sketched in the upper part
of Fig. 4.5. The different initial states are indicated by rising resistances result-
ing from larger amorphous hemispheres (red) above the heating electrode (yellow)
in the surrounding crystalline material (blue). Below the cross-sections, the PTE
diagrams are plotted which summarize the results of the parameter scan of the
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corresponding initial state. The upper of two PTE diagrams is the CTR5, while
the lower one is the corresponding VTR6.
This quiet complex figure contains a lot of information about the behavior of
the phase-change material GeTe. The most obvious trend is the shrinking of the
crystallization window for higher ohmic initial states in two dimensions. Comparing
the threshold voltage Uth, which has to be overcome to induce a significant current
through the device, there is a clear trend to higher values for higher ohmic initial
states. As published by Krebs et al. [Krebs:2009], there is a correlation between
Uth and the thickness of the amorphous layer. This leads to the interpretation that
the applied electric field at which the threshold switch occurs is a characteristic
parameter for a phase-change material. Therefore, the increasing threshold voltages
in Fig. 4.5 confirm the assumption that the thickness of the amorphous volume
correlates with the initial cell resistance.
A correlated, unwanted effect of a higher Uth is a loss of information regard-
ing the influence of lower switching currents. As soon as the threshold switch
occurs, the phase-change material switches to its amorphous ON state (compare
chapters 2.2 and 5), and therefore, the cell resistance plummets to its ON state
value (Ron≈ 2 kΩ), which prohibits recording of currents lower than I = Uth/Ron
and leads to white areas in the CTRs.
To investigate the dominating recrystallization process, the time dependence of
the crystallization window has to be analyzed. While 1 ns pulse length is sufficient
to recrystallize the 2 MΩ-state (Fig. 4.7), the 4 MΩ-state needs at least 2 ns to reach
a similar resistance below 10 kΩ, but still shows a significant decrease of resistance
within 1 ns. Looking at the results of the 5 MΩ-state, the trend can be confirmed:
4 ns are necessary to SET below 10 kΩ, and the resistance change induced by a 1 ns
pulse becomes smaller. Starting from the 6 MΩ-state, there is no resistance change
due to a 1 ns pulse at all, and a SET below 10 kΩ needs at least 8 ns. The time
to SET the cell below 10 kΩ, as a criterium for a nearly full SET, will be defined
as tset. The trend of tset confirms (Fig. 4.6) a growth dominated recrystallization
process in small amorphous volumes surrounded by a crystalline phase.
4.2.4 Competing with DRAM Speed
The observed change of GeTe to become growth dominated at small dimensions
could be the breakthrough in the design of ultra-fast phase-change memories: the
speed of phase-change memory devices can be increased by shrinking the cell di-
mensions. Only, the device has to be designed to have a surrounding crystalline rim
5Current-Time-Resistance diagram; induced current, pulse plateau length, resistance after pulse.
6Voltage-Time-Resistance diagram; applied voltage, pulse plateau length, resistance after pulse.
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Figure 4.6: SET times for GeTe and Ge2Sb2Te5. The SET time has been defined
as minimum pulse length necessary to obtain a SET resistance below 10 kΩ.
Partial SET times indicate the minimum pulse length necessary to decrease the
RESET resistance to a partial SET state. The fraction of amorphous volume was
estimated from minimum and maximum RESET resistances. GeTe recrystallizes
16 times faster than Ge2Sb2Te5.
to enable crystal growth without prior nucleation. Until now, memory manufac-
turers try to increase the operating speed of phase-change devices by implementing
phase-change materials with faster intrinsic crystallization mechanism. Tailoring
phase-change alloys and doping of already established candidate materials is consid-
ered to be the most promising method to increase switching speeds. However, the
results of this chapter could open a new path towards a non-volatile phase-change
memory with DRAM speed. Instead of searching a fast nucleating phase-change
material, a fast growing material can be used in as small as possible designed
memory cells.
Shrinking the cell dimensions is not a new concern of memory manufacturers.
To improve storage density, energy consumption, and production costs, there is
an ongoing attempt to decrease the minimum feature size (compare technology
node7) in lithographic procedures to create smaller structures in all silicon based
electronic devices. Unfortunately, some technology concepts can not be scaled down
as fast as the technology node decreases. The dielectric layers of many field effect
transistor (FET) devices must have a certain thickness to prevent device failure
due to unwanted electron tunneling. High-K dielectrics have been used to enable
small FETs using the state-of-the-art 22 nm technology node, but it is not certain,
7The technology node describes the minimum feature size which can be created on computer
chips with the current equipment. The memory chips used in this work were created in a
90 nm line. In 2011, the first companies have introduced 22 nm node.
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Figure 4.7: Cross-section of
Fig. 4.5 through the CTR of
the 2 MΩ-state. Cell resistance
versus pulse current for applied
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if further down scaling is possible. These issues concern flash memory devices,
because their storage principle is based on electrons captured in a floating gate
isolated by a thin dielectric layer. Other than that, phase-change memory devices
do not suffer from future down scaling, but will be improved in at least one of the
major critical properties: switching speed.
As presented in section 4.2.3 the crystalline growth mechanism becomes more
important in small devices than in larger ones. A simple estimate to describe the
critical device size which separates growth dominated recrystallizing devices from
nucleation dominated can be the average nucleus size observed in optical switching
experiments. When the cell dimensions become less than this average nucleus
size8 every material will become growth dominated, and therefore, the nucleation
time becomes negligible. In optical data storage, a fast nucleation mechanism
was important for a fast recrystallization of large laser spots. Hence, some phase-
change materials with fast growth speeds can be candidate materials for electronic
memories, although they have not been used in optical applications, because of
their slow nucleation rate, Growth velocities of 30-50 m/s have been reported for
several of such candidate materials [Pieterson:2003].
As mentioned at the beginning of this section, GeTe suffers from a strong de-
pendency of its crystallization speed on the precise stoichiometry [Chen:1986,
Raoux:2009b]. However, GeTe has the potential to be implemented in electronic
memory, if the results of Coombs et al. [Coombs:1995] are considered. They con-
firm the strong dependency of the nucleation time on stoichiometry, but they reveal
an only weak correlation between growth speed and stoichiometry. Therefore, com-
bined with the results of this chapter, the influence of stoichiometry becomes less
important for small, growth dominated electronic memories.
8GeTe shows an average nuclei size of 100 nm in laser experiments [Huber:1987].
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In conclusion this experiment has proven the possibility to recrystallize amor-
phous phase-change volumes within a few nanoseconds, and therefore, the potential
to compete with state-of-the-art DRAM technology in terms of speed. In addition,
the observation of crystal growth domination in small devices provides the oppor-
tunity to increase the SET speed by scaling the devices.
The following two sections will focus on two of the most established phase-change
materials, Ge2Sb2Te5 and AgIn-doped Sb2Te, to support the findings observed for
GeTe. Each material represents one class of materials which are dominated by
a different recrystallization mechanism. Ge2Sb2Te5 is known for its nucleation
dominated recrystallization [Coombs:1995], while AgIn-doped Sb2Te shows a fast
growth dominated recrystallization [Lankhorst:2003, Pieterson:2005].
4.3 Switching Experiments with Ge2Sb2Te5
Since 1987, Ge2Sb2Te5 is used for rewritable optical data storage [Yamada:1987].
Due to its high nucleation rate [Coombs:1995] and its chemical stability, it was,
and still is, the most representable material for all phase-change devices. In the
field of phase-change device research, there is no second material which has been
investigated by so many groups and in such a high number of publications.
The main idea of the experiment described in this section was the attempt to
generalize the results obtained from the GeTe experiment. Transferring the con-
clusions to are more general level could lead to fundamental understanding of the
behavior of phase-change materials in electronic devices. Unfortunately, it is not
possible just to change the phase-change layer from GeTe to Ge2Sb2Te5, and redo
the experiment. Some important properties of Ge2Sb2Te5 differ from those of
GeTe; this necessitates changes of the pulse parameters to test the SET speed.
The resistivity of Ge2Sb2Te5’s amorphous phase is around one order of magnitude
smaller than GeTe’s, and both melting and crystallization temperature differ from
each other (see table 4.1 and 4.2). Therefore, the pulse parameters of all three
initialization pulses had to be changed to create four different initial states with
comparable sizes of the amorphous volumes used in the previous experiment.
The results are summarized in Fig. 4.8. By using different scales for voltage, cur-
rent, and cell resistance, compared to Fig. 4.5, it is possible to obtain a comparable
viewgraph. As mentioned before, the exact size of the amorphous volume of the
initial state could not be determined, and therefore, comparison of initial states
of GeTe and Ge2Sb2Te5 with the same size of the amorphous material can only
be done in a qualitative way. To improve the degree of comparability, the maxi-
mum possible RESET resistance of both materials was used as a hint what pulse
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Figure 4.8: PTE diagrams for Ge2Sb2Te5. Cell resistance after application of
SET pulses with different amplitudes and lengths, each test pulse was applied to
the reinitialized amorphous RESET state. The color of a data point represents
the cell resistance after the test pulse.
height leads to a full volume RESET of the cell. Additionally, the minimum pulse
height for amorphization was determined. This minimum value was defined as the
pulse height which was necessary to increases the cell resistance from a SET signif-
icantly. Using those two parameter sets, four different initial states from minimum
to maximum RESET state were chosen.
At first glance, it is obvious that the crystallization window of Ge2Sb2Te5 is
much smaller. The timescale of the PTE diagrams has not been changed, and
therefore, switching speeds can be compared directly. While the lowest possible
RESET state of GeTe could be recrystallized within 1 ns Ge2Sb2Te5 can not be
recrystallized below 16 ns. Also the highest possible RESET state of GeTe can be
recrystallized much faster than the highest initial state of Ge2Sb2Te5. Already 4 ns
long pulses lead to a change of GeTe cell resistance of two orders of magnitude,
while Ge2Sb2Te5 does not reach a SET resistance below 64 ns. However, the trend
of increasing SET times for initial states of higher resistance can be observed, too.
This finding can be understood, if the crystal growth velocity of GeTe is a factor
of 16 higher than the one of Ge2Sb2Te5.
There is one major difference in the crystallization behavior of Ge2Sb2Te5 com-
pared to that of GeTe. Having a closer look at the change of the resistance due to
a certain applied voltage, it is noticeable that GeTe shows a sharp transition, while
there are intermediate states in the diagram for Ge2Sb2Te5. The slower SET mech-
anism of Ge2Sb2Te5 allows partial crystallization of the switchable volume, while
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Table 4.1: Crystallization and melting temperatures of phase-change materials.
The crystallization temperatures have been determined by sheet resistance mea-
surements (chapter 3.3), and the melting temperatures have been taken from
(a)[Kalb:2006], (b)[Kloeckner:2007].
Tcrys (K) Tmelt (K) Tcrys/Tmelt (K)
AgIn-doped Sb2Te 433 807
(a) 0.54
GeTe 423 916(a) 0.46
Ge2Sb2Te5 463 985
(b) 0.47
the very fast growth of the crystalline order in GeTe leads to an complete SET or
no SET on the observed time scale. In addition, the differences in crystallization
between GeTe and Ge2Sb2Te5 which have been reported by Siegrist [Siegrist:2011]
can affect the switching in memory cells to. Siegrist reported intermediate states
between amorphous and crystalline order which, among other things, affect the
resistivity of phase-change materials. Therefore, it is possible that the amorphous
volume in a memory cell crystallizes completely in terms of size, but the atoms
achieve only an intermediate state of order.
Further differences between these two materials are compensated through the
scaling of the diagrams’ axes. On one hand, the lower threshold voltage Uth of
Ge2Sb2Te5 allows switching currents at lower voltages. It is worth mentioning
that Ge2Sb2Te5 shows a much weaker dependency of Uth on the initial state than
GeTe. On the other hand, the lower melting temperature Tmelt of Ge2Sb2Te5
allows reamorphization with much smaller currents. Increasing the applied voltage
in Ge2Sb2Te5 above 1.0 V evokes currents around 0.4 mA, which lead to partial
melting and quenching of the switchable volume, and therefore, to cell resistances
higher than the minimum SET value. That effect can be observed in GeTe too,
but at least 1.6 V are needed to evoke the melting current Imelt of around 1.2 mA
(experimental results are summarized in table 4.2).
Imelt is not proportional to the melting temperature of the material. Material
properties like resistivity of the crystalline, or more precisely of the ON state, also
have an influence on the induced heat. The Joule heating depends on the applied
power P = R · I2, but the reached temperature will be affected by the material’s
thermal properties like thermal conductivity and heat capacity.
Concerning the different resistivities of the phase-change materials a further axis
was rescaled to simplify the comparison with the results of the GeTe cell. Changing
the scale of the color code helps to visualize the change from RESET to SET. The
lower resistivity of Ge2Sb2Te5 was taken into account resulting in a comparable
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Table 4.2: Electrical properties of phase-change materials. Values have been
determined using the institute’s equipment. Temperature, sample age, and stoi-
chiometric changes due to sample treatment, have a large influence (chapter 2),
and therefore, the listed values are not precise measurements, but guidelines that
allow comparison of different materials. Values of tset correspond to full RESET
initial states.
ρamo(Ωcm) ρcrys( µΩcm) Imelt (mA) tset (ns)
AgIn-doped Sb2Te 60 1.0 1.0 < 1
GeTe 2000 4.3 1.2 8
Ge2Sb2Te5 1000 85 0.4 128
color pattern as shown for GeTe to display the change of state by red to blue
colored squares.
In conclusion, the experiment with Ge2Sb2Te5 confirms the observation that
increasing SET times for increasing resistances of the initial states can be described
using the crystalline growth model. Additionally, it allows to compare important
properties of the two phase-change materials.
4.4 Competing Material: AgIn-doped Sb2Te
As the computer market developed, and demanded faster storage devices, the in-
dustry began its search for faster crystallizing materials for next generation optical
media. Soon AgIn-doped Sb2Te [Iwasaki:1993] was established as a competing ma-
terial next to Ge2Sb2Te5, but in spite of the technological usage of AgIn-doped
Sb2Te, less publication can be found compared with Ge2Sb2Te5. A detailed in-
vestigation of AgIn-doped Sb2Te is provided in the phd-thesis of Walter Njoroge
[Njoroge:2001]. The fast growth material AgIn-doped Sb2Te [Lankhorst:2003] is
a promising candidate for sub-nanosecond switching in phase-change memory de-
vices, and was therefore tested to compare its suitability in technological applica-
tions with the one of GeTe and Ge2Sb2Te5.
Hence, an experiment using AgIn-doped Sb2Te phase-change cells was performed
as described in chapter 4.2.1. Pulse parameters and the scaling of the PTE dia-
grams have been modified to simplify the comparison with the results of the pre-
viously investigated materials (compare section 4.3). Figure 4.9 summarizes the
experimental results .
The low resistivity of the amorphous phase of AgIn-doped Sb2Te complicates
the analysis of the switching process. SET and RESET states are identified by
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Figure 4.9: PTE diagrams for AgIn-doped Sb2Te. Cell resistance after applica-
tion of SET pulses with different amplitudes and lengths, each starting from the
amorphous RESET state. The color of a data point represents the cell resistance
after the test pulse.
measuring the cell resistance subsequently to a switching pulse. A large contrast in
resistivity of the crystalline and the amorphous phase is one of the requirements for
a large contrast in cell resistances. But in addition, the cell design itself restricts
the minimum cell resistance. This was already shown for GeTe in Fig. 4.7. The
resistance contrast between a complete SET and a full RESET states is around
three orders of magnitude, although the resistivity contrast is around six orders of
magnitude.
The minimum cell resistance is limited by the heating electrode to 3 kΩ. A phase-
change material will not raise this cell resistance as long as its resistivity is less than
ρlimit≈ 500 µΩcm. Therefore, the maximum contrast in cell resistance ∆Rmax is
the ratio of resistivity of the amorphous phase and minimum detectable resistivity:
∆Rmax =
ρamo
ρlimit
(4.1)
Therefore, compared to GeTe and Ge2Sb2Te5, the lower resistivity of AgIn-doped
Sb2Te’s amorphous phase decreases the detectable contrast in cell resistance by
one order of magnitude.
Nevertheless, a well defined crystallization window can be seen in Fig. 4.9. Re-
markable is the fact that the window does not close in terms of pulse lengths. At
the same time, the threshold voltage (Uth) does rise with increasing initial resis-
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tance indicating larger amorphous volumes in higher resistive states. But even the
highest resistive initial state can be crystallized with 1 ns short pulses. Extrapolat-
ing the crystallization window on the logarithmic timescale leads to the assumption
that AgIn-doped Sb2Te can be switched below 1 ns, and therefore, would be the
perfect candidate for a non-volatile memory competing with DRAM in terms of
speed.
To summarize this chapter and the findings regarding memory switching in elec-
tronic phase-change devices, one aspect is worth emphasizing: recrystallization of
amorphous phase-change volumes is possible within 1 ns and even faster. Switch-
ing times are limited by the speed of the recrystallization mechanism. In small
devices, the crystal growth mechanism dominates the recrystallization. Therefore,
down scaling of the device and shrinking the programmable volume will increase
the SET speed. A crystalline surrounding has to be provided inside the memory
cell to allow fast recrystallization without prior nucleation.
Furthermore, the design of an experiment has been presented which allows com-
parison of crucial physical properties of phase-change materials. In addition, a
method has been developed to analyze complex switching results by visual inspec-
tion of PTE diagrams.
Closing the topic of memory switching allows to focus on an effect which was not
discussed in detail so far: Uth is dependent on the pulse length. This observation
is much more pronounced in AgIn-doped Sb2Te than in the other presented phase-
change materials. Known as threshold switching delay time (chapter 2.2), this
effect will be the topic of the following chapter 5.
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5 Transient Phenomena
In contrast to the phase transition which causes non-volatile changes in phase-
change devices, there are also transient phenomena excited by high electric fields.
The most common effect is the threshold switching (chapter 2.2) in chalcogenides,
first reported by Ovshinsky in the late 1960’s [Ovshinsky:1968]. Two aspects of
this very important effect will be the topic of the following sections. At first, the
transition from the amorphous OFF state to the ON state, the threshold switch
itself, will be investigated and discussed in detail (section 5.1). Subsequently, the
results regarding the life time of this electronic excitation will be presented in
section 5.3. All experiments presented in this chapter have been performed for
Ge2Sb2Te5 memory cells.
5.1 Threshold Switching Delay Time
Driven by its importance for industrial applications, the threshold switching in
phase-change materials has been investigated with increasing effort during the last
decade. Especially, the equipment for time resolved measurements in phase-change
memory cells has been improved. With increasing signal quality, more details and
features of the threshold switching have been identified and have opened new sub
topics of investigations. The threshold switching delay time is one of these topics.
In 2008, Lavizzari and Karpov [Lavizzari:2008, Karpov:2008] have reported that
the threshold switching does not occur instantaneously when the applied voltage
on the phase-change cell reaches the threshold voltage. They found a delay time
between voltage application and the resistance drop. In addition, they reported a
correlation between the height of the applied voltage and the length of the delay
time.
Despite the similarities of their findings, Lavizzari and Karpov provide two com-
pletely different explanations for the delay in threshold switching (compare chapter
2.2). Furthermore, the observed delay times in both experiments differs from each
other. Therefore, an experiment was designed to prove those findings and to inves-
tigate the origin of the differences in the observations.
This delay time τd can be investigated at best using rectangular pulses, which
allow a precise determination of the elapsed time between voltage application and
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Figure 5.1: Threshold switching delay. Applied voltages: 770 mV, 790 mV,
870 mV, and 980 mV. Dependent on the pulse height, the sudden current rise
due to the threshold switch is delayed. Higher voltages of the test pulse decrease
the threshold delay time τd, until current and voltage edge occur simultaneously.
material response, which is detectable as a sudden rise in the current signal. There-
fore, an experiment was designed that should reveal the dependency of τd on pulse
height and initial state resistance. Using pulses with very steep leading edges of
1 ns, the delay time can be determined very precisely, as presented in section 5.1.1.
These results will be complemented by a additional experiment (section 5.1.2),
where the leading edge length of the test pulse was varied. In combination, the
results of those two experiments characterize the nature of threshold switching in
a more profound way, and lay the foundation to compare experimental results of
research groups using different experiment designs (section 5.1.3).
5.1.1 Rectangular Pulse Experiment
Four examples of time dependent voltage (applied voltages: 770 mV, 790 mV,
870 mV, and 980 mV) and current measurements of the rectangular test pulses
are shown in Fig. 5.1.
Low applied voltages do not lead to an immediate increase of the current simul-
taneously with the voltage edge. At first, the current increases linearly with time,
but after a certain delay time τd a steep increase in the current signal is measur-
able. Carefully re-initializing the cell’s RESET state allows to iteratively increase
the test pulse’s height to determine the dependence of applied voltage and τd. The
extracted delay times for different initial states are presented in Fig. 5.2. This
semilogarithmic plot reveals the dependency of delay times on the height of the
applied rectangular pulse. The color of each data point represents the resistance
of the initial RESET state.
At first, the discussion of the results will focus on the dark blue data points of a
relatively low resistive state (600 kΩ). Due to the fact that the length of the rect-
angular pulses was 1000 ns, the longest delay time observed in this experiment was
limited to this value. The minimum pulse height necessary to induce a threshold
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Figure 5.2: Exponential decay of threshold delay time τd with increasing applied
voltage. The color code represents different initial states on which the rectangular
test pulses have been applied. (graphic from [Wimmer:2010])
switch in this time is 750 mV. Increasing the pulse height leads to a decrease of
the observed delay time τd. For low voltages, this dependency is very strong. An
increase of only 30 % in voltage causes τd to decrease by two orders of magnitude.
For higher voltages, the influence of the pulse height on the delay time becomes
weaker. The minimum delay time which can be determined by this experiments is
5 ns. Below this limit, the influence of the setup becomes non-negligible and the
analysis of the time resolved data becomes inconclusive. Within the limits of the
experiment, the correlation of τd and applied voltage Ua can be described by an
exponential decay as suggested by [Karpov:2008] (compare chapter 2.2.2).
Extending the experiment to investigate the influence of the initial state revealed
a dependency on the cell resistance, too. A higher resistance of an initial RESET
state has been explained by a larger amorphous volume in the memory cell (see
chapter 4). To test the influence of the size of the amorphous volume on the
threshold switching, the delay time experiment has been performed for different
RESET states indicated by the color code in Fig. 5.2.
RESET states with high initial resistances are difficult to create. In contrast to
low RESET resistances, it is necessary to apply very strong pulses to amorphize
large volumes in a phase-change memory cell. If strong RESET pulses are used,
small variations in the SET state can lead to large variations in the subsequent
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RESET state. Therefore, the distribution of resistances in relation to its mean
value is larger for higher resistances (compare Fig. 4.5, 4.8, and 4.9).
This leads to a broader distribution of tested RESET states in this experiment.
In contrast to the dark blue data points of the 600 kΩ state and the light blue points
of the 900 kΩ state, the measurement sequences of the higher ohmic states do not
show a clear curve in the plot. This inhibits a numerical analysis of the dependency
of τd on the initial state which could be performed by fitting of Karpov’s formula
2.20. Hence, this data will be discussed qualitatively at first, before they will
be used in a quantitative comparison with the experiment presented in the next
section.
For every applied voltage there is a clear influence of the RESET resistance Rinitial
on the delay time. Imaging a vertical line in Fig. 5.2, e.g. through Ua = 1.03 V. The
data points on this line show the correlation between τd and Rinitial. The delay
time increases from 10 ns for the lowest RESET state up to 1000 ns for the highest
RESET state. A second interesting voltage range is between 1.1 V and 1.2 V.
Threshold switching in this range is highly dependent on the length of the test
pulses. Small variations of Rinitial will decide if a test pulse with a typical length
of 10 ns to 100 ns will switch a phase-change cell or not.
A further strong dependency of initial state and threshold switching becomes
visible by looking at horizontal lines in Fig. 5.2. This dependency of the threshold
voltage Uth on the thickness of the amorphous layer has already been published in
[Krebs:2009]. Krebs reported a linear correlation between Uth and layer thickness
for several phase-change materials. Therefore, he introduced a threshold field Eth
as material property. Krebs used a fixed pulse shape to investigate the threshold
switching in phase-change memory cells. He uses trapezoidal pulses with fixed
edge lengths and varied only the pulse height to test the threshold voltage. For
each layer thickness, he increased the pulse height incrementally and measured the
cell resistance after each pulse. The height of the applied pulse which leads to a
significant drop of the cell resistance was identified as threshold voltage. He could
prove that this threshold value depends linearly on the thickness of the amorphous
layer. Therefore, he concluded that the applied field strength induces the threshold
switching and he was able to determine threshold fields Eth for different phase-
change materials.
Figure 5.2 shows a comparable result. Assuming a typical test pulse for a thresh-
old voltage scan has a length of 50 ns. This can be visualized as a horizontal line
in Fig. 5.2 at τd = 50 ns. Data points on this line reveal the correlation between
threshold voltage and RESET resistance (indicating layer thickness) for a fixed
test pulse length. It is obvious that changing the test pulse length will move the
horizontal line, and therefore, will lead to a shift in observed threshold voltages.
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Figure 5.3: Current-voltage diagram of threshold switches during leading edges
of different lengths (color code). The high time resolution of 50 ps between two
data points leads to quasi continuous lines. The snap back voltage decreases with
increasing edge length.
Due to the fact that a applied voltage pulse can not be perfectly rectangular but
will have a finite leading edge length, it is crucial to investigate the influence of
this length on the threshold switching. In the next section a experiment will be
presented which investigates this influence.
5.1.2 Leading Edge Variation
Starting from an initial RESET state, Rinitial = (1.0± 0.2) MΩ, test pulses of 1.6 V
with leading edge lengths between 1 ns and 10 µs have been applied to record the
threshold switching characteristics. The I-V-curves of all those test pulses are plot-
ted in Fig. 5.3. The color code helps to identify the lengths of the different leading
edges used in this experiment. All I-V-curves start from the graph’s origin. When
the applied voltage increases, the induced current does not increase significantly
at first and all colored lines are overlaid and can not been distinguished. At the
point where the threshold switch occurs, the current increases suddenly and the
voltage will decrease (snap back1). After the leading edge segment of the pulse,
1The snap back describes the voltage drop during the threshold switching. The applied voltage on
a memory cell is not equal to the voltage drop over the phase-change layer. Due to the resistance
of the electrodes, the applied voltage is divided according to the ratio of the resistances of the
phase-change layer and the electrodes. The high resistance of the amorphous OFF state leads
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the maximum voltage of 1.6 V is held for 10 ns, followed by a trailing edge of 10 ns.
The I-V-characteristic from this maximum current value is approximately linear
and represents the nearly ohmic nature of the amorphous ON state and the SET
state.
Due to the threshold delay time, the snap back occurs at lower voltages for longer
leading edges. The dark red line of the 10 µs edge shows threshold switching as
soon as 0.75 V is reached. Increasing length of the leading edge shifts the threshold
voltage up to 1.6 V which is the height of the pulse plateau. This indicates that
the threshold switching have occurred after the leading edge segment of the pulse,
because the delay time was shorter than the leading edge length.
According to the results of the previous section, the delay time is dependent
on the applied voltage. Therefore, a higher pulse plateau value should be used to
investigate threshold switching during very short leading edges. But to allow a
direct comparison with other leading edge lengths, also those longer pulses have to
be set to this higher end value. Unfortunately, a stronger pulse could not be used
for longer leading edges, because the induced energy is to high and destroys the
cell.
Looking at the starting point of the snap back (see chapter 2.2), it is obvious
that a definition of Uth using that point does not characterize the material without
considering the slope of the voltage rise. On one hand, very steep leading edges
delay the snap back to very high voltages. On the other hand, there is a minimum
threshold voltage value which can be approximated by the snap back point of
increasing longer leading edge. Hence, a minimum field strength, which is necessary
to induce a threshold switch at all, can be estimated. Figure 5.4 provides the
threshold voltages extracted from Fig. 5.3, using the highest voltage measured at
the cell before the snap back happens.
5.1.3 Field Dependent Threshold Time
The result of the two previous sections can be rephrased to be interpreted from a
new point of view. On one hand, in section 5.1.1 it has been shown that there is
a delay time τd which describes the time between application of a voltage and the
moment of the threshold switching. The correlation between voltage height and
delay time has been shown in Fig. 5.2 using rectangular pulses with discrete pulse
heights. On the other hand, in section 5.1.2 the influence of the delay time has
been observed indirectly. Leading edges of different lengths allow to observe the
threshold switching during a continuous increase of the applied voltage.
to a nearly complete drop of the applied voltage across the phase-change layer. Due to the
drastic change in resistivity during the threshold switching, a large fraction of the applied
voltage drops afterwards across the heating electrode.
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It is necessary to translate the findings of section 5.1.1 in a way that they can be
used to explain the results of section 5.1.2 quantitatively. Therefore, a new model
was developed to describe the correlation of delay time τd and applied voltage Ua:
The leading edge of a pulse can be interpreted as a sequence of short rectangular
pulses with increasing height. Based on the sampling rate of the scope2, the length
of these pulses was set to 50 ps. The next step was to invert the correlation of τd
and Ua. So far, τdwas used to describe the time which is necessary to induce a
threshold switching at Ua:
τd = τd(Ua). (5.1)
The main idea of the new model is that this time changes dynamically if Ua in-
creases before τd is reached. The resulting time between voltage application and
threshold switching can be calculated by summing the fractions SUa of elapsed time
at Ua and delay time at this voltage:
SUa =
t(Ua)
τd(Ua)
. (5.2)
The threshold switch occurs, if the fraction SUa 1:
SUa
!
= 1. (5.3)
This allows to consider voltage increases during the delay time by assuming that
the partial elapsed delay times at different applied voltages can be combined to
describe the necessary time till threshold switch occurs. A simple model to do that
is to sum up the fractions SUa until the sum S reaches 1:
Umax∑
Ua=0
SUa = S with S = 1 for Umax = Uth. (5.4)
The applied voltage Umax which leads to S = 1 can be interpreted as threshold
voltage Uth.
Figure 5.4 shows the decrease of Uth, obtained from the experiments with varying
leading edge. These values can now be compared with the results of the experiments
based on rectangular pulses. Therefore, the calculations of Uth obtained from
equation 5.4 are plotted as well. The two datasets, plotted in Fig. 5.4, display
a very similar correlation between Uth and the leading edge length of the test
pulse. Their common trend reveals a strong dependency for short pulse edges
and a decreasing influence of very long leading edges. Extrapolating towards even
2LeCroy SDA 13000 with 20 GS/s, compare chapter 3.2.
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Figure 5.4: Dependency of Uth on test pulse shape. Experiments using different
leading edges will detect the threshold event at different voltages. Calculations
using equation 5.4 allow to transfer measurements of τd at different voltages to
predict Uth for different leading edge lengths. (graphic from [Fleck:2010])
longer pulse edges motivates the assumption of a minimum threshold voltage for
quasi static electrical fields. To prove this assumption, future experiments have to
expand the time scale towards longer edge lengths.
In a very strict analysis, both measurements do not agree completely. Regard-
ing the errors of the data points there are deviations between the dataset. These
deviations do not affect the common trend and the applicability of the developed
model. But they raise the question which differences in the experiments of section
5.1.1 and section 5.1.2 could be responsible for this deviations. One possible expla-
nation could be the slight differences in the initial RESET states. While the initial
resistance in section 5.1.1 was Rinitial(rectangular) = (0.9± 0.2) MΩ in section 5.1.2
the same initialization procedure has led to Rinitial(leading edge) = (1.0± 0.2) MΩ.
Another possible explanation could be an insufficient size of the increments used
for the calculation. Future experiments should answer these questions.
The results allow to compare switching experiments with different pulse shapes.
As mentioned before, there is a strong dependency of Uth on the size of the amor-
phous volume. As reported by Krebs et al. [Krebs:2009], the linear dependency
of Uth on the thickness leads to a characteristic threshold field Eth. To compare
his results with future measurements of other groups it is crucial to know the
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exact method how Uth was determined. But even, if the threshold delay effects
are considered Eth will not be a material property. The time dependency and
the field dependency have to be combined to describe the threshold switching of a
phase-change material. Therefore, subsequently to the step from voltage to electric
field, a second step towards a generalized material property has to be taken. This
generalized property could be a field dependent threshold time τon(Eth).
While τon(Eth) describes the excitation of a phase-change material to the amor-
phous ON state, there is a second characteristic time τoff(Eth) necessary to describe
the lifetime of this excited state at different applied electric field. The next sections
present experiments which tackle this challenge.
5.2 Switching Timescales
There a two timescales which have to be considered during switching in phase-
change memory cells. On one hand, the re-crystallization of an amorphous volume
in the cell requires the minimum crystallization time τcrys. This re-crystallization
time is characteristic for each phase-change material and it depends on the size of
the volume as well as on the pulse parameters of the SET pulse. As presented in
chapter 4, τcrys can be as short as 1 ns or even less.
On the other hand, the threshold switching delay time τd describes the time which
is necessary to induce the transition from the amorphous OFF to the amorphous
ON state. This transition is mandatory for the re-crystallization in a memory cell.
Only the low resistivity of the ON state allows current densities which are high
enough to induce sufficient Joule heating for a memory switching. The results of
the previous sections have revealed that this delay time τd depends on the height
of the applied voltages. Delay times between 5 ns and 10 µs have been observed.
Therefore, the orders of magnitude of the timescales τcrys and τd are comparable
and both depend on the experimental parameters. To investigate effects concerning
phenomena of re-crystallization or of threshold switching, the experiment has to
be designed carefully to separate the temporal influence of both phenomena.
As long as τd is much smaller than τcrys, the investigation of the re-crystallization
will not be affected by the threshold delay. If τcrys becomes smaller than τd, the
precise determination of τcrys becomes difficult. Only time resolved current mea-
surements allow the distinction between τd and τcrys. Therefore, further improve-
ment of the measurement technique is mandatory to investigate τd and τcrys below
the 1 ns limit.
The fast re-crystallization of phase-change material leads to a further challenge in
threshold switching investigations. Ovshinsky discovered the threshold switching
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in slow crystallizing materials as a reversible effect [Ovshinsky:1968]. He reported
a minimum holding voltage for the amorphous ON state. If the applied voltage
falls under this value, the material switches back to the amorphous OFF state. A
τcrys of a few nanoseconds, or even less, challenges investigations of the transition
from ON to OFF state. The material can crystallizes quasi immediately after the
threshold switching, and therefore, the transition to the amorphous OFF state
becomes impossible.
In the next section, a experiment will be presented, which was designed to in-
vestigate the ON to OFF transition by using a pump and probe method which
prevents crystallization of the fast switching material Ge2Sb2Te5.
5.3 Excitation Livetime
Ovshinsky reported a transition from the excited amorphous ON state back to the
OFF state [Ovshinsky:1968] if the applied voltage falls under a minimum holding
voltage. Comparable to the threshold switching delay time τd, there should be
a characteristic time which describes the delay between the point in time when
the applied voltage falls and the point when the resistivity increases. Therefore,
a experiment was designed to investigate the livetime of the amorphous ON state
when the applied voltage is set to zero. To investigate the transition back to the
OFF state, the ON state has to be excited first. A re-crystallization of the material
due to this excitation has to be prevented. Hence, a pump and probe concept has
been developed to measure the excitation lifetime of the amorphous ON state. A
very short excitation pulse and a longer test pulse will be applied after different
waiting times to scan the livetime of the amorphous ON state.
5.3.1 Experiment Design
The chosen approach to realize such an experiment is based on the results of the pre-
vious chapters 4.3 and 5.1.1. On one hand, Ge2Sb2Te5 does not crystallize within
a few nanoseconds, even when a detectable current flows (as shown in Fig. 4.8),
and on the other hand, τon(Eth) becomes very small, if Ua is chosen large enough
(Fig. 5.2).
A set of pulse parameters extracted from these results have been tested to identify
the most suitable excitation pulse. As shown in Fig. 5.5 a rectangular pulse of 5 ns
length was chosen. The applied voltage was set to 1.6 V, and both leading and
trailing edge were set to the minimum value of 1 ns. Preliminary experiments have
proven that those pulses do not change the resistance of the initial RESET state
by more than 5 %.
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Kapitel 5: Messungen und Ergebnisse
5.3.2. Vorversuch
(a) (b)
Abbildung 5.16.: Exemplarische Spannungs- und Stromkurven des Vorversuchs zum
Anregungspuls. Der Strom steigt während des Threshold-Switches
auf etwa 350µA an.
Vor dem eigentlichen Experiment wird ein Vorversuch durchgeführt, bei dem der Doppel-
puls, in zwei separate Testpulse aufgeteilt, ausgegeben wird. Dies entspricht einer Wartezeit
von etwa 12 s. Diese Messreihe hat zwei Ziele. Eines davon ist es zu überprüfen, ob der Anre-
gungspuls den oben diskutierten Ansprüchen genügt, also ein Threshold-Switch ohne eine
Zustandsänderung stattfindet.
Das zweite Ziel ist es anhand des zweiten Testpulses, der den Parametern des Messpulses
entspricht, die Thresholdspannung ohne eine vorherige Anregung der Zelle zu bestimmen.
Damit kann im nachfolgenden Kapitel 5.3.3 ein Vergleich mit den durch den vorangegange-
nen Threshold-Switch abgesenktenWerten durchgeführt werden. Wegen des großen zeitli-
chen Abstandes kann davon ausgegangen werden, dass sich die Zelle bis zu diesem Zeitpunkt
weitestgehend erholt hat. Weitere Änderungen der Thresholdspannung hängen dann nur
vomWiderstandsdrift des amorphen Zustandes ab [31].
In Abbildung 5.16 sind für den 5ns Anregungspuls der zeitliche Spannungs- und Stromver-
läufe dargestellt. Der Threshold-Switch setzt mit circa 2ns Verzögerung ein. In der Folge steigt
der Strom zunächst bis auf etwa 350µA an, ummit Ende des Pulses rasch abzufallen. Dabei
ist auffällig, das er sein Maximum erst kurz nach dem Ende des Spannungsplateaus erreicht.
Ein Vergleich mit der Strommessung für den deutlich längeren zweiten Puls (Abbildung 5.18)
zeigt, dass er bei einem längeren Plateau eigentlich noch bis über 450µA ansteigen würde.
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Figure 5.5: Excitation Pulse. Time resolved voltage drop and induced current of
a 1.6 V pulse of 5 ns length. The threshold switch occurs at the pulse plateau and
forces a current of (340± 12) µA. Pulses with these parameters do not change
the initial resistance of more than 5 %.
!"!"#!$#%!&! '()*+,-./0,12
IV. Recovery after a Threshold switch: Time resolved measurements
Interr ption time: 16 ns
Figure 5.6: Excitation and subsequent probe pulse. The waiting time between
pump and probe has been varied to detect its influence on the decrease of Uth
caused by the excitation pulse. In this example, the OFF state has been recovered
partially between excitation and probe pulse. This causes a threshold switching,
visible during the leading edge of the probe pulse.
69
Chapter 5
10 ns 20 ns
000
Figure 5.7: Summary of probe pulse I-V-curves. Left: 10 ns leading edge. Right:
20 ns leading edge. The waiting time between pump and probe pulse (indicated by
color code) influences the position of the snap back effect caused by the threshold
switch. The threshold voltage is decreased by the preliminary excitation pulse.
A subsequent probe pulse can detect the lifetime of the caused excitation utilizing
the change of Uth. Assuming that the threshold voltage marks the transition to the
amorphous ON state, a subsequent pulse, which will be applied immediately after
the first one, will not show a threshold event, because the current will directly follow
the I-V-characteristics of the amorphous ON state, and not the one of the OFF
state. Adding a waiting time between excitation and probing allows the material to
leave the amorphous ON state partially or completely. Hence, also the probe pulse
will induce a threshold switching. The threshold voltage of the probe pulse will
depend on the elapsed time span between pump and probe pulse. If the OFF state
is recovered only partially, the threshold voltage will be smaller than the threshold
voltage which can be observed for this probe pulse without prior excitation. If the
waiting time is long enough, the probe pulse will show exactly the same behavior
as a probe pulse applied directly at the initial state.
The parameters of the pump and probe pulses are based on the results of the
previous experiments. From memory switching experiments in chapter 4.3 the min-
imum re-crystallization times for different pulse heights are know. By combining
these constraints with the knowledge of threshold delay times presented in chapter
5.1.1, the parameters of the excitation pulse were chosen. A pump pulse3 of 5 ns
length and leading edges of 1 ns each will excite the amorphous ON state, but will
not crystallize the material, if the voltage is set to 1.6 V.
To test the state after the excitation pulse, a probe pulse is applied afterwards.
The threshold voltage which can be extracted from the time resolved current mea-
surements of the probe pulse will be used to characterize the cell state. The thresh-
3Pump pulse parameters: 1.6 V, 1/5/1 ns.
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old voltage will be determined using the same techniques which have been used to
measure Uth to investigate the threshold switching delay using pulses with long
leading edges (compare section 5.1.2). A probe pulse4 with a leading edge of 10 ns
and a height of 1.4 V will be used to measure the threshold voltage of the partially
excited state after the pump pulse. This probe pulse was applied after varying
waiting times from 1 ns up to 10 µs.
In a additional test sequence, the leading edge length of the probe was set to
20 ns. This longer leading edge increases the precision of the determination of
Uth for long waiting times on one hand, but can affect the recovery process of
the excited state for short waiting times on the other hand. In combination, the
influence of the probe pulse parameter on the excited state can be minimized. A
typical pump and probe pulse pattern is shown in Fig. 5.6.
5.3.2 Threshold Voltage Recovery Time
Figure 5.7 displays the I-V-curves of both kind of probe pulses. The different
waiting times utilized between excitation and probing are characterized by a color
code, where blue marks the shortest possible waiting time of 1 ns. The figure shows
the typical I-V-curves of high voltage pulses applied on amorphous memory cells.
No curve shows the expected I-V-curve of a ohmic, metal like amorphous ON state.
Even the shortest possible waiting time could not prevent a partial recovery of the
amorphous OFF state.
The measured current does not increase significantly with increasing voltage until
the threshold voltage is reached. The starting point of the subsequent snap back
of the voltage, caused by the sudden increase of the current, is strongly correlated
with the length of the elapsed waiting time. After differences in their traces in the
snap back segment, both types of probe pulses reach the same maximum current
of 0.5 mA, followed by a nearly identical I-V-characteristic of their trailing edge
segment.
Significant differences have been recorded during the snap back segment. The
test pulses with the 10 ns leading edge show non-sharp starting phase of the snap
back. Below 0.35 mA, the I-V-curves after different waiting times can be distin-
guished easily, before they overlay each other. The starting point of the snap back
ranges from 0.9 V to 1.1 V The test pulses with the longer 20 ns leading edge show
a much sharper snap back. Comparable to the I-V-curves of the 10 ns pulses, the
traces overlay for currents above 0.4 mA, but can be distinguished below. The
starting point of the snap back is shifted to lower voltages and can be located
between 0.8 V and 1.0 V.
4Probe pulse parameters: 1.4 V, 10/100/100 ns.
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Figure 5.8: Recovery time of threshold voltage after excitation to the amorphous
ON state. With increasing waiting times after excitation Uth approaches its steady
state value following a logarithmic trend. (graphic from [Fleck:2010])
Both sets of probe pulses prove the idea of a recovery behavior of Uth after an
excitation. Short waiting times lead to a smaller threshold voltage, while longer
waiting times require higher fields to induce threshold switching.
Different numerical methods have been applied determine the threshold voltage
from time resolved data. One of the simpler techniques is to define a critical current,
e.g. 50 µA, and scan the data for the corresponding voltage value, which is needed
to induce this current. This voltage can be identified as a threshold voltage.
Other applied techniques consider the maximum current value reached and focus
on certain segments of the snap back, e.g. the segment between 15 % and 50 % of
the maximum current reached. A linear fit is applied on this segment. The voltage
for which the corresponding current of the fitted line becomes zero is defined to be
the threshold voltage. This technique can be varied by using different segments,
e.g. 30 % and 50 %.
In this experiment, Uthwas determined using three different algorithms. These
three threshold voltages have been averaged for each waiting time. This value
was used to calculate the difference between Uth before and after excitation in
dependence on the waiting time. The decrease of Uth is summarized in Fig. 5.8.
The same logarithmic correlation of waiting time and change of Uth is observed
for both leading edges. Deviations are observed for very short waiting times, be-
cause the influence of the ON state relaxation during the leading edge of the probe
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pulse can not be neglected on short time scales. An applied electric field during the
waiting time will conserve the ON state longer; sufficient high fields (see holding
voltage, chapter 2.2) should maintain the ON state forever. Therefore, for waiting
times on the order of the leading edge lengths, the measured decrease of Uth, is too
large. For waiting times much longer than the leading edge lengths, the influence
of small holding fields can be neglected.
On the one hand, this experiment does strengthen the model of an electronically
excited amorphous state that relaxes with time, if no electric field is applied on
the phase-change material anymore. On the other hand, it raises more questions
and demands for further investigations. At first, it is obvious that the decrease of
Uth does not reach the size of (0.77± 0.1) V, the Uth of the initial RESET state,
even for very short waiting times. Furthermore, the investigated timescale was
restricted by the design of the measurement software. Unfortunately, it was to too
short to detect a complete recovery of Uth, and therefore, the time necessary for a
full relaxation to the amorphous OFF state is still unknown.
Both open tasks can be handled using the existing equipment, but require fun-
damental changes of the software and of the experiment design. Instead of deter-
mining Uth with the help of the leading edge method, a two parameter scan of
pulse height and length, according to section 5.1.1 using rectangular pulses, can
shrink the minimum waiting times towards zero. In addition, re-programming the
automatic time scaling of the scope will allow to record events after waiting times
of more than 10 µs.
To investigate the influence of the applied field after the excitation, a more elab-
orate pulse design can be used. Instead of combining rectangular or trapezoidal
pulses, the ability of the arbitrary waveform generator could be used to apply
small holding voltages after the excitation voltages. A summary of possible exper-
iments, suggested by other authors or extracted from the characteristic predictions
of different threshold effect models, can be found in the phd-thesis of Daniel Krebs
[Krebs:2010].
In summary, the results of this chapter contribute to a 40 year enduring quest
to reveal the nature of the threshold switching effect. Both the excitation and the
relaxation of the amorphous ON state have been investigated by taking advantage
of the high time resolution of voltage drop and induced current in phase-change
cells using the custom made pulsed electrical tester PET. This allowed the inves-
tigation of the temporal dependence of the threshold switching effect, and lead
to the definition of the field dependent threshold time τon(Eth). In addition, first
results to determine the relaxation time to the amorphous OFF state have been
presented.
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Quantitative comparisons with the theoretical models have not lead to results
so far. Future analysis of the obtained data and comparison with numerical sim-
ulations based on the models should reveal which model describes the threshold
switching at best.
These findings complement the investigations of phase-change materials in the
amorphous state at timescales of nanoseconds. The next chapter expands the
timescale of investigation in the other direction, and measurement techniques will
be presented to compare phenomena known from phase-change devices with those
in large scale samples in their as deposited amorphous phase.
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6 Resistance Drift in Amorphous as
Deposited Phase-Change Films
As phase-change materials have been nominated as candidate for future non-volatile
storage devices, the focus of investigation shifted from optical towards electronic
properties. After the first test devices were created and had been tested successfully,
a new effect in melt-quenched phase-change materials was discovered: a continuous
increase of the resistance with time, labeled as a resistance ”drift” [Pirovano:2004b].
Due to the importance of the resistance for long term data retention in phase-change
memory devices, this effect was investigated with increasing effort, and models
to describe the physical origin have been elaborated [Ielmini:2007b, Karpov:2007,
Boniardi:2009].
Besides the accomplishments to describe the phenomenological observations and
to provide numeric models, those publications present explanations from different
points of view. They base on experiments performed at phase-change memory
cells using melt-quenched amorphous volumes. Experiments in memory cells allow
a precise determination of the point in time when the amorphous state is created
by a RESET pulse. Therefore, the time dependent change of the resistance can be
recorded directly starting from the beginning. A disadvantage is the influence of
the memory cell constraints. The amorphous volume is quenched between metal
electrodes and it has a large interface to surrounding crystalline material which
could affect the drift behavior.
In this work a different approach was chosen. Unstructured thin films of amor-
phous as deposited phase-change materials were measured in a custom made setup.
By this means, the influence of surrounding material can be minimized. In addi-
tion, mechanical stress induced by the melt-quenching process can be avoided.
This is especially interesting, due to the fact that relaxation of mechanical stress is
discussed to be one possible origin of resistance drift. Therefore, a comparison of
resistance drift in melt-quenched amorphous volumes in memory cells with drift in
unstructured amorphous as deposited thin film can confirm critical aspects of the
existing drift models.
Sections 6.2 and 6.3 will present the results of drift experiments with amorphous
GeTe. Subsequently, section 6.4 summarizes the results of different phase-change
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materials and discusses the dependence of drift on EA, the activation energy for
carrier conduction.
Details regarding sample geometry and measurement equipment can be found
in chapter 3.3. All samples used in this work were measured immediately after
the sputter deposition of the phase-change film, or have been stored in nitrogen
atmosphere at 5℃ until they were mounted in the van-der-Pauw setup.
6.1 Theoretical Background
The resistivities of amorphous phase-change materials measured at room temper-
ature are in the range of 10Ωcm to 2000Ωcm (see table 4.2). Characteristic for
semiconductors, their change in resistivity ρ with temperature can be described
using the model of thermal activated carrier generation following the Arrhenius
equation,
ρ(T ) = ρ0 · e
EA
kBT , (6.1)
with ρ0 = ρ(T = T0 6= 0 K), (6.2)
and kB the Boltzmann constant. Typical activation energies of phase-change mate-
rials are listed in table 6.2. From those values, it becomes obvious that even small
deviations of the sample’s temperature of ± 1℃ at room temperature will change
the material’s resistivity by ± 5 %. Therefore, a stable and precise temperature
control is indispensable. In addition, it has been observed that the drift mecha-
nism itself is temperature dependent [Pirovano:2004b, Boniardi:2009]. The change
of resistivity can be written as
R(t) = R0 ·
(
t
t0
)ν
, (6.3)
with R0 = R(t = t0 6= 0 s), (6.4)
with the drift exponent ν which increases with temperature [Boniardi:2009]. Those
two temperature dependencies have to be decoupled to distinguish between con-
ductivity change due to carrier generation and drift phenomena. Hence, Boniardi
defines two characteristic temperatures: on one hand, the temperature at which the
resistance measurement is performed, the read out temperature TR; on the other
hand, the temperature at which the material has drifted, the annealing temperature
TA:
R(t, TA, TR) = R0(TR) ·
(
t
t0
)ν(TA,TR)
, (6.5)
with R0(TR) = R(t = t0 6= 0 s, TR). (6.6)
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That leads to two kind of experiments, either resistance measurements at a
fixed temperature after different drift times at different temperatures (TR 6= TA), or
time resolved resistance measurements during the drifting at different temperatures
(TR = TA). The experiments presented in this chapter belong to the second kind.
The physical origin of the drift is still topic of discussions. Three possible mecha-
nisms have been suggested: structural relaxations, which cause a healing of defects
states [Ielmini:2007d], or relaxation of mechanical stress, which either cause a grow-
ing distance of trap states [Karpov:2007] or changes the band gap [Pirovano:2004b].
The models which assume a relaxation of mechanical stress within the material,
as reason for the change of resistivity with time [Karpov:2007], suggest that stress
could have its origin in the process of amorphization. Both sputter deposition
and melt quenching in memory cells induce mechanical stress, due to different
changes in density within the amorphous material in contrast to the surrounding
material during cooling. Authors like Ielmini describe the conduction in disordered
semiconductors with a Poole-Frenkel mechanism (compare equation 2.14, chapter
2.2). A relaxation of the mechanical stress would increase the average distance
between trap states ∆z, and therefore, decrease the conductivity and cause the
resistance drift. Ielmini himself suggests [Ielmini:2007d] that structural relaxations
heal defects in the disordered material, and therefore, decrease the number of trap
states, which will also increase ∆z, and cause an increase of resistivity.
In contrast to that idea, Pirovano et al. predict a change of the band gap, result-
ing from stress relaxation [Pirovano:2004b]. This change of the optical band gap,
and its correlation with the activation energy for conduction EA, has been proven
by Krebs [Krebs:2010]. Boniardi developed a physical model to explain the resis-
tance drift as a change of EA with time, depending on the annealing temperature
[Boniardi:2009, Boniardi:2010b]. This model of Boniardi will be the basis for the
analysis of the experimental results, and will be presented in the following sections.
6.2 Comparison with Experiments in Memory Devices
At first, the resistance drift of GeTe will be discussed in detail before results of
other phase-change materials will be presented in section 6.4. A 100 nm thick layer
of amorphous GeTe was deposited by dc-magnetron sputtering, providing a sample
geometry as described in chapter 3.3, and was subsequently mounted in the vdP
setup at room temperature. After mounting, the sheet resistance of the sample was
determined every 30 seconds until demounting. The contact heater design permits
to heat the sample to TA with a slope of 180 K/min. Four different annealing
temperatures where used, as shown in Fig. 6.1 and table 6.1.
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Table 6.1: Drift coefficient ν and drift energy β of GeTe for different annealing
temperatures. Statistical fluctuations of the temperature control lead to the
reported errors. Temperature offsets (<2 K) are not considered in this table.
Temperature (℃) Drift Coefficient ν Drift Energy β (meV)
50.000± 0.010 0.122± 0.002 3.40± 0.04
70.000± 0.014 0.123± 0.002 3.64± 0.04
85.000± 0.017 0.122± 0.002 3.77± 0.04
110.000± 0.022 0.121± 0.002 4.00± 0.04
In contrast to experiments in memory devices, where the amorphous state is
created by a RESET pulse, the exact age of the amorphous volume is not known in
as deposited samples. Therefore, equation 6.5 does not provide enough parameters
to fit the resistance change upon drifting. A further parameter τ allows to fit the
time elapsed between amorphization and start of the measurements:
R(t, TA, TR) = R0(TR) ·
(
(t+ τ)
t0
)ν(TA,TR)
. (6.7)
Figure 6.1 displays the sheet resistance of four samples at different temperatures
(TA = TR) with different sample ages τ . From these measurements, the drift expo-
nent ν can be extracted for each temperature (see table 6.1). Only minor changes
of ν are detectable for different temperatures. The average value of 0.122 is in good
agreement with drift coefficients reported for Ge2Sb2Te5 in memory cells from 0.06
[Pirovano:2004b] up to 0.21 [Boniardi:2009]. The minor change of ν with tempera-
ture observed for GeTe in contrast to Ge2Sb2Te5 can be explained by the influence
of TA and TR which are coupled in our experiment with TA = TR.
Decoupling TA and TR allows to define a drift parameter α that is no longer
dependent on the read out temperature. Rewriting Boniardi’s finding and empha-
sizing the energy character of this drift parameter by multiplication with kB leads
to the introduction of the drift energy β:
β(TA) = α(TA) · kB = ν(TA, TR) · TR · kB. (6.8)
Using this drift energy β allows to rewrite Boniardi’s key formula which describes
the resistance drift as a change of the activation energy EA with time:
EA(TA, t) = β(TA) · ln
(
t
t0
)
+ Et0, (6.9)
with Et0 = EA(t = t0). (6.10)
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Figure 6.1: Resistance drift in amorphous GeTe films, measured at different tem-
peratures. The drift coefficient shows a only weak dependence on the temperature
(for TR = TA).
Therefore, both kinds of resistance change, reversible changes with temperature
and irreversible changes with time, have their origin in the same physical parame-
ter EA: the activation energy EA increases with time, dependent on the material’s
temperature. The drift energy β describes the correlation between annealing tem-
perature TA and drift speed of EA.
6.3 Dependence of Drift Energy on Temperature
The drift energies β for different temperatures, extracted from Fig. 6.1, are listed
in table 6.1. Figure 6.2 reveals the linear dependency of β on the annealing tem-
perature TA. Hence, GeTe in its amorphous as deposited phase confirms the linear
trend observed for Ge2Sb2Te5 [Boniardi:2009], and can be expressed as:
β(TA) = βS · TA + βI (6.11)
⇒ βGeTe(TA) = (0.0099± 0.0005) meV
K
· TA + (0.2± 0.2) meV. (6.12)
In contrast to the published data on Ge2Sb2Te5 where the trend line can be ex-
trapolated to negative values of β for temperatures below 200 K, formula 6.11 does
not predict the possibility of a negative drift behavior. Regarding to formula 6.9,
a negative value of β would entail a decrease of EA with time, and would therefore
reverse the resistance drift for large enough times.
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It will be a key experiment to check, if the resistance drift is a reversible process,
and if materials can be divided into a class of Ge2Sb2Te5-like materials where this
is possible, and a second class of GeTe-like materials which can not reach negative
values of β. Unfortunately, this investigation necessitates resistance measurements
at very low temperatures. Below room temperature, the resistivity will increase
according to formula 6.1 as long as kBT is of the order of the energy gap between the
Fermi-energy EF and the conduction band EC. With decreasing temperature the
thermal energy kBT will become too small to allow thermal activation of carriers
and the conduction mechanism will change to a hopping transport between localized
states, according to [Mott:1984, Mott:1984b]
ρ(T ) = ρ0 · e
(
T0
T
) 1
4
(6.13)
The resistivity of the amorphous phase will increase with decreasing temperature
causing very high sheet resistances, which will be hard to determine.
Combining equations 6.9 and 6.11 allows to describe the resistance drift using
only materials constants, except for one missing parameter: Et0, the activation en-
ergy at t = t0. The knowledge of Et0 is mandatory to predict EA after annealing at
different temperatures, but due to the definition (formula 6.10) Et0 depends on the
arbitrary chosen value t0 and is not a material constant. Despite all improvements
in phenomenological and theoretical descriptions of the drift mechanism, the model
is still not complete, and it predicts only the changes starting from an arbitrary
chosen initial state.
The addition in equation 6.7 which enabled fitting of the experimental data leads
to a possible answer to this issue. In summary, equation 6.7 provides one redundant
parameter regarding the data fitting: on one hand, t0 does not contain any physical
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information, but it is mandatory to divide the elapsed time by another time to get
rid of the time’s unit, otherwise the powerlaw could not be applied. On the other
hand, τ does allow to fit the sample’s age but does not solve the problem of units.
Redefining t0 allows to combine both advantages in a single parameter τ :
t+ τ
t0
=
t
τ
+ 1, (6.14)
with t0 = τ. (6.15)
Therefore, it is necessary to add the sample age τ also to equation 6.9 the same
way it has been done in equation 6.7:
EA(TA, t) = β(TA) · ln
(
t
τ
+ 1
)
+ E0, (6.16)
with E0 = EA(t = 0). (6.17)
Finally, this defines E0, the materials activation energy at the beginning of the
drifting process. In contrast to Et0 which was an arbitrary chosen value, the defi-
nition of E0 allows to measure E0 immediately before the drift experiment at t = 0.
Therefore, E0 is a drift experiment independent value which can be determined by
other experiments.
In summary the drift phenomenon can be described completely by the knowledge
of two intrinsic material constants (βS, βI), two experimental parameters (TA, t),
and the start values (τ , E0):
EA(TA, t, τ) = (βS · TA + βI) · ln
(
t
τ
+ 1
)
+ E0. (6.18)
Since TA and t are set parameters and E0 can be determined in advance of the
experiment, the only unknown parameter which has to be determined by fitting is
the age τ of the sample at the beginning of the experiment.
Goal of future experiments should be to determine the two materials constants
of different phase-change materials, and search for correlations to structural or
electronic properties. The next section 6.4 presents the correlation between drift
energy β50 measured at the annealing temperature TA= 50℃ and the activation
energy EA at the beginning of the drift experiment.
6.4 Dependence of Drift Energy on Activation Energy for
Conduction
Three more materials were investigated to start the systematic search for drift
parameters in phase-change materials. Ge2Sb2Te5 as the established material in
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Figure 6.3: Correlation between drift energy measured at 50℃ and activation
energy for carrier transport at the beginning of the annealing time. (graphic from
[Schmidt:2010])
devices was chosen besides two compounds on the pseudobinary line from GeTe to
SnTe (Ge3Sn1Te4 and Ge2Sn2Te4) to investigate possible systematic trends due to
the isoelectronic exchange of germanium by tin.
The experimental design was kept as simple as possible. Therefore, only one
annealing temperature was used to determine the drift exponent and the drift
energy. According to the previous sections, this experiment will not allow to collect
the two materials constants (equation 6.18), but it enables a comparison of those
four materials at a certain point of the parameter space.
At the beginning of the drift time, the samples have been heated up to TA = 50℃
with 180 K/min. The resistance change during this first 10 seconds of the exper-
iment was used to determine the activation energy E0 of the material before the
drift process according to equation 6.1 for EA = E0. During the next hours, the
sheet resistance was measured and with equation 6.7 the drift coefficient ν50 for
50℃ was determined. With TA = TR and equation 6.8 the drift energy β50 was
calculated. For all four materials this three parameters are listed in table 6.2.
Figure 6.3 reveals an astonishing correlation: these four materials clearly show a
linear dependency of the drift energy β50 on the activation energy E0 immediately
before the start of the drift process. Considering the finding of Boniardi that the
resistance drift can be explained as a drift of EA, this new finding strengthens the
correlation between drift process and EA even more. Not only is EA the value which
is changing during the drift process, its start value E0 seems to be the parameter
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Table 6.2: Correlation between drift coefficient ν50, drift energy β50 at 50°C,
and activation energy EA for carrier transport at the beginning of the annealing
time for different materials.
ν50 β50 (meV) EA (eV)
GeTe 0.122± 0.002 3.40± 0.04 0.37± 0.01
Ge2Sb2Te5 0.138± 0.002 3.84± 0.14 0.39± 0.01
Ge3Sn1Te4 0.100± 0.002 2.78± 0.09 0.31± 0.01
Ge2Sn2Te4 0.051± 0.001 1.43± 0.09 0.25± 0.01
which actually predicts the speed of the drift process. Therefore, the knowledge
of E0 could predict the complete drift process, if the development of TA and t are
known.
This correlation emphasizes the importance of the modifications and additions
of the drift model presented in section 6.3. Future experiments have to prove the
predictions resulting from the experiments which were performed in this work and
the modified model which describes the drift of the resistivity by changes of the
activation energy for electrical conduction.
Summarizing this chapter concerning drift in amorphous phase-change materials,
three main results have to be named.
At first, it could be shown that the resistance drift which was discovered in melt-
quenched amorphous volumes within phase-change memory can be studied on flat
films of amorphous as deposited layers. The custom made setup (chapter 3.3)
enables the necessary precise measurements of very high sheet resistances at very
stable temperatures which can be achieved with fast heating and cooling rates.
In addition, the observed drift parameters are not only in good agreement with
previous published data on phase-change memory cells, they also confirm the ex-
isting model of Boniardi, and have allowed modifications to generalize this model.
At last, a new correlation between drift energy and activation energy has been
found. This finding suggests to describe the drift as a change of the activation
energy of conduction dependent on the start value of EA at the beginning of the
drift process.
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7 Conclusion
Electronic switching in phase-change materials is a complex and interdisciplinary
field of research, which origins can be dated back to 1968. Established physical
models describe the crystalline phases, and they predict the transitions between
crystalline and amorphous phases. But the models for transport phenomena and
structural changes within the amorphous phase are still under development and
need constructive feedback from experiments. Three aspects concerning charac-
teristics of phase-change material critical for implementation in electronic data
storage have been studied in this work: memory switching, threshold switching,
and resistance drift.
The speed limits of recrystallization processes in phase-change memory devices
have been investigated in state-of-the-art memory cells using a custom made pulsed
electrical tester. SET processes within one nanosecond have been observed in two
candidate materials, and they could be explained by growth dominated recrystal-
lization. Memory cells with amorphous volumes smaller than the average nucleus
size will recrystallize by growth from the surrounding crystalline material. The
time for a growth dominated recrystallization of a volume depends on the size of
this volume. With future development of the technology node in semiconductor
fabrication the minimum structure size, and therefore the cell size, will decrease
further. Hence, the switching speed of phase-change memory devices will increase
with future technology nodes and it will compete with established volatile memory
products in terms of speed.
At one point in time, the switching speed of a phase-change device will not be
limited by recrystallization process, but by the threshold switching. Therefore,
the crucial times for the transition between amorphous ON and OFF state have
been determined, and have led to a change of view in the threshold switching
discussion. Early publications describe the threshold effect as a sudden drop in
resistivity as soon as a critical voltage Uth is reached. Subsequently, Uth was
replaced by a critical threshold field Eth. In addition, a delay time was observed
which characterizes the time between the application of a switching voltage and the
moment of the resistance drop. In this work, this delay time was investigated and
the dependence on applied voltage heights and pulse shape has been shown. This
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has led to the definition of a field dependent threshold delay time. The threshold
switch will occur if the integral of applied electric fields and incubation time will
reach a critical value.
These two aspects could be investigated due to the careful and highly specialized
design of the pulsed electrical tester PET. Focusing on time resolution and signal
quality, the setup is able to test only a few customized low capacitive samples,
created in an industrial cooperation, per week, but each cell with high precision.
Those investigations of memory and threshold switching have been comple-
mented by investigations of the resistance drift. While switching between crys-
talline and amorphous ON and OFF states takes place on the nanosecond time
scale, the resistance drift has to be observed on the timescales of hours, weeks
and even years. Several publications describe the drift phenomena in phase-change
memory cells. The change of resistance and threshold voltages of melt-quenched
amorphous volumes have been investigated and have led to phenomenological de-
scriptions of the effect. In addition, theoretical models, based on these data, have
been published to explain the origin of the drift. Some models describe the drift as
an intrinsic property of amorphous phase-change materials. To test this assump-
tion in this work, the resistance drift was investigated in amorphous as deposited
unstructured thin films. Therefore, a second custom made setup has been built to
meet the requirements of resistivity measurements at elevated temperatures.
The results obtained from these experiments confirm the data and model pub-
lished by Boniardi. Boniardi describes the resistance drift as change of activation
energy for conduction. His model was developed to describe the drift in memory
cells. In this work, Boniardi’s model has been modified using results obtained from
the experiments with amorphous as deposited films. The model has been improved
and generalized to achieve a physical interpretation of all parameters and constants
used. The definition of intrinsic material constants allows future experiments to
confirm the finding of a new correlation between drift speed and activation energy
at the starting point of the drift process.
In summary, three physical phenomena in phase-change memory cells have been
studied. The memory switching, describing the phase transition between amor-
phous and crystalline state, has been investigated using several phase-change mate-
rials. A custom made setup and state-of-the-art memory cell have allowed to switch
phase-change cells within one nanosecond. This proves suitability of phase-change
materials in a non-volatile memory with DRAM-like switching speed. Future ex-
periments have to expand the investigated time scale towards shorter test pulses
to identify a minimum pulse length for recrystallization in phase-change memory
devices.
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Conclusion
Additional investigations of the threshold switching, describing the transition
between the amorphous OFF and ON state, have revealed further correlations
between switching voltage and delay time. The threshold switch is the consequence
of the product of applied voltage and incubation time. If the integral of this
product reaches a critical value, the threshold switch occurs. Future experiments
have to quantify these correlations and could led to an exact determination of a
field dependent threshold delay time.
Furthermore, the resistance drift in amorphous as deposited unstructured thin
films has been investigated. Comparison with experiments performed at phase-
change memory cells confirms existing theoretical models. The Boniardi model
has been improved to allow a generalized description of resistance drift in both as
deposited thin films and melt-quenched memory cells. Future experiments have to
prove the correlation between drift speed and activation energy for conduction. In
addition, an extrapolation towards low temperatures predicts a reverse drift effect
for some materials which has to be proven in cooled resistance measurement setups.
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