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HIGHER-LEVEL CANONICAL SUBGROUPS FOR p-DIVISIBLE GROUPS
JOSEPH RABINOFF
ABSTRACT. Let R be a complete rank-1 valuation ring of mixed characteristic (0, p), and let K be its field
of fractions. A g-dimensional truncated Barsotti-Tate group G of level n over R is said to have a level-n
canonical subgroup if there is a K-subgroup of G ⊗R K with geometric structure (Z/pnZ)g consisting of
points “closest to zero”. We give a nontrivial condition on the Hasse invariant of G that guarantees the
existence of the canonical subgroup, analogous to a result of Katz and Lubin for elliptic curves. The bound
is independent of the height and dimension of G.
Version dated: October 27, 2018.
1. INTRODUCTION
1.1. Motivation. Let K be a field that is complete with respect to a nontrivial non-Archimedean
valuation, with residue characteristic p. The level-n canonical subgroup of an abelian variety A of
dimension g defined over K is a certain distinguished K-subgroup of A[pn] with geometric structure
(Z/pnZ)g; it should exist when the reduction type of A is “not too far from ordinary”. The classical
theory of the canonical subgroup (for elliptic curves), as introduced by Katz and Lubin [Kat73], has
seen important applications in the study of overconvergent p-adic modular forms; see for instance
the work of Buzzard and Taylor [BT99], Buzzard [Buz03], and Kassaei [Kas06]. In an effort to
extend these overconvergent methods to the study of p-adic automorphic forms, there has been much
work in the past several years towards a better understanding of the canonical subgroup of a higher-
dimensional abelian variety.
1.2. In this paper we give an intrinsic geometric construction of the level-n canonical subgroup of an
arbitrary truncated Barsotti-Tate group G of level n defined over the valuation ring R of K, subject
to a universal bound on its “Hasse invariant” that is independent of the height and dimension of G.
Building on these results, our construction can be relativized and extended to algebraic families of
abelian varieties over K with arbitrary fibral reduction types, still under the same Hasse invariant
bound; this is the subject of ongoing work in collaboration with Brian Conrad. (Working with trun-
cated Barsotti-Tate groups over R effectively restricts our present focus to the case of good reduction.)
1.3. Two important advantages of our approach are its generality, and the fact that our bounds are
nearly as good as possible, in the sense of (1.10). Abbes and Mokrane [AM04] and Andreatta and Gas-
barri [AG07] have methods for constructing level-1 canonical subgroups of abelian varieties, subject
to more restrictive Hasse invariant bounds than ours. Tian [Tia09] and Fargues-Tian [FT09] extend
Abbes and Mokrane’s work to construct the level-n canonical subgroup of an arbitrary level-n trun-
cated Barsotti-Tate group, again subject to more restrictive bounds and over noetherian base rings.
Kisin and Lai [KL05] and Kassaei [Kas04] also have theories of the level-1 canonical subgroup for
certain universal families of abelian varieties; their methods rely on the integral structure of certain
Shimura varieties. Recently, in an extension of their “subgroup-free” methods [GK06], Goren and
Kassaei have made a construction of the canonical subgroup of any level of a certain class of abelian
varieties with real multiplication, with better bounds than ours in terms of partial Hasse invariants;
again, the advantage of our approach is that it works for arbitrary abelian varieties (independent of
any level structure) while remaining quite explicit.
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1.4. We expect that our results, along with certain compatibility properties with respect to isogenies
and the Frobenius endomorphism that will appear in a future paper, should be useful in the application
of overconvergent methods to the study of p-adic automorphic forms on quite general modular vari-
eties such as Hilbert modular varieties, Siegel modular varieties, and more general Shimura varieties
of PEL type. We expect that the explicit nature of our bounds will be important in such applications.
One might hope in particular to find classical modular forms in p-adic families of p-adic modular
forms as in [KL05], and in the long term perhaps to prove a “control theorem” in certain settings
generalizing results of Coleman [Col96, Col97] and Kassaei [Kas06].
Our methods are also entirely different from those used in the literature mentioned in (1.3). They
involve some fairly explicit calculations with Zink’s displays, and they use the language of of tropical
algebraic geometry in a crucial way. We expect that these methods and some of the related interme-
diate results will prove useful in other contexts.
1.5. Overview of results. Let R be a complete rank-1 valuation ring of mixed characteristic (0, p),
with valuation ord normalized so that ord(p) = 1 and absolute value | · | = p− ord(·). We do not
require R to be discretely-valued; this generality will be useful for avoiding perfectness hypotheses
on the residue field. Let G be a p-divisible group of height h and dimension g over R, and let G◦ ∼=
Spf(RJX1, . . . , XgK) be the connected component of G. Let G0 = G ⊗R (R/pR). For r ∈ R/pR we
let r˜ denote any lift to R; observe that min{ord(r˜), 1} depends only on r. Let V : G(p)0 → G0 be
the Verschiebung homomorphism over R/pR, and let dV be the associated map on tangent spaces.
Choosing bases, we may identify dV with a g × g matrix with entries in R/pR. The Hasse invariant of
G is defined to be
H(G) = min{ord(det(dV )∼), 1}.
One can show (Remark 7.9.1(ii)) that H(G) = 0 if and only if the Cartier dual of G◦ is étale, which is
the case exactly when the height of G◦ is equal to g.
1.6. The p-power torsion levels G◦[pn] are truncated Barsotti-Tate groups over Spec(R), in the sense
of [Mes72, Chapter 1] or (2.7). For ξ ∈ G◦[pn](K) let |ξ| = max{|X1(ξ)|, . . . , |Xg(ξ)|} < 1; this is the
distance of ξ from the origin, and is independent of the choice of R-parameters Xi for G◦. For ρ > 0
let G◦[pn]≤ρ be the K-subgroup of G◦[pn] whose geometric points are
G◦[pn]≤ρ(K) = {ξ ∈ G
◦[pn](K) : |ξ| ≤ ρ},
and letG◦[p∞]≤ρ =
⋃∞
n=1G
◦[pn]≤ρ. ObviouslyG◦[pn]≤1 ∼= (Z/pnZ)h, and for small enough ρwe have
G◦[pn]≤ρ(K) = {0}. Also note that if ρ ≤ µ then G◦[pn]≤ρ ⊂ G◦[pn]≤µ. If G◦[pn]≤ρ(K) ∼= (Z/pnZ)g
for some ρ > 0 then we callG◦[pn]≤ρ the level-n canonical subgroup ofG, and we say that this canonical
subgroup admits the radius ρ.
1.7. Such a subgroup, if it exists, does not depend on the choice of ρ: it is the unique subgroup with
geometric group structure (Z/pnZ)g whose geometric points are closer to the origin than all other
points of G◦[pn](K). If H(G) = 0 then h = g, so G◦[pn] = G◦[pn]≤1 serves as the level-n canonical
subgroup for any n. Conversely, if the level-n canonical subgroup exists for all n then H(G) = 0
(Remark 11.6). In general it is not true that even the level-1 canonical subgroup exists, even when
h = 2 and g = 1, although it is clear from the definition that if there exists a level-n canonical subgroup
Gn of G then for all 1 ≤ m ≤ n the K-subgroup Gn[pm] is the level-m canonical subgroup of G. Also
note that the canonical subgroup of G depends only on the connected component G◦, and that its
existence and formation are insensitive to valued extensions of K.
1.8. We will see (Remark 7.9.1(i) and (7.5.2)) that the Hasse invariant and level-n canonical sub-
group of G are notions that are intrinsic to the truncated Barsotti-Tate group G[pn]. The main goal of
this paper is to prove the following result.
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Theorem 1.9. Let G be a truncated Barsotti-Tate group of level N ≥ 1 defined over a complete mixed
characteristic (0, p) valuation ring R, and let H(G) be its Hasse invariant. If H(G) < (p − 1)/pN then
the level-N canonical subgroup of G exists, and it admits the radius ρ = p−r where
r =
1
pN−1(p− 1)
−
H(G)
p− 1
.
1.9.1. The analogous statement for p-divisible groups G over R then follows; this statement (with R
fixed) is slightly weaker than Theorem 1.9 over R, since we do not know if a truncated Barsotti-Tate
group of level N over R is necessarily isomorphic to the pN -torsion of a p-divisible group over R when
the residue field of R is not perfect. An elementary argument will reduce Theorem 1.9 to the special
case when G is the pN -torsion in a p-divisible group.
1.10. Theorem 1.9 is a partial generalization of results of Katz and Lubin [Kat73] on level-1 canon-
ical subgroups of elliptic curves (see in particular Theorem 3.10.7 of loc. cit.), as extended by Buz-
zard [Buz03, §3] to higher levels (see [Con06, Theorem 4.2.5] for a proof that Buzzard’s higher-
level canonical subgroups agree with ours). Katz et al prove in particular that if E is an elliptic
curve over R and if G = E[p∞], then the level-N canonical subgroup of G exists if and only if
H(G) < 1/pN−2(p + 1), with the radius as in Theorem 1.9. This (sharp) bound is better than our
bound by a factor of p2/(p2 − 1); see Remark 1.12. Katz also analyzes the behavior of the canonical
subgroup with respect to degree-p isogenies of elliptic curves, and proves that the level-N canonical
subgroup lifts the kernel of the N -fold relative Frobenius on G ⊗R (R/pλR) for an explicit value of
λ ∈ (0, 1) depending on p, N , and H(G). In future work we will prove analogous results in our
situation.
1.11. Here we give a brief overview of the proof of Theorem 1.9. Zink [Zin02] has defined a category
of semi-linear algebraic objects over the ring of Witt vectorsW (R) called displays, as well as a functor
P  BTP from the category of (nilpotent) displays over R to the category of connected p-divisible
groups over R, which is an equivalence of categories [Lau08, Theorem 1.1]. We will first prove
Theorem 1.9 in the case when G◦ extends to a p-divisible group over over R, in which case G◦ ∼=
BTP [p
N ] for some display P over R, and then in §12 we will reduce Theorem 1.9 to this case.
If P is a display over R, the p-divisible formal group BTP is given in terms of its functor of points;
§3 makes explicit how to recover a g-dimensional formal group law from such an object. In §§4–5, we
calculate the logarithm of BTP in terms of the structure coefficients of P . Then in §6 we review the
fact that the kernel of the logarithm is the p-power torsion BTP [p∞] of BTP as a K-analytic subspace
of a p-adic open unit ball of dimension g.
By the above considerations, we need to understand the valuations of the points of the kernel of
the logarithm. Thinking of the logarithm as a g-tuple of power series log1, . . . , logg in g variables, this
amounts to finding the valuations of the common zeros of the power series logi. The theory of tropical
algebraic geometry is ideally suited for such a task; we briefly recall the relevant parts of the theory
in §8. In §9 we study the tropicalizations of the logi in enough detail to justify making a rather drastic
deformation of ker(log) in §10, the end result of which is a way of counting the number of common
zeros of the logi contained in the ball of radius ρ. In particular we show that under the Hasse invariant
bound in the above Theorem, the K-group BTP [p∞]≤ρ has order pNg for ρ as in the Theorem; in §11
we show that BTP [p∞]≤ρ(K) ∼= (Z/pNZ)g .
Remark 1.12. Our methods depend on the fact that when G is a connected p-divisible group over R
with H(G) < (p− 1)/pN then G[p∞]≤ρ = G[pN ]≤ρ with ρ = p−r, r = 1/pN−1(p− 1)−H(G)/(p− 1).
This is false in general when H(G) ≥ (p− 1)/pN : for instance, let E be an elliptic curve over R with
ordinary reduction and let E′ be an elliptic curve with supersingular reduction and Hasse invariant
H(E′) = (p − 1)/p. By the work of Katz et al in loc. cit., E′ has a level-1 canonical subgroup with
radius ρ = p−1/p(p−1), and E has a level-2 canonical subgroup with the same radius. Therefore
(E×E′)[p∞]≤ρ 6= (E×E′)[p]≤ρ (although (E×E′)[p]≤ρ is the level-1 canonical subgroup of E×E′).
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Thus our methods break down when H(G) ≥ (p − 1)/pN . It is unclear to us whether this bound is
sharp in general, or whether Katz-Lubin’s bound holds in higher dimensions.
1.13. General notation. In this paper, all rings are commutative, and contain a unit element unless
noted otherwise; rings without a unit element will generally be denoted by a calligraphic symbol. If
R is a ring, N (R) will denote its nilradical. We fix a prime p once and for all.
The symbol ⊂ means subset inclusion; ( means strict inclusion. For r ∈ R let
R>r = {x ∈ R : x > r} R≥r = {x ∈ R : x ≥ r},
and similarly for R<r, R≤r, Z≤r,Z<r,Z>r, and Z≥r. We let N = Z≥1.
We will use other bold capital letters X,Y, . . . to denote a sequence of indeterminates, that is,
X = X1, . . . , Xg, Y = Y1, . . . , Yg, etc.
1.13.1. We use the following notation for Witt vectors. If R is any ring,
W (R) = {(x0, x1, x2, . . .) : xi ∈ R}
denotes the ring of p-Witt vectors. For x ∈W (R), the Witt components of x will be denoted x0, x1, . . .,
i.e., x = (x0, x1, x2, . . .) ∈ W (R). For n ∈ Z≥0 the nth ghost componentmap is the ring homomorphism
wn :W (R)→ R defined by
wn(x) = x
pn
0 + px
pn−1
1 + · · ·+ p
n−1xpn−1 + p
nxn.
We set
IR = ker(w0) = {(x0, x1, x2, . . .) ∈W (R) : x0 = 0},
and for x ∈ R we let [x] denote the Witt vector (x, 0, 0, . . .) ∈ W (R). The Frobenius and Verschiebung
endomorphisms are denoted F (·), V (·) :W (R)→W (R), respectively, and are defined by the relations
wn(
Fx) = wn+1(x) wn(
V x) =
{
0 if n = 0
pwn−1(x) otherwise
and by functoriality in R. More explicitly, V (x0, x1, . . .) = (0, x0, x1, . . .) (so IR = V (W (R))), and
when pR = 0 we have F (x0, x1, . . .) = (x
p
0, x
p
1, . . .). When R is not an Fp-algebra then the formula for
Fx is difficult to write explicitly; for instance, the first two components of Fx are given by
F (x0, x1, . . .) =
(
xp0 + px1, x
p
1 + px2 −
p−1∑
i=0
(
p
i
)
pp−i−1xip0 x
p−i
1 , . . .
)
.
The reader who is unfamiliar with Witt vectors over arbitrary rings may want to do the exercise
in [Lan84] on this topic (the exercise number varies by edition, but can be found under the “Witt
vectors” entry in the index), with the caveat that Lang’s definition of the Frobenius endomorphism is
different from ours. A more complete treatment can be found in §17 of [Haz78].
1.13.2. LetR be a ring, letG be anR-group scheme, and let n ∈ N. We will denote the multiplication-
by-n map by [n]G : G → G, and its kernel by G[n]. If G = Spec(A) is affine then we will also write
[n]G : A → A for the corresponding R-algebra homomorphism. When no confusion is likely we
will drop the subscript and write [n] = [n]G. If G ∼= Spf(RJX1, . . . , XgK) is a formal group over R
then we define [n] = [n]G and G[n] likewise. If G = Spec(A) is an affine R-group scheme (resp.
G ∼= Spf(RJX1, . . . , XgK) is a formal group over R) and I ⊂ A is the augmentation ideal then the
cotangent space to G is the R-module I/I2, and the tangent space is Lie(G) = HomR(I/I2, R).
1.14. Acknowledgements. This work was completed as part of the author’s doctoral degree pro-
gram. The author would like to express sincere gratitude to his advisor Brian Conrad for suggesting
this problem as a thesis topic and for all of his guidance. He is equally indebted to his advisor Ravi
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2. GENERALITIES CONCERNING p-DIVISIBLE GROUPS
2.1. Here we fix our ideas concerning formal Lie groups, p-divisible groups, and truncated Barsotti-
Tate groups. For details see [Mes72, Chapters I and II], [Tat67], and [Ill85].
2.2. Let R be a ring endowed with the discrete topology. A formal Lie variety of dimension g over R
is a pointed formal scheme X = Spf(A) over Spf(R) such that A ∼= RJXK, where X = (X1, . . . , Xg)
is a set of g indeterminates and RJXK is given the (X)-adic topology. We call such an isomorphism
A ∼= RJXK a choice of parameters for X. A formal Lie group over R is a formal Lie variety G over
R which is a group object in the category of pointed formal schemes over Spf(R). Given a formal
Lie group G and a choice of parameters G ∼= Spf(RJXK), the group structure on G is given by a
g-dimensional formal group law F on RJXK. Note that the tangent space of a g-dimensional formal
Lie group G ∼= Spf(RJXK) is the rank-g free R-module HomR((X)/(X)2, R). In this paper, all formal
group laws and all formal Lie groups will be assumed commutative.
2.3. A p-divisible group or Barsotti-Tate group over R is a directed system G = {G(n)}n∈N of finite
locally-free commutative group schemes over Spec(R) such that for all n ∈ N,
(i) the map G(n)→ G(n+ 1) is a closed immersion identifying G(n) with G(n+ 1)[pn], and
(ii) the resulting map [p] : G(n+ 1)→ G(n) is faithfully flat.
If G = {G(n)}n∈N is a p-divisible group then we will write G[pn] = G(n). Suppose that R is a p-
adically separated and complete local ring. For all n ≥ 1 the R-group scheme G[pn] is finite and flat1
with constant order pnh for some number h ∈ Z≥0 (not depending on n), called the height of G.
The connected component of a p-divisible group G over R is the p-divisible group G◦ = {G[pn]◦}n∈N,
where G[pn]◦ is the connected component of the identity section in G[pn]. If G = G◦ we say that G is
connected, or that G is a p-divisible formal group.
2.4. We continue to assume R is a p-adically separated and complete local ring. By [Mes72, Chap-
ter II], a p-divisible formal group G over R is a formal Lie group in the sense that there exists a formal
Lie group G over Spf(R), canonically determined by G, such that G[pn] is a finite flat group scheme
over Spec(R) and G ∼= G[p∞] ≔ {G[pn]}n∈N naturally. The tangent space to a p-divisible group G
is the finite free R-module Lie(G) ≔ Lie(G), where G is the formal Lie group determined by the
p-divisible formal group G◦ as above, and the dimension of G is the R-rank of Lie(G).
1A finitely generated module over a local ring R is flat if and only if it is free by [Mat89, Theorem 7.10]. Hence a finite
R-scheme X = Spec(A) is flat if and only if A is a free R-module.
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Remark 2.5. Let G ∼= Spf(RJXK) be a formal Lie group over R, and suppose that R is a complete
local noetherian ring with residue characteristic p. By [Tat67, Proposition 2.2.1], G = {G[pn]}n∈N is
a p-divisible formal group over R if and only if [p] : G → G is an isogeny, i.e., [p] : RJXK → RJXK
makes RJXK into a finite free module over itself. This condition can be checked after base change to
the residue field k, or to any field extension of k.
Remark 2.6. Suppose that R is a local Fp-algebra. Let G be a p-divisible formal group over R, and
let G ∼= Spf(RJXK) be the associated formal Lie group. Let I = (X) ⊂ RJXK be the augmentation
ideal and let J ⊂ RJXK be the ideal defining G[p]. Since the relative Frobenius F : G → G(p) factors
through [p] : G → G, we have J ⊂ (Xp1 , . . . , X
p
g ) ⊂ I
2. Thus G[p] “captures” the tangent space
Lie(G) in the sense that the canonical map Lie(G[p]) → Lie(G) is an isomorphism. It follows that
Lie(G[pn])→ Lie(G) is an isomorphism for all n ≥ 1.
More generally, if p is nilpotent in R then Lie(G[pn])→ Lie(G) is an isomorphism for large enough
n; see [Mes72, §II.3].
2.7. Let R be any ring, let G be a finite locally-free group scheme over R, and let n ≥ 1. We say
that G is a truncated p-divisible group of level n, or a truncated Barsotti-Tate group of level n, or a BTn,
provided that G is killed by pn, and for 0 ≤ i ≤ n the map pi : G→ G[pn−i] is faithfully flat. If n = 1
we also require the following condition:
Let G0 = G ⊗R (R/pR), and let F : G0 → G
(p)
0 and V : G
(p)
0 → G0 be the relative Frobenius
and Verschiebung homomorphisms, respectively (see [SGA3, Exposé VIIA.4] for the definition).
We require that ker(F ), ker(V ) be finite locally-free (R/pR)-group schemes and that F : G0 →
ker(V ) and V : G(p)0 → ker(F ) be faithfully flat.
Suppose again that R is a p-adically separated and complete local ring with residue field k. If G is
a BTn for some n ≥ 1 and Gk ≔ G ⊗R k then Lie(Gk) is a finite-dimensional k-vector space; its
k-dimension is defined to be the dimension of G. The order of G[p] is equal to ph for some number
h ≥ 0, called the height of G. Note that if G is a BTn of dimension g over R and G◦ is the connected
component of the identity section in G then G◦ is also a BTn of dimension g over R.
2.8. If G is a BTn of dimension g and height h for n ≥ 2 then G[pn−1] is a BTn−1 of dimension g and
height h by [Mes72, Proposition II.3.3.11], and if G is a p-divisible group of dimension g and height
h then G[pn] is a BTn of dimension g and height h for all n ≥ 1. Conversely, if R is noetherian and its
residue field is perfect then by a theorem of Grothendieck [Ill85, Theorem 4.4(e)], any BTn over R is
isomorphic to the pn-torsion subgroup of a Barsotti-Tate group over R.
3. FORMAL GROUPS AND FORMAL GROUP LAWS
3.1. In [Zin84], Zink develops an algebraic theory of formal groups which is well-adapted to calcu-
lations with displays. Here we make explicit the relation between Zink’s formal groups and classical
formal group laws.
In this section, R is any ring.
Definition 3.2. A nilpotent R-algebra is an R-algebra N (generally without unit) such that for some
r ≥ 0, a product of any r elements of N is equal to zero. In other words, if N r denotes the ideal
generated by {x1x2 · · ·xr : xi ∈ N}, then N r = 0. We let NilR denote the category of nilpotent
R-algebras.
A topologically nilpotent R-algebra is a topological R-algebra N such that (i)
⋂∞
r=1N
r = 0, and (ii)
the natural map N → lim
←−r
N/N r is a topological isomorphism, where N/N r is given the discrete
topology. Let Nil∧R denote the category whose objects are the topologically nilpotent R-algebras and
whose morphisms are R-algebra homomorphisms.
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Remark 3.3.
(i) If N is a nilpotent (resp. topologically nilpotent) R-algebra, we put a ring structure on R ⊕N
by setting (r, n) · (r′, n′) = (rr′, rn′ + r′n + nn′). Thus NilR is equivalent to the category of
augmented R-algebras with nilpotent augmentation ideals, and similarly for Nil∧R.
(ii) An R-module M can be viewed as a nilpotent R-algebra by setting M2 = 0; in this way we
think of the category ModR of R-modules as a full subcategory of NilR.
(iii) The category NilR is naturally an abelian category. It is a full subcategory of Nil
∧
R.
(iv) If N1,N2 ∈ Nil
∧
R and f : N1 → N2 is an R-algebra homomorphism then N
r
1 ⊂ f
−1(N r2 ) for all
r ≥ 1, so f is continuous.
(v) A topologically nilpotent R-algebra is by definition an inverse limit of nilpotent R-algebras.
Hence any functor G : NilR → Ab canonically extends to Nil
∧
R by setting
G(N ) = lim
←−
r
G(N/N r).
Example 3.4. Let X = X1, . . . , Xg be indeterminates, and let N be the ideal (X)RJXK. Then N
is a topologically nilpotent R-algebra, and for all r ≥ 1 the quotient N/N r = (X)RJXK/(X)r is a
nilpotent R-algebra.
3.5. Let ΛR ∈ NilR be the R-module R regarded as a nilpotent R-algebra, so ΛR ∼= εR[ε]/ε2.
Definition 3.6. ([Zin02, Definition 80]) A finite-dimensional abelian formal group over R is a functor
G from NilR to the category Ab of abelian groups, satisfying:
(i) G(0) = 0,
(ii) G takes exact sequences of R-algebras to exact sequences of abelian groups,
(iii) G naturally commutes with arbitrary direct sums in ModR, and
(iv) the tangent space tG = G(ΛR) is a finite free R-module.
A morphism of finite-dimensional abelian formal groups is a natural transformation of functors.
3.6.1. Property (iv) requires some explanation. Let N be an R-algebra such that N 2 = 0. Multipli-
cation by r ∈ R induces an R-algebra endomorphism of N , and hence an endomorphism of G(N ).
The other axioms imply that this is an R-module structure on G(N ). In particular, tG is naturally an
R-module.
3.6.2. In this paper, a formal group over R is a finite-dimensional abelian formal group over R in
the above sense, unless specified otherwise. The dimension of G is the rank of tG. We will implicitly
extend such G to a functor on Nil∧R as in Remark 3.3(v).
Remark 3.7. Zink in fact only requires that tG be a (finitely generated) projective R-module. In the
sequel we will assume that R is local, so all projective R-modules are free ([Mat89, Theorem 2.5]).
3.8. There is a natural functor A from the category of formal Lie groups over R to the category of
formal groups over R, defined as follows. Let G = Spf(A) be a formal Lie group, and let G = A(G) :
NilR → Ab be the functor
G(N ) = ker
(
HomR(Spec(R ⊕N ),G) −→ HomR(Spec(R),G)
)
= HomR(I,N ),
where R ⊕ N is the augmented R-algebra defined in Remark 3.3(i) and I is the augmentation ideal
of A. It is easily checked that G is a formal group over R, and moreover that there is a natural
identification ofR-modules Lie(G) ∼= tG. Given a choice of parametersX = X1, . . . , Xg forA ∼= RJXK,
let F be the formal group law on RJXK defining the group structure on G. Then an element of
G(N ) is a homomorphism RJXK → R ⊕ N such that the image of each Xi is contained in N ; hence
G(N ) ∼= N⊕g, withG(N ) imposing the law of composition (x,y) 7→ F (x,y) onN⊕g via this bijection.
Remark 3.9. Let G be a p-divisible formal group over a local ring R that is p-adically separated and
complete, and let G be the canonically associated formal Lie group such that G ∼= G[p∞] as in (2.4).
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Then A(G) is a formal group which is naturally associated with G; in later sections we will identify G
with the formal group A(G) without mentioning G.
3.10. By [Zin84, II.2.32], G  A(G) is an equivalence of categories. In other words, if G is a g-
dimensional formal group then there is a formal group law F on RJXK and a functorial isomorphism
of abelian groups G(N ) ∼= N⊕g, where the group law on N⊕g is defined by F as above. In the sequel
we will be given an explicit description of an (abstract) formal group G for which we will want to
recover such a formal group law. The remainder of this section is devoted to the construction of a
(non-canonical) formal Lie group G such that G ∼= A(G) for a formal group G.
3.11. To motivate this construction, suppose that G = A(G) for some formal Lie group G = Spf(A)
over R. We can recover G from G in the following way. Let I ⊂ A be the augmentation ideal, let
I ′ =
∏∞
i=1 Sym
i(t∗G), and let A
′ = R⊕ I ′. We have a natural isomorphism t∗G ≔ HomR(tG, R) ∼= I/I
2,
and hence a (non-canonical) isomorphism of R-algebras α : I ′ ∼−→ I. The choice of isomorphism α
gives rise to functorial isomorphisms
HomR(I
′,N )
∼
−→ HomR(I,N ) = G(N ),
which recovers the structure of formal Lie group on Spf(A′) ∼= G. Choosing a basis for tG then
gives a choice of parameters A′ ∼= RJXK, giving rise to a functorial isomorphism of pointed sets
G(N ) ∼= N⊕g. The formal group law F defining the group structure on G can then be recovered by
substituting N = (X,Y)RJX,YK and calculating F (X,Y) = X+G(N ) Y ∈ N⊕g.
Definition 3.12. Let G be a g-dimensional formal group, and let I =
∏∞
i=1 Sym
i(t∗G). A choice of Hopf
algebra for G is functorial isomorphism of pointed sets
HomNil∧
R
(I,N )
∼
−→ G(N ),
and choice of parameters for G is a functorial isomorphism of pointed sets
N⊕g
∼
−→ G(N ).
3.13. Let I be a choice of Hopf algebra for a formal group G, let A = R ⊕ I, and let G = Spf(A).
Then G has a structure of formal Lie group such that G ∼= A(G), as in (3.11). A choice of parameters
for G is equivalent to a choice of Hopf algebra along with a choice of basis for tG, which is in turn
equivalent to a choice of parameters for G. Conversely, let G = Spf(A) be a formal Lie group, and let
I ⊂ A be the augmentation ideal. An isomorphism I ∼=
∏∞
i=1 Sym
i(I/I2) gives rise to a choice of Hopf
algebra for G = A(G); this along with a choice of basis for I/I2 gives rise to a choice of parameters
for G. Since A is an equivalence of categories (3.10), every formal group G admits a choice of Hopf
algebra and a choice of parameters.
Example 3.14. If G = Spf(RJXK) then a choice of parameters for A(G) is equivalent to a choice of
elements Y = Y1, . . . , Yg ∈ (X)RJXK inducing an isomorphism RJYK
∼
−→ RJXK.
3.15. By Yoneda’s lemma, any natural transformation of pointed set-valued functors HomNil∧
R
(I, ·)→
G is of the form f 7→ G(f)(α) for a unique element α ∈ G(I). We will use the following criterion for
a particular α ∈ G(I) to determine a choice of Hopf algebra.
Lemma 3.16. With the notation in Definition 3.12, choose α ∈ G(I), and let Φ : HomNil∧
R
(I, ·) → G
be the natural transformation f 7→ G(f)(α). Then Φ is a choice of Hopf algebra for G if and only if the
composite map
θ : tG ∼= HomModR(t
∗
G, R) = HomNil∧R(I, R)
Φ
−→ G(ΛR) = tG
is bijective.
Proof. Since G admits a choice of parameters, we may assume that G(N ) = HomNil∧
R
((X),N ),
where (X) = (X1, . . . , Xg) ⊂ RJX1, . . . , XgK. Using the identification of (X)/(X)2 with t∗G, we also
identify I with (X). Then α ∈ G(I) = HomNil∧
R
((X), (X)), and θ is a bijection if and only if the
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R-module endomorphism α1 of (X)/(X)2 induced by α is bijective. This is equivalent to α being an
R-algebra automorphism of (X). ■
3.16.1. Let α1 ∈ G(t∗G) be the image of α under the quotient map I → t
∗
G, so f 7→ G(f)(α1) is a func-
torial isomorphism of R-algebras HomR(t∗G,N )
∼
−→ G(N ) when N 2 = 0. The map θ in Lemma 3.16
only depends on α1, so any α ∈ I lifting α1 gives rise to a choice of Hopf algebra for G.
For completeness we remark that the functorA respects extension of scalars, in the following sense:
Definition 3.17. Let ϕ : R → R′ be a ring homomorphism, and let G be a formal group over R.
Define the base change GR′ of G to R′ to be the functor on NilR′ defined by GR′(N ) = G(N ), where
we view a nilpotent R′-algebra N as a nilpotent R-algebra via ϕ.
3.17.1. Note that GR′ is likewise a formal group over R′. If G ∼= A(G) for a formal Lie group
G ∼= Spf(RJXK) over R with formal group law F , then GR′ ≔ G⊗̂RR′ is a formal Lie group over R′
with formal group law ϕ(F ), and GR′ ∼= A(GR′ ).
4. A CHOICE OF PARAMETERS FROM A DISPLAY
4.1. Displays. In this section, R is a p-adically complete and separated local ring. Recall from
(1.13.1) that W (R) denotes the ring of p-Witt vectors over R and that IR = ker(w0) ⊂ W (R). A
display over R consists of the data P = (P,Q, F, V −1), where P is a finite projective W (R)-module,
Q ⊂ P is a W (R)-submodule, and F : P → P , V −1 : Q → P are F -linear maps, satisfying the
following conditions:
(i) We can write P as a direct sum of projectiveW (R)-modules P = T ⊕L such that Q = IRT ⊕L.
(ii) TheW (R)-linear map W (R)⊗W (R),F Q→ P induced by V −1 is surjective.
(iii) For x ∈ P and w ∈ W (R), we have V −1((V w)x) = wFx.
It follows from (iii) that
(4.1.1) Fy = V −1(V 1 y) = FV 1V −1y = p V −1y
for y ∈ Q. A decomposition as in (i) is called a normal decomposition2 of P . The W (R)-rank of P is
called the height of P , and the R-rank of P/Q (or equivalently the W (R)-rank of T ) is its dimension.
There is an evident notion of morphism of displays, so we can speak of the category of displays over
R.
4.1.2. A nilpotent display is a display that satisfies an additional nilpotence condition; see [Zin02,
Definitions 1, 11, 13]. Nilpotent displays correspond to connected p-divisible groups, so all displays
in this paper will be assumed to be nilpotent.
4.2. By [Zin02, Proposition 3], W (R) is complete and separated in the IR-adic topology. Hence IR
is contained in the Jacobson radical of W (R), so the maximal ideals of W (R) are the same as the
maximal ideals of W (R)/IR = R. Therefore W (R) is local ring, so any projective W (R)-module is
free [Mat89, Theorem 2.5]. This allows us to choose bases for our displays.
4.3. IfR is a perfect ring of characteristic p then (nilpotent) displays overR and (covariant) Dieudonné
modules over R such that V is topologically nilpotent are equivalent notions [Zin02, Proposition 15].
In fact, if P = (P,Q, F, V −1) is a display over such a ring then V −1 has an F
−1
-linear inverse
V : P → Q. When R is not a perfect ring of characteristic p then F : W (R) → W (R) is not an
automorphism, and an operator V does not exist in general. Nonetheless it is helpful when doing
calculations to think of displays as Dieudonné modules and V −1 as the inverse of V .
Example 4.4. The datum Gm = (W (R), VW (R), F , V
−1
) forms a display of height 1 and dimension 1.
See [Zin02, Example 16], as well as Examples 4.8 and 5.6.
2Be aware that Zink [Zin02] writes a normal decomposition as P = L⊕T , yet always chooses a basis e1, . . . , eh for P such
that e1, . . . , eg is a basis for T and eg+1, . . . , eh is a basis for L.
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4.5. Let P be a display over R and let R → R′ be a homomorphism of p-adically separated and
complete local rings. The display PR′ = (PR′ , QR′ , FR′ , V
−1
R′ ) obtained from P by base change is
defined as follows (see [Zin02, Definition 20]):
• PR′ = W (R
′)⊗W (R) P
• QR′ = ker[w0 ⊗ (proj) :W (R′)⊗W (R) P → R′ ⊗R (P/Q)]
= im[(W (R′)⊗W (R) Q)⊕ (IR′ ⊗W (R) P )→ PR′ ]
• FR′ =
F (·)⊗ F : PR′ → PR′
• V −1R′ : QR′ → PR′ is the unique
F -linear homomorphism satisfying
(4.5.1) V −1R′ (w ⊗ y) =
Fw ⊗ V −1y V −1R′ (
V w ⊗ x) = w ⊗ Fx
for all w ∈W (R′), y ∈ Q, and x ∈ P (recall (1.13.1) that V (W (R)) = ker(w0)).
This sets up a functor from the category of displays over R to the category of displays over R′. Note
that if P = T ⊕ L is a normal decomposition then
QR′ = IR′ (W (R
′)⊗W (R) T )⊕ (W (R
′)⊗W (R) L).
Definition 4.6. If A is any ring andN ∈ NilA, we let Ŵ (N ) denote theW (A)-algebra of finite-length
Witt vectors: that is,
Ŵ (N ) = {(x0, x1, . . .) : xn ∈ N , xn = 0 for large enough n}.
We will view Ŵ as an infinite-dimensional formal group over A under addition of Witt vectors, as
in [Haz78, §17.1.8]. If N is a nilpotent A-algebra and x ∈ N , we denote by [x] the Witt vector
(x, 0, 0, . . .) ∈ Ŵ (N ).
4.7. There is a functor BT : P  BTP from the category of (nilpotent) displays over a ring R
as in (4.1) to the category of p-divisible formal groups over R, which is an equivalence of cate-
gories [Lau08, Theorem 1.1]. This functor is compatible with change of base and respects the notions
of height and dimension. The p-divisible formal group BTP is given in terms of its corresponding
formal group; it is constructed as follows. Suppose for the moment that pnR = 0 for some n ≥ 1. Let
P = (P,Q, F, V −1) be a display over R, let N be a nilpotent R-algebra, and define
P̂N = Ŵ (N ) ⊗W (R) P
Q̂N = ker
[
w0 ⊗ (proj) : Ŵ (N )⊗W (R) P −→ N ⊗R (P/Q)
]
.
Let R′ = R ⊕ N be the augmented R-algebra as defined in Remark 3.3(i). We can regard Q̂N (resp.
P̂N ) as a submodule of the base change QR′ (resp. PR′). As explained in [Zin02, §3.1], the map
V −1R′ : QR′ → PR′ restricts to a map V
−1
N : Q̂N → P̂N . We define BTP(N ) to be the cokernel of the
map VN − Id : Q̂N → P̂N , where Id : Q̂N → P̂N is the natural inclusion. By [Zin02, Corollary 84] the
sequence of abelian groups
(4.7.1) 0 −→ Q̂N
V −1N −Id−−−−−→ P̂N −→ BTP(N ) −→ 0
is exact on the left as well. We will often write V −1 for V −1N when it is unlikely to cause confusion.
Now suppose that p is not nilpotent in R. Let P be a display over R, let Rn = R/pn+1R, let Pn be
the base change of P toRn, and let BTPn be the associated p-divisible formal group. Then {BTPn}
∞
n=1
is a compatible inverse system of p-divisible formal groups, so by [Mes72, Lemma II.4.16] there is a
unique p-divisible formal group over R whose base change to Rn is isomorphic to BTPn for all n. We
define BTP to be this p-divisible formal group. Concretely, given a choice of compatible systems of
parameters X = X1, . . . , Xg for the formal groups BTPn — i.e., a choice of formal group laws Fn
on RnJXK giving rise to BTPn and such that Fn = Fn+1 (mod p
n+1) for all n ≥ 0 — the p-divisible
formal group BTP is given by the formal group law F = limFn on RJXK.
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Example 4.8. Suppose that p is nilpotent in R. Let Gm be the display from Example 4.4, and let
G = BTGm . If N is a nilpotent R-algebra then
G(N ) = Ŵ (N )/(V −1 − Id) V (Ŵ (N )).
We claim that G(N ) ∼= (1 + N )× ⊂ (R ⊕ N )×. The Artin-Hasse exponential [Haz78, §17.5] is the
power series
hexp(X) = exp
(
X +
Xp
p
+
Xp
2
p2
+
Xp
3
p3
+ · · ·
)
∈ 1 + Z(p)JXK.
Define a map h : Ŵ (N )→ (1 +N )× by h(x0, x1, . . .) =
∏∞
i=0 hexp(xi). Formally we have
h(x0, x1, . . .) = exp
(
∞∑
i=0
wn(x0, x1, . . .)
pn
)
,
so h is a group homomorphism. Then h(V −1x) = h(x) for x ∈ V Ŵ (N ) since V −1(0, x0, x1, . . .) =
(x0, x1, . . .), so h descends to a map G(N ) → (1 + N )×. Since hexp is an invertible power series,
the map y 7→ h([y]) = hexp(y) : N → (1 + N )× is bijective, so by Proposition 4.9 below, h is an
isomorphism. This shows that G ∼= Ĝm = µp∞ .
Proposition 4.9. Suppose that p is nilpotent in R. Let P = (P,Q, F, V −1) be a display over R, let
P = T ⊕ L be a normal decomposition, and let e1, . . . , eg be a basis for T . The map
(4.9.1) (x1, x2, . . . , xg) 7→ [x1]⊗ e1 + [x2]⊗ e2 + · · ·+ [xg]⊗ eg mod (V −1N − Id)Q̂N
a functorial bijection of pointed sets N⊕g ∼−→ BTP(N ); i.e., it is a choice of parameters for BTP .
4.9.2. To prove Proposition 4.9, we will make use of Zink’s exp map, which is constructed as follows
(still under the assumption that p is nilpotent in R). Let M be an R-module, thought of as a square-
zeroR-algebra, and letR′ = R⊕M , soM is identified with the augmentation ideal inR′. As in [Zin02,
§1.4] (or as an exercise) one can show that if w = (w0, w1, . . .) ∈ Ŵ (M) then Fw = p(w1, w2, . . .).
By (4.1.1) and (4.5.1), for w ∈ Ŵ (M) and y ∈ Q we have
V −1M (w ⊗ y) =
Fw ⊗ V −1y = (w1, w2, . . .)⊗ p · V
−1y = (w1, w2, . . .)⊗ Fy,
and for x ∈ P ,
V −1M (
V w ⊗ x) = V −1M ((0, w0, w1, . . .)⊗ x) = (w0, w1, . . .)⊗ Fx.
Hence it is natural to extend V −1M to an endomorphism of P̂M = Ŵ (M)⊗W (R) P by the formula
(4.9.3) V −1M ((w0, w1, . . .)⊗ x) = (w1, w2, . . .)⊗ Fx
(compare Lemma 38 and the proof of Lemma 83 in [Zin02]). Define a functorial homomorphism
exp :M ⊗R (P/Q) −→ BTP(M)
via the commutative diagram of exact sequences
0 Q̂M Ŵ (M)⊗W (R) P
V −1
M
−Id
w0⊗(proj)
M ⊗R (P/Q)
exp
0
0 Q̂M
V −1
M
−Id
Ŵ (M)⊗W (R) P BTP(M) 0.
Zink [Zin02, Proof of Theorem 81] shows that exp is an R-linear isomorphism.
4.9.4. Proof of Proposition 4.9. Let G = BTP (so tG = BTP(ΛR)), and let I =
∏∞
i=1 Sym
i(t∗G). Let
ei ∈ P/Q be the residue of ei, so e1, . . . , eg is an R-basis for P/Q, and hence exp(e1), . . . , exp(eg) form
a basis of tG. Let ε1, . . . , εg ∈ t∗G be the dual basis, and let
α1 = ε1 ⊗ e1 + ε2 ⊗ e2 + · · ·+ εg ⊗ eg ∈ t
∗
G ⊗R (P/Q).
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Then for x =
∑g
i=1 aiei ∈ P/Q, if evx : t
∗
G → R denotes the evaluation map at exp(x) ∈ tG, we have
(evx⊗ Id)
(
g∑
i=1
εi ⊗ ei
)
=
g∑
i=1
εi(exp(x)) ei =
g∑
i=1
ai ei = x.
Let α1 = exp(α1) ∈ G(t∗G). By Lemma 3.16 and the above calculation, any lift of α1 toG(I) determines
a choice of Hopf algebra for G.
Next we calculate a lift α˜1 of α1 to Ŵ (t∗G)⊗W (R) P using the commutative square
Ŵ (t∗G)⊗W (R) P
V −1−Id
t∗G ⊗R (P/Q)
exp ∼=
Ŵ (t∗G)⊗W (R) P G(t
∗
G)
Let
α˜1 = −
(
[ε1]⊗ e1 + [ε2]⊗ e2 + · · ·+ [εg]⊗ eg
)
∈ Ŵ (t∗G)⊗W (R) P.
By construction, α˜1 lifts −α1 under the quotient map Ŵ (t∗G) ⊗W (R) P ։ t
∗
G ⊗R (P/Q), so (V
−1 −
Id)(−α˜1) lifts α1. But V −1((εi, 0, 0, . . .) ⊗ ei) = 0 by (4.9.3), so V −1α˜1 = 0. Therefore, α˜1 = (V −1 −
Id)(−α˜1) lifts α1.
Using Remark 3.3(v) to extend G and Ŵ to functors on the category Nil∧R, we have
Ŵ (I) = {(x0, x1, x2, . . .) ∈W (I) : xn → 0 as n→∞}
and a natural map ϕ : Ŵ (I) ⊗W (R) P → G(I). Using the inclusion t∗G →֒ I to view Ŵ (t
∗
G) (resp.
G(t∗G)) as a subgroup of Ŵ (I) (resp. G(I)), if
α˜ = −([ε1]⊗ e1 + · · ·+ [εg]⊗ eg) ∈ W˜ (I)⊗W (R) P
we see that α ≔ ϕ(α˜) ∈ G(I) lifts α1 because α˜ lifts α˜1. Therefore, α determines a choice of Hopf
algebra for G, so by the results of §3, for any nilpotent R-algebra N the map
f 7→ G(f)(α) : HomNil∧
R
(I,N ) −→ G(N )
is a bijection of pointed sets. Since G(f)(α) is the image of
(W˜ (f)⊗ Id)(α˜) = (W˜ (f)⊗ Id)
(
−
g∑
i=1
[εi]⊗ ei
)
= −
g∑
i=1
[f(εi)]⊗ ei ∈ Ŵ (N ) ⊗W (R) P
in G(N ), we have that the map
(x1, . . . , xg) 7→
g∑
i=1
[xi]⊗ ei mod (V
−1
N − Id)Q̂N : N
⊕g ∼−→ G(N )
is a bijection. ■
4.10. Now suppose that p is not necessarily nilpotent in R, and let P = (P,Q, F, V −1) be a display
over R. We would like an analogue of Proposition 4.9 for P , which is not generally true as stated in
this context since the associated p-divisible formal group is not constructed in the same way.
Remark 4.11. Let N be a nilpotent R-algebra such that the natural map N → lim
←−n
N/pnN is an
isomorphism, and define
W˜ (N ) = lim
←−
n
Ŵ (N/pnN ) = {(x0, x1, x2, . . .) ∈ W (N ) : xi → 0},
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where the convergence is taken in the p-adic topology. Let P = (P,Q, F, V −1) be a display over R,
and set
P˜N = W˜ (N ) ⊗W (R) P
Q˜N = ker
[
w0 ⊗ (proj) : W˜ (N )⊗W (R) P −→ N ⊗R (P/Q)
]
.
With some work one can show that BTP(N ) is naturally isomorphic to P˜N /(V −1 − Id)Q˜N . With a
great deal of work one can even prove an analogous formula forN [p−1] in place ofN when N has no
p-torsion. As we do not need these refinements, we will not say more about them here.
4.12. Let P = T ⊕ L be a normal decomposition, let e1, . . . , eg be a W (R)-basis for T , and let
eg+1, . . . , eh be a W (R)-basis for L. Let N be a nilpotent R-algebra such that pnN = 0 for some n.
Our choice of basis allows us to identify P̂N with Ŵ (N )⊕h and Q̂N with the subgroup V (Ŵ (N ))⊕g ⊕
Ŵ (N )⊕(h−g); under these identifications the exact sequence (4.7.1) becomes an exact sqequence
0 −→ V Ŵ (N )⊕g ⊕ Ŵ (N )⊕(h−g)
V −1N −Id−−−−−→ Ŵ (N )⊕h −→ BTP(N ) −→ 0
which is functorial inN . It is not hard to show that the above sequence uniquely extends to a diagram
of homomorphisms of formal groups over R (i.e. of functors NilR → Ab)
(4.12.1) V Ŵ⊕g ⊕ Ŵ⊕(h−g) V
−1−Id
−−−−−→ Ŵ⊕h
π
−→ BTP
whose composite is zero.
Theorem 4.13. Let R be a p-adically complete and separated local ring. Let P = (P,Q, F, V −1) be a
display over R, let P = T ⊕ L be a normal decomposition, let e1, . . . , eg be a W (R)-basis for T , and let
eg+1, . . . , eh be aW (R)-basis for L. Let π : Ŵ⊕h → BTP be the homomorphism (4.12.1) determined by
our choice of basis. For a nilpotent R-algebra N , the map
(4.13.1) (x1, . . . , xg) 7→ π([x1], . . . , [xg], 0, . . . , 0) : N⊕g −→ BTP(N )
is a choice of parameters for BTP in the sense of Definition 3.12.
Proof. For n ≥ 0 let Rn = R/pn+1R and let Pn be the base change to Rn. When pn+1N = 0 for
some n (i.e., N is an Rn-algebra), the map (4.13.1) agrees with the bijection (4.9.1) after identifying
BTP(N ) with BTPn(N ). If G is any formal group over R then a choice of parameters for G is
equivalent to a compatible system of choices of parameters for the formal groups GRn , so our basis
does give rise to a choice of parameters for BTP . Furthermore, a functorial map N⊕g → G(N ) is
determined by its behavior on nilpotent algebras N such that pn+1N = 0 for some n (in fact one only
needs to considerN of the form (X1, . . . , Xg)RnJX1, . . . , XgK/(X1, . . . , Xg)m), so (4.13.1) agrees with
the choice of parameters for BTP induced by our basis. ■
4.14. In choosing a basis for a display P over R, we will implicitly make the corresponding choice of
parameters for BTP given by Theorem 4.13.
5. THE LOGARITHM OF A DISPLAY
5.1. In this section R is a complete rank-1 valuation ring of mixed characteristic (0, p) with field
of fractions K. Fix a display P = (P,Q, F, V −1) over R, a normal decomposition P = T ⊕ L (so
Q = IRT ⊕ L), and W (R)-bases e1, . . . , eg for T and eg+1, . . . , eh for L. Let G = BTP be the formal
group over R associated with P . With respect to our basis the F -linear maps F : P → P and
V −1 : Q→ P are determined by formulas
Fej =
h∑
i=1
αijei j = 1, . . . , g
V −1ej =
h∑
i=1
αijei j = g + 1, . . . , h
(5.1.1)
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for αij ∈ W (R). The matrix M = (αij) ∈ Mh(W (R)) is called the structure matrix for P with respect
to e1, . . . , eh; its determinant det(M) is a unit in W (R) by [Zin02, Lemma 9].
5.1.2. In terms of the structure matrix M , the map V −1 : V Ŵ⊕g ⊕ Ŵ⊕(h−g) → Ŵ⊕h of (4.12.1) is
given by
V −1(V x1, . . . ,
V xg , xg+1, . . . , xh) =M(x1, . . . , xg,
Fxg+1, . . . ,
Fxh)
t
forN ∈ NilR and x1, . . . , xh ∈ Ŵ (N ); here we are using the relation V −1((V xi)⊗ei) = xi⊗Fei ∈ P̂N
for 1 ≤ i ≤ g (cf. (4.5.1)).
Notation 5.2. If A = (βij) is a matrix with coefficients in W (R), we write wn(A) for the matrix over
R whose entries are wn(βij). Note that wn(AB) = wn(A)wn(B) since wn is a ring homomorphism.
5.3. By [Haz78, Corollary 11.1.6], the g-dimensional formal group GK over the field K of character-
istic zero is isomorphic (as a formal group) to the formal additive group Ĝ⊕ga,K; this isomorphism is
unique if we require (as we may) that a choice of parameters for GK map to the standard parameters
for Ĝ⊕ga,K . We call such an isomorphism GK
∼
−→ Ĝ⊕ga,K a logarithm. After making a choice of param-
eters, we can view the logarithm as a collection of g power series log1, . . . , logg in g variables with
entries in K. The valuations of the coefficients of the logarithm will be important in the sequel; we
will now calculate these coefficients in terms of the structure coefficients αij from (5.1.1).
5.4. Let log = (log1, . . . , logg) : GK
∼
−→ Ĝ⊕ga,K be the unique logarithm mapping the ith parameter
provided by Theorem 4.13 and our choice of basis e1, . . . , eh for P to the ith standard parameter. We
will denote by log the composition of log with the map π : Ŵ⊕h → GK from (4.12.1). We can think
of log as a g × h matrix of homomorphisms logij : Ŵ → Ĝa,K: that is,
log(x1, . . . , xh) =
 h∑
j=1
log1j(xj), . . . ,
h∑
j=1
loggj(xj)

for a nilpotent R-algebra N and elements x1, . . . , xh ∈ Ŵ (N ). It is a basic theorem of Cartier theory
(“Cartier’s first theorem”, [Haz78, Theorem 27.7.5]) that Ŵ represents the “formal curves functor”
for a formal group. What this means concretely in the case of Ĝa,K is that if f : Ŵ → Ĝa,K is
a homomorphism of formal groups then there are uniquely determined an ∈ K such that f(x) =∑∞
n=0 anwn(x) for all nilpotent R-algebras N and all x ∈ Ŵ (N ) (this is a finite sum because for all
x ∈ Ŵ (N ) we have wn(x) = 0 when n ≫ 0). Hence we may write logij(x) =
∑∞
n=0 an,ijwn(x).
Letting an be the g × h matrix (an,ij), we have
(5.4.1) log(x1, . . . , xh) =
∞∑
n=0
an
wn(x1)...
wn(xh)
 .
In terms of the formal group parameters (y1, . . . , yg) 7→ π([y1], . . . , [yg], 0, . . . , 0) on G (and hence on
GK) provided by Theorem 4.13, we have
log(y1, . . . , yg) = log([y1], . . . , [yg], 0, . . . , 0)
=
g∑
j=1
(log1j([yj ]), . . . , loggj([yj ]))
=
∞∑
n=0
g∑
j=1
(an,1jy
pn
j , . . . , an,gjy
pn
j ) since wn([yj ]) = y
pn
j
=
∞∑
n=0
an(y
pn
1 , . . . , y
pn
g , 0, . . . , 0)
t.
In particular, since log(y) = y +O(y2) we have that a0,ij = δij for 1 ≤ i, j ≤ g.
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5.5. By (4.12.1), the image of
V −1 − Id : V Ŵ⊕g ⊕ Ŵ⊕(h−g) −→ Ŵ⊕h
is contained in the kernel of log. Hence for every nilpotent K-algebra N and all x, y ∈ Ŵ (N ), we
have
log((V x) ei) = log(V
−1((V x) ei)) = log(xFei) = log(xMei)
log(y ej) = log(V
−1(y ej)) = log((
F y)V −1ej) = log((
F y)Mej)
(5.5.1)
for i = 1, . . . , g and j = g + 1, . . . , h, where ei is the the ith standard basis vector in W (R)⊕h.
Expanding log using (5.4.1), the left sides of (5.5.1) are
log((V x) ei) =
∞∑
n=0
wn(
V x)anei =
∞∑
n=1
pwn−1(x)anei
log(yej) =
∞∑
n=0
wn(y)anej
and the right sides of (5.5.1) are
log(xMei) =
∞∑
n=0
wn(x)anwn(M)ei
log((F y)Mej) =
∞∑
n=0
wn+1(y)anwn(M)ej .
Therefore,
∞∑
n=1
pwn−1(x)anei =
∞∑
n=0
wn(x)anwn(M)ei
∞∑
n=0
wn(y)anej =
∞∑
n=0
wn+1(y)anwn(M)ej .
(5.5.2)
As these equalities hold for all N , they are in fact equalities of tuples of power series in the Witt
coordinates of x and y. Examining the equation
wn(x0, x1, . . .) = x
pn
0 + px
pn−1
1 + · · ·+ p
n−1xpn−1 + p
nxn,
we see that the sets of monomials appearing in the polynomials wn(x0, x1, . . .) and wn′ (x0, x1, . . .) are
disjoint when n 6= n′. Thus we may separate the sums in (5.5.2) to obtain:
pwn(x)an+1ei = wn(x)anwn(M)ei
wn+1(y)an+1ej = wn+1(y)anwn(M)ej
a0ej = 0
for all n ≥ 0, 1 ≤ i ≤ g, and g + 1 ≤ j ≤ h. Cancelling the wn(x) and wn+1(y), and recalling that
a0,ij = δij for 1 ≤ i, j ≤ g, we obtain the fundamental recursive equation:
a0 = [Ig 0]
an+1 = anwn(M)p
−1,
(5.5.3)
where Ig is the identity matrix and p is the h × h diagonal matrix whose diagonal entries are
(p, p, . . . , p, 1, . . . , 1) (g entries are p). Note that (5.5.3) uniquely determines log in terms of the
structure matrix M of P with respect to e1, . . . , eh.
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Example 5.6. Let Gm be the display from Examples 4.4 and 4.8. Its structure matrix isM = (1) with
respect to the canonical basis e1 = 1 of P = W (R), so by (5.5.3), its logarithm is
log(x) = x+
xp
p
+
xp
2
p2
+
xp
3
p3
+ · · · .
We recognize this as the p-typical logarithm for the formal group Ĝm, in the sense of [Haz78, §16.3].
This means that hexp = exp ◦ log : BTGm → Ĝm is an isomorphism of formal groups defined over R,
as in Example 4.8.
6. THE RIGID GENERIC FIBER OF A p-DIVISIBLE FORMAL GROUP
6.1. In this section we give a geometric interpretation of a p-divisible formal group G, and in partic-
ular of the kernel of its logarithm. We also derive the well-known fact that ker(log) = G[p∞], in an
appropriate geometric sense.
6.2. Let K be a field of characteristic zero that is complete with respect to a non-Archimedean valu-
ation ord : K → R ∪ {∞} satisfying ord(p) = 1. Let |x| = p− ord(x) be the associated absolute value.
Let R be the ring of integers in K and let k be its residue field. It is convenient at this point to set our
notation involving rigid geometry; our primary reference for rigid K-analytic spaces is [BGR84].
Notation 6.3. Let |K×| = {|x| : x ∈ K×} be the value group of K, and let√
|K×| = |K
×
| = {x ∈ R>0 : x
n ∈ |K×| for some n},
where K is an algebraic closure of K. For ρ ∈
√
|K×| we define
TK,g,ρ = Tg,ρ =
{∑
aνX
ν ∈ KJX1, . . . , XgK : |aν |ρ
|ν| → 0 as |ν| → ∞
}
(we omitK from the notation when the ground field is clear from the context), which is equipped with
the norm |
∑
aνX
ν|ρ = max{|aν |ρ|ν|}, where |ν| = ν1 + · · ·+ νg. The associated affinoid space is the
closed g-ball of radius ρ, and is denoted BgK(ρ) = Sp(TK,g,ρ). Likewise we set D
g
K(ρ) =
⋃
µ<ρB
g
K(µ),
the open ball of radius ρ. For brevity we write Tg = TK,g = TK,g,1, B
g
K = B
g
K(1), and D
g
K = D
g
K(1).
If X is a rigid space and x ∈ X is a point then we denote the residue field at x by κ(x); this is a
finite extension of K.
6.4. Let G be a p-divisible formal group over R of height h and dimension g > 0, and let G ∼=
Spf(RJXK) (where X = X1, . . . , Xg) be the associated formal Lie group over R with G ∼= G[p∞] =
{G[pn]}n∈N. In particular, G[pn] ∼= G[pn] = Spec(An), where An = RJXK/[pn](X) is a free R-module
of rank pnh. Let F be the formal group law on RJXK determining the group structure on G. Let
G = DgK , and endow G with the structure of K-analytic group via the convergent power series F . We
call G the rigid generic fiber of G (with respect to a choice of parameters for G). The pn-torsion G [pn]
is the closed analytic subspace of G defined by the equations [pn](X). For any ρ ∈
√
|K×|, 0 < ρ < 1
the natural inclusion RJXK → Tg,ρ induces a homomorphism K ⊗R An → Tg,ρ/[pn](X), whence we
obtain a natural morphism of K-analytic groups G [pn] ∩BgK(ρ) → G[p
n] ⊗R K. Passing to the direct
limit, we have a natural morphism G [pn]→ G[pn]⊗R K.
Lemma 6.5. The natural map G [pn]→ G[pn]⊗RK of finite (étale)K-analytic groups is an isomorphism
for all n ≥ 1.
Proof. For ξ ∈ G[pn](K) let ξi = Xi(ξ) ∈ K. Since An is local, we have |ξi| < 1. Let ρ ∈
√
|K×|,
0 < ρ < 1 be such that |ξi| ≤ ρ for all ξ ∈ G[pn](K). Let xi be the image of Xi under the quotient
map RJXK → An, and define a homomorphism Tg,ρ → K ⊗R An by
∑
aνX
ν 7→
∑
aνx
ν . This is well-
defined because K⊗RAn ∼=
∏
Ki is a product of finite field extensionsKi ofK, and by the above the
series
∑
aνx
ν converges in each Ki. Thus we obtain a map Tg,ρ/[pn](X)→ K ⊗R An, which is easily
seen to be inverse to the natural map defining the morphism G [pn] ∩BgK(ρ)→ G[p
n]⊗R K. ■
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Remark 6.6. Suppose that the valuation on K is discrete. Then Berthelot has defined a “rigid generic
fiber” functor X  Xrig from the category of locally noetherian adic formal schemes X over Spf(R)
whose reduction is a scheme locally of finite type over Spec k, to the category of rigid analytic spaces
over K; this is explained in [J95, §7]. In this case G is identified with Grig, and Lemma 6.5 follows
from the fact that Berthelot’s functor is compatible with fiber products.
Using Berthelot’s functor, it is not necessary to choose parameters for G in order to define G . We
prefer to use an ad-hoc construction in this case instead of imposing noetherian hypotheses on R,
especially since we will need to choose parameters for G in §7.
6.7. By Lemma 6.5, G [pn] is a finite étale K-analytic group of order pnh. The following proposition
relates the logarithm from §5 with G [p∞] ≔
⋃∞
n=1 G [p
n] when G comes from a display.
Proposition 6.8. Let P = (P,Q, F, V −1) be a display over R, let P = T ⊕L be a normal decomposition,
and choose bases for T and L. Let log : GK
∼
−→ Ĝ⊕ga,K be the logarithm of G = BTP with respect to the
induced choice of parameters for G, as in §5. Let F be the formal group law for G and let G be its rigid
generic fiber, as above.
The g-tuple of power series log = (log1, . . . , logg) converges on the analytic open unit ball D
g
K and
defines a homomorphism log : G → G⊕ga of K-analytic groups, where Ga is the additive group on the
rigid affine line. Let ker(log) be its kernel, and let ρ ∈
√
|K×|, 0 < ρ < 1. For n ≫ 0 (depending on ρ)
we have an equality
ker(log) ∩BgK(ρ) = G [p
n] ∩BgK(ρ)
of (finite) K-analytic subspaces of BgK(ρ).
Proof. Using (5.5.3), one sees that ordan,ij ≥ −n, from which it follows immediately that the
radius of convergence of log is at least 1, i.e., that logi ∈ Γ(D
g
K ,DgK ). Therefore logi defines a map
D
g
K → Ga, so we obtain a K-analytic morphism log : G → G
g
a . Since log(F (X,Y )) = X + Y , log is a
homomorphism of K-analytic groups.
To prove the second assertion, first we show that ker(log)(K) =
⋃
n≥1 G [p
n](K). As G ga has no
additive torsion, any point x ∈ DgK(K) such that [p
n](x) = 0 must satisfy log(x) = 0. Conversely,
suppose that log(x) = 0 for x = (x1, . . . , xg) ∈ D
g
K(K). By the non-Archimedean inverse function
theorem, the power series inverse exp to log has nonzero radius of convergence, so log is injective on
some ball BgK(ρ0) around 0 with ρ0 > 0. Since [p
n](X) = pnX + O(X2) as power series over R, we
have [pn]x → 0 as n → ∞, so for some n we have [pn]x ∈ BgK(ρ0). Then 0 = [p
n] log(x) = log([pn]x)
implies [pn]x = 0. Moreover the value of n can be bounded in terms of |x| = max{|x1|, . . . , |xg|}, so
G [p∞] ∩BgK(ρ) ⊂ G [p
n] for large enough n.
Since log has a local inverse near the identity, the K-analytic group ker(log) is étale. Thus for fixed
ρ and sufficiently large n depending on ρ, ker(log) ∩BgK(ρ) and G [p
n] ∩BgK(ρ) are equal, being étale
subspaces of BgK(ρ) with the same geometric points. ■
Remark 6.9. Proposition 6.8 is not surprising in view of the fact that log = limn→∞ [pn]/pn in the
sense of [Haz78, p.64].
7. STATEMENT OF THE MAIN THEOREM AND PRELIMINARY REDUCTIONS
7.1. In this section we define the canonical subgroup of a truncated p-divisible group G, we define a
measure of non-ordinarity of G, and we state our main theorem (Theorem 7.10) relating these. We
also make some preliminary reductions regarding the proof.
Notation 7.2. For the rest of this paper R is a complete rank-1 valuation ring of mixed characteristic
(0, p) with fraction field K, residue field k, valuation ord normalized so that ord(p) = 1, and absolute
value | · | = p− ord(·). We do not assume that R is noetherian or that its residue field is perfect.
7.3. Let G be a connected p-divisible group over R of dimension g and let G ∼= DgK be its rigid
generic fiber in the sense of (6.4). As indicated in the introduction, we would like to define the
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level-n canonical subgroup of G to be a K-subgroup of G[pn]⊗R K = G [pn] with geometric structure
(Z/pnZ)g whose geometric points are smaller than all other points of G [pn](K) with respect to the
size function |(x1, . . . , xg)| = max{|xi|}
g
i=1. This size function is in fact determined by the R-group
structure on G[pn], as follows.
7.4. Let G = Spec(A) be a finite flat connected R-group scheme, let I be the augmentation ideal of
A, and let ξ ∈ G(K). Since A is local, we have |f(ξ)| < 1 for all f ∈ I. For r1, . . . , rn ∈ A and
f1, . . . , fn ∈ I we have |
∑n
i=1 rifi(ξ)| ≤ max{|fi(ξ)|}
n
i=1, so if the residues of f1, . . . , fn generate I/I
2
as an R-module then
|ξ| ≔ sup
f∈I
|f(ξ)| = max{|fi(ξ)|}
n
i=1 < 1.
Suppose that ξ, ξ′ ∈ G(K) and |ξ|, |ξ′| ≤ ρ for some 0 < ρ ≤ 1. Let f ∈ I, and let 1 ⊗ f + f ⊗ 1 +∑n
i=1 fi ⊗ f
′
i ∈ A⊗R A be the image of f under the comultiplication map, where fi, f
′
i ∈ I. Then
|f(ξ + ξ′)| =
∣∣∣∣∣f(ξ) + f(ξ′) +
n∑
i=1
fi(ξ)f
′
i(ξ
′)
∣∣∣∣∣ ≤ ρ,
so {ξ ∈ G(K) : |ξ| ≤ ρ} is a subgroup of G(K). Since |ξ| = |σ(ξ)| for all σ ∈ Gal(K/K), this
subgroup descends to a K-subgroup of G⊗R K, denoted G≤ρ. To summarize:
Definition 7.5. LetG = Spec(A) be a finite flat connected R-group scheme, let I be the augmentation
ideal of A, and let ξ ∈ G(K). We define the size of ξ to be
|ξ| = sup
f∈I
|f(ξ)| < 1,
and for 0 < ρ ≤ 1 we let G≤ρ be the K-subgroup of G⊗R K whose geometric points are
G≤ρ(K) = {ξ ∈ G(K) : |ξ| ≤ ρ}.
Remark 7.5.1. Let G be a finite flat connected R-group scheme.
(i) Let H ⊂ G be a finite flat closed R-subgroup scheme. For ξ ∈ H(K) with image ξ′ in G(K), we
have |ξ| = |ξ′|.
(ii) Let K ′ be a complete valued field extension of K with valuation ring R′ and let G′ = G⊗R R′.
Let ξ ∈ G(K), and let ξ′ be the image of ξ in G(K
′
) = G′(K
′
) under some embeddingK →֒ K
′
.
Then |ξ| = |ξ′|. In particular, if 0 < ρ ≤ 1 then G≤ρ ⊗K K ′ = G′≤ρ.
(iii) If ρ ≤ µ then G≤ρ is a K-subgroup of G≤µ.
7.5.2. Let G be a g-dimensional connected p-divisible group over R, let G ∼= Spf(RJXK) be the asso-
ciated formal Lie group with G = G[p∞], and let G ∼= DgK be its rigid generic fiber. By Lemma 6.5, for
all n ≥ 1 we have a natural isomorphism G[pn]⊗RK
∼
−→ G [pn]. By definition G[pn] = Spec(A) where
A = RJXK/[pn](X), and the augmentation ideal I of A is generated by the residues of X1, . . . , Xg.
Hence if ξ ∈ G[pn](K) and if x = (x1, . . . , xg) is its image in D
g
K then |ξ| = max{|xi|}
g
i=1. It follows
that G[pn]≤ρ = G [pn] ∩B
g
K(ρ).
Definition 7.6. Let N ≥ 1, and let G be a BTN over R of dimension g. If there exists ρ ≤ 1 such
that G◦≤ρ(K) ∼= (Z/p
NZ)g then we call G◦≤ρ the level-N canonical subgroup of G, and we say that this
canonical subgroup admits the radius ρ.
If G is a p-divisible group over R of dimension g then the level-N canonical subgroup of G is defined
to be the level-N canonical subgroup of G[pN ], if it exists.
7.6.1. Note that Definition 7.6 only depends on G◦ and is insensitive to valued field extension of K.
Remark 7.6.2. Let G be a connected BTN over R of dimension g and height h.
(i) Note that G≤1(K) = G(K) ∼= (Z/pnZ)h, and G≤ρ(K) = {0} for small enough ρ > 0. In
particular, if g = h then G≤1 is the level-N canonical subgroup of G.
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(ii) If G≤ρ is the level-N canonical subgroup of G then G[pn]≤ρ is the level-n canonical subgroup
of G[pn] for all 1 ≤ n ≤ N .
7.7. The main theorem of this paper is a nontrivial condition on a truncated p-divisible group G of
level n that is sufficient for the canonical subgroup of level n to exist. This involves the Hasse invariant
of G, defined as follows.
7.8. Let G = Spec(A) be a connected BTn over R for some n ≥ 1. Let R0 = R/pR, let A0 = A⊗RR0,
let I0 be the augmentation ideal of A0, let G0 = G ⊗R R0 = Spec(A0), and let F : G0 → G
(p)
0 and
V : G
(p)
0 → G0 be the relative Frobenius and Verschiebung homomorphisms, respectively. By [Mes72,
Propositions II.2.1.2 and II.3.3.11], I0/I20 is a finite free R0-module, so Lie(G0) (resp. Lie(G
(p)
0 )) is a
finite free R0-module of the same rank. After choosing bases for Lie(G0) and Lie(G
(p)
0 ), we can regard
the map dV : Lie(G(p)0 ) → Lie(G0) as a square matrix with entries in R0; the determinant det(dV ) is
then defined up to multiplication by a unit in R0. For r ∈ R0 let r˜ ∈ R be any lift of r, and note that
min{ord(r˜), 1} only depends on the ideal rR0.
Definition 7.9. If G is a truncated p-divisible group over R, the Hasse invariant of G is defined to be
H(G) = H(G◦) = min{ord(det(dV )∼), 1}.
If G is a p-divisible group over R, the Hasse invariant of G is defined to be H(G[p]).
Remark 7.9.1.
(i) IfG is a truncated p-divisible group overR thenH(G) = H(G[p]) because Lie(G0) = Lie(G0[p]);
cf. Remark 2.6.
(ii) Let G be a connected BTN over R of dimension g > 0 and height h for some N ≥ 1. We
have H(G) = 0 if and only if the Verschiebung V is an isomorphism on the tangent space of
G0, which is to say that V : G
(p)
0 → G0 is an isomorphism, or equivalently the Frobenius F
is an isomorphism on the Cartier dual group G∗0. Equivalently the dual G
∗ is étale, which is
to say dim(G∗) = 0. As dim(G∗) + dim(G) = h, this says exactly that h = g, i.e., that G is
multiplicative. In this case we say that G is ordinary; the theory of the canonical subgroup is
uninteresting when G is ordinary, as G [pN ]≤1 is trivially the level-N canonical subgroup G for
all n ≥ 1. In general we consider H(G) as a measure of non-ordinarity of G.
(iii) As a converse to (ii), if G is a p-divisible group over R such that the canonical subgroup of level
N exists for all N ≥ 1, then H(G) = 0; cf. Remark 11.6.
(iv) Let P = (P,Q, F, V −1) be a display over R, and let G = BTP be the associated p-divisible
group. We can calculate the Hasse invariant of G in terms of the display P as follows. Choose
a normal decomposition P = T ⊕ L, choose W (R)-bases for T and L, and let M = (αij) be
the structure matrix for P with respect to these bases, as in (5.1.1). Let A = (αij)
g
i,j=1 be the
upper-left g × g submatrix of M , the matrix for the composite map T → P F−→ P → T . The
tangent space Lie(G0) of G0 = G⊗R R0 is identified with (P/Q)⊗R R0 ∼= T0 ≔ T ⊗R R0, and
likewise Lie(G(p)0 ) ∼= T0 ⊗R0,Frob R0. Hence dV : Lie(G
(p)
0 ) → Lie(G0) is given by the matrix
w0(A) mod p with respect to our choice of basis, so
H(G) = min{ord(det(w0(A))), 1}.
See [Zin02, Example 23].
Our goal is to prove the following
Theorem 7.10. Let G be a truncated p-divisible group of level N ≥ 1 over R. If H(G) < (p − 1)/pN
then the level-N canonical subgroup of G exists, and it admits the radius ρ = p−r where
r =
1
pN−1(p− 1)
−
H(G)
p− 1
.
20 JOSEPH RABINOFF
Remark 7.10.1.
(i) It is important to note that the bound in Theorem 7.10 is independent of the height and dimen-
sion of G.
(ii) As mentioned in (1.10), when g = 1 and h ≤ 2 Katz et al have shown that the canonical
subgroup of level N exists if and only if H(G) < 1/pN−2(p + 1) (with the same radius). This
bound is larger than the bound in Theorem 7.10 by a factor of p2/(p2 − 1); we do not know if
it holds in higher dimensions. See Remark 1.12.
(iii) Since the Hasse invariant and canonical subgroup of G are intrinsic to G◦, Theorem 7.10
is in fact a statement about connected truncated Barsotti-Tate groups. Furthermore, if K ′ is
a complete valued field extension of K with valuation ring R′ and if G′ = G ⊗R R′, then
H(G) = H(G′) and G◦≤ρ is the level-N canonical subgroup of G if and only if (G
′)◦≤ρ is the
level-N canonical subgroup of G′, so Theorem 7.10 is insensitive to valued field extensions.
(iv) Theorem 7.10 can be extended to give a criterion for the existence of the canonical subgroup
of an abelian variety over K of arbitrary reduction type. In addition, a relative version of
Theorem 7.10 holds for algebraic families of abelian varieties over K. This is a subject of
forthcoming work with Brian Conrad.
7.11. We would like to use the theory of logarithms of displays developed in §5 to prove Theo-
rem 7.10. However, since we are not assuming the residue field of R to be perfect, we cannot ap-
ply [Ill85, Theorem 4.4(e)] to identify G with the pN -torsion of a p-divisible group over R. In §12 we
will prove (Proposition 12.2) that any connected level-N truncated p-divisible group G is isomorphic
to BTP [pN ] for some display P over R when K is algebraically closed; passing to the completion of
the algebraic closure of K and using Remark 7.10.1(iii), we see that it suffices to prove the slightly
weaker
Theorem 7.12. Let P be a display over R, and let G = BTP . If H(G) < (p − 1)/pN then the level-N
canonical subgroup of G exists, and it admits the radius ρ = p−r where
r =
1
pN−1(p− 1)
−
H(G)
p− 1
.
7.13. The strategy for proving Theorem 7.12 is as follows. Let P = (P,Q, F, V −1) be a display over
R, let P = T ⊕L be a normal decomposition, let e1, . . . , eg and eg+1, . . . , eh beW (R)-bases for T and
L respectively, and letM = (αij) be the structure matrix for P with respect to this basis, as in (5.1.1).
Let G = BTP be the associated p-divisible formal group over R (of dimension g and height h), and let
G be its rigid generic fiber. Recall that the choice of basis e1, . . . , eg of T provides a homomorphism
of K-analytic groups log : G −→ G⊕ga,K , which is given by g power series (log1, . . . , logg) in g variables
calculated in terms of P using (5.5.3).
The kernel of log being the p-power torsion of G , we would like to understand the valuations of the
coordinates of the points of ker(log). The theory of tropical geometry is ideally set up to solve such a
problem: in what is essentially a higher-dimensional analogue of a Newton polygon, the ultrametric
inequality will allow us to pinpoint the only possible points x = (x1, . . . , xg) ∈ (R ∪ {∞})g such that
xi = ord(ξi) for some simultaneous root ξ = (ξ1, . . . , ξg) ∈ D
g
K(K) of log1, . . . , logg. More precisely,
we will be able to say where these points cannot lie, and then make a deformation to count the number
of points of ker(log) contained in BgK(ρ) for suitable ρ. This will allow us to prove that G [p
∞]∩BgK(ρ)
is the level-N canonical subgroup of G.
We start by making a preliminary reduction.
Lemma 7.14. Let T be a finite free W (R)-module of rank g, and let F : T → T be an F -linear map.
After possibly making a finite extension of K, there is aW (R)-basis e1, . . . , eg for T such that, if A is the
matrix for F with respect to this basis, then w0(A) is upper triangular modulo pR.
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Proof. Let T0 = T ⊗W (R),w0 R0 where R0 = R/pR. Since
F (·) preserves the ideal W (pR) + IR ⊂
W (R), F preserves the submodule (W (pR)+IR)T and hence F induces an additive map F0 : T0 → T0
satisfying F (λv) = λpF (v) for λ ∈ R0 and v ∈ T0. By (4.2) and Nakayama’s lemma, it suffices to find
a basis for T0 with respect to which the matrix for F0 is upper-triangular. This statement is intrinsic to
the p-linear endomorphism F0 of the finite free R0-module T0, so it suffices to prove the following:
(*) LetM0 be a finite free R0-module of rank g and let F0 :M0 →M0 be a p-linear endomorphism.
After possibly extending scalars to R′/pR′, where R′ is the ring of integers in a finite field
extension of K, there is a basis forM0 with respect to which F0 is upper-triangular.
By the standard inductive argument, we need only exhibit a “basis eigenvector” for F0, i.e., an element
v ∈M0 such that F0v = λv for some λ ∈ R0, and such that {v} extends to a basis forM0.
Let M be a finite free R-module such that M/pM ∼= M0, and denote the map M → M0 by v 7→ v.
Let x1, . . . , xg ∈ M be any basis, so x1, . . . , xg is a basis of M0, and F0(xi) =
∑g
i=1 µijxj for some
µij ∈ R0. Let µij ∈ R be a lift of µij (which may be chosen such that det(µij) 6= 0), and define a map
F :M →M by
(7.14.1) F
(
g∑
i=1
aixi
)
=
g∑
i=1
api
g∑
j=1
µijxj .
Then F0(v) = F (v) mod p and F (λv) = λpF (v) for v ∈ M and λ ∈ R. Suppose that F (w) = λw
for w ∈ M nonzero and λ ∈ R. Write w =
∑g
i=1 aixi, and let π ∈ K be an element with ord(π) =
−max{ord(ai)}
g
i=1. Let v = πw. Note that
λπ−1 v = λw = F (w) = F (π−1v) = π−pF (v) =⇒ F (v) = πp−1λ v,
with πp−1λ ∈ R because πp−1λv ∈ M . Since M/(Rv) is a finite torsion-free R-module, it is flat
(use [Mat89, Theorem 7.8(3)], noting that every finitely generated ideal of R is principal) and hence
free by [Mat89, Theorem 7.10], so {v} extends to a basis of M and hence v is a basis eigenvector for
F0. Thus we are reduced to finding w ∈ M such that F (w) = λw. If F (w) = 0 for some nonzero
w ∈M then we are done, so we may assume that there is no such w, even after a finite field extension
of K.
Let MK = M ⊗R K, and let P = P(MK) ∼= P
g
K be the associated projective space over Spec(K).
Since F (w) 6= 0 for all nonzero w ∈M even after finite extension ofK, the homogeneous polynomials
(7.14.1) define a morphism FK : P→ P. By [Ful98, Example 16.2.2], any self-map of P has a fixed
point, so after extending scalars we may assume that FK has a rational fixed point. Of course the
rational points of P correspond to the lines inMK , so there exists a nonzero element w ∈M such that
FK(w) = λw for some λ ∈ K×. Choosing π ∈ R such that πp−1λ ∈ R, we have F (πw) = πp−1λ · πw,
as required. ■
7.15. Recall that we have chosen a normal decomposition P = T ⊕ L, and that T is a rank-g free
module over W (R). Let A be the matrix for the composite T →֒ P F−→ P → T , so H(G) =
min{ord(det(w0(A))), 1} by Remark 7.9.1(iv). After making a finite extension of K and choosing
a basis for T as in Lemma 7.14, we will assume from now on that w0(A) is upper-triangular modulo
pR. In this case,
H(G) = ord(det(w0(A))) =
g∑
i=1
ord(w0(αii))
assuming H(G) < 1.
8. A SURVEY OF SOME CONCEPTS FROM TROPICAL GEOMETRY
8.1. In this section we review the dual concepts of the tropical hypersurface and the Newton polytope
of a power series. This theory can be seen as a direct generalization of the theory of Newton polygons;
see Example 8.13. For a more complete theory see [Rab] and the references contained therein.
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Notation 8.2. Let S be a set and T ⊂ S a subset, and let f : S → R be any function. Define
minset(f, T ) ≔
{
t ∈ T : f(t) = inf
t′∈T
f(t′)
}
.
Note that this set could be empty.
8.3. First we introduce some notions from convex geometry. We will make a great deal of definitions,
stating facts without proof. A good reference for this material is [Bar02]. Let 〈·, ·〉 denote the standard
inner product onRg. The convex hull of a set of points S ⊂ Rg will be denoted conv(S). A polyhedron
P is a nonempty intersection of finitely many half-spaces in Rg; i.e., a nonempty subset of the form
P =
r⋂
i=1
{x ∈ Rg : 〈x, ui〉 ≥ ai}
for some elements u1, . . . , ur ∈ Rg and a1, . . . , ar ∈ R. A polytope is a bounded polyhedron. For
w ∈ Rg we define
facew(P ) = minset(〈·, w〉, P );
this is the locus in P where a linear form attains its infimum on P . A face of a polyhedron P is a
nonempty subset of P of the form facew(P ); this is again a polyhedron. A vertex of P is a one-point
face; we let vertices(P ) be the set of vertices of P . A polyhedron has finitely many faces (hence finitely
many vertices), and a polytope is the convex hull of its vertices. The affine span of a polyhedron P
is the smallest affine subspace containing P . The dimension of P is the dimension of its affine span,
and the relative interior relint(P ) of P is the interior of P as a subset of its affine span. The relative
interior of a face of P is the set of points not contained in a strictly smaller face.
A polyhedral complex is a nonempty finite collection Π of polyhedra satisfying
(i) If P ∈ Π then every face of P is in Π.
(ii) If P,Q ∈ Π and P ∩Q 6= ∅ then P ∩Q is a face of P and a face of Q.
An element of Π is called a cell; the support |Π| of Π is the union of its cells. A polytopal complex is a
polyhedral complex whose cells are polytopes (i.e., bounded).
8.4. The following example illustrates the idea behind using tropical geometry to determine the val-
uations of the zeros of a power series. To motivate our choice of power series, let P be the display of
dimension 2 and height 2 over the valuation ring R of K given by the structure matrixM = [ 1 10 1 ], and
let log = (log1, log2) be the logarithm of BTP as in §5. Using (5.5.3) we see that
log1(X,Y ) ≡ X + p
−1Xp + p−1Y p + p−2Xp
2
+ 2p−2Y p
2
(mod Xp
3
, Y p
3
).
Example 8.5. Let f = X + p−1Xp + p−1Y p ∈ K[X,Y ], and choose (ξ, η) ∈ (K
×
)2. If f(ξ, η) = 0
then at least two of the three quantities |ξ|, |p−1ξp|, and |p−1ηp| are equal and are at least as large
as the third. In terms of valuations, if (u, v) = (ord(ξ), ord(η)), this says that at least two of the
quantities u, pu − 1, pv − 1 are equal to min{u, pu − 1, pv − 1}. The locus where pu − 1 = pv − 1 is
the line L1 = {u = v}, the locus where u = pu − 1 is the line L2 = {u = 1/(p − 1)}, and the locus
where u = pv − 1 is the line L3 = {v = (u − 1)/p}; we have u = pu − 1 = pv − 1 at the point
(u, v) = (1/(p − 1), 1/(p − 1)). This is illustrated in the right side of Figure 1; we now explain the
significance of the half-lines in that picture.
When (u, v) ∈ L1 and u = v > 1/(p− 1) then u = v > pv− 1, so (ξ, η) cannot be a zero of f ; hence
if (ξ, η) is a zero of f and (u, v) ∈ L1 then (u, v) is contained in the ray R1 = (1/(p− 1), 1/(p− 1)) +
R≥0(−1,−1). Similar reasoning shows that if (ξ, η) is a zero of f then (u, v) is contained in one of the
rays R1, R2 = (1/(p− 1), 1/(p− 1)) +R≥0(0, 1), or R3 = (1/(p− 1), 1/(p− 1)) +R≥0(p, 1). In other
words, there are “piecewise linear” necessary conditions on (u, v) for (ξ, η) to be a zero of f ; we will
use tropical geometry as a language to express these conditions. (In fact, we will see in a moment
that the “tropicalization” of f , to be defined shortly, is essentially equal to R1 ∪R2 ∪R3.)
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8.6. Choose ρ > 0, let r = − logp(ρ) ∈ R, and let T
g
K(ρ) = (B
1
K(ρ) \ {0})
g. For nonzero f =∑
ν aνX
ν ∈ Tg,ρ let
H(f) = {(ν, ord(aν)) : aν 6= 0} ⊂ Z
g
≥0 ×R;
this is called the height graph of f . For w ∈ Rg≥r let Inw(f) = minset(〈(w, 1), ·〉, H(f)), where we are
denoting the inner product on Rg+1 by 〈·, ·〉 as well; by [Rab, §8], Inw(f) is a nonempty finite set for
all w ∈ Rg≥r. In Example 8.7 we work this out for f as in Example 8.5. For w ∈ R
g
≥r, define the initial
form inw(f) of f to be
inw(f) =
∑
(ν,ord(aν))∈Inw(f)
aνX
ν ,
so H(inw(f)) = Inw(f). In other words, inw(f) is the (nonzero) sum of those monomials aνXν such
that
ord(aν) + 〈w, ν〉 = min
µ∈Zg
≥0
{ord(aµ) + 〈w, µ〉}.
In particular, if w = (ord(ξ1), . . . , ord(ξg)) for ξ = (ξ1, . . . , ξg) ∈ T
g
K(ρ)(K) then inw(f) is the sum of
those monomials aνXν such that aνξν has minimal valuation among all monomials of f(ξ). Define
the tropicalization of f to be
Trop(f) = {w ∈ Rg≥r : inw(f) is not a monomial}.
Example 8.7. Continuing with Example 8.5, let ρ = 1 (so r = 0) and g = 2, so f ∈ Tg,ρ and
H(f) = {(1, 0, 0), (p, 0,−1), (0, p,−1)}.
For w in the part of the relative interior of R1 that lies inR2≥0 we have Inw(f) = {(p, 0,−1), (0, p,−1)}
and inw(f) = p−1Xp + p−1Y p; equivalently, if w = (u, v) = (ord(ξ), ord(η)) then ord(p−1ξp) =
ord(p−1ηp) < ord(ξ). Likewise, for w ∈ relint(R2) ⊂ R2≥0 we have Inw(f) = {(1, 0, 0), (p, 0,−1)}
and inw(f) = X + p−1Xp, for w ∈ relint(R3) ⊂ R2≥0 we have Inw(f) = {(1, 0, 0), (0, p,−1)} and
inw(f) = X + p
−1Y p, and if w = (1/(p − 1), 1/(p− 1)) then Inw(f) = H(f) and inw(f) = f . As we
saw in Example 8.5, if w = (ord(ξ), ord(η)) for (ξ, η) ∈ T2K(0)(K) then inw(f) is the sum of those
monomials of f for which some “internal cancellation” has to occur in order for (ξ, η) to be a zero of
f .
On the other hand, let Uij denote the interior of the polytope bounded by the rays Ri and Rj for
i, j = 1, 2, 3, i 6= j. If w ∈ U12 ∩ R2≥0 then inw(f) = X , if w ∈ U23 then inw(f) = p
−1Xp, and if
w ∈ U13∩R2≥0 then inw(f) = p
−1Y p. This proves that Trop(f) = (R1∪R2∪R3)∩R2≥0. As we worked
out in Example 8.5, if (ξ, η) ∈ T2K(1)(K) is a zero of f then (ord(ξ), ord(η)) ∈ Trop(f). This is true in
general, as we will see in (8.8).
8.8. We use the notation in (8.6). Let ord : TgK(ρ)(K)→ R
g
≥r be the map defined by
ord(ξ1, . . . , ξg) = (ord(ξ1), . . . , ord(ξg)).
If ξ = (ξ1, . . . , ξg) ∈ T
g
K(ρ)(K) is a zero of f ∈ Tg,ρ then we claim that ord(ξ) ∈ Trop(f). Letting
w = ord(ξ), we have ord(aνξν) = ord(aν) + 〈w, ν〉, so if inw(f) is a monomial aνXν then aνξν has
strictly smaller valuation than aµξµ for all µ 6= ν, and thus |f(ξ)| = |aνξν | 6= 0 by the ultrametric
inequality. Hence ord restricts to a map ord : V (f)(K)→ Trop(f), where V (f) is the closed subspace
of TgK(ρ) cut out by f . It is a fundamental fact that the closure of ord(V (f)(K)) is exactly Trop(f),
and if w ∈ Trop(f) has coordinates in ord(K
×
) then there is a zero ξ of f such that ord(ξ) = w;
see [Rab, §8] for a proof in this context. This is why we are interested in Trop(f).
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8.9. For f ∈ Tg,ρ nonzero, the set Trop(f) has the following natural polyhedral complex structure.
For w ∈ Rg≥r define
Pw = {w
′ ∈ Rg≥r : Inw′(f) ⊃ Inw(f)}
=
⋂
(ν,ord(aν))∈Inw(f)
µ∈Zn≥0
{w′ ∈ Rg≥r : 〈w
′, ν − µ〉 ≤ ord(aµ)− ord(aν)};
note that w ∈ Pw and if w′ ∈ Pw then Pw′ ⊂ Pw. It is proved in [Rab, §8] that
⋃
v∈Rg
≥r
Inv(f) is a finite
set. It follows that Pw is a polyhedron, and that the collection C = {Pw : inw(f) is not a monomial}
of polyhedra in Rg≥r is finite. In fact C is a polyhedral complex (at least in R
g
>r), and its support is
clearly
|C| = {w ∈ Rg≥r : inw(f) is not a monomial} = Trop(f).
From now on we will use Trop(f) to denote both C and its support. See Example 8.11 for a description
of the polyhedra Pw for f as in Example 8.5.
8.10. Recall that the height graph H(f) for nonzero f ∈ Tg,ρ lies in Z
g
≥0 × R, with the initial g
coordinates encoding the monomials appearing in f , and that the Inw(f) are subsets of H(f). Let
π : Rg+1 → Rg be the projection onto the first g coordinates. The Newton complex New(f) of f is the
collection of polytopes in Rg consisting of the convex hulls
Cw = conv(π(Inw(f)))
of the finite sets π(Inw(f)) for w ∈ R
g
≥r; it is shown in [Rab, §8] that the Newton complex is “almost”
a polytopal complex. What we will use is the fact that the complex New(f) controls the combinatorics
of Trop(f), in the following sense.
8.10.1. By definition Pw = Pw′ if and only if Inw′(f) ⊂ Inw(f) and Inw(f) ⊂ Inw′(f); i.e., if and only
if Inw(f) = Inw′(f). We leave the equality
(8.10.2) Inw(f) = H(f) ∩ conv{x ∈ H(f) : π(x) ∈ vertices(Cw)}
as an exercise to the reader; in particular, Cw = Cw′ if and only if Inw(f) = Inw′(f). Therefore the
association Pw ↔ Cw for w ∈ Trop(f) is a bijective correspondence between the cells of Trop(f) and
the positive-dimensional cells of New(f) (of course Cw is a point if and only if inw(f) is a monomial).
We call Cw the dual cell to Pw, and vice-versa; this terminology is justified by the following paragraphs.
8.10.3. We can interpret (8.10.2) as follows. Let C = Cw be a cell of New(f), and let ν1, . . . , νn be
the vertices of C. Then Inw(f) = H(f) ∩ conv{(νi, ord(aνi)) : i = 1, . . . , n}, and hence the dual cell
P = Pw is exactly
P =
{
w′ ∈ Trop(f) : π(Inw′(f)) ⊃ {ν1, . . . , νn}
}
=
{
w′ ∈ Trop(f) : 〈w′, νi〉+ ord(aνi) = min
ν∈Zg
≥0
{〈w′, ν〉+ ord(aν)} for all i = 1, . . . , n
}
.
This allows us to recover P from C and f without reference to w. Note in particular that
(8.10.4) 〈w′, ν1〉+ ord(aν1) = · · · = 〈w
′, νn〉+ ord(aνn)
for all w′ in the cell P of Trop(f) dual to the cell C of New(f) with vertices {ν1, . . . , νn}.
8.10.5. For w ∈ Trop(f) the cells Cw and Pw are orthogonal to each other (in the sense that the
vector subspaces of Rg associated to their affine spans are orthogonal); this can be seen as follows.
Let (ν1, ord(aν1)) and (ν2, ord(aν2)) be in Inw(f) and let w1, w2 ∈ Pw. Then (νi, ord(aνi)) ∈ Inwj (f)
for i, j = 1, 2, so since
Inwj (f) = minset
(
(ν, ord(aν)) 7→ ord(aν) + 〈wj , ν〉, H(f)
)
,
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it follows that
ord(aν1) + 〈w1, ν1〉 = ord(aν2) + 〈w1, ν2〉
ord(aν1) + 〈w2, ν1〉 = ord(aν2) + 〈w2, ν2〉,
and hence 〈w1−w2, ν1−ν2〉 = 0. We leave as an exercise to the reader to derive that 〈w1−w2, v1−v2〉 =
0 for all v1, v2 ∈ Cw using the fact that any element v ∈ Cw is of the form v =
∑r
i=1 αiµi where αi ≥ 0,∑r
i=1 αi = 1, and (µi, ord(aµi)) ∈ Inw(f) for i = 1, . . . , r.
8.10.6. The “duality” between Trop(f) and New(f) satisfies other nice properties. For example,
dim(Cw) + dim(Pw) = g (at least when Pw is not contained in the boundary of R
g
≥r in R
g), and
Cw is a face of Cw′ if and only if Pw′ is a face of Pw for w,w′ ∈ Trop(f). However, Trop(f) and
New(f) are not dual in any intrinsic way — it is more accurate to say that they are both expressions
of the combinatorial properties of f (really of H(f)) that live in dual vector spaces.
Example 8.11. Continuing Example 8.7, we have Inw(f) = {(p, 0,−1), (0, p,−1)} for w ∈ relint(R1)∩
R2≥0, and hence Pw = {w
′ ∈ Trop(f) : {(p, 0,−1), (0, p,−1)} ⊂ Inw′(f)} = R1∩R
2
≥0. Likewise Pw =
R2 for w ∈ relint(R2), Pw = R3 for w ∈ relint(R3), and P(1/(p−1),1/(p−1)) = {(1/(p− 1), 1/(p− 1))}.
For w ∈ relint(R1) ∩R2≥0 we have
Cw = conv(π(Inw(f))) = conv(π({(p, 0,−1), (0, p,−1)})) = conv{(p, 0), (0, p)};
this is the line segment R′1 ≔ (p, 0)(0, p). Likewise Cw = R
′
2 ≔ (1, 0)(p, 0) for w ∈ relint(R2),
Cw = R
′
3 ≔ (1, 0)(0, p) for w ∈ relint(R3), and C(1/(p−1),1/(p−1)) is the triangle τ with vertices
(1, 0), (0, p), (0, p). For i = 1, 2, 3 the cells Ri and R′i are dual; note that they are orthogonal and have
complementary dimension. The triangle τ is dual to the vertex {(1/(p − 1), 1/(p − 1))} ∈ Trop(f).
The vertices of New(f) correspond to the connected components of R2≥0 \ Trop(f) (these are the Uij
of Example 8.7); they do not have dual cells in Trop(f). See Figure 1.
New(f)
R′3
R′2
R′1
(1, 0) (p, 0)
(0, p)
Trop(f)
R2
R3
( 1p−1 ,
1
p−1 )
R1
FIGURE 1. The Newton complex and tropicalization of the polynomial f of Exam-
ples 8.5, 8.7, and 8.11. The cellRi ofTrop(f) is dual to the line segment R′i ∈ New(f)
for i = 1, 2, 3.
Example 8.12. Extending the previous example, suppose that p 6= 2, and let
f = X + p−1Xp + p−1Y p + p−2Xp
2
+ 2p−2Y p
2
,
(cf. (8.4)), so
H(f) = {(1, 0, 0), (p, 0,−1), (0, p,−1), (p2, 0,−2), (0, p2,−2)}.
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We claim that the line segment (p, 0)(p2, 0) is a cell of New(f), i.e., that there exists w ∈ R2≥0 such
that Inw(f) = {(p, 0,−1), (p2, 0,−2)}. Any such w = (u, v)must satisfy pu−1 = p2u−2 (cf. (8.10.4)),
i.e., u = 1/p(p− 1), in addition to pu − 1 < min{u, pv − 1, p2v − 2}; this is true for all v ≫ 0, which
proves the claim. We can calculate all of the cells of New(f) in the same way: first we choose a subset
S ⊂ H(f), then we solve a system of linear equations and inequalities to determine if there exists
w ∈ Rg≥0 such that S = Inw(f); if so, then conv(π(S)) is a cell of New(f). The complex New(f) is
drawn in Figure 2.
Once we have drawn New(f), it is much easier to draw Trop(f). For instance, the cell P dual to
(0, p2)(p2, 0) is contained in the line
{(u, v) : p2u− 2 = p2v − 2} = {(u, v) : u = v} (again cf. (8.10.4)).
Since (0, p2)(p2, 0) is a face of the trapezoid with vertices {(p, 0), (p2, 0), (0, p), (0, p2)}, we know that
P has the unique vertex (u, v) satisfying pu − 1 = pv − 1 = p2u − 2 = p2v − 2. Since p2u − 2 ≪ 0
when u ≪ 0, we see that P is the ray (1/p(p − 1), 1/p(p− 1)) +R≥0(−1,−1) intersected with R2≥0.
One can calculate all of the cells of Trop(f) in this way: any P ∈ Trop(f) is dual to a unique positive-
dimensional cell P ′ ∈ New(f), and P can be recovered from P ′ as in (8.10.3). The tropicalization of
f is also illustrated in Figure 2.
(1, 0) (p, 0) (p
2, 0)
(0, p2)
(0, p) New(f)
( 1p−1 ,
1
p−1 )
Trop(f)
(
1
p(p−1) ,
1
p(p−1)
)
FIGURE 2. The Newton complex and tropicalization of the polynomial f of Example 8.12.
Example 8.13. When g = 1, tropical geometry basically reduces to the classical theory of the Newton
polygon, as follows. For a nonzero f =
∑
ν≥0 aνX
ν ∈ T1,ρ, the Newton polygon of f is by definition
the set N (f) =
⋃
w∈R≥r
conv(Inw(f)). Hence the support of Newton complex is the projection of
N (f) onto R; the polytopal complex structure simply remembers the horizontal lengths of the line
segments conv(Inw(f)). As illustrated in Figure 3, an element w ∈ R≥r is in Trop(f) if and only if −w
is the slope of a line segment (of positive length) in N (f); this recovers the fact that if ξ is a zero of
f then − ord(ξ) is the slope of a line segment of N (f). In fact, the tropicalization of f along with its
Newton complex is enough to recover the valuations and multiplicities of all of the zeros of f using
the theory of the Newton polygon.
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conv(Inw(f))
(w, 1)
FIGURE 3. The Newton polygon of a polynomial f . The vertices in the figure are the
points of the height graph H(f), and the union of the (dotted and solid) lines is the
Newton polygon of f . For the choice of w indicated in the figure, Inw(f) contains two
points, so w ∈ Trop(f); the slope of the line segment conv(Inw(f)) joining these two
points is −w.
There is an analogue of this fact in higher dimensions. Namely, if f1, . . . , fg ∈ Tg,ρ are nonzero
and w ∈
⋂g
i=1 Trop(fi) is an isolated point contained in R
g
>r then there is a formula based on the
“sizes” of the cells of the Newton complexes of the fi that calculates the (finite, nonzero) number of
points ξ ∈ TgK(ρ)(K) (counted with multiplicity) such that ord(ξ) = w and fi(ξ) = 0 for all i. This
follows from an analogous result for Laurent polynomials proved by Eric Katz, Sam Payne, and Brian
Osserman; see [Rab, §11] for a statement and proof.
8.14. The tropicalization and Newton complex of a nonzero power series f only depend on its height
graph, and are therefore insensitive to extension of the ground field. More precisely, let K ′ be a
complete valued extension ofK, let f ∈ TK,g,ρ, and let f ′ be the image of f in TK′,g,ρ. ThenTrop(f) =
Trop(f ′) and New(f) = New(f ′).
8.15. Let f be a nonzero power series converging on the open unit g-ball DgK , and for 0 < ρ < 1 let
fρ be the image of f in Tg,ρ. Let 0 < ρ′ < ρ, let r = − logp(ρ) > 0, and let r
′ = − logp(ρ
′) > r. It is
clear that Trop(fρ) ∩R
g
≥r′ = Trop(fρ′), so if we define
Trop(f) =
⋃
ρ>0
Trop(fρ)
(as a subset ofRg>0) then Trop(f)∩R
g
≥r = Trop(fρ) for all ρ. This set is the union
⋃
w∈Rg>0
Pw, where
Pw = {w
′ ∈ Rg>0 : inw(f) ⊂ inw′(f)}, the intersection of a polyhedron with R
g
>0. Hence Trop(f)
is a “polyhedral complex” with infinitely many cells. We also let New(f) =
⋃
ρ>0New(fρ); again this
would “almost” be a polyhedral complex if it had finitely many cells. In any case we have a bijective
correspondence Pw ↔ Cw, so we will still say that Pw and Cw are dual cells. We will call Trop(f) the
tropicalization of f and New(f) the infinite Newton complex of f . In what follows all power series f
will converge on DgK , so this ambiguity of notation will hopefully not cause confusion.
Alternatively, in the calculations in the following sections involving Trop(f) and New(f), we could
always work with Trop(fρ) and New(fρ) for a fixed (small) value of ρ.
8.16. Suppose that f1, . . . , fg are nonzero power series in g variables converging on D
g
K . Clearly
if ξ = (ξ1, . . . , ξg) ∈ (D1K(K) \ {0})
g is a common root of the fi then ord(ξ) must be contained
in the intersection
⋂g
i=1Trop(fi). Let Xi ⊂ (D
1
K \ {0})
g be the hypersurface cut out by fi and let
X =
⋂g
i=1 Xi. We will denote by ord the map X (K)→
⋂g
i=1 Trop(fi).
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9. THE TROPICALIZATIONS OF log1, . . . , logg
9.1. Let P be a display over R and let log = (log1, . . . , logg) be its logarithm with respect to some
choice of basis, as in §5. In view of Proposition 6.8 and (8.16), we would like to draw the tropical
hypersurfaces Trop(logi) and locate their intersection points explicitly. However, this is a difficult
problem in geometry and combinatorics when g > 2, so instead we will learn enough about the
structure of Trop(logi) to allow us to perturb the coefficients of logi without changing the number of
roots in a suitable BgK(ρ). In this spirit, we will study the tropical hypersurfaces of general g-tuples of
convergent power series
(9.1.1) fi(X1, . . . , Xg) =
g∑
j=1
∞∑
n=0
an,ij X
pn
j ∈ KJX1, . . . , XgK i = 1, . . . , g
under specific hypotheses on the valuations ord(an,ij) ∈ R ∪ {∞} of the coefficients an,ij for n ≥ 0,
0 ≤ i, j ≤ g which will be satisfied by the perturbations to be considered later on the coefficients of
the logi. To this end, we fix:
Data 9.2.
(i) numbers un,ij ∈ R ∪ {∞} for n = 0, 1, . . . and i, j = 1, 2, . . . , g (un,ij will be ord(an,ij));
(ii) an integer N ≥ 1 (to be the level of the canonical subgroup we wish to find);
(iii) a nonnegative real number H < (p− 1)/pN (to be the Hasse invariant);
(iv) nonnegative real numbers U1, . . . , Ug with
∑g
i=1 Ui = H (Ui will be ord(w0(αii))).
9.2.1. Let Ni be the largest integer such that
pNi − 1
p− 1
Ui < 1
(if Ui = 0 we set Ni =∞). Since
pN − 1
p− 1
Ui ≤
pN − 1
p− 1
H <
pN − 1
pN
< 1,
we see that Ni ≥ N for all i. We require:
Hypotheses 9.2.2.
(i) u0,ii = 0 for i = 1, . . . , g and u0,ij =∞ for i 6= j.
(ii) un,ii =
pn−1
p−1 Ui − n for 1 ≤ n ≤ Ni.
(iii) un,ii ≥ 1− n whenever n > Ni.
(iv) un,ij ≥ −n for all 1 ≤ i, j ≤ g and all n ≥ 0, and furthermore un,ij ≥ 1− n when i > j.
9.2.3. Let fi be any power series of the form (9.1.1) such that the data (un,ij , N,H,Ui) satisfy Hy-
potheses 9.2.2 with un,ij = ord(an,ij). Note that Hypotheses (ii) and (ii) imply Hypothesis (iv) for
i = j, and Hypothesis (iv) guarantees that the fi converge on the open unit g-ball. As another imme-
diate consequence of Hypotheses 9.2.2, we have:
Lemma 9.2.4. Let U = (un,ij , N,H,Ui) be a set of data satisfying Hypotheses 9.2.2.
(i) If 1 ≤ N ′ < N then (un,ij , N ′, H, Ui) is also a set of data satisfying Hypotheses 9.2.2.
(ii) If u′n,ij ≥ un,ij for all n ≥ 0 and all i 6= j and u
′
n,ii = un,ii for all n ≥ 0 and all i then
(u′n,ij , N,H,Ui) is also a set of data satisfying Hypotheses 9.2.2.
(iii) Suppose that g > 1. Choose i ∈ {1, . . . , g}, and let H ′ =
∑
j 6=i Uj. Then
({un,i′j}i′,j 6=i, N,H
′, {Ui′}i′ 6=i)
is a set of data satisfying Hypotheses 9.2.2 for g − 1.
9.3. The first step in understanding Trop(fi) is to analyze the infinite Newton complex New(fi). It is
clear that all of the vertices of New(fi) are contained on the coordinate axes, since there are no mixed
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(p, 0) (p2, 0)
(0, p2) x1
x2
New(f1)
Trop(f1)
(0, p)
(1, 0)
H2,1 H1,1
FIGURE 4. An example of what finite approximations to New(f1) and Trop(f1) can
look like for f1 as in (9.1.1) when g = 2 (the ellipses indicate that the full infinite
Newton complex, resp. tropicalization, continue in the given direction). Since there
are no mixed monomial terms in the power series f1, all of the vertices of New(f1) are
contained on the coordinate axes. The infinite Newton complex of the power series
f˜1 of (9.3.1) is identified with the part of New(f1) contained in the line x2 = 0, as in
Proposition 9.4. The ray Hn,1 is the dual cell to the line segment (pn−1, 0)(pn, 0) in
New(f1).
monomials in (9.1.1). Let xi be ith standard basis vector in Rg and let Li = Rxi be the xi-axis. Let
∆i = {σ ∩ Li : σ ∈ New(fi) and σ ∩ Li 6= ∅}.
Then ∆i is a collection of line segments and vertices in Li. As an exercise one can prove that ∆i is
naturally identified with the infinite Newton complex of the power series
(9.3.1) f˜i(X) = fi(0, . . . , X, . . . , 0) =
∞∑
n=0
an,iiX
pn ,
and that any cell in∆i is a cell in New(fi). Note that by Lemma 9.2.4(iii), f˜i satisfies Hypotheses 9.2.2
for g = 1. The following Proposition is illustrated in Figure 4.
Proposition 9.4. Choose 1 ≤ i ≤ g and n such that 0 ≤ n < Ni. The line segment joining pnxi and
pn+1xi is a cell in ∆i.
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Proof. By the above remarks, we may replace fi with fi(0, . . . , Xi, . . . , 0); hence we may and
do assume that g = 1 and f = f1. This is now a question about the Newton polygon of f (see
Example 8.13). Let un = un,11 and U = U1. We need to show that the line passing through the points
(pn, un) and (pn+1, un+1) lies strictly below every point (pm, um) with m 6= n, n + 1, i.e., that the
linear form ω : (x, y) 7→ (un−un+1)x+ pn(p− 1)y evaluated at points (pm, um) form ≥ 0 achieves its
minimum at (pn, un) and (pn+1, un+1). If 1 ≤ n < Ni then
un − un+1 =
pn − 1
p− 1
U − n−
pn+1 − 1
p− 1
U + n+ 1 = 1− pnU,
and if n = 0 then
u0 − u1 = 0− (U − 1) = 1− p
nU
as well. Choose any point (m,um) with m 6= n, n+ 1. We want the quantity
(9.4.1) ω(pm, um)− ω(pn, un) = (1− pnU)(pm − pn) + pn(p− 1)(um − un)
to be positive.
9.4.2. We treat the case n = 0 separately. In this case m > 1, and (9.4.1) becomes
ω(pm, um)− ω(1, 0) = (1 − U)(p
m − 1) + (p− 1)um.
Suppose that um =
pm−1
p−1 U −m. Then (9.4.1) is equal to
(1− U)(pm − 1) + (pm − 1)U −m(p− 1) = pm − 1−m(p− 1),
which is positive because pm − 1 > m(p − 1) for m ≥ 2, since p
m−1
p−1 = 1 + p + · · · + p
m−1. If
um 6=
pm−1
p−1 U −m then m > N1, and by Hypothesis 9.2.2(iii) we have um ≥ 1 −m. Hence (9.4.1)
becomes
(1− U)(pm − 1) + (p− 1)um ≥ (1− U)(p
m − 1)− (p− 1)(m− 1).
Now U ≤ H < (p− 1)/pN ≤ (p− 1)/p, so 1− U ≥ 1/p. Hence
(1− U)(pm − 1) + (p− 1)um ≥
1
p
(pm − 1)− (p− 1)(m− 1).
Again one can check that pm − 1 > p(p− 1)(m− 1) for m ≥ 2.
9.4.3. Now assume n ≥ 1, and suppose that um =
pm−1
p−1 U −m. Then (9.4.1) is equal to
(1− pnU)(pm − pn) + pn(p− 1)
(
pm − 1
p− 1
U −
pn − 1
p− 1
U −m+ n
)
= pm − pn + pn(p− 1)(n−m).
(9.4.4)
When m ≥ n+ 2 this quantity is positive because
pm−n − 1
p− 1
= pm−n−1 + pm−n−2 + · · ·+ p+ 1 > m− n.
When m < n, (9.4.4) is also positive since
(p− 1)(n−m) > 1− pm−n.
9.4.5. If um 6=
pm−1
p−1 U −m then either m = 0 (so um = 0) or else m > N1 (so m ≥ n+ 2), in which
case um ≥ 1−m. First suppose that m > N1, so (9.4.1) is greater than or equal to
(1 − pnU)(pm − pn)− pn(pn − 1)U + pn(p− 1)(n−m+ 1)
= (1− pnU)pm − (1− U)pn + pn(p− 1)(n−m+ 1)
>
(
1−
p− 1
p
)
pm − pn + pn(p− 1)(n−m+ 1)
= pm−1 − pn + pn(p− 1)(n−m+ 1),
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where the second-to-last step comes from the fact that
U ≤ H <
p− 1
pN
≤
p− 1
pn+1
.
But pm−1 − pn + pn(p− 1)(n−m+ 1) is nonnegative because
pm−n−1 − 1
p− 1
≥ m− n− 1
for all m ≥ n+ 2. If instead m = 0 then (9.4.1) is
(1 − pnU)(1− pn)− pn(p− 1)un = (1− p
nU)(1 − pn)− pn(p− 1)
(
pn − 1
p− 1
U − n
)
= 1 + pn(n(p− 1)− 1) ≥ 1
because n(p− 1) ≥ 1 when n ≥ 1. ■
Example 9.5. Suppose that g = 1, and let U = U1 = H and un = un,11. Let N = 1, and assume
that u0 = 0, u1 = U − 1, and u2 = −1. If the line segment joining x1 and px1 is a cell in ∆ = ∆1
then the point (p, u1) is below the line segment joining (1, u0) and (p2, u2); an elementary calculation
shows that this happens precisely when U = H < p/(p + 1). It is not a coincidence that p/(p+ 1) is
Katz’s bound on the Hasse invariant of an elliptic curve that suffices for its level-1 canonical subgroup
to exist; cf. (1.10), Remark 7.10.1(ii), and Remark 9.8.
9.6. Proposition 9.4 says that the line segment joining pn−1xi and pnxi is a cell in New(fi) when
1 ≤ n ≤ N ; let Hn,i be its dual cell in Trop(fi).
Lemma 9.7. Let 1 ≤ i ≤ g and let 1 ≤ n ≤ N (so n ≤ Ni).
(i) The cell Hn,i is contained in the affine hyperplane defined by the equation
xi =
1
pn−1(p− 1)
−
Ui
p− 1
≥
1
pN−1(p− 1)
−
H
p− 1
>
1
pN (p− 1)
.
(ii) If H is the dual cell in Trop(fi) to any other cell of ∆i then it is contained in the affine hyperplane
defined by the equation xi = r for some r ≤ 1pN (p−1) .
Proof. For m′,m ∈ Z≥0 with m′ < m let Im′,m be the line segment joining pm
′
xi and pmxi, and
when um′,ii, um,ii 6= ∞ let rm′,m = (um′,ii − um,ii)/pm
′
(pm−m
′
− 1), so −rm′,m is the slope of the
line segment joining (pm
′
, um′,ii) and (pm, um,ii) in R2. (For the first part of the Lemma, we will be
interested in the case m′ = m − 1 with 1 ≤ m ≤ N .) As explained in (8.10.3), if Im′,m is a cell in
∆i and x = (x1, . . . , xg) ∈ R
g
>0 is contained in its dual cell H then p
m′xi + um′,ii = p
mxi + um,ii;
i.e., xi = rm′,m. Hence by Example 8.13, this is a question about the Newton polygon of the power
series fi(0, . . . , Xi, . . . , 0), so as in the proof of Proposition 9.4 we can assume g = 1. Let ∆ = ∆1, let
un = un,11 and U = U1. Part (i) now follows immediately from the calculation
rn−1,n =
un−1 − un
pn−1(p− 1)
=
1− pn−1U
pn−1(p− 1)
=
1
pn−1(p− 1)
−
U
p− 1
.
Let Im,m′ be a cell in ∆ for some m,m′ ∈ Z such that N ≤ m′ < m, so its dual cell is the point
{rm′,m}. If Im′′,m′ is also a cell in ∆ for some N ≤ m′′ < m′ then −rm′′,m′ < −rm′,m (i.e., rm′,m <
rm′′,m′) because the slopes of the line segments in a Newton polygon are monotonically increasing;
thus we may assume that m′ = N . If N < Ni thenm = N +1 and rN,N+1 = 1/pN(p− 1)−U/(p− 1)
as above, so we may assume that N = Ni (unless Ni = ∞, in which case we are done), and hence
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um ≥ 1−m by Hypothesis 9.2.2(iii). We therefore have (by Hypotheses 9.2.2(ii,iii))
rN,m =
uN − um
pN (pm−N − 1)
≤
pN−1
p−1 U −N +m− 1
pN(pm−N − 1)
<
m−N
pN (pm−N − 1)
(
using U ≤ H <
p− 1
pN
)
.
But this quantity is at most 1/pN(p− 1) since for k ≥ 1 we have
k
pN(pk − 1)
≤
1
pN (p− 1)
,
as one easily checks. ■
Remark 9.8. When P be a display of dimension g = 1 over R, Proposition 9.4 and Lemma 9.7 effec-
tively calculate the Newton polygon of the logarithm log = log1 with respect to some choice of basis,
as follows. We will prove (Proposition 10.6) that if log =
∑
anX
n then the data (ord(an), N,H,H)
satisfy Hypotheses 9.2.2, so Proposition 9.4 shows that for 1 ≤ n ≤ N the line segment σn joining
(pn−1, ord(an−1)) and (pn, ord(an)) is in N (log). By Lemma 9.7 the slope of σn is −(1/pn−1(p− 1)−
H/(p−1)) < −1/pN(p−1), and the slope of any other line segment inN (log) is at least −1/pN(p−1).
Hence log has pn − pn−1 roots with valuation 1/pn−1(p − 1) − H/(p − 1), and this accounts for all
nonzero roots of log with valuation at least r ≔ 1/pN−1(p− 1)−H/(p− 1). Therefore log has a total
of
(pn − pn−1) + (pn−1 − pn−2) + · · ·+ (p2 − p) + (p− 1) + 1 = pn
roots in the ball BgK(ρ) where ρ = p
−r. We will also show (Lemma 11.7) that (G [p∞] ∩BgK(ρ))(K) ∼=
Z/pnZ (so G [p∞] ∩BgK(ρ) = G[p
N ]≤ρ), which proves Theorem 7.12 for g = 1.
Proposition 9.9. Let r = 1/pN(p − 1), let 1 ≤ i ≤ g, and let x = (x1, . . . , xg) ∈ Trop(fi) ∩ R
g
>r.
Suppose that x /∈ Hn,i for n = 1, . . . , N (so g ≥ 2; cf. Remark 9.8). Then there exists j 6= i such that
xi − xj ≥
εi>j
pN
−
Ui
p− 1
,
where εi>j = 1 if i > j and is 0 otherwise.
Proposition 9.9 is illustrated in Figure 5.
Proof. To say that x ∈ Trop(fi) means that inx(fi) is not a monomial. Hence there are m,m′
and j, j′ with (m, j) 6= (m′, j′) such that pmxj + um,ij = pm
′
xj′ + um′,ij′ , and pmxj + um,ij ≤
pm
′′
xj′′ + um′′,ij′′ for all m′′, j′′. Since xi > r, either j 6= i or j′ 6= i, because otherwise x would
be contained in the dual cell to a cell of ∆i and hence would lie on some Hn,i by Lemma 9.7(ii).
Therefore, without loss of generality we can assume that j 6= i. Then we have
pmxj + um,ij ≤ p
nxi + un,ii
for all n ≥ 0. We now consider two separate cases.
(i) Suppose that m ≤ N (so m ≤ Ni). Then pmxj + um,ij ≤ pmxi + um,ii implies
xi − xj ≥
um,ij − um,ii
pm
≥
εi>j −m+m−
pm−1
p−1 Ui
pm
(by Hypotheses 9.2.2(ii,iii))
=
εi>j
pm
−
pm − 1
pm
·
Ui
p− 1
≥
εi>j
pm
−
Ui
p− 1
≥
εi>j
pN
−
Ui
p− 1
.
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(ii) Now suppose that m > N . Then pmxj + um,ij ≤ pNxi + uN,ii implies
xi − xj ≥ (p
m−N − 1)xj +
1
pN
(um,ij − uN,ii)
≥
pm−N − 1
pN (p− 1)
+
εi>j −m+N −
pN−1
p−1 Ui
pN
≥
pm−N − 1− (p− 1)(m−N)
pN (p− 1)
+
εi>j
pN
−
Ui
p− 1
,
where we have used xj > r = 1/pN(p− 1). Hence we need only show that for k = m−N ≥ 1
we have pk − 1 ≥ (p− 1)k, which is easily checked.
■
The main result concerning the structure of Trop(fi) is as follows.
Theorem 9.10. Let
r =
1
pN(p− 1)
and r′ =
1
pN−1(p− 1)
−
H
p− 1
,
so r′ > r since H < (p− 1)/pN . Then
g⋂
i=1
Trop(fi) ∩R
g
>r =
g⋂
i=1
Trop(fi) ∩R
g
≥r′ and
g⋂
i=1
Trop(fi) ∩R
g
>1/(p−1) = ∅.
Proof. Let x = (x1, . . . , xg) ∈
⋂g
i=1 Trop(fi) ∩ R
g
>r. Choose 1 ≤ i1 ≤ g; we want to show that
xi1 ≥ r
′. If x ∈ Hm,i1 for some 1 ≤ m ≤ N then xi ≥ r
′ by Lemma 9.7, so we may restrict our
attention to the case x /∈
⋃N
m=1Hm,i1 . By Proposition 9.9, there exists 1 ≤ i2 ≤ g with i2 6= i1 such
that
xi1 − xi2 ≥
εi1>i2
pN
−
Ui1
p− 1
.
Continuing in this fashion, there are pairwise distinct integers i1, i2, . . . , in ∈ {1, . . . , g} for some
2 ≤ n ≤ g such that for each j < n we have
(*) x /∈
N⋃
m=1
Hm,ij and xij − xij+1 ≥
εij>ij+1
pN
−
Uij
p− 1
.
We may assume that there is no in+1 /∈ {i1, . . . , in} such that i1, . . . , in+1 satisfies (*) for all j < n+1,
which is to say that either (i) there exists an in+1 = iℓ for some ℓ < n satisfying (*) for j = n, or (ii)
x ∈
⋃N
m=1Hm,in . We claim that case (i) cannot happen. If (i) occurs then
0 =
n∑
j=ℓ
(xij − xij+1 ) ≥
∑n
j=ℓ εij>ij+1
pN
−
∑n
j=ℓ Uij
p− 1
.
Since iℓ = in+1, at least one εij>ij+1 is 1, and since
∑g
j=1 Uj = H we have
∑n
j=ℓ Uij ≤ H . Hence
0 ≥
1
pN
−
H
p− 1
> 0,
a contradiction. Therefore x ∈ Hm,in for some 1 ≤ m ≤ N , so
xin =
1
pm−1(p− 1)
−
Uin
p− 1
≥
1
pN−1(p− 1)
−
Uin
p− 1
.
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x2 =
1
pN (p−1)
U1
p−1
x1 =
1
pN−1(p−1)x1 =
1
pN (p−1)
U2
p−1
x1 − x2 = −
U1
p−1
x2 − x1 =
1
pN
− U2p−1
Trop(f2)
x2 =
1
pN−1(p−1)
1
pN
Trop(f1)
HN,1
HN,2
FIGURE 5. This figure illustrates Proposition 9.9. Let r = 1/pN(p − 1). The vertical
rays in Trop(f1) ∩R2>r are the cells Hn,1, and the horizontal rays in Trop(f2) ∩R
2
>r
are the cells Hn,2, cf. (8.10.5) and Lemma 9.7. In the region x1, x2 > r, every
point on Trop(f1) not contained in Hn,1 for 1 ≤ n ≤ N lies below the dotted line
x1 − x2 = −U1/(p − 1), and any point on Trop(f2) not contained in Hn,2 for 1 ≤
n ≤ N lies above the dotted line x2 − x1 = 1/pN − U2/(p − 1). As the regions
{(x1, x2 : x1 − x2 ≥ −U1/(p − 1)} and {(x1, x2) : x2 − x1 ≥ 1/pN − U2/(p − 1)}
do not intersect, this implies that any point of Trop(f1) ∩ Trop(f2) ∩R2>r is located
on some ray Hn,1 or Hn,2, as in the proof of Theorem 9.10. (Note that many such
intersection points will lie above or to the right of the Figure.)
Hence
xi1 = (xi1 − xin) + xin =
n−1∑
j=1
(xij − xij+1 ) + xin
≥
∑n−1
j=1 εij>ij+1
pN
−
∑n−1
j=1 Uij
p− 1
+
1
pN−1(p− 1)
−
Uin
p− 1
≥
1
pN−1(p− 1)
−
∑n
j=1 Uij
p− 1
≥
1
pN−1(p− 1)
−
H
p− 1
= r′.
HIGHER-LEVEL CANONICAL SUBGROUPS FOR p-DIVISIBLE GROUPS 35
For the final assertion, since
1
p− 1
≥
1
pm−1(p− 1)
−
Ui
p− 1
for 1 ≤ m ≤ N , any point x ∈
⋂g
i=1Trop(fi) ∩R
g
>1/(p−1) is not contained on any hyperplane Hm,i by
Lemma 9.7(i). But we showed above that this is impossible. ■
10. COUNTING THE COMMON ROOTS OF (log1, . . . , logg)
10.1. Let P = (P,Q, F, V −1) be a display over R and let P = T ⊕ L be a normal decomposition,
let e1, . . . , eg and eg+1, . . . , eh be W (R)-bases for T and L, respectively, and let M = (αij) be the
structure matrix for P with respect to this basis, as in (5.1.1). Let G = BTP be the associated p-
divisible formal group over R (of dimension g and height h), and let G be its rigid generic fiber. Let
log = (log1, . . . , logg) be the logarithm of G, calculated in terms of P using (5.5.3).
Notation 10.2. We will use the following notation in this section and the next. For n ≥ 0, define
rn =
1
pn(p− 1)
and r′n =
1
pn−1(p− 1)
−
H
p− 1
,
where H = H(G). We also set ρn = p−rn and ρ′n = p
−r′n . Note that if H < (p − 1)/pn then rn < r′n
and ρn > ρ′n.
If X ⊂ DgK is any analytic subspace and ρ ∈
√
|K×|, 0 < ρ ≤ 1, we define
X≤ρ ≔X ∩B
g
K(ρ) and X<ρ ≔X ∩D
g
K(ρ).
10.3. We will use the results of §9 and a continuity of roots argument to count the number of
points in the set G [p∞]≤ρ′n(K) when H < (p − 1)/p
n; i.e., to count the number of common ze-
ros of (log1, . . . , logg) whose coordinates have absolute value at most ρ
′
n. (It will turn out that
G [p∞]≤ρ′n = G[p
n]≤ρ′n when H(G) < (p− 1)/p
n.) Specifically, we will prove:
Proposition 10.4. Fix an integer N ≥ 1, and assume that H(G) < (p − 1)/pN . For 0 < n ≤ N , the
group G [p∞]≤ρ′n(K) has exactly p
ng points.
10.5. Recall that we have defined g × h matrices an = (an,ij) with entries in K for n ≥ 0, calculated
in terms ofM using the equations (5.5.3), such that
logi(X1, . . . , Xg) =
g∑
j=1
∞∑
n=0
an,ij X
pn
j ∈ KJX1, . . . , XgK i = 1, . . . , g.
Our first task is to show that the coefficients an,ij of log1, . . . , logg satisfy Hypotheses 9.2.2. To this
end, for the rest of this section we fix an integer N ≥ 1, and we assume that H = H(G) < (p− 1)/pN .
We also let Ui = ord(w0(αii)), so
∑g
i=1 Ui = H (cf. (7.15)). Let un,ij = ord(an,ij) ∈ R ∪ {∞} for
i = 1, 2, . . . , g and j = 1, 2, . . . , h. Note that ({un,ij}i,j=1,...,g, N,H,Ui) forms a system of data as
in (9.2).
Proposition 10.6. The data ({un,ij}i,j=1,...,g, N,H,Ui) satisfy Hypotheses 9.2.2.
Proof. Hypothesis (i) is clear by (5.5.3). We will prove Hypotheses (ii)–(iv) by induction on n, the
base case n = 0 being Hypothesis (i). We will also need the following inductive hypothesis:
(*) un,ij ≥ −n+ 1 for j > g,
which is satisfied for n = 0.
10.6.1. Suppose that Hypotheses (ii)–(iv) and (*) are satisfied for some n ≥ 0. Express the h × h
structure matrix M in block-matrix form:
M =
[
A B
C D
]
,
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where A is a g × g matrix, D is an (h − g) × (h − g) matrix, C is an (h − g) × g matrix, and B is a
g × (h− g) matrix. We also write an in the block form
an =
[
a′n bn
]
,
where a′n is a g× g matrix and bn is a g × (h− g) matrix. For brevity, if E is a matrix with coefficients
in R, we will write ord(E) ≥ δ to mean that the valuation of every coefficient of E is at least δ. Hence
Hypotheses (ii)–(iv) and (*) imply
ord(a′n) ≥ −n, ord(bn) ≥ −n+ 1.
10.6.2. First we prove (*) and Hypothesis (iv) for n+ 1. Writing out (5.5.3), we have[
a′n+1 bn+1
]
=
[
p−1
(
a′nwn(A) + bnwn(C)
)
a′nwn(B) + bnwn(D)
]
.
Since ord(a′n) ≥ −n, ord(bn) ≥ 1−n, and ord(wn(M)) ≥ 0, we see that ord(bn+1) ≥ −n = 1−(n+1),
which proves (*) for n + 1. The same argument shows that ord(a′n+1) ≥ −(n + 1), i.e., un+1,ij ≥
−(n+ 1) for all i, j. Since ord(bn) ≥ 1− n, we have
an+1,ij =
1
p
(
g∑
ℓ=1
an,iℓwn(αℓj)
)
+ (terms with valuation at least −n).
Hypothesis (iv) for n says that ord(an,iℓ) ≥ 1 − n when i > ℓ, and since w0(A) is upper-triangular
modulo p, wn(αℓj) is divisible by p for ℓ > j, so ord(wn(αℓj)) ≥ 1. If i > j then either i > ℓ or ℓ > j,
so un+1,ij ≥ 1− (n+ 1) in this case. This proves Hypothesis (iv) for n+ 1.
10.6.3. It remains to prove Hypotheses (ii) and (iii) for n+ 1. We have
an+1,ii =
1
p
(
g∑
ℓ=1
an,iℓwn(αℓi)
)
+ (terms with valuation at least −n),
with ord(an,iℓwn(αℓi)) ≥ 1 − n when ℓ 6= i as above, since ord(an,iℓ) ≥ 1 − n when i > ℓ by Hypoth-
esis (iv) and ord(wn(αℓi)) ≥ 1 when ℓ > i. Assume that n + 1 ≤ Ni (i.e. we are in the situation of
Hypothesis (ii)), so
pn+1 − 1
p− 1
Ui < 1 and by induction, ord(an,ii) =
pn − 1
p− 1
Ui − n.
Write αij = (αij,0, αij,1, . . . ) in its Witt coordinates, so Ui = ord(αii,0). Then
pn ord(αii,0) = p
nUi <
pn+1 − 1
p− 1
Ui < 1
so
ord(wn(αii)) = ord
 n∑
j=0
pjαp
n−j
ii,j
 = ord (αpnii,0) = pnUi.
Hence
ord(an,iiwn(αii)) =
pn − 1
p− 1
Ui + p
nUi − n =
pn+1 − 1
p− 1
Ui − n < 1− n.
We conclude that
un+1,ii = ord(an+1,ii) =
pn+1 − 1
p− 1
Ui − (n+ 1),
which proves Hypothesis (ii) for n+ 1.
Now assume n+ 1 > Ni (i.e. we are in the situation of Hypothesis (iii)), so
pn+1 − 1
p− 1
Ui ≥ 1.
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The formula wn(αii) =
∑n
j=0 p
jαp
n−j
ii,j gives ord(wn(αii)) ≥ min{p
nUi, 1} since Ui = ord(αii,0), so if
n = Ni then by Hypothesis (ii) for n,
ord(an,iiwn(αii,0)) ≥
pn − 1
p− 1
Ui − n+min{p
nUi, 1} = min
{
pn+1 − 1
p− 1
Ui, 1
}
− n ≥ 1− n.
If n > Ni then by Hypothesis (iii) for n,
ord(an,iiwn(αii,0)) ≥ 1− n+ ord(wn(αii,0)) ≥ 1− n.
Therefore, un+1,ii ≥ −n = 1− (n+ 1), which proves Hypothesis (iii) for n+ 1.
■
10.7. As mentioned above, we will perturb the coefficients of the power series logi to simplify the
combinatorics. The following kind of power series will serve as the perturbations (recall (10.5) that
we have fixed N,H, and {Ui}i=1,...,g).
Definition 10.8. Let
fi(X1, . . . , Xg) =
g∑
j=1
∞∑
n=0
bn,ijX
pn
j ∈ K
′JX1, . . . , XgK
be power series with coefficients in a finite extension field K ′ of K for i = 1, . . . , g. We say that
(f1, . . . , fg) satisfies Hypotheses 9.2.2 if the data (ord(bn,ij), N,H,Ui) satisfy Hypotheses 9.2.2.
The following Lemma is basically a translation of Theorem 9.10. We use the notation of (10.2).
Lemma 10.9. Let K ′ be a finite extension of K, let f1, . . . , fg ∈ K ′JX1, . . . , XgK be power series sat-
isfying Hypotheses 9.2.2, and let X ⊂ DgK′ be the analytic subspace defined by (f1, . . . , fg). Then for
1 ≤ n ≤ N we have X ∩DgK′(ρn) = X ∩B
g
K′(ρ
′
n). In addition, X ∩D
g
K′(ρ0) = {0}.
Proof. By decreasingN we may assume that n = N ; cf. Lemma 9.2.4(i). The case g = 1 is handled
by Remark 9.8, so assume by induction on g that g > 1. Let ξ = (ξ1, . . . , ξg) ∈ X ∩D
g
K′(ρN ). If all ξi
are nonzero then
ord(ξ) = (ord(ξ1), . . . , ord(ξg)) ∈
g⋂
i=1
Trop(fi) ∩R
g
>rN ,
so by Theorem 9.10, ξ ∈ BgK′(ρ
′
N ). Now suppose that ξi = 0 for some i. Let
f˜j(X1, . . . , X̂i, . . . , Xg) = fj(X1, . . . , Xi−1, 0, Xi+1, . . . , Xg)
for j 6= i. Then by Lemma 9.2.4(iii), the power series {f˜j}j 6=i satisfy Hypotheses 9.2.2 for g − 1. But
(ξ1, . . . , ξ̂i, . . . , ξg) is a root of each f˜j , j 6= i, so by induction on g we have ξ ∈ B
g
K′(ρ
′
N ) ∩ {ξi = 0}.
The same argument shows that X ∩DgK′(ρ0) = {0}. ■
10.9.1. In particular, taking (f1, . . . , fg) = (log1, . . . , logg) and using Propositions 6.8 and 10.6, we
see that for all 1 ≤ n ≤ N ,
(10.9.2) G [p∞]≤ρ′n = G [p
∞]<ρn and G [p
∞]<ρ0 = {0}.
Lemma 10.9 and the following proposition allow us to make drastic modifications to our power
series without affecting the number of roots in BgK(ρ
′
n).
Proposition 10.10. (Continuity of Roots) Let ρ, µ ∈
√
|K×| be such that ρ < µ. Let X ⊂ BgK(µ)×B
1
K
be a closed analytic subspace contained in BgK(ρ) × B
1
K , and let ϕ : X → B
1
K be projection onto the
second factor. Suppose that X is defined by an ideal of the form (f1, . . . , fg) ⊂ Tg,µ〈t〉. Then ϕ is a finite,
flat map. In particular, each fiber of X over B1K is finite and has the same length.
Proof. It is harmless to make a finite extension of K, so we can reduce to the case µ = 1. Let
A = Tg〈t〉/a, where a is the ideal generated by f1, . . . , fg, so X = Sp(A). First we show that A
is a finite K〈t〉-module. By the rigid-analytic direct image theorem [BGR84, Theorem 9.6.3/1], we
need only show that ϕ is proper. Using Kiehl’s definition of properness for rigid spaces, it suffices
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to show that there are affinoid generators h1, . . . , hn of A over K〈t〉 such that |hi|sup < 1. Since
X ⊂ BgK(ρ)×B
1
K with ρ < 1, the standard generators of Tg satisfy this property.
Since a has g generators, by Krull’s principal ideal theorem every irreducible component of Spec(A)
has dimension at least one, so since the fibers of ϕ have dimension zero, X is pure dimension 1 by
[Mat89, Theorem 15.1]. Since Tg,µ is a regular ring, it is Cohen-Macaulay, so by the unmixedness
theorem [Mat89, Theorem 17.6], Spec(A) has no embedded points. Thus every associated point of
Spec(A) lies over the generic point of Spec(K〈t〉). Since K〈t〉 is Dedekind, A is a flat K〈t〉-module. ■
Definition 10.11. Let K ′ be a finite extension of K, let (f1, . . . , fg) be a g-tuple of power series in g
variables converging onDgK′ , and choose ρ ∈
√
|K×|, 0 < ρ < 1. By the number of roots of (f1, . . . , fg)
in BgK′(ρ) we mean the K
′-dimension of TK′,g,ρ/(f1, . . . , fg) (which may be infinite).
When (f1, . . . , fg) cut out an étale subspace X ⊂ B
g
K′(ρ), the number of roots of (f1, . . . , fg) in
B
g
K′(ρ) is simply the number of geometric points of X .
Corollary 10.12. Let f1, . . . , fg be analytic functions on D
g
K × B
1
K such that for each t0 ∈ B
1
K , the
specializations f1,t0 , . . . , fg,t0 satisfy Hypotheses 9.2.2 over κ(t0) (in the sense of (10.8)). Then for any
1 ≤ n ≤ N , (f1,t0 , . . . , fg,t0) has a finite number of roots in B
g
K(ρ
′
n), and this number is independent of
t0 ∈ B1K .
Proof. Decreasing N if necessary, we may assume that n = N . Let X ⊂ DgK × B
1
K be the
analytic subspace cut out by f1, . . . , fg, and for t0 ∈ B1K let Xt0 be the fiber over t0. By Lemma 10.9,
Xt0 ⊂ B
g
κ(t0)
(ρ′N ) for all t0, so X ⊂ B
g
K(ρ
′
N ) × B
1
K . The result now follows from Proposition 10.10
with ρ = ρ′N and any µ ∈ (ρ
′
N , 1) ∩
√
|K×|. ■
10.13. Proof of Proposition 10.4. We define
fi(X1, . . . , Xg; t) =
∞∑
n=0
an,iiX
pn
i + t
∑
j 6=i
∞∑
n=0
an,ijX
pn
j .
By Lemma 9.2.4(ii), for every t0 ∈ B1K the specializations f1,t0 , . . . , fg,t0 satisfy Hypotheses 9.2.2.
Thus by Corollary 10.12, for every 1 ≤ n ≤ N , (f1,0, . . . , fg,0) has the same number of roots in
B
g
K(ρ
′
n) as (f1,1, . . . , fg,1) = (log1, . . . , logg). Let
hi = fi,0 =
∞∑
n=0
an,iiX
pn
i ;
we want to show that (h1, . . . , hg) has png roots in B
g
K(ρ
′
n). Thinking of hi as a power series in one
variable, let Xi ⊂ B1K(ρ
′
n) be the subspace cut out by hi, so the ideal (h1, . . . , hg) cuts out the product
X1 × · · · ×Xg ⊂ B
g
K(ρ
′
n). Thus it suffices to show that the length of Xi is p
n for i = 1, . . . , g, so we
are reduced to the case g = 1. This is handled by Remark 9.8. ■
11. THE GROUP STRUCTURE ON G [p∞]≤ρ′
N
(K)
11.1. We keep the notation of §10. The only remaining step in the proof of Theorem 7.12 is to
show that the group G [p∞]≤ρ′
N
(K) of size pNg is in fact equal to G [pN ]≤ρ′
N
(K), and is isomorphic to
(Z/pNZ)g.
11.2. Let X = (X1, . . . , Xg) and let G ∼= Spf(RJXK) be the canonical formal Lie group with G ∼=
G[p∞], as in (2.4). Let [p](X) ∈ (X)RJXKg be the g-tuple of power series defining the multiplication-
by-p map on G. Let R0 = R/pR, let G0 = G ⊗R R0 and G0 = G ⊗R R0, and let V be the relative
Verschiebung map G(p)0 → G0 over R0. We have chosen a basis for the tangent space Lie(G0) of G0,
which induces a basis for Lie(G(p)0 ) ∼= Lie(G0) ⊗R0,Frob R0; with respect to these bases, we can view
dV : Lie(G
(p)
0 ) → Lie(G0) as a g × g matrix with coefficients in R0. Choose a lift of d˜V ∈ Mg(R) of
this matrix. The following is a slight generalization of a result in [Kat73, §3.6].
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Lemma 11.3. We have
[p](X) = pX+ d˜V (Xp1 , . . . , X
p
g ) + pf(X) + O(X
p2),
where f is a g-tuple of power series with no terms of total degree less than p.
The proof is left to the reader; one uses the fact that for ζ ∈ R a primitive (p − 1)th root of unity,
we have log(ζX) = ζ log(X), so
[p](ζX) = exp(p · log(ζX))
= exp(ζp · log(X)) = exp(ζ log([p]X))
= exp(log(ζ[p](X))) = ζ[p](X).
(In fact Lemma 11.3 is true for any formal Lie group G equipped with a choice of parameters such
that the total degree of any monomial in log(X) is a power of p.)
11.4. By Remark 7.9.1(iv), the matrix for dV (with respect to our choice of basis) is given w0(A)
mod p where A is the upper-left g × g submatrix of the structure matrix M of our display P . Re-
call (7.15) that we are assuming that w0(A) is upper-triangular mod p, so d˜V (mod p) is an upper-
triangular matrix.
Notation 11.5. For ξ = (ξ1, . . . , ξg) ∈ B
g
K(K) \ {0} let size(ξ) = min{ord(ξi)}
g
i=1 and for n ∈ Z≥0 let
ξ(n) = (ξn1 , . . . , ξ
n
g ).
In other words, if ξ ∈ BgK(K) \ {0} and r = size(ξ) then ρ = p
−r is the radius of the smallest ball
B
g
K(ρ) containing ξ.
Remark 11.6. Lemma 11.3 implies that if ξ ∈ DgK(K) \ {0} then
size([p]ξ) ≥ min{p size(ξ), 1 + size(ξ)},
or equivalently,
size(ξ) ≤ max{p−1 size([p]ξ), size([p]ξ)− 1}.
Consequently, if ξ1, ξ2, . . . ∈ D
g
K(K) satisfy ξ1 6= 0 and [p]ξn+1 = ξn for all n ≥ 1, then size(ξn)→ 0 as
n→∞.
Suppose that the level-n canonical subgroup Gn of G exists for all n, and that Gn admits the radius
µn. Then [p] : Gn+1(K)→ Gn(K) is a surjection, so there exist ξn ∈ Gn(K) = G[pn]≤µn(K) for n ≥ 1
with size(ξn) → 0. Hence µn → 1, so G [p∞] =
⋃
n≥1Gn ⊗R K. This implies that G is ordinary, since
G[p](K) ⊂
⋃
n≥1Gn[p](K) = G1(K).
Lemma 11.7. Choose ξ ∈ BgK(K) \ {0} and suppose that for some integer n ≥ 1 we have
1
pn+1(p− 1)
< size(ξ) ≤
1
p(p− 1)
.
If H = H(G) < (p− 1)/pn+1 then [p](ξ) 6= 0.
Proof. First we will show by induction on g that if B = (bij) ∈ Mg(R) is any upper-triangular
matrix with nonzero diagonal entries and ν ∈ BgK(K) \ {0} is any point then
(*) size(Bν) = min
ord
∑
j≥i
bijνj

g
i=1
≤ h+ size(ν),
where h =
∑g
i=1 ord(bii) (note that Bν 6= 0 since det(B) 6= 0). The assertion is clear when g = 1, so
assume g > 1.
(i) If size(ν) < ord(ν1) then size(ν) = size(ν2, . . . , νg), so we are done by induction on g.
(ii) If size(ν) = ord(ν1) and ord(
∑g
i=1 b1iνi) ≤ ord(b11ν1) then we are done.
(iii) Otherwise, for some i > 1 we have ord(νi) ≤ ord(νi) + ord(b1i) ≤ size(ν) + ord(b11). Hence if
ν′ = (ν2, . . . , νg), h′ =
∑g
i=2 ord(bii), and B
′ = (bij)i,j≥2, then by induction we have
size(Bν) ≤ size(B′ν′) ≤ h′ + size(ν′) ≤ h′ + ord(νi) ≤ h
′ + size(ν) + ord(b11) = h+ size(ν).
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This proves the assertion.
Write dV = (aij), and choose lifts a˜ij of aij to R such that the matrix d˜V ≔ (a˜ij) is also upper-
triangular. Since H =
∑g
i=1 ord(a˜ii) < 1, the diagonal entries of d˜V are nonzero so by (*) we have
size(d˜V (ξ(p))) ≤ H + p size(ξ). We also have
H + (p− 1) size(ξ) <
p− 1
pn+1
+
1
p
≤
p− 1
p2
+
1
p
=
2
p
−
1
p2
≤ 1−
1
p2
< 1,
so size(d˜V (ξ(p))) ≤ H + p size(ξ) < size(ξ) + 1. By Lemma 11.3,
(11.7.1) [p](X) = d˜V (Xp1 , . . . , X
p
g ) + pf(X) +O(X
p2 )
for some f ∈ (X)RJXK. Write [p](X) = ([p]1(X), . . . , [p]g(X)), and let cXµ be a monomial occurring
in [p]i(X) for some 1 ≤ i ≤ g such that cξµ 6= 0 (i.e., ξi 6= 0 when µi 6= 0). If c ≡ 0 (mod p) then
size(d˜V (ξ(p))) < size(ξ) + 1 ≤ ord(cξµ). If instead |µ| ≥ p2 then
ord(cξµ) ≥ p2 size(ξ) >
p− 1
pn+1
+ p size(ξ) > H + p size(ξ) ≥ size(d˜V (ξ(p))),
where the second inequality holds because p(p − 1) size(ξ) > (p − 1)/pn+1 since size(ξ) > 1/pn+2.
Hence in (11.7.1), we have size(f(ξ)) > size(d˜V (ξ(p))), and the O(Xp
2
)-term also evaluates at X = ξ
with size greater than size(d˜V (ξ(p))). Thus size([p]ξ) = size(d˜V (ξ(p))), and in particular [p]ξ 6= 0. ■
Proposition 11.8. Assume that H = H(G) < (p− 1)/pN . Then G [p∞]≤ρ′
N
(K) ∼= (Z/pNZ)g.
Proof. First we show that for 1 ≤ n ≤ N , G [p∞]≤ρ′n = G [p
n]≤ρ′n . We will prove by induction
on n that G [p∞]≤ρ′n(K) = G [p
∞]<ρn(K) is killed by p
n (cf. (10.9.2)). Let ξ ∈ G [p∞]<ρn(K). By
Lemma 11.3,
size([p]ξ) ≥ min{p size(ξ), 1 + size(ξ)} > min{p rn, 1 + rn} ≥
1
pn−1(p− 1)
.
If n = 1 then size([p]ξ) > 1/(p − 1), so [p]ξ = 0 by (10.9.2). Otherwise [p]ξ ∈ G [p∞]<ρn−1(K), so
[pn]ξ = [pn−1][p]ξ = 0 by induction.3
In order to prove that the pN -torsion abelian group G [p∞]≤ρ′
N
(K) of order pNg is isomorphic
to (Z/pNZ)g, it suffices to show that G [p∞]≤ρ′
N
(K) has pg points of p-torsion. It is clear from the
above that G [p∞]≤ρ′
1
⊂ G [p∞]≤ρ′
N
has order pg and is killed by p, so we must show that for ξ ∈
G [p∞]≤ρ′
N
(K), [p]ξ = 0 implies ξ ∈ G [p∞]≤ρ′
1
(K). By (10.9.2), G [p∞]≤ρ′
1
= G [p∞]<ρ1 , so if ξ ∈
G [p∞]≤ρ′
N
(K) is not contained in G [p∞]≤ρ′
1
(K) then size(ξ) ≤ 1/p(p − 1). By Lemma 11.7, this
implies that [p]ξ 6= 0. ■
The proof of Theorem 7.12 is now complete.
12. ELIMINATION OF NOETHERIAN HYPOTHESES
12.1. As mentioned in (7.11), the goal of this section is to prove:
Proposition 12.2. Let G be a connected level-N truncated p-divisible group over R. If the fraction field
K of R is algebraically closed then G extends to a p-divisible group over R.
In particular, there is a display P over R such that G ∼= BTP [pN ].
We will use a standard noetherian approximation argument.
Proposition 12.3. Suppose that the fraction field K of R is algebraically closed. Let (A,m) be a local
noetherian ring with residue field κ and let ϕ : A → R be a local homomorphism. Let κ′ be a subfield
3See [Con, Lemma 2.2.6] for another proof of this fact.
HIGHER-LEVEL CANONICAL SUBGROUPS FOR p-DIVISIBLE GROUPS 41
of the residue field k of R, and assume κ ⊂ κ′. There exists a flat local noetherian A-algebra B and
commutative diagram of local homomorphisms
B
ψ
R
A
ϕ
such that mB is the maximal ideal of B, and the map B/mB → k has image κ′.
Proof. The existence of a flat local noetherian A-algebra B such that B/mB is isomorphic to a
given field extension of κ is a standard fact proved in [EGA0III, Proposition 10.3.1]. Here we give an
indication of how to modify that proof to include a construction of the map ψ : B → R.
12.3.1. Suppose that κ′ = κ(t) where t ∈ κ′ is a transcendental element. Let A′ = A[T ], let p = mA′,
and let B = A′p. Let ψ : A
′ → R be the A-algebra homomorphism sending T 7→ t. If f(T ) /∈ p then the
residue of ψ(f(T )) in k is nonzero because t is transcendental over κ. Thus ψ extends to an A-map
B → R, and we are done in this case.
12.3.2. Suppose that κ′ = κ(α) where α ∈ κ′ is an algebraic element with (monic) minimal poly-
nomial f ∈ κ[T ]. Let F ∈ A[T ] be a monic polynomial reducing to f ∈ k[T ], let A′ = A[T ], and let
B = A′/(F ). Since K is algebraically closed, there exists α˜ ∈ R lifting α such that F (α˜) = 0. The map
ψ : A′ → R sending T 7→ α˜ factors through an A-map ψ : B → R, which settles this case.
12.3.3. In general there exists an ordinal γ and, for all ordinals λ ≤ γ, a subfield κλ of κ′ containing
κ such that (a) for each λ < γ, κλ+1 is an extension of κλ generated by a single element, (b) for
every ordinal µ without a predecessor, we have κµ =
⋃
λ<µ κλ, and (c) κ = κ0 and κ
′ = κγ . By
transfinite recursion we will construct local noetherian rings Bλ for λ ≤ γ and local homomorphisms
σµλ : Bλ → Bµ for λ ≤ µ and ψλ : B → R such that
(1) (Bλ, σλµ) is a directed system with B0 = A.
(2) For all λ the map ψλ induces a κ-isomorphism Bλ/mBλ
∼
−→ κλ.
(3) For λ ≤ µ, Bµ is Bλ-flat.
Let ξ ≤ γ, and suppose that Bλ, σµλ, and ψλ have been constructed satisfying (1)–(3) for λ ≤ µ < ξ.
If ξ = µ + 1 is a successor then kξ is generated over kµ by a single element, so we can construct Bξ
and ψξ as in the previous two paragraphs. If ξ is not a successor then we set Bξ = lim−→µ<ξ Bµ, and we
let ψξ : Bξ → R be the natural map. Then Bξ satisfies (1)–(3) by [EGA0III, Lemma 10.3.1.3]. ■
Proposition 12.4. Suppose that the fraction field K of R is algebraically closed. Let G be a BTn over
R for some n ≥ 1. There exists a complete local noetherian ring R′, a local homomorphism R′ → R
inducing an isomorphism on residue fields, and a level-n truncated p-divisible group G′ over R′ such that
G′ ⊗R′ R ∼= G.
Proof. First we show that there exists a local noetherian subring R0 of R with local structure map
R0 → R and a finite flat R0-group scheme G0 such that G0 ⊗R0 R ∼= G. We will use the standard
techniques of noetherian approximation from [EGAIV3, §8].
12.4.1. Let G = Spec(A), and let m : A ⊗R A → A and µ : A → A ⊗R A denote the multiplication
and comultiplication, respectively. Let ι : A → R be the coidentity, and let I = ker(ι), so A = R ⊕ I.
Choosing an R-basis for I we obtain isomorphisms I ∼= RM and A ∼= RM+1, and hence matrix
representations m = (mij) and µ = (µij). The augmentation ideal I and the structure coefficients
mij , µij determine the Hopf algebra structure on A. Let R0 be a subring of R that is finitely generated
over Z and contains the mij and µij , let I0 = RM0 and let A0 = R0 ⊕ I0. We define maps m0 :
A0 ⊗R0 A0 → A0 and µ0 : A0 → A0 ⊗R0 A0 using the matrices (mij) and (µij), respectively, and
we let R0 → A0 = R0 ⊕ I0 (resp. ι0 : A0 → R0) be inclusion into (resp. projection onto) the first
factor. It is not hard to see that these data endow A0 with the structure of Hopf algebra over R0.
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If G0 = Spec(A0) then G0 ⊗R0 R ∼= G by construction, and G0 is commutative since R0 → R is an
injection. Replacing R0 with its localization at R0 ∩mR, we may assume that R0 is local.
12.4.2. Let {Rα}α∈I be the directed system of local noetherian subrings of R containing R0 and
having local structure map Rα → R, and for α ∈ I let Gα = G0 ⊗R0 Rα. Suppose that n ≥ 2,
and let 0 ≤ i ≤ n. Then [pi]Gα : Gα → Gα[p
n−i] is faithfully flat for large enough α by [EGAIV3,
Theorems 8.10.5 and 11.2.6], so Gα is a BTn. A similar argument shows that Gα is a BT1 for large
enough α when n = 1.
12.4.3. Fix a large α as in (12.4.2) and let R1 = Rα. This is a local noetherian ring with maximal
ideal m1 and local structure map R1 → R. Let R2 be a local noetherian ring with maximal ideal
m2, equipped with a local homomorphism R1 → R2 such that m2 = m1R2 and a local R1-algebra
homomorphism R2 → R inducing an isomorphism on residue fields, as in Proposition 12.3. For
r ∈ R≥0 let ar = {x ∈ R2 : ord(x) ≥ r}, so a1 ⊂ a1/2 ⊂ a1/3 ⊂ · · · with
⋃∞
i=1 a1/i = m. Since R2 is
noetherian, there is some π ∈ R with nonzero valuation such that ord(x) ≤ ord(π) for all x ∈ m2. It
follows that ord(x) ≤ ord(πn) for all x ∈ mn2 , so them2-adic completionR
′ ofR2 maps intoR. The ring
R′ and the truncated p-divisible group G′ = Gα ⊗Rα R
′ satisfy the properties of Proposition 12.4. ■
12.5. Proof of Proposition 12.2. Let G be a connected BTN over R for some N ≥ 1. Since K is
algebraically closed, the residue field k of R is perfect. Let R′ be a complete local noetherian ring with
a local homomorphism R′ → R inducing an isomorphism of residue fields and such that there exists a
connected truncated p-divisible group G′ of levelN over R′ with G′⊗R′R ∼= G, as in Proposition 12.4.
By [Ill85, Theorem 4.4(e)], there is a connected p-divisible group H ′ over R′ such that H ′[pN ] ∼= G′.
Let H = H ′ ⊗R′ R. Then
G ∼= G′ ⊗R′ R ∼= (H
′ ⊗R′ R)[p
N ] ∼= H [pN ].
■
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