Using deformations of associative products, derivative nonlinear Schrödinger (NLS) hierarchies are recovered as AKNS-type hierarchies. Since the latter can also be formulated as Gelfand-Dickey-type Lax hierarchies, a recently developed method to obtain 'functional representations' can be applied. We actually consider hierarchies with dependent variables in any (possibly noncommutative) associative algebra, e.g., an algebra of matrices of functions. This also covers the case of hierarchies of coupled derivative NLS equations.
Introduction
An AKNS hierarchy (see [1] [2] [3] [4] [5] [6] , for example) is given by
with independent variables t n , an indeterminate ζ, a formal power series V in ζ −1 with coefficients in some associative algebra A, and a projection ( ) ≥k to terms containing only powers ≥ k of ζ, where k = 0 or k = 1. A possibility which apparently has not yet been explored in the literature, is offered by the observation that the product used in (1.1) may depend nontrivially on ζ. We demonstrate that in this way one recovers in particular hierarchies associated with derivative nonlinear Schrödinger equations (DNLS). The problem of deformations of associative products arises naturally in the context of compatible Poisson structures, which is also of relevance in the theory of integrable systems (see [7, 8] , in particular).
In this work we derive moreover functional representations of DNLS hierarchies. These are generating equations, dependent on auxiliary parameters, which determine the hierarchy equations directly in terms of the relevant dependent variables (see also [9] [10] [11] [12] [13] [14] [15] [16] [17] ). We make use of a simple and systematic method developed in [18] , which will be recalled in section 3.1. Here it is of relevance that AKNS hierarchies can be reformulated as 'Gelfand-Dickey-type' hierarchies (see (2.11) ).
We actually derive functional representations for hierarchies with dependent variables in any (possibly noncommutative) associative algebra (see also [19] [20] [21] , for example). Specialization to matrix algebras then covers cases of coupled systems of equations. These are also a possible source of new integrable equations. A further motivation is provided by the operator method [22] [23] [24] which associates with a (scalar) nonlinear equation an operator version and then a suitable map from solutions of the latter to solutions of the former.
For this method it is prerequisite, of course, to find an 'integrable' generalization of the respective equation with dependent variable in a noncommutative associative algebra. Section 2 shows how derivative NLS hierarchies can be expressed as AKNS-type hierarchies by taking the possibility of associative deformations of the product into account. In subsections we obtain matrix versions of hierarchies associated with three variants (Chen-Lee-Liu, Gerdjikov-Ivanov, and Kaup-Newell) of DNLS equations in this way. Section 3 recalls some results from [18] which are then used to derive functional representations of the DNLS hierarchies. Section 4 contains some concluding remarks. Two appendices provide supplementary material, in particular on deformations of products as used in the main part of this work.
Derivative NLS hierarchies as AKNS-type hierarchies
Let (A, •) be an associative algebra (over a field K of characteristic zero, typically R or C) with unit J. The product • trivially extends to the algebraÂ := A[ζ, ζ −1 ]] of polynomials in an indeterminate ζ and formal power series in ζ −1 (with coefficients in A). In the following we consider the AKNS-type hierarchy
where
Without restriction of generality we may take V of the form
with u n ∈ A. Note that (2.1) is invariant under an additive shift of V by some constant element in the center ofÂ, e.g., any multiple of the unit element. As a consequence, there is a certain arbitrariness in the choice of u 0 in (2.2). For example, the original AKNS hierarchy (cf. [3] , for example) is obtained with u 0 = diag(1, −1) (up to multiplication by −ı), but we may choose u 0 = diag(1, 0) as well. Equation (2.1) indeed defines a hierarchy, i.e. the flows mutually commute, ifÂ admits a direct sum decompositionÂ =Â − ⊕Â + , whereÂ − := (Â) <k andÂ + := (Â) ≥k are subalgebras, i.e.,
This is the case if k ∈ {0, 1}. Let us now allow deformed associative products, with the indeterminate ζ as the deformation parameter. 5) for all X, Y ∈Â, so that the subalgebra conditions (2.3) are preserved. Any other ζ-dependence of the product but the linear one would spoil one of these relations. II. If k = 1, the only ζ-dependence of the product which preserves the subalgebra conditions (2.3) is
Then we have indeed
for all X, Y ∈Â.
The associativity of the product • for all ζ requires in particular the associativity of the products • (0) and • (−1) , respectively • (1) , see also Appendix A. In cases where it is possible to 'undeform' the product, one may establish contact with other formulations of the respective hierarchies, see appendix B.
In the following we require that V is given by a dressing
where W is an invertible formal power series in ζ −1 with inverse W •−1 (with respect to the product •), and P ∈ A is constant and idempotent, i.e.,
Then (2.8) leads to
Introducing L := V ζ, this implies 2 L •n = ζ n V , so that the AKNS-type hierarchy (2.1) can be equivalently expressed as
This observation will be important in section 3.
The case k = 0
Equation (2.10) leads to
The hierarchy equations (2.1) imply, in particular,
Combining (2.15) and (2.17), leads to
If we assume in addition that
and 20) then (2.12), (2.13) for n = 0, (2.14) and (2.16) are satisfied (by use of (2.9)).
Chen-Lee-Liu DNLS hierarchy
Let A be a matrix algebra. We define the product • by
with the unit matrix I and a fixed matrix P . For ζ = 1, this is the usual matrix product. It is easily checked that the deformed product is indeed associative (see also appendix A). If P 2 = I, then (2.9) holds and (A, •) is unital with unit
Furthermore, (2.20) holds. Now we turn to a more concrete example by choosing
Equation (2.13) with n = 1 is then solved by 24) where q and r are M × N , respectively N × M matrices, with entries from a possibly noncommutative unital algebra (over K). Equation (2.13) with n = 2 leads to
where the entries b, c still have to be determined. Now we use (2.15) with n = 1 to obtain
Equation (2.18) for n = 2 then takes the form 3 q t 2 − q xx + 2 q x r q = 0 , r t 2 + r xx + 2 r q r x = 0 . (2.27)
These are 'noncommutative' (e.g., matrix) versions of a system of coupled derivative nonlinear Schrödinger (DNLS) equations, generalizing the Chen-Lee-Liu equation [25] [26] [27] . In the next step we obtain
Equation (2.18) for n = 3 then becomes the system
Gerdjikov-Ivanov DNLS hierarchy
Let A be a matrix algebra, σ ∈ A such that
and
for A ∈ A. This provides us with a decomposition
defines an associative deformation of the matrix product (see also appendix A). 4 The unit matrix I is also a unit element with respect to the deformed product, hence J = I. Furthermore, P := (I + σ)/2 satisfies P (−) = 0 and thus P • P = P 2 = P .
38) (2.13) for n = 1 leads to
From (2.13) with n = 2, and (2.15), we find
According to (2.18), the first system of the hierarchy is 
The case k = 1
From (2.10), we obtain 44) and the hierarchy equations (2.1) lead to
Combined with (2.45), this yields
Kaup-Newell hierarchy
Now we choose the product • as in section 2.1.2, but with ζ replaced by ζ −1 . 5 Hence
Furthermore, (2.45) and (2.46) split as follows,
where n = 0, 1, . . ., and
where n = 1, 2, . . .. Choosing moreover 
where q, r are (M × N , respectively N × M ) matrices with entries from a, possibly noncommutative, associative algebra. From (2.44) we obtain
Together with (2.51) for n = 0, this entails
Now (2.53) leads to
which generalizes the Kaup-Newell derivative NLS equation [36] [37] [38] [39] . 5 The choice of the product used in section 2.1.1 reproduces the results obtained there.
Functional representations of the derivative NLS hierarchies
After recalling a result from [18] , we apply it to compute functional representations of the (matrix) DNLS hierarchies considered in section 2.
Preliminaries
In [18] we showed that an integrable hierarchy, from a class which includes (2.11), implies (and is typically equivalent to)
where λ 1 and λ 2 are indeterminates and
is a formal power series with coefficients
recursively determined viã
Furthermore, we used the following notation (see also [11, 18, 40] , for example). For F dependent on t := (t 1 , t 2 , t 3 , . . .), we define
(as formal power series in λ) with
where p n , n = 0, 1, 2, . . ., are the elementary Schur polynomials (see [11, 41, 42] , for example).
It is helpful to express (3.1) in terms ofÊ 8) so that it takes the formÊ
The case k = 0
We have
and E n = (Ẽ n ) ≥0 is linear in ζ for n = 2, 3, . . .. This follows from
where res(X) takes the coefficient of the ζ −1 part of X. Let us writê
where v(λ) = n≥0 v n λ n and w(λ) = n≥0 w n λ n are (formal) power series in λ with v 0 = u 0 and w 0 = u 1 . Now (3.9) splits into the four equations
14)
Assuming (2.19) and (2.20), equation (3.11) shows that 17) and the first two equations are identically satisfied. Furthermore, the third equation reduces to
In the limit λ 2 → 0, the equations (3.16) and (3.18) lead to
(3.20)
Functional representation of the Chen-Lee-Liu DNLS hierarchy
We choose A, the product •, and P as in section 2.1.1. Let us now turn to the derivation of a corresponding functional representation of the hierarchy. We write 21) where the entries are power series in λ. In this case (3.11) reads
Since (u 1 ) 22 = 0 according to (2.24), we easily deduce from this formula that
Now (3.16) and (3.18) are turned into the following equations,
As a consequence of (3.29) and (3.30), we have 31) and (3.27) is automatically satisfied. Now (3.28) becomes
In the limit λ 2 → 0, this yields −p 0[λ] + p 0 = (qr) [λ] − qr, which is solved by p 0 = −qr, in accordance with the upper left entry of u 1 in (2.24). The coefficient of the λ n 1 λ m 2 term, m, n ∈ N, of the above equation reads χ n (p m ) = χ m (p n ). Hence there is a p such that
and consequently
Taking the limit λ 2 → 0 of (3.24), (3.25) and (3.26), and using (3.31), we obtain
35)
36)
Multiplying (3.36) by r from the right and (3.37) by q [λ] from the left, adding the results, and using (3.34), we get
With the help of (3.34) we rewrite (3.35) as follows,
Adding the last two equations, provides us with
Expanding in powers of λ, using p 0 = −q r, and setting possible integration constants to zero 6 , this leads to
Inserting this in (3.36) and (3.37), we obtain the following functional representation of the hierarchy,
By differentiation with respect to λ, we recover the corresponding equations in [15] , obtained in the case of commuting variables.
Remark. Expanding (3.24) and using (3.33), the coefficients of λ m 1 λ n 2 , m, n ≥ 1, entail
This system is equivalent to the potential KP hierarchy (see section 3.3 in [18] ). Since (3.34) implies p x = −q r x , it follows that
solves the potential KP hierarchy if q and r satisfy the above Chen-Lee-Liu DNLS hierarchy.
Functional representation of the Gerdjikov-Ivanov DNLS hierarchy
We choose A, the product •, and P as in section 2.1.2. In order to determine a functional representation of the hierarchy, we write again
where the entries are (formal) power series in λ, and obtain from (3.18), as in section 3.2.1,
From (3.16) we obtain the system
The λ 1 → 0 limit of these equations leads to
Here we made use of s 0 = r q, p 0 = −q r (see (2.39)), and (3.47). Multiplying (3.54) by r from the left and (3.55) by q [λ] from the right, and adding the results, we get
Comparing this with (3.53), we obtain
setting a constant of integration to zero. Now (3.54) and (3.55) take the form
Multipling the first equation by r from the right and the second by q [λ] from the left, adding the results, and using the last of the relations (3.47), leads to
We multiply this in turn by λ −1 − p(λ) from the left, and (3.52) by λ −1 − q [λ] r from the right, and add the results to obtain
Integrating this order by order in λ, leads to
or equivalently
Inserting this expression in (3.58) and (3.59), yields the following functional form of the hierarchy,
Again, we should stress that q and r may be M × N and N × M matrices of functions (or, more generally, matrices with elements of any (noncommutative) associative algebra), where M, N ∈ N.
Remark. In the same way as in section 3.2.1 (see the remark there), we find that
satisfies the potential KP hierarchy as a consequence of the above Gerdjikov-Ivanov DNLS hierarchy.
The case k = 1
According to (3.3) and (3.4), we have
where w(λ) does not depend on ζ. Now (3.9) yields the two equations
(3.71)
In the limit λ 2 → 0, this becomes
(3.73)
Functional representation of the Kaup-Newell hierarchy
We choose A, the product •, and P as in section 2.2.1. Let us write
where the entries are formal power series in λ. Since (u 0 ) 22 = 0 and E n+1 = res(Ẽ n ζ −1 )
Furthermore, q 0 = q, r 0 = r, and p 0 = 1 according to (2.55). From (3.70) and (3.71) we obtain
respectively. Equation (3.76) (with p 0 = 1) is solved by
with some invertible f . Inserting this in (3.77), we obtain
which implies
with someq which is determined by taking the limit λ → 0,
withr := r f . (3.87)
As a consequence, (3.82) is automatically satisfied, and (3.79) takes the form
In the limit λ 2 → 0, this yields
and thus (3.90) up to addition of a constant, which we set to zero. The last equation is equivalent to p 1 = −q r. Expansion of (3.88) leads to
which states that f has to solve the mKP hierarchy. Indeed, the last equation is a formulation of the mKP hierarchy (see [18] ). It implies the existence of a potential φ such that
which, in functional form, reads
Using (3.90) and the last equation, we find
Furthermore, the λ 2 → 0 limits of (3.80) and (3.81) are
Conversely, these equations imply (3.80) and (3.81), since the x-derivatives of the latter are satisfied as a consequence of (3.96). Using (3.90) and (3.94), (3.96) becomes
Multiplying the first equation byr from the right, the second byq [λ] from the left, and adding the results, we obtain
Now we multiply (3.95) by λ −1 and subtract the resulting equation from the preceding one, to get
with the following power series in λ,
Expanding in powers of λ, a simple induction argument (using (3.90), and setting x-integration constants to zero) now leads to z(λ) = 0 and thus
which, with the help of (3.85) and (3.87), can be written in the form 7
From (3.85) and (3.87), using (3.83), we get
Introducing potentials via
the equations (3.96) can be integrated to give
Inserting this in (3.104), we arrive at the following functional representation of the hierarchy,
Expansion in powers of λ leads, in lowest order, to
which is the potential form of (2.57).
Conclusions
Via deformations of associative products, we expressed derivative NLS hierarchies in the form of AKNS hierarchies and then also as 'Gelfand-Dickey-type' hierarchies (in the sense of (2.11)). The use of deformed products in this particular context seems to be a new idea and opens possibilities which by far exceed the collection of examples presented in this work. It also provides additional motivation for the work in [7, 8] .
We applied a general method to compute functional representations of 'Gelfand-Dickey-type' integrable hierarchies to the derivative NLS hierarchies. For the Chen-Lee-Liu DNLS hierarchy, we recovered corresponding formulae obtained previously by Vekslerchik [15] . The functional representations obtained in case of the other derivative NLS hierarchies did not yet appear in the literature, according to our knowledge. In any case, the generalizations to noncommuting dependent variables appear to be new.
The results of [18] and the present work also demonstrate that certain properties of integrable hierarchies are surprisingly easily obtained from the formulation in terms of E(λ), which has to solve the zero curvature conditions in the form (3.1). Regarding E(λ) as a parallel transport operator taking objects at t to objects at t − [λ], equation (3.1) attains the interpretation of a 'discrete' zero curvature condition 8 , which is depicted in the following (commutative) diagram.
• • where the coefficients v n = Qu n Q now exhibit an explicit z-dependence. The hierarchy equations
can then be written in terms ofV as follows,
if we agree upon the rule that the projection ( ) ≥0 does not take the 'inner' z-dependence of the v n into account. In this way contact is made with previous formulations of hierarchies of the type considered in this work (see, in particular, [14, 15] ). By use of deformed products one achieves a much more elegant formulation, according to our opinion (and remains in the class of 'Gelfand-Dickey-type' hierarchies).
