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Résumé 
Les diagnotics médicaux des patients ont toujours conduit à un problème de classification des 
patients soit dans un groupe de population malade ou soit dans un groupe de population sain. 
Pour cette raison la médecine a eu recours à l'analyse discriminante qui est une des méthodes de 
classification statistique. 
L'analyse discriminante est une méthode qui conduit à une règle de classification simple d'individus 
entre plusieurs populations. 
Pour les besoins de la cause nous nous sommes limités à deux populations dont la population des 
malades et celle des sains. 
La méthode discriminante fait l'objet de plusieurs approches dont: 
-l'approche classique ou linéaire basée sur des concepts de nature géométrique(distance, axes 
factoriels discriminants etc ... ) 
Elle consiste à établir une fonction linéaire appelée fonction discriminante sur base d'un échantillon 
donnée. Cette fonction sera ainsi utilisée pour classer un individu dans un groupe donnée. 
-1' approche logistique qui ne tient pas compte de la nature des variables tests, ni des 
hypothèses spécifiques aux distributions des populations concernées, est basée sur les propriétés 
bayesiennes. Cette approche consiste à établir d'abord une relation entre le rapport de vraisemblance 
et la probabilité à posteriori. Puis ensuite à postuler un modèle exponentiel du rapport de 
vraisemblance dont les composantes épousent une forme linéaire. Et enfin, de retrouver la forme de la 
fonction logistique, en remplaçant le rapport de vraisemblance par le modèle exponentiel postulé dans 
la relation établie avec la probabilité à posteriori, et ce après quelques manipulations mathématiques, 
d'où le nom d'analyse discriminante logistique. 
Cette approche logistique de l'analyse discriminante à donner lieu à la construction d'un logiciel sous 
Windows. 
Ce logiciel permettant d'automatiser ce type d'approche, est limité à six variables tests et deux 
groupes(le groupe des malades et le groupe des sains) 
Abstract 
The medical diagnostics always conduct at a classification problem of patients either in a group 
of persans suffering from a given diesease or in group of persons not suffering from this diesease. 
For this reason, medicine has decided to use discriminant analysis. The discriminant analysis 
constitute one of statistical classification's methods. 
Discriminant analysis is a method that conducts to simple classification' s rule of patients among 
several groups. For needs of cause, we have decided to limit our subject at two groups of 
population( disease population and no disease population). 
W e have several approchs in the discriminant analysis' s method: 
-classical or linear approch based on the geometry concepts( distance, discriminants factorial axes and 
so on ... ). 
This approch consists to establish a linear function called discriminant function with a given sample. 
This function will be used to classify a patient in one group that we have difinied. 
-logistic approch in which neither variable type nor specific hypothesis of population distribution are 
considered, is based on bayesian characterics. 
This approch consist at first to establish a relation between likelihood ratio and posterior probability. 
After this, we postulate a exponentiel model of likelihood ratio. The components of this exponential 
model take a linear form. 
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Finally, we replace likelihood ratio by his exponential model in the relation between likelihood ratio 
and posterior probability to found Discriminant Logistic Form after some mathematical 
manipulations. 
On based of Discriminant Logistic Analysis, we have constructed a software under Windows. 
This software, that allows to automate this approch, is limited to six tests and two groups. 
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Ce mémoire de fin d'étude dont le thème est intitulé "Diagnostic clinique basé sur 
l'analyse discriminante logistique" est l'aboutissement d'un travail de longue haleine 
mais néanmoins passionnant, qui m'a occupé pendant des mois. 
Mon travail a consisté en deux grandes étapes: 
- Je devais dans un premier temps cerner toute la théorie de base qui concernait 
le thème du sujet. Pour cela j'ai eu recours à des documents d'algèbre linéaire, 
de probabilités et aussi de statistiques. 
- Une fois la première étape terminée, je me suis consacré au travail qui m'avait été 
réellement demandé c'est-à-dire la réalisation d'un logiciel basé sur l'analyse 
discriminante logistique. Dans cette étape j'ai dû faire appel à mes connaissances 
acqmses au cours 
de ma formation à l'Institut d'Informatique et à un certain nombre de livres sur la 
programmation d' ObjectWindows. 
Je tiens ici à remercier tous ceux qui de près ou de loin m'ont permis de réaliser ce 
travail et tout particulièrement mon promoteur monsieur Jean-Paul Leclercq qui m'a 
permis de mettre au clair certains éléments de la théorie de l'analyse discriminante sans 
oublier le Dr Beyne de l'hôpital st Camille qui m'a fourni les éléments de base de l'étude. 
Je tiens aussi à remercier mes compatriotes ivoiriens notamment Achy Mené Gabriel et 
Niamba Narcisse qui m'ont moralement soutenu tout au long de ce travail, sans oublier 
les membres de ma famille. 
Je tiens enfin à remercier tout le corps enseignant de l'Institut d'Informatique de 
l'Université Notre Dame de la Paix pour la formation qui m'a été donnée. 
Adei y. m. 
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L'évolution de la médecine et la complexité des maladies ont donné lieu à la mise en 
place des tests médicaux de plus en plus nombreux pour une maladie donnée. 
Ainsi, face aux exigences de l'environnement qui demandent des diagnostics de plus en plus 
précis et la présence de tests cliniques de plus en plus nombreux donnant lieu souvent à des 
résultats complémentaires ou contradictoires, le médecin se voit entraîner dans un travail de 
plus en plus difficile pour décider de l'état de son patient. 
C'est dans ce but que la médecine a fait recours aux techniques statistiques et plus 
particulièrement aux techniques d'analyse discriminante pour les aider dans leur tâche de 
décision difficile et aléatoire. 
Il faut remarquer que même si ces techniques permettent de donner un coup de main aux 
médecins, force est de remarquer que ces techniques fournissent eux aussi des résultats 
aléatoires. Ces résultats sont quelques fois incomplets car ils n'intègrent pas tous les 
paramètres possibles sur le patient comme par exemple les paramètres que l'on ne peut pas 
modéliser. 
L'analyse discriminante qui intéresse la médecine est une technique de classification 
des objets basée sur des règles de décision. 
Cette analyse discriminante fait l'objet de plusieurs approches dont l'approche classique ou 
linéaire, l'approche logistique etc ... 
L'approche qui nous intéresse plus ici est l'approche logistique qui est basée sur 
l'établissement d'une relation directe entre la probabilité à posteriori et le rapport de 
vraisemblance. 
Avant d'entrée dans le but du sujet, je tiens à signaler que le fascicule est divisé en 
trois grandes parties dont la première partie concerne la théorie de l'analyse discriminante et 
les deux dernières touchent la programmation de l'analyse logistique discriminante. 
Cette première partie est composée de trois chapitres dont les deux premièrs portent 
sur des rappels brefs de la théorie des probabilités et de l'algèbre linéaire, et le troisième 
chapitre concernant la théorie de l'analyse discriminante. 
La deuxième partie du fascicule quant elle se compose de deux chapitres dont l'un 
concerne le modèle de structuration des données et l'autre le modèle de structuration des 
traitements. 
La troisième partie comporte lui aussi deux chapitres dont les spécifications formelles 
et la présentation générale de l'architecture physique. 
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I - La notion d'événements aléatoires. 
A) Définition: 
Le concept d'événements aléatoire inclut l'idée d'une expérience 
c'est-à-dire une procédure dont les résultats ne peuvent être prédire avec certitude. 
Les exemples les plus familiers en statistique sont le lancement d'une pièce équitable, le lancé de 
dé(s) etc ... ,qui sont considérés comme des expériences. 
Le fait qu'une expérience répétée dans des conditions apparemment identiques est susceptible de 
nous fournir des résultats différents, sans que nous puissions les prévoir nous pousse à dire que 
l'expérience et ses résultats sont aléatoires. 
Chaque expérience réalisée produit un résultat élémentaire appelé événement élémentaire ej. 
L'ensemble des événements élémentaires est appelé ensemble fondamentalµ. 
Un sous ensemble deµ est appelé événement complexe ou tout simplement événement. 
Les événements susceptibles de se produire sont appelés événements possibles, dans le cas 
contraire ils sont qualifiés événements impossibles. 
Lorsqu'un événement se produit effectivement on le qualifie événement réalisé. 
Ainsi donc: 
ei : sera qualifié de ième événement élémentaire. 
µ = {e1, e2, ... , ei,••·, en} est qualifié d'ensemble fondamental ou ensemble de tous les événements 
élémentaires ou encore événement certain c'est-à-dire un événement qui se réalise toujours. 
S= { e1, e2, e5 }, T= { e1, e7,. es, e10 }, W = { e3, e11 } etc ... sont des sous ensembles deµ donc des 
événements deµ. 
0= est appelé ensemble vide ou événement impossible. 
non S =---, S = { e3, e4, e6, e7, ... , ei,••·, en } est qualifié de complément de S. 
B) Quelques opérations ensemblistes sur les événements 
Sou T = ( S uT) = { e1, e2, es, e7,. es, e10 } est appelé l'union de Set T. 
Set T = (Sn T) = { ei} est appelé l'intersection de Set de T. 
S et W = ( S n W) = 0 S et W sont incompatibles. 
S et---, S = ( S n---, S) = 0 S et---, S sont incompatibles. 
En prenant l'exemple du lancé de deux dés où chaque dé à six faces. 
On peut définir ainsi plusieurs objets par exemple: 
- faire la somme des nombres sur chaque face des dés 
- prendre le plus grand nombre sur chaque face des dés 
- faire la différence des nombres sur chaque face des dés 
etc ... 
Les objets ainsi définis sont appelés variables aléatoires. 
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On associe à toute variable aléatoire un ensemble de résultats possibles ou réalisables 
lors de l'expérience. 
Dans le cas de notre exemple de dés, en choisissant l'objet« faire la somme des nombres sur 
chaque face des dés » alors cette variable aléatoire sera associée à onze résultats entiers 
possibles allant de 2 à 12. 
- ensemble fondamentaleµ= {2, 3, 4, 5, 6, ... , 12} 
- événements élémentaires 2 ou 3 ou 4 etc ... 
- événements T= {2} S= {2,4} N= {7,9,11} etc ... 
II - La notion de probabilité 
Lorsqu'on répète N fois une expérience et qu'un résultat apparaît n fois, le rapport n/N 
définit la fréquence d'apparition de ce résultat. Cette fréquence est toujours comprise entre O et 1. 
D'une manière générale, lorsque le nombre des épreuves augmentent indéfiniment, on constate 
que la fréquence d'un résultat tend vers une limite qui apparaît comme une caractéristique de 
l'épreuve. 
L'existence d'une telle limite à la fréquence relative d'un événement aléatoire suggère que cet 
événement présente en lui même, dans les condition d'une épreuve donnée, des caractéristiques 
constantes que l'on peut exprimer par un nombre, compris entre O et 1. 
Ce nombre sera qualifié de probabilité de l'événement. 
La probabilité de réalisation d'un événement quelconque S au cours d'une expérience sera noté 
P(S). Cette probabilité mesure le nombre de chances que l'événement S puisse se réaliser cours 
d'une expérience donnée. 
La probabilité peut être définie comme une valeur réelle positive qui vérifie les caractéristiques 
suivantes: 
P( 0 )=O où 0 est un événement impossible. 
'd T e µ 0 :s; P(T) :s; 1 
P(µ )= 1 où µ est considéré comme un événement certain 
'd T E µ et 'd Se µ tel que T n S = 0 on a alors P(T u S) = P(T) + P(S) 
En revenant dans l'expérience des lancés de dés avec objet '' faire la somme des nombres sur 
chaque face des dés'' nous permet de déterminer ainsi la liste des résultats( événements 
élémentaires) et les probabilités qui leur sont associées dans le tableau ci-dessous: 
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III - Rè2Ies de calcul des probabilités et théorème de Bayes 
A) Règles de calcul 
- La probabilité de la réunion de deux événements S et T est égale à la somme de leurs 
probabilités diminuée de la probabilité de leur intersection 
P(S u T)=P(S) + P(T) - P(S n T). 
P(S u T) est qualifiée de probabilité totale de Set T alors que P(S n T) est qualifiée de 
probabilité composée. 
Dans l'éventualité où l'événement S est réalisé, la probabilité de réalisation de l'événement Test 
qualifiée de probabilité conditionnelle de T sachant S réalisée est notée P(TIS) et vis-versa. 
Si les événements S et T sont incompatibles alors P(S n T) = 0 cela entraîne le fait que 
P(S u T) = P(S) + P(T). 
Ainsi P(S n T) peut s'exprimer comme suit: 
P(S n T) = P(S).P(TIS) = P(T).P(SIT) 
D'où on peut déduire la formule de la probabilité conditionnelle de l'événement S sachant 
l'événement l'événement T déjà réalisé 
P(SnT) 
P(SIT) = 
P(T) 
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B) Théorème de Bayes 
Soit un événement A susceptible de se réaliser selon n modalités différentes et incompatibles 
A1,A2, .... , Ai, ...... An et un événement B qui n'existe qu'en intersection avec A. 
Chaque modalité Ai de l'événement A est en intersection avec l'événement B soit Ain B. 
D'après les explication précédente la probabilité de Ain B serait égale à 
Par hypothèse B qui est l'union des ( Ai n B) «ces termes sont incompatibles » donc 
P(B) = P(L( Ai n B) ) = LP(Ai n B) = LP(Ai ).P(BIAi)-
En considérant un résultat final Ak n B on aura 
En remplaçant P(B) par sa valeur dans (1) on obtient 
P(AiJB) = P(A ) . P(BIAk) 
k LP(AJP(BIAJ 
Ce qui constitue le théorème de Bayes. 
L'intérêt de ce théorème est de mettre, en présence du résultat (An B) de deux événements dont 
l'un est bien défini (B) mais l'autre a pu se réaliser selon diverses modalités, de calculer la 
probabilité que ce soit une modalité donnée (Ak) qui soit en cause. 
Cela exige que l'on connaisse les probabilités de ces modalités [P(Ai )], qualifiées de probabilités 
à priori( on entend par là sans considération de B), ainsi que les probabilités des résultats finaux 
[P(BIAi)] qualifiées de probabilités à posteriori. 
C) Un exemple d'application: 
Prenons l'exemple d'un médecin, qui a décidé d'examiner 700 élèves d'un lycée, dont les 
élèves sont à 90% en bonne santé, mais il a dû décider d'examiner aussi 300 autres élèves d'un 
second lycée, dont les élèves ne sont en bonne santé que dans une proportion de 80%. 
Quelle est la probabilité qu'un élève qui n'est pas en bonne santé vienne du deuxième lycée? 
Les événements en présence sont: 
A1 élève en bonne santé du 1er lycée; 
A2 élève en bonne santé du 2er lycée; 
B élève malade; 
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On connaît 
P(A1) = 700/1000 = 0.70; 
P(A2) = 300/1000 = 0.30; 
P(BIA1) = 0.10; 
P(BIA2) = 0.20; 
La probabilité cherchée est : 
P(A2IB) = 0.30*0.20/(0.70 * 0.10) + (0.30 * 0.20) = 0.06/0.13 = 46% 
D) La probabilité de l'indépendance de deux événements. 
Deux événements A et B sont qualifiés d'indépendants si les conditions de réalisation de 
chaque événement est indépendant des conditions de réalisation de l'autre événement. 
En d'autre terme P(AIB) = P(A) et P(BIA) = P(B). 
Les conséquences de cette définition sont que 
P(A n B) = P(A).P(BIA) = P(B).P(AIB) = P(A).P(B). 
P(A u B)=P(A) + P(B) - P(A n B) = P(A) + P(B) - P(A).P(B). 
IV - Notion de variables aléatoires 
Précédemment, nous avions considéré un événement aléatoire auquel nous avions associé une 
probabilité. Et nous avions dit par« événement» qu'il fallait entendre non seulement l'apparition 
d'un phénomène, mais la prise en considération d'une certaine valeur numérique x par une 
variable X. C'est sur ce dernier cas que nous allons insister. 
Par définition nous appellerons variable aléatoire X une variable susceptible de prendre 
différentes valeurs x auxquelles il est possible d'affecter une probabilité. 
On peut distinguer deux grands types de variables aléatoires dont les variables aléatoires dites 
discrètes et celles qualifiées de continues. 
Cas des variables aléatoires discrètes: 
La variable aléatoire discrète est une variable susceptible de prendre des valeurs bien définis et 
fixes. 
La fonction qui permet de calculer la probabilité d'une valeur prise par la variable aléatoire est 
appelé fonction de masse ou loi de probabilité notée 
P(x) = P(X=x) avec O :::; P(x) :::; 1 
et 
IP(x)= 1. 
X 
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La fonction F qui permet de déterminer une valeur de la variable aléatoire X inférieure ou égale à 
b est qualifiée de fonction de répartition ou de distribution de la variable 
F(b) = P(X :::;; b) = L P(x) fonction de répartition non décroissante 
avec F( -oo ) = 0 et F( + oo) = 1. 
P(a:::;; x:::;; b) = F(b) - F(a-1). 
On appelle moyenne ou espérance mathématique d'une variable aléatoire discrète 
l'expression suivante 
E(X) = µ =LP(x)x. 
X 
On appelle variance d'une variable aléatoire discrète l ' expression suivante 
V(X) = cr 2 = E[(X -µ)2] = L P(x)(x -µ)2 = L P(x)x 2 - µ 2 
X X 
Cette expression est toujours positive ou nulle et la racinecarrée celle-ci est appelée écart type 
mesurant la moyenne des écarts des valeurs prises par cette variable aléatoire X par rapport à 
l'espérance mathématique. 
Cas des variables aléatoires continues: 
La variable aléatoire continue est une variable susceptible de prendre des valeurs bien définis et 
continues. 
La fonction qui permet de calculer la probabilités d'une valeur prise par la variable aléatoire est 
appelée fonction de masse ou loi de probabilité et notée: 
d(x) la fonction ou loi de densité de probabilité avec O:::;; d(x) 
et 
Jd(x)dx = 1. 
La fonction F qui permet de déterminer une valeur de la variable aléatoire X inférieure ou égale à 
b est qualifiée de fonction de répartition ou de distribution de la variable 
F(b) = P(x:::;; b) = Jl'd(x)dx avec F(-oo) = 0 et F( + oo) = 1 
F(b) - F(a) = P(a:::;; x:::;; b) 
On appelle moyenne ou espérance mathématique d'une variable aléatoire continue 
l'expression suivante 
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E(X) = µ = Jxd( x )dx. 
On appelle variance d'une variable aléatoire continue l'expression suivante 
V(X) = 0 2 =E[(X-µ) 2 ] =J(x-µ)2d(x)dx=Jx 2d(x)d.x-µ 2 
Cette expression est toujours positive ou nulle et la racine carréecelle-ci est appelée écart type 
mesurant la moyenne des écarts des valeurs prises par cette variable aléatoire X par rapport à 
l'espérance mathématique. 
V - Les opérations simples sur les variables aléatoires 
L'espérance mathématique et la variance d'une fonction linéaire de variable aléatoire: 
Soient une variable aléatoire X et un coefficient a, le produit de a et X donne une nouvelle 
variable aléatoire soit Z = a.X. 
L'espérance mathématique de cette nouvelle variable aléatoire Z donne 
E(Z) = E(a.X) = a.E(X) = a.µx 
La variance de cette nouvelle variable aléatoire Z donne 
V(Z) = V(a.X) = a2.V(X) = a2.cr2x 
L'espérance mathématique et la variance d'une somme de deux variables aléatoires: 
Soient deux variables aléatoires X et Y, indépendantes leur somme donne une nouvelle variables 
aléatoires Z = X + Y dont l'espérance mathématique est égale à la somme des espérances 
mathématiques des termes 
µz = E(Z) = E(X + Y) = E(X) + E(Y) = µx + µy (valable même quand X et Y 
ne sont pas indépendants) 
La variance de cette nouvelle variable aléatoire Z donne 
d-z = V(Z) = V(X +Y)= V(X) + V(Y) = cr2x+ cry 
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VI - Ouelgues exemples de lois de probabilités 
1) Dans le cas de variables aléatoires discrètes on peut prendre comme exemple la loi 
binomiale. 
La distribution binomiale est une distribution discontinue où la variable ne peut prendre que des 
valeurs entières, de O à +00 , dont les probabilités sont données par les termes successifs du 
développement de ( q + pl . 
Ainsi la probabilité d'avoir la valeur Xi est donnée par 
. n! .. P(X =xi)= P(xi) = . . qn-•p• 
1!(n-1)! 
Espérance mathématique de Xi: µ = E(X)= np. 
Variance Xj : cr= npq 
2) Dans le cas de variables aléatoires continues on peut prendre comme exemple la loi normale. 
La distribution normale comme toutes les distributions continues, est définie par la densité de 
probabilité. 
Cette fonction de densité de probabilité définie par 
P(X) = ----=l=Exp[--\-x _-_µ )2] 
(J .fi:rr, 2 (J 
avec -oo < x< + oo 
est la loi de densité de probabilité les plus célèbres. 
L'espérance mathématique de cette loi de densité est 
E(X) = µ avec -oo < µ <+ oo 
La variance de cette loi de densité est 
V(X) = (J 2 avec O ~cr<+ 00 
En opérant un changement de variable de telle sorte que la moyenne soit nulle(µ = 0) c'est-à-dire 
en posant x - µ et que la variance soit égale à 1 
(cr= 1) c'est-à-dire en posant Z = (X - µ) nous obtenons une loi de probabilité plus simple (J . 
appelée la loi normale réduite ( ou Laplace-Gauss) comme suite 
1 -1 
P(Z) = --Exp[-z2] 
.fi:i, 2 
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VII - Problèmes d'échantillonnage et estimations. 
La population est l'ensemble de tous les individus qui relèvent d'une définition donnée, 
le terme individu étant pris au sens large et pouvant désigner un objet, un phénomène, un nombre 
etc ... La population est plus ou moins vaste selon la définition qu'on adopte pour les individus 
qui la composent. 
La population est donc l'ensemble des données que l'on considère, dont l'effectif est plus ou 
moins grand suivant le point de vue où l'on se place, mais qui bien souvent est infini. 
L'échantillon, au contraire, est la fraction de la population qui a fait l'objet des observations, le 
prélèvement étant fait au hasard. 
L'effectif de l'échantillon est souvent nommé la taille de l'échantillon. 
La population d'où est tirée l'échantillon est appelée population parente. 
Il faut souligner que l'extraction d'un échantillon de cette population doit être fait absolument au 
hasard. 
Estimation de la moyenne 
Soit une population (d'effectif infini) et un échantillon de taille n. 
Soit µ la moyenne de la population et µ' la moyenne de l'échantillon, cette dernière étant dite 
moyenne empirique (c'est-à-dire fournie par l'observation ou l'expérience). 
On démontre que l'on peut prendre pour estimation de la moyenne µ, ou encore moyenne 
estimée, la moyenne empirique elle-même. On a donc: 
Lxi L~xi 
m= µ' = _,_· - = __,_i --
n n 
Cette estimation est absolument correcte car: 
IE(XJ 
E(µ') = --=-i __ 
n 
= nµ=µ 
n 
ncr2 cr2 
avec (crµ ,)2 ➔ 0 quand n ➔ + 00 
n 
Estimation de la variance 
Pour estimer ci-, variance de la population, il est préférable de prendre non pas a'2, variance de 
l'échantillon ou variance empirique qui est égale à: 
L(Xi -µ)2 
a '2 = -•~· ---
n 
et dont l'espérance mathématique 
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E(cr'2) = (n-l)cr2 -:1: cr2 quelque soit n 
n 
mais par contre en prenant 
~ ' 2 
·2 .LJ(Xi -µ) 
s2 = ncr = _i.__ __ _ 
n-1 n-1 
on a E(S2) = cr2 donc S2 représente l'estimateur absolument correct de cr2, quelque soit n. 
Cependant, comme en jénéral la moyenne µ de la population reste inconnu alors on la remplace 
dans l'expression de S par son estimateur m ce qui nous donne 
L(Xi -m)2 
s '2 = ---'i.__ _ _ 
n-1 
Quelques exemples d'applications 
1) on considère une population n dans laquelle la probabilité qu'un individu pris quelconque soit 
malade est identique pour tous les patient et vaut p. La probabilité que ce dernier ne soit pas 
malade est de (1-p). 
Quelle est la probabilité d'avoir dans cette population n1 malades et n2 non malades avec 
(n1 + n2 = n)? 
Cette probabilité est P(n1ED, n2 ED)= pn1.(l-p)n2. 
Ce modèle est appelé fonction de vraisemblance des résultats observés et est noté 
L(p)= pn1.(l-p)n2. 
Le principe du maximum de vraisemblance est de trouver ou d'estimer la valeur de p pour 
laquelle étant donnée le nombre d'observations n1 et n2, on arrive maximiser le membre de droite 
de l'équation de vraisemblance ci-dessus. 
Dans la pratique il est plus simple et équivalent mathématiquement de trouver la valeur de p qui 
maximise le logarithme de la vraisemblance: 
Log(L(p)) = n1.Log(P) + n2.Log(l-p) 
dlog(L(p)) = n dLog(p) + n dLog(l- p) = O 
dp I dp 2 dp 
* n1 
=> p = --- est !'estimateur du maximum de vraisemblance de p. 
n1 +n2 
2) Considérons un autre exemple où on réalise des mesures de sodium par patient sur ensemble 
de n patients. 
Ces mesures représentent un échantillon aléatoire d'une population normale distribuée de 
mesures. 
La fonction de vraisemblance indépendante de ces observations est: 
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n 
L(x1,X2, ... ,Xn) = TI P(n) 
i=I 
qui est le produit des fonctions de densités de probabilités individuels. 
La fonction de vraisemblance selon l'hypothèse spécifique est 
Pour tout échantillon de taille n, l'expression ci-dessus est seulement une fonction de paramètreµ 
2 
et a. 
L'estimateur du maximum de vraisemblance de 0 2 peut être trouver par différentiel de 
n n 
Log(L(µ,a 2))=(--)(Log(21t)+ Log( a 2))-(2a 2f 1L (xi - µ)2 
2 ~ 1 
par rapport à a 2 
et en annulant cette dérivé 
on obtient 
a Log(L(m,s2 ) = 0 
acr 2 
n 
L(Xi -µ) 2 
<fl'2= _i=_I ___ _ 
n 
En général µ n'est pas connu, il est estimé par la moyenne de l'échantillon x .Pour compenser le 
degré de liberté le dénominateur n est réduit de 1 et !'estimateur recherché donne 
n 
L(xi -:x)2 
8 2 =...;..i=....:..1 ___ _ 
n-l 
Cet estimateur est utilisé à la place de cric2 • 
Ainsi donc la variance de l'échantillon S 2n'est pas un estimateur du maximum de vraisemblance 
du paramètre a 2 dans la distribution normale mais la meilleur approximation disponible pour ça. 
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I - Les vecteurs 
A) Définition 
Un profil de laboratoire est une collection de valeurs de test X 1, X2, .... , Xk traité ici comme 
des variables aléatoires. 
En notation mathématique, un tel profil défini un vecteur X = 
Un vecteur peut être représenté par des lettres majuscules caractérisant des variables aléatoires ou 
des lettres minuscules caractérisant les valeurs prises par ces variables aléatoires. Ainsi par 
définition un vecteur est toujours une « colonne d'éléments» et X1, X2, .... , Xk ou x 1, x2, ... , xk 
sont les composants de ce vecteur. 
On appelle transposé d'un vecteur X, le vecteur XT dont les composants sont en ligne: 
X T = (X1, X2, .... , Xk) 
Le nombre k défini la dimension du vecteur. 
Xi 
Exemple: Soit le vecteur X= X2 signifiant un profils de trois tests où 
x3 
X1 = urée; 
X2 = acide urique 
X3 = créatine 
Ce vecteur X représente un ensemble de variables de variables aléatoires. 
Un patient avec 5 .4 mmol/1 , 298d' acide urique et 78 µ mol/1 de créatine, est caractérisé par le 
5.4 
vecteur x = 2 98 
78 
Ce vecteur x représente un ensemble de valeurs prises par les variables définies ci-dessus. 
XT = (5.4, 298, 78) 
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B) Quelques opérations vectorielles 
Addition et soustraction de vecteurs 
On peut additionner ou soustraire deux ou plusieurs vecteurs entre eux qu'à condition qu'ils 
aient tous la même dimension. 
=(X+Y)T 
La multiplication de vecteurs par un scalaire 
On peut multiplier un ou plusieurs vecteurs par scalaire. 
La multiplication de vecteurs 
On peut multiplier deux ou plusieurs vecteurs entre eux qu'à condition qu'ils aient tous la même 
dimension. 
Yi 
l'; 
XT_y = (X1, X2, ... , Xk). . = (X1.Y1, X2.Y2, .. . , Xk.Yk) 
Lk = XY i=I t t 
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La moyenne des composants vectorielles 
Si les composants du vecteur x représentent des notes de n individus, alors on peut calculer une 
moyenne de n individus appelée moyenne vectorielle 
II - Les matrices 
A) Définition 
une matrice A est un tableau rectangulaire de valeurs appelées composants 
de la matrice constituée der ligne etc colonnes: A= 
Quand on a des observations d'un vecteur XT = (X1, X2, .... , Xe) de c variables aléatoires 
disponibles pour r sujets; cela forme une matrice der lignes (sujets) et de c colonnes (variables). 
Ainsi, on peut affirmer qu'un vecteur est une matrice der lignes et d'une colonne. 
La dimension de la matrice est égale au nombre de lignes multiplié par le nombre de colonne 
c'est-à-dire r x c. 
Ainsi donc toute matrice dont le nombre de lignes est égal au nombre de colonnes est appelé 
matrice carré. 
Le (i,j)ème élément d'une matrice A est l'élément d'intersection de la ième ligne et de lajème colonne 
de cette même matrice A. On représente simplement cet élément par (A)ij ou aij. 
B) Quelques opérations matricielles 
Soit deux matrices A et B de même dimension c'est-à-dire r x c. 
all a1c bll b1c 
A= aif B = bif 
a,l a,c b,l b,c 
25 
La transposée matricielle 
Le transposé d'une matrice A noté A1 est obtenu simplement par la permutation des positions des 
composants aij et aji de cette même matrice A . 
La somme matricielle 
La somme de deux ou plusieurs matrices de même dimension donne une nouvelle matrice ( de 
même dimension que les matrices précédentes) dont la (i,j)ème composante est égale à la somme des 
(i,jfme de chacune des matrices précédentes. 
Ainsi A+B donne une nouvelle matrice E = 
erc 
dont la (i,j)ème composante c'est-à-dire eij donne: eij = aij + bij. 
La différence matricielle 
La différence de deux ou plusieurs matrices de même dimension donne une nouvelle matrice ( de 
mê~e dimension que les matrices précédentes) dont la (i,j)ème composante est égale à la différence 
(i,jlme de chacune des matrices précédentes. 
Ainsi A - B donne une nouvelle matrice E = 
dont la (i,j)ème composante c'est-à-dire eij donne: eij = aij - bij. 
Le produit matriciel 
Le produit d'une matrice par un scalaire y donne une nouvelle matrice ( de même dimension que la 
matrice précédente) dont la (i,j)ème composante est égale au produit la (i,j)ème composante de la 
matrice précédente. 
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Ainsi y.A donne une nouvelle matrice E = 
dont la (i,j)ème composante c'est-à-dire eij donne: eij = y,aij, 
Le produit de deux matrices n'est possible que si le nombre de colonnes de l'une des matrices est 
égale au nombre de lignes de l'autre matrice. 
Soient deux matrices C = 
de dimensions respectives r x k et k x c. Le produit de la matrice C par matrice D n'est possible 
que si le nombre de colonnes de la matrice C (qui est ici k) est égale au nombre de lignes de la 
matrice D (qui est ici k). 
Ce produit C x D donne une nouvelle matrice E = de 
emn 
dimension r x c dont la (i,j)ème composante est égale à la somme des produits de la kème composante 
de la ième ligne de la matrice C et de la kème composante de la jème colonne de la matrice D 
c'est-à-dire eij donne: eij = I,kaik b1g. 
Cependant sir= c alors le produit C.D comme le produit D.C est possible. Même si le produit C.D 
comme le produit D.C reste possible, force est de constater qu'en générale C.D '# D.C. 
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La symétrie matricielle 
Une matrice carrée S est qualifiée de matrice symétrique si cette matrice est égale à sa transposée 
c'est-à-dire S =ST.Cela signifie que tous les éléments au dessus de la diagonale princjpale sont 
égaux aux éléments correspondants en dessous de la diagonale c'est-à-dire que le (i,jtme élément 
de la matrice S est égal au (i,j)ème élément de sa matrice transposée ST_ 
Exemple 
1 0 2 
A= 3 5 1 
2 1 0 
2 1 4 
A+B=3 5 2 
7 3 1 
5 0 10 
5.A = 15 25 5 
10 5 0 
1 5 0 
S = 5 2 3 
0 3 1 
1 1 2 
B= o 0 1 
5 2 1 
0 -1 0 
A-B = 3 5 O 
-3 -1 -1 
11 5 4 
A.B= 8 5 12 
2 2 5 
1 5 0 
ST= 5 2 3 
0 3 1 
Déterminant et inverse d'une matrice carrée 
Certaines opérations matricielles en analyse multivariéé ne peuvent s'effectuer seulement que sur 
des matrices carrées. 
L'une des ces opérations est l'inversion matricielle. 
L'inverse d'une matrice carré A donne une autre matrice dénotée A-1 dont le produit 
A-1.A = A.A-1 = I où I est la matrice identité. 
La matrice identité est une matrice dont les composants de la diagonale principale ne sont que 
des 1 ( aü = 1) et où les autres composants aij = 0 avec i "# j. 
L' inverse d'une matrice d'une matrice symétrique est aussi une matrice symétrique. 
La détermination de l'inverse d'une matrice A ne peut se faire que par la détermination d'une autre 
quantité appelée déterminant de la matrice carrée A. 
Cette quantité qualifiée de déterminant est notée det(A) ou I AI. 
Ainsi lorsque le déterminant de la matrice carrée pour laquelle on veut déterminer l'inverse est égal 
à zéro alors cette matrice ne sera pas inversible. 
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Pour la détermination de l'inverse d'une matrice nous allons le faire que pour les matrices de 
dimension 2 x 2; 
Soit une matrice carrée de dimension 2 x 2 
det(A) = 1 A 1 = au.a22 - a12.a21 
Si det(A) = 1 A 1-:;= 0 alors A est une matrice inversible, d'inverse A-1. 
Ainsi 
A-1= a22 -a12 
-a21 au 
1 0 AA-1 = A-1 A = I = 
0 1 
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Introduction 
On commencera par la présentation de quelques exemples qui nous permettrons de dégager 
les caractéristiques d'un problème de discrimination. 
Dans une banque on peut s'interroger sur le fait de savoir si un emprunteur potentiel représente 
un bon ou un mauvais risque. On peut, pour se faire, utiliser des données individuelles telles que 
le revenu, l'âge, la catégorie socio-professionnelle. Ce qui suppose obligatoirement que la banque 
possède des informations sur sa clientèle précédent. 
En anthropologie, on peut s'interroger sur le sexe d'un individu dont on a découvert le crâne lors 
des fouilles archéologiques. Là aussi, les anthropologues pour déterminer ce sexe, pourront 
utiliser des données anthropométriques d'échantillons de crânes que l'on sait provenir d'hommes 
ou de femmes. 
Le point commun à tous ces exemples peut se schématiser comme suit: on dispose de catégories 
ou de groupes dans lesquels il faut classer un nouvel élément soumis à l'analyse. 
Il apparaît clairement dans les exemples que le but de l'analyse discriminante est de classer un 
individu dans un groupe sur base du profil observé de ses caractéristiques. 
Cette analyse présuppose l'existence de groupes d'individus bien définis. Ces groupes peuvent 
être formés dès le départ sur bases de considérations naturelles mais peuvent parfois résulter 
d'une analyse préliminaire. 
L'analyse discriminante proprement dite ne s'intéresse pas au problème de détermination des 
groupes. Elles est donc à distinguer d'autres méthodes d'analyse multivariée comme les méthodes 
de classification qui cherchent à mettre en évidence certains groupements qui se dégagent des 
observations. En analyse discriminante, on admet l'existence d'un nombre fixé g de groupes. 
Dans le cas où les caractéristiques des divers groupes ne sont pas parfaitement connues, on 
supposera généralement l'existence d'échantillons représentatifs de ceux-ci. 
De façon formelle, un individu sera caractérisé par un vecteur x de RP, dont les composantes 
peuvent être continues ou discrètes. 
Les groupes seront généralement caractérisés par une distribution de probabilité. On notera fk(x) 
la densité relative à la distribution des p variables au sein du groupe k. 
Nous utiliserons la notation Xk pour représenter la matrice (nkx p) des nkobservations de 
l'échantillon du groupe k. 
Une règle de discrimination revient à diviser l'espace Rp en g régions notées R1,R2, .. ,Rg telles 
que si le vecteur associé à un nouvel individu appartient à Rk, cet individu est classé dans le 
groupe k. 
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I - Tests de laboratoire clinique 
Les tests de laboratoire clinique sont des examens chimiques sur lesquels le clinicien se base pour 
prédire si un sujet donné est malade ou pas . 
On distingue deux grands types de tests: 
- les tests binaire ou qualitatif qui permet de spécifier la présence ou l'absence d'une 
pathologie(maladie) 
- les tests quantitatifs permettent de spécifier en valeur réelle des mesures effectuer 
sur un patient. 
On distingue dans cette catégorie les tests continus et les tests discrets. 
Les tests continus sont des tests qui peuvent prendre des valeurs réelles alors que les tests discrets 
sont qui ne prennent que des valeurs entières 
Un test laboratoire quelque soit son type doit satisfaire deux conditions, à savoir: 
- validité: on lui reconnaît des qualités suffisantes pour être interprété en vue 
d'une décision médicale. Cette validité est appréciée sur sa capacité à isoler les sujets 
malades et les sujets sains. 
-Reproductibilité: la répétition du même test chez un même sujet, ayant le même état doit 
donner le même résultat 
II - Formulation du problème 
Supposons que la population étudiée soit subdivisée en g sous-populations distinctes et bien 
définies. 
Un individu extrait de cette population lui fournit une observation xt = x' = (x1, .. ,xp) de p variables 
le caractérisant. 
Le problème qui se pose à nous est alors de classer cet individu sur base de l'observation x, dans 
une et une seule des g sous populations. 
Ce qui implique que l'analyse discriminante se présente sous forme d'un problème de décision. 
L'ensemble A des actions possibles est donc A = { ar 1 $ j $ g} où l'action aj consiste à 
classer l'individu dans la sous-populationj. Remarquons qu'il existe une bijection entre cet 
ensemble et l'ensemble des états possibles de l'individu Il = { Ilk: 1 $ k $ g} où l'état Ilk signifie 
que l'individu appartient à la sous population k. 
On supposera que chacune des g sous-population peut être spécifiée au moyen d'une 
probabilité Pk définie sur les événements relatifs à un vecteur aléatoire X'= (X1, ... ,Xp) dont les 
composantes représentent les mesures aléatoires des p différentes caractéristiques. 
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Deux cas peuvent être envisagés: 
- le cas où X est un vecteur aléatoire continue pour lequel les densités de probabilité fk(x) sont 
définie par 
- le cas où X est un vecteur aléatoire discret pour lequel les densités de probabilités fk(x) sont 
définies par 
Si S désigne l'ensemble des valeurs possibles de x et si f est une fonction réelle définie sur S, 
l'espérance par rapport à la probabilité Pk de fk sera fournie dans le cas continu et dans le cas 
discret respectivement par 
et par 
EKf(X) = L f(x)fk(x) (Il.2) 
s 
Pour des raisons de simplicité, nous n'envisagerons, dans la suite, que le cas continu. Tout ce qui 
sera dit sera également valable dans le cas discret moyennant la transformation des formules du 
type (Ill) en formule du type (II.2). 
III - Rèeles de décision 
Il existe deux types de règles de décision: les règles de décision pures ou non-aléatoires et 
les règles de décision aléatoires. 
Une règle de décision pure assigne à chaque valeur de x e S, une action de A. Par 
conséquent, si Sj désigne l'ensemble des x pour lesquels la décision est l'action aj, une règle de 
décision pure est entièrement caractérisée par la partition de S en { Sj: 1 ::;; j ::;;g}. Ainsi un individu 
sera classé dans la population j si x e Sj. 
Une règle de décision aléatoire, d, fournit, pour chaque valeur de x e S, un vecteur 
d(x) = {dj(x): 1 ::;;j::;; g} tel que dj(x) ~ 0 Vj et I,dix) = 1. 
l!>j!>g 
Signalons que les règles de décision pures ne sont, en fait, que des cas particuliers de règles 
de décision aléatoires. En effet, si on désigne par lA la fonction indicatrice d'un ensemble A, et si 
l'on considère la règle de décision aléatoire d telle que dj(x) = lsi<xi Vj, un individu fournissant 
l'observation x e Sj sera presque sûrement classé dans la populationj. 
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Si pour une règle de décision aléatoire d, on désigne par Ejk(d) la probabilité qu'un individu 
provenant de la population k (Ilk) soit classé par d dans la populationj (aj), c'est-à-dire 
ou encore dans le cas continu 
Dans le cas particulier d'une règle de décision pure, on aura 
On se doit de rechercher une règle de décision qui nous permet de contrôler les erreurs 
provenant du mauvais classement dans la populationj d'un individu. Pour cela nous allons faire 
recours dans notre analyse à une fonction de perte L jk = L[ aj, Ilk ] qui représentera le coût 
associé au mauvais classement dans la populationj d'un individu provenant de la population k. 
On supposera qu'il n'y a pas de récompense pour le bon classement d'un individu, c'est-à-dire 
L.ii = 0 Vj. Généralement, on peut considérer que les coûts sont identiques, mais il n'est pas 
difficile de concevoir des situations où certaines erreurs sont bien plus graves que d'autres. 
La qualité d'une règle de décision d sera appréciée par l'espérance du coût de mauvaise 
classification d'un individu provenant de la population k pour les différents valeurs de k, 
c'est-à-dire le vecteur des risques inhérents à la règle de décision d, soit R(d)={Rk(d): 1 ~j ~ g}. 
En fait 
Rk(d) = I,LjkEid) (IIl.2) 
ISjSg 
Remarquons que dans le cas particulier où Ljk = L V j:;tk, Rk( d) = L[ 1- Ekk( d)] 
où Ekk( d) est la probabilité de classer correctement un individu provenant de la population k au 
moyen de la règle de décision d. 
Comme il est difficile sinon presqu'impossible de déterminer une règle de décision optimale qui 
puisse minimiser à la fois tous les risques alors il devient indispensable soit de posséder plus de 
renseignements sur les g populations, soit de définir des critères additionnels permettant de cerner 
ce choix. Ainsi par exemple si l'on connaît les probabilités à priori qu'un individu extrait de la 
population appartienne aux différentes sous-populations, c'est-à-dire p = {Pk: 1 ~ k ~ g}, il est 
possible de définir l'espérance du coût total de mauvaise classification d'un individu extrait de la 
population, qui est appelée risque bayesien d'une règle de décision d et que l'on dénote par 
R(d,p). 
33 
En fait, 
R(d,p) = IPkRk(d). 
ISkSg 
On peut chercher une règle de décision minimisant le risque bayesien et une telle règle de 
décision, d, sera appelée règle de décision bayesienne correspondant à p et sera caractérisée par le 
fait que pour tout autre règle de décision aléatoire d', 
R(d,p) :::;; R(d',p) 
Le théorème suivant donne la forme générale des règles de décision bayesiennes. 
Théorème 
Toute règle de décision bayesienne( correspondant à p) est de la forme 
'if XE S dj(x) = 0 si sj(x) < s(x) 
où 
s j (x) - I, L ;,P.( (x) 
ISlSI 
s(x) = max s (x) 
lSjS:g j 
De plus, le risque bayesien (minimal) correspondant est donnée, dans le cas continu, par 
R(d,p) = -Js s(x)dx 
Démonstration: En se référant aux formules (III. I) et (ill.2), il est facile de voir que 
R( d,p) peut s'écrire sous la forme 
R(d,p) = -f s Lsi(x)di(x)dx 
ISjSg 
et, par conséquent, puisque L dj(x) = 1 alors 
ISjSg 
R(d,p) + fs s(x)dx = L fs{s(x) - sj(x)}dj(x)dx 
ISjSg 
Le second membre de cette égalité est toujours plus grand ou égal à zéro et ne sera égal à 
zéro pour tout xE S que si dj(x) =O car s(x) - sj(x) > O .. 
On appelle sj(x) le score discriminant pour la populationj d'un individu caractérisé par x. 
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Il résulte de ce théorème que toute règle de décision bayesienne peut être décrite de la manière 
suivante: si un individu extrait de la population fournit l'observation x, il sera classé au hasard 
dans l'une des populations j telles que six)= max siX) 
!Sj'Sg 
Dans le cas particulier où Ljk = 1, \ij:tk, il est facile de voir que 
sj(x) = L[Pjfj(x) - f(x)] 
où f(x) = L Pjfj(x) 
JSjSg 
De là, les règles de décision bayesiennes seront, dans ce cas, de la forme suivante: 
\i x e S dlx) = 0 si pjfj(x) < max PJiX) 
!Sj'Sg 
c'est-à-dire qu'un individu extrait de la population et fournissant l'observation x sera classé au 
hasard dans l'une des populations j telles que Pjfj = max Pi. fiX) 
!Sj'Sg 
Une telle règle de décision est appelée règle de classification du rapport de vraisemblance et, 
lorsque Pj = ..!. \ij, elle est appelé règle du maximum de vraisemblance. 
g 
Si l'on envisage, à présent, le cas particulier où l'on ne considère que 
deux sous-populations (g = 2), on voit aisément que: 
et, par conséquent, la règle de décision bayesienne sera fournie par: 
d(x) = 11 si fi(x) > c ~ fi(x) 
d(x) = ~l si fi(x) < c 
11 fi(x) 
c'est-à-dire le rapport des risques bayesiens correspondant aux actions a1 et a2. 
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IV - Méthodes de décision bayésiennes en analyse discriminante 
Il est utile de distinguer en statistique d'une part les procédures "descriptives" et d'autre 
part les procédures inférentielles. 
Les procédures descriptives se donnent pour tâche de réswner des distributions( de probabilité ou 
de fréquence) au moyen de caractéristiques diverses. Souvent ces caractéristiques sont évaluées 
pour leur seul intérêt descriptif, c'est-à-dire sans référence explicite à un modèle 
d'échantillonnage. 
Les procédures inférentielles se basent sur un ''modèle statistique'', c'est-à-dire sur un ensemble 
de distribution de probabilité. 
On distingue deux courants dans cette procédure qui sont les procédures ''classiques'' ou 
"d'échantillonnage" et les procédures dites "bayesiennes". 
L'observation analysée x est alors considérée comme la réalisation d'une distribution. Il sera 
commode d'indexer l'ensemble de ces distributions par un paramètre 0. On écrira alors le modèle 
M de la façon suivante: 
M = {p(x 1 0) = f(x 1 0) : 0E 0 } 
où 0 est l'espace paramétrique. L'idée importante est que à tout 0 correspond une et une seule 
distribution de probabilité 
Exemple: On suppose que des observation x1, x2, ... ,Xn ont été engendrées de façon indépendante 
et que chaque observation Xi a été engendrée par une distribution normale de moyenne µ et de 
variance cf. Dans l'écriture du modèle M ci-dessus, p(x 1 0) aura la 
forme: 
P(xl0) = n P( Xj 10) 
i = 1 
.:..!_ -1 X -m 
P(xil0) = (27t ) 2 s-1Exp-( ' )2 
2 s 
8 =(µ,cr 2) 0 = Rx R+ 
Dans cet exemple, la connaissance de 0 est suffisante pour caractériser la distribution p(x 10). 
Dans une optique ''classique'' les procédures statistiques sont analysées en tant que fonction 
de la variable aléatoire x sujette à une des distributions p(x 10). Les propriétés retenues pour la 
comparaison et le choix de ces procédures sont des propriétés ''d'échantillonnage''. Typiquement 
pour une procédure donnée (d'estimation ponctuelle, d'intervalle de confiance ou de test 
d'hypothèse), ces propriétés pourront être "bonnes" pour certaines valeurs de 0 et "mauvaises" 
pour d'autres valeurs de 0. 
Dans une optique "bayesienne", on considère que l'essence de l'inférence statistique consiste à 
"apprendre en observant", et on considère que cet apprentissage est caractérisé par la révision 
d'une distribution de probabilité dite "à priori" p(0) en une distribution p(x 10) dite distribution 
''à postériori''. Le modèle statistique bayesien consiste en une et une seule distribution de 
probabilité p(x,0) portant sur le paramètre et l'observation. 
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Cette distribution est formée par une distribution à priori p(0) et les distributions conditionnelles 
p(x 1 0) représentant le processus d'échantillonnage: 
p(x,0) = p(0).p(x 10) 
L'objet des calculs statistiques est d'opérer la décomposition duale de cette distribution conjointe: 
p(x,0) = p(0).p(0 I x) 
La distribution marginale sur les observation, p(x) est appelée distribution "prédictive" et la 
distribution conditionnelle sur les paramètres, p(0 I x) est apelée distribution à posteriori. 
En résumé, un modèle statistique bayesien s'écrira donc sous la forme d'une seule distribution de 
probabilité, p(x,0), décomposable de deux façons différentes: 
M = {p(x,0) = p(0).p(x 1 0) = p(x). p(x 1 0)}. 
Le calcul des distributions prédictives p(x), de la probabilité à posteriori p(0 I x), et de leurs 
caractéristiques principales à partir des distributions à priori p(0) et d'échantillonnage p(x 10), 
forme l'essentiel des calculs propres aux méthodes bayesiennes. Ces calculs se baseront dans le 
cas continu, sur les formules suivantes: 
p(x) = f p(0).p(x l 0)d0 
p(0 I x) = p(e )p(xle ) 
p(x) 
La distribution prédictive peut être vue comme une ''moyenne'' des distributions 
d'échantillonnage p(x 10), moyenne pondérée par la distribution a priori p(0). 
Nous savons que l'analyse discriminante se présente naturellement sous la forme d'un 
problème de décision. Ici on envisagera seulement que les règles de décision non aléatoires. Une 
règle de décision sera écrite ' 'aj' ' ( 1 ::; j ::; g) au lieu de d; la distribution à priori sur les g 
populations sera toujours considérée comme fixée une fois pour toutes mais sera sujette à révision 
après avoir observé une variable x. Dès lors, on utilisera la fonction de perte Ljk = L( aj,Tik) qui 
représente le coût associé à la décision aj de classer dans la population Tij alors que la population 
réelle était Tik. Le risque bayesien devient la perte attendue, c'est-à-dire l'espérance 
mathématique de la perte Ljk par rapport à une distribution sur les g population Tij; si on utilise la 
distribution à priori, on n'écrira simplement R(aj) (au lieu de R(d,p)) et, s'il s'agit de la 
distribution à posteriori, après avoir observé x, on écrira R(aj I x) (au lieu de R(d,p) où d sera la 
règle non aléatoire aj et p la distribution à posteriori). 
Dans une optique de comportement rationnel face à l'incertitude, on représentera les opinions au 
sujet de la vraisemblance des différents états de la nature au moyen d'une distribution de 
probabilités "à priori" p = (p1, p2, ... ,p8) où Pk = p(Tik) représente la probabilité que nous 
assignons à priori à la proposition ''x provient de la population Tik' '. 
L'objectif est de minimiser le risque à priori. 
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R( a)= EL( a j,TI) = L p(Tik )L ik 
k 
Avant donc d'observer la valeur de x, la décision optimale est donnée par: 
min R( ai) = min L p([L )L ik 
J J k 
Lorsque la valeur de x est observée, on peut alors réviser son opinion à priori et calculer la 
probabilité à posteriori p(Tik I x) par la formule usuelle: 
où 
p(Ilk I x) = p(Il)P' (x~ ') 
p(x) 
p(x) = L p(Ilk) Pk(xl8k) 
k 
c'est la densité prédictive qui permet de prédire la valeur de x si on ignore de quelle population 
elle est tiré. On calcule alors le risque à posteriori de chaque décision ar 
R(ajlx) = L p(Ilklx)Ljk 
k 
la procédure optimale devient la règle de décision du type: 
"Assigner l'observation l'observation x à la population Tij si R(aj I x) ~ R(ai I x) (i = 1,2, .. ,g)" 
On définit, dès lors, une fonction x➔d(x) = aj dont on peut calculer le risque baysien, c'est-à-dire 
la perte attendue avant d'avoir effectivement observé x: 
R(d) = E R(d(x)lx) = f R(d(x)lx)p(x) dx 
= L p(Ilk) JL(d(x), nk )pk(xl8k) dx 
k 
Remarquons que toute règle de décision définit une partition de l'espace des x en g régions 
Ri, R2, .. , Rg par la règle "d(x) = aj ssi xER/' . 
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En examinant de près la situation deux populations(g = 2), le problème revient à 
déterminer deux régions R1 et R2 qui minimisent la perte attendue. Une règle de décision d sera 
représentée par (R1,R2) et son risque bayesien sera: 
R(d) = R(R1, R2) = E[L(a,IT)] 
Un calcul simple montre que la partition (R1,R2) qui minimise cette expression est obtenue de la 
façon suivante: 
Plus généralement, lorsque le nombre de groupe g est plus grand que 2 (g > 2), la partition 
optimale sera obtenue de la façon suivante: 
A titre d 'exemple, considérons le cas de deux populations normales: 
k= 1 2 
' 
Le paramètre 0k est donc 0k = (µk,Lk). on obtient alors la règle de classification suivante: 
ou encore 
1 
(x-µ/L-11(x-µ1) > 2Log(IL1 1~ P2L12) } 
II 2 12 P1L21 
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On obtient donc une région R1 définie par: 
R1= {xi x'Ax + b'x + c > d} 
où 
La fonction quadratique en x ''x' Ax + b 'x + c'' est qualifié de fonction discriminante. 
Lorsque les matrice de variance-covariance et les coûts des erreurs de classification sont les 
mêmes (c'est-à-dire L1 = L2 = L et Li1 = L12 = L), on obtient une région R1 définie par: 
où 
La fonction linéaire a1 'x est la fonction de discrimination. 
Le problème de l'analyse discriminante a été abordé sous plusieurs approches par les 
spécialistes dont la plus connue est la discrimination classique ou linéaire. La discrimination 
linéaire est une approche est plutôt descriptive car elle ne repose sur aucune hypothèse spécifique 
de distribution. Les concepts utilisés sont de nature géométrique ( distance, métriques de 
discrimination, axes factoriels discriminants). 
A côté de cette approche classique d'autres approches ont été développé comme l ' approche 
logistique qui ne tient pas compte des hypothèses spécifiques des distributions mais des propriétés 
bayesiennes. 
La discrimination logistique présente l'avantage d'être applicable dans un cadre relativement 
général et permet une estimation directe de la fonction discriminante caractérisant la règle de 
discrimination. 
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V - Discrimination linéaire 
Nous allons présenter l'analyse discriminante linéaire en ne considérant que deux groupes. 
Chaque groupe k (k= 1,2) étant caractérisé par un ensemble de nk observations de p variables. On 
disposera pour chaque groupe k, d'une matrice Xk de format nk x p. on désigne par X la matrice 
de format n x p formée par les 2 matrices Xk 
Pour un individu dont on ignore le groupe et qui est caractérisé par un vecteur xe RP, il s'agit 
d'affecter cet individu à un des 2 groupes. 
A) Décomposition de la matrice de dispersions 
Si on note ~ le vecteur des moyennes des p variables pour l'ensemble des n individus, et 
X; le vecteur des moyennes de ces mêmes variables pour les Ilj individus du groupe j, la matrice 
A des dispersions totales s'écrit: 
A = X'X - n x x' · 
et les matrices de dispersion dans les groupes s'écrivent 
Dès lors, 
A= X' X -n x x' 
t. t. t. t. t. 
A = "" X' X - n x x' ~ .. 
l stS:2 
k= 1 2 
' 
A = "" (A + n . x x ' ) - n x x' ~ t. t. t. t. 
I St. S:2 
A="" A + ""n (x x' - -x x') ~ t. ~ t. t. t. 
l S t S:2 I S: Hl 
de sorte que la matrice A peut s'écrire 
A= IA. + In.(x. - x) (x. - x)' 
ls t. sl b.t.s:2 
ou encore 
A=W+B (V.I) 
et se trouve décomposée en une somme de deux matrices W et B; la matrice W, qui est la somme 
des matrices de dispersion des p variables au sein des groupes, sera appelée matrice de dispersion 
intra-groupes, et la matrice B, qui est la matrice de dispersion des p variables pour les 2 centres 
de groupes, chaque centre étant affecté d'un poids égal à l'effectif du groupe, sera appelée matrice 
de dispersion inter-groupes. 
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Cette matrice de dispersion inter-groupe s'écrivant de la façon suivante 
2 
B= L nix\ - x)(xk -x)' 
k=l 
en utilisant la relation 
on obtient l'expression 
Cette expression montre que la matrice Best le produit d'une matrice colonne M par sa 
transposée M'. La matrice M étant définie par l'expression 
M -~1Il2 fv -) - --,x-x 
Il I 2 
d'où on peut écrire l'expression de B de la façon suivante 
B=MM' 
B) Détermination des axes factoriels discriminants 
A chaque individu i est associé un vecteur Xi E RP, de sorte que les n individus peuvent 
être considérés comme n points de l'espace eRP. 
On recherche une direction c E RP telle que, d'après la projection sur c, les 2 groupes soient 
''discriminés'' le mieux possible. Dans ce but, on considère le vecteur u = X c E Rn formé des 
projections xj'c des n points Xi sur c: c'est le vecteur des valeurs prises par la variable c'x chez 
chacun des n individus. 
La dispersion d du vecteur u s'écrit, si u désigne la moyenne des composantes de u et i le vecteur 
de Rn dont toutes les composantes sont 1, 
d = u'u-nu2 
d = u' u +.:.!. u'i i'u 
n 
42 
ou encore, en remplaçant u par Xe, 
d = c'A c 
En utilisant (V. l) , on obtient la décomposition 
d = c'Wc + c'Bc 
de la dispersion de u en une dispersion intra-groupes c'Wc et une dispersion inter-groupes c'B c. 
Pour discriminer au mieux les projections des groupes sur c, il est naturel de choisir le 
vecteur c qui maximise la dispersion inter-groupes et qui minimise la dispersion intra-groupes. On 
choisira donc un vecteur c qui maximise le quotient e' B e ou encore, ce qui est équivalent, qui 
e'We 
, . . . e' W e C d . , . , , al , e' A e d . , 
a Ill1Il11Illser 1 + --. ette ermere express10n etant eg e a on est con mt a 
e' Be e' Be' 
maximiser la fonction homogène 
fle) = e'Be 
e'Ae 
Si on considère une droite de RP issue de l'origine, la valeur de f est la même en tout point 
distinct de l'origine de cette droite. En conséquence, on peut se borner à rechercher le maximum 
de f sur l'ellipsoïde d'équation c' Ac= 1, c'est-à-dire à rechercher le maximum de 
h(c)= c'B c 
sous la contrainte 
c'A c= 1. 
La dérivation du lagrangien 
c'Bc - À(c' Ac - 1) 
livre la relation 
Bc=ÀAc 
qui devient, si A est inversible, 
A-1 B C = À C (V.2) 
Le vecteur c recherché est donc le vecteur propre de A-1B correspondant à la plus grande valeur 
propre À de A-1B. 
En remplaçant B par sa valeur, soit B = M M', on a la relation (V.2) qui devient 
A-1 MM' c = Àc 
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où encore, après multiplication à gauche par M', cela donne 
(M' A-1 M) M' c = t..M' c. 
De la relation ci-dessus on déduit 
t..=M' A-1 M 
Le vecteur propre c est appelé l'axe canonique ou l'axe factoriel et la valeur propre À qui lui 
correspond est appelée pouvoir discriminant de la variable c 'x associée. Cette variable c 'x est 
appelée la variable canonique ou la variable discriminante. 
Le pouvoir discriminant À est égal, à une constante près, à la distance entre les centres de 
gravités des deux groupes pour la métrique définie par s-1. Au coéfficient n1 ~ 2 près, ce pouvoir 
n 
discriminant n'est rien d'autre que la distance de Mahalanobis 
c'est la distance entre les centres de classes pour la métrique définie par s-1. Le vecteur propre c 
correspondant est la solution de 
MM' c= À.Ac 
soit le vecteur 
La valeur À est donc toujours comprise entre O et 1. Elle est égale à 1 si la dispersion intra-
groupes est nulle, c'est-à-dire si les points d'un même groupe se projettent en un même point de 
c; elle est égale à O si la dispersion inter-groupes est nulle, c'est-à-dire si les centres de chacun 
des groupes se projettent tous en un même point de c. 
C) Affectation d'un individu à un groupe 
Supposons qu'on dispose des vecteurs Xi relatifs à n individus parmi lesquels n1 
appartiennent au groupe 1 et n2 au groupe 2. 
A partir de ces vecteurs Xi, on peut construire la matrice A et les matrices Ak et en déduire une 
procédure d'affectation à un des 2 groupes pour un individu caractérisé par un vecteur x et dont 
on ignore le groupe auquel il appartient; on calcule pour cela, la distance de x à chacun des 2 
groupes à l'aide de la formule: 
1 
Dis(x,xk) = !Sk!P(p + (x - xk)'S~(x - xk)) 
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où xk est le centre de gravité du groupe k et Sk la matrice -1 Ak des variances-covariances de ce 
Ilk 
groupe; on détermine la plus petite distance de ces distances et on affecte à l ' individu x au 
groupe correspondant. 
La méthode d'affectation qui vient d'être décrite nécessite le calcul des déterminants et des 
inverses de chacune des matrices Sk. Ceci explique qu'on se contente souvent d' adopter pour 
distance entre x et Xk l'expression 
1 
ISIP(p + (x - xk)'s-1(x - xk)) 
où S =_!_A, ce qui revient à considérer que les dispersions sont homogènes dans les groupes. 
n 
Il suffit alors de comparer les nombres 
k = 1, 2 
le terme x'S-1x étant commun, il reste à comparer les nombres 
k= 1, 2 
On décidera d'affecter un individu caractérisé par un vecteur x au groupe 1 si 
OU Sl 
ou encore s1 
On remarque que la somme des deux premiers termes de cette expression peut s'écrire 
(x1 + x2)' s-1(x2 - x1) 
on obtient, après division par 2, la relation 
qm s'écrit encore 
s-1(x1 -x2) est, à une constante positive près, l'axe discriminant c. 
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La relation (V.3) implique qu'on affecte l'individu x à la classe 1 si la projection du vecteur 
joignant le point milieu des centres x1 et x2 au point x sur l'axe discriminant est positive 
D) Exemple 
Ce tableau ci-dessous donne les valeurs centrées des variables x1 et x2 chez 24 individus 
répartis en deux classes. 
On recherche d'abord la matrice des covariances 
_1 [-5 -4 4 s 
24 1 - 1 2 
puis la matrice s-1 
s•l 24 [140 1 ] 
25759 1 184 
-5 -1 
-4 -1 
!] 
4 2 
3 3 
[
0.13044 
0.00093 
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_1 [184 
= 
24 -1 
0.00093] 
0.17112 
-1] 
140 
et le vecteur M est donnée par 
s·1 = ../6 (X1 - X 2) = ../6 = ../6 - - [-1 -1] [-2] 
-1 -1 -2 
on en déduit le vecteur C = s-1M qui le seul axe factoriel discriminant 
C = ✓6[0.13044 0.00093][-2] = ✓6[-0 .26272] 
0.00093 0.17112 -2 -0.34410 
ou encore, en normant ce vecteur C, C = (-0.6069, -0.7948). 
La variable discriminante est donc la variable 
u = [-0.6069 -0.7948]x 
La figure 1 ci-dessous nous donne la position de l'axe factoriel C dans le nuage des points centrés 
et la figure 2 donne les valeurs Ui de la variable u chez chacun des 24 individus. 
Un individu quelconque sera affecté au groupe 1 si [-0.6069 -0.7948]x ~ 0 ou au groupe 2 
smon. 
On observe sur cet exemple que sur les 24 individus seulement 6 individus ont connu une 
mauvaise affectation dont 4 en provenance de la classe 2 et 2 en provenance de la classe 1. 
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VI - Discrimination logistique 
Dans notre analyse nous allons nous contenter tout comme précédemment de travailler 
avec deux groupes ou sous-populations. 
L'objectif de l'analyse discriminante logistique est d'établir une relation entre les probabilités à 
posteriori et la fonction discriminante. 
A) Règle de classement 
Envisageons le classement d'un individu dans deux groupes II1 et II2 sur la base d'un 
vecteur d'observations x' = (x1, X2, .. ,xp)- Soient Pi et P2 les probabilités à priori des groupes I11 et 
II2 (p1 + P2 = 1) et désignons par f1(x) et fi(x) les densités de probabilité de x dans chacun des 
deux groupes. En application du théorème de Bayes, la probabilité d'appartenir au groupe II2 
conditionnelle au vecteur x, appelée aussi probabilité à posteriori de I12, est donnée par la relation 
bien entendu, 
pr(Ildx)= 1 - pr(Il2lx) 
La règle de classement optimale, c'est-à-dire celle qui minimise la probabilité totale de 
classement erroné, ou, d'une manière équivalente, qui maximise la probabilité totale de 
classement correct, consiste à classer l'individu dans le groupe I12 si 
pr(II2 lx) ~ pr(Ildx) 
c'est-à-dire si À(x) ~ .El.. , et dans le groupe I1 1 sinon. 
P1 
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B) Détermination de la forme relationnelle entre les probabilités à posteriori 
et le rapport de vraisemblance 
La détermination de cette forme va se faire d'abord en considérant un seul test puis ensuite 
plusieurs tests en même temps. 
Considérons une population à laquelle sera appliquée un examen clinique. 
Dans cette population figure des sujets malades M+ (sujets atteints par la maladie que l'examen 
doit permettre de discriminer) et des sujets non malades M-. 
Les résultats de l'examen clinique étudiés sont résumés par une variable à deux classes c'est-à-dire 
la classe des sujets sains et la classe des sujets malades. 
B.1) Cas d'un test unique 
Cas d'un test binaire 
Dans le cas d'une variable binaire (test binaire), nous dirons d'un sujet ayant donné une 
réponse positif à l'examen clinique qu'il a le signe positifs+ sinon on dit qu'il est de signe négatif 
s- . 
Soit l'ensemble de la population repartie comme suit en tenant compte de la maladie et du résultat 
des tests. 
MALADIE 
M+ M" 
s+ P1 P2 
s- P3 P4 
P(M+) P(M-) 
La prévalence P de la maladie dans cette population est égal à la probabilité pour qu'un sujet 
pris au hasard soit réellement atteint de cette maladie. P est aussi appelé probabilité à priori. 
La sensibilité Se d'une maladie est la probabilité pour un sujet malade de présenter un résultat 
positif c'est-à-dire la proportion de sujets malades ayant un test positif sur l'ensemble des sujets 
malades. 
Une sensibilité de 100% signifie que tous les sujets malades ont un test positif. En deçà de ce 
maximum, la sensibilité traduit l'importance relative des vrais positifs et des faux négatifs: une 
sensibilité forte signifie que le test donne beaucoup de vrais positifs et peu de faux positifs (la 
probabilité pour un sujet malade d'avoir un test positif est grand). 
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La Spécificité Sp d'un examen est la probabilité pour un sujet non malade de présenter un 
résultat négatif c'est-à-dire la proportion de sujets non malades ayant un test négatif sur 
l'ensemble des sujets non malades. 
Un spécificité de 100% signifie que tous les sujets non malades ont un test négatif. En deçà de ce 
maximum, la spécificité traduit l'importance relative des vrais négatifs et des faux positifs: une 
spécificité forte signifie que le test donne beaucoup de vrais négatifs et peu de faux positifs(la 
probabilité qu'un sujet non malade pris au hasard d'être négatif est grand) 
Rapport de vraisemblance 
1) Pour un test positif 
Ce rapport de vraisemblance est le rapport de la sensibilité et de la non-spécificité. Ce rapport 
permet de mesurer l'importance relative des vrais positifs par rapport aux faux positifs 
2)Pour un test négatif 
Ce rapport de vraisemblance est le rapport de la spécificité et de la non sensibilité . 
Ce rapport permet de mesurer l'importance relative des vrais négatifs par rapport aux faux 
négatifs 
s L(S-)=-p-
1-Se 
La valeur prédictive d'un sujet appelée aussi probabilité à posteriori consiste à déterminer la 
probabilité d'un sujet d'être malade (respectivement non malade) sachant qu'on connaît avec 
certitude que le résultat du test qu'il a effectué est positif (respectivement négatif). Ces deux 
probabilité sont appelées respectivement valeur prédictive positive et valeur prédictive négative. 
Leur évaluation initiale est réalisée sur des sujets dont on connaît le statut de malade ou de sain. 
Valeur prédictive positive est la probabilité pour un sujet présentant un résultat positif d'être 
malade c'est-à-dire la proportion de tests positifs chez les sujets malades sur l'ensemble des tests 
positifs. 
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Cette valeur prédictive positive est obtenue par l'application du théorème de Bayes. 
Il nous est toute fois possible d'établir une relation directe la valeur prédictive positive 
(probabilité à posteriori) et le rapport de vraisemblance 
= P(S+IM+).P(M+) 
P(S+IM+).P(M+) + P(S+IM-).P(M-) 
= P(S+IM+). P(M+) 
P(S+IM+).P(M+)+ P(S+IM-).(1-P(M+)) 
= P(S+IM+).P 
P(S+IM+).P + P(S+ IM-)(1-P) 
P.Se 
=-------
P.Se+ (l-P).(1- Sp) 
P.L(S+) 
=------
P. L(S+) + (1- P) 
La valeur prédictive négative est la probabilité pour un sujet présentant un résultat négatif d'être 
en bonne santé c'est-à-dire la proportion de test négatif chez les sujets non malades sur l'ensemble 
des tests négatifs. 
Cette valeur prédictive négative est aussi obtenue par l'application du théorème de bayes. 
En appliquant la même démarche que précédemment on arrive à établir une relation directe entre 
la valeur prédictive négative (probabilité à posteriori) et le rapport de vraisemblance: 
P(M-1S-) = (1-P).Sp 
P.(1- Se)+ (1- P).(1- Sp) 
_ (1-P).L(S-) 
P + (1-P).L(S-) 
Remarque: Dans cadre d'un test binaire, on constate qu'il existe une relation directe entre 
la probabilité à posteriori et le rapport de vraisemblance. 
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Cas d'un test quantitatif Gaussien 
Spécificité et sensibilité 
Dans le cas d'une variable quantitative gaussienne on détermine la courbe de densité de 
probabilité de la spécificité et la courbe de densité de probabilité de la sensibilité (voir figure ci-
dessous) 
M+ 
Spéciicité 
Sensibilité 
1 I f I I I I I I If I 
d )( 
Comme on le sait déjà, un test laboratoire est évalué en terme de sa capacité à discriminer entre 
une population en bonne santé M- et une population malade M+. 
Pour positionner donc un patient à la suite d'un résultat de son examen, on déduit une variable 
binaire y et un point de décision d diagnostic tel que 
1 s- ou y= 0 (examen négatif) quand x ~ d 
1 S + ou y = 1 ( examen positif) quand x >d 
Ce qui nous ramène à l'analyse effectuée avec le test binaire précédemment, à la différence que 
le positionnement d'un patient qui a effectué un examen clinique dépend du choix du point de 
décision diagnostic d. 
Ainsi donc la sensibilité et la spécificité dépendent aussi du choix du point de décision diagnostic. 
La spécificité étant définie comme étant la proportion de personnes en bonne santé pour qui on a 
y= 0 (x ~ d). Ceux-ci sont de "vrais négatifs". Leur proportion est l'aire de la distribution M- à 
gauche du point de décision d. 
La sensibilité d'un test est défini pour être la proportion de la population malade pour qui 
y= 1 (x > d). Ce sont de "vrais positifs" et leur proportion est l'aire de distribution M + à droite de 
l'ordonnée x = d. 
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Ainsi donc la sensibilité et la spécificité dépendent du choix du point de décision. On peut les 
exprimer comme suite 
Spécificité: sp = P(y = OIM-' d) = sp (d) 
Sensibilité: Se= P(y = I IM+,d) = Se(d) 
En déplaçant le point de décision d de la droite vers la gauche, la spécificité décroît alors que la 
sensibilité croit. Inversement, le déplacement ce point de la gauche vers la droite entraîne une 
croissance de la spécificité et une décroissance de la sensibilité. 
Rapport de vraisemblance 
])Pour le signe positif 
Ce rapport permet de mesurer l'importance relative des vrais positifs par rapport aux faux 
positifs. 
2)Pour le signe négatif 
Ce rapport permet de mesurer l'importance relative des vraies négatifs par rapport aux faux 
négatifs. · 
La valeur prédictive 
Valeur prédictive positive: 
P(M+I - I)- P(y = l,M+) _ P(M+).P(y = IIM+) 
y- - P(y = 1) - P(M+).P(y = IIM+)+P(M-).P(y = IIM-) 
= 
= 
P.Se(d) 
P. Se(d) + (l-P).(1- Sp (d)) 
= P.L(l) 
P.L(l)+(l-P) 
où P = P(M+) est la prévalence ou probabilité à priori. 
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Valeur prédictive négative 
(1- P). Sp (d) 
=-----....;;__ __ _ 
(1- _P). sp (d) + P.(1- Se(d)) 
1-P 
=-----
P.L(O) + (1-P) 
Remarque: 
On constate que la relation directe précédemment établie entre la valeur prédictive (probabilité à 
posteriori) et le rapport de vraisemblance est une fois encore vérifiée. 
Nous savons par hypothèses que les valeurs de tests prises par les individus sains aussi bien que 
malades suivent la loi normale et que 
1 S- ou y = 0 ( examen négatif) quand x ::; d 
1 S+ ou y = 1 ( examen positif) quand x >d 
Le fait de déterminer le rapport de vraisemblance associé à y revient à déterminer le rapport de 
vraisemblance associé à x. 
Ainsi L(x) = L(y) 
Au vue de la figure ci-dessous 
M- M+ 
Spécificité 
Sensibilité 
)( 
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on remarque que la rapport de vraisemblance associé à la valeur observée Xo de test laboratoire X 
est: 
On peut constater que le point de décision d correspond un rapport de vraisemblance égal àl: 
L(d) = t 
Ainsi lorsque L(Xo) > 1 cela traduit que a> b c'est-à-dire que la probabilité que le patient qui a la 
valeur Xo appartient au groupe des malades paraît plus vraisemblable. 
Ainsi lorsque L(Xo) =1 cela traduit le fait que a= b c'est-à-dire la probabilité que le patient qui a 
la valeur Xo appartient au groupe des sains est identique à la probabilité que ce même patient 
ayant la valeur Xo appartient au groupe des malades. Cela devient difficile d'affecter le patient à 
un groupe donnée. 
Dans ce cas la décision est laissée au médecin qui connaît mieux son patient et qui a sûrement à 
sa disposition des atouts que le logiciel qui sera mise en place ne peut pas incorporer comme par 
exemple l'expérience du médecin en la matière 
RESUME 
On peut constater que si on appelle M+ la maladie pour laquelle on réalise l'analyse clinique et x 
l'examen clinique pratiqué sur un patient quelconque, la valeur prédictive(probabilité à posteriori) 
d'un patient quelconque qui a pour but de prédire sur base des examens cliniques si un patient est 
malade ou pas. En d'autre terme cela détermine la probabilité qu'un patient soit malade sachant 
qu'il a subi un test x, s'écrit toujours quel que soit le type test de la façon suivante: 
P(M+IX) = P.L(X) 
PL(X) + (1- P) 
où Pest appelé la prévalence(probabilité à priori) c'est-à-dire la probabilité qu'un patient pris au 
hasard dans la population des patient soit malade. Cela correspond à 
avec n représentant la population totale des patients subdivisée en deux sous populations de 
patients effectivement malades n+ et de patients non malades n·. 
L(x) représente le rapport de vraisemblance. Ce rapport est toujours positif 
où nul. Cela correspond par définition à 
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Cette relation établie entre la probabilité à posteriori et le rapport de vraisemblance valable dans 
le cas d'un seul test est-elle valable dans le cas de plusieurs tests réalisés sur les patients dans 
notre analyse? 
B.2) Cas de plusieurs tests 
Dans ce cas il se peut que les différents tests soient réalisés par le médecin sur l'ensemble des 
patients ne soient constitués que de tests binaires, soit de quantitatifs où soit d'un mélange des 
deux types de tests. 
Dans ce cas l'ensemble des tests réalisés sur un patient donné fait l'objet d'une interprétation 
simultanée. 
Soit X, ce profil constitué de plusieurs tests indépendants xi: X= (xl'x2,,s, ............. ,xn). 
Comme les tests Xi sont indépendant alors : 
De façon similaire on a 
Comme par définition 
alors on obtient 
L(X ) = L(X1 ) L(X2 ) ..... L(Xn ) 
Ainsi donc, le rapport de vraisemblance d'un profil X de tests indépendants est égal au produit de 
chacun des tests cet ensemble. 
Si on venait à supposer que le profil X était formé d'un seul test on aurait 
P(M+IX) = P.L(X) 
PL(X) + (1- P) 
En remplaçant L(X) par sa valeur on aurait 
n 
P l]L(x;) 
i = 1 
n 
P I]L(x;) + (1 -p) 
i = 1 
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Soit X un profil constitué de deux tests X1 et X2 dépendants. 
Alors la probabilité P(X I M+) peut se décomposer sous forme de probabilité conditionnelle dont 
le résultat est 
P(X I M+) = P(X1 1 X2 1 M+).P(X2 1 M+) 
De façon similaire on obtient pour la probabilité P(X I MJ le résultat suivant 
P(X I MJ = P(X1 1 X2 1 M}P(X2 1 MJ 
Le rapport de vraisemblance L(X) se dégageant du rapport de P(X I MJ et 
P(X I M-) nous donne le résultat suivant 
L(X) = P(x1lx2IM+).P(x2IM+) 
P(x 1 lx2 IM-). P(x2 IM-) 
= P(x1jx2IM+) x P(x2IM+) 
P(x1lx2IM-) P(x 2 IM-) 
= L(X1 1 X2).L(X2) 
Ainsi donc le rapport de vraisemblance obéit à des règles similaire de celles des probabilités 
conditionnelles. 
En généralisant le profil de deux tests à un profil de n tests on obtient le résultat suivant 
L(X) = L(X1 1 X2, X3, .. , Xi, .. , Xn).L(X2 1 X3, .. , Xi, .. , Xn)- .. L(xi I X;+1, .. , Xn) ... L(Xn) 
En remplaçant L(X) par sa valeur dans la relation liant la probabilité à posteriori et le rapport de 
vraisemblance on obtient le résultat suivant 
P(M+IX) = P.L(x1 lx2X3 .... xn).L(x2IX3 X4 ··· ·xn) ...... L(xi!x i+1 ···· xn ) ... .... L(xn ) 
P.L(x1 IX2 X3·--· xn).L(x2IX3X4 --·· xn) ..... . L(xilxi+)····xn ) ... .... L(xn ) + (1 - P) 
Force est de constater que la relation qui lie la probabilité à posteriori P(M+IX) et le rapport de 
vraisemblance L(X) 
P.L(X) 
P(M+ 1 X) = P-L-(X)-+ (1 - P) 
est valable quelque soit les types de tests et le nombre de tests. L 'objectif est d ' automatiser le 
calcul de cette probabilité P(M+IX). Cela n'est possible que lorsque ce rapport de vraisemblance 
est facile à déterminer. 
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Par définition, ce rapport de vraisemblance L(X) égal à 
devient difficile à déterminer lorsque le nombre de tests devient nombreux et que ces tests sont 
indépendants ou non. 
Le problème sera de trouver une forme fonctionnelle simple du rapport de vraisemblance qui ne 
tient pas compte du type de distribution et du type test. 
C) Détermination de la forme du rapport de vraisemblance 
Pour déterminer cette forme fonctionnelle du rapport de vraisemblance, nous allons procéder par 
étape en cherchant d'abord la forme fonctionnelle de ce rapport selon qu'on a affaire à un seul 
test et puis ensuite lorsque nous avons affaire à plusieurs tests. Dans ce dernier cas que devient 
cette forme fonctionnelle lorsque les tests sont indépendants où non. 
C.1) Cas de test unique 
Test Gaussien 
E (__1X - X M+ )2) 
P(X/M+) xp2 - \ 
L(X)= _ = cr_ 
P(X/M) Exp(~X-XM- )2) 
2 cr 
= Exp(-1-<_X -XM+r+-1-<_X -XM-)2) 
2 cr 2 cr 
On remarque le rapport de vraisemblance débouche sur une fonction qui est une forme 
exponentielle: Exp( a 0 + a 1 X) 
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Test binaire 
Dans le cas d'un test unique on a trouvé que pour : 
X = 1 L(X)= 1- Se 
sp 
X=O L(X)= Se 
1-S p 
Cherchons à déterminer la fonction de vraisemblance L(X). Donc il s'agit de déterminer une 
fonction L(X) telle que 
et 
L(O)= Se 
1-S p 
L(l)= l-Se 
sp 
Supposons que la fonction L(X) a une forme exponentielle comme suite: L(X) = Exp(a 0 + a 1X) 
Dans ce cas : 
l-Se 
L(O)= Exp(a0 )=-- ⇒ sp 
Se L(l)= Exp(ao +al)= --
1-S p 
⇒ 
a = Log(_ Se )-Log(_l-Se)= Log(_ Se x l-Se) 
1 1-S S 1-S S p p p p 
On remarque ici que la fonction de vraisemblance épouse toujours une forme exponentielle 
comme précédemment. Les coefficients de cette fonction dépendent de la moyenne de la 
population de sujets malades et de la moyenne de la population de sujets malades et de la 
variance de chacune des populations supposées identiques pour ces deux populations. 
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C.2) Cas de tests multiples 
On a vu dans l'analyse précédente qu'en supposant les tests indépendants entre eux alors le 
rapport de vraisemblance s'écrit 
Colllille chaque rapport de vraisemblance L(Xi) est de la forme 
L(xi) = Exp( ao. + <XiXi) i = 1, 2, ... , n 
Alors le rapport de vraisemblance L(X) de l'ensemble des tests indépendants sera 
n n 
L(X) = II L(X) = II Exp( a 0i + ai X) 
i=I i=I 
n 
= Exp<J:./a0i +a;X))= Exp(a0 +ar X) 
i=I 
Selon le professeur Adelin Albert ( cf. On then Use and Computation of Likelihood Ratios in 
Clinical Chemistry .... CLINICAL CHEMISTRY, Vol. 28, N° 5, 1982) La forme exponentielle de 
la fonction de vraisemblance reste toujours valable même lorsque les tests ne sont pas 
indépendants. 
n 
L(X) = Exp(I(a0i +a;X))= Exp(a 0 +ar X) 
i=I 
Avec 
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D) Détermination de la forme logistique 
D'après l'analyse précédemment réalisée, on a montré que la valeur de prévalence (probabilité à 
posteriori) était de la forme suivante 
P(M+JX) = P.L(X) =--1 __ 
P.L(X)+(l-P) l+-1-_P_l_ 
p L(X) 
(D.1) 
et que le rapport de vraisemblance L(X) avait une forme exponentielle 
où 
<X<) + a T X est appelé fonction linéaire discriminante 
En remplaçant la valeur de L(X) dans l'équation (D .1) on obtient alors la forme de la valeur de 
prévalence (probabilité à priori) suivante 
Avec 
1 
=------
1 + Exp(J3o + 13r X) 
1-P 
130 = Log(--)-CX.o et 13r = -cx.r p 
Ainsi la fonction 
P(M+I X) - 1 
- 1 + Exp(j30 + 13r X) 
est appelée fonction logistique discriminante. 
La probabilité à posteriori P(M-IX) donne le résultat suivant 
P(M- I X) = 1 - P(M+ I X) 
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E) Estimation des coefficients de la fonction logistique 
En pratique, le problème se pose d'estimer les coefficients de la fonction 
logistique discriminante ~o + ~ r. Pour clarifier les choses, il convient de faire une distinction 
suivant que l'échantillon d'effectif n dont dispose est extrait du mélange des deux groupes M+ ( 
l'ensemble des patient malades) et M- (l'ensemble des patient non malades) ou séparément de 
chacun des groupes. En effet si n1 et n2 désignent respectivement des échantillons de M+ et M-, 
dans le premier cas n1 et n2 sont aléatoires et dans le second ils sont fixés. D'un point de vue 
statistique, cette distinction essentielle. 
E.1) Echantillon composé du mélanee des deux eroupes 
Envisageons d'abord le problème d'estimation lorsque l'utilisateur dispose d'un échantillon 
de n observations extrait du mélange de la population des sujets malades M+ et des sujets non 
malades M- . A cet effet, on introduit une variable Z telle que 
Z = 0, si l'individu provient de M-
Z = 1, si l'individu provient de M+ 
L'échantillon peut alors s'écrire 
{(Zi, Xi), i = 1, .... ,n} 
où Xi'= (Xil·'Xi2,, ..... ,Xik,) désigne le vecteur d'observation du ième individu. 
la probabilité lié à l'échantillon est 
la maximisation de Q(J30 ,J3) nous permettra d'obtenir les estimateurs de maximum de 
vraisemblance de J30 et de J3r c'est-à-dire les coefficients de la fonction discriminante. Pour 
résoudre le problème, il faut maximiser Q(J30 ,J3) ou son logarithme. 
Les estimateurs du maximum de vraisemblance s'obtiennent en résolvant les équations 
aLogQ(l3o' 13) = 0 
a13$ où s = 0, 1, ... ,k 
qui s'écrivent aussi, après quelques développements en 
~ ( Exp(ç;) )X. - ~ ( 1 )X 
LJ;eE2 1 + Exp(Ç i ) 1s LJ;eEI 1 + Exp(Ç i ) 1s 
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où s = 0, 1, ... ,k 
En rappelant que 
Ce système de k+ 1 équation à k+ 1 inconnues n'admet pas de solution analytique. Afin de 
déterminer le point stationnaire ( Ô O , Ô 1 , Ô 2 , Ô 3 , •• • • , Ô k ) , on a recours à la méthode classique de 
NEWTON-RAPHSON définie par le schéma itératif suivant 
t = 0, 1, 2, ..... 
Ô1 est l'estimateur du vecteur P à la fème itération du processus. 
C(Ô 1 ) est le vecteur des dérivées premières de LogQ(P0 , P) en P = Ô 1 
H(A ) t 1 tn" d d' . ' d a
2
LogQ(Po,P) en A -- A/ 
.., 1 es a ma ce es envees secon es .., .., api_ap j 
Remarques pratiques: 
Ces remarques pratiques portent sur la résolution des équations de maximum de vraisemblance. 
-1 
i) On constate qu'au cours du processus d'itératif la matrice H varie très lentement en 
comparaison du vecteur gradient C. Il n'est donc pas nécessaire de la calculer à chaque itération, 
ce qui dans certain cas, permet de réaliser un gain de temps appréciable. 
ii) Dans tout processus itératif, il convient de choisir un point de départ approprié. 
A 
Toutefois, l'expérience montre qu'en partant de l'origine c'est-à-dire P t=o = (0,0 .... ,0), il est rare 
que l'on ne converge pas après plusieurs itérations. 
E.2) Echantillons séparés 
Supposons, à présent, que l'on dispose d'échantillons extraits séparément de chacun des 
deux groupes M+ et M-. 
Dans ce cas les effectifs n 1 et n2 sont fixés et n'apportent aucune information quant à la proportion 
relative de chacun des groupes dans le mélange. 
Cette situation est la plus fréquemment rencontrée en pratique. 
Il est alors indispensable de définir soi-même les probabilités à priori Pet (1-P) , soit qu'elles sont 
connues, soit qu'elles sont estimées par un autre échantillon. Dans le cas d'échantillons séparés, 
J.A. Anderson a pu démontrer que pour obtenir les estimateurs de maximum de vraisemblance des 
coefficients P à partir d'échantillons séparés, il suffit d'utiliser la méthode décrite précédemment 
comme si l'échantillon était extrait du mélange et de faire ensuite un ajustement du terme 
indépendant Po . 
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Ainsi la relation entre les estimateurs (~ 0 • , ~ • ) de maximum de vraisemblance des coefficients de 
~ ~ 
la fonction logistique dans le cadre des échantillons séparés et les estimateurs (P O, P ) de 
maximum de vraisemblance des coefficients de la fonction logistique dans le cadre des 
échantillons issus d'un mélange est donnée par, 
pour 
on a comme résultat : 
,._ • A p 
Po =Po+ Log(--) 1-P 
F) Exemple d'application 
La maladie étudiée ici porte sur l'hépatite viral qui est une maladie du foie. Pour cette maladie 
on a considéré deux tests(AST et ALT). Les données ci-dessous portent sur des mesures effectués sur 
différents patients pour ces deux tests. 
L'introduction de ces données dans la machine nous a permis d'obtenir les résultats qui suivront par la 
suite. 
65 
==;~e~~=~===~~~=~~~ :❖:.:•:•:•:•:❖:•=·=·=·=·=·=-=·=•:•=·=·=-=-=;=·=·= ·==:=:=:=:=:=:=:=:::=:=~ =:=:=:=:=:=:=:=:=:=: =:=:=:=:=:=:+.~~ :=:=:=:=:=:=:=:=:=:=:::::::::=:=:===:===:=:=:=:::::~~:~~~==~=:=:= :-:•=·=·=·=❖:•:•:•=·=·=·=·=·=·=·=•:•:•=·=·=-=·=·=·=·=•:•=:====~=~:~==. ====== :::::====='.·.·.·.·.·.·.·.·.·.·.·.·.·.·.·.·.=·=··•=:::-•. :-:-:•-:-:-;=·= 
tiw;;:;:g:'i;:UiAWK== \ : : () ::: f : ::::::t, : : âdAA~st 
66 
67 
Choix d'analyse 
Type d'échantillon: 0 (echantillon provenant d'un mélange) 
Nombre de tests: 2 
Maladie 
Code: # HEP A TITE 
Nom des variables tests 
Test 1: AS T( aspartate aminotransferase) 
Statisgues sur les patients 
Nbr. de malades: 44 
Nbr. de sain 59 
Nbr. total de patients: 103 
Statistiques des variables tests étudiés 
Matrice des valeurs moyennes 
Nom: HEPATITE VIRAL 
Test2: ALT (alanine aminotransferase) 
Maladie: HEP A TITE VIRAL 
Probabilité des malades: 0.427 
Probabilité des sains: 0.573 
Patients 
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Matrice des écart types 
Coéfficients de la fonction de vraisemblance 
Testl(AST): -0.208738 
Test2(ALT): 0. 163688 
Constante : 1.250000 
Allocation abre2ée 
Allocation détaillée 
Patients 
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1- Présentation du modèle 
Le modèle de structuration des données sert à définir la sémantique des données qui 
appartiennent à la mémoire ( ou base) des informations du système d'information ou qui sont 
véhiculées par des messages. 
La structuration des informations comporte notamment la définition des données et des relations 
entre celles-ci. 
La mémoire du système d'information comprend toutes les informations stockables sur des 
supports informatiques ou manuels. 
Une entité est une chose concrète ou abstraite appartenant au réel perçu à propos de laquelle on 
veut enregistrer des informations. 
Ainsi le type d'entité (T.E) est une classe de toutes les entités possibles du réel perçu qui 
vérifient le définition du type. 
Une association est définie par une correspondance entre deux ou plusieurs entités où chacune 
assume un rôle donné. 
Ainsi donc l'existence d'une association est contingente à l'existence des entités qu'elle met en 
correspondance. 
Une contrainte d'intégrité est une propriété, non représentée par les concepts de base du modèle 
que doivent satisfaire les données appartenant à la mémoire du système d'information. 
II - Description des entités et des associations 
11.1- Les types d'entités. 
IL 1.1- Entité Patient 
Définition: 
Toute personne qui a subit un ou plusieurs examens cliniques pour une maladie donnée. 
Attributs: 
Identifiant(s): 
Idl 
Num_P: String; est le numéro du patient. 
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Id2 
Nom_P: String; est le nom du patient. 
Prénom_ P: String; est le prénom du patient. 
Date naissance_P: String; est la date de naissance du patient. 
Non identifiant(s): 
Sexe_ P: String; est le sexe du patient. Cet attribut ne peut prendre que deux valeurs 
possibles: 
- M (si le patient de sexe masculin) ou, 
- F (si le patient de sexe féminin). 
Groupe-P: String; est l'état de santé du patient. Cet attribut peut prendre deux valeurs 
possibles: 
- 1 : si le patient est sain 
- 2: si le patient est malade. 
Remarques 
Idl: Groupe d'attribut(s) considéré(s) comme identifiant principal du type d'entité. 
Id2: Groupe d'attribut(s) considéré(s) comme identifiant secondaire du type d'entité. 
String: Chaîne de caractères quelconques. 
11.1.2 - Entité Maladie. 
Définition: 
Une maladie est une altération dans la santé, dans l'équilibre des êtres humains, à propos 
de laquelle on décide de réaliser des tests cliniques afin de découvrir si cette maladie est 
susceptible d'être présente ou non chez le patient. 
Les attributs: 
Identifiant(s): 
Idl 
Nom_M: String; est le nom de la maladie. 
Id2 
Code_M: String; est le numéro qui permet de référencer une 
maladie donnée. 
Non identijiant(s) 
Caractéristique_M: String; est une description ou l'ensemble des 
symptômes qui caractérisent une maladiedonnée. 
11.) .3 - Entité Tests 
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Définition: 
Un test est la réalisation d'un examen clinique dans un laboratoire médical. 
Attributs: 
Identifiant(s): 
Idl 
Nom_T: String; est le nom du test réalisé sur le patient dans un laboratoire. 
11.2 - Les types d'associations. 
II.2.1- Association Dia2nostic clinigue 
Définition: 
C'est la décision prise par le médecin traitant d'affecter ou non le patient à une maladie 
donnée sur base de tests laboratoires. 
Elle associe un patient donné à une maladie concernée à propos de laquelle le patient a effectué 
des examens cliniques. 
Attributs: 
Décision: String; correspond au diagnostic posé par un clinicien qm peut ou non 
correspondre à celui du médecin traitant. 
II.2.2 - Association Mesures. 
Définition: 
Associe des mesures de tests à un patient donné. 
II.2.3 - Association Association. 
Définition: 
Associe à une maladie donnée à un ou plusieurs tests. 
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11.3 - Le schéma entités associations résultant. 
Ce schéma a été réalisé à partir des informations ci-dessus et montre les relations entre les 
différents types d'entités par les types d'association définis. 
Malacie 
1-N 1-N Cod -M 
associée Nom-M est 
Caractéristiques-M 
/ Diagnostic clinique \ 
\ Décisbn / 
Patients 
1
-N Num-P 
~-------t Nom-P 
est affecté Prénom-P 
Dale naissance-P 
Sexe-P 
Groupe-P 
Association 
1-N détermine 
Tests 
Nom-T 
1-N est effectué par 
Mésure 
1-N 
effectue 
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III - Contraintes 
111.1 - Contraintes d'intégrités fonctionnelles. 
- Tout patient qui a été enregistré a subit au moins un Test. 
- Tout patient qui est affecté à une maladie par le biais d'un diagnostic clinique, alors cette 
maladie est liée à au moins un test. 
m.2 - Contraintes non fonctionnelles. 
Les contraintes non fonctionnelles qui influencent certains choix relatifs à la réalisation du 
système sont: 
- la nécessité d'une interface conviviale, 
- le système devrait être implémenté avec pascal sous Windows en utilisant la bibliothèque 
graphique object-windows, 
IV - Scénario de fonctionnement. 
Cette partie présente un exemple de fonctionnement du logiciel que nous allons concevoir. Le niveau 
supérieur du schéma indique l'interface c'est-à-dire la partie qui nous permet de réaliser le deuxième 
niveau c'est-à-dire les opérations de création et de chargement de fichiers. 
Ces opérations de chargement ou de création de fichiers peuvent donner lieu à des opérations de 
consultation, de modification au sens large (ajout, modification ou suppression d'enregistrements) de 
fichiers ou de calculs. 
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I - Présentation du modèle. 
Le modèle de structuration des traitements comprend un ensemble de concepts et de règles 
destinés à structurer un système d'information en une hiérarchie d'agrégats fonctionnels de 
traitements. Un agrégat comprend un ensemble de règles à suivre ou d'actions à entreprendre pour 
réaliser une fonctionnalité du système d'information. Chaque agrégat seront associés la définition 
et l'objectif de cette fonctionnalité . 
II - Application à l'analyse clinique. 
11.1- Niveau proiet et niveau application. 
L'objectif étant d'informatiser le processus d'aide au diagnostic clinique, tel qu'il est 
décrit dans la partie I, du document. 
Ainsi l'informatisation du processus d'aide au diagnostic clinique est considéré comme 
projet et comme application. 
11.2 - Niveau Phase et niveau fonction. 
Sur base des critères fournis dans la définition, nous avons identifié les phases de 
l'application dégagée précédemment. Nous donnerons le nom ainsi que l'objectif de chacune 
d'elles. 
• Introduction _Information: 
cette phase consiste à introduire les informations concernant un Patient , une Maladie ou 
un Test. 
• Consultation_ In/ ormation: 
cette phase vérifie l'existence d'un Patient , d'une Maladie ou d'un Test 
• Annulation_ In/ ormation: 
cette phase supprime les informations relatives à un Patient, à une Maladie ou à un Test. 
• Changement_ Information: 
cette phase consiste à modifier les informations relatives à un Patient, une Maladie ou un 
Test. 
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• Fonction calcul: 
cette phase calcule les coefficients la fonction logistique, des moyennes, de variances et 
s'occupe de la procedure d'allocation d'un patient dans un groupe donné etc ... 
Fonction Création 
Fonction Creation Patient. 
Objectif: 
introduction des informations concernant un patient lorsque les examens cliniques sont effectués 
sur ce dernier. 
Messages d'entrée_;_ 
- Num P: le numéro d'immatriculation du Patient concerné 
- Nom_P: le nom du patient concerné 
- Prenom_P: le prénom du patient 
- Sexe_P: le sexe du patient 
- Date_Naissance_P: la date de naissance du patient 
- Groupe_P: l'état de santé du patient. 
- Diagnostic_ P: diagnostic du patient 
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Messages de sortie: 
- Message: " le Patient existe déjà ". 
Règle de traitement: 
Il s'agit de créer une occurrence de patient à partir des informations en entrée. Dans le cas 
où ces informations correspondent à un patient déjà existant alors un message est alors produit. 
Fonction Création Maladie. 
Objectif. 
Introduction ou saisie des informations concernant une maladie 
Messages entrées: 
- Code M: code d'identification de la maladie 
- Nom M: nom de la maladie 
- Caractéristiques_M: les caractéristiques de la maladie. 
Message de sortie: 
- Message: Maladie existante 
Action sur le SI: 
- Création d'une occurrence de maladie 
Règle de traitement: 
Il s'agit de créer une occurrence de maladie à partir des informations en entrée. Dans le cas 
où ces informations correspondent à une maladie déjà existant alors un message est alors produit. 
Fonction Création Test 
Objectif. 
introduction des informations concernant un Test associé à au moins une maladie prise en compte 
par le clinicien. 
Message en entré: 
- Nom T: le nom du Test 
Message en sortie: 
- Message: "Test existe déjà". 
Règles de traitement: 
Il s'agit de créer une occurrence de test à partir de l'information en entrée. Dans le cas où 
cette information correspond à un test déjà existant alors un message est alors produit.. 
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Fonction Suppression 
Fonction Suprim_lnfo_Test 
Objectif: 
supprimer les informations relatives à un Test. 
Messages en entrée: 
- Nom T: nom du Test 
Messages en sortie: 
- Message 1: 'Test inexistant" 
Règles de traitement: 
Il s'agit de supprimer une occurrence de test à partir des informations en entrée. Dans le 
cas où ces informations ne correspondent pas à un test déjà existant alors un message d'erreur est 
alors afficher. 
Fonction de Suprim_Info_M. 
Objectif: 
supprimer les informations relatif à la maladie 
Messages en entrée: 
- code M : code de la maladie 
ou 
- Nom M : nom de la maladie 
Message de sortie: 
- "Maladie inexistante" 
Règles de traitement: 
Il s'agit de supprimer une occurrence de maladie à partir des informations en entrée. Dans 
le cas où ces informations ne correspondent pas à une maladie déjà existant alors un message 
d'erreur est alors afficher. 
Fonction Suprim _ lnfo _ Patient. 
Objectif. 
supprimer les informations relatives à un patient 
Messages en entrée: 
- Num P: le numéro d'immatriculation du Patient concerné 
ou 
- Nom_P: le nom du patient concerné 
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- Prenom _ P: le prénom du patient 
- Date_ Naissance_ P: la date de naissance du patient 
Messages de sortie: 
- "Patient inexistante" 
Actions sur le SI: 
- Supprimer une occurrence de patient. 
Règles de traitement: 
Il s'agit de supprimer une occurrence de patient à partir des informations en entrée. Dans le 
cas où ces informations ne correspondent pas à un patient déjà existant alors un message d'erreur 
est alors afficher. 
Fonction Consultation 
Fonction Consultation lnfo Patient. 
Objectif. 
consulter la base de données pour connaître des informations concernant un patient donné. 
Messages en entrée: 
- Nom_ P : le nom du patient concerné 
- Prenom _ P: le prénom du patient 
- Date_Naissance_P: la date de naissance du patient. 
ou 
-Num P 
Messages sortie: 
- Message 1: patient inexistant 
ou 
- Message2: 
- N um P : le numéro d'immatriculation du Patient concerné 
- Nom_P: le nom du patient. 
- Prenom _ P: le prénom du patient 
- Date_Naissance_P: la date de naissance du patient 
- Sexe_ P: le sexe du patient 
- Groupe_P: l'état de santé du patient. 
- Diagnostic_ P: diagnostic du patient 
Règles de traitement: 
Il s'agit de rechercher dans le système une occurrence de patient à partir des informations 
en entrée. Dans le cas où ces informations ne correspondent pas à un patient déjà existant alors un 
message d'erreur est alors afficher sinon le système fournit les informations recherchées. 
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Fonction Consultation lnfo Maladie. 
Objectif. 
consulter la base de données pour connaître les informations concernant une maladie donnée. 
Messages en entrée: 
- Nom M: nom de la maladie 
Message de sortie: 
- "Message!" : les informations suivantes sur la maladie: 
- Nom M: nom de la maladie 
- Code M: code d'identifiant d'une maladie 
- Caractéristique_M: les caractéristiques de la maladie. 
ou 
- "Message2": maladie inexistant 
Actions sur le SI: 
aucun 
Règles de traitement: 
Il s'agit de rechercher dans le système une occurrence de maladie à partir des informations 
en entrée. Dans le cas où ces informations ne correspondent pas à une maladie déjà existante alors 
un message d'erreur est alors afficher sinon le système fournit les informations recherchées. 
Fonction Modification 
Fonction Modification Patient. 
Objectif. 
modifier les informations relatives à un patient. 
Messages en entrée: 
- Nom_P: le nom du patient concerné 
- Prenom_P: le prénom du patient 
- Date_Naissance_P: la date de naissance du patient 
ou 
- Num_P: le numéro du patient concerné 
Messages de sortie: 
Aucune 
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Fonction Modification Info Maladie. 
Objectif. 
modifier les informations relatives à une maladie 
Messages en entrée: 
- Nom M: nom de la maladie 
Messages en sortie: 
-Aucune. 
Fonction Modification lnfo Test. 
- -
Objectif. 
modifier les informations relatives à un test 
Messages en entrée: 
- Nom T: nom du test 
Messages en sortie: 
-Aucune. 
Fonction Fonction-Calcul 
Objectif. 
déterminer les coéfficients de la fonction logistique, les moyennes et variances, et éffectuer les 
opérations d'affectation des patients. 
Messages en entrée: rien 
Messages de sortie: 
-Moyennes, variance 
-Coéfficients de la fonction logistique 
-Affectation des patients 
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I - Graphe 
Nous avons découpé le graphe ci-dessus de la manière suivante: 
- Au niveau 5: 
Nous disposons de trois modules. Nous avons placé tout au dessus le module Coordinateur qui 
contient la procédure principale du programme. Celui-ci coordonne les deux autres modules 
inférieurs: Fonction-calcul et Chargement. 
-Le module Chargement concerne tout ce qui est chargement de fichiers. 
-Le module Fonction-calcul concerne tout ce qui touche les opérations d'estimation de 
coefficients de la fonction logistique, la détermination de la variance, de la moyenne et 
l'affectation des patients à un groupe donné etc ... 
- Au niveau 4: 
Nous disposons de cinq modules différents: Menu, IHM Création fichier, IHM Allocation, 
IHM Information et IHM Vraisemblance 
- Le module Menu concerne l'affichage du menu principal du programme nécessaire à la 
gestion du logiciel 
- Le module IHM création fichier est chargé d'afficher les différents boites de dialogue 
nécessaire aux opérations de création de différents fichiers 
- Le module IHM Information permet l'affichage des boites dialogues nécessaires aux 
opérations d'ajout, de modification, de consultation ou de suppression des 
informations des fichiers 
- Le module IHM Allocation concerne l'affichage des boites de dialogue nécessaires 
opérations d'affectation des différents patients du fichier 
- Le module IHM Vraisemblance permet l'affichage des boites de dialogue nécessaires 
aux coefficients de la fonction de vraisemblance et à la détermination de la valeur de 
vraisemblance d'un individu. 
-Au niveau 3: 
Nous n'avons ici qu'un seul module c'est-à-dire le module fichier. Ce module concerne les 
opérations de stockage des différents fichiers sur disque. 
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Niveau5 
----► 
Wenu IHM Création fichier IHM .AJlocation IHM lnfonnation j 1HM Vraiserrolan 
- - - - - - - - - - - - - - -
- - - - - - - - - - - - - - - - - - - - -
-----------
--► 
Niveau 3 
Rchier 
II - Spécification ah?orithme détaillée 
. 
vo1r annexes 
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Le lancement du logiciel entraîne inévitablement l'affichage d'un menu principal composé de 
cinq items de menu dont: Fichier, Informations, Vraisemblance, Allocation, et Aide. Voir schéma ci-
dessous. 
Elchler informations '.l{ralsemblance Allocation Al.Ile 
L'item de menu Fichier porte général sur des opérations courants de manipulations de fichiers qu'on 
trouve généralement sur la plupart des logiciels, comme ouvrir, fermer, quitter un fichier etc ... 
L'item de menu Informations porte sur des informations d'ordre générales comme le nombre total de 
patients, les probabilités des sains et des malades, les moyennes et ecart-types par variables tests 
etc .... 
L'item de menu Vraisemblance porte sur les coefficients de vraisemblance, la détermination de la 
valeur de vraisemblance d'un individu quelconque etc ... 
L'item de menu Allocation porte lui sur l'allocation des patients 
L'item de menu Aide ne spécifie que des informations d'ordre générales sur l'année de création du 
logiciel, le numéro de la version etc ... 
On accède facilement à un de ces items de menu en cliquant avec une souris sur l'item de menu choisi 
ou en appuyant simultanément sur les touches ALT et la lettre soulignée de l'item de menu que l'on 
veut utiliser(exemple si l'on veut utiliser l'item de menu fichier on utilise de façon simple, 
simultanément le touche ALT et la touche F) 
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lflllilllil l ill i: i:i1:::: : 
Le choix de cet item menu nous permet de découvrir huit items de commande(voir schéma ci-
dessous) 
Lorsque le logiciel est lancé tous items de commande des différents items de menu sont grisés(c'est-
à-dire non accessibles) sauf les items de commande Nouveau, Ouvrir et Quitter de l'item de menu 
Fichier et l'item de commande A Propos de l'item de menu Aide. 
Ouvrir 
.Quitter 
Ces huit items de commande sont repartis en quatre groupes. Ces regroupements sont basées sur des 
critères ergonomiques dont nous ne parlerons pas ici car ce n'est pas le but de notre sujet. 
Le premier groupe composé de trois items de commande, porte sur les opérations de création, 
d'ouverture et fermeture de fichier. 
Le deuxième groupe composé de deux items de commandes, porte sur les opérations de consultation, 
d'ajout, de suppression et de modification des données d'un fichier. 
Le troisième groupe composé lui aussi de deux items de commande, porte sur les opérations 
d'enregistrement de fichiers. 
Le quatrième et dernier groupe est composé d'un seul item de commande qui permet de sortir 
définitivement du logiciel. 
1) Item de commande Nouveau 
Le choix cet item, entraîne irrémédiablement l' affichage de la boîte de dialogue ci-dessous 
Cette boîte invite l'utilisateur à saisir une valeur entière qui représente le nombre de variables tests 
choisies. 
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Le choix du bouton de commande Cancel donne la possibilité à l'utilisateur de mettre fin à l'opération 
de création de fichier. Désormais, le choix d'un tel bouton donnera toujours la possibilité à 
l'utilisateur de mettre fin à une opération qu'il a commencé. 
Le choix du bouton de commande Ok permet à l'utilisateur de continuer l'opération de création du 
fichier par l'affichage de la boîte de dialogue ci-dessous. 
Cette boîte de dialogue porte sur la saisie des informations concernant le type d'échantillon utilisé, le 
nom, le code et les caractéristiques de la maladie, les noms des variables associés à cette maladie. 
Lorsque l 'utilisateur clique sur le bouton Ok, cela nous conduit à la boîte de dialogue ci-dessous 
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Cette boîte de dialogue porte spécialement sur les informations concernant le patient notamment son 
nom, son prénom, son numéro d'identification etc ... 
Une fois les cases de cette boîte de dialogue remplies, lorsque l'utilisateur clique sur le bouton de 
commande Ajouter, cela lui donne la possibilité d'enregistrer un nouveau patient. Cette commande est 
utilisée lorsqu'on a beaucoup de patients à saisir. 
Remarque: 
- Utiliser le bouton de commande Ajouter pour saisir les informations du premier 
jusqu'à l'avant dernier patient. Arrivée au dernier patient à saisir utiliser le bouton de 
commande Ok pour progresser dans l'opération de création du nouveau fichier. 
- Lorsqu'on a un seul patient à saisir seul le bouton de commande Ok est utilisé. 
Lorsque le bouton de commande Ok est utilisé et que le type d'échantillon choisi par 
l'utilisateur est " l'échantillon mélangé " alors l'opération de création de fichier est terminé. 
Lorsque le bouton de commande Ok est utilisé et que le type d'échantillon choisi par l'utilisateur est 
"l'échantillon séparé "alors cela entraîne l'affichage de la boîte de dialogue ci-dessous. Cette boîte de 
dialogue porte sur les probabilités estimées du groupe sain et du groupe malade 
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Le choix du bouton Ok après le remplissage des différentes cases termine à l'opération de création de 
fichier. 
Remarque: 
- Une fois l'opération de création de fichier terminée les items de commande de l'item 
de menu Fichier auparavant grisés sont dégrisés( accessibles) alors les items de 
commande Nouveau et Ouvrir de ce même item de menu fichier sont grisés( voir 
schéma ci-dessous). 
- L'item de commande Matrice globale des données de l'item de menu Informations 
est aussi dégrisé 
- On ne peut créer un nouveau fichier qu'en fermant le fichier déjà crée(cliquer sur 
l'item de commande Fermer). 
- Dans la suite de l'analyse notion commande sera sous entendu item de commande et 
la notion de menu sera sous entendu item de menu. Ainsi en disant le menu Fichier 
cela doit sous entendre item de menu Fichier, de même qu'en parlant de commande 
Ouvrir cela doit sous entendre l'item de commande Ouvrir. 
Eermer 
Ajouter 
Modifier 
~onsutte,isupprlmer 
En1eglstrer 
fnreglstrer sous 
!luitter 
2) Item de commande Ouvrir 
Cette commande favorise de chargement d'un fichier existent. Cela entrâme l'affichage de la 
boîte de dialogue ci-dessous 
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Cette boîte de dialogue affiche la liste des fichiers existants. En sélectionnant un fichier et en cliquant 
sur le bouton Ok, cela entraîne le chargement de ce fichier. 
Lorsque le chargement est réussi le logiciel affiche une boîte de message pour informer l'utilisateur 
de la réussite de cette opération. 
Ainsi tous les items de commande grisés sont dégrisés et les items de commande Nouveau et Ouvrir 
sont grisés. 
Pour ouvrir un autre fichier, il faut que l'utilisateur ferme le fichier déjà ouvert. 
3) Item de commande Fermer 
Cette commande est utilisée pour fermer un fichier existant ouvert ou un fichier nouvellement 
créé.Lorsque cette commande est actionnée, logiciel vérifie que le fichier que l'on veut fermer est un 
ancien ou pas. 
Si c'est un ancien fichier qui a connu des modifications le logiciel donne la possibilité à l'utilisateur 
de pouvoir sauvegarder son travail avant de fermer ce fichier. 
Si c'est un fichier qui vient d'être créé, logiciel vérifie si ce fichier a déjà été enregistré. Si ce n'est 
pas le cas alors logiciel donne la possibilité à l'utilisateur de sauvegarder son travail avant la 
fermeture du fichier. 
4) Item de commande Ajouter 
Cette commande donne la possibilité à l'utilisateur d'augmenter la taille d'un fichier déjà 
existant. L'exécution de cette commande entraîne l'affichage de la boite de dialogue ci-dessous. 
On utilisera donc le bouton Ok quand on a un seul patient à ajouter au fichier ou quand on a affaire au 
dernier patient lorsqu'on a plusieurs patients à saisir. 
Le bouton Ajouter sera utiliser si l'on a plusieurs patients à saisir. 
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5) Item de commande Modifier 
Cette commande est utilisée pour modifier les informations d'un fichier existant. L'exécution 
de cette dite commande permet l'affichage de la boite de dialogue ci-dessous. 
Pour modifier les informations d'un patient, il suffit de saisir le numéro d'identification du patient, 
puis de cliquer sur le bouton Ok et toutes les informations que l'on veut modifier s'affichent dans la 
boite de dialogue. 
Après modification cliquer sur le bouton Modifier, qui signale au logiciel que l'on veut de tenir 
compte des nouvelle modifications. Ce qui a pour effet, l'effacement de toutes les boîtes de saisir, 
donnant ainsi la possibilité à l'utilisateur d'opérer une autre modification. 
Après la dernière modification, l'utilisateur peut sortir de cette opération en cliquant sur le bouton Ok. 
6) Item de commande ConsulterlSupprimer 
Cette commande est utilisée pour consulter ou supprimer les informations d'un fichier existant. 
L'exécution de cette dite commande permet l'affichage de la boite de dialogue ci-dessous. 
Pour consulter les informations d'un patient, il suffit de saisir le numéro d'identification du patient, 
puis de cliquer sur le bouton Consulter et toutes les informations que l'on recherche seront afficher 
dans la boite de dialogue. 
Pour Supprimer les informations d'un patient, il suffit de saisir le numéro d'identification du patient, 
puis de cliquer sur le bouton Supprimer et toutes les informations que l'on veut supprimer seront 
effectivement. Après modification cliquer sur le bouton Supprimer, qui signale au logiciel que l'on 
veut tenir compte des suppressions opérées. Ce qui a pour effet, l'effacement de la boîte de saisir du 
numéro d'identification, donnant ainsi la possibilité à l'utilisateur d'opérer une autre suppression. 
Après la consultation ou la dernière suppression, l'utilisateur peut sortir de cette opération en cliquant 
sur le bouton Ok. 
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7) Item de commande Enregistrer sous 
Cette commande permet à l'utilisateur de stocker un fichier sous un nom et sur le support de 
stockage de son choix. 
L'exécution de cette dite commande permet l'affichage de la boite de dialogue ci-dessous. 
Lorsque l 'utilisateur choisit un nom et un support de stockage, le logiciel se contente de réaliser 
l'opération de sauvegarde du fichier en ajoutant une extension "med" au nom de ce fichier après que 
l'utilisateur ait choisi le bouton Ok. 
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8) Item de commande Enregistrer 
Cette commande est en générale utilisée lorsque le fichier a déjà été sauvegardé au moins une 
fois c'est-à-dire que ce fichier possède un nom et que l'utilisateur lui a auparavant choisi un support 
de stockage. Ainsi en utilisant cette commande l'utilisateur signale au logiciel qu'il veut conserver le 
même du fichier et le même support de stockage. 
Lorsqu'un fichier nouvellement créé n'a pas été encore sauvegardé, le logiciel emmène l'utilisateur à 
exécuter de façon indirecte la commande Enregistrer sous en lui affichant la boite de dialogue juste 
ci-dessus. 
9) Item de commande Quitter 
L'exécution de cette commande permet à l'utilisateur de sortie définitivement de l'application. Mais 
avant de sortie le logiciel vérifie si un fichier n'a pas été ouvert pas l'utilisateur: 
- si ce n'est pas le cas le logiciel ferme alors l'application. 
- si c'est le cas, le logiciel vérifie ensuite si ce fichier a subi ou pas des modifications 
que l'utilisateur a oublié de sauvegarder: 
- si ce n'est pas le cas, le logiciel fermer lui même le fichier et ensuite 
l'application. 
- si c'est le cas, le logiciel demande à l'utilisateur s'il veut sauvegarder le 
fichier modifié ou pas. Quel que soit la décision de l'utilisateur, il ferme lui 
même le fichier puis ensuite l'application 
ll lllllll1nîllllllllill : : :1:: :1:11111:111 
Le choix de cet item menu nous permet de découvrir quatre items de commande( voir schéma 
ci-dessous) 
Ces quatre items de commande sont repartis en trois groupes. Ces regroupements sont aussi basées 
sur des critères ergonomiques. 
Le premier groupe composé d'un seul item de commande, porte sur une vue globale ou synthétique de 
toutes les informations du fichier. 
Le deuxième groupe est composé d'un seul item de commande qui permet d ' afficher des informations 
d'ordre générales comme le nombre total de patients, le nombre de patients malades, de patients sains, 
les moyennes et les ecart-types par variable test etc ... 
Le troisième et dernier groupe composé de deux items de commandes, porte sur les moyennes et les 
variances par type de groupe de patients et par variable test. 
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§énéralités 
Moyenne 
Ecart~pe 
1) Item de commande Matrice globale des données 
Le choix cet item, entraîne irrémédiablement l'affichage de la boîte de dialogue ci-dessous. 
Cette boite permet à l'utilisateur d'avoir une vue synthétique ou globale sur l'ensembles des 
informations d'un fichier ouvert. 
Le fait de cliquer sur le bouton Ok de cette boite de dialogue permet de la fermer. 
ldentiflcaUon des patients Valeurs de testa 
Noms et Prenoms Gr. Sex Date Nais. Testl Test2 Testl Test4 Tests Test6 
2) Item de commande Généralités 
Le choix cet item, entraîne irrémédiablement l'affichage de la boîte de dialogue ci-dessous. 
Cette boite permet à l'utilisateur d'avoir des informations d'ordre générales comme le nombre total de 
patients, le nom de la maladie, les moyennes et les ecart-types par variables tests etc ... 
Le fait de cliquer sur le bouton Ok de cette boite de dialogue permet de la fermer. 
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Variables tests 
3) Item de commande Moyenne 
Le choix cet item, entraîne irrémédiablement l'affichage de la boîte de dialogue ci-dessous. 
Cette boite permet d'avoir la moyenne des variables tests par type de groupe de patients. 
Le fait de cliquer sur le bouton Ok de cette boite de dialogue permet de la fermer. 
4) Item de commande Ecart type 
Le choix cet item, entraîne irrémédiablement l'affichage de la boîte de dialogue ci-dessous. 
Cette boite permet d'avoir la variance des variables tests par type de groupe de patients. 
Le fait de cliquer sur le bouton Ok de cette boite de dialogue permet de la fermer. 
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Le choix de cet item menu nous permet de découvrir deux items de commande(voir schéma ci-
dessous). 
Ces items de commandes porte sur la détermination des coefficients de vraisemblance et la 
détermination de la valeur de vraisemblance d'un patient quelconque donnée. 
Ai.de 
1) Item de commande Fonction de vraisemblance 
Le choix cet item, entraîne irrémédiablement l'affichage de la boîte de dialogue ci-dessous. Cette 
boite permet d'avoir les coefficients de la fonction de vraisemblance. 
Le fait de cliquer sur le bouton Ok de cette boite de dialogue permet de la fermer. 
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2) Item de commande Valeur de vraisemblance 
Le choix cet item, entraîne irrémédiablement l'affichage de la boîte de dialogue ci-dessous. 
Cette boite permet à l'utilisateur de saisir les valeurs prises par un nouvel patient pour chacune de 
variables tests et dont veut déterminer le groupe d'appartenance. 
Le fait que l'utilisateur clique sur le bouton Ok après avoir rempli les cases de saisir des valeurs des 
variables tests et des informations sur le patient concerné, cela entraîne l'affichage de la boite de 
dialogue ci-dessous. 
Cette boite de dialogue résume non seulement les informations portant sur l'identification du patient, 
les noms des variables tests, les valeurs des variables tests prises par ce patient et les coefficients de la 
fonctions de vraisemblance mais affiche aussi la valeur de vraisemblance et la probabilité à posteriori 
de ce patient. 
Le fait de cliquer sur le bouton Ok de cette boite de dialogue permet de la fermer. 
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Le choix de cet item menu nous permet de découvrir deux items de commande(voir schéma ci-
dessous). 
Ces items de commandes porte sur l'allocation des patients de l'échantillon à un groupe donné. 
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1) Item de commande Allocation abrégée 
Le choix cet item, entraîne irrémédiablement l'affichage de la boîte de dialogue ci-dessous. 
Cette boite permet de voir de façon synthétique comment les patients de l'échantillon ont été alloués. 
Le fait de cliquer sur le bouton Ok de cette boite de dialogue permet de la fermer 
Allou1tio11 ahrtqi· e 
r@?1 
Sains 
Patients Sains 
Malades 
Total 
2) Item de commande Allocation détaillée 
Patients 
Malades 
1 
Le choix cet item, entraîne irrémédiablement l'affichage de la boîte de dialogue ci-dessous. Cette 
boite permet de voir de façon détaillée comment les patients de l'échantillon ont été alloués. 
Le fait de cliquer sur le bouton Ok de cette boite de dialogue permet de la fermer 
Matrice des allocations détaillées 
Matrice des allocations & de probabilités 
Identification des patients Répartit". des patients Probabilités 
N" ldentif. Noms & Prenoms Gr. réel Gr. alloué Gr. sain = 1 Gr. malade = 2 
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Le choix de cet item menu nous permet de découvrir un seul item de commande( voir schéma 
ci-dessous). 
Item de commande A Propos de.. .. 
Cet item de commande porte sur les informations générales concernant l'année création du logiciel, 
par qui, son numéro de la version etc ... 
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Conclusion générale: 
L'utilisation de la méthode de discrimination logistique est recommandée à de nombreux 
égards. Tout d'abord, elle s'applique quel que soit le type de distribution envisagée, pour autant 
que le rapport des logarithmes des densité soit une fonction linéaire des observations. Cette 
condition est notamment satisfaite pour les distributions multinormales, mais aussi pour tout une 
série de distributions conjointes de variables discrètes et continues. 
La méthode logistique conduit à une règle de classement simple. 
Par définition même de la méthode, il est aisé de calculer les probabilités à posteriori. 
Cette méthode est général dans la mesure où il est applicable quel que soit le type de variables 
utilisées, et simple parce qu'il conduit à des fonctions discriminantes linéaires en variables. 
Le logiciel conçu pour l'utilisation de cette méthode logistique discriminante a donné lieu à deux 
grandes étapes: 
- La première étape a consisté en une étude théorique. L'objectif de cette étude étant de 
cerner le sujet proprement dit c'est-à-dire de comprendre en quoi consiste cette méthode 
-La deuxième étape a consisté en une étape de réalisation du logiciel. Cette étape nous a 
conduit à suivre la méthodologie générale de conception d'un logiciel. 
Le logiciel offre à l'utilisateur la possibilité de pouvoir: 
- Créer plusieurs fichiers en fonction du nombre de maladies qu'il envisage étudié 
- Augmenter la taille d'un fichier déjà existant 
- Modifier les informations d'un fichier existant 
- Réaliser les opérations d'allocation des patients, de calculer des coefficients de 
vraisemblance, moyennes, de variances etc ... 
Ce logiciel présente néanmoins quelques limites notamment: 
- L'utilisateur ne peut ouvrir ou charger qu'un seul fichier à la fois. L'ouverture 
d'un deuxième fichier oblige ce dernier à fermer le premier fichier. 
- L'utilisateur lors de la création d'un fichier ne pas dépassé plus de deux groupes 
et six variables tests 
- L'utilisateur lors de la création d'un fichier doit obligatoirement saisir les informations sur 
des patients en provenance de la population des malades aussi bien que des patients en 
provenance de la population des sains. Si ce n'est pas le cas c'est-à-dire si l'utilisateur ne 
saisit que les informations uniquement que de patients malades ou bien uniquement que de 
patients sains le logiciel se "plante" 
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ILES NOTIONS DE BASE DE L'ANALYSE MATHEMATIQUE 
I - Fonctions et propriétés 
A) Définition: 
Soient deux ensembles E et F. 
On appelle f, une application sur E à valeurs dans F, qui à tout x E E associe un élément unique 
y= f(x) dans F. 
f:E ➔ F 
x ➔ y=f(x) 
Exemple: 
f:N ➔ R 
x ➔ 2x+4 
B) Quelques propriétés: 
- Soit une fonction f définit sur R, elle est dite croissante sur R si elle conserve sa relation 
d'ordre c'est-à-dire: 
'tf X1, X2 E R ⇒ 
Cette fonction est qualifiée de strictement croissante si: 
"if X1, X2 ER X1 > X2 
Cette fonction f sera qualifiée de décroissante si: 
V X1, X2 E R X1 > X2 
Elle sera qualifiée de strictement décroissante si: 
V xl, x2 E R x1 > x2 ⇒ f(x1) < f(x2) ou f (~ = {(X2 ) < O 
1 2 
- Toute fonction définie sur Rest qualifiée de monotone sur R si elle est croissante 
(respectivement décroissante) sur R. 
Ainsi, nous avons des fonctions monotones croissantes (respectivement décroissante). 
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- Soient deux fonctions f et g définies sur R et à valeurs dans R. 
On peut définir une nouvelle fonction composée de f et g. 
Cette nouvelle fonction donne: x ➔ g(f(x)). 
Nous noterons cette nouvelle fonction gof. 
Ainsi (gof)(x) = g(f(x)). 
Cette activité est qualifiée de composition de fonctions. 
Exemple: 
1 f( x) = x + 1 et g( X) = -
X 
(gof)(x) = - 1-
X + 1 
- La composition d'application est associative c'est-à-dire pour trois fonctions f, g eth définies sur 
R à valeurs dans R fo(goh) = (fog) oh 
Cependant la composition d'applications est non commutative c'est-à-dire fog ':1- g of. 
- La somme de deux fonctions f et g notée f+g donne 
x ➔ (f+g)(x) = f(x) + g(x) 
- Le produit d'une fonction f par un scalaire y noté yf donne 
x ➔ (yf)(x) = yf(x) 
- Le produit de deux fonctions f et g noté fg donne x ➔ (fg)(x) = f(x)g(x) 
- Le rapport de deux fonctions f et g noté f donne 
g 
x ➔ (f )(x) = /(X) 
g g(X) 
II - Notion de limite d'une fonction 
A) Définition 
Nous dirons qu'une fonction f définie au voisinage d'un point :xo, sauf peut être en Xo admet 
une limite 1 au point :xo si quel que soit E > 0, il existe un nombre a> 0, tel que pour x ':1- :xo 
vérifiant I x - Xo 1 < a, on ait I f(x) - 1 1 < E. 
En d'autre terme f(x) tend vers 1 quand x tend vers :xo. 
Nous écrivons alors lim)J~) = l 
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B) Quelques Propriétés 
- lim (yt)(x) = y.lim f(x) 
- lim (fg)(x) = lim f(x).lim g(x) 
- lim (f + g)(x) = lim f(x) + lim g(x) 
- lim-1-= 1 f(X) limf(X) 
III - Notion de continuité de fonctions 
A) Définition 
On dit qu'une fonction f définie au voisinage de :xo est dite continue en :xo, si f admet une 
limite au point Xo et que cette limite est f(:xo) c'est-à-dire lim)Jf) = f (X0 ) 
B) Quelques propriétés 
- Lorsque deux fonctions f et g sont continues en un point Xo alors f+g est continue en :xo: 
lim f( X)= f(X0 ) et lim g( X)= g(X0 ) r➔Xo X ➔X-o 
alors 
alors 
lim(.(!ff.)(X) = (f + g)(X0 ) 
- Lorsque deux fonctions f et g sont continues en un point :xo alors f.g est continue en XQ: 
lim f (X)= f (X0 ) et lim g( X)= g(X0 ) r➔Xo X➔Xo 
alors 
lim f( X).lim g( X)= f (X0 ).g(X0 ) r➔Xo X➔X-o 
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alors 
lim(f ~~(X)=(/ .g)(X0 ) 
- Lorsque deux fonctions f et g sont continues en un point Xo alors / est continue en Xo à condition 
g 
que g(:xo) -:t 0: 
lim f( X)= f(X0 ) et lim g< X)= g(X0 ) r➔Xo X ➔Xo 
alors 
alors 
- Lorsque deux fonctions f est continue en un point Xo et g sont continues en y= f(:xo) alors fog est 
continue en :xo: 
lim f(X) = f(X 0 ) et lim g(x)=g(f(:xo)) X➔X0 X➔X0 
alors 
lim g(f(x)) = g(f(:xo)) 
X➔X0 
alors 
lim (gof)(x) = (gof)( Xo) 
X➔X0 
- Toute fonction f continue, monotone, strictement croissante ou strictement décroissante, admet 
une fonction réciproque noté f 1 tel que fof 1 = I où I est appelée fonction identité 
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IV - Notions de dérivées de fonctions 
A) Définition 
Soit une fonction f définie sur R à valeur dans R. 
Cette fonction est dérivable en tout point Xo si lim f(X)- f(Xo) existe; 
X➔Xo X-X 0 
celle limite est notée / (X0 ) 
En posant h = x - Xo on obtient 
lim f(h+Xo)- f ( Xo) =f'(X) = '&f(h+Xo). 
h➔O h O 8h 
Ainsi la valeur de la nouvelle fonction au point Xo est appelée la dérivée de la fonction f au point Xo 
B) Quelques propriétés 
- La dérivé la somme de deux fonctions f et g est égale à la somme des dérivés de chaque fonction: 
(f + g)'(x) = f'(x) + g'(x) 
- La dérivé du produit d'une fonction g par d'un scalaire À est égale au produit de la dérivé de la 
fonction g par le scalaire À : 
(À.g)'(x) = À.g'(x) V À E R; 
- La dérivé du produit de deux fonctions f et g est égale à la somme du produit de la fonction f par 
la dérivé de la fonction g et du produit de la fonction g par la dérivé de la fonction f: 
(f.g)'(x) = f(x).g'(x) + f'(x)g(x); 
- La dérivé du rapport de la fonction f par la fonction g est égale à la différence du produit de la 
fonction g par la dérivé de la fonction f et du produit de la fonction f par la dérivé de la fonction g, 
le tout divisé par le carré de la fonction g à condition que la fonction g soit non nul: 
(f )'(X)= f'(X) .g(X)- f(X) .g'(X) avec g(x) -:f. O; 
g (g(x))2 
- La dérivé de la composée de la fonction g à partir de la fonction f est égale à la composée de la 
dérivée la fonction g à partir de la fonction f le tout multiplié par la dérivé de la fonction f: 
(gof)'(x) = g'of(x).f'(x) 
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V - La fonction Exponentielle et ses propriétés 
A) Définition: 
On appelle fonction exponentielle toute fonction f définie dans R à valeur dans R + qui à tout 
x ➔ ex ou encore notée exp( x) 
B) Quelques propriétés: 
- La fonction exponentielle est une fonction monotone et strictement croissante sur R. 
- Cette fonction est aussi continue et dérivable en tout point de R. 
lim x ➔ +oo exp(x) = +oo 
lim x ➔ -oo exp(x) = 0 
exp(0) = 1 
- Soient deux fonctions U et V définies, continues et dérivables en tout de R alors la fonction f 
définie par la composée la fonction exponentielle par la fonction U et la fonction g définie par la 
composée la fonction exponentielle par la fonction V, sont toutes deux des fonctions (f et g) 
définies, continues et dérivables sur R. 
Ainsi donc: 
exp(U) + exp(V) = exp(U + V); 
[exp(U)t = exp(nU) V n E N; 
Bexp(U) &u 
-~~= 
BU BU 
1 
exp(- U) = -- avec U '#- 0; 
exp(U) 
exp(U - V)= exp(U) avec V'#- 0; 
exp(V) 
(eu)' = [exp(U)]' = U'eu = U'exp(U) 
lim U = +oo ⇒ lim exp(U) = +oo 
lim U = -00 ⇒ lim exp(U) = 0; 
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VI - La fonction logarithme népérien et ses propriétés 
A) Définition: 
Etant donnée que la fonction exponentielle x ➔ exp(x) est monotone, strictement croissante, 
continue et dérivable sur R, alors elle admet une fonction réciproque, appelée fonction logarithme 
népérien et notée Log ou Ln. 
Comme la fonction exponentielle est définie dans R à valeur dans R + -{ 0} alors la fonction Log est 
définie dans R + -{ 0} à valeurs dans R. _ 
B) Quelques propriétés: 
-Ainsi, tout comme la fonction x ➔ exp(x) la fonction Log est monotone, strictement croissante, 
continue et dérivable sur R+-{O}. 
lim x ➔ +oo Log(x) = +oo 
1im x➔ -oo Log(x) = 0 
Log(O) = 1 
• V X E R Log( ex) = X 
V x > 0 eLog(x) = x 
- Soient deux fonctions U et V définies, continues et dérivables en tout de R à valeurs dans R+-{O} 
alors la fonction f définie par la composée la fonction Log par la fonction U et la fonction g 
définie par la composée la fonction Log par la fonction V, sont toutes deux des fonctions (f et g) 
définies, continues et dérivables sur R. 
Ainsi donc: 
Log(U) + Log(V) = Log(U.V); 
[Log(U) f = n.Log(U) V n e N; 
1 Log(-) = - Log(U) avec U -:t O; 
u 
u Log(-) = Log(U) - Log(V) avec V -:t O; 
V 
[Log(U)]' u· 
u 
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lim U = +00 ⇒ lim Log(U) = +oo 
lim U = 0 ⇒ lim Log(U) = -oo ~ 
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Spécification algorithme détaillée 
Niveau 5 
Module Coordinateur 
Arrêt , FilelsChanged, LoadX: Boolean 
Choix, Answerl:X, id_NouveaulX, id_Nouveau, id_Nouveaul, id_Nouveau2, decision, 
Button _ Ok, reponse: lnteger 
XEchan: Char 
LoadX = false 
Button Ok= 1 
Tant que (not Arrêt) 
case Choix 
of 101: AnswerlX= Application'".ExecDialog(id_NouveaulX, TNouveaulX) 
if AnswerlX= Button Ok then Answer= 
ApplicationA.ExecDialog(id _ Nouveau, TN ouveau) 
if Answer= Button _ Ok then Reponse= 
ApplicationA .ExecDialog(id _ N ouveaul, TN ouveau 1) 
if Reponse= Button _ Ok and XEchan= 1 then 
Decision= Application''-.ExecDialog(id _ Nouveau2, TNouveau2) 
FilelsChanged= true 
of 102: if ApplicationA.ExecDialog(sd_FileOpen, NomFichier)= Button_Ok then 
begin 
LoadFile 
LoadX= true 
end 
of 103: if not (FilelsChanged) then 
begin 
Answer= MessageBox('Vou1ez vous fermer le fichier') 
if Answer=Button _ Ok then fermer_ fichier else garder fichier_ ouvert 
end 
if FilelsChanged then 
begin 
Answer= MessageBox('Voulez vous enregistrer le fichier avant de fermer') 
if Answer= Boutton Ok then 
begin 
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fermer fichier 
end else fermer fichier 
of 104: if FilelsChanged then 105 else sauvegarder_fichier 
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of 105: if not (FilelsChanged) and LoadX then 
begin 
if Application1\ExecDialog(sd _FileSave, NomFichier)= Burton_ Ok then 
sauvegarder_ fichier end else 
if FilelsChanged and LoadX then 
begin 
end 
if Application1\ExecDialog(sd _FileSave, NomFichier)= Burton_ Ok 
then sauvegarder_ fichier end else 
if FilelsChanged and not (LoadX) then 
begin 
end 
if ApplicationA.ExecDialog( sd _ FileSave, 
NouveauNomFichier)=Burton _ Ok 
then sauvegarder_ fichier 
end 
of 106: Arrêt= true 
of 107: Application/\. ExecDialog( id_ Generalite) 
of 108: Application/\ .ExecDialog(id _Moyenne) 
of 109: ApplicationA.ExecDialog(id_ Variance) 
of 110: Application/\.ExecDialog(id_FonctionVrai) 
of 11 1: Answer= Application/\.ExecDialog(id _ Valeur Vrai) 
if Answer= Burton_ Ok then ApplicationA.ExecDialog(id _ valeurMaxiVrai) 
of 113: ApplicationA.ExecDialog(id _AllocAbreg) 
of 114: ApplicationA.ExecDialog(id _ AllocDetail) 
of 115: Application/\.ExecDialog(id_APropos) 
of 116: ApplicationA.ExecDialog(id _ Ajouter) 
of 117: Application/\.ExecDialog(id _Supprimer) 
of 118: ApplicationA.ExecDialog(id_Modifier) 
of 119: ApplicationA.ExecDialog(New(id_Fichier) 
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Module Chargement 
Interface 
LaodFile(NomFichier): Boolean 
Spécification 
LaodFile(NomFichier): Boolean 
MaladieX, PatientX, ProbabiliteX, TempCollection: PCollection 
FileToLoad: TDosStream 
FileToLaod.Init(NomFichier) 
TempCollection= PCollection(FileT oLaod. Get) 
ifTempCollection <> nil then MaladieX= TempCollection 
TempCollection= PCollection(FileToLaod. Get) 
if TempCollection <> nil then PatientX= TempCollection 
if XEchan= 1 then 
begin 
TempCollection= PCollection(FileToLaod. Get) 
if TempCollection <> nil then ProbabiliteX= TempCollection 
end 
LaodFile= true 
Module Fonction 
Interface 
LogDis(MaladieX, PatientX, ProbabiliteX) 
Spécification 
LOGI08( Z:tabX7, NV AR:integer, var LIST:tabX2; var WT:real; 
var NOBS:integer; var TOTWT:real; var XBAR, SSQ:tabX9); 
si (NOBS = 0) alors 
debut 
TOTWTf-WT 
Pour I allant de 1 à NV AR faire 
debut 
Hf- LIST[I] 
SSQ[I] f- 0 
XBAR[I] f- Z[II] 
fin 
119 
si (WT <> 0) alors NOBSf- 1 
aller au point 4 
fin 
SWf-TOTWT + WT 
si (WT <> 0) alors 
begin 
Ff-WT/SW 
lf-NVAR 
3: IIf- LIST[I] 
Df- (Z[II] - XBAR[I])*F 
XBAR[I] f- XBAR[I] + D 
SSQ[I] f- SSQ[I]+D*TOTWT*D/F 
lf-1-1 
si (1 <> 0) alors aller au point 3 
TOTWTf-SW 
NOBSf- NOBS+ 1 
4: fin 
LOGI04(var A:tabXl0; var M:integer; var B, C:tabXl0); 
Pour I allant de 1 à M faire 
debut 
IIf- (I*(I-1)) div 2 
SUMf-0 
IKf- II 
Pour K allant de 1 à I faire 
debut 
IKf- lK+l 
SUMf- SUM + A[IK]*B[K] 
fin 
si (I = M) alors aller au point 50 
IKf- II+ I 
Ilf-1+1 
Pour K allant de Il à M faire 
debut 
IKf- lK + K- 1 
SUMf-SUM + A[IK]*B[K] 
fin 
50: C[I] f- SUM 
fin 
LOGIOl(var A:tabXl0; var NR, NC:integer; var B:tabXl0; 
Mf-1 
L20f- 1 
Pour I allant de 1 à NCC faire 
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debut 
LIO~ 1 
Pour J allant de 1 à NR faire 
debut 
SUM~O 
Ll~ LIO 
L2~ L20 
Pour K allant 1 à NC faire 
debut 
SUM~ SUM + A[Ll]*B[L2] 
Ll~Ll + 1 
L2~L2 + 1 
fin 
LIO~ LIO+ 1 
M~M+l 
fin 
L20~L20+NC 
fin 
LOGPRO(var KSI,PSI:tabX7; var KG, KGl:Integer); 
CONS~50 
KSI[KG] ~ 0 
Pour IS allant de 1 à KG 1 faire 
debut 
PSI[IS] ~ 0 
Pour IT allant de 1 à KG faire 
debut 
WORK[IT] ~ KSI[IT] - KSI[IS] 
ADIF~ Abs(WORK[IT]) 
si ADIF >= CONS alors 
debut 
SIGN~ WORK[IT]/ ADIF 
WORK[IT] ~ SIGN*(CONS - 1) 
fin 
fin 
Pour IT allant de 1 à KG faire PSI[IS] ~ PSI[IS] + Exp(WORK[IT]) 
PSI[IS] ~ 1/PSI[IS] 
PSI[KG] ~ 1 - PSI[IS] 
fin 
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LOGMLE(var X:tabX5; var NVAR:lnteger; var N:tabX4; var KG:lnteger; 
var ISDX:booleen; var ITYP:booleen; 
var PRIOR:tabX7; var CYCLE:lnteger; var B:tabXl0) 
TANTf- 0 
INVf--0 
CITf- 0 
ITf--0 
KGlf-KG-1 
NOBSf--0 
RLLOf--0 
Pour I allant de 1 à KG faire 
debut 
RLLOf- RLLO + N[I]*Ln(N[I]) 
NOBSf- NOBS + N[I] 
fin 
RLLOf-RLLO- NOBS*Ln(NOBS) 
NVARlf-NVAR + 1 
NCf-KGl*NVARl 
MMf- NC*(NC + l)div 2 
Lf--0 
RLLf- -1.El0 
FINLDF f- false 
EPSf- 1.E-6 
9: 
si FINLDF alors 
debut 
si (ITYP <> 0) alors 
debut 
Pour T allant de 1 à KG faire 
KKf--1 
Pour I allant de 1 à KG 1 faire 
debut 
B[KK] f- B[KK] + Ln(N[KG]*PRIOR[I]) - Ln(N[I]*PRIOR[KG]) 
KKf- KK + NVARl 
fin 
Pour T allant de 1 à KG 1 faire 
debut 
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K~ (T-l)*NVARl 
K~ K*((K+l) div 2) 
FACT~ 1 
Pour Tl allant de 1 à T faire 
debut 
si (T = Tl) alors FACT~ 1 + N[KG]/N[T] 
KK~ K + (Tl-l)*NVARl + 1 
H[KK] ~ H[KK] -FACT/N[KG] 
fin 
fin 
fin 
fin 
si FINLDF alors 
debut 
Pour I allant de 1 à NC faire 
debut 
II~I 
J~ INDICE(II,11) 
SEB[I~ SQRT(H[J]) 
ZB[I] ~ B[I]/SEB[I] 
fin 
CHI2~ 2*(RLL1 - RLLO) 
IDFCHI~ KGl*NVAR 
PROCHI~ PRCHI2(CHI2,IDFCHI,IF AULT) 
fin 
si pas(FINLDF) alors 
debut 
si CIT <= 25 alors 
debut 
RLLl~ RLL 
Pour I allant de 1 à KG faire 
Pour J allant de 1 à KG faire ERR[I,J] ~ 0 
RLL~0 
CIT~ CIT + 1 
INVLDF ~ false 
TANT~0 
Pour I allant de 1 à NC faire C[I] ~ 0 
si (CIT-(CIT div CYCLE)*CYCLE = 1) ou (CYCLE= 1) alors 
debut 
INVLDF~ True 
Pour I allant 1 à MM faire H[I] ~ 0 · 
fin 
K~ 1 
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JG~ 1 
ISUM~ N[l] 
Pour Il allant de 1 à NOBS faire 
debut 
si Il > ISUM alors 
debut 
JG~ JG_+ 1 
ISUM~ ISUM + N[JG] 
fin 
KK~l 
CHOIX~l 
Pour IS allant de 1 à KG 1 faire 
debut 
Pour TOTO allant de 1 à NV ARl faire 
debut 
TANT~ TANT+ 1 
Zl[TOTO] ~ B[TOTO] 
Ql[TOTO] ~X[TANT] 
fin 
LOGIOl(Zl, CHOIX, NVARl, Ql, CHOIX, SUMQ) 
KK~KK+NVARl 
KSI[IS] ~ SUMQ 
SUMQ~0 
KSI[KG] ~ 0 
fin 
LOGPRO(KSI, PSI, KG,KG 1) 
RLL~ RLL + Ln(PSI[JG]) 
Pour T allant de 1 à KG 1 faire 
debut 
Pour J allant de 1 à NV ARl faire 
fin 
debut 
KJ~ J 
JT~ (T- l)*NVARl + J 
C[JT] ~ C[JT] - PSI[T]*Ql[KJ] 
si T = JG alors C[JT] ~ C[JT] + Ql[KJ] 
fin 
si INVLDF alors 
debut 
Pour T allant de 1 à KG 1 faire 
debut 
Pour T 1 allant de 1 à T faire 
debut 
Pour J allant de 1 à NV ARl faire 
debut 
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fin 
fin 
fin 
fin 
Kf-K+NVARl 
fin 
KJf-J 
IRf- (T-l)*NVARl + J 
JJlf-NVARl 
FACTf- PSI[T]*PSI[Tl]*Ql[KJ] 
si pas(T <> T 1) alors 
debut 
JJlf- J 
FACTf- -PSI[T]*( l -PSI[T])*Ql[KJ] 
fin 
Pour J1 allant de 1 à JJ 1 faire 
debut 
KJlf- J1 
IRlf- (Tl - l)*NVARl + J1 
IRRlf- INDICE(IR,IRl) 
H[IRRl] f- H[IRRl] - FACT*Ql[KJl] 
fin 
si (CIT = 25) alors FINLDFf- true 
LOGI04(H, NC, C, DB) 
Pour I allant de 1 à NC faire B[I] f-B[I] + DB[I] 
INVLDF f- false 
fin 
fin 
retourner au point 9 
Procedure AfficheToutl(C: PCollection;var G:integer); 
XXNiden f- PAJdentif 
XXNomf- PA.NomP 
XXPrenomf- PA_PrenomP 
XXGroupf- P/\.Group 
XXSexef- PA.Sexe 
XXDateNaisf- PA.DateNais 
XXTestl f- Pl\. VTestl 
XXTest2f- PA.VTest2 
XXTest3f- PA.VTest3 
XXTest4f- PA.VTest 
si XXGroup = IG[JK] alors 
debut 
N[JK] f- N[JK]+ 1 
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Kf-K+l 
Y[K] f--1 
si NV=l alors debut 
Kf- K+l 
Y[K] f- XXTestl 
Lf- L+l 
NPAT[L] f-StrPas(XXNiden) 
Lf-L+l 
NPAT[L] f-XXNom+' '+XXPrenom 
fin 
si NV=2 alors debut 
Kf- K+l 
Y[K] f-XXTestl 
Kf-K+l 
Y[K] f-XXTest2 
Lf- L+l 
NPAT[L] f- StrPas(XXNiden) 
Lf- L+l 
NPAT[L] f-XXNom+' '+XXPrenom 
fin 
si NV=3 alors debut 
Kf-K+l 
Y[K] f- XXTestl 
Kf-K+l 
Y[K] f- XXTest2 
Kf- K+l 
Y[K] f- XXTest3 
Lf-L+l 
NPAT[L] f- StrPas(XXNiden); 
Lf-L+l 
NPAT[L] f-XXNom+' '+XXPrenom 
fin 
si NV=4 alors debut 
Kf- K+l 
Y[K] f- XXTestl 
Kf-K+l 
Y[K] f-XXTest2 
Kf-K+l 
Y[K] f- XXTest3 
Kf-K+l 
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Y[K] t- XXTest4 
Lt- L+l 
NPAT[L] t-StrPas(XXNiden) 
Lt- L+l 
NPAT[L] t-XXNom+' '+XXPrenom 
fin 
Procedure LogDis(MaladieX,PatientX,ProbabiliteX:PCollection) 
CHOIXt-1 
CHOIX3t- 6 
KGt-2 
ISDXt- 0 
Pour I variant de 1 à NV faire LISTX[I] t- I 
NVlt-NV+ 1 
Lt-0 
Kt-0 
KGlt-KG- 1 
CYCLEt-1 
Pour JK allant de 1 à KG faire 
debut 
LISTG[JK] t- JK 
N[JK] t- 0 
IG[JK] t- JK 
AfficheT out 1 (PatientX,IG[ JK]) 
fin; 
NOBSt-0 
Pour I allant de 1 à KG faire NOBSt- NOBS + N[I] 
ITYPt-XEchan 
si (ITYP = 1) alors 
debut 
SUMP=0 
SUMPt- PRIOR[l] + PRIOR[2] 
fin sinon 
debut 
Pour I allant de 1 à 2 faire 
debut 
PRIOR[I] t- N[I]/NOBS 
PRIORI[!] t- PRIOR[I] 
fin 
fin 
NVARt-NV 
Pour I allant de 1 à NV AR faire LIST[I] t- LISTX[I] 
NTOTt-0 
Kt-0 
Lt-2 
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MTOT(-N[l] 
JG(- 1 
JGT(- 1 
NT[JG] (- 0 
NTl(- NT[JG] 
Pour I allant de 1 à NOBS faire 
debut 
KK.(- (1-l)*NVl + 1 
K(-K + 1 
X[K] (- Y[KK] 
Ql(-NVARll 
Pour J allant de 1 à NV AR faire 
debut 
K(-K + 1 
X[K] (- Y[KK+LIST[J]] 
Z[J] (- X[K] 
fin 
o/odetermination des moyennes XBAR et variances SD par type de test°/4 
LOGI08(Z,NV AR,LISTX, CHOIX,NTOT, TW,XBAR,SD) 
o/odetermination des moyennes XBARl et variances SDlpar type de test et type de groupe% 
LOGI08(Z,NV AR,LISTX, CHOIX,NT 1, TWT 1,XBARl,SD 1) 
NT[JG] (- NT 1 
TWT[JG] (- TWTl 
si (I >= MTOT) alors 
debut 
JG(- JG + 1 
NT(-0 
NT[JG] (- NT 1 
Pour Q allant de 1 à NV AR faire 
debut 
Ql(- Ql + 1 
XB[Ql] (- XBARl[Q] 
STD[Ql] (- SDl[Q] 
fin 
MTOT(-MTOT + N[JG] 
fin 
L(- L + NV AR+ 1 
fin 
DF(-NTOT-1 
Pour J allant de 1 à NV AR faire SD[J] (- Sqrt(SD[J]/DF) 
Pour J allant de 1 à KG faire 
debut 
JM(- (J-l)*NVAR 
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DFf- N[J] - 1 
Pour JJ allant de 1 à NV AR faire 
debut 
JLf-JM + JJ 
STD[JL] f- Sqrt(STD[JL]/DF) 
fin 
fin 
NVARlf-NVAR + 1 
NBf- KG 1 *NV ARl 
Pour J allant de 1 à NB faire B[J] f- 0 
L= 1 
Pour I allant de 1 à NOBS faire 
debut 
Pour J allantde 1 à NV AR faire 
debut 
Lf- L + 1 
X[L] f- (X[L] - XBAR[J])/SD[J] 
fin 
Lf-L + 1 
fin 
%determination des coeffi.encients de la fonction de vraisemblance% 
LOGMLE(X,NV MN,KG,ISDX,ITYP ,PRIOR,CYCLE,B) 
JGf- 1 
ISUMf- N[l] 
Kf-1 
TANTIEf- 0 
Pour I allant de 1 à NOBS faire 
debut 
si (I > ISUM) alors 
debut 
JGf-JG + 1 
ISUMf- ISUM + N[JG] 
fin 
KKf-1 
CHOIX3f- 1 
Pour TOTO allant de 1 à NV ARl faire 
debut 
T ANTIEf- T ANTIE + 1 
Q3[TOTO] f- X[TANTIE] 
fin 
TANTf- 0 
Pour IS allant de 1 à KG 1 faire 
debut 
Pour TOTO allant de 1 à NV ARl faire 
debut 
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TANTf-TANT + 1 
Zl[TOTO] f- B[TANT] 
fin 
LOGIOl(Zl, CHOIX3, NV ARl, Q3, CHOIX3, SUMQ) 
K.Kf- KK + NVARl 
KSI[IS] f- SUMQ 
KSI[KG] f- 0 
fin 
%deterrnination de probabilites à posterioripour la repartition de l'échantillon par type de 
groupe% 
LOGPRO(KSl,PSI,KG,KG 1) 
si (JG = 1) alors 
debut 
si (PSI[ 1] >= PSI[2]) alors 
debut 
MAXf-1 
ERR[JG,MAX] f- ERR[JG,MAX] + 1 
fin sinon 
debut 
MAXf-2 
ERR[JG,MAX] f- ERR[JG,MAX] + 1 
fin 
fin 
si (JG = 2) et (PSI[l] <= PSI[2]) alors 
debut 
MAXf-2 
ERR[JG,MAX] f- ERR[JG,MAX] + 1 
fin 
si (JG = 2) et (PSI[l] > PSI[2]) alors 
debut 
MAXf-1 
ERR[JG,MAX] f- ERR[JG,MAX] + 1 
fm 
Kf-K+NVARl 
fin 
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Niveau 4 
Module Menu 
Interface 
Affichage _Menu_ Princ 
Spécification 
Choix= Affichage_Menu_Princ 
Pas_ Clique: Boolean 
Choix: ENUM(l0l, 102 , 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 
115,116, 117, 
118) 
% 101 Si l'utilisateur a choisi l'item Nouveau dans le menu Fichier 
% 102 Si l'utilisateur a choisi l'item Ouvrir dans le menu Fichier 
% 103 Si l'utilisateur a choisi l'item Fermer dans le menu Fichier 
% 104 Si l'utilisateur a choisi l'item Enregistrer dans le menu Fichier 
% 105 Si l'utilisateur a choisi l'item Enregistrer-sous dans le menu Fichier 
% 106 Si l'utilisateur a choisi l'item Quitter dans le menu Fichier 
% 107 Si l'utilisateur a choisi l'item Généralités dans le menu Informations 
% 109 Si l'utilisateur a choisi l'item Moyennes dans le menu Informations 
% 110 Si l'utilisateur a choisi l'item Ecart-types dans le menu Informations 
% 111 Si l'utilisateur a choisi l'item Fonction de vraisemblance dans le menu Vraisemblanc, 
% 112 Si l'utilisateur a choisi l'item Valeur de vraisemblance dans le menu Vraisemblance 
% 113 Si l'utilisateur a choisi l'item Allocation abregée dans le menu Allocation 
% 114 Si l'utilisateur a choisi l'item Allocation détaillée dans le menu Allocation 
% 115 Si l'utilisateur a choisi l'item A propos de ... dans le menu Aide 
% 116 Si l'utilisateur a choisi l'item Ajouter dans le menu Fichier 
% 117 Si l'utilisateur a choisi l'item Supprimer dans le menu Fichier 
% 118 Si l'utilisateur a choisi l'item Modifier dans le menu Fichier 
% 119 Si l'utilisateur a choisi l'item Données globales dans le menu Informations 
PR_MN_CREATION (100, ",",'SYSTEME D'AIDE AU DIAGNOSTIC MEDICAL', 
localisée, horizontale,sommet_ à _la_ base, textuel, fixe, 
explicite,persistante, sélectionnée, ('Fichier', 'Informations', 
'Vraisemblance','Allocation', 'Aide'), 5) 
PR_MN_CREATION ('Fichier', 'F', ", 'Fichier', localisée, verticale, sommet_à_la_base, 
textuel, fixe, explicite, dynamique, glissée, ('Nouveau', 'Ouvrir', 
'Fermer', 'Ajouter', 'Supprimer', 'Modifier', 'Enregistrer', 
'Enregistrer-sous', 'Imprimer', 'Quitter'), 7) 
PR_ITEM_AFFICHE (101, 1, textuel, 'Nouveau', 'N', fixe, actif, dialogue, false) 
PR_ITEM_AFFICHE (102, 2, textuel, 'Ouvrir', 'O', fixe, actif, dialogue, false) 
PR_ITEM_AFFICHE (103, 3, textuel, 'Fermer', 'F', fixe, actif, dialogue, false) 
PR_ITEM_AFFICHE (-1, 4, séparateur) 
PR_ITEM_AFFICHE (116, 1, textuel, 'Ajouter', 'J', fixe, actif, dialogue, false) 
PR_ITEM_AFFICHE (117, 2, textuel, 'Supprimer', 'S', fixe, actif, dialogue, false) 
PR_ITEM_AFFICHE (118, 3, textuel, 'Modifier', 'O', fixe, actif, dialogue, false) 
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PR_ITEM_AFFICHE (-1, 5, séparateur) 
PR_ITEM_AFFICHE (104, 6, textuel, 'Enregistrer', 'R', fixe, actif, dialogue, false) 
PR_ITEM_AFFICHE (105, 7, textuel, 'Enregistrer sous', 'E', fixe, actif, dialogue, false) 
PR_ITEM_AFFICHE (-1, 8, séparateur) 
PR_ITEM_AFFICHE (107, 9, textuel, 'Quitter', 'Q', fixe, actif, dialogue, false) 
PR_ MN_ CREATION ('Informations', 'I', ", 'Information', localisée, verticale, 
sommet_ à _la_ base, textuel, fixe, explicite, dynamique, glissée, 
('Données globales', 'Généralités', 'Moyennes', 'Ecart-types'), 8) 
PR_ITEM_AFFICHE (119, 3, textuel, 'Données Globales', 'O', fixe, actif, dialogue,false) 
PR_ITEM_AFFICHE (-1, 4, séparateur) 
PR_ITEM_AFFICHE (108, 5, textuel, 'Généralités', 'G', fixe, actif, dialogue, false) 
PR_ITEM_AFFICHE (-1, 6, séparateur) 
PR_ITEM_AFFICHE (109, 7, textuel, 'Moyennes', 'M', fixe, actif, dialogue, false) 
PR_ITEM_AFFICHE (110, 8, textuel, 'Ecart-types', 'T', fixe, actif, dialogue, false) 
PR_MN_CREATION ('Vraisemblance', 'V',", 'Vraisemblance', localisée, verticale, 
sommet_à_la_base, textuel, fixe, explicite, dynamique, glissée, 
('Fonction de vraisemblance', 'Valeur de vraisemblance'), 2) 
PR_ITEM_AFFICHE (111, 1, textuel, 'Fonction de vraisemblance', 'F', fixe, actif,dialogue, false) 
PR_ ITEM_ AFFICHE ( 112,2, textuel, 'Valeur de vraisemblance', 'A',fixe,actif, dialogue,false) 
PR_MN_CREATION ('Allocation', 'A',", 'Allocation', localisée, verticale, 
sommet_ à _la_ base, textuel, fixe, explicite, dynamique, glissée, 
('Allocation abregée','Allocation détaillée'), 2) 
PR_ITEM_AFFICHE (113, 1, textuel, 'Allocation abregée', 'B', fixe, actif, dialogue,false) 
PR_ITEM_AFFICHE (112, 2, textuel, 'Allocation détaillée', 'D', fixe, actif, dialogue, false) 
PR_ MN_ AFFICHAGE(! 00) 
Pas_ Clique= true 
While not Pas_ Clique 
if EVT ITEM SELECT then 
- -
begin 
Choix= PR MN NUM ITEM SELECT 
- - - -
Pas_ Clique= false 
end 
PR_ MN_ EFFACE_ MENU(l00) 
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Module /HM Création fichier 
Interface 
(Button_Ok, MaladieX) = TNouveau.Ok(Msg) 
(Button_Ok, PatientX) = TNouveaul.Ok(Msg) 
(Button _ Ok, ProbabiliteX) = TNouveau2.Ok(Msg) 
(Button, NbrTest) = TNouveaulX.Ok(Msg) 
Spécification 
(Button_Ok, NbrTest) = TNouveaulX.Ok(Msg) 
PR_DBX_CREATION(1500, Modale, true, true, false, false, false, 'Fichier Nouveau',",") 
%Présence de deux boutons: Ok et Annuler 
PR_LBL_CREATION(1503, 'Choix du nombre de tests entre 1 et 6', 
Gauche à droite, Gauche, ", ", ") 
PR_LBL_CREATION(1502, 'Nombre de tests:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(1501, NbrTest, true, 1, 1, numérique,", 20, ", édition, true, 1) 
if EVT _DBX _ BT _ OK( 1500) 
begin 
GetText(NbrTest) 
if (NbrTest<> 1) and (NbrTest<>2) and (NbrTest<>3) and (NbrTest<>4) and 
(NbrTest<>5) and (NbrTest<>6) then MessageBox('Veuillez choisir uniquement 
une valeur comprise entre 1 et 6') 
Button _ Ok = EVT _ Ok(Msg) 
PR_ DBX _ EFFACE(1500) 
end 
(Button_ Ok, MaladieX) = TNouveau.Ok(Msg) 
PR_DBX_CREATION(200, Modale, true, true, false, false, false, 'Nouveau Fichier',",") 
%Présence de deux boutons: Ok et Annuler 
PR_BRG_CREATION('Codification', ", ", ") 
PR_LBL_CREATION(214, 'Type de groupe: 1 = Sain 2 = Malade', Gauche_à_droite, 
Gauche " " ") 
' ' ' PR_LBL_CREATION(215, 'Type d'échantillon: 0 = Melangé 1 = Séparé',Gauche_à_droite, 
Gauche " " ") 
' ' ' 
PR_BRG_CREATION('Choix d'analyse',",",") 
PR_LBL_CREATION(216, 'Nombre de tests', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(217, 'Type d'échantillon', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(208, TEchan, true, 1, 1, numérique,", 2, ", édition, true, 1) 
PR_ED_CREATION(210, NbrTest, false, 1, 1, numérique,", 2, ", édition, false, 1) 
PR_ED_PLACE_TEXTE(210, NbrTest) 
PR_BRG_CREATION('Noms des variables tests',",",") 
PR_LBL_CREATION(218, 'Testl:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(219, 'Test2:', Gauche_à_droite, Gauche,", ",") 
PR_LBL_CREATION(220, 'Test3:', Gauche_à_droite, Gauche,",",") 
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PR_LBL_CREATION(221, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(222, 'Test5:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(223, 'Test6:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(203, NomTestl, true, 10, 10, caractère,", 10, ", édition, false, 1) 
PR _ED_ CREATION(204, NomTest2, true, 10, 10, Caractère, ", 10, ", édition, false, 1) 
PR_ED_CREATION(205, NomTest3, true, 10, 10, Caractère,", 10, ", édition, false, 1) 
PR_ED_CREATION(206, NomTest4, true, 10, 10, Caractère,", 10, ", édition, false, 1) 
PR_ED_CREATION(207, NomTest5, true, 10, 10, Caractère,", 10, ", édition, false, 1) 
PR_ED_CREATION(208, NomTest6, true, 10, 10, Caractère,", 10, ", édition, false, 1) 
PR_BRG_CREATION('Maladie', ", ", ") 
PR_LBL_CREATION(224, 'Code:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(225, 'Nom:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(212, CodeMaladie, true, 10, 10, Alphanumérique,", 20, ",édition,false, I: 
PR_ED_CREATION(213, NomMaladie, true, 10, 10, Caractère,", 20, ", édition, false, 1) 
ifEVT_DBX_BT_OK(200) then 
begin 
GetText(NomTestl) 
GetText(NomTest2) 
GetText(N omTest3) 
GetText(NomTest4) 
GetText(N om Test5) 
GetText(N om Test6) 
GetText(TEchan) 
GetText(TAnal) 
GetText( Code Maladie) 
GetText(NomMaladie) 
if NbrTest = 1 then 
begin 
if (NomTest2 <> ' ') or (NomTest3 <> ' ') or (NomTest4 <> ' ') or(NomTest5 <> ' ') 
or (NomTest6 <>' ') then MessageBox('Veuillez respecter le nombre de tests choisis') 
if (Nom Testl =' ') or (TEchan=' ') or (T Anal=' ') or ( CodeMaladie=' ') or 
(NomMaladie=' ') then MessageBox('Veuillez remplir toutes les cases indiquées') 
end 
if NbrTest = 2 then 
begin 
if (NomTest3 <>'')or (NomTest4 <> '') or(NomTest5 <>'')or (Nomîest6 <>' ') 
then MessageBox('Veuillez respecter le nombre de tests choisis') 
if (NomTestl=' ') or (NomTest2) or (TEchan=' ') or (TAnal=' ') or (CodeMaladie=' ') or 
(NomMaladie=' ') then MessageBox('Veuillez remplir toutes les cases indiquées') 
end 
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if NbrTest = 3 then 
begin 
if (NomTest4 <>' ') or(NomTest5 <>'')or (NomTest6 <>' ') then 
MessageBox('Veuillez respecter le nombre de tests choisis') 
if (NomTestl=' ') or (NomTest2) or (NomTest3) or (TEchan=' ') or (TAnal=' ') 
or (CodeMaladie=' ') or (NomMaladie=' ') then MessageBox('Veuillez remplir 
toutes les cases indiquées') 
end 
if NbrTest = 4 then 
begin 
if (NomTest5 <>'')or (NomTest6 <>' ') then MessageBox('Veuillez respecter le 
nombre de tests choisis') 
if (NomTestl =' ') or (NomTest2) or (NomTest3) or or (NomTest4) or (TEchan=' ') or 
(TAnal=' ') or (CodeMaladie=' ') or (NomMaladie=' ') then 
MessageBox('Veuillez remplir toutes les cases indiquées') 
end 
if NbrTest = 5 then 
begin 
if (NomTest6 <>' ') then MessageBox('Veuillez respecter le nombre de tests choisis') 
if (NomTestl =' ') or (NomTest2) or (NomTest3) or (NomTest4) or (NomTest5) or 
(TEchan=' ') or (TAnal=' ') or (CodeMaladie=' ') or (NomMaladie=' ') then 
MessageBox('Veuillez remplir toutes les cases indiquées') 
end 
if NbrTest = 6 then 
begin 
if (NomTestl =' ') or (NomTest2) or (NomTest3) or or (NomTest4) or (NomTest5) 
or (NomTest6) or (TEchan=' ') or (TAnal=' ') or (CodeMaladie=' ') or 
(NomMaladie=' ') then MessageBox('Veuillez remplir toutes les cases indiquées') 
end 
MaladieX".insert(NomTestl, NomTest2, NomTest3, NomTest4, NomTest5,NomTest6, 
TEchan, T Anal, CodeMaladie, NomMaladie) 
Button _ Ok = EVT _ Ok(Msg) 
PR _DBX _ EFF ACE(200) 
end 
(Button_Ok, PatientX) = TNouveaul.Ok(Msg) 
PR_DBX_CREATION(300, Modale, true, true, false, false, false, 'Nouveau Fichier',",") 
%Présence de deux boutons: Ok, Ajouter et Annuler 
PR_BRG_CREATION('Codification', ", ", ") 
PR_ LBL _ CREATION(340, 'Type de groupe : 1 = Sain 2 = Malade', Gauche_ à_ droite, Gauche, 
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" " ") 
' , 
PR_BRG_CREATION('Patient', ", ", ") 
PR_LBL_CREATION(341, 'N° identif. :', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(342, 'Nom:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(343, 'Prénoms:', Gauche_à_droite, Gauche, ", ", ") 
PR_LBL_CREATION(344, 'Groupe:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(345, 'Sexe:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(346, 'D. Naissance:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(303, Nlden, true, 10, 10, Alphanumérique,", 10, ", édition, true, 1) 
PR_ED_CREATION(304, NomPatient, true, 10, 10, Caractère,", 20, ", édition, false, 1) 
PR_ ED_ CREATION(305, PrenomPatient, true, 10, 10, Caractère, ", 20, ", édition, false, 1) 
PR_ED_CREATION(308, Groupe, true, 1, 1, Caractère,", 2, ", édition, false, 1) 
PR_ED _ CREATION(307, Sexe, true, 10, 10, Caractère, ", 20, ", édition, false, 1) 
PR_ED_CREATION(306, DateNaissance, true, 8, 8, Caractère,", 9, ", édition, false, 1) 
PR_BRG_CREATION('Noms des variables tests',",",") 
PR_LBL_CREATION(347, 'Testl:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(348, 'Test2:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(349, 'Test3:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(350, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(351, 'Test5:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(352, 'Test6:', Gauche_à_droite, Gauche,",",") 
PR_ED _ CREATION(315, NomTestl, false, 10, 10, Caractère, ", 10, ", édition, false, 1) 
PR_ED_CREATION(316, NomTest2, false, 10, 10, Caractère,", 10, ", édition, false, 1) 
PR_ED _ CREATION(317, NomTest3, false, 10, 10, Caractère, ", 10, ", édition, false, 1) 
PR_ED_CREATION(318, NomTest4, false, 10, 10, Caractère,", 10, ", édition, false, 1) 
PR_ED _ CREATION(319, NomTest5, false, 10, 10, Caractère, ", 10, ", édition, false, 1) 
PR_ED_CREATION(320, NomTest6, false, 10, 10, Caractère,", 10, ", édition, false, 1) 
PR_BRG_CREATION('Valeurs des variables tests',",",") 
PR_LBL_CREATION(347, 'Testl:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(348, 'Test2:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(349, 'Test3:', Gauche_à_droite, Gauche,", ", ") 
PR_LBL_CREATION(350, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(351, 'Test5:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(352, 'Test6:', Gauche_à_droite, Gauche,",", ") 
PR_ED _ CREATION(310, ValeurTestl, true, 7, 7, Caractère, ", 10, ", édition, false, 1) 
PR_ED_CREATION(311, ValeurTest2, true, 7, 7, Caractère,", 10, ", édition, false, 1) 
PR_ED _ CREATION(312, ValeurTest3, true, 7, 7, Caractère, ", 10, ", édition, false, 1) 
PR_ED_CREATION(313, ValeurTest4, true, 7, 7, Caractère,", 10, ", édition, false, 1) 
PR_ED_CREATION(314, ValeurTest5, true, 7, 7, Caractère,", 10, ", édition, false, 1) 
PR_ED_CREATION(321, ValeurTest6, true, 7, 7, Caractère,", 10, ", édition, false, 1) 
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ifEVT_DBX_BT_OK(300) then 
begin 
GetText(Nlden) 
GetText(N omPatient) 
GetText(PrenomPatient) 
GetText(DateN aissance) 
GetText(Sexe) 
GetText( Groupe) 
GetText(ValeurTest 1) 
GetText(V aleurTest2) 
GetText(ValeurTest3) 
GetText(ValeurTest4) 
GetText(V aleurTest5) 
GetText(V aleurTest6) 
if NbrTest = 1 then 
begin 
if (Nlden=' ') or (NomPatient) or (PrenomPatient) or (DateNaissance) or (Sexe) or 
(Groupe='') or (ValeurTestl=' ') then MessageBox('Veuillez remplir toutes les cases 
indiquées') 
end 
ifNbrTest = 2 then 
begin 
if (Nlden=' ') or (NomPatient) or (PrenomPatient) or or (DateNaissance) or (Sexe) or 
(Groupe) or (ValeurTestl=' ') or (ValeurTest2=' ') then 
end 
if NbrTest = 3 then 
begin 
MessageBox('Veuillez remplir toutes les cases indiquées') 
if (Nlden=' ') or (NomPatient) or (PrenomPatient) or (DateNaissance) or (Sexe) or 
(Groupe) or (ValeurTestl=' ') or (ValeurTest2=' ') or (ValeurTest3=' ') then 
MessageBox('Veuillez remplir toutes les cases indiquées') 
end 
if NbrTest = 4 then 
begin 
if (Nlden=' ') or (NomPatient= ' ') or (PrenomPatient= ' ' ) or (DateNaissance= ' ') or 
(Sexe='') or (Groupe='') or (ValeurTestl=' ') or (ValeurTest2=' ') or 
(ValeurTest3=' ') or (ValeurTest4=' ') then 
MessageBox('Veuillez remplir toutes les cases indiquées') 
end 
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if NbrTest = 5 then 
begin 
if (Nlden=' ') or (NomPatient) or (PrenomPatient) or (DateNaissance) or (Sexe) or 
(Groupe) or (ValeurTestl=' ') or (ValeurTest2=' ') or (ValeurTest3=' ') or 
(ValeurTest4=' ') or (ValeurTest5=' ') 
then MessageBox('Veuillez remplir toutes les cases indiquées') 
end 
if NbrTest = 6 then 
begin 
if (Nlden=' ') or (NomPatient) or (PrenomPatient) or (DateNaissance) or (Sexe) or 
(Groupe) or (ValeurTestl=' ') or (ValeurTest2=' ') or (ValeurTest3=' ') or 
(V aleurT est4= ' ') or (ValeurT est5= ' ') or (V aleurT est6= ' ') then 
MessageBox('Veuillez remplir toutes les cases indiquées') 
end 
PatientX 11..insert(Nlden, N omPatient, PrenomPatient, DateN aissance, Sexe, Groupe, 
ValeurTestl, ValeurTest2, ValeurTest3, ValeurTest4, ValeurTest5,ValeurTest6) 
ifEVT_DBX_BT_OK(300) then 
begin 
Button _ Ok = EVT _ Ok(Msg) 
PR_ DBX _ EFF ACE(300) 
end 
(Button _ Ok, ProbabiliteX) = TN ouveau2. Ok(Msg) 
PR_DBX_CREATION(400, Modale, true, true, false, false, false, 'Probabilités estimées', ", ") 
%Présence de deux boutons: Ok et Annuler 
PR_LBL_CREATION(403, 'Sain:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(404, 'Malade:', Gauche_à_droite, Gauche,",", ") 
PR_ED_CREATION(401, ProbaSain, true, 10, 10, Numérique,", 20, ", édition, true, 1) 
PR_ED _CREATION(402, ProbaMalade, true, 10, 10, Numérique, ", 20, ", édition, false, 1) 
ifEVT_DBX_BT_OK(400) then 
begin 
GetText(ProbaSain) 
GetText(ProbaMalade) 
if (ProbaSain= ' ') or (ProbaMalade= ' ') then MessageBox('Veuillez remplir toutes les 
cases indiquées') 
if (ProbaSain < 0) or (ProbaMalade < 0) then MessageBox('Veuillez introduire des 
nombres positifs') 
if (ProbaSain + ProbaMalade) <> 1 then MessageBox('La somme des probabilités 
doit être égale à l ') 
Button _ Ok = EVT _ Ok(Msg) 
PR_ DBX _ EFFACE( 400) 
end 
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Module /HM Informations 
Interface 
TGeneralite. Setup Window 
TMoyenne.Setup Window 
TV ariance. Setup Window 
Spécification 
TGeneralite. Setup Window 
PR_DBX_CREATION(500, Modale, true, true, false, false, false, 'Généralités',",") 
%Présence d'un bouton: Ok 
PR_BRG_CREATION('Statistiques des variables tests',",",") 
PR_ED_CREATION(512, 'Ecart-type', false, 7, 7, Caractère,", 10, ", édition, false, 1) 
PR_MBX_CREATION(502,",false, false, false, 800, 800, 6, 1, false, Numérique) 
PR_ED_CREATION(513, 'Moyennes, false, 7, 7, Caractère,", 10, ", édition, false, 1) 
PR_MBX_CREATION(503,",false, false, false, 800, 800, 6, 1, false, Numérique) 
PR_ED_CREATION(514, 'Variables tests', false, 7, 7, Caractère,", 10, ", édition, false, 1) 
PR_MBX_CREATION(504,",false, false, false, 800, 800, 6, 1, false, Numérique) 
PR_BRG_CREATION('Statistiques des patients',",",") 
PR_:_LBL_CREATION(515, 'Nbr. de malades:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(516, 'Nbr. de sains:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(517, 'Nbr. total de patients:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(518, 'Maladie:', Gauche_à_droite, Gauche,", ",") 
PR_LBL_CREATION(519, 'Proba. des malades:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(520, 'Proba. des sains:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(506, NbrMalades, false, 7, 7, Numérique,", 10, ", édition, false, ") 
PR_ED_CREATION(507, NbrSains, false, 7, 7, Numérique,", 10, ", édition, false, ") 
PR_ED_CREATION(508, NbrTotalPatient, false, 7, 7, Numérique,", 10, ", édition, false, ") 
PR_ED _CREATION(509, NomMaladie, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(510, ProbaMalade, false, 7, 7, Numérique,", 10, ", édition, false, ") 
PR_ED_CREATION(511, ProbaSain, false, 7, 7, Numérique,", 10, ", édition, false, ") 
While I <= NbrTest do 
begin 
PR_MBX_PLACE_TEXTE(502, Ecart-type) 
PR_ MBX _PLACE_ TEXTE( 502, # 13) 
PR_MBX_PLACE_TEXTE(502, #10) 
PR_ MBX _PLACE_ TEXTE( 503, Moyenne) 
PR_MBX_PLACE_TEXTE(503, #13) 
PR_ MBX _PLACE_ TEXTE(503, #10) 
PR_ MBX _PLACE_ TEXTE(504, Nom Test) 
PR_MBX_PLACE_TEXTE(504, #13) 
PR_MBX_PLACE_TEXTE(504, #10) 
I= 1+1 
end 
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PR_ ED_ PLACE_ TEXTE( 506, NbrMalades) 
PR _ED _PLACE_ TEXTE(507, NbrSains) 
PR_ ED _PLACE_ TEXTE( 508, NbrTotalPatient) 
PR_ ED _PLACE_ TEXTE(509, NomMaladie) 
PR_ED_PLACE_TEXTE(510, ProbaMalade) 
PR_ED_PLACE_TEXTE(511, ProbaSain) 
ifEVT_DBX_BT_OK(500) then 
begin 
Button _ Ok = EVT _ Ok(Msg) 
PR_ DBX_ EFFACE(500) 
end 
TMoyenne.Setup Window 
PR_DBX_CREATION(600, Modale, true, true, false, false, false, 'Moyennes',",") 
%Présence d'un bouton: Ok 
PR_BRG_CREATION('Noms des variables tests',",",") 
PR_LBL_CREATION(630, 'Testl:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(631, 'Test2:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(632, 'Test3:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(633, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(634, 'Test5:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(635, 'Test6:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(602, NomTestl, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(603, NomTest2, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED _ CREATION(604, NomTest3, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ED _ CREATION(605, NomTest4, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ED_CREATION(614, NomTest5, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(615, NomTest6, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_PLACE_TEXTE(602, NomTestl) 
PR_ED_PLACE_TEXTE(603, NomTest2) 
PR_ED_PLACE_TEXTE(604, NomTest3) 
PR_ED_PLACE_TEXTE(605, NomTest4) 
PR_ED_PLACE_TEXTE(614, NomTest5) 
PR_ED_PLACE_TEXTE(615, NomTest6) 
PR_MBX_CREATION(642,'Variables tests', false, false, false, 18, 18, 2, 1, false, Caractère) 
PR_ED_CREATION(636, 'Testl', false, 7, 7, Caractère,", 7, ", édition, false, ") 
PR_ED_CREATION(637, 'Test2', false, 7, 7, Caractère,", 7, ", édition, false, ") 
PR_ED_CREATION(638, 'Test3', false, 7, 7, Caractère,", 7, ", édition, false, ") 
PR_ED _ CREATION(639, 'Test4', false, 7, 7, Caractère, ", 7, ", édition, false, ") 
PR_ED_CREATION(640, 'Test5', false, 7, 7, Caractère,", 7, ", édition, false, ") 
PR_ED_CREATION(641, 'Test6', false, 7, 7, Caractère,", 7, ", édition, false, ") 
PR_ED_CREATION(643, 'Patients', false, 7, 7, Caractère,", 30, ", édition, false, ") 
PR_ED_CREATION(640, 'Sains', false, 7, 7, Caractère,", 12, ", édition, false, ") 
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PR_ED_CREATION(641, 'Malades', false, 7, 7, Caractère,", 12, ", édition, false, ") 
PR_ED_CREATION(606, SainTestl, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(607, SainTest2, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(608, SainTest3, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(609, SainTest4, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(610, SainTest5, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(611, SainTest6, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED _ CREATION(612, MaladeTestl, false, 7, 7, Numérique, ", 7, ", édition, false, ") 
PR_ED_CREATION(613, MaladeTest2, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(614, MaladeTest3, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(615, MaladeTest4, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED _CREATION(616, MaladeTest5, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(617, MaladeTest6, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_PLACE_TEXTE(606, SainTestl) 
PR_ED_PLACE_TEXTE(607, SainTest2) 
PR ED PLACE TEXTE(608, SainTest3) 
PR=ED=PLACE=TEXTE(609, SainTest4) 
PR_ED_PLACE_TEXTE(610, SainTest5) 
PR_ED_PLACE_TEXTE(611, SainTest6) 
PR_ ED _PLACE_ TEXTE(612, MaladeTestl) 
PR_ED_PLACE_TEXTE(613, MaladeTest2) 
PR_ED_PLACE_TEXTE(614, MaladeTest3) 
PR_ED_PLACE_TEXTE(615, MaladeTest4) 
PR_ED_PLACE_TEXTE(616, MaladeTest5) 
PR_ED_PLACE_TEXTE(617, MaladeTest6) 
ifEVT_DBX_BT_OK(600) then 
begin 
Button _ Ok = EVT _ Ok(Msg) 
PR_ DBX _ EFFACE(600) 
end 
TV ariance.Setup Window 
PR_DBX_CREATION(700, Modale, truc, truc, false, false, false, 'Ecart-types',",") 
%Présence d'un bouton: Ok 
PR_BRG_CREATION('Noms des variables tests',", ",") 
PR_LBL_CREATION(730, 'Testl:', Gauche_à_droite, Gauche,", ", ") 
PR_LBL_CREATION(731, 'Test2:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(732, 'Test3:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(733, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(734, 'Test5:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(735, 'Test6:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(702, NomTestl, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(703, NomTest2, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(704, NomTest3, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(705, NomTest4, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(714, NomTest5, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(715, NomTest6, false, 7, 7, Caractère,", 10, ", édition, false, ") 
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PR_ED_PLACE_TEXTE(702, NomTestl) 
PR_ED_PLACE_TEXTE(703, NomTest2) 
PR_ ED _PLACE_ TEXTE(704, NomTest3) 
PR_ ED _PLACE_ TEXTE(705, NomTest4) 
PR_ED _PLACE_TEXTE(714, NomTest5) 
PR_ED_PLACE_TEXTE(715, NomTest6) 
PR_MBX_CREATION(742,'Vraiables tests', false, false, false, 18, 18, 2, 1, false, Caractère) 
PR_ED_CREATION(736, 'Testl', false, 7, 7, Caractère,", 7, ", édition, false, ") 
PR_ED_CREATION(737, 'Test2', false, 7, 7, Caractère,", 7, ", édition, false, ") 
PR_ED_CREATION(738, 'Test3', false, 7, 7, Caractère,", 7, ", édition, false, ") 
PR_ED_CREATION(739, 'Test4', false, 7, 7, Caractère,", 7, ", édition, false, ") 
PR_ED_CREATION(740, 'Test5', false, 7, 7, Caractère,", 7, ", édition, false, ") 
PR_ED_CREATION(741, 'Test6', false, 7, 7, Caractère,", 7, ", édition, false, ") 
PR_ED _ CREATION(743, 'Patients', false, 7, 7, Caractère, ", 30, ", édition, false, ") 
PR_ED_CREATION(740, 'Sains', false, 7, 7, Caractère,", 12, ", édition, false, ") 
PR_ED_CREATION(741, 'Malades', false, 7, 7, Caractère,", 12, ", édition, false, ") 
PR_ED_CREATION(706, SainTestl, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(707, SainTest2, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(708, SainTest3, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(709, SainTest4, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(710, SainTest5, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(711, SainTest6, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(712, MaladeTestl, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(713, MaladeTest2, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(714, MaladeTest3, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(715, MaladeTest4, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(716, MaladeTest5, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(717, MaladeTest6, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ ED _PLACE_ TEXTE(706, SainTestl) 
PR_ ED_ PLACE_ TEXTE(707, SainTest2) 
PR_ED_PLACE_TEXTE(708, SainTest3) 
PR_ED_PLACE_TEXTE(709, SainTest4) 
PR_ED_PLACE_TEXTE(710, SainTest5) 
PR_ ED _PLACE_ TEXTE(711, SainTest6) 
PR_ED_PLACE_TEXTE(712, MaladeTestl) 
PR_ ED_ PLACE_ TEXTE(713, MaladeTest2) 
PR_ED_PLACE_TEXTE(714, MaladeTest3) 
PR_ED_PLACE_TEXTE(715, MaladeTest4) 
PR _ED _PLACE_ TEXTE(716, MaladeTest5) 
PR_ ED _PLACE_ TEXTE(717, MaladeTest6) 
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if EVT _ DBX _ BT _ OK(700) then 
begin 
Button _ Ok = EVT _ Ok(Msg) 
PR_ DBX _ EFF ACE(700) 
end 
Module /HM Allocation 
Interface 
T AllocAbregee. Setup Window 
T AllocDetaillee. Setup Window 
Spécification 
T AllocAbrgee.Setup Window 
PR_DBX_CREATION(ll00, Modale, true, true, false, false, false, 'Ecart-types',",") 
%Présence d'un bouton: Ok 
PR_BRG_CREATION('Noms des variables tests',",",") 
PR_LBL_CREATION(1130, 'Testl:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1131, 'Test2:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1132, 'Test3:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1133, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1134, 'Test5:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1135, 'Test6:', Gauche_à_droite, Gauche,",", ") 
PR_ED_CREATION(1102, NomTestl, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(1103, NomTest2, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(1104, NomTest3, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED _ CREATION(1105, NomTest4, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ED_CREATION(1114, NomTest5, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(lll5, NomTest6, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ ED _PLACE_ TEXTE( 1102, NomTestl) 
PR_ED _PLACE_TEXTE(l 103, NomTest2) 
PR_ ED _PLACE_ TEXTE(l 104, NomTest3) 
PR_ ED _PLACE_ TEXTE(l 105, NomTest4) 
PR_ED_PLACE_TEXTE(1114, NomTest5) 
PR_ED_PLACE_TEXTE(1115, NomTest6) 
PR_MBX_CREATION(742,'Patients', false, false, false, 18, 18, 2, 1, false, Caractère) 
PR_ ED_ CREA TI ON ( 113 6, 'Sains', false, 7, 7, Caractère, ", 7, ", édition, false, ") 
PR_ED_CREATION(1137, 'Malades', false, 7, 7, Caractère,", 7, ", édition, false, ") 
PR_ED_CREATION(1138, 'Total', false, 7, 7, Caractère, ", 7, ", édition, false, ") 
PR_ED_CREATION(1143, 'Patients', false, 7, 7, Caractère, ", 30, ", édition, false, ") 
PR_ED_CREATION(1140, 'Sains', false, 7, 7, Caractère,", 12, ", édition, false, ") 
PR_ED_CREATION(1141, 'Malades', false, 7, 7, Caractère,", 12, ", édition, false, ") 
PR_ED_CREATION(1106, SainSains, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(1107, SainMalades,2, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(1108, SainTotal, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(lll0, MaladeSains, false, 7, 7, Numérique, ", 7, ", édition, false, ") 
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PR_ED_CREATION(llll, MaladeMalades,false,7, 7, Numérique,", 7, ", édition, false, ") 
PR_ED_CREATION(1112, MaladeTotal, false, 7, 7, Numérique,", 7, ", édition, false, ") 
PR_ ED _PLACE_ TEXTE( 1106, SainSains) 
PR_ ED _PLACE_ TEXTE( 1107, SainMalades) 
PR_ED_PLACE_TEXTE(1108, SainTotal) 
PR _ED _PLACE_ TEXTE(l 110, MaladeSains) 
PR_ ED _PLACE_ TEXTE( 1111, MaladeMalades) 
PR_ED _PLACE_TEXTE(l 112, MaladeTotal) 
ifEVT_DBX_BT_OK(ll00) then 
begin 
Button _ Ok = EVT _ Ok(Msg) 
PR_ DBX_ EFFACE( 1100) 
end 
T AllocDetaillee. Setup Window 
PR_DBX_CREATION(1200, Modale, true, true, false, false, false,'Matrice des allocations 
détaillées', ", ") 
%Présence d'un bouton: Ok 
PR_BRG_CREATION('Estimation de probabilités',",",") 
PR_LBL_CREATION(1220, 'Sain:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1221, 'Malade:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(1218, ProbaSain, false, 7, 7, Numérique,", 10, ", édition, false, ") 
PR_ED_CREATION(1219, ProbaMalade, false, 7, 7, Numérique,", 10, ", édition, false, ") 
PR_ED_PLACE_TEXTE(1218, ProbaSain) 
PR_ED_PLACE_TEXTE(1219, ProbaMalade) 
PR_ED_CREATION(1222, 'Matrice des allocations & de probabilités', false, 30, 30, 
Caractère, ", 40, ", édition, false, 1) 
PR_ED_CREATION(1223, 'Identification des patients', false, 15, 15, Caractère,", 30, 
", édition, false, 1) 
PR_ED_CREATION(1224, 'Répartit0 des patients', false, 13, 13, Caractère,", 20, ", 
édition, false, 1) 
PR_ED_CREATION(1225, 'Probabilités', false, 15, 15, Caractère,", 30, ", édition, false, 1) 
PR_ED_CREATION(1226, 'N° Identif, false, 15, 15, Caractère,", 20, ", édition, false, 1) 
PR_ED_CREATION(1227, 'Noms & Prenoms', false, 15, 15, Caractère,", 20, ", édition,false, 1 
PR_ED_CREATION(1228, 'Gr. réel', false, 15, 15, Caractère,", 20, ", édition, false, 1) 
PR_ED_CREATION(1229, 'Gr. alloué', false, 15, 15, Caractère,", 20, ", édition, false, 1) 
PR_ED_CREATION(1230, 'Gr. sain= l', false, 15, 15, Caractère,", 20, ", édition, false, 1) 
PR_ED_CREATION(1231, 'Gr. malade= 2', false, 15, 15, Caractère,", 20, ", édition, false, 1) 
PR_MBX_CREATION(1211,",false, false, false, 800, 800, 6, 1, false, Alphanumérique) 
PR_MBX_CREATION(1212,",false, false, false, 800, 800, 6, 1, false, Caratère) 
PR_MBX_CREATION(1213,",false, false, false, 800, 800, 6, 1, false, Alphanumérique) 
PR_MBX_CREATION(1214,",false, false, false, 800, 800, 6, 1, false, Alphanumérique) 
PR_MBX_CREATION(1215,",false, false, false, 800,800, 6, 1, false, Numérique) 
PR_MBX_CREATION(1216,",false, false, false, 800, 800, 6, 1, false, Numérique) 
PR_BDF _CREATION(1217,1, 800, 1, verticale, base, 1, 6) 
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While I <= NbrTotalPatient do 
begin 
PR_MBX_PLACE_TEXTE(1211, Nlden) 
PR_MBX_PLACE_TEXTE(1211, #13) 
PR_MBX_PLACE_TEXTE(1211, #10) 
PR_MBX_PLACE_TEXTE(1212, NomPatient + PrenomPatient) 
PR_MBX_PLACE_TEXTE(1212, #13) 
PR_MBX_PLACE_TEXTE(1212, #10) 
PR_MBX_PLACE_TEXTE(1213, Groupe) 
PR_MBX_PLACE_TEXTE(1213, #13) 
PR_MBX_PLACE_TEXTE(1213, #10) 
PR_ MBX_PLACE _ TEXTE(1214, GroupeAlloue) 
PR_MBX_PLACE_TEXTE(1214, #13) 
PR_MBX_PLACE_TEXTE(1214, #10) 
PR_ MBX _PLACE_ TEXTE(1215, ProbabiliteSain) 
PR_MBX_PLACE_TEXTE(1215, #13) 
PR_MBX_PLACE_TEXTE(1215, #10) 
PR_ MBX _PLACE_ TEXTE(1216, ProbabiliteMalade) 
PR_MBX_PLACE_TEXTE(1216, #13) 
PR_MBX_PLACE_TEXTE(1216, #10) 
I= I+l 
end 
ifEVT_DBX_BT_OK(1200) then 
begin 
Button _ Ok = EVT _ Ok(Msg) 
PR_ DBX _ EFFACE(1200) 
end 
Module /HM Vraisemblance 
Interface 
TF onctionMaxiVraisemblance. Setup Window 
TDetermination Vraisemblance. Setup Window 
TV aleurMaxiVraisemblance.Setup Window 
Spécification 
TF onctionMaxiVraisemblance. Setup Window 
PR_DBX_CREATION(800, Modale, true, true, false, false, false, 'Fonction de Vraisemblance', 
", ") 
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%Présence d'un bouton: Ok 
' PR_BRG_CREATION('Noms des variables tests',",",") 
PR_LBL_CREATION(820, 'Testl:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(821, 'Test2:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(822, 'Test3:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(823, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(824, 'Test5:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(825, 'Test6:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(802, NomTestl, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(803, NomTest2, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(804, NomTest3, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED _ CREATION(805, NomTest4, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ED_CREATION(814, NomTest5, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(815, NomTest6, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_PLACE_TEXTE(802, NomTestl) 
PR_ED_PLACE_TEXTE(803, NomTest2) 
PR_ ED _PLACE_ TEXTE(804, NomTest3) 
PR_ ED _PLACE_ TEXTE(805, NomTest4) 
PR_ED_PLACE_TEXTE(814, NomTest5) 
PR_ED_PLACE_TEXTE(815, NomTest6) 
PR_BRG_CREATION('Coefficients de la fonction de vraisemblance',",",") 
PR_LBL_CREATION(826, 'Testl:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(827, 'Test2:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(828, 'Test3:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(829, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(830, 'Test5:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(831, 'Test6:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(832, 'Constante:', Gauche_à_droite, Gauche,",",") 
PR_ED _ CREATION(807, CoeficienTestl, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ED_CREATION(808, CoeficienTest2, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(809, CoeficienTest3, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(810, CoeficienTest4, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(812, CoeficienTest5, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED _ CREATION(813, CoeficienTest6, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ED_CREATION(811, CoeficienConstant, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ ED _PLACE_ TEXTE(807, Coeficien Testl) 
PR_ ED_ PLACE_ TEXTE(808, Coeficien Test2) 
PR_ ED _PLACE_ TEXTE(809, CoeficienTest3) 
PR_ ED _PLACE_ TEXTE(810, CoeficienTest4) 
PR_ ED _PLACE_ TEXTE(812, CoeficienTest5) 
PR_ ED_ PLACE_ TEXTE(813, CoeficienTest6) 
PR_ ED _PLACE_ TEXTE(811, CoeficienConstant) 
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ifEVT_DBX_BT_OK(800) then 
begin 
Button Ok = EVT Ok(Msg) 
- -
PR DBX EFF ACE(800) 
- -
end 
TDetermination Vraisemblance. Setup Window 
PR DBX CREATION(900, Modale, true, true, false, false, false, 'Determination de la 
- - valeur de vraisemblance d'un patient', ", ") 
%Présence d'un bouton: Ok et Annuler 
PR_BRG_CREATION('Noms des variables tests',",",") 
PR_LBL_CREATION(920, 'Testl:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(921, 'Test2:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(922, 'Test3:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(923, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(924, 'Test5:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(925, 'Test6:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(902, NomTestl, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR ED CREATION(903, NomTest2, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
- -
PR_ED_CREATION(904, NomTest3, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(905, NomTest4, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(914, NomTest5, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(915, NomTest6, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ ED _PLACE_ TEXTE(902, NomTestl) 
PR _ED _PLACE_ TEXTE(903, NomTest2) 
PR_ ED _PLACE_ TEXTE(904, NomTest3) 
PR_ED_PLACE_TEXTE(905, NomTest4) 
PR_ED_PLACE_TEXTE(914, NomTest5) 
PR_ED_PLACE_TEXTE(915, NomTest6) 
PR_BRG_CREATION('Valeurs des variables tests',",",") 
PR_LBL_CREATION(926, 'Testl:', Gauche_à_droite, Gauche,", ", ") 
PR_LBL_CREATION(927, 'Test2:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(928, 'Test3:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(929, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(930, 'Test5:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(931, 'Test6:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(907, ValeurTestl, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(908, ValeurTest2, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(909, ValeurTest3, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(910, ValeurTest4, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(911, ValeurTest5, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED _ CREATION(916, ValeurTest6, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
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PR_BRG_CREATION('Identification Patient',",",") 
PR_LBL_CREATION(932, 'Nom:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(933, 'Prénoms:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(912, NomPatient, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(913, PrenomPatient, false, 7, 7, Caractère,", 10, ", édition, false, ") 
if EVT _ DBX _ BT _ OK(900) then 
begin 
GetText(V aleurTestl) 
GetText(ValeurTest2) 
GetText(V aleurTest3) 
GetText(ValeurTest4) 
GetText(V aleurTest5) 
GetText(ValeurTest6) 
GetText(N omPatient) 
GetText(Prenoms) 
Button _ Ok = EVT _ Ok(Msg) 
PR_ DBX _ EFFACE(900) 
end 
TV aleurMaxiVraisemblance. Setup Window 
PR_DBX_CREATION(l000, Modale, true, true, false, false, false, 'Valeur de 
maximum de vraisemblance',",") 
%Présence d'un bouton: Ok 
PR_BRG_CREATION('Identification Patient',",",") 
PR_LBL_CREATION(1030, 'Nom:', Gauche_à_droite, Gauche,",", ") 
PR_LBL_CREATION(1031, 'Prénoms:', Gauche_à_droite, Gauche,",", ") 
PR_ED_CREATION(1019, NomPatient, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(1020, PrenomPatient, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ ED _PLACE_ TEXTE( 1019, NomPatient) 
PR_ ED _PLACE_ TEXTE(1020, PrenomPatient) 
PR_BRG_CREATION('Noms des variables tests',",",") 
PR_LBL_CREATION(1032, 'Testl :', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1033, 'Test2:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(l034, 'Test3 :', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1035, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1036, 'Test5 :', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1037, 'Test6:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(1002, NomTestl, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ ED_ CREATION ( 1003, Nom Test2, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ED_CREATION(1004, NomTest3, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ED_CREATION(1005, NomTest4, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ED_CREATION(1021, NomTest5, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ED_CREATION(1022, NomTest6, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_PLACE_TEXTE(1002, NomTestl) 
PR_ ED _PLACE_ TEXTE(1003, Nomîest2) 
PR_ED _PLACE_TEXTE(1004, NomTest3) 
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PR_ED_PLACE_TEXTE(1005, NomTest4) 
PR_ED _PLACE_TEXTE(1021, NomTest5) 
PR_ ED _PLACE_ TEXTE( 1022, NomTest6) 
PR_BRG_CREATION('Valeurs des variables tests',", ",") 
PR_LBL_CREATION(1038, 'Testl:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1039, 'Test2:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1040, 'Test3:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1041, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1042, 'Test5:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1043, 'Test6:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(1007, ValeurTestl, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(1008, ValeurTest2, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(1009, ValeurTest3, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(1010, ValeurTest4, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(1019, ValeurTest5, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(1020, ValeurTest6, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ ED _PLACE_ TEXTE( 1007, V aleurTestl) 
PR_ ED _PLACE_ TEXTE(1008, ValeurTest2) 
PR_ ED _PLACE_ TEXTE(1009, ValeurTest3) 
PR_ ED _PLACE_ TEXTE(l O 10, ValeurTest4) 
PR_ ED _PLACE_ TEXTE( 1019, ValeurTest5) 
PR_ ED _PLACE_ TEXTE(l 020, V aleurTest6) 
PR_BRG_CREATION('Coefficients de la fonction de vraisemblance',",",") 
PR_LBL_CREATION(1044, 'Testl:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1045, 'Test2:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1046, 'Test3:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1047, 'Test4:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1048, 'Test5:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1049, 'Test6:', Gauche_à_droite, Gauche,",",") 
PR_LBL_CREATION(1050, 'Constante:', Gauche_à_droite, Gauche,",",") 
PR_ED_CREATION(1012, CoeficienTestl, false, 7, 7, Caractère,", 10, ", édition, false,") 
PR_ED_CREATION(1013, CoeficienTest2, false, 7, 7, Caractère,", 10, ", édition,false, ") 
PR_ED _ CREATION(1014, CoeficienTest3, false, 7, 7, Caractère, ", 10, ", édition, false, ") 
PR_ED_CREATION(1015, CoeficienTest4, false, 7, 7, Caractère,", 10, ", édition,false, ") 
PR_ED _ CREATION(1016, CoeficienTest5, false, 7, 7, Caractère, ", 10, ", édition,false, ") 
PR_ED_CREATION(1017, CoeficienTest6, false, 7, 7, Caractère,", 10, ", édition, false, ") 
PR_ED_CREATION(1018, CoeficienConstant, false, 7, 7, Caractère,", 10, ", édition,false, ") 
PR_ ED_ PLACE_ TEXTE( 1012, Coeficien Test 1) 
PR _ED_ PLACE_ TEXTE( 1013, CoeficienTest2) 
PR_ED _PLACE_TEXTE(1014, CoeficienTest3) 
PR_ ED_ PLACE_ TEXTE( 1015, Coeficien Test4) 
PR_ ED_ PLACE_ TEXTE( 1016, Coeficien Test5) 
PR_ ED_ PLACE_ TEXTE( 1017, CoeficienTest6) 
PR_ ED_ PLACE_ TEXTE( 1018, CoeficienConstant) 
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Niveau 3 
Module Fichier 
Interface 
TMaladie.Store(S: TStream) 
TPatient.Store(S: TStream) 
TProbabilite.Store(S: Tstream) 
Spécification 
TMaladie.Store(S: TStream) 
S.Write(NomTestl,SizeOf(NomTestl)) 
S.Write(NomTest2,SizeOf(NomTest2)) 
S.Write(NomTest3,SizeOf(NomTest3)) 
S.Write(NomTest4,SizeOf(NomTest4)) 
S.Write(NomTest5,SizeOf(NomTest5)) 
S.Write(NomTest6,SizeOf(NomTest6)) 
S.Write(Echan,Sizeüf(Echan)) 
S.Write(Anal,Sizeüf(Anal)) 
S.Write(NbrTest,SizeOf(NbrTest)) 
S. Write(Code,Sizeüf(Code)) 
S. Write(N om,Sizeüf(N om)) 
TPatient.Store(S: TStream) 
S. W rite(Identif, Sizeüf(Identif)) 
S.Write(NomPatient,SizeOf(NomPatient)) 
S. Write(PrenomPatient,SizeOf(PrenomPatient)) 
S. Write( Groupe,Sizeüf( Groupe)) 
S. Write(Sexe,Sizeüf(Sexe)) 
S. Write(DateN aissance,SizeOf(DateN aissance)) 
S.Write(ValeurTestl,SizeOf(ValeurTestl)) 
S.Write(ValeurTest2,SizeOf(ValeurTest2)) 
S.Write(ValeurTest3,SizeOf(ValeurTest3)) 
S. Write(ValeurTest4,SizeOf(ValeurTest4)) 
S. Write(N omTest5,SizeOf(NomTest5)) 
S.Write(NomTest6,SizeOf(NomTest6)) 
TProbabilite.Store(S: TStream) 
S.Write(ProbaSain,SizeOf(ProbaSain)) 
S. Write(ProbaMalade,SizeOf(ProbaMalade)) 
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