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Abstract –For the metallic nanoparticles, smaller than the free electron path, an impact of
the particle’s surface on the nonlocal effects emerging is shown. Light-induced current inside
the particle begins to depend on the spatial derivatives of the field that leads to modification of
Maxwell’s equations. Consequently, the results of Mie theory as well as definitions of the dielectric
function and optical conductivity should be revisited. For the sphere-shaped nanoparticle, the
explicit expression for the high-frequency current with account of nonlocality is obtained. The
dependence of the nonlocal contribution on the light frequency and particle’s size is discussed.
The optical properties of metallic nanostructures be-
came a subject of great interest last years as the methods
for their fabrication [1–3] and experimental study (see,
e.g., [4]) had been improved. Special attention is paid to
the particles with the characteristic dimensions less than
10 nm. For such small objects spatially nonlocal effects
should be considered to describe an optical response cor-
rectly. This problem has been theoretically investigated
in the past [5, 6] and has received a new impetus with
development of computation techniques [7–11].
A common approach to describe nonlocal effects in
nanoobjects is based on various implementations of a hy-
drodynamic model [8, 12, 13, 18, 19] with a dielectric func-
tion in Drude form [5, 8, 12, 13]:
ǫ(ω,k) = 1− ω
2
pl
ω(ω + iν)− β2k2 , (1)
where ωpl is the plasma frequency, ν
−1 is a relaxation
time of an electron subsystem, and β is proportional to the
Fermi velocity vF and depends on the particle’s dimension.
In this Letter we calculate a nonlocal relation between
the current density and the induced electric field in the
framework of kinetic approach. Thus, for the particles,
smaller than the free electron path, we take into account
an impact of the particle’s surface rigorously.
The optical properties of metallic nanoparticles (light
absorption, scattering, etc.) are completely defined by
the solutions of Maxwell’s equations with proper boundary
conditions. When the metallic nanoparticle (MN) is irra-
diated by plane electromagnetic wave with frequency ω,
the transverse components of electric and magnetic fields
inside the particle satisfy equations
△Et + k
2Et = 0,
△Bt + k
2Bt = 0.
(2)
Besides, the longitudinal component of electric field satis-
fies an equation
∇El = 0. (3)
In Eqs. (2) wave number k is related to the complex di-
electric function
k2 =
(ω
c
)2
ǫ(ω) = k20ǫ(ω), (4)
where ǫ(ω) = ǫ′(ω) + iǫ′′(ω) = ǫ′(ω) + i
4π
ω
σ(ω). (5)
Here σ(ω) is an optical conductivity of MN.
Outside the MN incident and scattered waves satisfy
Eqs. (2) with substitution k2 to k20 . Moreover, tangen-
tial components of electric and magnetic fields should be
continuous at the MN’s surface. The solution of Eqs. (2)
for the sphere-shaped particle yields to a well-known Mie
theory.
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Although the results of Mie theory are exact and gen-
eral, the system (2) itself is obtained from Maxwell’s equa-
tions under the certain assumptions. In particular, the
following relation between the current j, induced in the
MN, and an internal electric field E is considered
j = σ(ω)E. (6)
The relation (6) is justified under dipole approximation
only, if the incident electric field E can be considered spa-
tially uniform. Furthermore, we should take into account
the electron scattering on the particle’s surface, when the
size of the particle at least in one direction is of the one
order with the electron free path [14, 15]. In this case
we have the boundary conditions not only for the fields
but for the conduction electrons too. To formulate the
problem rigorously, we should find a non-equilibrium ad-
dition to the Fermi distribution function, determined by
an internal field E, considering this field to be unknown.
Then, the current density j can be obtained according to
the formula
j(r, t) =
2e2
(2π~)3
∫
vf(r,v, t)d3(mv). (7)
Here e and m are the electron charge and mass respec-
tively. Besides, the distribution function f(r,v, t) is rep-
resented in the following way
f = f0(ε) + f1(r,v, t), (8)
where f0(ε) is the Fermi distribution function, and
f1(r,v, t) is a linearized addition to the Fermi function.
Finally, we should substitute an obtained expression for
the current j into Maxwell’s equations, solve them, and
find an internal field E explicitly.
So, firstly, the linearized Boltzmann equation should be
solved. Assuming the time relaxation approximation, this
equation takes the form
∂f1
∂t
+ νf1 + v
∂f1
∂r
+
e
m
E
∂f0
∂v
= 0. (9)
The function f1(r,v, t) should satisfy boundary conditions
on the surface of MN. In the case of diffusion electron
scattering these conditions take form [15]
f1(r,v, t)|S = 0, vn < 0, (10)
where vn is the velocity component normal to the particle
surface. The solution of Eq. (9) with boundary conditions
(10) for the Fourier component of the distribution function
f1 is [16]
f1(r,v, ω) = −e∂f0
∂ε
t0∫
0
dτe−ν˜(t0−τ)vE[r− v(t0 − τ), ω],
(11)
where ν˜ ≡ ν− iω and t0 is a characteristics of Eq. (9) [16]
t0 =
1
v2
[
rv+
√
(R2 − r2)v2 + (rv)2
]
, (12)
here R is a radius of a spherical particle.
The solution (11) is obtained for the sphere-shaped MN.
This result can be easily extended to the ellipsoid-shaped
particles by deformation of the coordinate system [17].
The expression (11) takes into account a spatial dis-
persion and transforms into well-known result when the
particle is large (R → ∞). Actually, let us consider a
plane wave in Eq. (9):
E(r, t) = E0e
i(kr−ωt). (13)
Then, from the solution (11) we obtain:
f1(k, ω) = −eEv∂f0
∂ε
1− exp{−t0[ν˜ − i(ω − kv)]}
ν˜ − i(ω − kv) . (14)
Now, using expressions (6), (7), and (14) we find a tensor
of optical conductivity
σαβ(k, ω) = − 2e
2
(2π~)3
∫
d3v
1 − exp{−t0[ν˜ − i(ω − kv)]}
ν˜ − i(ω − kv) ×
× vαvβ ∂f0
∂ε
.
(15)
The result (15) takes the standard form for the tensor of
optical conductivity accounting a spatial dispersion, when
R→∞:
σαβ(k, ω) = − 2e
2
(2π~)3
∫
d3v
vαvβ
∂f0
∂ε
ν˜ − i(ω − kv) . (16)
However, we can not set an internal electric field in the
form (13). In this form we can only set an incident field,
but internal and scattered fields should be obtained from
the Maxwell’s equations’ solutions.
If the wave vector of an incident wave satisfies the condi-
tion kR≪ 1, an induced electric field inside the spherical
(or ellipsoidal) MN can be considered spatially uniform.
When the parameter kR increases, an internal field E(r, ω)
begins to depend on the coordinates inside the MN. As
we see from Eq. (11), the distribution function f1(r,v, ω)
depends on all of the values of an internal electric field
E[r− v(t0 − τ), ω] in the interval 0 ≤ τ ≤ t0. This causes
the nonlocality between the electric field and induced cur-
rent. If the nonlocality is not strong, that depends on the
value of parameter kR, the electric field inside the MN can
be expanded in the Taylor series near E(r, ω). In this case
from Eq. (11) we obtain
f1(r,v, ω) = −e∂f0
∂ε
{
vE(r, ω) +
(
v
∂
∂r
)
[vE(r, ω)]
∂
∂ν˜
+
+
1
2
(
v
∂
∂r
)2
[vE(r, ω)]
∂2
∂ν˜2
}
1− e−ν˜t0
ν˜
.
(17)
Now, using formulas (7) and (17) we can find an expression
for the current density j. The characteristics t0 depends
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on the angle between vectors r and v. That is why it is
convenient to choose a direction of the vector r as an axis
Oz. This procedure will be done in two steps. Firstly,
we represent an operator v ∂∂r in a laboratory coordinate
system where the direction of E(r, ω) is set as an axis Oz.
Therefore,
v
∂
∂r
= v(0)x
∂
∂x
+ v(0)y
∂
∂y
+ v(0)z
∂
∂z
. (18)
Then, we rotate the system v
(0)
x , v
(0)
y , v
(0)
z in such a way
that the axis Oz coincides with the direction of the vector
r. As a result, we obtain
v
∂
∂r
= vx
1
r
∂
∂ξ
+ vy
1
r sin ξ
∂
∂η
+ vz
∂
∂r
. (19)
Here vx, vy, vz is a velocity components in the new coor-
dinate system, and angles ξ and η define the direction of
the vector r in the laboratory coordinate system.
Now, substituting an expansion (17) and an operator
(19) into the formula (7), we obtain an expression for a
component of the current density along the electric field
E(r, ω)
jz(r, ω)=
3ne2
4m

E
pi∫
0
dθ sin θ
(
sin2ξ sin2θ+2 cos2ξ cos2θ
)
+
+vF
pi∫
0
dθ sin θ cos θ
[
∂E
∂r
(
sin2ξ sin2θ + 2 cos2ξ cos2θ
)−
−1
r
∂E
∂ξ
sin 2ξ sin2θ
]
∂
∂ν˜
}
1− e−ν˜t0
ν˜
.
(20)
Here θ is an angle between vectors r and v, and E is a mag-
nitude of an electric field E(r, ω). Calculating expression
(20) we assume that kT ≪ εF , so that ∂f0/∂ε ≈ δ(ε−εF )
(where εF being the Fermi energy). Moreover, we intro-
duce the density of conduction electrons in terms of the
Fermi velocity
n =
8π
3
(mvF
2π~
)3
. (21)
Obviously, the nonlocal term in formula (20) will suf-
ficiently modify Maxwell’s equations only if its value is
comparable with the local term. Although, we can not
compare them accurately if an internal field E(r, ω) is un-
known, but we can estimate the ratio of these terms under
the certain reasonable assumptions. Firstly, let us rewrite
the expression (20) in the next form:
jz(r, ω) = σ
(loc)E + σ(nl)r
∂E
∂r
− σ(nl)ξ
∂E
∂ξ
, (22)
where the coefficients σ(loc), σ
(nl)
r , and σ
(nl)
ξ are defined
via such expressions:
σ(loc)=
3ne2
4m
pi∫
0
dθ sinθ
(
sin2ξsin2θ+2cos2ξcos2θ
) ∂
∂ν˜
1−e−ν˜t0
ν˜
,
(23)
σ(nl)r =
3ne2vF
4m
pi∫
0
dθ sinθ cosθ
(
sin2ξ sin2θ+2 cos2ξ cos2θ
)×
× ∂
∂ν˜
1−e−ν˜t0
ν˜
,
(24)
σ
(nl)
ξ =
3ne2vF
4m
sin2ξ
r
pi∫
0
dθ sin3θ cosθ
∂
∂ν˜
1−e−ν˜t0
ν˜
. (25)
Varying the angle ξ, we can always make one of the coef-
ficients σ
(nl)
r or σ
(nl)
ξ to be an infinitesimal value. That’s
why we can compare one of the nonlocal terms with the
local one to make some conclusions about the contribution
of the nonlocal part. The coefficients σ(loc) and σ
(nl)
ξ are
of the same dimension, so it is natural to compare their
values. This comparison will give us an adequate estima-
tion of the nonlocal term’s contribution if a value of the
derivative ∂E/∂θ is comparable with a value of the field
E itself. This assumption seems to be reasonable, so we
present in Fig. 1 the aforementioned ratio as a function of
a frequency ω.
Here we need to note that coefficients σ
(nl)
ξ and σ
(loc)
are complex values, that’s why an ordinate in Fig. 1 is a
ratio of their absolute values.
As we see from Fig. 1, the contribution of the nonlo-
cal term to the current density can be significant enough
all over the particle. Furthermore, frequency depen-
dence of the ”nonlocal/local” ratio varies with the dis-
tance from the point where the current is observed to
the center of the particle. If the point is far from the
center, the maximum of the nonlocal contribution is in
infrared zone (near 5 ·1014 s−1 at the surface), and then
the function σ
(nl)
ξ /σ
(loc)(ω) demonstrates oscillating be-
havior with rapid damping when frequency increases. As
the distance to the center decreases, the maximum grows
and shifts to the higher frequencies. The Fig. 1c) shows
that a contribution of the nonlocal part near the parti-
cle’s center is significant even at the frequencies much
higher than the resonance frequency for the Au sphere
(Ωsph = ωpl/
√
3 ≈ 7.9·1015 s−1).
Considering an enhancement of the nonlocal effect near
the center of MN, it is interesting to analyze the expression
(20) for small values of the distance r. According to the
formula (12), when r → 0, we obtain an expansion
e−ν˜t0≈e−ν˜/2νS
[
1− ν˜ r cos θ
2νSR
+
ν˜ r2
4νSR2
(
ν˜
2νS
cos2θ+sin2θ
)]
.
(26)
After substituting (26) into (20) and fulfilling the inte-
grals, we obtain the following expression for the current
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Figure 1: The ratio of the ”nonlocal” and ”local” coefficients
σ
(nl)
ξ /σ
(loc) as a function of the frequency ω at the angle
ξ = pi/4 and for different values of r: a) r = R, b) r = 0.5R, c)
r = 0.01R. All the plots are performed for the sphere-shaped
Au nanoparticles with the radius R = 10nm.
density
jz(r, ω)=
ne2
mν˜
{
1−e−ν˜/2νS− ν˜ r
2
20νSR2
e−ν˜/2νS×
×
[
3+
ν˜
νS
+
(
ν˜
2νS
−1
)
cos 2ξ
]}
E−
− ne
2
10mνS
e−ν˜/2νS
{
(2 + cos 2ξ)r
∂E
∂r
− sin 2ξ ∂E
∂ξ
}
.
(27)
Here we introduce the parameter νS = vF /2R, that has
meaning of electron-surface collisions’ frequency. If this
”surface” frequency is much less than the ”bulk” frequency
ν, we obtain a well-known result from the formula (27)
jz ≈ ne
2
m(ν − iω)E, νS ≪ ν. (28)
In the opposite case, when the electron scattering at the
MN’s surface is dominant, an expression (27) takes the
form:
jz≈ ne
2
2mνS
{
E− 1
5
[
(2+cos2ξ)r
∂E
∂r
−sin2ξ ∂E
∂ξ
]}
, νS ≫ ν.
(29)
As we see from these asymptotic formulas, the nonlocal
effect vanishes when the MN’s size is much larger than
the free electron path. If the inverse relation is true, a
contribution of the local and nonlocal parts to the induced
current are of the same order of magnitude. It means
that an impact of the particle’s surface into the electron
scattering causes the nonlocal effects inside the MN.
So, when the nonlocality is strong, the dependence of
the induced current j(r, t) on the derivatives ∂E/∂r and
∂E/∂ξ leads to a noticeable modification of Maxwell’s
equations’ solutions. Consequently, results of Mie theory
as well as a definition of the dielectric function, conduc-
tivity, and related quantities should be reconsidered.
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