Identification du modèle mathématique d'un hélicoptère réduit by Honvo, Japhet
UNIVERSITE DE MONTREAL
IDENTIFICATION DU MODELE MATHEMATIQUE D'UN HELICOPTERE REDUIT
JAPHET HONVO
DEPARTEMENT DE GENIE ELECTRIQUE
ECOLE POLYTECHNIQUE DE MONTREAL
MEMOIRE PRESENTE EN VUE DE L'OBTENTION
DU DIPLO^ME DE MAI^TRISE ES SCIENCES APPLIQUEES
(GENIE ELECTRIQUE)
DECEMBRE 2014
© Japhet Honvo, 2014.
UNIVERSITE DE MONTREAL
ECOLE POLYTECHNIQUE DE MONTREAL
Ce memoire intitule :
IDENTIFICATION DU MODELE MATHEMATIQUE D'UN HELICOPTERE REDUIT
presente par : HONVO Japhet
en vue de l'obtention du diplo^me de : Ma^trise es Sciences Appliquees
a ete du^ment accepte par le jury d'examen constitue de :
M. SAUSSIE David, Ph.D., president
M. SAYDY Lahcen, Ph.D., membre et directeur de recherche
M. ZHU Guchuan, Doctorat, membre et codirecteur de recherche
Mme AKHRIF Ouassima, Ph.D., membre et codirectrice de recherche
M. O'SHEA Jules, D. Ing., membre
iii
DEDICACE
A mes parents,
mes freres,. . .
iv
REMERCIEMENTS
Les travaux presentes dans ce memoire ont ete realises sous la supervision des professeurs
du departement de genie electrique a l'Ecole Polytechnique de Montreal, Monsieur Lahcen
Saydy, Monsieur Guchuan Zhu et de la professeure du departement de genie electrique de
l'Ecole de Technologie Superieure de Montreal, Madame Ouassima Akhrif. Je tiens a remer-
cier le professeur Saydy pour son encadrement technique et son soutien nancier. Je tiens a
remercier le professeur Zhu pour son encadrement technique et sa disponibilite a tout ins-
tant. Je tiens a remercier la professeure Akhrif pour son soutien nancier et son encadrement
technique, sa disponibilite et son sens pragmatique qui a permis l'aboutissement du projet.
Par leurs conseils avises et leur assistance remarquable, tous ont contribue a ma formation a
travers les divers cours du cycle superieur et au succes de ce travail.
Je tiens egalement a remercier les professeurs Gourdeau et Saussie pour l'espace mis a la
disposition du projet dans le laboratoire de robotique. Ce laboratoire nous a fourni les res-
sources necessaires pour realiser nos dierents tests de mesure.
Je tiens egalement a remercier le professeur Jules O'Shea pour sa disponibilite a evaluer ce
travail.
Je remercie Jacques Girardin, technicien au departement de genie electrique. Son soutien a
ete remarquable pour la conception du systeme embarque. Je tiens egalement a souligner sa
disponibilite en dehors des heures conventionnelles de travail pour la manutention lors des
dierents tests en vol realises.
Je remercie egalement Patrice Lavoutte pour son expertise en pilotage d'helicoptere. Il est
le pilote qui par son agilite, a evite plusieurs crashs au cours des dierents tests en vol. Je
remercie egalement le magasin JacHobby pour l'espace alloue au cours des tests en vol.
Je presente mes sinceres reconnaissances a Opal-RT, la societe developpant le logiciel RT-LAB
utilise dans le cadre ce travail pour leur soutien tout au long de mes etudes. L'accessibilite
au developpement du logiciel RT-LAB a permis de mieux cerner les aspects temps-reel des
systemes d'acquisition.
Je remercie Monsieur Joseph Honvo, Monsieur Bernard Telisma, Monsieur Omega-Samson
Honvo et Monsieur Habacuc Honvo. A travers leurs dierentes lectures et corrections, j'ai pu
ameliorer le travail present.
vRESUME
L' helicoptere reduit demeure un sujet interessant pour la recherche en commande de vol.
Il est facile a deployer de par sa petite taille et constitue un candidat ideal pour appliquer
plusieurs algorithmes de commande de vol. Pour mieux apprehender la dynamique du vol
de ce vehicule aerien, il est important de disposer d'un modele mathematique. Le present
memoire s'inscrit dans la logique d'obtenir un modele mathematique en vol stationnaire de
l'helicopere. Il vise la conception d'un banc de tests pour l'identication d'un modele mathe-
matique d'un helicoptere reduit et pour l'application de dierentes lois de commande de vol.
Dans un premier temps, un developpement est presente sur la theorie de l'identication.
Les methodes d'identication presentees s'appliquent aux systemes multivariables ; un accent
particulier est mis sur l'identication des modeles d'etat. La theorie se termine par la pre-
sentation d'algorithmes utilises par le logiciel de simulation Matlab.
Par la suite, un modele theorique de l'helicoptere est developpe a partir des lois de la me-
canique classique. Ce modele sert de base pour l'application des methodes d'identication.
Dans le cadre de cette recherche, des hypotheses pour reduire le modele sont presentees. Le
modele theorique sert de canevas pour choisir les dierentes composantes du banc de tests.
Le memoire se poursuit par la presentation de l'avionique utilisee. L'instrumentation est pre-
sentee sous deux volets : la partie materielle (Hardware) et la partie logicielle (Software).
L'acquisition des parametres de vol en temps reel est egalement presentee.
Enn l'utilisation du banc de tests est detaillee au cours des tests au sol et en vol. Ces
dierents tests visent a recueillir les donnees necessaires pour le deploiement des dierentes
techniques d'identication. Le memoire se termine par les dierents resultats obtenus et les
perspectives d'amelioration du banc de test.
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ABSTRACT
The remote-controlled helicopter remains an interesting topic for research in ight con-
trol. This kind of machine, easy to deploy due to their small size, is an ideal candidate to
test multiple ight control algorithms. To better understand the dynamics of ight of this
vehicle, it is important to have a mathematical model. This thesis follows the logic of obtain-
ing a mathematical model for a stationary hovering helicopter. This thesis aims to provide
a testbench for the identication of a mathematical model of a small helicopter and for the
application of dierent ight control laws.
First, a review on the identication theory is introduced. The methods presented are applica-
ble to multivariable systems. A particular focus is on the identication of state models. The
theory concludes with the presentation of algorithms used in the Matlab/Simulink software.
Second, a mathematical model of the helicopter is developed. As part of our research, hy-
potheses to reduce the model are presented.This model is the basis for determining the right
identication methods. The mathematical model provides a guideline for specifying the vari-
ous components of the test bench. The thesis continues with the presentation of the avionics
used in the project. The instrumentation is presented in two parts: the hardware and the
software. The acquisition of real-time ight parameters is also presented.
Finally, the use of the test bench is detailed for the ground tests and for the ight tests. These
tests are designed to collect the data necessary for the deployment of various identication
techniques. The thesis concludes with comments on signicants results and suggestions of
prospects for improving the test bench.
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V Vecteur des vitesses en translation du vehicule par rapport a l'air [uvw]T
A Surface du disque decrit par le mouvement de l'helice
a Gradient de portance de l'helice principale
B Nombre de pales de l'helice
c Corde de l'helice principale
hm Distance du centre de gravite au centre de l'helice principale suivant
l'axe z
lm Distance du centre de gravite au centre de l'helice principale suivant
l'axe x
lt Distance du centre de gravite au centre de l'helice de queue suivant
l'axe x
ht Distance du centre de gravite au centre de l'helice de queue suivant
l'axe z
δr Dierentiel de hauteur pour le roulis
δc Dierentiel de hauteur pour le pas collectif
δt Dierentiel de hauteur pour le tangage
βr Inclinaison laterale de l'helice principale
xv
βt Inclinaison longitudinale de l'helice principale
βc Elevation du plan de l'helice principale
R Rayon de l'helice principale
Tmr Portance de l'helice principale
Ttr Portance de l'helice de queue
vi Vitesse induite par l'helice principale
u, v, w Vitesses lineaires du vehicule
atr Gradient de portance de l'helice de queue
ctr Corde de l'helice de queue
Tmrold Portance de l'helice principale evaluee au pas precedent
P Poids du vehicule
Imr Centre d'action de l'helice principale exprime par rapport au centre de
gravite
τmr Couple genere par la portance de l'helice principale
τtr Couple genere par la portance de l'helice de queue
Itr Centre de l'helice de queue exprime par rapport au centre de gravite
Φ,Θ,Ψ Angles d'Euler (Lacet, Tangage et Roulis)
ω Vitesse angulaire du vehicule exprime dans le repere inertiel
τ Couple exerce par une force F par rapport au centre de gravite
TPP Plan de l'helice principale
C.D.G Centre de gravite
C.D.H.P Centre de l'helice principale
C.D.H.Q Centre de l'helice de queue
1CHAPITRE 1
INTRODUCTION
1.1 Preambule
De tout temps, l'humanite a ete fascinee par tout ce qui vole. Les contes legendaires re-
gorgent d'histoires de heros voguant sur des animaux magniques (la licorne et le dragon).
Cette fascination se comprend aisement parce que voler n'est pas naturel chez l'homme. En
eet, l'homme est capable de marcher (se deplacer sur le sol), de nager (se deplacer dans
l'eau) de facon naturelle ; lorsqu'il s'agit de voler, il a recours a des moyens speciques de
locomotion. Ce type de deplacement requiert le developpement des vehicules aeriens (les
aeronefs). Pour arriver a cette n, les scientiques ont commence a etudier le uide qu'est
l'air pour mieux comprendre ses capacites de sustentation. Deux branches de la science nous
renseignent sur les proprietes de sustentation de l'air : la thermodynamique et la mecanique
des Fluides.
Ainsi la thermodynamique qui etudie le deplacement de la chaleur a travers les uides, nous
enseigne que plus l'air est chaud, plus il est leger. Ce faisant, en disposant une bulle d'air
chaud dans un milieu ambiant, cette bulle tend a s'elever par l'eet moindre de la gravite sur
la bulle. Ce principe a permis de creer les montgoleres et les dirigeables. Cette cateogorie
d'aeronef est denommee aerostats. Les aerostats ont ete la solution au probleme d'eleva-
tion dans les airs ; cependant un autre probleme demeure : celui de la direction. En eet
les aerostats sont trop lies a la direction des courants d'air. Il fallait ameliorer les aeronefs.
L'amelioration de la direction a travers les dirigeables n'etait plus susante. Les regards se
tournent vers un autre type d'engins volants : les cerfs-volants.
Depuis fort longtemps les cerfs-volants essaiment les cieux. Ceux-ci utilisent le mouvement
d'une surface plane legerement incurvee par rapport a l'air pour creer de la portance. Ils uti-
lisent les forces aerodynamiques pour avancer. Ces aeronefs qui utilisent le mouvement de l'air
sont appeles les aerodynes. La mecanique des uides qui etudie l'ecoulement des uides a per-
mis de mieux comprendre les forces aerodynamiques. Le mouvement des uides newtoniens
dans l'espace est decrit par les equations de Navier-Stokes. Ces equations sont des equations
aux derivees partielles non lineaires. La resolution de ces equations dans l'espace continu, est
ardue. Cette resolution gure en bonne place sur la liste des problemes du millenaire recences
par l'Institut de Mathematiques Clay. Face a la diculte de trouver des solutions exactes
aux mouvements des uides, les pionniers de l'aeronautique ont commence par adopter une
2approche plus experimentale dans leur demarche scientique. Ainsi Sir George Cayley a
commence par mener des experiences aerodynamiques pour prouver l'existence de la tra^nee
induite lors de la generation de la portance. Dans la me^me veine, Otto Lilienthal apres avoir
observe les oiseaux, a constitue une table exhaustive des caracteristiques des ailes utilisees
au cours de ses nombreux vols planes. Suite a leur initiative, l'aeronautique s'est associee
a l'experimentation puisqu'aujourd'hui encore les tests en vol sont utilises pour evaluer les
performances aerodynamiques des aeronefs.
De ce preambule, retenons deux points qui caracterisent la science du vol qu'est l'aeronau-
tique :
{ la fascination des objets volants s'explique par le caractere non naturel du vol pour
l'homme ;
{ le recours a l'observation et a l'experimentation pour construire des engins ca-
pables de porter l'homme dans les airs.
Ces deux points serviront de levier pour presenter les objectifs de la presente etude.
1.2 Objectifs
Etant donne le caractere fascinant pour les objets volants, le present travail vise a fournir
un demonstateur lors des journees portes ouvertes de l'Ecole Polytechnique et pour la vulga-
risation des sciences aupres des jeunes. Le demonstrateur servira egalement de banc d'essais
pour l'experimentation de la commande de vol. Le banc d'essais est constitue :
{ d'un modele reduit d'helicoptere ;
{ d'un ordinateur embarque pour mesurer les parametres de vol de l'helicoptere ;
{ et d'une composante logicielle pour l'application de divers algorithmes de vol.
Etant donne le caractere initiatique du projet, le travail theorique porte sur l'identication
du modele parametrique de l'helicoptere. Ce travail s'apparente a l'experimentation telle
que realisee par les pionniers de l'aeronautique. Aussi les donnees recueillies par l'ordinateur
embarque seront utilisees pour aner le modele theorique obtenu a partir des principes
elementaires de la Physique. Les lignes qui suivront, devoilent le plan suivant lequel le memoire
sera presente.
1.3 Plan
Le memoire debute avec un chapitre sur la theorie de l'identication des systemes avec
une emphase sur les methodes d'identication des modeles d'etat, la forme de representation
choisie pour representer le vol stationnaire de l'helicoptere. Le chapitre suivant presente un
modele parametrique de l'helicoptere en utilisant les principes elementaires de la physique
3newtonnienne et de la mecanique des uides. Une fois la structure du modele a identier
connue, le troisieme chapitre presentera les outils logiciels et materiels developpes dans le
cadre de ce memoire pour mesurer ces parametres. Le dernier chapitre presente les dierents
tests realises pour l'identication du vol stationnaire de l'helicoptere. Le memoire se terminera
avec une conclusion et les perspectives du projet.
4CHAPITRE 2
REVUE DE LA LITTERATURE
Le vol d'un modele reduit d'helicoptere est un sujet largement aborde dans la litterature.
Ce fait s'explique par le faible budget requis pour le deploiement d'un helicoptere et par la
multitude de disciplines mises a contribution pour faire voler un helicoptere. L'helicoptere
est un vehicule aerien qui utilise les forces aerodynamiques pour son mouvement. Ce faisant,
une connaissance de la mecanique des uides est requise pour modeliser la sustentation de
l'helicoptere. La miniaturisation des actionneurs electriques a permis de remplacer les com-
mandes autrefois hydrauliques par des actionneurs electriques (les servomoteurs) ; cet eet
de miniaturisation est d'autant plus important au niveau des modeles reduits d'helicoptere.
Cet aspect necessite une connaissance des moteurs electriques pour la modelisation de ces
vehicules. Finalement la miniaturisation des capteurs inertiels gra^ce a la technologie MEMS
(microelectromechanical systems) et des ordinateurs embarques a permis d'embarquer les
contro^leurs numeriques sur les modeles reduits ; une connaissance de la microinformatique
s'impose pour fournir des outils de commande tres versatiles. Ces dierentes disciplines mises
a contribution ont permis de scinder la revue de litterature en trois sections :
{ le modele theorique de l'helicoptere et les techniques de contro^le ;
{ l'instrumentation du modele reduit et l'implantation du contro^leur digital ;
{ l'identication du modele parametrique de l'helicoptere.
2.1 Le modele theorique d'un modele d'ordre reduit de l'helicoptere et les tech-
niques de commande
La modelisation theorique de l'helicoptere reel est un sujet tres present dans la litterature
scientique. Au terme de la revue de la litterature sur les modeles presents dans la litterature,
deux types de classication ressortent :
{ la classication suivant la description des forces mises en jeu au niveau de l'helicoptere ;
{ la classication selon la linearite du modele.
L'element principal de l'helicoptere est l'helice. Dans la modelisation theorique de l'helico-
ptere, il est donc commun de commencer par la generation des forces aerodynamiques. Pour
mieux representer ces forces aerodynamiques, la mecanique des uides propose deux points
de vue : celui de Lagrange et celui d'Euler.
Pour etudier les uides, la methode de Lagrange suggere d'observer la particule du uide dans
5son mouvement. Ce principe est utilise par Vilchis (2001) lorsqu'il presente la generation de
la portance. Dans Vilchis (2001), la generation de la portance est expliquee a partir d'une
analyse innitesimale de la pale de l'helice. Une formulation de Lagrange est egalement pre-
sentee dans Mahony et Lozano (1999). L'analyse de l'energie de l'helicoptere est utilisee pour
obtenir un modele. Dans la modelisation de l'helice, l'energie de rotation du rotor de queue
est negligee de me^me que certains eets aerodynamiques presents au niveau des helicopteres
reels. Ces lacunes sont comblees en tenant compte de l'aeroelasticite utilisee par Callahan et
Basset (1987) et Sopher et al. (1985). L'analyse de l'aeroelasticite d'un helicoptere implique
l'aerodynamique du rotor, l'interaction aerodynamique entre le rotor et le fuselage, la dy-
namique structurelle du rotor et les phenomenes dynamiques de couplage entre le rotor et
le fuselage. Pour prendre en compte tous ces parametres, Callahan et Basset (1987) utilise
le logiciel CAMRAD pour l'analyse des helicopteres. Dans Sopher et al. (1985), l'analyse de
l'aeroelasticite se focalise sur la stabilite d'un rotor immobile (sans articulation de battement
vertical) en vol stationnaire sous l'inuence de la torsion induite par le battement des pales.
Les angles de conicite et de exion des pales sont pris en compte. Il est a noter que l'approche
de Lagrange est tres peu utilisee car elle est plus dicile a mettre en pratique. Si la preci-
sion de la formulation de Lagrange dans la modelisation n'est plus a demontrer, il demeure
cependant que les modeles obtenus sont tres complexes et leur utilisation pour la commande
s'avere dicile. Aussi l'approche d'Euler est souvent utilisee pour modeliser les systemes en
mecanique des uides.
L'approche d'Euler consiste a etudier le mouvement des uides. Alors que l'observateur de La-
grange suit les particules, celui d'Euler est xe et observe toutes les particules qui traversent
son champ de vision. La description d'Euler fait intervenir les champs de vitesse. D'un point
de vue pratique, cette description est plus facile a mettre en uvre. La generation de la force
aerodynamique s'explique par la vitesse de l'ecoulement ; ce facteur est facilement mesurable
par rapport a la trajectoire du uide qu'impose la methode de Lagrange. Elle est utilisee
par Koo et Sastry (1998), Koo et al. (1998) et Mahony et Lozano (2005). Mahony et Lozano
(2005) presente un modele de Newton-Euler impliquant la position, les vitesses angulaires et
lineaires et l'acceleration de l'helicoptere. Ce modele identie les dierentes forces agissant
sur le vehicule pour l'application du principe fondamental de la dynamique. Dans l'expres-
sion des forces aerodynamiques, l'accent est mis au niveau du mouvement du vehicule par
rapport aux uides ; ceci simplie l'expression des forces aerodynamiques. Par la suite, la for-
mulation de Newton-Euler implique le changement de repere pour l'application du principe
fondamental de la dynamique qui necessite un repere inertiel. La plupart des formulations de
Newton-Euler sont similaires. Les dierences mineures notees se situent a deux niveaux :
{ la generation de la portance : les simplications ne sont pas identiques d'un modele a
6un autre. Le regime de vol choisi etant generalement dierent d'une etude a une autre,
les hypotheses sont dierentes.
{ le nombre de degres de liberte considere : certains modeles tiennent compte du degre
de liberte supplementaire de l'helice pour augmenter la precision du modele.
La formulation de Newton-Euler etant celle choisie dans la presente etude, elle sera detaillee
dans le chapitre 4.
Une similarite entre les deux points de vue (Lagrange et Euler) demeure quant a la forme
du modele obtenu. En eet, le modele obtenu est generalement non lineaire a la suite de
l'application des principes physiques. La non linearite de l'helicoptere peut se justier de
plusieurs facons. Deux raisons sont presentees ici :
{ La premiere reside dans le comportement des uides lors du mouvement de l'helicoptere.
Les equations qui gouvernent les uides sont generalement non lineaires. Rougier (2007)
presente ce phenomene de non linearite lorsqu'il parle de l'eet de sol au decollage
et a l'atterrissage de l'helicoptere. L'eet de sol designe la diminution de la tra^nee
induite lorsque l'appareil est proche du sol. Pour les helicopteres, l'eet de sol est
deni par une augmentation de la portance lorsque l'helicoptere est a une hauteur
inferieure au diametre de l'helice. Il est particulierement visible lorsque le disque du
rotor principal se trouve a la moitie de cette hauteur. Comme pour les avions, un eet
de sol appara^t lorsque le sol interfere avec le vortex produit aux extremites des surfaces
portantes principales ; dans le cas present, il s'agit du vortex des extremites de pales.
Le sol diminue egalement l'acceleration de l'air rejete vers le bas a travers le disque du
rotor. La velocite descendante decroissante du ux induit ameliore la portance pour
un angle d'inclinaison donne. L'helicoptere a besoin d'un angle d'attaque faible au
niveau de l'helice pour decoller gra^ce a cet eet de sol. Une fois hors de cette zone,
l'helicoptere necessite plus de puissance pour maintenir son ascension. Ce changement
de comportement induit un phenomene de non-linearite entre la commande de pas
collectif et la vitesse d'ascension de l'helicoptere.
{ La seconde raison est que l'helicoptere est un vehicule sous-actionne. Un systeme sous-
actionne est un systeme dont le nombre d'entrees est inferieur aux degres de liberte.
L'helicoptere opere generalement avec quatre entrees : le pas collectif, le pas longitu-
dinal, le pas lateral et la commande de direction mais dispose de six degres de liberte
qui sont les trois translations spatiales et les trois rotations spatiales. Il arrive donc que
l'action d'une entree cause des deplacements sur plusieurs degres de liberte ; il existe
un couplage entre les entrees et les dierents degres de liberte. Ce couplage se traduit
par le fait que la superposition des entrees ne produit pas le me^me eet que les entrees
prises separement.
7Pour traiter les modeles non lineaires, deux approches sont adoptees dans la litterature. La
premiere consiste a utiliser les modeles non lineaires tels qu'ils sont et la seconde consiste a
lineariser les modeles non lineaires an d'utiliser les techniques de commandes lineaires qui
sont plus developpees. Concernant la premiere approche, Shim et al. (1998), Koo et Sastry
(1998), Sira-Ramirez et al. (1994), Kaloust et al. (1997) et Koo et al. (1998) travaillent avec
des modeles non lineaires. Dans Shim et al. (1998), un modele non lineaire valable pour des
conditions de vol stationnaire et pour des faibles vitesses est utilise. Aussi le modele est sou-
mis a tour de ro^le a diverses strategies de commande non lineaire : la commande par logique
oue et la linearisation exacte. Dans Koo et Sastry (1998), une approche de commande non
lineaire est presentee en tenant compte de la dynamique interne du modele. La technique de
commande utilisee est la linearisation entree-sortie. Dans cet article, il est demontre qu'une
strategie de commande non lineaire comme la linearisation entree-sortie avec la multitude de
sorties impliquant le vol de l'helicoptere n'est pas satisfaisante. Ce fait s'explique par la dy-
namique interne instable de l'helicoptere. Pour pallier cette lacune, le nombre de degres pris
en compte est generalement reduit. Dans Kaloust et al. (1997) et Sira-Ramirez et al. (1994),
un modele simplie de l'helicoptere avec deux degres de liberte est considere : le premier de-
gre de liberte concernant l'altitude du vehicule et le second, la position angulaire de l'helice.
En tenant compte d'un nombre reduit de degres de liberte du vehicule, certains modes de la
dynamique interne sont supprimes. Kaloust et al. (1997) propose une stabilisation en altitude
en utilisant la methode directe de Lyapunov. Pour assurer une stabilite semiglobale pour des
pas collectif non nuls, la technique de backstepping est egalement utilisee. Sira-Ramirez et al.
(1994) applique une commande par mode glissant pour la stabilisation en altitude en mode
stationnaire.
Une autre approche pour pallier l'instabilite de la dynamique interne du vehicule est la li-
nearisation du modele non lineaire. La litterature regorge de plusieurs exemples (Lee et al.
(1993), Clarke et Sun (1998), Kienitz et al. (1993), Padeld (1996), Prouty (1995), Rozak et
Ray (1997) ) ou les modeles d'helicopteres ont ete linearises avant leur utilisation.
Dans Mettler (2003), Bernard Mettler resume les travaux realises dans les projets d'heli-
copteres autonomes de deux universites prestigieuses : Carnegie Melon University et Mas-
sachussets Institute of Technologies. Cet ouvrage s'ouvre avec l'identication des systemes
lineaires multivariables par la methode des reponses frequentielles ; la bo^te a outils CIFER
est presentee pour repondre aux dierents problemes lies a l'identication des helicopteres.
Par la suite, le modele parametrique est presente de facon a introduire graduellement les
linearisations possibles. Ainsi les non-linearites du mouvement de l'helicoptere se diluent au
fur et a mesure des simplications et il est dicile de trouver un modele complet non lineaire
de l'helicoptere. Cette approche de l'auteur se comprend aisement par la methode d'iden-
8tication preconisee : la methode d'identication par reponse frequentielle. Les tests avec
des excitations a dierentes frequences sont uniquement valable pour les systemes lineaires.
Dans son optique de presenter un modele parametrique lineaire, l'auteur presente des resul-
tats issus de la linearisation des forces aerodynamiques mises en jeu dans le deplacement de
l'helicoptere sans exposer les simplications ; par ce fait les non-linearites presentes au niveau
des forces aerodynamiques sont occultees dans le modele parametrique propose. Le livre de
Cai (2011) plus recent, apporte plus de precisions au sujet du modele theorique.
En eet, Cai (2011) est un ouvrage similaire a Mettler (2003). Il resulte des programmes de
drones de l'Universite de Singapour. L'approche de l'identication du modele de l'helicoptere
presentee par Cai (2011) est detaillee. Tous les aspects relies a l'identication y sont presentes.
Le modele parametrique obtenu depend largement des equations de la mecanique classique
et de la mecanique des uides. Les simplications interviennent par la suite. Cependant le
passage du modele parametrique non lineaire au modele lineaire utilise lors de l'identica-
tion est occulte ; cela rend dicile la lecture de la suite. Aussi l'introduction du balayage
frequentiel au cours de l'identication est moins expliquee et renvoie a Mettler (2003). Cai
(2011) est plus dedie a l'identication des modeles reduits d'helicopteres car ses equations
prennent en compte les volets qui n'apparaissent que sur ces derniers. En ce sens, l'ouvrage
apporte un supplement d'information par rapport a Mettler (2003). En resume si Cai (2011)
fournit les equations physiques regissant le mouvement de l'helicoptere de facon non lineaire,
il aborde tres peu le sujet de la linearisation qui appara^t au cours de la phase d'identication
du modele. La phase de linearisation a partir d'un modele complet non lineaire d'helicoptere
est aborde dans le rapport d'une equipe de l'Universite d'Aalborg : Hald et al. (2005).
Hald et al. (2005) est un rapport d'une equipe du departement de genie electrique de l'univer-
site sur la modelisation et le contro^le autonome d'un helicoptere reduit. Ce rapport aboutit a
un modele parametrique non lineaire. Cette approche est plus systematique que celle adoptee
par Mettler (2003). Le modele parametrique est obtenu a partir des equations de mouve-
ment de la mecanique classique. Cette methode permet d'obtenir un modele assez generique.
Ce modele parametrique est assez theorique et ne prend pas en compte les specicites des
modeles reduits d'helicoptere. En eet a la dierence des helicopteres grandeur nature, la dy-
namique des dierents actionneurs des modeles reduits doivent e^tre pris en compte dans une
perspective de contro^le autonome. La reduction des helicopteres orent certaines possibilites
comme le vol acrobatique et donc modie le rapport entre la dynamique des actionneurs et
du vehicule aerien. Cette insusance fait que le present rapport est plus une etude qualita-
tive d'un drone, qu'une reelle implantation d'un contro^leur sur un drone. Ces lacunes sont
corrigees par un second rapport de l'universite d'Aalborg (Fogh et al. (2004)) ; ce dernier
rapport est beaucoup plus pratique dans son approche ; ce rapport sera aborde dans la sec-
9tion 2.2. Certaines de ces lacunes sont indexees dans Cai (2011). Au cours de l'obtention du
modele parametrique de l'helicoptere, nous avons gravite autour de ces principaux ouvrages
essayant de faire une synthese de leurs dierents travaux. Une fois les equations du mouve-
ment de l'helicoptere obtenues et les dierents parametres du modele connus, la question de
l'instrumentation pour recueillir les donnees utiles a l'identication se pose.
2.2 Instrumentation et Implantation du contro^leur digital
L'identication des parametres de l'helicoptere, requiert une certaine instrumentation
pour mesurer les dierentes variables d'etat du modele. Cette section est importante dans
l'etude actuelle car la bo^te a outils concue dans le cadre de cette etude vise a simplier les
dierentes etapes en partant de l'identication des parametres du modele jusqu'a la concep-
tion des lois de commande pour l'helicoptere. La plupart des projets de drones presente peu
les mecanismes d'acquisition des donnees. En eet, l'acquisition des donnees concerne une
branche du genie qui n'est pas souvent le champ d'expertise des dierents articles sur le sujet
de l'identication des modeles reduits : L'informatique. Cette partie est souvent consideree
comme utilitaire dans la plupart des ouvrages traitant du sujet. Ainsi Mettler (2003) sur-
vole le sujet en presentant les dierents capteurs utilises ; l'integration des dierents capteurs
de mesure dans le CIPHER est peu expliquee. Cependant Cai (2011) detaille l'ordinateur
embarque et son logiciel ; les details apportes au niveau du logiciel embarque indiquent que
l'implantation du contro^leur de vol necessite des connaissances prealables de l'architecture du
logiciel. Ainsi une fois la commande synthetisee par simulation, le mecanisme d'application de
la commande n'est pas simple ; il requiert l'intervention d'un programmeur ma^trisant l'archi-
tecture. Le detail apporte par Cai (2011) sur l'ordinateur embarque montre la complexite des
projets de drones dus aux problemes de vibration des capteurs embarques et aux problemes
d'isolation des interferences electromagnetiques. Un autre rapport de l'Universite d'Aalborg
(Fogh et al. (2004)) a ete mis a contribution de par son aspect pratique. Dans ce rapport,
l'etude des drones est centree sur les systemes embarques pour l'automatisation du vol. Ainsi
il a ete presente comment les dierents capteurs et actionneurs utilisent la ressource centrale
du calculateur embarque. Ce rapport developpe les liens entre le modele mathematique et le
systeme embarque. La conclusion majeure de la lecture de cet article est que l'implantation
d'un contro^leur ne peut se baser uniquement sur la simulation d'un modele parametrique. Il
faut tenir compte de la facon dont les commandes sont acheminees aux actionneurs et de la
facon dont les actionneurs agissent sur les dierentes helices. Ce fait est tres specique d'un
modele reduit a un autre ; ceci explique qu'il est souvent occulte dans la litterature. Une fois
le modele parametrique connu et le banc de tests concu pour l'instrumentation des dierents
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parametres de vol, il a fallu cibler les tests adequats pour identier le modele de l'helicoptere
reduit. Buskey et al. (2001) presente egalement l'utilisation d'une centrale inertielle pour sta-
biliser un modele reduit d'helicoptere en vol stationnaire.
Pour resoudre les problemes d'implantation numerique de l'acquisition, la litterature sur la
simulation numerique a ete mise a contribution. Etant donne le temps de reponse rapide
des vehicules aeriens, la simulation temps-reel a ete exploree. La simulation temps-reel a ete
considere plus par la precision temporelle des donnees acquises par de tels systemes que par la
rapidite de la simulation. Ainsi Harman et Liu (2005) presente l'implantation d'un contro^leur
robuste d'avion base sur une architecture distribuee. Plusieurs unites de calcul sont utilisees
pour implanter le contro^le. L'intere^t de l'article se trouve aussi dans la capacite a integrer le
modele Simulink avec l'acquisition materielle. Ceci se fait au moyen du logiciel de simulation
temps-reel RT-LAB. Dans un me^me ordre d'idees, Cavalcanti et Papini (2005) presente un
modele integre sous Simulink de l'avion Embraer 170 Jet. Pour la modelisation de l'avion Em-
braer 170 Jet, une estimation des parametres dynamiques est faite a partir des algorithmes
de Nelder-Mead Simplex et de Levenberg-Marquadt presentes respectivement dans Lagarais
et al. (1998) et More (1977)
2.3 L'identication du modele
Dans la litterature, les methodes d'identication par reponses frequentielles sont generale-
ment mises en exergue. Mettler (2003) en utilisant sa bo^te a outils CIFER fait la part belle
a l'identication par des methodes frequentielles. Pour identier le modele du vehicule, une
fois la structure du modele etabli, Mettler (2003) se focalise sur l'obtention d'un spectre de
frequences adequat pour une identication du modele. La structure du modele generalement
obtenu apres linearisation se deconnecte generalement de la realite physique des parametres
du modele.
De facon similaire, Cai (2011) introduit le balayage frequentiel des entrees dans son identi-
cation. L'identication par balayage frequentiel des entrees est largement utilise dans l'iden-
tication des modeles reduits. Si cette approche d'identication fait largement ses preuves,
elle presente neanmoins deux inconvenients :
{ le balayage frequentiel est ecace pour les modeles lineaires. Lorsque les modeles sont
non lineaires, le spectre frequentiel des entrees n'est pas identique au spectre frequentiel
des sorties. Il est donc dicile de capter toutes les dynamiques generees en sortie par
un balayage frequentiel.
{ le balayage frequentiel suppose une excitation a des frequences donnees. Pour mettre
en uvre le balayage frequentiel, il faut generalement disposer d'un intervalle continu
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sur le domaine frequentiel. Dans la pratique, il est tres dicile d'eectuer le balayage
frequentiel des entrees sur des vehicules aeriens. Les manuvres de balayage frequentiel
des dierentes entrees sont tres risquees pour les vehicules aeriens. En eet, l'helicoptere
evolue generalement dans un milieu assez perturbe
Ces deux raisons justient l'exploration d'autres methodes d'identication. L'identication
des modeles est une methode qui est utilisee dans des domaines autres que l'avionique. En
tenant compte de la methode d'identication de facon generale, une panoplie d'outils est
presentee par Ljung (1999) pour identier les modeles. La plupart des outils nous trans-
portent hors du cadre du domaine frequentiel qui est dicile a mettre en uvre dans le
cadre d'un vehicule reel. Les methodes d'identication y sont presentees de facon theorique
et font recours a plusieurs outils mathematiques. Les bases de l'identication ont ete jetees
avec l'identication de la trajectoire de l'asterode Ceres par le mathematicien Carl Friedich
Gauss en utilisant la methode des moindres carres (Gauss (1809)) et a partir des observations
de Giuseppe Piazzi. L'identication tend generalement a minimiser l'erreur de prediction a
partir des observations precedentes. Le formalisme \methodes de predictions d'erreur" est
introduit par Ljung (1974) pour designer les techniques d'identication. La theorie de l'iden-
tication s'appuie egalement sur plusieurs outils de la statistique et de la probabilite. Aussi
l'explication de la methode des moindres carres et son application aux observations tempo-
relles sont presentees dans Yule (1927), Walker (1927) et celle du maximum de vraisemblance
dans Whittle (1951). L'application de ces methodes aux systemes dynamiques comme c'est
le cas dans l'etude presente est abordee par Astrom (1968), Astrom et Bohlin (1965) et Box
et Jenkins (1973). Outre la statistique et la probabilite, il convient de rappeler que la theorie
moderne de l'identication utilise egalement les outils de l'algebre lineaire et de la geometrie.
La representation en modeles d'etat des systemes dynamiques introduite par Ho et Kalman
(1966) et Kung (1978) a permis d'utiliser des methodes d'identication basees sur la mani-
pulation des matrices.
Ljung (1999) aborde la theorie de l'identication de facon generale. Il est important de ca-
racteriser le type de modele auquel se refere l'etude pour choisir l'outil adequat. Le vol
stationnaire de l'helicoptere qui fait l'objet de l'identication est un phenomene non lineaire
impliquant plusieurs entrees et plusieurs sorties. Il est possible cependant d'obtenir une ap-
proximation lineaire autour d'un point d'equilibre qui devient le modele lineaire. Alors le
vol stationnaire peut e^tre modelise de facon adequate par un systeme lineaire multi-entrees
et multi-sorties. Cette categorie de systemes s'adapte bien a la modelisation d'etat. Ljung
(1999) porte un intere^t particulier aux modeles d'etat ; cet intere^t est justie par la facilite de
manipuler les representations d'etat avec des outils numeriques puissants et largement utilises
par Matlab. En explorant les dierents outils utilises par Matlab, plusieurs methodes sont
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utilisees. Qin (2006) presente un apercu de ces methodes. Si ces methodes sont largement pre-
sentes dans les processus chimiques, elles ne demeurent pas une exclusivite du domaine. Aussi
Verhaegen (1994) qui a publie la methode MOESP, presente l'identication d'un modele de
l'avion militaire F-14 comme application numerique. Le fait qu'elles sont presentes dans les
processus chimiques s'expliquent par la possibilite d'avoir un vaste echantillon de donnees
au cours des reactions chimiques. La chose est possible egalement avec l'augmentation des
capacites de memoire des ordinateurs embarques sur les vehicules. Dans le chapitre suivant,
les methodes d'identication seront presentees de facon a comprendre leur mecanisme.
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CHAPITRE 3
THEORIE DE L'IDENTIFICATION DES SYSTEMES LINEAIRES
INVARIANTS
Le modele mathematique est un systeme d'equations mathematiques qui visent a repre-
senter un phenomene physique. Cette representation est utile pour mieux apprehender l'evo-
lution du processus physique. Essentiellement trois facons existent pour formuler le modele
mathematique d'un phenomene physique :
{ la modelisation : avec cette approche, le modele se construit exclusivement a partir
des lois mathematiques regissant le phenomene physique. Pour atteindre cet objectif,
le phenomene physique est generalement subdivise en des phenomenes physiques plus
simples transcriptibles directement par des relations mathematiques. Par la suite, une
integrations des sous-systemes permet d'obtenir un modele complet. Cette approche
exclut l'experimentation. Elle part de la denition intrinseque du phenomene physique.
Cette methode est generalement utilisee lorsque le phenomene physique est dicile-
ment reproduisible ou lorsque les observations sont dicilement mesurables. Le reel
inconvenient de cette approche est qu'il donne rarement un modele pouvant decrire de
maniere precise le phenomene physique. L'obtention du modele se basant exclusivement
sur la theorie, le modele est dit theorique. Les modeles obtenus par cette methode sont
generalement a but didacticiel.
{ l'identication : avec cette approche, les observations du phenomene physique sont
utilisees pour determiner la representation mathematique. A partir des mesures des
entrees et des sorties du systeme, les techniques d'identication sont utilisees pour
formuler le modele mathematique representant le phenomene. Le modele generalement
obtenu est qualie de modele bo^te noire.
{ La combinaison des deux approches : c'est l'approche la plus courante. Elle permet de
combiner les avantages des deux premieres approches. Par la modelisation, une structure
parametrique du modele est obtenue. Les observations sont utilisees pour determiner
les dierents parametres du modele. Par cette approche, le modele theorique obtenu
par la modelisation est eprouve au monde reel. L'identication est plus ecace dans
cette approche car l'usage de la modelisation permet de denir la structure du modele.
Cette methode qui combine la modelisation et l'identication fera l'objet du present
chapitre.
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La procedure d'identication d'un modele requiert en general trois etapes qui sont :
{ l'acquisition des donnees qui caracterisent le phenomene physique : a cette etape, l'usa-
ger specie les entrees, les variables d'etat et les sorties du systeme. Il decide egalement
des dierentes experiences a eectuer pour obtenir des donnees qui restituent au maxi-
mum le phenomene physique. L'instrumentation utilisee pour enregistrer les donnees
est presentee au chapitre 5.
{ la parametrisation du processus physique : il s'agit de denir une structure pour le mo-
dele a identier. Cette etape est cruciale pour l'identication et la structure est obtenue
a partir de la modelisation. Dans le cadre de la recherche, il s'agira de determiner un
modele parametrique pour le vol stationnaire de l'helicoptere. Le modele parametrique
est presente au chapitre 4.
{ la selection du modele adequat : c'est la methode d'identication proprement dite. Il
s'agit de trouver les parametres an d'aboutir a une representation du processus phy-
sique. Elle est egalement appelee methode d'estimation des parametres. La theorie de
l'identication sera presentee dans le present chapitre.
3.1 Identication des parametres
Avant de presenter les methodes d'estimation de parametres, il est important de preciser
le type de systemes qui est utilise. Le processus physique est generalement caracterise par
des entrees, des variables d'etat et des sorties. Les variables d'etat permettent de representer
la dynamique du systeme et jouent un ro^le de memoire dans la caracterisation des systemes
dynamiques. Cette caracterisation permet la formulation mathematique suivante :
G(u, t) : (u, x, t) 7→ y, (3.1)
ou y designe les sorties, u les entrees du systeme, x les variables d'etat du systeme, t le temps
et G une application decrivant la sortie du processus physique. De multiples proprietes des
dierents parametres de l'equation (3.1) sont utilisees pour classier les systemes. Quelques
caracteristiques des systemes sont presentees pour identier le type de systeme soumis a
l'exercice de l'identication.
3.1.1 Linearite
Un systeme est dit lineaire lorsqu'il obeit au principe de superposition. Le principe de
superposition se traduit comme suit :
La sortie obtenue a partir de la combinaison lineaire de plusieurs entrees est egale a la
combinaison lineaire des sorties generees par chacune des entrees prises separement.
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Ce principe applique a (3.1) se decrit par les relations suivantes :
G(u1, x, t) 7→ y1, G(u2, x, t) 7→ y2 ⇒ G(α1u1 + α2u2, x, t) 7→ α1y1 + α2y2, (3.2)
ou α1, α2 sont des constantes reelles. G est une application lineaire.
La plupart des processus physiques sont non-lineaires. Par la linearisation des modeles non-
lineaires autour d'un point de fontionnement d'intere^t, il est possible d'avoir une representa-
tion approximative du processus physique. Dans le cas de la presente etude, le vol stationnaire
de l'helicoptere est etudie. Ce processus physique est non-lineaire. En xant un point d'ope-
ration, le vol stationnaire sera represente par un modele lineaire. Ce processus sera revisite
dans le chapitre 4
3.1.2 Stationnarite
Le systeme est dit stationnaire lorsqu'il ne depend pas du temps. Cela se traduit par une
invariance par rapport a une translation dans le temps.
Si au signal d'entree u(t), un systeme invariant associe une sortie y(t), alors quel que soit le
decalage temporel δ applique a l'entree, le systeme associe au signal u(t) = x(t− δ) la sortie
decalee y˜(t) = y(t− δ).
Un systeme lineaire et stationnaire peut s'exprimer a partir de sa reponse impulsionnelle
comme suit :
y(t) =
∫ ∞
τ=0
g(τ)u(t− τ) dτ, (3.3)
ou g(τ) est sa reponse impulsionnelle.
3.1.3 Systemes discrets et systemes continus
Le temps est la variable dependante lorsqu'on represente les processus physiques. Ce fait
s'explique par le caractere dynamique des processus physiques. Lorsqu'on s'interesse a la
facon dont le temps evolue, les systemes se classient en deux categories. Lorsque le temps
s'ecoule de facon continue, le systeme est dit continu. Dans le cas ou le temps est discretise, le
systeme est discret. Lorsque des mesures sont prises pour identier un systeme, le phenomene
d'echantillonnage des entrees et des sorties doit e^tre considere. Au cours de l'identication, les
systemes seront consideres comme discrets. Cette discretisation aboutit a la formule suivante :
y(kT ) =
∞∑
n=0
g(n)u(kT − n), (3.4)
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ou T est la periode d'echantillonnage. Pour faciliter la lisibilite de certaines expressions, T
sera omis generalement.
3.1.4 Systemes deterministes et systemes stochastiques
La description faite au prealable du processus physique implique uniquement des entrees
et des sorties. Cette denition des systemes suppose que tout ce qui inuence l'evolution
du processus est determine et sous contro^le d'ou la denomination deterministe. Dans la
pratique, il est quasiment impossible de ma^triser tous les parametres inuencant un pheno-
mene. Des facteurs externes inuencant le processus physique sont les perturbations. Deux
phenomenes peuvent justier la presence de pertubations dans la representation du modele :
{ les erreurs de mesure : considerant que le processus d'identication implique des me-
sures des entrees et des sorties du processus physique, il est legitime d'inclure les erreurs
de mesure et les biais des dierents capteurs. Dans l'experience actuelle, le phenomene
de derive des gyrometres est considere comme une source de perturbation.
{ les entrees incontro^lables : il s'agit des aleas exterieurs inuencant le processus physique.
Dans le cadre du vol stationnaire de l'helicoptere, les rafales de vent qui inuencent les
forces aerodynamiques de l'helicoptere sont des perturbations.
Certaines dynamiques non modelisees peuvent tomber dans la categorie des perturbations.
Si v(kT ) designe la perturbation, l'expression (3.4) devient :
y(kT ) =
∞∑
n=0
g(n)u(kT − n) + v(kT ). (3.5)
Etant donne le caractere aleatoire des perturbations, il est commun d'introduire un modele
probabiliste pour les representer. Ainsi v(t) se formule comme suit :
v(t) =
∞∑
n=0
h(k)e(kT − n), (3.6)
ou e(t) represente le bruit blanc.
3.1.5 Recapitulatif
Pour simplier les sommes presentes dans la denition du modele, nous introduisons
l'operateur avancement q. Ce facteur se denit comme suit :
qu(t) = u(t+1). (3.7)
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Ainsi un delai ou retard unitaire se traduit par q−1. Avec cet operateur, (3.5) peut s'ecrire :
y(kT ) = G(q)u(kT ) +H(q)e(kT ), (3.8)
ou
G(q) =
∞∑
k=0
g(k)q−k, (3.9)
et
H(q) =
∞∑
k=0
h(k)q−k, (3.10)
(3.8) denit un modele de facon unique. Pour denir une famille de modele, le parametre Θ
est introduit et (3.8) se reecrit :
y(kT ) = G(q, θ)u(kT ) +H(q, θ)e(kT ). (3.11)
3.1.6 Generalites sur les modeles d'etat
Il est a noter que les systemes sont generalement complexes et comportent plusieurs entrees
et plusieurs sorties. A cet egard y et u sont generalement des vecteurs ou chacun des elements
representent une entree ou une sortie. Lorsque le systeme est lineaire, la representation en
modele d'etat est generalement utilisee.
Pour un systeme lineaire invariant continu, le modele d'etat se formule comme suit : x˙(t) = Ax(t) +Bu(t)y(t) = Cx(t) +Du(t) (3.12)
ou
x(t) ∈ Rn : le vecteur des n variables d'etat,
u(t) ∈ Rm : le vecteur des m commandes,
y(t) ∈ Rp : le vecteur des p sorties,
A ∈ Rn×n : la matrice des parametres d'etat,
B ∈ Rn×m : la matrice de commande,
C ∈ Rp×n : la matrice d'observation,
D ∈ Rp×m : la matrice d'action directe.
Pour un systeme lineaire discret stochastique, la representation d'etat se formule comme suit : xk+1 = Axk +Buk + wkyk = Cxk +Duk + vk (3.13)
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ou
xk ∈ Rn : le vecteur des n variables d'etat a l'instant kT.
uk ∈ Rm : le vecteur des m commandes a l'instant kT.
wk ∈ Rn : le vecteur des n variables aelatoires aectant les mesures des etats a l'instant kT.
yk ∈ Rp : le vecteur des p sorties a l'instant kT.
vk ∈ Rp : le vecteur des p perturbations aectant les sorties du systeme a l'instant kT.
A ∈ Rn×n : la matrice d'etat
B ∈ Rn×m : la matrice de commande
C ∈ Rp×n : la matrice d'observation
D ∈ Rp×m : la matrice d'action directe
Dans le cadre d'un systeme physique, le vecteur d'etat represente les variables internes qui
denissent l'etat du processus physique. Dans le cadre de la denition d'une structure de
modeles d'etat, les matrices A, B, C et D sont parametrisees et (3.13) devient :
 xk+1 = A (θ)xk +B (θ)uk + wkyk = C (θ) xk +D (θ)uk + vk , (3.14)
ou θ represente le parametre a evaluer.
3.2 Aspect theorique de l'estimation des parametres
3.2.1 Topologie des estimateurs
Au cours de l'identication, des mesures des entrees, des variables d'etat et des sorties du
systemes sont eectuees. L'estimation vise a reconstruire un modele du systeme a partir des
mesures prises ; la forme generale des estimateurs se decline comme suit :
yˆ(kT + 1) = Wu (q)u (kT ) +Wy (q) y (kT ) (3.15)
L'estimateur utilise les mesures passees pour predire les valeurs futures. Pour obtenir la forme
generale de Wu(q) et Wy(q), considerons l'expression e(t) obtenue a partir de(3.8),
e(kT ) = H−1 (q) y (kT )−H−1 (q)G (q)u (kT )
La prediction de la sortie part du principe que la mesure de la sortie inclut le bruit de mesure.
Aussi la prediction de la sortie est obtenue par la formule suivante :
yˆ(kT + 1) = ymes (kT )− e (kT ) =
(
1−H−1 (q)
)
y (kT ) +H−1 (q)G (q)u (kT ) ,
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ou ymes est la mesure de la sortie. Ainsi on peut determiner Wu(q) et Wy(q) comme etant :
Wu(q) = H−1(q)G(q) (3.16)
et
Wy(q) = 1−H−1(q). (3.17)
Ces expressions decoulent de la prediction de la perturbation (vˆ(t)) qui n'est pas mesurable.
En introduisant le parametre θ dans (3.15), la famille d'estimateurs est decrite par l'equation
suivante :
yˆ(kT + 1) = Wu(q, θ)u(kT ) +Wy(q, θ)y(kT ) (3.18)
L'objectif de la methode d'estimation des parametres consiste a trouver dans la famille des
estimateurs, celui qui correspond le mieux aux valeurs mesurees. Il faut xer une regle pour
determiner le meilleur candidat.
3.2.2 Estimation par minimisation de l'erreur de prediction
La premiere methode est la minimisation de l'erreur de prediction. La methode consiste
a rechercher le candidat qui minimise l'erreur de prediction donnee par :
ϵ(t, θ) = y(t)− yˆ(t, θ), (3.19)
ou ϵ est un vecteur de RN ou N represente le nombre de mesures. La taille du vecteur
ore plusieurs possibilites pour selectionner le meilleur candidat. Il est parfois necessaire de
reduire les degres de liberte de la sequence a travers un ltre lineaire. Il permet de considerer
certaines mesures jugees plus ables que d'autres. Lorsqu'il s'agit du domaine frequentiel,
le ltre peut e^tre vu comme un poids applique a une certaine plage de frequence. Dans le
domaine temporel, le ltre applique est equivalent au ltrage des mesures des entrees et
des sorties du systeme. Ce ltrage permet de concentrer l'erreur sur ce qui est considere
comme l'information utile. D'un point de vue numerique, il permet egalement d'optimiser les
algorithmes d'identication en reduisant la taille de certains vecteurs. L'application du ltre
L se traduit par la formulation suivante :
ϵF (t, θ) = L(q)ϵ(t, θ). (3.20)
Au dela de l'intere^t numerique et de la reduction du degre de liberte, le ltrage permet de cor-
riger certaines limites de la prediction de l'erreur. Une fois l'erreur ltree, l'outil d'evaluation
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des dierentes erreurs doit e^tre choisi. Cet outil peut se formuler comme suit :
VN(θ, ZN) =
1
N
N∑
t=0
l(ϵF (t, θ)) (3.21)
ou l est une fonction denie de RN vers R+, qui a chaque erreur ltree associe un scalaire. Une
telle fonction est generalement appelee une norme. La derniere etape de la minimisation de
l'erreur de prediction consiste a trouver le parametre θ∗ qui minimise la norme. Le parametre
θ∗ est celui qui minimise la fonction objectif.
Le choix d'un ltre L et d'une fonction objectif l permettent de classier les methodes
d'estimation par minimisation de l'erreur de prediction. Ainsi le critere de minimisation
3.21 est percu comme une methode de regression non lineaire dans Jennrich (1969) et dans
Hannan (1971)
Estimation par la methode des moindres carres
Denition de la methode Lorsque l est la norme quadratique dans le domaine scalaire,
la methode est dite des moindres carres. Elle se formule comme suit :
l(ϵ) = 12ϵ
2 (3.22)
La methode des moindres carres pour evaluer le parametre desire peut s'interpreter par
l'utilisation de la distance comme outil de discrimination. Le parametre ideal θ∗ est celui qui
minimisera la distance avec les donnees mesurees.
Avantages Le principal avantage de cette methode est la simplicite des outils numeriques
qu'elle implique. En eet pour trouver le parametre adequat θ∗, il sut d'une simple deriva-
tion. Pour mieux comprendre sa simplicite, considerons un estimateur lineaire :
yˆ(kT |θ) = ϕ(kT )θ (3.23)
Alors (3.21) avec la methode des moindres carres peut se reecrire :
VN(θ, ZN) =
1
N
N∑
t=1
1
2 [y(t)− ϕ(t)θ]
2 (3.24)
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VN est une norme donc une quantite positive. Lorsque
∂VN
∂θ
= 0, l'extremum n'est autre que
le minimum de la fonction objectif. L'expression du parametre estime θ∗ est :
θ∗ =
[
1
N
N∑
t=1
ϕT (t)ϕ(t)
]−1 1
N
N∑
t=1
ϕT (t)y(t) (3.25)
La facilite avec laquelle le parametre θ∗ est obtenu et la simplicite des concepts mis en uvre
pour la deployer font de la methode des moindres carres, un outil puissant de l'estimation des
parametres. Remarquons cependant dans le precedent developpement, l'aspect stochastique
des mesures et des estimateurs a ete neglige.La section suivante analysera la methode des
moindres carres lorsque les bruits de mesures sont consideres. La facilite avec laquelle le
parametre θ∗ est obtenu et la simplicite des concepts mis en uvre pour la deployer font de
la methode des moindres carres, un outil puissant de l'estimation des parametres.
La methode des moindres carres utilise la norme euclidienne. Plusieurs normes sont egalement
utilisees. La norme innie (l∞) qui est reliee aux perturbartions non bornees est abordee par
Schweppe (1973), Fogel et Huang (1982), Milanese et Vicino (1991), Deller (1990) et Walter
et Piet-Lahanier (1990).
Limites Pour mettre en exergue certaines limites de la methode, considerons que la mesure
y(k) contient du bruit v(k). Ainsi l'estimateur prend la forme suivante :
yˆ (k|θ) = ϕ(k)θ + v(k). (3.26)
En reevaluant le parametre θ∗S on obtient :
θ∗S =
[
1
N
N∑
t=1
ϕT (k)ϕ(k)
]−1 1
N
N∑
k=1
ϕT (k) (y(k)− v(k)) (3.27)
Il est evident que θ∗S depend du bruit et la dierence entre θ
∗
S et θ
∗ (mode deterministe) est :
θ∗ − θ∗S =
[
1
N
N∑
k=1
ϕT (k)ϕ(k)
]−1 1
N
N∑
k=1
ϕT (k)v(k)) (3.28)
Ce residu est problematique parce que le bruit est dicilement quantiable. Il importe de
caracteriser le bruit de mesure pour garantir que le parametre estime a partir du modele
deterministe θ∗ (le seul evaluable) fait converger l'estimateur vers les valeurs mesurees. Pour
cette garantie, il faut que θ∗S tende vers θ
∗ lorsque les observations croissent (soit N tend vers
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∞). Cela se traduit par la relation suivante :
lim
N→∞
θ∗ − θ∗S = E¯
[
ϕT (t)ϕ(t)
]
E¯
[
ϕT (t)v(t)
]
= 0 (3.29)
ϕT (t)ϕ(t) est non singuliere puisqu'elle depend des entrees du systeme alors E¯
[
ϕT (t)ϕ(t)
]
est non nul. Ainsi (3.29) est satisfaite si E¯
[
ϕT (t)v(t)
]
est nul. Cette condition implique deux
hypotheses :
{ v (t) est une sequence aleatoire de variables independantes et de moyenne nulle ; un tel
bruit est qualie de bruit blanc.
{ l'entree du systeme est independante de v (t) ; ce qui est generalement le cas des systemes
en boucle ouverte.
On peut conclure que (3.29) est veriee lorsque v est un bruit blanc gaussien. Cette limitation
de la methode des moindres carres implique une meilleure connaissance des bruits pour une
estimation par prediction d'erreurs aboutie. Cette connaissance passe par la ma^trise des
informations stochastiques du bruit.
3.2.3 Etude de cas de la methode des moindres carres : modele d'etat multiva-
riable
Les modeles d'etat sont les representations par excellence des systemes multivariables.
Le modele d'etat a ete la forme de representation utilisee pour le vol stationnaire de l'he-
licoptere, ce qui justie cette etude de cas. Avant de presenter l'usage des moindres carres
avec les modeles d'etat, nous allons etendre le concept des moindres carres aux systemes
multivariables.
Critere des moindres carres pour le cas multivariable
Dans le cas multivariable, ϵ est un vecteur, le critere quadratique se reecrit :
l(ϵ) = 12ϵ
T ϵ (3.30)
Lorsque les sorties du systeme n'ont pas la me^me importance, une matrice de poids λ est
utilisee pour discriminer les sorties les unes par rapport aux autres.
l(ϵ) = 12ϵ
Tλ−1ϵ (3.31)
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Ainsi (3.24) devient :
VN(θ, ZN) =
1
N
N∑
t=1
1
2
[
y(t)− ΦT θ
]−1
λ−1
[
y(t)− ΦT θ
]
(3.32)
De facon identique au cas scalaire, θ∗
θ∗ =
[
1
N
N∑
t=1
ϕ(t)λ−1ϕT (t)
]−1 1
N
N∑
t=1
ϕ(t)λ−1y(t) (3.33)
La methode des moindres carres est donc extensible aux systemes multivariables. De plus il
est possible de discriminer les sorties, les unes par rapport aux autres.
Application aux modeles d'etat
La representation d'etat fait intervenir des variables internes que sont les variables d'etat.
Ces variables ne sont generalement pas mesurees. En fait dans le cadre de l'identication d'un
systeme, seules les entrees et les sorties sont mesurees. Rappelons ici la forme d'un modele
d'etat discret :  xk+1 = Axk +Buk + wkyk = Cxk +Duk + vk (3.34)
Dans le cadre d'un modele d'etat, les matrices A, B, C et D representent les parametres a
identier. Dans un premier temps, le modele d'etat sera suppose e^tre une bo^te noire ainsi le
parametre Θ est la matrice augmentee suivante :
Θ =
A B
C D
 (3.35)
En introduisant A et C dans la matrice de parametres a identier, il importe de reconstruire
le vecteur des valeurs mesurees. En supposant que les variables d'etat soient mesurables ou
deductibles des mesures des entrees et des sorties du systeme, le vecteur d'entrees ϕ(k) s'ecrit :
ϕ(k) =
xk
uk
 (3.36)
Le vecteur des sorties est :
Y (k) =
xk+1
yk
 (3.37)
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Le vecteur representant le bruit de mesure est :
E(k) =
wk
vk
 (3.38)
(3.34) peut se reecrire :
Y (k) = θϕ (k) + E (k) (3.39)
L'equation (3.39) se pre^te mieux a l'application de la methode des moindres carres. La refor-
mulation du modele d'etat pose cependant un probleme important : celui de la construction
du vecteur d'etat a partir des donnees mesurees. La determination des variables d'etat du
systeme se base sur le principe d'observabilite du systeme. Un systeme est dit observable si
l'observation des sorties du systeme permet de reconstruire les variables d'etat du systeme.
Pour determiner les variables d'etat, il faut observer les sorties et les entrees entre deux ins-
tants consecutifs (kT et kT + 1). Cette observation implique la construction d'estimateurs
bases sur les observations des pas anterieurs. A partir de (3.34), on peut ecrire que :
y (k + j) = Cx(k + j) +Du(k + j) + v(k + j)
= CAx(k + j − 1) + CBu(k + j − 1) + Cw(k + j − 1) +Du(k + j) + v(k + j)
= . . .
= CAjx(k) + CAj−1Bu(k) + CAj−2Bu(k) + . . .
+ CBu(k + j − 1) +Du(k + j)
+ CAj−1w(k) + CAj−2w(k + 1) + . . .
+ Cw(k + j − 1) + v(k + j)
A partir des estimations pas-a-pas, on peut former les vecteurs suivants :
Yr =

y(k)
y(k + 1)
:
:
y(k + r − 1)

Ur =

u(k)
u(k + 1)
:
:
u(k + r − 1)

(3.40)
(3.41)
En collectant les estimations pas a pas, on obtient :
Yr (k) = Orx(k) + SrUr(k) + V (k) (3.42)
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De (3.42), nous avons la preuve que xk peut e^tre deduit a partir des entrees et des sorties.
Les details d'obtention des dierentes matrices Or et Sr seront presentes dans la section 3.3.
La reconstruction du vecteur d'etat a partir des mesures impose une preparation avant l'ap-
plication de la methode d'estimation. L'algorithme simple de la methode d'identication des
modeles d'etat peut se libeller comme suit :
{ determiner les dimensions requises pour former une matrice Yr consistante :
cette etape tient compte de la connaissance theorique du modele.
{ determiner l'ordre n du modele d' etat : il est deduit du rang de la matrice Yr
{ estimer les matrices A, B, C et D et la covariance du bruit : cette etape est
l'application de la methode des moindres carres a la regression lineaire (3.39)
Ces etapes reprennent quelque peu les trois points presentes au prealable a savoir la collecte
des donnees, l'etablissement de la structure du modele et l'identication proprement dite. Ces
dierents points seront davantage visites dans la section concernant l'application numerique
de la methode d'identication des modeles d'etat.
3.3 Application numerique de l'identication des modeles d'etat
La methode d'identication des modeles d'etat utilise d'une part les outils de l'algebre
lineaire etant donne le caractere matriciel de la representation d'etat et d'autre part quelques
concepts de geometrie a cause de la forme vectorielle que reve^tent les entrees, les sorties et
les variables d'etat. Aussi nous ferons certains rappels de ces disciplines lors du deploiement
numerique de la methode d'etat.
3.3.1 Acquisition des donnees
A partir de la forme de la representation d'etat, il a ete demontre au prealable que le
vecteur des sorties Y pouvait se traduire par la combinaison lineaire suivante :
Y (k) = Orx(k) + Sru(k) + V (k) (3.43)
A partir de cette relation, il est possible de determiner la matrice d'observabilite Or. A partir
de la matrice d'observabilite, il est possible de determiner C et A car
Or =

C
CA
· · ·
CAr−1
 (3.44)
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Pour obtenir la matrice d'observabilite Or, il incombe donc d'eliminer les termes en U et le
bruit de mesures.
3.3.2 Suppression du vecteur des entrees
Pour supprimer les termes en U , certaines considerations geometriques du vecteur Y
constitue a partir des donnees mesurees sont presentees. Si Y est considere comme un vecteur,
(3.43) peut e^tre considere comme une combinaison lineaire des vecteurs X, U et V . Pour
eliminer les termes en U , tout en conservant les autres termes de la combinaison lineaire,
il faut considerer le projete orthogonal de Y par rapport a U . Tout d'abord, rappelons la
formulation du projete orthogonal.
Projection orthogonale
Soit deux vecteurs A et B. La projection orthogonale de A sur B notee A/B est obtenue
par la relation suivante :
A/B = ABT (BBT )−1B
= AΠB
Dans le cas ou (BBT ) n'est pas inversible, la matrice pseudo-inverse de Moore-Penrose est
utilisee. La composante orthogonale a B du vecteur A, notee A/B⊥ est obtenue en soustrayant
A/B de A alors.
A/B⊥ = A− ABT (BBT )−1B
= A(I − ΠB)
= AΠB⊥
Suppression du vecteur des entrees
L'objectif etant de supprimer les termes U du vecteur des sorties Y , on multiplie Y par
ΠU⊥ et (3.43) est equivalent a :
YΠU⊥ = OrX(k)ΠU⊥ + VΠU⊥ (3.45)
Une fois que les termes en U sont supprimes, il faut annihiler l'eet du bruit.
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3.3.3 Suppression des bruits de mesure
Il est impossible de supprimer les bruits comme cela a ete le cas pour les entrees. En eet,
les entrees sont mesurees et bien connues tandis que le bruit est aleatoire. Generalement les
caracteristiques du bruit qui sont connus sont sa bande passante et sa valeur moyenne. Pour
supprimer le bruit, un ltre est utilise pour reduire son impact. Designons par ΦT le ltre a
appliquer (3.45). Le ltrage introduira un eet de moyennage sur les valeurs observees. Ce
moyennage represente une normalisation par rapport au nombre d'echantillons, on obtient :
1
N
YΠU⊥ΦT =
1
N
OrX(k)ΠU⊥ΦT +
1
N
VΠU⊥ΦT (3.46)
Au moyen de l'application du ltre, on vise a ce que l'eet du bruit soit nul lorsque le nombre
de mesures augmente. Pour constituer un tel ltre il est important que les parametres du
ltre soient non correlees avec le bruit. Lorsque le systeme est en boucle ouverte, les entrees
passees sont des candidats ideaux pour construire un tel ltre. Pour que le ltre soit ecace,
il faut que le bruit soit un bruit blanc. Lorsque ce n'est pas le cas, la methode de maximum
de vraisemblance qui implique de meilleurs outils pour caracteriser le bruit est requis. Il est
possible toutefois de considerer les bruits comme nuls au cours de l'identication. Lorsque le
systeme est lineaire, le traitement du bruit peut se faire par analyse spectrale des donnees
mesurees.
3.3.4 Evaluation de la matrice d'observabilite
Une fois le bruit supprime, le resultat obtenu dans (3.46) est le suivant :
G = 1
N
OrX(k)ΠU⊥ΦT = OrT (3.47)
Nous sommes en presence d'un systeme surdetermine qui correspond a l'expression de la
matrice d'observabilite dans une base T donnee. Il importe d'extraire l'information utile
pour trouver les matrices A et C. Lorsque l'ordre du systeme est connu, l'obtention des
matrices A et C se fait a partir de la topologie de la matrice d'observabilite (presentee en
(3.44)). Lorsque l'ordre du systeme n'est pas connu, il faut determiner l'ordre de la matrice
G puis supprimer les colonnes au-dela du rang du G. Une methode plus systematique pour
operer la reduction de la matrice est la decomposition en valeurs singulieres.
Decomposition en valeurs singulieres
La decomposition en valeurs singulieres est une factorisation d'une matrice M de dimen-
sion (j × k). Cette factorisation de matrice stipule que pour toute matrice M de dimension
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(j × k) dont les coecients sont reels ou complexes, il est possible d'ecrire :
M = USV ∗ (3.48)
avec U une matrice unitaire (j × j), S une matrice (j × k) dont les coecients diagonaux
sont des reels positifs ou nuls et tous les autres sont nuls, et V ∗ est la matrice adjointe a
D, matrice unitaire (k × k). Cette decomposition permet de concentrer l'information de la
matrice M autour des valeurs singulieres. Supposons que M dispose de n valeurs singulieres,
la matrice V dispose sur sa diagonale les dierentes valeurs singulieres en ordre decroissant
(dans le cas des coecients reels). Au-dela de n, les valeurs des matrices sont nuls. La matrice
S a la topologie suivante :
Sj,k =

a1,1 0 · · · 0
0 a2,2 · · · 0
...
...
. . .
...
0 0 · · · 0
 (3.49)
De fait la matrice peut e^tre reecrite de la facon suivante :
M = U1S1V ∗1 , (3.50)
ou U1 est une matrice (j × n), S1 est une matrice (n× n) et V1 est une matrice (n× n).
En appliquant la decomposition en valeurs singulieres a la matrice G presentee en (3.46),
la matrice d'observabilite est obtenue a partir du produit U1S1. Ce produit represente la
matrice d'observabilite dans une base donnee. En considerant la topologie de la matrice
d'observabilite, l'estimation de C s'exprime de la facon suivante :
Cˆ = Or(1 : p, 1 : n), (3.51)
ou p represente le nombre de sorties et n l'ordre du systeme.
De facon similaire, l'estimation de A est obtenue a partir de Cˆ et Or. En eet,
Or(p+ 1 : pr, 1 : n) = Or(1 : p(r − 1), 1 : n)Aˆ (3.52)
Toutefois, il est rare que la decomposition en valeurs singulieres de la matrice G donne des
colonnes nulles. Cela s'explique par la presence du bruit dans la matrice G. En eet, le
ltrage n'annule pas totalement le bruit mais le reduit. Alors l'expression de la matrice G est
generalement la suivante :
G = OrT + EN , (3.53)
29
ou EN est le residu du bruit ltre. EN est responsable de certaines valeurs singulieres non
nulles. Lorsque l'ordre du systeme est connu, il est simple de les determiner parce que ce sont
les n premieres colonnes de S qui sont prises en compte. Lorsque l'ordre n'est pas connu, il faut
mettre en place une methode pour determiner les valeurs singulieres susament importantes
a considerer dans la dynamique du systeme. Pour ce faire, les matrices de poidsW1 etW2 sont
utilisees. Le choix des dierentes matrices de ponderation permet de classier les dierents
algorithmes de la methode. Les dierents choix seront exposes dans la section 3.3.6. Une fois
Aˆ et Cˆ estimes, il faut determiner Bˆ et Dˆ.
3.3.5 Estimation de B et D
Avec Aˆ, le vecteur d'etat peut s'exprimer facilement :
xˆ(t+ 1) = Aˆxˆ(t) +Bu(t) (3.54)
En nous rappelant l'operateur de delai q introduit precedemment dans (3.7), (3.54) devient :
xˆ(t) = (qI − Aˆ)−1Bu(t). (3.55)
A partir du vecteur d'etat estime, la sortie du modele peut se reecrire :
yˆ(t|B,D) = Cˆ(qI − Aˆ)−1Bu(t) +Du(t). (3.56)
L'estimation des matrices B et D revient a appliquer la methode des moindres carres.
3.3.6 Famille des methodes d'identication des modeles d'etat
Pour formaliser le concept de l'identication des modeles d'etat, les dierentes etapes de
la methode seront libellees d'apres les points suivants :
{ a partir des donnees d'entrees et des sorties, la matrice G est formee :
G = 1
N
YΠ⊥UTΦT (3.57)
{ La selection des matrices de ponderationW1 etW2 permet de xer le rang du systeme :
Gˆ = W1 GW2 (3.58)
{ la decomposition en valeurs singulieres permet de determiner la matrice d'observabilite
etendue
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{ la transposition de la matrice d'observabilite dans une base requise permet d'obtenir
les matrices A et C
{ l'estimation des matrices B et D s'obtient a partir de la methode des moindres carres.
Le choix des dierentes matrices de poids permet de dierencier les algorithmes d'identica-
tion des modeles d'etat. Trois de ces algorithmes sont presentes ci-dessous :
N4SID
L'acronyme \N4SID" se denit comme suit \Numerical algorithms for Subspace State
Space". Il a ete presente dans Van Overschee et DeMoor (1994a). Cet algorithme justie son
choix des matrices de poids W1 et W2 a l'aide de l'estimation des variables d'etat et de la
covariance du bruit. Elle se fonde sur le fait que le vecteur d'etat est une combinaison des
entrees et des sorties passees. Ce faisant, il est possible de formuler un predicteur y sous la
forme suivante :
yˆ(t+ k − 1|t− 1) = α1y(t− 1) + . . .+ αs1y(t− s1) + β1u(t− 1) + . . .+ βs2u(t− s2) (3.59)
Ce predicteur permet de reecrire le vecteur de sortie comme une combinaison des entrees et
des sorties passees :
y(t+ k − 1) = θTk ϕs(t) + γTk Ul(t) + ϵ(t+ k − 1) (3.60)
En combinant plusieurs predicteurs, il est possible de faire une projection de la prediction
sur l'espace des entrees et des sorties et on obtient :
Yl(t) = ΘΦ(t) + ΓUl(t) + E(t), (3.61)
ou Φ, Ul(t), Γ, Θ, Yl et E(t) sont denies comme suit :
Φ(t) = [yT (t-1), . . . yT (t-s1) uT (t-1), . . .uT (t-s2)]
Ul(t) = [uT (t) . . .uT (t+l-1)]
Γ = [Γ1 . . .Γl]
Θ = [θ1 . . . θl]
Yl = [y
T (t) . . . yT (t+ l-1)]
E(t) = [ϵT (t) . . . ϵT (t+l-1)]
L'application des methodes des moindres carres pour retrouver Θˆ et Γˆ donne la relation
suivante :
[Θˆ Γˆ] = [Θˆ Γˆ]
ΦΦT ΦUT
UΦT UUT
−1 (3.62)
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Rappelons que la methode N4SID est basee sur l'estimation des variables d'etat a partir d'une
projection sur l'espace forme par les entrees et les sorties anterieures. L'hypothese se tient
lorsque (3.43) et (3.61) sont comparees. Il ressort de ces deux expressions que la dependance
par rapport aux etats dans (3.43) est substituee par une dependance par rapport a Φ qui
represente les sorties et les entrees passees. Considerant ce point, il n'est utile pour estimer
les variables d'etat que de determiner le parametre Θˆ. En appliquant l'inversion de la matrice
dans (3.62), on obtient :
Θˆ = YΠ⊥UTΦT (ΦΠ⊥UTΦT )−1 (3.63)
Une fois Θˆ evalue, la fonction Gˆ peut e^tre exprimee de la facon suivante :
Gˆ = ΘˆΦ = YΠ⊥UTΦT (ΦΠ⊥UTΦT )−1Φ (3.64)
De la forme de Gˆ, on xe de W1 :
W1 = I (3.65)
et l'expression de W2 se deduit :
W2 = Π⊥UTΦT (ΦΠ⊥UTΦT )−1Φ (3.66)
La methode se complete par les etapes precitees lors de la presentation de la famille d'algo-
rithmes (3.3.6).
Cependant deux inconvenients caracterisent cette methode :
{ la sensibilite par rapport aux echelles des entrees et des sorties : l'echelle
des entrees et des sorties aecte le conditionnement des matrices impliquees dans le
processus d'identication. Le probleme est generalement leve en enlevant les biais de
mesure des entrees et des sorties. Cela fait partie du conditionnement des donnees
mesurees.
{ la taille des matrices : la methode tend a evaluer le vecteur d'etat au complet. En
termes de calcul, les temps de resolution de systeme peuvent e^tre considerables pour
les systemes a plusieurs variables d'etat.
La prochaine methode tend a corriger le probleme de taille des matrices.
MOESP
L'acronyme\MOESP" se denit comme suit \Multi Output-Error State sPace ". Il a ete
presente dans Verhaegen (1994). La majeure dierence avec la methode N4SID se situe dans
l'extraction de l'information utile de la matrice d'observabilite. Alors queN4SID suggere une
projection sur la matrice d'Hankel formee par les entrees et les sorties precedentes,MOESP
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utilise la decomposition RQ pour extraire l'information utile. La factorisation RQ se presente
comme suit :
Ul
ΦS
Yl
=
R11 0 0
R21 R22 R23
R31 R32 R33
QT1
QT2
QT3
(3.67)
L'introduction de la factorisation RQ se traduit au nal par une modication de la forme de
la matrice W2.
W2 = Π⊥UTΦT (ΦΠ⊥UTΦT )−1ΦΠ⊥UT (3.68)
Cette nouvelle valeur deW2 empe^che d'obtenir le vecteur complet d'etat. La factorisation RQ
se traduit par une projection du vecteur complet d'etat orthogonalement au vecteur d'entrees.
Il faut se departir de cette projection pour obtenir le vecteur d'etats complet. L'avantage de
cette methode est de reduire la taille des matrices au cours du processus tout en conservant
la me^me convergence. Dans la pratique, toutes les variables d'etat n'ont pas besoin d'e^tre
exprimes pour la mise a jour des estimations des erreurs de sortie ; d'ou le nom de la methode.
Ce principe reduit considerablement la taille des matrices mises en jeu par la methode.
Cependant tout comme N4SID, elle est sensible a l'echelle des entrees et des sorties. Pour
assurer une ecacite de la methode, un traitement s'impose pour enlever les biais de mesures.
Le probleme d'echelles des entrees et des sorties est corrige par la methode suivante CVA.
CVA
L'acronyme CVA se denit comme suit \Canonic Variate-Analysis ". Il a ete presente
dans Larimore (1990). Cette methode se base sur la correlation entre l'erreur de prediction
de sortie et les donnees passees. Cette hypothese part du fait que le predicteur utilise par
les precedentes methodes n'est pas parfait. Pour ameliorer la prediction, une sequence de
correlation est introduite dans la fonction objectif utilisee pour determiner le parametre
optimal θˆN . Cette introduction de la correlation peut se traduire comme une modication du
predicteur : il n'est plus lineaire puisqu'il ne depend plus uniquement des valeurs presentes.
Le predicteur joue un ro^le de memoire. Cette memoire peut se traduire par un ltre sur les
valeurs anterieures soit :
M = LcΦs (3.69)
La correlation introduite pour verier la qualite du predicteur se traduit de facon geometrique
comme une evaluation du produit vectoriel entre les valeurs futures et les valeurs passees dans
Van Overschee et DeMoor (1996). Plus les valeurs sont correlees, plus ce vecteur est grand.
Cette correlation introduite dans la fonction objectif se traduit par une modication des
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poids W1 et W2. La forme des poids s'inspire de la correlation entre Φ et U d'une part et
Y et U d'autre part. La demonstration exhaustive de la forme des poids est presentee dans
Van Overschee et DeMoor (1994b). La forme des dierents poids W1 et W2 est reportee ici :
W1 = (
1
N
YΠ⊥UTY )−1/2 (3.70)
W2 = (
1
N
ΦΠ⊥UTΦ)−1/2 (3.71)
En considerant les nouveaux poids lors de l'identication, on constate que la methode est
insensible a l'echelle des entrees et des sorties. L'introduction de la correlation a pour eet
de normaliser les entrees et les sorties. Le seul inconvenient est la necessite d'exprimer la
racine carree d'une matrice. Si la methode s'avere ecace par la normalisation des donnees
mesurees, elle necessite un temps de calcul prohibitif pour un systeme embarque. En eet, la
methode implique une inversion des matrices. La taille des donnees etant variable, le temps de
calcul de l'inverse des matrices est non deterministe donc peu approprie pour une acquisition
temps-reel.
3.4 Resume
Ce chapitre presente un eventail de methodes d'identication en particulier celles reliees
aux modeles d'etat. Pour utiliser ces dierentes methodes, la bo^te a outils de Matlab sera
utilisee. La selection du meilleur outil d'identication est guidee generalement par le type
des donnees fournies. La qualite des donnees mesurees est egalement evaluee par la bo^te a
outils. Ainsi lorsque la correlation est etablie entre les donnees anterieures (entrees et sorties
passees) et l'erreur de prediction, l'outil d'identication selectionnera la methode CVA lors
de l'identication du systeme. De la me^me facon, l'outil est en mesure d'evaluer les dierents
algorithmes et de selectionner celui qui correspond au maximum avec les donnees.
Pour limiter les temps de calcul et comme cela est precise au debut du chapitre, deux etapes
sont necessaires avant l'etape d'identication presentee dans le present chapitre. Il s'agit tout
d'abord de fournir une structure adequate representant le vol stationnaire de l'helicoptere.
Cette structure du modele passe par une connaissance des phenomenes physiques mis en jeu
dans le vol stationnaire d'un helicoptere et ensuite par la mesure des donnees representant
de facon dele le vol stationnaire de l'helicoptere. Le chapitre suivant exposera le modele
parametrique de l'helicoptere qui sera soumis a l'identication.
34
CHAPITRE 4
MODELE PARAMETRIQUE
Tout d'abord, l'helicoptere est considere comme un corps rigide dont les equations du
mouvement sont regies par les lois de Newton-Euler. Par la suite, la mobilite de l'helice par
rapport au reste du vehicule est consideree. Etant donne que l'helicoptere est un vehicule
aerien, l'aerodynamique a ete utilisee pour determiner les forces appliquees. Finalement,
les specicites inherantes au modele reduit de l'helicoptere viendront completer le modele
parametrique de l'helicoptere.
4.1 Denition des reperes
L'helicoptere est considere comme un solide rigide disposant de six degres de liberte ; ces
degres se denissant comme les trois translations et les trois rotations possibles dans l'espace.
Trois reperes seront utilises pour etudier la dynamique de l'helicoptere. Pour utiliser les lois
de la mecanique classique, il est important de disposer d'un repere galileen. Pour denir un
tel repere, il est important de preciser deux hypotheses :
{ la duree de l'experience etant reduite (une dizaine de minutes), la Terre est supposee
xe pendant toute l'experience.
{ l'experience couvrant un espace reduit (une centaine de metres carres), la Terre est
supposee plate.
A partir de ces hypotheses, le repere Terrestre-xe est deni comme suit :
{ l'origine est un point xe de la Terre
{ l'axe x est choisi arbitrairement tangent a la couche terrestre
{ l'axe z est choisi vertical oriente vers le bas
{ l'axe y est egalement tangent a la couche terrestre et oriente de facon a obtenir un
triedre droit.
Ce repere est utilise comme reference et suppose galileen, donc propre a l'usage des lois de la
mecanique classique.
Pour evaluer les forces s'exercant sur le vehicule, un deuxieme repere est deni, le repere
Vehicule presente a la gure 4.1. Il se denit comme suit :
{ l'origine est le centre de gravite du vehicule
{ l'axe x pointe vers le nez de l'helicoptere dans le plan symetrique du vehicule
{ l'axe y pointe vers la droite de l'helicoptere
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Figure 4.1 Repere lie au vehicule
{ l'axe z pointe vers le fond du vehicule pour former un triedre droit.
Ce repere est lie au vehicule. En eet les forces generant le mouvement de l'helicoptere se
trouvent lies au mobile ; il est donc plus aise de les exprimer dans un tel repere.
Finalement pour assurer la transition entre ces deux premiers reperes, un troisieme est
deni comme etant spatial. Ce repere s'oriente tout comme le repere Terre mais son origine
est le centre de gravite de l'helicoptere. Ce repere est deni pour assurer une coherence au
niveau de l'orientation du vehicule tout au long de l'experience. Pour simplier l'experience,
au debut de la simulation, les choix arbitraires du repere Terre s'appuient sur la position
de l'helicoptere au demarrage. Ainsi les orientations des reperes s'alignent parfaitement au
demarrage.
4.2 Modele mathematique
Figure 4.2 Schema-bloc du modele mathematique de l'helicoptere
la gure 4.2 presente les entrees et les sorties du modele de l'helicoptere. Pour mieux
etayer le modele de l'helicoptere, il a ete subdivise en sous-blocs. Cette division du modele
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suit d'une part les entites physiques qui regissent le mouvement de l'helicoptere et d'autre
part les changements de repere pour rendre possibles l'application des lois de la mecanique
classique. La gure 4.3 presente cette subdivision du modele. Le modele mathematique se
Figure 4.3 Schema-bloc du modele mathematique de l'helicoptere
decompose en quatre parties :
{ le premier bloc est le plateau cyclique qui est l'element central du contro^le de l'helico-
ptere
{ le deuxieme bloc illustre la generation des forces aerodynamiques mises en jeu au niveau
de l'helicoptere
{ le troisieme bloc detaille la repartition de la poussee sur les dierents axes et la genera-
tion des dierents couples sur l'engin. Il explicite l'expression des forces aerodynamiques
dans le repere vehicule.
{ le quatrieme bloc presente les equations de mouvement d'un solide rigide dans l'espace
4.2.1 Equations d'un corps rigide
Figure 4.4 Schema-bloc des equations d'un corps rigide
Ce paragraphe detaille la dynamique de l'helicoptere. Le vehicule est considere comme
un corps rigide dans l'espace pour l'application des lois de la dynamique. Pour ce faire, une
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transition est faite entre le repere vehicule et le repere inertiel dans lequel les lois de la
mecanique classique. Les forces et les couples qui s'appliquent au vehicule sont generalement
presentes dans le repere Vehicule ; ce repere etant mobile, les lois de Newton ne pourraient
pas s'y appliquer. Il incombe de les ramener dans le repere inertiel adequat ou les lois de la
mecanique classique sont satisfaites. Cette transformation se fait au moyen de la matrice de
rotation introduite pluto^t pour la transformation du poids. Apres cette transformation, les
lois de Newton sont appliquees pour etablir le lien entre la force et le couple d'une part et les
accelerations et les vitesses qui decrivent la dynamique du vehicule. D'autre part, la matrice
de rotation sera presentee ; ensuite l'application de cette matrice de rotation aux dierentes
forces s'exercant sur le vehicule et enn les lois de la mecanique classique (Euler et Newton)
seront appliquees au solide rigide qu'est l'helicoptere.
Matrices de rotation et angles d'Euler
La rotation autour de l'axe x (axe longitudinal) induit un mouvement de roulis donc
l'angle de rotation est ϕ et la matrice de rotation est :
Cx(ϕ) =

1 0 0
0 cos(ϕ) sin(ϕ)
0 − sin(ϕ) cos(ϕ)
 (4.1)
La rotation autour de l'axe y (axe lateral) induit un mouvement de tangage donc l'angle de
rotation est θ et la matrice de rotation est :
Cy(θ) =

cos(θ) 0 − sin(θ)
0 1 0
sin(θ) 0 cos(θ)
 (4.2)
La rotation autour de l'axe z (axe vertical) induit un mouvement de lacet donc l'angle de
rotation est ψ :
Cz(ψ) =

cos(ψ) sin(ψ) 0
− sin(ψ) cos(ψ) 0
0 0 1
 (4.3)
Ces dierentes rotations sont utilisees pour les transformations entre le repere Vehicule
et le repere inertiel. La sequence des rotations est denie comme ψ → θ → ϕ et donne lieu a
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la matrice :
R(Θ) =

c(θ)c(ψ) c(θ)s(ψ) −s(θ)
s(ϕ)s(θ)c(ψ)− c(ϕ)s(ψ) s(ϕ)s(θ)c(ψ) + c(ϕ)c(ψ) s(ϕ)c(θ)
c(ϕ)s(θ)c(ψ) + s(ϕ)s(ψ) c(ϕ)s(θ)s(ψ)− s(ϕ)c(ψ) c(ϕ)c(θ)
 , (4.4)
ou c(α) = cos(α), s(α) = sin(α) et α ∈ {θ, ϕ, ψ}
Cette matrice de rotation permet la transformation du repere spatial au repere vehicule.
Vitesses angulaires
La vitesse angulaire du vehicule par rapport au repere inertiel est utile dans l'expression
des mouvements de rotation. Dans l'analyse du modele, la vitesse angulaire du vehicule est
exprimee de deux facons dierentes ; ces deux notations sont justiees par les deux reperes
de travail : le repere Vehicule et le repere Spatial. La representation de la vitesse angulaire
dans le repere inertiel est notee

Φ˙
θ˙
ψ˙
 ; cette derniere representation est utile pour evaluer
l'orientation du vehicule, les angles d'Euler. La seconde representation, notee ω est celle
fournie par les capteurs xes sur le vehicule et represente la projection de la vitesse angulaire
dans le repere Vehicule. La relation entre ces deux expressions est decrite dans Bak (2002)
comme etant :
ω =

p
q
r
 =

Φ˙
0
0
+ Cx(Φ)

0
θ˙
0
+ Cx(Φ)Cy(θ)

0
0
ψ˙

D'ou
ω =

1 0 − sin(θ)
0 cos(ϕ) sin(ϕ) cos(θ)
0 − sin(ϕ) cos(ϕ) cos(θ)
 Θ˙⇔ Θ˙ =

1 sin(ϕ) tan(θ) cos(ϕ) tan(θ)
0 cos(ϕ) − sin(ϕ)
0 − sin(ϕ)cos(θ)
cos(ϕ)
cos(θ)
ω (4.5)
Lois de Newton et accelerations lineaires
Pour determiner la dynamique de l'helicoptere, il est important de considerer le principe
fondamental de la dynamique qui stipule que :
∑
F⃗ = ma⃗,
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ou
∑
F⃗ designe la resultante des forces appliquees sur le vehicule, m la masse du vehicule et
a⃗ l'acceleration du vehicule. Cette loi s'applique dans un repere galileen. Le repere terrestre
est considere comme galileen. Etant donne le fait que l'etude de la dynamique de l'helicoptere
implique plusieurs reperes, il sera utile de rappeler le theoreme du changement de base d'une
derivee vectorielle qui se formule comme suit :dV⃗
dt

R
=
dV⃗
dt

R1
+ ΩR/R1 ∧ V⃗ ,
ou V⃗ est le vecteur a deriver et ΩR/R1 est la vitesse angulaire entre les deux bases. En
considerant que le principe fondamental de la dynamique n'est applicable que dans un repere
inertiel alors l'acceleration sera consideree dans le repere terrestre. A partir du principe
fondamental, on obtient l'acceleration dans le repere Terre, cette acceleration n'est autre que
la derivee du vecteur vitesse dans le repere Terre. Ceci se traduit par les equations suivantes :
a⃗ = 1
m
F⃗ = dV⃗
dt T
Par le changement de base pour la derivee d'un vecteur ici le vecteur V⃗ , on obtient que :
dV⃗
dt T
= dV⃗
dt V
+ ωE/V ∧ V⃗V
En combinant les deux equations, il resulte que :
dV⃗
dt V
= 1
m
F⃗ − ωE/V ∧ V⃗V . (4.6)
Equations des mouvements en rotation et Accelerations angulaires
Les equations des mouvements en rotation sont determinees en appliquant au principe de
conservation du moment angulaire. En eet le principe de conservation du moment angulaire
stipule que :
τ = ˙⃗H,
ou τ designe l'ensemble des moments externes s'appliquant sur le vehicule et H⃗ est le
moment angulaire du vehicule. Cette relation est valable dans un repere inertiel. Pour ce
faire, il est important de rappeler le changement de base pour la derivee du vecteur H⃗,
˙⃗
H = dH⃗
dt T
= dH⃗
dt V
+ ωE/V V⃗V .
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Par ailleurs, H⃗ = Iω, ou I est la matrice d'inertie. En combinant ces deux equations, il
resulte que :
τ = dI
dt V
ω + I dω
dt
+ ωIω.
Le corps etant rigide, I est constant alors
ω˙ = I−1 (τ − ωIω) (4.7)
4.2.2 Forces et Couples
Figure 4.5 Schema-bloc des Forces et des Couples
Ce bloc resume la distribution des dierentes forces sur les dierents axes du vehicule. Pour
ce faire, il est important d'enumerer les principales forces qui s'appliquent sur le vehicule :
{ la portance de l'helice principale Tmr
{ la portance du rotor de queue Ttr
{ le poids de l'appareil P
Pour une meilleure clarte, la contribution de chaque force est presentee.
Contribution de la portance de l'helice principale Tmr
Comme l'indique la gure 4.15, l'inclinaison du disque de l'helice distribue la portance
sur les dierents axes du vehicule. Cette distribution obeit aux equations suivantes :
fx,mr = −Tmr sin(β1c)
fy,mr = Tmr sin(β1s)
fz,mr = −Tmr cos(β1s) cos(β1c)
(4.8)
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Une fois les dierentes composantes de la portance identiees, il est possible de determiner
le couple exerce par l'helice principale. Le centre d'application de la portance est le centre de
l'helice principale. L'expression du couple dependant de la distance de la force par rapport
au centre de gravite, les coordonnees des dierents centres d'application sont exprimes par
rapport au centre de gravite. Soit le centre d'application Imr deni comme suit

xmr
ymr
zmr

L'expression du couple genere par Tmr est τmr :
τmr =

fy,mrzmr + fz,mrymr
fx,mrzmr + fz,mrxmr
fx,mrymr + fy,mrxmr
 (4.9)
Contribution de la portance du rotor de queue Ttr
S'agissant du rotor de queue, le plan de l'helice de queue etant solidaire de l'helicoptere,
seule la composante suivant l'axe lateral est non nulle.
fx,tr = 0
fy,tr = Ttr
fz,tr = 0
(4.10)
Le centre d'application de la portance, Itr

xtr
ytr
ztr
 est le centre de l'helice. L'expression du
couple genere par Ttr est τtr :
τtr =

fy,trztr
0
fy,trxtr
 (4.11)
Contribution du poids
Le poids etant une force inertielle s'exprimant dans le repere inertiel, la matrice de trans-
formation est appliquee pour obtenir la contribution du poids aux divers axes du vehicule
d'ou : 
fx,P = −mg sin(θ)
fy,P = mg sin(ϕ) cos(θ)
fz,P = mg cos(ϕ) cos(θ)
(4.12)
Le poids s'appliquant au centre de gravite, il ne genere aucun couple.
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Analyse et Commentaires
Dans cette partie, les forces de tra^nee ont ete volontairement negligees. Cette considera-
tion est motivee par deux raisons :
{ l'eet de la tra^nee est negligeable en vol stationnaire
{ la tra^nee est un eet indesirable de la generation de la portance donc une pertur-
bation. Si la tra^nee decoule de la generation de la portance, son eet sera considere
dans l'analyse comme perturbateur. Il incombera donc au contro^le de palier a cette
perturbation.
4.2.3 Generation de la portance
Figure 4.6 Schema-bloc de la generation de la portance
Expression de la portance de l'helice principale
Cette partie se concentre sur la generation de la portance. Le mouvement relatif d'un
solide dans un uide genere une force aerodynamique. Dans le cadre de l'helicoptere, le uide
est l'air et le solide est l'helice principale. La force aerodynamique generee se decompose
comme le presente la gure 4.7. La tra^nee est la composante horizontale de la force qui
s'oppose au mouvement de l'helice. La portance est la composante verticale de cette force qui
s'oppose au centre de gravite. D'apres Heey et Mnich (1988), la generation de la portance
est decrite par l'equation suivante :
Tmr = (wb − vi)ρΩR
2aBc
4 , (4.13)
ou
{ ρ la densite de l'air,
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Figure 4.7 Force aerodynamique
{ Ω la vitesse angulaire du rotor,
{ R est le rayon de l'helice,
{ a le gradient de la portance,
{ B le nombre de pales de l'helice,
{ c la corde de l'helice,
{ wb est la vitesse de l'helice relative a l'air et
{ vi est la vitesse induite par le deplacement de l'helice par rapport au uide.
La vitesse de l'helice relative a l'air, wb est denie comme suit :
wb = wr +
2
3ΩRβc +
3
4θtwist, (4.14)
wr = w + (β1c + is)u− β1sv, (4.15)
vˆ2 = u2 + v2 + wr(wr − 2vi), (4.16)
A = πR2, (4.17)
ou
{ u, v, w sont les vitesses en translation,
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{ wr est la composante de wb due aux mouvements en translation dans l'espace,
{ θtwist est un parametre qui traduit la torsion de la pale,
{ les angles β1c, β1s et is traduisent les inclinaisons du plan de l'helice.
La vitesse induite vi est denie comme suit :
vi =
√√√√( vˆ2
2
)2
+ Tmr2ρA − vˆ
2/2. (4.18)
Cette denition suggere une evaluation recursive de la portance puisque vi, la vitesse induite
est produite par la portance et sert egalement a evaluer cette portance.
Analyse pour la simplication de l'expression de la portance
L'etude portant sur le vol stationnaire de l'helicoptere, le vecteur vitesse V est considere
comme nul. En ce qui concerne les pales de l'helice principale, θtwist est nul. En tenant compte
de ces hypotheses, l'expression de la vitesse induite est :
vi =
√
Tmr
2ρA. (4.19)
Et la vitesse de l'helice par rapport a l'air est :
wb =
2
3ΩRβc. (4.20)
Alors l'expression simpliee de la portance de l'helice principale en vol stationnaire est :
Tmr =
(
2
3ΩRβc −
√
Tmrold
2ρA
)
ρΩR2aBc
4 (4.21)
Analyse et considerations pratiques
De tous les parametres cites, a le gradient de portance necessite des essais en souerie.
Ce gradient depend generalement du prol de la pale de l'helice principale. Ω la vitesse
angulaire de l'helice est constante. Pour maintenir cette vitesse constante, un couplage est
fait entre la puissance fournie par le moteur et l'angle de pas collectif βc. Lorsque l'angle
d'attaque augmente, la resistance de l'air sur la pale augmente et la vitesse angulaire de
l'helice diminue. L'entree Puissance du moteur indiquee a la gure 4.6, est utilisee pour
maintenir la vitesse angulaire de l'helice. Etant donne ce couplage entre le pas collectif et la
puissance du moteur, l'entree de la puissance du moteur sera ignoree et la vitesse angulaire
de l'helice sera consideree comme constante.
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Expression de la poussee de l'helice de queue
De facon similaire, la portance exercee par le rotor de queue, Ttr peut e^tre estimee mais
les simplications au niveau de la poussee de la queue sont d'un autre ordre etant donne le
plan de rotation de l'helice de queue.
Ttr = (wb − vi)ρΩR
2
tratrBctr
4 , (4.22)
ou ρ la densite de l'air, Ω la vitesse angulaire du rotor, R est le rayon de l'helice, a le gradient
de la portance, B le nombre de pales de l'helice, c la corde de l'helice, wb est la vitesse de
l'helice relative a l'air et vi est la vitesse induite par le deplacement de l'helice sur le uide.
La vitesse de l'helice relative a l'air,wb est denie comme suit :
wb = wr +
2
3ΩtrRtrβp, (4.23)
wr = va + rlt + pht, (4.24)
vˆ2tr = (wa + qlt)2 + u2a + wr(wr − 2vi), (4.25)
A = πR2, (4.26)
ou
{ u, v, w sont les projections sur les axes de l'helicoptere de la vitesse de translation,
{ wr est la composante de wb due aux mouvements en translation dans l'espace,
{ θtwist est un parametre qui traduit la torsion de la pale.
{ les angles β1c, β1s et is traduisent les inclinaisons du plan de l'helice.
La vitesse induite vi est denie comme suit :
vi =
√√√√( vˆ2tr
2
)2
+ Ttr2ρA − vˆ
2
tr/2 (4.27)
Cette denition suggere une evaluation recursive de la portance puisque vi, la vitesse induite
est produite par la portance et sert egalement a evaluer cette portance.
Analyse et considerations pratiques
Dans le cadre de la presente etude, le mouvement en lacet de l'helicoptere est neglige.
Aussi l'identication des parametres lies a cette dynamique n'est pas couverte.
La presentation du modele se termine par la presentation des parametres speciques
au type d'helicoptere choisi. Ces parametres seront presentes au cours de la description de
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l'helicoptere.
4.2.4 Helicoptere T-REX 550e
Dans le cadre de la realisation du banc de tests, il a fallu choisir un modele reduit d'heli-
coptere. L'helicoptere choisi est le T-REX 550e presente a la gure 4.8. C'est un helicoptere
reduit radiocommande de la compagnie Align.
Figure 4.8 Helicoptere T-REX 550e
Criteres de choix
Le choix a ete motive par les criteres suivants :
{ le type de motorisation : La motorisation electrique est choisie pour le vol interieur.
L'absence de gaz d'echappement limite l'impact environnemental. L'autre raison est la
variation du centre de gravite. Le moteur etant alimente par des piles electriques, le
vehicule ne subit aucune variation du poids au cours du vol.
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{ la charge utile du vehicule : etant donne le systeme embarque a bord du vehicule, la
charge utile a ete utilisee pour selectionner le vehicule. La charge utile a ete estimee a
750 g. Le T-REX 550e a une charge utile de 1 kg.
{ l'agilite du vehicule : les modeles reduits permettent d'implementer le vol 3D. Le vol
3D permet a l'helicoptere d'eectuer les gures acrobatiques et de disposer des angles
roulis et de tangage au-dela de 90 degres. Le T-REX 550e est capable du vol 3D.
Cette propriete permettra d'elargir les types de commande de vol envisageables avec la
plateforme actuelle.
Actionneurs de l'helicoptere
Les actionneurs de l'helicoptere sont des servomoteurs electriques presentes a la gure
4.10. Ce sont des servomoteurs digitaux par opposition aux servomoteurs analogiques qui
recoivent directement un courant continu. Le servomoteur digital est un moteur qui convertit
le signal PWM en position angulaire. Le signal PWM est presente a la gure 4.9
Figure 4.9 Signal PWM avec dierents rapports cycliques
Le servomoteur digital est compose des parties suivantes :
{ le contro^leur : c'est un circuit electrique qui recoit la commande generalement un signal
PWM , la convertit en courant DC . Cette commande est comparee avec la position
mesuree par le capteur de position et fournit la commande adequate au moteur. La
conversion du signal PWM en courant continu se fait au moyen d'un ltre passe-bas.
{ le moteur : il s'agit d'un moteur DC sans balai. Il convertit le courant DC recu du
contro^leur en deplacement mecanique vers la position desiree. Ce moteur dipose d'un
systeme d'engrenages pour modier la vitesse et le couple du servomoteur. Le moteur
DC est approxime par une fonction de transfert du premier ordre parce que la dyna-
mique electrique est negligeable par rapport a la dynamique mecanique du moteur.
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{ le capteur de position : il mesure la position angulaire. Il s'agit generalement d'un
potentiometre donc s'approxime par un gain dans la boucle de retour de la position.
Figure 4.10 Servomoteur
Plateau cyclique du T-REX 550e
Figure 4.11 Schema-bloc du plateau cyclique
Description Le plateau cyclique est l'element essentiel de l'helicoptere puisqu'il reunit en
son sein le pas collectif, le pas cyclique lateral et le pas cyclique longitudinal. Le plateau
cyclique (gure 4.12 ) est le mecanisme utilise pour l'inclinaison des pales et l'inclinaison du
plan de rotation de l'helice. En fait, c'est un plateau qui coulisse le long de l'axe central de
l'helice et il peut en me^me temps osciller dans tous les sens autour d'une rotule. Ce sont ces
oscillations, commandees par le pilote au moyen du manche cyclique, qui sont a la base de
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la variation cyclique du pas. Cette derniere est utilisee pour contro^ler la direction de la force
aerodynamique et par extension la portance Tmr. Le changement de direction de la portance
permet a l'helicoptere de se mouvoir horizontalement. La variation de l'angle d'incidence des
pales est liee a l'action du pas collectif. Elle permet de modier l'amplitude de la portance
de l'helice principale . La portance etant en tout temps perpendiculaire au plan forme par la
circonvolution des pales, la variation de son amplitude fait monter ou descendre le vehicule.
Le plateau cyclique inuence donc l'amplitude et l'orientation de la poussee principale Tmr.
Figure 4.12 Le plateau cyclique
Analyses et considerations pratiques Le plateau cyclique est concu diversement d'un
helicoptere a un autre ; ce fait explique qu'il n'est pas souvent decrit dans la litterature et
inclus dans les modeles d'helicoptere reduits. Dans le developpement d'un modele precis, il
est judicieux de decrire le plateau cyclique du modele reduit parce qu'il permet de mieux
cerner le couplage entre les dierents contro^les de l'helicoptere. De par sa conception, l'he-
licoptere impose un couplage des dierents actionneurs dans la realisation de ces dierentes
missions. Ce couplage se retrouve au niveau du plateau cyclique qui contro^le les mouvements
en altitude et en attitude de l'helice principale. Par ailleurs, il faut rappeler que les action-
neurs du plateau cyclique etant des servomoteurs, le plateau cyclique induit une constante
de temps dans la commande ; pour ce faire il doit e^tre pris en compte pour la precision de
la commande. Le plateau cyclique de l'helicoptere est presente a la gure 4.13. Il est mu^ par
trois servomoteurs chacun dispose au sommet d'un triangle equilateral ; ce qui explique les
trois entrees representees par Servomoteur1, Servomoteur2 et Servomoteur3. La disposition
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Figure 4.13 Plateau cyclique du T-REX 550e
des servomoteurs actionnant le plateau cyclique est presentee a la gure 4.14
Par leurs dierentes actions les servomoteurs inclinent le plan de l'helice ; ces dierentes
inclinaisons sont presentees a la gure 4.15
Analyse de la geometrie du plateau cyclique L'action des servomoteurs sur le
plateau cyclique tel que decrit est fortement couplee. Le couplage est du^ au fait que les
me^mes actionneurs sont utilises pour induire les dierentes rotations a l'helice. Pour mieux
expliquer la genese de ces rotations, une notation est introduite. Cette notation s'inspire du
fait que les inclinaisons de l'helice impliquent des dierences de hauteur entre les dierents
actionneurs. Ainsi une dierence de hauteurs entre les servomoteurs 1 et 2 sera notee δ1/2
Mouvement de roulis de l'helice Pour le roulis de l'helice seuls les servomoteurs
2 et 3 sont sollicites, le servomoteur 1 etant situe sur l'axe longitudinal. Pour imprimer
un mouvement de roulis a l'helice, il faut une elevation au niveau du servomoteur 2 et un
abaissement au niveau du servomoteur 3. Pour eviter les contraintes sur la structure, les
changements de niveau de part et d'autre seront consideres comme egaux. Soit δr cette
variation de hauteur qui est denie comme suit si βr l'inclinaison laterale de l'helice :
δr =
d
2 tan(βr), (4.28)
et d est le co^te du triangle equilateral ayant a ses sommets les trois servomoteurs
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Figure 4.14 Localisation des servomoteurs du plateau cyclique
Figure 4.15 Inclinaisons du plan de l'helice
Mouvement de tangage de l'helice Pour le tangage de l'helice tous les servomoteurs
sont utilises. Pour imprimer un mouvement de tangage a l'helice, il faut une elevation au
niveau du servomoteur 1 et un abaissement simultane au niveau des servomoteurs 2 et 3.
Pour eviter les contraintes sur la structure, les changements de niveau de part et d'autre
seront consideres comme egaux. Soit δt cette variation de hauteur qui est denie comme suit
si βt l'inclinaison longitudinale de l'helice :
δt =
d
√
3
4 tan(βt), (4.29)
et d est le co^te du triangle equilateral ayant a ses sommets les trois servomoteurs
52
Mouvement d'elevation de l'helice Pour l'elevation ou l'abaissement de l'helice, tous
les servomoteurs sont utilises. Cette variation du plateau de l'helice produit une variation de
l'angle d'attaque de l'helice et donc une variation de l'amplitude de la portance. Pour produire
une telle variation, tous les servomoteurs sont mis a contribution de facon egale. Si δc est la
variation en hauteur induit par chaque servomoteur et βc l'angle du pas collectif.
δc = k1βc + k2, (4.30)
ou k1 et k2 sont des constantes determinees experimentalement.
Analyse dynamique du plateau cyclique Au prealable nous avons vu que le plateau
cyclique induisait un couplage entre les pas cycliques et le pas collectif. Il convient de rappeler
que toutes les actions du plateau cyclique s'eectuent sur un disque en mouvement. L'analyse
precedente considere le disque du rotor comme un disque statique. A ce niveau, la vitesse du
rotor est prise en compte d'ou le caractere dynamique de l'analyse. Considerant que le disque
du rotor en mouvement, il existe une constante de temps entre l'action reelle du pilote et
l'inclinaison du plan de l'helice.
4.2.5 Analyse du modele
L'analyse du modele se fera en considerant les dierents modes de vol de l'helicoptere.
L'etude de la mecanique du vol de l'helicoptere peut decomposer le deplacement du vehicule
en plusieurs phases que sont :
{ le vol stationnaire : c'est la phase de vol ou la force de sustentation de l'helicoptere
annule le poids du vehicule. De facon vectorielle, cela se traduit par une force aero-
dynamique ayant la me^me direction et la me^me intensite que le poids. Dans ce mode,
l'altitude est constante et les vitesses de translation sont nulles.
{ le vol vertical : c'est la phase de vol ou la force aerodynamique conserve la me^me
direction que le poids mais une intensite dierente. Cette dierence d'intensite se traduit
par un mouvement ascendant ou descendant. Ce mode se traduit par une changement
de l'altitude tout en limitant les deplacements horizontaux.
{ le vol en palier : c'est un mode de vol ou la direction de la force aerodynamique est
dierente de celle du poids. Ce changement de direction est possible par le plateau
cyclique qui imprime des inclinaisons au plan de l'helice.
La presente etude portera sur le mode de vol stationnaire.
Par ailleurs, la subdivision du modele a permis de distinguer deux sources principales de
force au niveau des equations de portance : l'helice principale et l'helice de la queue. Dans
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la conception des modeles reduits d'helicoptere, ces deux sources de force ont inspire deux
mecanismes de stabilisation que sont :
{ l'helice stabilisante presente au niveau du plateau cyclique : elle est disposee en angle
droit par rapport a l'helice principale et permet de maintenir l'horizon lors des rafales
de vent.
{ le gyrometre compensateur present au niveau du rotor de queue : ce gyrometre permet
de compenser l'eet gyroscopique issu du mouvement de l'helice principale. Il modie
l'angle des pales de l'helice de queue en fonction de la vitesse de l'helice
Considerant le T −REX 550e utilise pour l'etude, l'helice stabilisante est remplacee par un
dispositif numerique mais le principe est identique. Ce detail de conception des helicopteres
reduits illustrent la possibilite de traiter independamment les dierentes entrees du systeme.
La presente etude se concentre sur la stabilisation de l'assiette de l'helicoptere en vol sta-
tionnaire. Dans le cadre de l'etude, certaines simplications du modele sont possibles. Les
hypotheses suivantes seront prises en compte :
{ le lacet (ψ) sera considere comme xe donc la vitesse angulaire (r) autour l'axe z est
consideree comme nulle.
{ l'altitude(z) est supposee xe donc la vitesse suivant l'axe z (w) est nulle.
Considerant ces hypotheses, le systeme decrivant le mouvement de l'helicoptere se trouve
reduit. Ainsi les nouvelles entrees du systeme sont :
{ le pas lateral
{ le pas longitudinal
{ le pas collectif
Les sorties a prendre en compte sont :
{ le tangage et le roulis pour les angles
{ les vitesses angulaires suivant les axes x, y.
Notons ici l'absence de la vitesse et de l'acceleration lineaires parmi les sorties. Cette absence
est justiee par le fait que l'etude porte sur l'assiette de l'helicoptere, la position se trouve
secondaire. Bien entendu ces variables du modele ne sont pas exclues du modele mais feront
partie de la dynamique interne du systeme. Ce fait s'explique par le couplage des commandes
au niveau de l'helicoptere. En eet une variation du pas longitudinal ou du pas lateral induit
une variation d'altitude donc une vitesse suivant l'axe z.
Notons ici la presence du pas collectif parmi les entrees du modele. Le pas collectif a ete
presente comme l'entree modulant l'amplitude de la portance et a priori dans le cadre du
vol stationnaire, elle devrait demeurer constante. Dans le cas de certains modeles reduits
d'helicoptere, c'est souvent le cas lorsque la variation de l'amplitude de la portance peut se
faire a travers des helices stabilisantes ; tel n'est pas le cas de l'helicoptere de l'experience.
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La modulation de l'amplitude est de facon numerique au moyen d'un contro^leur numerique
qui modie la valeur du pas collectif en fonction de l'inclinaison. Ceci justie l'inclusion du
pas collectif comme entree du modele mathematique simplie. Aussi l'examen du modele de
l'helicoptere devra inclure l'identication du contro^leur numerique pour garantir la stabilite.
Les hypotheses posees au cours de cette analyse serviront de base pour la linearisation du
modele une fois les parametres du modele non lineaire identie. Il est important de rapporter
que les simplications faites pour aboutir au modele a deux degres de liberte actuel seront
revues au cours de l'identication du modele. L'helicoptere considere etant reel, certains
phenomenes negliges au cours de la simplication du modele ont reellement un impact sur la
position stationnaire de l'helicoptere.
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CHAPITRE 5
INTSTRUMENTATION EMBARQUEE
Une fois le modele parametrique obtenu, il est necessaire d'identier les parametres du
systeme. Pour ce faire, l'instrumentation a ete concue pour mesurer les variables dynamiques
du systeme. Cette partie presentera le systeme embarque a bord de l'helicoptere pour faire
les mesures adequates. Le l conducteur de cette partie sera l'identication des principaux
parametres du modele. En eet, on distingue dans la presentation du modele trois types
de donnees au niveau du modele parametrique que sont les entrees, les variables d'etat et
les sorties qui sont des combinaisons des variables d'etat. Aussi pour identier le modele
de l'helicoptere, il a fallu mesurer les dierents types de donnees. Tout d'abord, l'instrument
utilise pour mesurer les entrees du systeme : le contro^leur des servomoteurs. Ensuite la centrale
inertielle utilisee pour mesurer les variables d'etat sera decrite. Enn l'ordinateur embarque
et le logiciel utilises pour interfacer les dierentes cartes seront presentes.
5.1 Contro^leur des servomoteurs
5.1.1 Utilite du materiel
Les servomoteurs sont les actionneurs du vehicule. Par leurs dierentes positions, ils per-
mettent d'imprimer les inclinaisons necessaires aux helices. La carte d'acquisition est le point
d'entree (en phase de lecture) et de sortie (en phase d'ecriture) vers les actionneurs du sys-
teme. Cette carte permet de mesurer les entrees du modele theorique. Lors de la phase d'essais
en vol, la carte d'acquisition se comporte en man-in-the-middle. Le man-in-the-middle est
une technique de hacking qui permet de s'inserer dans une communication entre deux tierces
parties. Pour que l'insertion soit discrete, il faut e^tre en mesure de decrypter et d'encrypter
les messages sans porter prejudice a la communication. Dans le cadre de l'etude, il s'agissait
de ne pas retarder l'application des commandes sur l'helicoptere pour ne pas modier le pilo-
tage de l'helicoptere. La carte d'acquisition lit les donnees provenant de l'operateur externe
et les redirige vers les servomoteurs.
5.1.2 Criteres de choix
Pour cette carte d'acquisition, le nombre de canaux disponibles, le mode de communi-
cation et le poids de la carte ont constitue les principaux criteres. Considerant les contro^le
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du modele reduit choisi, il fallait au minimum 7 canaux repartis de la facon suivante : 5
canaux sont utilises pour les dierentes entrees ; 1 canal est utilise pour la sauvegarde des
donnees et 1 dernier canal pour permuter le mode de vol (autonome ou manuel). Le mode
de communication est le mode seriel etant donne la disponibilite des ports de l'ordinateur
embarque et surtout que la carte soit en mesure de communiquer les donnees en roue libre,
sans qu'il soit necessaire de l'interroger. Ce mode est important pour limiter le temps de
latence impose par les communications. Etant donne sa position dans l'acquisition, il fallait
ce mode de communication pour eviter que la carte n'ajoute un delai dans la retranscription
des commandes.
5.1.3 Caracteristiques techniques
Les servomoteurs utilises au niveau de l'helicoptere utilisent en entree un signal en modu-
lation de largeur d'impulsion (Pulse Width Modulation) ; c'est un signal carre dont la largeur
de l'impulsion est proportionnelle a la commande. Un carte d'acquisition est dediee pour la
lecture et la generation des signaux PWM. Il s'agit de l'UAV100 presente a la gure 5.1.
Cette carte est fabriquee par la compagnie PONTECH. Les caracteristiques techniques sont
Figure 5.1 Contro^leur de servomoteurs UAV100
les suivantes :
{ Communication : RS232 (115200 bps)
{ Nombre de servomoteurs en lecture/ecriture : 8
{ Frequence de raraichissement des donnees : 50Hz
{ Alimentation : 5V DC
{ Courant de sortie par servomoteur : 0.7A
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{ Dimensions : 5, 1 cm× 9 cm× 1.5 cm
{ Poids : 30 g
5.2 Centrale inertielle
5.2.1 Utilite de la centrale inertielle
Le modele theorique comporte des variables d'etat comme : l'orientation (tangage, roulis
et lacet), les vitesses angulaires et les accelerations en translation. Pour la plupart ces variables
d'etat sont des parametres inertiels. Il est imperatif donc de recourir a une centrale inertielle
dans le cadre de l'identication du modele de l'helicoptere. Pendant les essais en vol, la
centrale inertielle est utilisee pour mesurer les parametres inertiels
5.2.2 Criteres de choix
Tout comme le lecteur de signaux PWM , le poids et le mode de communication ont ete
determinants dans le choix de la centrale inertielle. Etant donne que la dynamique de vol
capturee par le modele parametrique couvre les six degres de l'helicoptere, il est necessaire
que la centrale inertielle dispose des trois axes dans la mesure des accelerations lineaires et
des vitesses angulaires.
5.2.3 Caracteristiques techniques
La centrale inertielle choisie est le V-NAV 100 presente a la gure 5.2. Elle est fabri-
Figure 5.2 Centrale inertielle integree V-NAV 100
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quee par la compagnie VECTORNAV. Elle est composee d'un gyrometre trois axes, d'un
accelerometre trois axes et d'un compas trois axes. Tous ses capteurs sont interfaces par un
microcontro^leur ARM . Ce microcontro^leur fait un pre-traitement des valeurs calculees. Ainsi
le microcontro^leur implemente un ltrage de Kalmann des dierentes valeurs recues des cap-
teurs. Les parametres du ltre, la frequence d'echantillonnage des donnees sont congurables
par la communication USB de la centrale inertielle. Le fait que la centrale inertielle dispose de
son unite de calcul est un atout pour l'ordinateur embarque. Les caracteristiques techniques
de la centrale inertielle se declinent comme suit :
{ orientation : Tangage (±90◦ ) Roulis (±180◦) Lacet (±180◦ )
{ vitesses angulaires : ±2000◦/s
{ acceleration : ±16g
{ frequence d'echantillonnage : 200Hz
{ communication : Serial on USB (921600bps)
{ alimentation : 5V / 0.5A
{ dimensions : 8cm× 8cm× 2.3cm
{ Poids : 60 g
5.3 Ordinateur embarque
5.3.1 Utilite du materiel
L'identication du modele de l'helicoptere requiert des tests en vol. Etant donne le ca-
ractere mobile du vehicule, il est donc necessaire de penser a un contro^leur embarque pour
enregistrer les dierentes entrees et les variables d'etat du systeme.
5.3.2 Criteres de choix
Les criteres qui ont guide le choix de l'ordinateur sont :
{ le poids : l'ordinateur doit e^tre le plus leger possible pour e^tre facilement portable.
{ l'architecture : l'architecture de l'ordinateur est importante pour permettre un proto-
typage rapide de la commande.
{ la robustesse du materiel : le systeme sera embarque sur le vehicule et donc sujet
aux vibrations. La robustesse appara^t comme un critere essentiel pour le choix de
l'ordinateur embarque
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5.3.3 Caracteristiques techniques et physiques
L'ordinateur embarque est un PC/104. Le PC/104 est un pc industriel qui se distingue
par sa petite taille (9 cm× 9.6 cm× 2.3 cm). Il est dote d'un processeur 486 d'une frequence
de 800MHz, d'une memoire vive de 512Mo. Il dispose de :
{ Processeur : Vortex 800Mhz
{ Memoire vive :512Mo
{ Peripheriques d'entree/sortie : quatre ports seriels RS-232, deux ports USB, deux ports
PS2, deux ports Ethernet
{ Alimentation : 5V DC
{ Dimensions : 9 cm× 9.6 cm× 2.3 cm
{ Poids : 110 g
Le systeme d'exploitation utilise est le systeme temps-reel QNX. L'ordinateur permet d'ac-
querir les donnees des dierents capteurs, de lire et de generer les signaux de commande pour
les dierents actionneurs de l'helicoptere. Le schema synoptique du contro^leur est presente a
la gure 5.3.
Pour mener a bout cette acquisition, une partie logicielle est associee au materiel presente.
Cette couche logicielle fait l'objet du prochain developpement.
5.4 Logiciel d'acquisition
Cette section sera divisee en deux parties : la premiere partie est consacree au logiciel
de prototypage rapide utilise RT-LAB et la seconde partie au modele d'acquisition et de
contro^le developpe pour l'instrumentation et le contro^le du vehicule.
5.4.1 Logiciel de developpement : RT-LAB
Pour interfacer les dierents modules, le logiciel RT-LAB a ete utilise. C'est un logiciel
de simulation temps-reel avec du materiel dans la boucle. Ce logiciel permet d'integrer des
donnees du monde reel dans la simulation. Pour acceder aux mesures des dierents capteurs,
un programme asynchrone est developpe. Ce programme permet de lire et d'ecrire et de lire
des donnees sur le port seriel et le port USB. Le port seriel est utilise pour communiquer
avec le contro^leur des servomoteurs et le port USB pour la centrale inertielle. Le programme
asynchrone communique avec le modele Simulink a traver la librairie Simulink Asynchrone
developpee par RT-LAB. Cette librairie est composee des blocs suivants :
{ un bloc de contro^le qui specie le programme asynchrone et parametrise la communica-
tion utilisee. Au moyen du masque du bloc presente a la gure 5.4 , on peut specier :
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Figure 5.3 Schema synoptique du contro^leur embarque
{ le type de carte emulant le peripherique USB au moyen du Vendor Id et du Device
Id.
{ la vitesse de communication du port seriel utilise par le contro^leur des servomoteurs
(BaudRate)
{ le format des donnees echangees par le protocole seriel (Parity, Data Size, Stop Bits,
Flow Control)
{ l'executable du processus asynchrone utilise pour l'acquisition des donnees.
{ le bloc de reception de donnees : ce bloc permet de recevoir des donnees des peri-
pheriques. Deux instances de ce bloc sont utilises dans le modele d'acquisition : une
instance pour le contro^leur des servomoteurs et la seconde pour la centrale inertielle.
Pour dierencier chacune des instances du bloc, un identiant specie dans le masque
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Figure 5.4 Masque Simulink du contro^leur du processus asynchrone
de chacun des blocs est utilise.
{ Le bloc d'envoi de donnees : ce bloc est utilise pour envoyer des donnees du modele vers
les peripheriques. Tout comme les blocs de reception, deux instances de ces blocs sont
utilises : une instance pour le contro^leur de servomoteurs et le second pour la centrale
inertielle.
La presentation des blocs de la librairie asynchrone permettra de mieux comprendre le fonc-
tionnement du modele d'acquisition. Dans la prochaine section, nous presenterons comment
ces dierents outils sont integres pour obtenir le systeme embarque.
5.4.2 Modele d'acquisition et de contro^le
Le modele d'acquisition est un modele typique de RT-LAB. Il est compose de deux sous-
systemes :
{ le premier sous-systeme nomme sm_autopilot est le sous-systeme ma^tre. Il est celui-
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qui est deploye sur l'ordinateur embarque.
{ le deuxieme sous-systeme nomme sc_console est une console comme son nom l'indique.
Elle nous permet de suivre le fonctionnement du systeme embarque. Ce sous-systeme
est execute sur la machine ho^te.
Il est important de rappeler que dans le contexte de RT-LAB, chaque sous-systeme s'execute
exclusivement sur un cur du CPU. Etant donne le PC/104 ne dispose que d'un cur, le
modele d'acquisition ne dispose que d'un sous-systeme sur l'ordinateur cible.
Sous-systeme ma^tre
Le sous-systeme ma^tre represente le logiciel qui sera deploye sur le systeme embarque.
Comme mentionne precedemment, le modele Simulink regroupe toutes les fonctionnalites dis-
ponibles dans le modele d'acquisition et de contro^le de l'helicoptere. Le sous-systeme ma^tre
s'articule autour d'une machine a etats disponible dans la boite a outils \State Flow". Cette
machine a etats joue le ro^le d'ordonnanceur du programme d'acquisition embarque. Il est
synchronise a partir du temps de simulation qui est garanti temps reel par la librairie \Real
Time Workshop" de Matlab Simulink et le systeme d'exploitation temps reel QNX. Les de-
passements de pas de calcul sont enregistres par les fonctions de mesures de temps introduites
dans le code genere par le logiciel RT-LAB. La machine a etats organise les dierentes ta^ches
en suivant un organigramme predeni. L'organigramme est determine principalement par les
dierentes caracteristiques des capteurs embarques sur la plateforme. Ainsi l'acquisition des
parametres inertiels est faite a une frequence de 200Hz alors la position des servomoteurs est
enregistree a 50Hz. Pour synchroniser ces dierentes acquisitions, le modele Simulink roule a
un pas de calcul d'une milliseconde. Ce compromis a ete etabli a partir des mesures de depas-
sement de pas de calcul par le logiciel RT-LAB et la necessite de faire certaines operations
entre les dierentes acquisitions. Il faut mentionner egalement que l'ordinateur embarque ne
disposant que d'un seul cur, toute l'activite de ce dernier n'est pas dedie au modele d'acqui-
sition. Certaines fonctions incompressibles du systeme d'exploitation s'executent egalement
au cours de l'acquisition. La caracteristique temps reel de l'acquisition est validee par un test
longue duree prenant en compte une horloge externe. L'erreur etait inferieure a une dizaine
de secondes sur une dizaine d'heures soit un ratio 1 sur 3600. Cet aspect est acceptable pour
l'experience qui dure generalement une dizaine de minutes. L'ordonnanceur peut modier
son comportement a partir des commandes envoyees a partir du pilote au cours des tests
en vol. Les principales actions du modele d'acquisition sont presentees a travers les sections
suivantes.
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Bloc IMU Le bloc IMU est le sous-systeme utilise pour communiquer avec la centrale iner-
tielle. Il est presente a la gure 5.5. Le vecteur IMU_DATA a la sortie du bloc IMU_Processing
Figure 5.5 Bloc Simulink de la Centrale Inertielle
est compose de :
{ l'orientation du vehicule : le tangage, le roulis et le lacet
{ le vecteur vitesses angulaires
{ le vecteur acceleration lineaire
Ce bloc fournit la plupart des variables d'etat du modele.
Bloc Servo Reader-Writer Le bloc Servo Reader-Writer occupe une place centrale dans
le modele d'acquisition. Il est presente a la gure 5.6. Le bloc Servo Reader-Writer est im-
Figure 5.6 Bloc Simulink du Contro^leur des servomoteurs
portant a cause de sa dualite du contro^leur de servomoteurs. Comme presente en 5.1, ce
contro^leur a la possibilite de lire et d'ecrire les positions des dierents servomoteurs. Ceci
justie le fait que ce bloc dispose de deux entrees et de trois sorties. Les interfaces d'entree
du bloc sont :
{ Pilot_mode : elle precise si le bloc est en mode lecture ou ecriture des positions. Dans
le mode manuel, le bloc se met en mode lecture des positions des servomoteurs. Dans
le mode autopilote, le bloc ecrit les positions fournies a son entree.
{ Servo_Positions : elle represente les positions des servomoteurs en mode autopilote.
Ces informations sont acheminees vers les servomoteurs en mode autopilote.
Les interfaces de sortie du bloc sont :
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{ Servo_Position_Read : elle fournit les positions des servomoteurs. Cette information
est utile lors de la phase d'identication du modele de l'helicoptere. Elle est egalement
utilisee par l'autopilote lors de la phase de transition du mode pilotage manuel au mode
pilotage automatique.
{ Commandes du pilote : elle represente les commandes du pilote. Les commandes de
pilotage sont acheminees par le me^me canal que la position des servomoteurs, ceci
explique le fait que le bloc Servo Reader-Writer est utilise pour les recuperer. Par ce
fait, il appara^t que le mode lecture est toujours present au niveau du bloc a cause des
commandes du pilotes qui sont lues en tout temps.
{ Valid_Status : elle fournit l'etat de validite des positions lues. En mode ecriture, les
valeurs lues ne sont plus valides. Ce statut est utilise pour la sauvegarde des donnees. En
mode ecriture, les donnees ne sont pas sauvegardees puisque la lecture est totalement
asynchrone dans ce mode.
Bloc Selection de mode Le bloc Mode Selection est presente a la gure 5.7. Ce bloc
Figure 5.7 Bloc Simulink du Selecteur de Mode
permet d'interpreter les commandes recues du pilote. Actuellement, trois commandes sont
disponibles :
{ une commande pour sauvegarder les donnees dans le chier ;
{ une commande pour permuter le mode de pilotage (manuel ou automatique) ;
{ une commande pour permuter l'atterrissage du vehicule (non supportee).
Bloc Autopilote Le bloc Autopilote est presente a la gure 5.8 Ce bloc utilise les variables
Figure 5.8 Schema synoptique du bloc Autopilote
d'etat et les entrees du systeme pour evaluer la commande. Ce bloc est celui qui sera modie
65
pour le test des dierents contro^leurs. Dans la phase de validation du modele du vehicule et
de tests de dierents contro^leurs, ce bloc sera couramment modie. Il sera detaille davantage
dans les sections suivantes.
Bloc Bo^te Noire Le bloc Bo^te Noire est presente a la gure 5.9 Ce bloc est utilise
Figure 5.9 Schema synoptique de la bo^te noire
pour enregister les donnees en vol. Etant donne que les entrees et les variables d'etat ne
sont pas echantillonnees, ces deux types de variable sont enregistrees dans deux chiers die-
rents. Les frequences d'enregistrement de chacune des variables sont speciees par les entrees
Servo_Trigger et Imu_Trigger
Section de rapport Cette section presente les donnees renvoyees a la console. Cette par-
tie n'est pas essentielle pour la comprehension du modele. Elle est cependant utile pour le
deverminage et la surveillance du systeme. Elle est presentee a la gure 5.10
Figure 5.10 Schema synoptique de la section des rapports
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CHAPITRE 6
IDENTIFICATION DU MODELE PARAMETRIQUE
Une fois le modele parametrique etabli, il est necessaire de determiner les principaux
parametres. Cette partie developpe les methodes d'identication des systemes utilisees dans
le cas d'espece. Dans un premier temps, un apercu des dierentes methodes est fait pour
mieux xer les raisons qui soutiennent les dierents choix. Par la suite, le deploiement de la
methode d'identication choisie a travers les tests en vol et les tests au sol. Finalement, ce
chapitre s'acheve avec une analyse qualitative et quantitative des dierents parametres.
6.1 Mesure des parametres
Le modele theorique du vehicule presente plusieurs parametres physiques mesurables. Les
parametres mesurables sont consignes dans le tableau 6.1 :
Tableau 6.1 Parametres mesurables
Parametres Valeur
Rayon de l'helice principale 0.57 m
Corde de la pale de l'helice principale 0.05 m
Rayon de l'helice de queue 0.05 m
Corde de la pale de l'helice de queue 0.020 m
Masse du vehicule 4 kg
6.2 Tests au sol
Les tests au sol regroupent les tests eectues pour l'identication des parametres sans
faire voler l'helicoptere. Dans cette categorie, nous avons eectue trois (03) tests :
{ le test de suspension pour determiner le centre de gravite ;
{ le test de suspension multilaire pour determiner la matrice d'inertie ;
{ le test de caracterisation des servomoteurs.
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6.2.1 Localisation du centre de centre de gravite
Description
La localisation du centre de gravite est determinee par le test de suspension. Cette me-
thode est basee sur l'equilibre statique du pendule. En eet lorsqu'un corps rigide est suspendu
a un pendule a point xe, les forces qui s'appliquent sur ce corps rigide sont la tension du l et
le poids du corps. Si le corps est a l'equilibre, le poids et la tension s'annulent mutuellement et
leurs droites d'action s'alignent. Etant donne que le point d'application du poids est le centre
de gravite, il est evident que le centre de gravite recherche se trouve sur le prolongement du
ca^ble tendu par l'eet du vehicule. Considerant que le point dans l'espace peut e^tre considere
comme l'intersection de deux droites, il est necessaire de repeter la suspension du vehicule
en choisissant des points d'attache garantissant l'obtention des droites d'action non lineaires.
L'intersection des droites d'action induites par la suspension du vehicule indique la position
geometrique du centre de gravite.
Mode operatoire
Dans le cas d'espece, les points d'attache choisis sont le centre de l'helice principale et la
queue du vehicule. Ces deux points ont ete choisis sur le plan median de l'helicoptere car ce
dernier presentait une symetrie par rapport a ce plan. Les droites d'action ont ete enregistrees
a partir des images 6.1. Apres un traitement des images, le point d'intersection des droites
(a) Suspension au centre de
l'helice
(b) Suspension au bout de la
queue
Figure 6.1 Tests du centre de gravite
d'action est localise sur la gure 6.2. Comme le presente la gure 6.2 , Le centre de gravite est
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Figure 6.2 Localisation du centre de gravite
localise par rapport aux centres d'action des forces aerodynamiques que sont les portances
de l'helice principale et de l'helice de queue. Ce choix est motive par l'usage du centre de
gravite dans l'estimation des couples correspondants a ces dierentes forces. Les dierentes
distances sont presentees sur les gures 6.3 et 6.4 et consignees dans le tableau 6.2 :
Figure 6.3 Vue de prol de la localisation du centre de gravite
Figure 6.4 Vue de haut de la localisation du centre de gravite
6.2.2 Identication de la matrice d'inertie
Description
La matrice d'inertie est composee des moments d'inertie autour des dierents axes. Le
moment d'inertie autour d'un axe peut e^tre determine experimentalement en suspendant le
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Tableau 6.2 Centre de gravite de l'helicoptere
Parametres Valeur (m)
Distance du C.D.G au centre de l'helice principale suivant l'axe z (hm) 0.25
Distance du C.D.G au centre de l'helice principale suivant l'axe x (lm) 0.18
Distance du C.D.G au centre de l'helice de queue suivant l'axe z (ht) 0.10
Distance du C.D.G au centre de l'helice de queue suivant l'axe x (lt) 0.78
vehicule de facon a obtenir des oscillations libres autour dudit axe. La periode des oscillations
libres et la geometrie du pendule permettent de determiner le moment d'inertie. Le mecanisme
de suspension choisi est un pendule trilaire presente a la gure 6.5. Le pendule est forme de
Figure 6.5 Pendule tri-laire
trois (03) ca^bles exibles qui permettent d'induire des oscillations autour de l'axe de reference.
Considerant les caracteristiques geometriques du pendule trilaire presente a la gure 6.2, le
moment d'inertie autour de l'axe CC obeit a la relation suivante :
Icc =
mgR1R2R3τ
2
4π2l
R1 sin(ϕ1) +R2 sin(ϕ2) +R3 sin(ϕ3)
R2R3 sin(ϕ1) +R1R3 sin(ϕ2) +R1R3 sin(ϕ3)
(6.1)
Mode operatoire
Pour evaluer le moment d'inertie, il est necessaire disposer l'axe autour duquel la mesure
est faite sur le centre de gravite. Pour faciliter l'evaluation de la formule precedente, les ca^bles
supportant le pendule ont ete disposes de facon a former un triangle equilateral dont le centre
du cercle circonscrit au triangle appartient a l'axe de rotation autour duquel la mesure du
moment d'inertie est faite. Ce faisant , les angles sont egaux et on a ϕ1 = ϕ2 = ϕ3 = ϕ = 2π3
et les rayons sont egaux R1 = R2 = R3 = r alors la formule precedente se deduit comme
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suit :
Icc =
mgr2τ 2
4π2L (6.2)
Pour mesurer la duree des oscillations, l'ordinateur embarque a ete mis a contribution. En
eet, les dierentes mesures de la centrale inertielle sont enregistrees a une frequence de
200Hz, ainsi la periode a pu e^tre determine avec une precision de +/- 5ms. Les oscillations
sont enregistrees par l'ordinateur embarque et presentees a la gure suivante 6.6 A partir
du script A de l'analyse spectrale , la periode des oscillations est evaluee. Cette periode est
utilisee pour determiner la matrice d'inertie.
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Figure 6.6 Oscillations libres de l'helicoptere
La matrice d'inertie est consignee dans le tableau 6.3
Tableau 6.3 Matrice d'inertie
Denition des parametres Valeur (kg.m2)
Moment d'inertie suivant le roulis 0.37
Moment d'inertie suivant le tangage 0.3545
Moment d'inertie suivant le lacet 0.2963
6.2.3 Caracterisation des servomoteurs
A partir de la description des composantes du servomoteur, les approximations suivantes
sont considerees :
{ le contro^leur est approxime par un gain car la dynamique est plus rapide que la frequence
naturelle du servomoteur.
{ le moteur DC est approxime par une fonction de transfert du premier ordre parce que la
dynamique electrique est negligeable par rapport a la dynamique mecanique du moteur.
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{ le capteur est approxime par un gain dans la boucle de retour de la position.
A partir des dierentes approximations, le moteur est represente par un systeme du premier
ordre. Le servomoteur integre un ltrage et un contro^leur pour stabiliser la position ; in ne il
est donc deni par un systeme lineaire du deuxieme ordre. Pour caracteriser le servomoteur,
l'analyse d'une reponse a l'echelon est susante. Dans le cadre de l'etude, l'experience d'iden-
tication n'a pas ete realisee. Une approximation du modele de servomoteur a ete obtenue en
utilisant les donnees du manufacturier et les exemples de la litterature. Les informations du
manufacturier sont consignees dans le tableau 6.4 Les valeurs limite des dierents parametres
Tableau 6.4 Parametres du manufacturier des servomoteurs
Parametres Valeur
Frequence naturelle (wn) 200Hz
Vitesse angulaire maximale (ω) 3770 rad/s
Couple maximal (τservo) 9.60 kg.cm
du servomoteur ont permis d'introduire des saturations dans le modele du servomoteur. Les
reponses observees a l'echelon n'indiquent aucune oscillation et le servomoteur a ete considere
comme un systeme du deuxieme ordre et la valeur du coecient d'amortissement a ete xe
a 1.
6.2.4 Mesure des ratios de portance des dierentes helices
La mecanique des uides ore des outils permettant de mesurer la portance des prols
a partir des mesures physiques des prols. Dans le cadre de la presente etude, l'outil xfoil
developpe par le Massachusetts Institute of Technology a ete utilise. Pour chacune de nos
helices, il a ete requis de preciser le type de prol et de mesurer la corde et l'epaisseur
maximale de chacune de nos pales. Les mesures et les resultats sont consignees dans le tableau
6.5
Tableau 6.5 Parametres des pales des helice
Parametres Pale de l'helice de queue Pale de l'helice principale
Type de prol NACA0012 NACA0012
Corde (mm) 25 50
Epaisseur maximale (mm) 3 6.7
Gradient de portance 6.8632 6.9097
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6.2.5 Analyse des tests au sol
Les tests au sol ont permis d'identier la plupart des parametres inconnus. Cet etat est
du^ au mode du vol impose : le vol stationnaire. Par cette imposition, le modele parametrique
est moins tributaire des parametres aerodynamiques qui sont generalement obtenus de facon
empirique. Cependant des tests en vol sont conduits car les conditions de la stationnarite
ne sont pas completement determinees. En eet, le vol stationnaire que l'etude a pour but
de modeliser se realise sous certaines conditions precises de vol. Lors de l'analyse du modele
theorique, certaines hypotheses ont ete avancees comme :
{ l'omission des forces de tra^nee : la tra^nee n'est pas nulle car elle est partie integrante
de la force aerodynamique generee par le mouvement de l'helice dans l'air. L'eet de
la tra^nee peut e^tre deduite par l'analyse des donnees de vol. En vol stationnaire, l'he-
licoptere est soumis a la portance, au poids et aux forces de tra^nee. La valeur de la
portance est deductible a partir de l'angle d'incidence de l'helice par rapport a l'air. A
partir de cette valeur, l'eet de la tra^nee pourra e^tre evaluee dans la modelisation du
vol stationnaire.
{ l'omission des surfaces de contro^le du modele reduit : les modeles reduits des helicopteres
disposent de surfaces de contro^le ajustables pour modier la position du centre de
gravite et la stabilite du vehicule. Ces surfaces de contro^le ont ete largement presentees
dans Cai (2011). Dans l'analyse theorique, ces surfaces ont ete negligees pour rester le
plus proche possible des helicopteres reels. De plus l'ajustement de ces surfaces depend
fortement du positionnement du systeme embarque. Leur eet est important pour la
stabilite de l'appareil en vol stationnaire lorsque le centre d'action de la portance ne
concide pas avec le centre de gravite comme c'est le cas pour l'helicoptere present.
Aussi leur eet se deduit egalement a partir des mesures en vol.
Pour les raisons precedemment citees, le modele representant delement le vol stationnaire
de l'helicoptere ne saurait e^tre presente par uniquement des parametres mesures au sol. Il a
fallu completer les tests par des tests en vol. Les mesures realisees au sol ont servi cependant
de point d'ancrage pour l'identication.
6.3 Tests en vol
6.3.1 Motivation des tests en vol
A partir des dierentes mesures et des dierents calculs, les dierents inconnues du modele
parametrique ont ete evaluees. Il est judicieux d'expliquer l'utilite et la motivation des tests
en vol. Les tests en vol ont pour but de valider les dierentes donnees obtenues aux cours
des dierentes mesures au sol. Par exemple, le coecient de portance des helices qui est
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generalement evalue en souerie, a ete obtenu a partir des tables de donnees. Un test en
vol stationnaire pourra determiner sa valeur reelle. Les approximations faites au niveau de
la dynamique des actionneurs pourront e^tre egalement validees. Par ailleurs, les tests en
vol sont ineluctables dans la logique d'une implantation reelle du contro^leur sur le vehicule.
C'est un prerequis pour evaluer que la commande generee par le contro^leur embarque stabilise
parfaitement le vehicule. Pour toutes les raisons precitees, les tests suivants ont ete inities :
{ tests de caracterisation du gradient de portance de l'helice principale ;
{ tests d'excitation sinusodale.
6.3.2 Tests de caracterisation du gradient de portance de l'helice principale
Pour identier le gradient de portance de l'helice principale, l'helicoptere a ete soumis en
vol stationnaire a dierentes vitesses de rotation de l'helice. Le vol stationnaire a ete choisi
parce qu'il simplie grandement l'evaluation de la portance commme l'indique son expression
en vol stationnaire :
Tmr =
(
2
3ΩRβc −
√
Tmrold
2ρA
)
ρΩR2aBc
4 (6.3)
En vol stationnaire, la portance se conserve donc Tmr = Tmrold donc le gradient s'exprime
sous la forme :
a = 4Tmr
ρΩR2
(
2
3ΩRβc −
√
Tmr
2ρA
) (6.4)
La vitesse de rotation de l'helice est mesuree avec un tachymetre optique qui est actionne
pendant le vol stationnaire. L'inclinaison de l'helice a ete determinee par deduction de la
lecture des entrees des dierents servomoteurs commandant le plateau cyclique. La relation
entre ces entrees et l'inclinaison de l'helice a ete exposee dans le chapitre precedent. Le vol
stationnaire a ete execute avec trois vitesses dierentes et a des conditions atmospheriques
dierentes. Le gradient de portance est utilise pour deduire l'eet de la tra^nee et des surfaces
de contro^le lors du vol stationnaire. Ces phenomenes sont necessaires pour determiner la
position d'equilibre de l'helicoptere.
6.3.3 Utilisation des valeurs de gradients dans le modele lineaire
A partir des dierentes valeurs de gradient, il a ete possible de determiner l'eet de la
tra^nee et des surfaces stabilisantes de l'helicoptere. A partir du modele non lineaire du vol
stationnaire excluant la dynamique des servomoteurs a pu e^tre obtenu. La linearisation du
modele complet autour de la position de l'helicoptere en utilisant le logiciel Simulink.
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6.3.4 Tests d'excitation sinusodale
Le test de reponse frequentielle est un test initie pour evaluer la dynamique du vehicule. Il
permettra d'evaluer le temps de reponse et d'etudier la stabilite du modele parametrique une
fois celui-ci linearise. Dans le cadre de l'experience, la plage de frequence des excitations est
xee en tenant compte des contraintes physiques du vehicule et de l'instrumentation. En eet
les actionneurs recoivent leur commande a une frequence de 50Hz. Dans la litterature (Mettler
(2003)), il est recommande de viser 10 echantillons lors des tests en reponse frequentielle ;
ce qui xe la frequence maximale des excitations a 5Hz. L'excitation de facon sinusodale
requiert une certaine dexterite chez le pilote et bien souvent les donnees des tests en vol ne
reetent pas souvent le contenu frequentiel desire. Cette situation est presentee a la gure 6.7.
Cette situation est justiee par la presence d'autocompensateurs au niveau de l'helicoptere.
Figure 6.7 Schema synoptique de l'helicoptere
Les commandes d'oscillations sinusodales du pilote sont contrebalancees par les corrections
des autocompensateurs. Pour ce faire, une alternative est proposee pour suppleer un temps
soit peu l'operateur et obtenir des donnees ables et necessaires pour l'identication du
vehicule. Cette alternative est presentee dans la section relative a la preparation du present
test (6.3.4).
Preparation des tests d'excitation sinusodale
Face a la diculte d'obtenir des excitations sinusodales precises par l'operateur, l'ana-
lyse du vehicule a revele des possibilites interessantes pour la realisation des tests en vol.
L'helicoptere utilise appartient a la categorie des modeles reduits ybarless. Cette catego-
rie d'helicoptere utilise un compensateur numerique pour stabiliser l'helicoptere en vol. En
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fait c'est une solution numerique de substitution aux helices autostabilisantes qui etaient
presentes sur les anciens modeles d'helicoptere. La gure 6.8 presente le schema synoptique
du vehicule avec son compensateur. Ces compensateurs numeriques sont generalement ex-
Figure 6.8 Schema synoptique de l'helicoptere
clus au cours des tests en vol pour capter uniquement la dynamique du vehicule en vol.
Mettler (2003) considere de reduire leur eet pour capter la dynamique reelle du vehicule .
Cette pratique rend le pilotage beaucoup plus ardu et rend les reponses aux excitations si-
nusodales dicilement contro^lables par l'operateur. L'alternative proposee est d'utiliser ces
compensateurs numeriques comme point de depart de nos tests. L'objectif est d'identier
le compensateur numerique une fois correctement regle avec le vehicule et de le reproduire
avec l'ordinateur embarque. Une fois ce contro^le integre dans l'ordinateur embarque, les ex-
citations sinusodales sont generees a partir de l'ordinateur embarque avec pour reference le
compensateur. L'operateur ne realise plus la manuvre de la commande sinusodale mais
est present au cours des tests pour parer a toute eventualite. Lorsque le vehicule devient
instable, l'operateur substitue la generation des excitations sinusodales par le compensateur
integre au niveau de l'ordinateur embarque. Cette approche implique une identication du
compensateur MICROBLAST auparavant
Identication du compensateur du vehicule Une fois le compensateur de vol bien
regle apres des vols d'essais, les donnees relatives a son identication sont enregistrees au
sol. En eet, le compensateur agit comme un contro^leur qui utilise la commande du pilote et
les mesures sur l'orientation du vehicule pour appliquer la commande adequate au vehicule.
La structure du contro^leur ne dependant guere de l'aerodynamique, point n'est besoin de
test en vol pour l'identier. Pour proceder a l'identication du contro^leur, le vehicule est
dispose sur un balancier permettant des oscillations suivant le roulis, le tangage et le lacet.
Le compensateur etant decouple en deux blocs : l'un contro^lant le roulis et le tangage qui
sont inuences principalement par l'helice principale et l'autre, le lacet qui est inuence par
les deux helices. Dans le cadre de la presente etude, l'identication s'est limite au premier
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bloc presente a la gure 6.9. Aussi le premier bloc du compensateur se revele un systeme
Figure 6.9 Bloc Entree-Sortie du Compensateur Microblast
multi-entrees et multi-sorties ou :
{ les entrees sont : le tangage, le roulis, la vitesse angulaire suivant l'axe x, la vitesse
angulaire suivant l'axe y, l'acceleration suivant x, l'acceleration suivant l'axe y
{ les sorties sont les commandes aux dierents servomoteurs du plateau cyclique.
La structure du contro^leur suggere deux types d'excitation pour l'identication du bloc.
{ une excitation suivant le tangage qui aecterait egalement la vitesse angulaire autour
de l'axe y et l'acceleration suivant l'axe x. Ce type d'excitation permettrait d'identier
le bloc 6.10
Figure 6.10 Bloc Entree-Sortie du Compensateur Microblast Tangage
{ une excitation suivant le roulis qui aecterait egalement la vitesse angulaire autour de
l'axe x et l'acceleration suivant l'axe y. Ce type d'excitation permettrait d'identier le
bloc 6.11
Pour generer les excitations sinusodales necessaires a l'identication, l'helicoptere a ete place
sur un balancier de facon a generer des oscillations au niveau du tangage et du roulis.
Presentation des mesures Les donnees mesurees pour les excitations au niveau du
tangage sont presentees a la gure 6.12 pour les entrees et a la gure 6.13 pour les sorties.
77
Figure 6.11 Bloc Entree-Sortie du Compensateur Microblast Roulis
Figure 6.12 Entrees mesurees pour l'excitation frequentielle du tangage
Les donnees mesurees pour les excitations sinusodales suivant le roulis sont presentees a la
gure 6.14 pour les entrees et a la gure 6.15 pour les sorties.
Les donnees recueillies au cours des tests de reponse frequentielle ont fait l'objet d'un
pretraitement pour extraire l'information utile. Les biais et les osets de mesure ont egalement
ete traites pour presenter le contenu frequentiel utile et necessaire a l'identication.
Identication du modele de compensateur En superposant l'analyse spectrale des
sorties et des entrees mesurees, il appara^t que le contenu frequentiel des entrees et des sorties
est identique ; il est possible d'armer que les blocs soumis a l'identication sont lineaires.
Il est donc possible d'utiliser des representations lineaires pour identier les dierents blocs.
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Figure 6.13 Sorties mesurees pour l'excitation frequentielle du tangage
Figure 6.14 Entrees mesurees pour l'excitation frequentielle du roulis
Considerant la topologie du compensateur se declinant en deux classes d'entrees indepen-
dantes l'un de l'autre mais aectant les me^mes sorties, la forme choisie pour representer le
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Figure 6.15 Sorties mesurees pour l'excitation frequentielle du roulis
compensateur MICROBEAST est le modele d'etat. En eet, le modele d'etat represente les
systemes lineaires a partir des matrices lesquelles par le mecanismes d'augmentation des ma-
trices facilitent la combinaison de plusieurs sous-systemes. L'ordre du systeme a ete dicte par
les entrees des dierents blocs et par la structure du compensateur MICROBEAST. Il a ete
xe a 2. A partir de toutes ces informations, les dierents blocs ont pu e^tre identies avec
la methode ssest de Matlab. Une fois les modeles de chacun des blocs identies, il a ete
procede a une comparaison avec les donnees mesurees. Ces comparaisons sont presentees aux
gures 6.16 et 6.17
Une fois les matrices de chacun des blocs obtenus, elles ont ete combinees pour donner la
structure nale du compensateur presente a la gure 6.9. La representation du compensateur
est presentee par les matrices suivantes :
A =

−6.1881 −26.5464 0 0
−25.3426 −130.5023 0 0
1 0 −1.3769 −26.2449
1 0 1.5823 −82.9699
 (6.5)
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Figure 6.16 Comparaison entre les valeurs mesurees et le modele estime pour le tangage
B =

0.2823 0 0 1.8273 −0.6406 0
1.4866 0 0 8.0974 −3.7296 0
0 −0.0756 −1.1245 0 0 1.0378
0 −0.2090 −3.9564 0 0 3.3156
 (6.6)
C =

21.6159 3.7891 0 0
9.1176 2.3653 26.0544 −12.0090
−12.5185 −1.2932 26.5752 −12.0707
 (6.7)
D =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 (6.8)
Une fois le modele obtenu ce dernier a ete compare avec les donnees mesurees a la gure 6.18
A partir du compensateur identie, il a ete possible de conduire des excitations sinusodales.
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Figure 6.17 Comparaison entre les valeurs mesurees et le modele estime pour le roulis
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Figure 6.18 Comparaison entre les valeurs mesurees et le modele estime pour le compensateur
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CHAPITRE 7
CONCLUSION
La conclusion se decline en trois points qui sont les principaux objectifs annonces au debut
du memoire a savoir :
{ l'application des methodes d'identication
{ l'obtention d'un modele representant le vol stationnaire
{ la conception d'un banc de tests
7.1 Identication du modele parametrique
7.1.1 Travail accompli et resultats
A partir de la theorie de l'identication des modeles d'etat, il a ete propose des methodes
d'identication basees sur l'utilisation des donnees temporelles. Les donnees temporelles ont
ete privilegiees aux donnees frequentielles pour la simple raison que ces dernieres sont diciles
a obtenir. En eet, les donnees de vol brutes sont des donnees temporelles ; l'extraction des
donnees frequentielles revient a rejeter certaines donnees de vol. La possibilite d'utiliser les
donnees de vol temporelles reduit considerablement le nombre de vols de tests a eectuer. Par
ailleurs la methode d'identication des modeles d'etat ne necessite pas des valeurs initiales
pour garantir la convergence de l'identication. La convergence de la methode d'identication
depend uniquement de l'eventail de l'echantillon. Pour le cadre des modeles lineaires, l'eventail
des echantillons est determine par l'intervalle frequentiel des entrees. L'intervalle frequentiel
des excitations denit la validite du modele identie.
7.1.2 Ameliorations et perspectives
La methode d'identication utilisee necessite une certaine quantite de donnees pour ga-
rantir la convergence des parametres identies. L'evaluation des parametres n'est pas ecace
a chaque pas de calcul. La methode utilise les donnees de plusieurs pas de calcul pour conr-
mer la validite du parametre identie. De plus, les donnees de vol recueillies au cours des
dierents tests necessitent un pretraitement comme la suppression des biais de mesures et
l'extraction des donnees utiles. Pour toutes ces raisons, il est dicile d'appliquer l'identi-
cation des parametres en vol. Pour corriger ce probleme, il faut envisager des algorithmes
d'identication qui sont presentees dans Young (1984) et Solo et Kong (1995). Young (1984)
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fait une etude exhaustive des techniques d'identication recursives alors que Solo et Kong
(1995) s'interesse plus a la convergence asymptotique de ces algorithmes. Ces algorithmes
d'identication recursifs decoulent d'un traitement de signal adaptatif (Widrow et Stearns
(1985) ) et une commande adaptative (Astrom et Wittenmark (1989), Landau (1979) et
Goodwin et Sin (1984)). Landau (1979) aborde l'approche par modele de reference qui pour-
rait e^tre une bonne approche pour completer le travail present. Cette approche part d'un
modele de reference qui pourrait e^tre celui obtenu dans l'etude presente. Le modele est raf-
ne par la suite avec la capture de nouvelles donnees. L'identication est dite incrementale.
L'autre limite majeure de la methode d'identication des modeles d'etat est le fait qu'elle
n'est applicable que pour les modeles lineaires. Dans le vol de l'helicoptere, les non-linearites
sont nombreuses et quelques-unes des raisons de ces non-linearites ont ete expliquees. Cepen-
dant les methodes d'identication presentees sont un sous-ensemble des methodes generiques
que sont les methodes par prediction d'erreur. Ces methodes peuvent aisement se decliner en
des methodes parfaitement adaptees aux systemes non lineaires. Pour atteindre cet objectif, il
faut generalement considerer des fonctions objectives dierentes et des modeles de regression
non-lineaires.
7.2 Modele theorique en vol stationnaire
7.2.1 Travail accompli
Dans le travail present, l'helicoptere a ete etudie en vol stationnaire et le modele represente
s'est concentre sur l'assiette de l'helicoptere en vol stationnaire. Concretement le modele
obtenu represente les mouvements en roulis et en tangage a une altitude xe.
7.2.2 Ameliorations
Lorsqu'on considere que l'helicoptere dispose de six degres de liberte, il reste alors quatre
degres de liberte a couvrir. Il s'agit du mouvement de lacet et les mouvements en translation
qui necessitent l'ajout des capteurs speciques a cet eet. Ce point sera presente dans l'ins-
trumentation embarquee.
Une fois tous les degres de liberte couverts, l'utilisation des quaternions pourrait e^tre envi-
sagee. Les quaternions presentent un double avantage dans le contro^le de l'helicoptere. Le
premier avantage des quaternions est la simplication du ux de l'information. Au moyen des
quaternions, l'essentiel de l'information du mouvement de l'helicoptere se fait a travers des
vecteurs. Cette conceptualisation du mouvement rend l'usage des logiciels de simulation tels
que Matlab et Simulink plus abordable. La seconde raison qui milite pour les quaternions
est la reduction de la phase de traitement des donnees de vol. Le quaternion a la capacite de
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concentrer les six degres de liberte en un seul vecteur.
D'un point de vue plus conceptuel, certaines non-linearites peuvent e^tre prises en compte dans
le modele non-stationnaire. Les non-linearites introduites par le plateau cyclique peuvent e^tre
introduites egalement dans la representation actuelle. En eet ces dernieres ont ete negligees
principalement pour maintenir une forme generique au modele utilise. Le plateau cyclique de-
pend du modele d'helicoptere choisi. L'introduction du lacet dans le modele theorique peut
introduire des non-linearites egalement dans le modele. Finalement la prise en compte de
certains parametres aerodynamiques peut e^tre egalement envisagee. Il demeure cependant
imperatif d'explorer tout a d'abord les methodes d'identication des systemes non lineaires
avant d'envisager un tel processus.
7.3 Instrumentation embarquee et Banc de tests
7.3.1 Travail accompli
L'instrumentation constitue le banc de tests pour l'acquisition des donnees. Elle est com-
posee d'un ordinateur embarque PC/104 sur lequel roule un modele en temps reel qui permet
de faire l'acquisition des parametres de vol. L'instrumentation embarquee permet de mesurer
les donnees inertielles de l'helicoptere. La centrale inertielle donne des mesures de tangage, de
roulis et de roulis, de vitesses angulaires et les accelerations. Une fois les parametres inertiels
connus, il est possible d'implanter tout type de contro^le a partir de l'ordinateur embarque
actuel. Par ailleurs le logiciel embarque et l'architecture du modele de simulation permettent
d'introduire les types de contro^le sans se soucier des contraintes temporelles imposees par
les systemes embarques. En eet le modele de simulation roule a une vitesse de 1 ms. La
lecture des donnees de la centrale inertielle s'eectue toute les 5 ms et la mise a jour des
commandes des servomoteurs toutes les 20 ms. Avec le systeme embarque actuel, l'usager
n'a plus qu'a se soucier des lois de commande sur le modele theorique. L'application se fait
par discretisation de la commande obtenue. Une fois la commande discrete obtenue, il faut
prendre en consideration les temps d'echantillonnage des dierentes entites (entrees et sor-
ties). Avec le logiciel de simulation temps reel (RT-LAB), l'usager a la possibilite de noter
les depassements de la loi de commande implementee. Un point interessant dans le systeme
embarque est le fait de pouvoir reutiliser l'ordinateur embarque pour d'autres types d'engins
en conservant la me^me architecture logicielle. Le modele de simulation n'est pas specique a
l'helicoptere. Il peut e^tre utilise pour n'importe quel type de vehicules (quadricopteres, hexa-
copteres, avions, sous-marins) qui utilisent les parametres inertiels pour son deplacement et
des servomoteurs comme actionneurs. L'ordinateur embarque est utilisable pour les engins et
le logiciel embarque est deployable sur n'importe quel ordinateur embarque en autant que ce
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dernier supporte un systeme d'exploitation temps-reel Linux ou QNX. La abilite du banc
de tests a ete testee en suppleant le contro^leur MICROBLAST au cours des tests en vol.
7.3.2 Ameliorations
Certains points restent a considerer au niveau de l'instrumentation embarquee. Au ni-
veau de la stabilisation en position, il a ete constate une certaine derive a partir de quelques
secondes. Ce phenomene de derive s'explique par l'usage intrinseque des capteurs inertiels.
Dans les systemes de navigation moderne, les capteurs inertiels sont couples a d'autres sys-
temes de geolocalisation tels que le GPS pour orir une option de recalage. L'absence de GPS
dans notre systeme embarque limite grandement les fonctionnalites. L'ajout d'un tel capteur
permettra d'ameliorer les performances du systeme en stabilisation stationnaire.
L'autre limite de l'ordinateur embarque est l'absence d'un systeme de communication sans-l
permettant de modier le comportement du programme en plein vol. L'architecture logicielle
s'y pre^te parfaitement. Avec le logiciel RT-LAB, la simulation temps-reel qui s'execute sur
l'ordinateur embarque peut communiquer avec une console a travers le reseau Ethernet. En
ajoutant une carte sans-l sur le systeme embarque, il est possible de regler les parametres
de contro^le en plein vol. Pour l'instant, la telecommande est utilise a cet eet et le nombre
de possibilites est limite.
Les possibilites dans les precedentes sessions que sont la prise en charge des dierents de-
gres de liberte, la prise en compte de nouveaux parametres dynamiques dans la generation
de la portance, se heurtent a un probleme de taille de l'ordinateur embarque : le nombre
de curs. En eet l'ordinateur embarque dispose presentement d'un seul curs. Cette ca-
racteristique limite l'ajout de certaines fonctionnalites comme l'enregistrement video et les
algorithmes de reconnaissance. L'exercice fait dans cette ma^trise montre que le contro^le du
lacet a travers le rotor de queue peut se decoupler du contro^le du roulis et du tangage. Ce de-
couplage se traduit dans le langage informatique par la parallelisation des dierentes ta^ches.
Pour garantir un fonctionnement parallele rigoureux des dierentes ta^ches, il est necessaire de
disposer de plusieurs curs physiques. Cette multiplicite des curs garantit l'independance
des echelles temporelles. Ainsi les ta^ches plus lentes n'aectent pas le fonctionnement des
ta^ches plus rapides. Une analyse exhaustive montre que une topologie a quatre curs per-
mettrait de couvrir amplement les besoins de l'helicoptere. En eet les ta^ches de contro^le au
niveau de l'helicoptere peuvent e^tre divisees en deux categories : les ta^ches critiques rapides
et les ta^ches plus lentes. Le contro^le du lacet peut e^tre considere comme une ta^che critique
rapide. En eet, le mouvement du lacet de l'helicoptere est fortement inuence par l'eet
gyroscopique de l'helice principale qui tourne a une vitesse de 1600 tours par minute. Elle
necessite un contro^le beaucoup plus rapide et le servomoteur dispose a cet eet fonctionne a
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une frequence de 300Hz (6 fois plus eleve que les autres servomoteurs). Dans le me^me ordre
d'idees, la generation de la portance est un phenomene recursif comme presente au niveau
du modele theorique. Cette recursivite prend en compte la vitesse de l'appareil et la vitesse
de rotation de l'helice. Il est important d'evaluer l'eet de la portance le plus rapidement
possible. Ainsi le contro^le du lacet et la generation de la portance peuvent e^tre eectuees sur
le me^me cur. Le contro^le du roulis et du tangage et des mouvements en translation peuvent
e^tre eectues sur un deuxieme cur. Certaines ta^ches ne sont pas forcement temps reel mais
indispensables pour le fonctionnement du systeme embarque. Il s'agit de la sauvegarde des
donnees de vol, l'acquisition video, la navigation (interpretation des commandes de la base
au sol et l'integration des donnees GPS ). Cette categorie peut e^tre disposee sur les deux
derniers curs.
88
REFERENCES
ASTROM, K. J. (1968). Lectures of the identication problem - the least squares method.
Rapport technique, Division of Automatic Control, Lund Institute of Technology, Sweden.
ASTROM, K. J. et BOHLIN, T. (1965). Numerical identication of linear dynamic systems
from normal operating records. IFAC Symposium on Self-Adpative Systems, Teddington,
England.
ASTROM, K. J. et WITTENMARK, B. (1989). Adaptive Control. Addison-Wesley, Rea-
ding, MA.
BAK, T. (2002). Modeling of Mechanical Systems.
BOX, G. E. P. et JENKINS (1973). Time Series Analysis, Forecasting and Control. Holden-
Day, San Francisco.
BUSKEY, G., WYETH, G. et ROBERTS, J. (2001). Autonomous Helicopter Hover Using
an Artical Neural Network. IEEE Int. Conference on Robotics and Automation, Seoul,
Korea. pp. 1435{1440.
CAI, G. (2011). Unmanned rotorcraft systems. London, [Angleterre] : Springer.
CALLAHAN, C. et BASSET, D. (1987). Application of a Comprehensive Analytical Model
of Rotorcraft Aerodynamics (CAMRAD) to the McDonnel Douglas AH-64A Helicopter.
American Helicopter Society, 43rd Annual Forum, St. Louis Missouri, USA. pp. 243{357.
CAVALCANTI, S. et PAPINI, M. (2005). Preliminary Model Matching of the EMBRAER
170 Jet. Rapport technique, Institute for Aerospace Studies, University of Toronto.
CLARKE, T. et SUN, X. D. (1998). Minimal State Space Model Realisation of a Nonlinear
Helicopter. IEEE Proc.-Control Theory Appl., vol. 145, pp. 415{422.
DELLER, J. (1990). Set membership identication in digital signal processing. Accoust.
Speech and Signal Process. Mag, vol. 6, pp. 4{20.
FOGEL, E. et HUANG, Y. F. (1982). On the value of information in system identication-
bounded noise case. Automatica, vol. 18, pp. 224{238.
FOGH, M., MIKKELSEN, T. H., MUSTAFIC, E., PETTERSEN, R. et SOMMERSET,
J. M. (2004). Autonomous helicopter. Rapport technique, AALBORG UNIVERSITY,
Department of Control Engineering.
GAUSS, C. F. (1809). Theoria motus corporum coelestium in sectionibus conicis solem
ambientium. Perthes et Besser.
89
GOODWIN, B. et SIN, K. S. (1984). Adaptive Filtering, Prediction and Control. Prentice-
Hall, Upper Saddle River, NJ.
HALD, U., HESSELBK, M., HOLMGAARD, J., JENSEN, C., JAKOBSEN, S. et SIE-
GUMFELDT, M. (2005). Autonomous helicopter modelling and control. Rapport technique,
AALBORG UNIVERSITY, Department of Control Engineering.
HANNAN, E. (1971). Nonlinear time series regression. Journal of Applied Probability, vol. 8,
pp. 767{780.
HARMAN, D. et LIU, H. (2005). Robust ight control : A real-time simulation investigation.
Rapport technique, Institute for Aerospace Studies, University of Toronto.
HEFFLEY, R. K. et MNICH, M. A. (1988). Minimum-Complexity Helicopter Simulation
Math Model. Rapport technique, NASA.
HO, B. et KALMAN, R. E. (1966). Ecient construction of linear state variable models
from input/output functions. Regelungstechnik, vol. 14, pp. 545{548.
JENNRICH, R. (1969). Asymptotic properties of nonlinear least squares estimators. Annals
of Mathematical Statistics, vol. 40, pp. 633{643.
KALOUST, J., HAM, C. et QU, Z. (1997). Nonlinear Autopilot Control for a 2-DOF
Helicopter Model. IEEE Proc.-Control Theory Appl., vol. 144, pp. 612{616.
KIENITZ, K., WU, Q. et MANSOUR, M. (1993). Robust Stabilization of a Helicopter
Model. 29th Conference on Decision and Control. pp. 1385{1390.
KOO, T. J., HOFFMANN, H., SINOPOLI, B. et SASTRY, S. (1998). Hybrid Control of an
Autonomous Helicopter. Preprints of the Third IFAC International Workshop on Motion
Control.
KOO, T. J. et SASTRY, S. (1998). Output Tracking Control design of a Helicopter Model
Based on Approximate Linearization. 37th IEEE Conference on Decision and Control.
KUNG, S. (1978). A new identication and model reduction algorithm via singular value
decomposition. 12th Asilonar Conference on Circuits, Systems and Computers. pp. 705{714.
LAGARAIS, J. C., REEDS, J. A., WRIGHT, M. H. et E., W. P. (1998). Convergence
properties of the nelder-mead simplex in low dimensions. SIAM Journal of Optimization,
vol. 9, pp. 112{147.
LANDAU, I. D. (1979). Adaptive Control. The Model Reference Approach. Marcel Dekker,
New York.
LARIMORE, W. E. (1990). Canonical variate analysis in identication, ltering and adap-
tive control. 29th Conference on Decision and Control. pp. 596{604.
90
LEE, E. H., SHIM, H., PARK, H. et LEE, K. I. (1993). Design of Hovering Attitude
Controller for a Model Helicopter. IEEE Inter. Soc. Instrument and Control Engineers,
pp. 1385{1390.
LJUNG, L. (1974). On Convergence for prediction error identication methods. Rapport
technique, Division of Automatic Control, Lund Institute of Technology, Sweden.
LJUNG, L. (1999). System Identication : Theory for the user. Prentice Hall.
MAHONY, R. et LOZANO, R. (1999). An Energy Based approach to the regulation of a
model helicopter near hover. European Control Conference.
MAHONY, R. et LOZANO, R. (2005). Dynamics of Helicopter with Flexible Rotor Blades.
Rapport technique, HEUDIASYC-UTC, France.
METTLER, B. (2003). Identication Modeling and Characteristics of Miniature Rotorcraft.
Kluwer Academics Publishers.
MILANESE, M. et VICINO, A. (1991). Optimal estimation theory for dynamic systems
with set membership uncertainty : an overview. Automatica, vol. 27, pp. 997{1009.
MORE, J. J. (1977). The levenberg-marquardt algorithm : Implementation and theory.
Lecture Notes in Mathematics 630, pp. 105{116.
PADFIELD, G. D. (1996). Helicopter Flight Dynamics : The Theory and Application of
Flying Qualities and Simulation Modeling. AIAA Education Series.
PROUTY, R. W. (1995). Helicopter Performance, Stability and Control. Krieger Publishing
Company.
QIN, S. J. (2006). An overview of subspace identication. Computers and Chemical Engi-
neering, vol. 30, pp. 1502{1513.
ROUGIER, P. (2007). Mecanique du vol de l'helicoptere. Paris : Hermes science : Lavoisier.
ROZAK, J. N. et RAY, A. (1997). Robust Multivariable Control of Rotorcraft in Foward
Flight. Journal of The American Helicopter Society, vol. 43, pp. 149{160.
SCHWEPPE, F. C. (1973). Uncertain Dynamic Systems. Prentice-Hall, Upper Saddle
River, N.J.
SHIM, H., KOO, T. J. et SASTRY, S. (1998). A comprehensive Study of Control Design
for an Autonomous Helicopter. 37th IEEE Conference on Decision and Control.
SIRA-RAMIREZ, H., ZRIBI, M. et AHMED, S. (1994). Dynamical Sliding Mode Control
Approach for vertical Flight Regulation in Helicopters. IEEE Proc.-Control Theory Appl.,
vol. 141, pp. 19{24.
SOLO, V. et KONG, X. (1995). Adaptative Signal Processing Algorithms. Prentice-Hall,
Upper Saddle River, NJ.
91
SOPHER, R., CASSARINO, S. J. et DIVISION, S. A. (1985). Eects of Analytical Modeling
Assumptions on the Predicted Stability of a Model Hingeless Rotor. American Helicopter
Society, 41st Annual Forum, Ft. Worth.
VAN OVERSCHEE, P. et DEMOOR, B. (1994a). N4SID : Subspace algorithms for the
identication of combined deterministic-stochastic systems. Automatica, vol. 30, pp. 75{93.
VAN OVERSCHEE, P. et DEMOOR, B. (1994b). Unifying theorem for three subspace
system identication algorithms. Automatica, vol. 31, pp. 1853{1864.
VAN OVERSCHEE, P. et DEMOOR, B. (1996). Subspace Identication for Linear Systems :
Theory - Implementation - Applications. Kluwer Academics Publishers.
VERHAEGEN, M. (1994). Identication of the deterministic part of mimo state space
models given in innovations form from input-output data. Automatica, vol. 30, pp. 61{74.
VILCHIS, J. C. A. (2001). Modelisation et Commande de l'helicoptere. These de doctorat,
Institut National Polytechnique de Grenoble.
WALKER, G. (1927). On periodicity in series of related terms. Philosophical Transactions
of the Royal Society, ser. A, vol. 131, pp. 518{532.
WALTER, E. et PIET-LAHANIER, H. (1990). Estimation of parameter bounds from boun-
ded error data : a survey. Mathematics and Computers in Simulation, vol. 32, pp. 449{468.
WHITTLE, P. (1951). Hypothesis Testing in Time Series Analysis. These de doctorat,
Uppsala University, New York.
WIDROW, B. et STEARNS, S. (1985). Adaptative Signal Processing. Prentice-Hall, Upper
Saddle River, NJ.
YOUNG, P. C. (1984). Recursive Estimation and Time-Series Analysis. Springer Verlag,
Berlin.
YULE, G. U. (1927). On a method for investigating periodicities in disturbed series with
special reference to Wolfer's sunspot numbers. Philosophical Transactions of the Royal
Society, ser. A, vol. 226, pp. 267{298.
92
ANNEXE A
Analyse spectrale
Dans le cadre du traitement des donnees mesurees, il a fallu faire l'analyse spectrale des
signaux mesures pour identier la frequence fondamentale ou les composantes frequentielles
des signaux mesures. L'analyse frequentielle a ete requise lors de l'identication de la periode
des oscillations libres (identication de la matrice d'inertie) et de l'analyse des tests en vol.
Le script utilise est le suivant :
1 %% Analyse spectrale des donnees mesurees.
2 %% Auteur: Japhet HONVO
3 %
4 clear all
5
6 %Chargement du fichier de donnees
7 load imu_122316.mat
8 %Formattage et Selection des donnees
9 interest_data = orientation_122316(:,61404:71720);
10 fs = 200; % Sample frequency (Hz)
11 t = interest_data(1,:); % Time vector
12 t = t - interest_data(1,1);
13 [nbr_row,nbr_col] = size(interest_data);
14 tau =zeros(1,nbr_row-1);
15
16 %% Graphique des oscillations mesurees pour le lacet
17 plot(t,interest_data(2,:))
18 xlabel('Temps (s)')
19 ylabel('Lacet (deg)')
20 title('{\bf Oscillations autour de l''axe de l''helice principale}')
21 % Analyse de Fourrier pour chaque set de donnees
22 for col = 2:nbr_row
23 x = interest_data(col,:)- mean(interest_data(col,:));
24 m = length(x); % Window length
25 n = pow2(nextpow2(m)); % Transform length
26 y = fft(x,n); % DFT
27
28 f = (0:n-1)*(fs/n); % Frequency range
29 power = y.*conj(y)/n; % Power of the DFT
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30 [a,index] = max(power);
31 tau(col) = 1/f(index);
32
33 end
34 %% Graphique de l'analyse spectrale
35 figure(2)
36 plot(f,power)
37 xlabel('Fequence (Hz)')
38 ylabel('Puissance')
39 title('{\bf Analyse spectrale}')
Il est base sur la transformee discrete de Fourrier.
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ANNEXE B
Linearisation d'un systeme non lineaire
La linearisation est une transformation numerique qui permet de trouver un equivalent
lineaire a un systeme precedemment non lineaire autour d'un point d'equilibre. De facon
geometrique, il s'agit de determiner la droite (symbole de la linearite) qui approxime une
courbe (l'analogie d'un modele non lineaire) en un point donne. De facon analytique, la
linearisation s'opere par le mecanisme de la derivation. Considerons le systeme non lineaire
deni de la facon suivante :
x˙(t) = f(x(t), u(t), t),
y(t) = g(x(t), u(t), t),
ou x(t) represente le vecteur d'etats, u(t) represente le vecteur d'entrees et y(t) represente le
vecteur de sorties. Pour decrire un modele linearise autour du point d'equilibre (x0, u0, y0),
considerons le changement de variables suivant :
δx(t) = x(t)− x0
δu(t) = u(t)− u0
δy(t) = y(t)− y0
Le modele linearise peut s'exprimer a l'aide des matrices d'etat sous la forme suivante :
δx˙(t) = Aδx(t) +Bδu(t),
δy(t) = Cδx(t) +Dδu(t),
ou A, B, C et D sont les matrices jacobiennes du systeme non lineaires denies comme suit :
A = ∂f
∂x
∣∣∣∣∣
t0,x0,u0
B = ∂f
∂u
∣∣∣∣∣
t0,x0,u0
C = ∂g
∂x
∣∣∣∣∣
t0,x0,u0
D = ∂g
∂u
∣∣∣∣∣
t0,x0,u0
Cette approximation lineaire est valide dans le voisinage du point d'equilibre. En d'autres
termes lorsque les valeurs des entrees et des etats se situent autour du point d'equilibre, le
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systeme varie de facon lineaire suivant le systeme (A,B,C,D).
Dans la pratique, il n'est pas toujours possible de deriver les systemes tel que les formules
precedentes le suggerent pour determiner les matrices jacobiennes. Aussi on utilise d'autres
alternatives pour determiner l'approximation lineaire. L'approche utilisee par Simulink sera
presentee dans les lignes suivantes. Les petites variations des etats, des entrees (utilisees au
prealable pour demontrer la forme linearisee d'un systeme non lineaire) sont materialisees sous
Simulink par des perturbations sur les entrees et sur les etats. L'amplitude des perturbations
est de l'ordre de 10−5 (1 + |x0|). Alors l'evaluation des matrices A,B,CetD correspondant a
un bloc Simulink se resume comme suit :
{ Exciter les etats et les entrees du systemes avec des perturbations telles que speciees
precedemment
{ Sauvegarder les sorties correspondantes aux dierentes excitations
{ Evaluer les matrices par les formules suivantes :
A (:, i) =
x˙|xp,i − x˙0
xp,i − x0 , B (:, i) =
x˙|up,i − x˙0
up,i − u0 ,
C (:, i) =
y|xp,i − y0
xp,i − x0 , D (:, i) =
y|up,i − y0
up,i − u0 ,
ou
xp,i est le vecteur d'etats dont la i
ème composante est perturbee autour du point d'equi-
libre,
x0 est le vecteur d'etats au point d'equilibre,
up,i est le vecteur d'entrees dont la i
ème composante est perturbee autour du point
d'equilibre,
u0 est le vecteur d'etats au point d'equilibre,
x˙|xp,i est la valeur de x˙ pour le couple (xp,i, u0),
x˙|up,iest la valeur de x˙ pour le couple (x0, up,i),
x˙0 est la valeur de x˙ au point d'equilibre,
y|xp,i est la valeur de la sortie y pour le couple (xp,i, u0),
y|up,i est la valeur de la sortie y pour le couple (x0, up,i),
y0 est la valeur de la sortie y au point d'equilibre.
Dans le contexte de Simulink, le modele du systeme est represente de facon graphique. Les
dierentes equations decrivant le systeme y sont representees par des blocs. la linearisation
se fait bloc par bloc. La perturbation est propagee des entrees du bloc a lineariser vers les
sorties de ce dernier.
