For the linear regression model y = X β + , we assume that for a given positive definite scale matrix Σ, the error vector has a multivariate normal distribution and Σ has the inverted Wishart distribution. For under an orthogonal sub-space restriction H β = h, we propose restricted unbiased, preliminary test and Stein-type estimators of variance of the error term, for when the scale of the inverse Wishart distribution is assumed to be unknown. We compare the weighted quadratic risks of the underlying estimators and propose dominance pictures for them.
Introduction
Assume that in the linear regression model y = X β + (1) y is an n × 1 observable random response vector, X is an n × p known non-stochastic constant matrix of full column rank p, β is the p × 1 unknown regression coefficient vector and is an n × 1 random error vector distributed according to the law belonging to the class of scale mixtures of normal distribution with the following property:
where f ( ) is the density of , f n ( | Σ) is the density of N n (0, Σ) and g(Σ) is the density of the positive definite (p.d.) matrix
Σ.
One well-known member identified by (2) is the multivariate Student-t distribution (Mt), which arises if, given the p.d. matrix Σ, the error vector is N n (0, νΣ) and g(Σ) is an inverted Wishart (IW ) density with, say, scale σ 2 V for a known unstructured p.d. weight matrix V and unknown scalar σ 2 , and n + ν − 1 degrees of freedom, denoted by IW [(σ 2 V ) −1 , n + ν − 1]. (See [1] .)
Then, the error term has the following density:
νσ 2 ν−2 V = σ 2 e V for ν > 2. In this case we may write ∼ t n (0, σ 2 V , ν). For more details on mathematical properties of Mt, see [2] .
Mt plays an important role in robust statistical inference, particularly for heavy-tailed measurements. At extremes, it approaches the Cauchy distribution for ν = 1, if m = n+ν 2 is an integer, the n-variate Pearson type VII distribution, and the normal distribution as ν → ∞. Mt is a realistic tool for analyzing econometric phenomena. Often, naturally outliers and extreme values have been included in observables; robustifying an analysis, it is common to use Mt for modeling multidimensional observations. Ullah and Walsh [3] and Lange et al. [4] widely applied Mt in robust modeling and optimal testing procedures in econometric studies. Recent interesting references in classical and Bayesian inference were included by Tabatabaey [5] and [6] , and [7] respectively.
The objective of this paper is to estimate σ 2 in the model (1) when observable responses have conditionally been drawn from a normal population, under some sub-space restrictions made on the parameter space. Also we aim to estimate a preliminary test estimator of σ 2 using the likelihood ratio criteria for testing the restriction. With the idea of improving the preliminary test approach, we propose a Stein-type estimator. For a complete review for the case of Σ = σ 2 I n under normal theory see [8] .
The proposed estimators
Under classical conditions, it is well-known that the least square (LS) estimator of β is given bŷ
By y ∼ t n (Xβ, σ 2 V , ν), we can obtain
Similarly, the LS estimate of σ 2 is given bŷ
Then it can be obtained that
is an unbiased estimator (UE) of σ 2 e . Now let z = V −1/2 (y − Xβ); then from (5) it follows that z ∼ t n (0, σ
. H is an idempotent symmetric matrix of rank (n − p). Therefore, using (6),
where F m,n denotes the
for n > 4. See [9] .
Further assume, in addition to the sample information y in the model (1) , that information also exists in the form of a q independent linear hypothesis about the unknown vector parameter β where q ≤ p. These general restriction can be shown as H β = h, (8) where H is a q × p known hypothesis design matrix of rank q and h is a q × 1 vector of prespecified, hypothetical values.
The test of this hypothesis covers many special cases considered in practical situations.
For test of H β = h (where q < p), first, we consider the restricted estimator given bỹ
Also under the constraint H β = h, the restricted estimator (RE) of σ 2 is given by
It can be easily found that (y
Then
Also it can be determined that
where F q,ν (∆) is a non-central F distribution with q and ν degrees of freedom and non-centrality parameter ∆ and
Thus, using properties of the non-central F distribution for ν > 2, we have
Note that the maximum likelihood estimates of (β, σ 2 ) are the same as those obtained under least squares theory. See [10] and [11] for more details.
ν) be the Student-t linear model defined by (1) and (2). Then the test statistic for testing the linear hypothesis H
where S 2 and T are given by (6) and (11) . Also ζ has the following density:
and B(., .) is the complete beta function.
The proof follows directly by applying Theorem 2 from [18] for the Student-t model. Following [12] , we define the preliminary test estimator (PTE) of σ 2 aŝ
where ζ is given in Lemma 1 and F α is the upper 100α percentile of the central F distribution with q and n − p degrees of freedom. This estimator has been considered by Clarke et al. [11] and Giles [13, 14] . Here the PTE depends on α. Therefore, we look for an estimator which does not depend on α. So, we propose the Stein-type estimator (SE) of σ 2 given bŷ
Bias and risk of the estimators
In this section we obtain the risk functions of UE, RE, PTE and SE under a weighted quadratic risk function. To study the relative performances of the four estimators under study, we consider the following weighted quadratic loss function:
where σ * 2 is any estimator of σ 2 e . In this section, we determine the bias and, using the risk function associated with (17) , calculate the risks of the underlying estimators.
Using (6) and (7) we get
Using (7) and (12), (13) and (14) we obtain
Let
Using (20) we obtain
Then by (15) we have 
The proof follows by the proof of Lemma 1 from Appendix B.1. and Theorem 2 from Appendix B.2. of [15] , by taking expectations of the respective expressions using the method of Lemma 1 in [16] for the multivariate Student-t case. Now using (20), (21) and applying Lemma 2 for φ(ζ ) = I(ζ ≤ F α ) and φ(ζ ) = ζ I(ζ ≤ F α ), we get
where
and
is the incomplete beta function and
. By (16) and the same method as was used in obtaining Eq. (22), we have
In order to evaluate the risks of the estimators, by (17) 
Then using (7) we have
Using (7), (12), (13) and (14) we get
Using (15) and (20),
Applying Lemma 2 for some adequate functions φ and A = I q , we get
Using (16) and (20) we obtain
Utilizing Lemma 2, we get
Remark 1. The Stein-type estimator can be written aŝ
Remark 2. The preliminary test estimator for F α = 1 can be written aŝ
See [5] .
Risk analysis
In this section, we study the relative performances of the estimators of σ 2 e .
First, note that using (27) and (28) 
with respect to the loss function given by (17) .
Proof. We have
Now consider the following quadratic form:
which, for fixed ∆ and each ζ , has a minimum at
But the maximum of ψ * (ζ ) over ∆ is attained at ∆ = 0 (see [19, 17] ). Then using (14) and Lemma 1 we have
which also implies that ψ
, for all ∆; that is, ψ 0 (ζ ) is closer to the minimizing value than . So it is obvious that for each ∆, ζ ,
So mψ S (ζ )S 2 is better than
, and the proof is complete.
Remark 3.
Suppose the minimum risk of PTE is attained by α 0 ; then the risk of the Stein-type estimator dominates over the risk of PTE for α 0 .
The proof follows from Remark 2 and the proof of Proposition 1. See [5] for more details. [13] showed that α 0 is attained by F α 0 = 1.
Also by Proposition 1,
Then while α → 0 and under H 0 , because ∆ = 0, PTE = RUE; thus SE also dominates RUE. This analysis concludes that we should always use the Stein-type estimator. Some graphical displays of the risk functions obtained in Section 3 are given in Fig. 1 2. An increase in ν shifts the risk functions downwards.
3. The Stein-type estimator absolutely dominates over the other estimators.
4.
As ν increases, the domination superiority of PTE over RE decreases and the risk of SE tends to that of UE.
5.
For moderate values ν, we obtain stable promotion in the behavior of SE and PTE.
Conclusions
In this paper, we considered the multiple-regression model, with the possibility of assuming the observations as being randomly drawn from a multivariate normal distribution with a random general structure Σ, while Σ potentially has an inverse Wishart distribution. Under the suspicious of occuring sub-space restriction H β = h on the regression coefficient parameter, we studied four LS based estimators of σ 2 .
It is obvious from the context that the risk of UE is constant while the risk of RE depends on ∆. Also, under H 0 , the risk of RE is less than that of UE. As can be seen from the graphs, the risk of RE is unbounded when ∆ → ∞. The Stein-type estimator performs better compared to the other estimators. The performance quality of the four estimators is robust in the class of t distribution which is determined by the degrees of freedom ν (ν > 4). Note that the Mt distribution accommodates the multivariate Cauchy distribution with ν = 1 for which neither the mean nor the covariance exists. Although, in this study, we took ν to be greater than 2 or 4, the risk derivations are not applicable for the Cauchy case. Finally it is relevant to state something of the motivation of this paper, in the following items.
1. Several researchers have considered PTE under the assumption of uncorrelated errors, but in the case study, we can utilize the model for correlated errors, which are inevitable in dealing with economic and financial studies.
2.
We defined the Stein-type estimator of σ 3. Under the simple specification | ω ∼ N n (0, ωV ) and ω ∼ Inverse − gamma(ν/2, νσ 2 /2), we obtain the underlying model. However, this representation of the Mt distribution is just suitable for obtaining the Mt properties and making computations easier. It is not reasonable and applicable involving real world data, when the covariance structure is completely unknown. Moreover, under the conditions in which the scale normal mixture property is necessary, the unknown prior information Σ plays an important role.
4.
Especially in treating factor analysis, we may encounter a situation in which the observed data have a symmetric distribution with tails fatter than those for under a normal distribution. In this case we may use the model introduced in this paper.
