A mi-chemin entre analyse complexe et superanalyse by Bonneau, Pierre & Cumenge, Anne
Publ. Mat. 56 (2012), 3–40
DOI: 10.5565/PUBLMAT 56112 01
A MI-CHEMIN ENTRE ANALYSE COMPLEXE ET
SUPERANALYSE
Pierre Bonneau et Anne Cumenge
Abstract: In the framework of superanalysis we get a functions theory close to
complex analysis, under a suitable condition (A) on the real superalgebras in consi-
deration (this condition is a generalization of the classical relation 1 + i2 = 0 in C).
Under the condition (A), we get an integral representation formula for the super-
differentiable functions. We deduce properties of the superdifferentiable functions:
analyticity, a result of separated superdifferentiability, a Liouville theorem and a
continuation theorem of Hartogs-Bochner type.
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0. Introduction
L’analyse complexe s’est fortement de´veloppe´e au 19e sie`cle, en parti-
culier avec les travaux de Cauchy, Riemann et Weierstrass. Les essais de
ge´ne´ralisation en dimension supe´rieure conduisirent a` la construction des
quaternions et des octonions. Toutefois, ces nouveaux objets s’ave´re`rent
alors un peu de´cevants au niveau de l’analyse. Par ailleurs, de fortes li-
mitations a` ce type de ge´ne´ralisations furent obtenues, entre autres par
Frobenius avec une classification des alge`bres associatives re´elles de divi-
sion de dimensions finies, ou par Bott-Milnor et Kervaire avec le re´sultat
suivant :
The´ore`me ([BM], [Ke]). L’espace vectoriel Rn posse`de une ope´ration
produit R-biline´aire sans diviseur de 0 seulement pour n = 1, 2, 4 ou 8.
Pour n = 4 et 8, on retrouve, entre autres, les quaternions et les
octonions.
Nous conside`rerons seulement dans toute la suite des alge`bres associa-
tives. Les alge`bres associatives de division e´tant unitaires, la condition
d’inte´grite´ dans le cas de R2 est e´quivalente a` l’existence d’un neutre
multiplicatif 1 et d’un e´le´ment i de R2 tel que 1 + i2 = 0.
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Sachant qu’il est impossible de trouver en dimensions strictement
supe´rieures a` 4 des R-alge`bres associatives de division, nous recher-
cherons des alge`bres re´elles (associatives) ayant de bonnes proprie´te´s
analytiques, c’est-a`-dire dans lesquelles existe une the´orie des fonctions
analogue a` l’analyse complexe. Nous essaierons d’e´tendre, en dimension
supe´rieure a` deux, le point de vue de Cauchy-Riemann sur l’analyse
complexe (fonctions de´rivables et repre´sentation inte´grale).
Des conditions de Cauchy-Riemann apparaissent naturellement en su-
peranalyse (cf. [K], [R] par exemple). L’analyse sur les superespaces, dite
“superanalyse”, s’est de´veloppe´e dans les de´cennies ’60 et ’70, formali-
sant les superespaces des physiciens, espaces dans lesquels cohabitent
des variables anti-commutatives avec les variables usuelles. Pour un his-
torique et des re´fe´rences, nous renvoyons aux livres de F. A. Berezin [Be],
A. Khrennikov [K] et A. Rogers [R].
Nos re´sultats sont e´nonce´s dans le cadre des superespaces. Souli-
gnons qu’en provenance de la superanalyse, nous utiliserons seulement les
de´finitions de superespaces et de la superdiffe´rentiabilite´ ; nos me´thodes
sont inspire´es par celles de l’analyse complexe.
Il est a` noter que, contrairement a` l’analyse complexe, quaternionique
ou de Clifford, nous ne disposons pas d’un ope´rateur de conjugaison sur
les alge`bres Λ = Λ0 ⊕Λ1 —ou` les e´le´ments de Λ0 (resp. Λ1) commutent
(resp anti-commutent) entre eux— et les superespaces Λn0 ×Λm1 associe´s
a` Λ que nous conside´rons.
Nous de´finirons sur certains superespaces un ope´rateur d′′ de Cauchy-
Riemann dont le noyau co¨ıncidera avec l’espace des fonctions super-
diffe´rentiables (S-diffe´rentiables en abre´ge´).
Des conditions (Aj), j = 0, 1 sur Λj , a` mettre en paralle`le avec la
relation complexe 1 + i2 = 0, s’imposent alors de manie`re naturelle
lorsque nous cherchons une solution fondamentale de cet ope´rateur d′′.
Plus pre´cise´ment :
(A0) il existe une base (e0 = 1, e1, . . . , ep) de Λ0 ve´rifiant
p∑
k=0
e2k = 0,
(A1) il existe une base (ε1, . . . , εq) de Λ1 et une suite finie s1 = 1 < s2 <
· · · < sr < sr+1 = q + 1 telles que, pour tout j = 1, . . . , q, il existe
aj ∈ Λ0 ve´rifiant εj = ajεsk si sk ≤ j < sk+1, avec as1 = as2 =
· · · = asr = e0 et
∑sk+1−1
j=sk
a2j = 0 pour tout k = 1, . . . , r.
La condition (A0) est une condition alge´brique ne´cessaire (et suffisante)
pour l’obtention d’une solution fondamentale de notre ope´rateur d′′ ope´-
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rant sur les formes de´finies sur Λ0 ; quant a` la condition (A1), elle est
suffisante et “presque” ne´cessaire si l’on espe`re un caracte`re explicite
pour une solution fondamentale de l’ope´rateur d′′ sur Λ1.
Nous obtenons, a` partir d’une solution fondamentale pour l’ope´ra-
teur d′′, une formule de repre´sentation des formes diffe´rentielles avec
ope´rateurs inte´graux a` noyaux K(x, y) explicites ; et en particulier, pour
les fonctions :
The´ore`me 0.1. On suppose les conditions (A0) et (A1) satisfaites par
l’alge`bre Λ = Λ0⊕Λ1. Soit D ouvert de Λn0 ×Λm1 borne´ et a` frontie`re C1
et f fonction de classe C1 au sens de Fre´chet dans D, continue sur D
ainsi que df , alors pour tout x ∈ D :
f(x) =
∫
∂D
f(y)K(y, x)−
∫
D
d′′f(y) ∧K(y, x).
Nous de´duisons de la formule de repre´sentation des fonctions qS-dif-
fe´rentiables (i.e. ve´rifiant d′′f = 0) des proprie´te´s de ces fonctions,
comme l’harmonicite´, une proprie´te´ de qS-analyticite´, un the´ore`me de
Liouville, ainsi qu’un re´sultat de qS-diffe´rentiabilite´ se´pare´e :
The´ore`me 0.2. Si f est une fonction de´finie sur un domaine D de
Λn0×Λm1 a` valeurs dans Λ se´pare´ment qS-diffe´rentiable sur D par rapport
a` chacune de ses “hypervariables” appartenant a` Λ0 ou Λ1, alors f est
qS-diffe´rentiable sur D.
Et un the´ore`me de prolongement de type Hartogs :
The´ore`me 0.3. Sous les conditions (A0) et (A1), si ∂Ω est le bord
connexe d’un domaine Ω borne´ de Λn0 × Λm1 , avec n + m ≥ 2, et f une
fonction qS-diffe´rentiable dans un voisinage connexe de ∂Ω, alors f se
prolonge en une fonction qS-diffe´rentiable sur Ω.
Dans une premie`re partie, nous pre´ciserons nos notations et rappel-
lerons les principales notions de superanalyse. Nous fournirons aussi
quelques exemples de superalge`bres.
Dans la seconde partie, suivant le point de vue “riemannien” de l’ana-
lyse complexe, nous de´finirons un ope´rateur de Cauchy-Riemann dont le
noyau est constitue´ des fonctions super-diffe´rentiables en les variables
commutatives et “quasi”-super diffe´rentiables en les variables anti-com-
mutatives.
La troisie`me partie sera de´volue a` la recherche de repre´sentations
inte´grales pour les fonctions de´finies dans un super-espace et a` valeurs
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dans notre alge`bre. C’est dans ce paragraphe qu’apparaˆıtront les condi-
tions (A0) et (A1), qui fourniront une superanalyse aux proprie´te´s e´ton-
namment voisines de l’analyse complexe. Les repre´sentations inte´grales
seront alors l’outil que nous utiliserons pour e´tudier les proprie´te´s des
fonctions super-diffe´rentiables, ce qui fait l’objet de la quatrie`me partie.
Dans une dernie`re partie, nous regroupons quelques commentaires sur
les conditions alge´briques (A0) et (A1).
L’objectif de l’article n’est pas un recensement exhaustif des proprie´te´s
des fonctions super-diffe´rentiables ; il essaie de souligner une e´trange
proximite´, sous certaines conditions, entre l’analyse complexe et la su-
peranalyse. Ces re´sultats ont e´te´ partiellement annonce´s dans [BoC].
Les auteurs tiennent a` remercier le referee pour ses inte´ressants com-
mentaires.
1. Superespaces
Nous noterons Λ une superalge`bre commutative re´elle (en abre´ge´
CSA), dont nous rappelons ci-dessous la de´finition (cf. [K] ou [R] par
exemple).
Un R-espace vectoriel Z2-gradue´ Λ = Λ0
⊕
Λ1 muni d’une fonction
parite´ σ de´finie sur les e´le´ments homoge`nes par σ(a) = 0 (resp. 1) si
a ∈ Λ0 (resp. si a ∈ Λ1) devient une superalge`bre si on le munit d’une
structure d’alge`bre associative unitaire dont la multiplication ve´rifie la
proprie´te´ σ(ab) = σ(a)+σ(b) (mod. 2) pour tout couple (a, b) d’e´le´ments
homoge`nes.
Le supercommutateur est de´fini sur les e´le´ments homoge`nes par
[a, b} = ab − (−1)σ(a)σ(b)ba (et prolonge´ par biline´arite´). Une super-
alge`bre est dite commutative si pour tout couple (a, b) d’e´le´ments ho-
moge`nes [a, b} = 0.
Nous de´finissons le Λ1-annihilateur comme e´tant
⊥Λ1 = {λ ∈ Λ : λΛ1 = 0}.
Toutes les CSA conside´re´es ici seront de dimensions finies. Nous no-
terons (e0, e1, . . . , ep) une base de Λ0 (e0 est l’e´le´ment unite´ de Λ),
(ε1, ε2, . . . , εq) = (ep+1, ep+2, . . . , ep+q) une base de Λ1, et de´finissons
les coefficients de structure (d’alge`bre) Γ de Λ par
eiej =
p+q∑
k=0
Γki,jek
A mi-chemin entre analyse complexe et superanalyse 7
pour i, j = 0, 1, . . . , p + q. On remarque que, d’apre`s la de´finition d’une
CSA, les coefficients Γ sont syme´triques en (i, j) si i ou j ∈ {0, 1, . . . , p},
anti-syme´triques si i et j ∈ {p+ 1, p+ 2, . . . , p+ q}.
On appelle superespace sur la CSA Λ tout R-espace vectoriel
Rn,mΛ = Λ
n
0 × Λm1 ,
ou` n,m ∈ N.
De´finition 1.1. Si U est un ouvert de Rn,mΛ et F une application
de U dans Λ, nous disons que F est superdiffe´rentiable a` droite (ou
S-diffe´rentiable) en x ∈ U s’il existe des e´le´ments ∂F∂xj (x) de Λ, j =
1, . . . , n+m tels que, pour tout h ∈ Rn,mΛ tel que x+ h ∈ U , on ait
F (x+ h) = F (x) +
n+m∑
j=1
∂F
∂xj
(x)hj + o(h),
avec lim‖h‖7→0
‖o(h)‖
‖h‖ = 0, ou` ‖ . ‖ est une norme sur l’espace vecto-
riel Rn,mΛ .
Nous remarquons que ∂F∂x1 (x), . . . ,
∂F
∂xn
(x) sont de´finis de fac¸on unique
par la condition ci-dessus, tandis que ∂F∂xn+1 (x), . . . ,
∂F
∂xn+m
(x) sont de´finis
modulo ⊥Λ1. La condition de S-diffe´rentiabilite´ de F exprime donc le fait
que F est diffe´rentiable et que sa de´rive´e est de´finie par les ope´rateurs
de multiplication par des e´le´ments de Λ.
Exemple 1. Si Λ1 = {0} et Λ0 = Vect(e0, e1) avec e0 = 1 et e21 =
−e0, les fonctions S-diffe´rentiables sont les fonctions holomorphes et la
superanalyse est alors l’analyse complexe.
Exemple 2. (Analyse hyperbolique). Si Λ1 ={0} et Λ0 =Vect(e0, e1)
avec e0 = 1 et (e1)
2 = e0, alors f = u e0 + v e1 est S-diff.⇐⇒ ∂u∂x0 = ∂v∂x1
et ∂u∂x1 =
∂v
∂x0
.
Alors f , u et v ve´rifient l’e´quation des ondes ∂
2u
∂x20
− ∂2u
∂x21
= 0.
Remarque. Soient ϕ et ψ fonctions de classe C1 sur R. Alors f : Λ→ Λ
de´finie par f(xe0 +ye1) = [ϕ(x+y)+ψ(x−y)]e0 +[ϕ(x+y)−ψ(x−y)]e1
est S-diffe´rentiable, mais pas plus re´gulie`re que ne le sont ϕ et ψ.
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Exemple 3. Supposons Λ1 et Λ0 de dimensions 6, avec la table de
multiplication suivante :
× e0 e1 e2 e3 e4 e5 ε1 ε2 ε3 ε4 ε5 ε6
e0 e0 e1 e2 e3 e4 e5 ε1 ε2 ε3 ε4 ε5 ε6
e1 e1 −e0 e3 −e2 e5 −e4 ε2 −ε1 ε6 ε5 −ε4 −ε3
e2 e2 e3 0 0 0 0 0 0 0 0 0 0
e3 e3 −e2 0 0 0 0 0 0 0 0 0 0
e4 e4 e5 0 0 e2 e3 ε3 ε2 0 ε3 ε6 0
e5 e5 −e4 0 0 e3 −e2 ε2 −ε3 0 ε6 −ε3 0
ε1 ε1 ε2 0 0 ε3 ε2 0 0 0 e2 e3 0
ε2 ε2 −ε1 0 0 ε2 −ε3 0 0 0 e3 −e2 0
ε3 ε3 ε6 0 0 0 0 0 0 0 0 0 0
ε4 ε4 ε5 0 0 ε3 ε6 −e2 −e3 0 0 0 0
ε5 ε5 −ε4 0 0 ε6 −ε3 −e3 e2 0 0 0 0
ε6 ε6 −ε3 0 0 0 0 0 0 0 0 0 0
L’ensemble des nilpotents de Λ0 e´tant ici Vect(e2, e3, e4, e5), l’alge`bre
commutative Λ0 n’est pas semi-simple et donc n’est pas isomorphe a` un
produit d’alge`bres
∏s
j=1 Lj , ou` Lj = R ou C.
2. L’ope´rateur de Cauchy-Riemann en superanalyse
Soit f une fonction d’un ouvert U de Rn,mΛ = Λn0 × Λm1 dans Λ =
Λ0 ⊕ Λ1 ; f(x) =
∑p
k=0 fk(x)ek +
∑q
l=1 fp+l(x)εl, ou` f0, . . . , fp+q sont
des fonctions re´elles.
Il sera commode, comme dans [K], d’e´crire x ∈ Rn,mΛ sous la forme x =
(y, θ) avec y = (y1, . . . , yn) ∈ Λn0 et θ = (θ1, . . . , θm) ∈ Λm1 . Ainsi avec
yi =
∑p
k=0 y
k
i ek ∈ Λ0 et θj =
∑q
l=1 θ
l
jεl :
df(x) =
n∑
i=1
p∑
k=0
∂f
∂yki
(x) dyki +
m∑
j=1
q∑
l=1
∂f
∂θlj
(x) dθlj .
Soit f S-diffe´rentiable en x (voir la De´finition 1.1) et h = (h1, . . . , hn,
h′1, . . . , h
′
m) ∈ Λn0 × Λm1 ; nous avons
df(x)(h) =
n∑
i=1
∂f
∂yi
(x)hi +
m∑
j=1
∂f
∂θj
(x)h′j
=
n∑
i=1
p∑
k=0
∂f
∂yi
(x)ek dy
k
i (h) +
m∑
j=1
q∑
l=1
∂f
∂θj
(x)εl dθ
l
j(h),
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par conse´quent
∀ i = 1, . . . , n, ∀ k = 0, . . . , p, ∂f
∂yi
(x)ek =
∂f
∂yki
(x),
∀ j = 1, . . . ,m, ∀ l = 1, . . . , q, ∂f
∂θj
(x)εl =
∂f
∂θlj
(x);
ou encore, puisque ∂f∂yi (x) =
∂f
∂y0i
(x) :
Proprie´te´. Une fonction f Fre´chet-diffe´rentiable en ses variables re´elles
est S-diffe´rentiable en x ∈ Λ si et seulement si
(2.1)
∂f
∂yki
(x) =
∂f
∂y0i
(x)ek, ∀ i = 1, . . . , n et ∀ k = 1, . . . , p,
et
(2.2)
(
∂f
∂θ1j
(x), . . . ,
∂f
∂θqj
(x)
)
∈ Λ(ε1, . . . , εq) :={(aε1, . . . , aεq), a∈Λ},
∀ j = 1, . . . ,m.
Rappelons que ∂f
∂θlj
(x) est de´fini modulo ⊥Λ1.
Nous sommes ainsi amene´s naturellement a` traiter diffe´remment les
“variables commutatives” y1, . . . , yn et les “variables anti-commutatives”
θ1, . . . , θm.
2.1. Etude dans Λn0 . Oublions provisoirement les variables anti-com-
mutatives et inte´ressons-nous aux variables y1, . . . , yn. Et, d’abord, con-
side´rons le cas n = 1.
Soit f une fonction d’un ouvert U de Λ0 dans Λ. Si y=
∑p
k=0 y
kek ∈ U ,
alors f est S-diffe´rentiable en y si df(y) = ∂f∂y0 (y)
∑p
k=0 ek dy
k puisque,
pour tout k, ∂f
∂yk
(y) = ∂f∂y0 (y)ek comme nous venons de le voir. Dans le
cas ge´ne´ral, nous de´composerons df(y) en une partie Λ0-line´aire note´e
d′f(y) et un reste note´ d′′f(y) :
df(y) = d′f(y) + d′′f(y),
avec
d′f(y) =
∂f
∂y0
(y)
p∑
k=0
ek dy
k,
d′′f(y) =
p∑
k=1
(
∂f
∂yk
(y)− ek ∂f
∂yo
(y)
)
dyk.
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Plus ge´ne´ralement, si ω est une forme diffe´rentielle de´finie dans U , a`
valeurs dans Λ, nous de´finissons
d′ω =
p∑
k=0
ek dy
k ∂ω
∂y0
:= dY
∂ω
∂y0
,
d′′ω =
p∑
k=1
dyk
(
∂ω
∂yk
− ek ∂ω
∂y0
)
.
On ve´rifie imme´diatement que d′2 = d′′2 = 0 et donc d′′d′+d′d′′ = 0. Une
fonction f est S-diffe´rentiable dans U si et seulement si d′′f = 0 dans U .
On ge´ne´ralise aise´ment au cas de plusieurs “variables commutatives”. Si
y = (y1, y2, . . . , yn) ∈ Λn0 avec yi =
∑p
k=0 y
k
i ek, on de´finit pour une forme
diffe´rentielle ω de degre´ quelconque de´finie dans un ouvert U de Λn0 , et
a` valeurs dans Λ,
d′′ω = d′′yω =
n∑
i=1
p∑
k=1
dyki
(
∂ω
∂yki
− ek ∂ω
∂y0i
)
,(2.3)
d′ω =
n∑
i=1
p∑
k=0
ek dy
k
i
∂ω
∂y0i
:=
n∑
i=1
dYi
∂ω
∂y0i
.
Remarque. Dans le cas de Λ0 = C, la manie`re traditionnelle de de´finir
l’ope´rateur de Cauchy-Riemann n’est pas la meˆme que ci-dessus, puisque
l’habitude est de faire e´clater df en une partie C-line´aire et une partie
C-antiline´aire. Cette proce´dure ne peut ope´rer ici car nous n’avons pas,
dans le cas ge´ne´ral, d’ope´rateur de conjugaison. Toutefois, l’ope´rateur de
Cauchy-Riemann habituel dans C et celui qui est de´fini ci-dessus ont le
meˆme noyau, l’ensemble des fonctions holomorphes. Et c’est ce qui nous
importe, puisque notre objectif est l’e´tude des fonctions S-diffe´rentiables.
2.2. Etude dans Λm1 . Occupons-nous, maintenant, des “variables non-
commutatives”, et, tout d’abord, du cas d’une seule variable anti-com-
mutative. Soit f une fonction de´finie dans un ouvert U de Λ1, a` valeurs
dans Λ. Si θ =
∑q
l=1 θ
lεl ∈ U , f est S-diffe´rentiable en θ s’il existe un
e´le´ment ∂f∂θ (θ) de Λ tel que, pour tout l = 1, . . . , q,
∂f
∂θl
(θ) = ∂f∂θ (θ)εl.
Mais, contrairement au cas des “variables commutatives”, il n’existe,
en ge´ne´ral, aucun moyen canonique pour de´terminer le coefficient multi-
plicatif ∂f∂θ (θ) de l’application Λ1-line´aire d
′f(θ) ; autrement dit, il n’exis-
te, en ge´ne´ral, aucun moyen naturel pour de´composer df(θ) en une partie
Λ1-line´aire et un reste. Pour conserver le maximum de souplesse dans le
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choix de ces projections associe´es de df(θ), nous supposerons que nous
disposons d’une norme ‖ ‖ dans Λ (norme telle que ‖xx′‖ ≤ C‖x‖‖x′‖)
de´duite d’un produit scalaire g.
Nous cherchons a` de´finir un ope´rateur d′′ dont le noyau contient les
fonctions S-diffe´rentiables.
Nous pourrions effectuer une projection orthogonale de ( ∂f∂θ1 (θ), . . . ,
∂f
∂θq (θ)) sur Λ(ε1, . . . , εq) afin de de´finir d’abord d
′ = d − d′′ puis d′′,
mais cela ne donne pas, en ge´ne´ral, un ope´rateur d′′ vraiment explicite
et, partant, il semble difficile d’obtenir ainsi une solution fondamentale
explicite pour l’ope´rateur d′′, ce qui sera l’objectif du paragraphe suivant.
L’ope´rateur d′′ est bien plus explicite si nous supposons satisfaite la
condition suivante :
Il existe une suite finie 1=s1<s2< · · ·<sr<sr+1 =q+1 telle que
εj=εskaj si sk≤j<sk+1, ou` aj ∈Λ et as1 =as2 = · · ·=asr =e0.
(2.4)
(En fait aj est un e´le´ment de Λ0.) Alors :
Proprie´te´. Sous la condition (2.4) sur Λ1, une fonction f Fre´chet-diffe´-
rentiable en θ est S-diffe´rentiable en θ ∈ Λ1 si(
∂f
∂θs1
(θ), . . . ,
∂f
∂θsr
(θ)
)
∈ Λ(εs1 , . . . , εsr )
et
(2.5)
∂f
∂θj
(θ) =
∂f
∂θsk
(θ)aj , si sk ≤ j < sk+1.
La plus utile des deux relations ci-dessus lorsque nous chercherons a`
donner des proprie´te´s de re´gularite´ des fonctions S-diffe´rentiables sur un
ouvert de Λ1 sera (2.5). Nous sommes donc amene´s a` poser
d′′ := d′′θ :=
r∑
k=1
sk+1−1∑
j=sk+1
dθj
(
∂
∂θj
− aj ∂
∂θsk
)
,
et
d′ = d− d′′ =
r∑
k=1
sk+1−1∑
j=sk
dθjaj
∂
∂θsk
.
12 P. Bonneau, A. Cumenge
On ve´rifie imme´diatement que d′2 = d′′2 = 0 et d′d′′ + d′′d′ = 0.
On ge´ne´ralise au cas de plusieurs “variables anti-commutatives” : Si
θ = (θ1, θ2, . . . , θm) ∈ Λm1 avec θi =
∑q
j=1 θ
j
i εj , on de´finit pour une
forme diffe´rentielle ω de´finie dans un ouvert U de Λm1 ,
d′ω := d′θω :=
m∑
i=1
r∑
k=1
sk+1−1∑
j=sk
ajdθ
j
i
∂ω
∂θski
,
note´ d′ω =
m∑
i=1
r∑
k=1
dZk(θi)
∂ω
∂θski
,
d′′ω := d′′θω :=
m∑
i=1
r∑
k=1
sk+1−1∑
j=sk+1
dθji
(
∂ω
∂θji
− ∂ω
∂θski
aj
)
.
(2.6)
2.3. Cas ge´ne´ral. Enfin, dans le cas d’un superespace Rn,mΛ = Λn0×Λm1
sur la CSA Λ, un e´le´ment x de Rn,mΛ est note´ x = (y, θ) = (y1, y2, . . . , yn,
θ1, . . . , θm) ∈ Λn0 × Λm1 avec yi =
∑p
j=0 y
j
i ej et θk =
∑q
l=1 θ
l
kεl.
Nous pouvons de´finir l’ope´rateur de Cauchy-Riemann d′′ dans Rn,mΛ
en posant d′′ = d′′y + d
′′
θ , ou` d
′′
y et d
′′
θ sont de´finis en (2.3) et (2.6) :
(2.7) d′′=
n∑
i=1
p∑
j=1
dyji
(
∂
∂yji
−ej ∂
∂y0i
)
+
m∑
l=1
r∑
k=0
sk+1−1∑
t=sk+1
dθtl
(
∂
∂θtl
− ∂
∂θskl
at
)
.
3. Solution fondamentale de d′′ et formule de
repre´sentation inte´grale
Si D est un ouvert de Rn,mΛ borne´ et a` frontie`re lisse, si f est une forme
diffe´rentielle continue dans D et de classe C1 dans D, nous cherchons
une repre´sentation inte´grale de f , c’est-a`-dire nous essayons d’e´crire
f(x)=
∫
∂D
f(u)K(u, x)−
∫
D
d′′f(u)K(u, x)+d′′
∫
D
f(u)K(u, x), x∈D.
Soulignons que les formes diffe´rentielles intervenant, a` coefficients a`
valeurs dans Λ, sont des formes en les coordonne´es re´elles yji , w
j
i , i =
1, . . . , n, j = 0, . . . , p, θ`i , τ
`
i , i = 1, . . . ,m, ` = 1, . . . , q de x = (y, θ),
u = (w, τ) ∈ Λ0n × Λ1m ≈ RN , ou` N = n(p+ 1) +mq, et les inte´grales
sont ainsi de´finies sans ambigu¨ıte´.
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Une telle repre´sentation inte´grale peut s’obtenir de`s lors que K est a`
coefficients localement inte´grables sur Rn,mΛ ×Rn,mΛ et que nous avons en
termes de courants d′′K(u, x) = [∆], ou` [∆] est le courant d’inte´gration
sur la diagonale ∆ = {(x, x) : x ∈ Rn,mΛ } (voir [HP1], [HP2] par
exemple). Un noyau K(u, x) ve´rifiant cette dernie`re e´galite´ est appele´
noyau fondamental de l’ope´rateur de Cauchy-Riemann d′′.
Plus pre´cise´ment, soit Ψ: D×D → Rn,mΛ de´finie par Ψ(u, x) = u−x.
Alors [∆] = Ψ∗([0]), ou` [0] est le courant d’e´valuation en 0 ∈ Rn,mΛ . Donc
d′′u,xK(u, x) = [∆] s’e´crit aussi d
′′
xΩ(x) = [0] si l’on pose K = Ψ
∗Ω ;
chercher une formule de repre´sentation inte´grale pour d′′ appelle donc a`
rechercher une solution fondamentale pour l’ope´rateur d′′.
3.1. Solution fondamentale de d′′. Comme dans le paragraphe pre´-
ce´dent, nous allons d’abord supposer que f est une forme en y ∈ Λ0
(donc n = 1 dans un premier temps) et fixer les variables θ ∈ Λm1 .
Dans le cas Λ0 = C, une solution fondamentale de d′′Ω = [0] est Ω =
dz
2ipiz . Mais pour p > 1, notre alge`bre commutative Λ0 n’est pas inte`gre
(cf. [BM] ou le the´ore`me de Frobenius classifiant les alge`bres re´elles
associatives de division de dimensions finies). Nous n’avons pas non plus
de conjugaison sur Λ0 comme en analyse complexe ou quaternionique, et
un noyau re´solvant de type Bochner-Martinelli n’est pas envisageable.
Nous devons chercher une solution fondamentale sous une autre forme.
Nous munissons Λ0 d’une norme euclidienne ‖ ‖ pour laquelle (e0, . . . , ep)
est une base orthonorme´e (avec e0 l’e´le´ment unite´). Nous sous-entendrons
souvent les symboˆles ∧ dans les formes diffe´rentielles et utiliserons les
notations :
d̂yi = dy0 · · · dyi−1dyi+1 · · · dyp, et pour i < j :
d̂yidyj = dy0 · · · dyi−1dyi+1 · · · dyj−1dyj+1 · · · dyp.
(3.1)
Lemme 3.1. Soit Ω(y) = A(y)‖y‖p+k , ou` A(y) =
∑p
i=0(−1)iAi(y) d̂yi est
une p-forme a` coefficients Ai(y) a` valeurs dans Λ et polynoˆmes (en les
variables re´elles y0, . . . , yp) homoge`nes de degre´ k et ve´rifiant d′′Ω = 0
hors de 0. Alors
d′′Ω =
(∫
‖y‖≤1
d′′A
)
× [0].
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Preuve: Soit ϕ ∈ C∞0 (Λ0) une fonction test. Remarquons que pour tout
i = 1, . . . , p : dyi ∧ d̂y0 = 0 ; nous avons
〈d′′Ω, ϕ〉 = (−1)p+1〈Ω, d′′ϕ〉 = (−1)p+1
〈
Ω,
p∑
i=1
(
∂ϕ
∂yi
− ei ∂ϕ
∂y0
)
dyi
〉
= −
∫ p∑
i=1
Ai
‖y‖p+k
(
∂ϕ
∂yi
− ei ∂ϕ
∂y0
)
dy0 · · · dyp
= − lim
ε→0
∫
‖y‖≥ε
p∑
i=1
Ai
‖y‖p+k
(
∂ϕ
∂yi
− ei ∂ϕ
∂y0
)
dy0 · · · dyp
= − lim
ε→0
∫
‖y‖>ε
d
[(
p∑
i=1
(−1)iAi d̂yi
‖y‖p+k −
Aiei d̂y0
‖y‖p+k
)
ϕ
]
− (d′′Ω)ϕ
= lim
ε→0
1
εp+k
∫
‖y‖=ε
(
p∑
i=1
Ai d̂yi(−1)i −Aiei d̂y0
)
ϕ
=
(∫
‖y‖=1
p∑
i=1
(−1)iAi d̂yi − eiAi d̂y0
)
ϕ(0)
=
∫
‖y‖≤1
(
p∑
i=1
∂Ai
∂yi
− ei ∂Ai
∂y0
)
dy0 · · · dypϕ(0)
=
(∫
‖y‖≤1
d′′A
)
ϕ(0),
en utilisant d′′A = d′′(
∑p
i=1Ai d̂y
i) pour la dernie`re e´galite´.
Ainsi, graˆce a` ce lemme, pour obtenir une solution fondamentale
pour d′′, nous allons chercher Ω(y) = A(y)‖y‖p+1 avec A(y) p-forme a` coef-
ficients a` valeurs dans Λ et polynoˆmes homoge`nes de degre´ 1 telle que∫
‖y‖≤1 d
′′A soit inversible.
Nous conside´rons
Ω =
1
‖y‖p+1
p∑
j=0
(−1)j d̂yj
p∑
k=0
bkj y
k =
A
‖y‖p+1 ,
ou` bkj ∈ Λ et x =
∑p
k=0 y
kek. Nous allons choisir les e´le´ments b
k
j de Λ de
fac¸on a` obtenir d′′Ω = 0 hors de 0.
Nous pourrons choisir librement les bk0 puisque d
′′(φ(y)d̂y0) = 0 sur
un ouvert U ⊂ Λ0 de`s que φ : U ⊂ Λ0 → Λ est R-diffe´rentiable sur U .
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Par un calcul direct :
d′′Ω =
 p∑
j=1
bjj − ejb0j
‖y‖p+1 − (p+ 1)
yje0 − y0ej
‖y‖p+3
p∑
k=0
bkj y
k
 dy0dy1 · · · dyp.
L’e´galite´ d′′Ω = 0 s’e´crit donc
p∑
j=1
(bjj − ejb0j )−
p+ 1
‖y‖2
 p∑
j=1
p∑
k=0
yjykbkj −
p∑
j=1
p∑
k=0
y0ykejb
k
j
 = 0,
c’est-a`-dire
p∑
j=1
(bjj − ejb0j )−
p+ 1
‖y‖2
−(y0)2 p∑
j=1
ejb
0
j +
p∑
j=1
(yj)2bjj
+
p∑
j=1
y0yj
(
b0j −
p∑
k=1
ekb
j
k
)
+
∑
1≤j<k
yjyk(bkj + b
j
k)
 = 0.
Il faut donc annuler le polynoˆme obtenu en multipliant par ‖y‖2 le pre-
mier membre, ce qui donne :
(3.2)

b0j =
∑p
k=1 ekb
j
k, j=1, 2, . . . , p,
bkj +b
j
k=0, j, k=1, . . . , p, j 6=k,
bjj=−
∑p
k=1 ekb
0
k=
1
p+1
∑p
k=1(b
k
k−ekb0k), j=1, . . . , p.
Notons b = −∑pk=1 ekb0k la valeur commune des bjj , j = 1, . . . , p. La
premie`re ligne de (3.2) permettra de de´finir b0j quand nous connaˆıtrons
les bjk. La deuxie`me ligne donnera b
j
k quand nous connaˆıtrons b
k
j pour
j < k. Compte tenu de ces deux lignes :
b = −
p∑
k=1
ek
p∑
l=1
elb
k
l =−
p∑
k,l=1
ekelb
k
l =−
p∑
k=1
e2kb
k
k−
∑
k<l
ekelb
k
l −
∑
l<k
ekelb
k
l
= −
p∑
k=1
e2kb−
∑
k<l
ekel(b
l
k + b
k
l ) = −b
p∑
k=1
e2k,
ou encore
(3.3) b
p∑
k=0
e2k = 0.
Alors trois cas se pre´sentent.
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Si
∑p
k=0 e
2
k n’a pas de diviseur de 0, ne´cessairement b = 0 et donc∫
‖x‖≤1 d
′′A = 0 : nous n’avons pas de repre´sentation inte´grale.
Si
∑p
k=0 e
2
k non nul a des diviseurs de 0, on prend pour b l’un de ces
diviseurs et alors
∫
‖x‖≤1 d
′′A est non inversible : nous n’avons pas une
bonne repre´sentation inte´grale.
Enfin, si Λ0 ve´rifie la condition (A0) suivante :
(3.4)
(A0) il existe une base (e0 = 1, e1, . . . , ep) de Λ0 ve´rifiant
p∑
k=0
e2k = 0,
nous prenons pour b un e´le´ment inversible de Λ, par exemple b = e0,
et choisissons bkj = 0 si j 6= k, 1 ≤ j ≤ p ; nous de´duisons alors du
lemme 3.1, puisque
∫
‖x‖≤1 d
′′A = (p+ 1)e0 Vol(B(0, 1)), ou` Vol(B(0, 1))
est le volume de la boule unite´ de Λ0 :
Ω=
1
(p+1) Vol(B(0, 1))‖y‖p+1
 p∑
j=1
(−1)j(y0ej+yje0) d̂yj+
p∑
k=0
bk0y
k d̂y0

est une solution fondamentale de d′′ dans Λ0.
Nous allons choisir les bk0 en sorte que d
′Ω = 0, ce qui simplifiera d’une
part certains calculs d’autre part la formule de repre´sentation inte´grale ;
ceci conduit a` b00 = e0 et b
k
0 = −ek si k ≥ 1. La forme dY =
∑p
k=0 ek dy
k
est en facteur dans A et nous obtenons, avec les notations (3.1) :
Proposition 3.2.
Ω0 =
1
(p+1) Vol(B(0, 1))‖y‖p+1
p∑
j=1
(−1)j(y0ej+yje0)
(
p∑
k=0
ek dy
k
)
d̂y0 dyj
est une solution fondamentale de d′′ dans Λ0.
Exemples. La condition (A0) est ve´rifie´e dans les exemples 1 et 3. Elle
ne l’est pas dans le second exemple (ce serait d’ailleurs en contradiction
avec la proposition 4.3 du paragraphe 4).
Remarque. La condition (A0) sera toujours suppose´e ve´rifie´e dans la
suite.
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Cherchons maintenant une solution fondamentale pour l’ope´rateur d′′
de´fini sur Λ1. De fac¸on a` disposer d’une expression explicite pour d
′′, nous
supposerons satisfaite la condition (2.4) ; par conse´quent, nous avons :
d′′ =
r∑
k=1
sk+1−1∑
j=sk+1
dθj
(
∂
∂θj
− aj ∂
∂θsk
)
.
Nous munissons Λ1 d’un produit scalaire en supposant que (ε1, . . . , εq)
est une base orthonorme´e, notons ‖ ‖ la norme associe´e, et cherchons
une solution fondamentale de la forme :
Ω =
r∑
k=1
sk+1−1∑
j=sk
(−1)j−1 d̂θj
q∑
l=1
bljθ
l
‖θ‖q .
On calcule d′′Ω hors de 0, et l’on note dV = dθ1 ∧ · · · ∧ dθq ; comme
d′′
(
φ(y, θ) d̂θsk
)
= 0 sur tout ouvert U sur lequel φ est R-diffe´rentiable,
nous pourrons choisir arbitrairement les blsk :
d′′Ω =
1
‖θ‖q
r∑
k=1
sk+1−1∑
j=sk+1
(
bjj − ajbskj
)
dV
− q‖θ‖q+2
r∑
k=1
sk+1−1∑
j=sk+1
(
θj − ajθsk
)( q∑
l=1
bljθ
l
)
dV,
donc
‖θ‖q+2d′′Ωd̂V = ‖θ‖2
r∑
k=1
sk+1−1∑
j=sk+1
(
bjj − ajbskj
)
− q
− r∑
k=1
(θsk)2
sk+1−1∑
j=sk+1
ajb
sk
j +
r∑
k=1
sk+1−1∑
j=sk+1
(θj)2bjj

+ q
∑
sk<sk′
θskθsk′
sk+1−1∑
j=sk+1
ajb
sk′
j +
sk′+1−1∑
j=sk′+1
ajb
sk
j

− q
 r∑
k=1
r∑
k′=1
sk′+1−1∑
j=sk′+1
θskθj
(
bskj −
sk+1−1∑
l=sk+1
alb
j
l
)
+
∑
j<k
j,k 6=s1,...,sr
θjθk(bkj + b
j
k)
 .
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La nullite´ de d′′Ω hors de 0 s’e´crit donc :
bkj + b
j
k = 0, si j 6= k, j et k /∈ {s1, . . . , sr};
bskj =
sk+1−1∑
l=sk+1
alb
j
l ;
0 =
sk+1−1∑
j=sk+1
ajb
sk′
j +
sk′+1−1∑
j=sk′+1
ajb
sk
j , pour k 6= k′;
r∑
k=1
sk+1−1∑
j=sk+1
(bjj−ajbskj )=qbjj=−q
sk0+1−1∑
j=sk0+1
ajb
sk0
j , pour tout k0∈{1, . . . , r}.
La troisie`me ligne est une conse´quence des deux premie`res ; en effet :
sk+1−1∑
j=sk+1
ajb
sk′
j +
sk′+1−1∑
j=sk′+1
ajb
sk
j =
sk+1−1∑
j=sk+1
sk′+1−1∑
l=sk′+1
ajalb
j
l +
sk′+1−1∑
j=sk′+1
sk+1−1∑
l=sk+1
ajalb
j
l
=
sk+1−1∑
j=sk+1
sk′+1−1∑
l=sk′+1
ajal(b
j
l + b
l
j) = 0.
D’apre`s la quatrie`me ligne tous les bjj sont e´gaux a` une constante b ∈ Λ.
De`s lors, la dernie`re e´galite´ de celle-ci s’e´crit, en tenant compte de la
seconde ligne :
b=−
sk+1−1∑
j,l=sk+1
ajalb
j
l =−
∑
j<l
ajal(b
l
j + b
j
l )−
sk+1−1∑
j=sk+1
a2jb, ∀ k = 1, . . . , r;
c’est-a`-dire :
(3.5) b
sk+1−1∑
j=sk
a2j = 0 ∀ k = 1, . . . , r.
La premie`re e´galite´ de la quatrie`me ligne nous conduit de meˆme a` (3.5).
On veut, tout comme dans Λ0, que b soit un e´le´ment inversible de Λ,
afin d’obtenir une bonne formule de repre´sentation inte´grale ; nous som-
mes ainsi amene´s a` imposer a` Λ1, en tenant compte de (2.4) la condition
suivante :
A mi-chemin entre analyse complexe et superanalyse 19
(3.6)
(A1) il existe une base (ε1, . . . , εq) de Λ1 et une suite finie s1 = 1 < s2 <
· · · < sr < sr+1 = q + 1 telles que, pour tout j = 1, . . . , q, il existe
aj ∈ Λ0 ve´rifiant εj = ajεsk si sk ≤ j < sk+1, avec as1 = as2 =
· · · = asr = e0 et
∑sk+1−1
j=sk
a2j = 0 pour tout k = 1, . . . , r.
De`s lors que la condition (A1) est satisfaite, nous pouvons e´crire une
solution fondamentale explicite pour l’ope´rateur d′′ sur Λ1 ; par exemple,
prenant b = e0 et b
k
j = 0 si j 6= k, j, k ≥ 2, nous obtenons comme
candidat :
(3.7)
Ω=
1
qVol(B(0, 1)‖θ‖q
r∑
k=1
sk+1−1∑
j=sk+1
(−1)j−1(θje0+θskaj) d̂θj+
q∑
l=1
blsk d̂θ
sk
.
Nous imposons de plus, comme dans l’e´tude concernant Λ0, d
′Ω = 0, ce
qui conduit a` choisir pour tout k = 1, . . . , r : bsksk = e0 ; b
l
sk
= −al si
sk < l < sk+1 ; b
l
sk
= 0 si l < sk ou sk+1 < l.
Nous obtenons alors, avec ces choix, le noyau suivant :
(3.8) Ω1 =
1
qVol(B(0, 1)‖θ‖q
r∑
k=1
sk+1−1∑
j=sk+1
(−1)j−1(θje0 + θskaj)
×
(
sk+1−1∑
`=sk
a` dθ
`
)
̂dθskdθj .
Pour ve´rifier qu’il s’agit bien d’une solution fondamentale de d′′ dans Λ1,
nous devons e´tudier la singularite´ en 0, ce qui se fait de fac¸on identique au
cas de Λ0, a` l’aide de l’analogue du lemme 3.1 (voir aussi, ci-dessous, la
de´monstration dans Λn0 ×Λm1 , dont le cas pre´sent est un cas particulier).
Exemple. Si l’on prend Λ1 = ε1Λ0, alors la condition (A1) se rame`ne
a` la condition (A0) si l’on pose εj = ε1ej−1.
Remarque. La condition (A1) sera suppose´e satisfaite dans toute la suite.
De´sormais, il reste a` chercher une solution fondamentale pour d′′ de´fini
sur un superespace Rn,mΛ = Λn0×Λm1 . Nous supposons toujours satisfaites
les conditions (A0) et (A1) en sorte que l’ope´rateur de Cauchy-Riemann
sur Rn,mΛ est de´fini comme en (2.7).
20 P. Bonneau, A. Cumenge
Nous allons utiliser les re´sultats pre´ce´dents obtenus pour Λ0 et Λ1.
Notons
(3.9)
ω(yi) = dy
0
i · · · dypi := dy0i ∧ · · · ∧ dypi , pour i = 1, . . . , n;
λ(θi) = dθ
1
i · · · dθqi , pour i = 1, . . . ,m;
η(yi) =
p∑
j=1
(−1)j(y0i ej + yji e0) dYi dy1i · · · dyj−1i dyj+1i · · · dypi ,
pour i = 1, . . . , n, ou` dYi =
∑p
k=0 ek dy
k
i ;
ν(θi) =
r∑
k=1
sk+1−1∑
j=sk+1
(−1)j−1(θji e0 + θski aj) dZk(θi) dθ1i · · ·
· · · dθsk−1i dθsk+1i · · · dθj−1i dθj+1i · · · dθqi ,
pour i=1, . . . ,m, ou` dZk(θi) =
∑sk+1−1
`=sk
a` dθ
`
i , k=1, . . . , r;
dV =
n∧
j=1
ω(yi)
m∧
`=1
λ(θ`).
Comme les formes diffe´rentielles dYi et dZk(θi) de´finies dans (3.9) sont
a` coefficients dans Λ0, nous avons :
dYi ∧ dYi = 0, ∀ i = 1, . . . , n, et
dZk(θi) ∧ dZk(θi) = 0, ∀ i = 1, . . . ,m, ∀ k = 1, . . . , r.
Tenant compte de la condition (A0) (cf. (3.4)), nous pouvons e´crire
pour tout i = 1, . . . , n :
dη(yi) = d
′′η(yi) = (p+ 1)e0ω(yi) et
1
2
d||x||2 ∧ η(yi)
n∧
j=1
j 6=i
ω(yj)
m∧
`=1
λ(θ`)
=
1
2
d′′yi(||x||2) ∧ η(yi)
n∧
j=1
j 6=i
ω(yj)
m∧
`=1
λ(θ`)
= (−1)(p+1)2(i−1)||yi||2e0 dV.
(3.10)
A mi-chemin entre analyse complexe et superanalyse 21
Tenant compte de (A1) (cf. (3.6)), nous obtenons pour tout i = 1, . . . ,m :
dν(θi) = d
′′ν(θi) = qe0λ(θi) et
1
2
d||x||2 ∧ ν(θi)
n∧
j=1
ω(yi)
∧
` 6=i
λ(θ`)
=
1
2
d′′θi(||x||2) ∧ ν(θi)
n∧
j=1
ω(yi)
∧
` 6=i
λ(θ`)
= (−1)nq(p+1)+q2(i−1)||θi||2e0 dV.
(3.11)
Posons :
Ω˜ =
A˜
‖x‖n(p+1)+qm , ou`
A˜ =
n∑
i=1
(−1)(p+1)2(i−1)η(yi)
n∧
j=1
j 6=i
ω(yj)
m∧
`=1
λ(θ`)
+
m∑
i=1
(−1)nq(p+1)+q2(i−1)ν(θi)
n∧
j=1
ω(yj)
m∧
`=1
` 6=i
λ(θ`)
=
n∑
i=1
dYi
p∑
j=1
(−1)j(yji e0 + y0i ej)d̂y0i dyji
+
m∑
i=1
r∑
k=1
dZk(θi)
sk+1−1∑
`=sk+1
(−1)`−1(θ`ie0 + θski a`) ̂dθski dθ`i ,
(3.12)
ou` l’on a note´, en accord avec (3.9) :
d̂y0i dy
j
i =ω(y1) · · ·ω(yi−1)dy1i · · · dyj−1i dyj+1i · · ·
· · · dypi ω(yi+1) · · ·ω(yn)λ(θ1) · · ·λ(θm);
̂dθski dθ`i =ω(y1) · · ·ω(yn)λ(θ1) · · ·λ(θi−1)dθ1i · · · dθsk−1i dθsk+1i · · ·
· · · dθ`−1i dθ`+1i · · · dθqi λ(θi+1) · · ·λ(θm).
(3.13)
Nous de´duisons des calculs (3.10) et (3.11) pre´ce´dents :
d′′A˜ = dA˜ = (n(p+ 1) +mq)e0 dV ;(3.14)
dΩ˜ = d′′Ω˜ = 0 hors de {0}.(3.15)
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Il reste maintenant a` e´tudier la singularite´ de Ω˜ ; remarquons que les
coefficients de Ω sont de classe C∞ hors de 0 et localement inte´grables ;
si ϕ = ϕ(y, θ) est une fonction C∞ a` support compact sur Rn,mΛ , alors,
en notant N = n(p+ 1) +mq :
〈d′′Ω˜, ϕ〉 = (−1)N 〈Ω˜, d′′ϕ〉 = (−1)N 〈Ω˜, dϕ〉 = (−1)N lim
ε→0
∫
‖x‖≥ε
Ω˜ ∧ dϕ
= − lim
ε→0
∫
‖x‖≥ε
d(Ω˜ϕ) d’apre`s (3.15)
= lim
ε→0
1
εN
∫
‖x‖=ε
A˜ϕ
= lim
ε→0
ϕ(0)
εN
∫
‖x‖=ε
A˜ car ||A˜|| . ||x||
= lim
ε→0
ϕ(0)
εN
∫
‖x‖≤ε
dA˜
et, en tenant compte de (3.14) :
(3.16) 〈d′′Ω˜, ϕ〉 = (n(p+ 1) +mq) Vol(B(0, 1))e0 ϕ(0).
Par suite, Ω := [(n(p+ 1) + qm) Vol(B(0, 1))]
−1
Ω˜ est une solution fon-
damentale pour l’ope´rateur d′′ dans Rn,mΛ .
Remarque. On ve´rifie aise´ment, graˆce a` (3.10), (3.11) et (3.12) l’e´galite´
au sens des courants d′Ω = 0.
Nous pouvons re´sumer les re´sultats de ce paragraphe dans le the´ore`-
me 3.3 suivant. Rappelons que les conditions (A0) et (A1) sont de´finies
en (3.4) et (3.6), l’ope´rateur d′′ sur Λn0 × Λm1 en (2.7).
The´ore`me 3.3. Si Λ0 ve´rifie la condition (A0) et Λ1 la condition (A1),
l’ope´rateur de Cauchy-Riemann d′′ dans Rn,mΛ admet une solution fon-
damentale Ω donne´e par :
Ω(x)=
c(n,m, p, q)
‖x‖N
 n∑
i=1
dYi
p∑
j=1
(−1)j(yji e0 + y0i ej)d̂y0i dyji
+
m∑
i=1
r∑
k=1
dZk(θi)
sk+1−1∑
`=sk+1
(−1)(`−1)(θ`ie0+θski a`) ̂dθski dθ`i
 ,
(3.17)
ou` N = n(p + 1) + mq, c(n,m, p, q) = −(N Vol(B(0, 1)))−1, d̂y0i dyji et
̂dθski dθ`i e´tant de´finis en (3.13).
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3.2. Formule de repre´sentation inte´grale pour les fonctions (et
les formes diffe´rentielles). SoitD un ouvert de Rn,mΛ borne´ a` frontie`re
lisse, soit Ψ: D ×D → Rn,mΛ de´finie par Ψ(x, x′) = x − x′. De´finissons,
avec les notations (3.9) et (3.13) :
K(x, x′) = Ψ∗Ω
=
c(n,m, p, q)
‖x′ − x‖N
 n∑
i=1
(dYi − dY ′i )
×
p∑
j=1
(−1)j((yji − y′ji )e0 + (y0i − y′0i )ej) (((hhhd(y0i − y′0i )d(yji − y′ji )
+
m∑
i=1
r∑
k=1
dZk(θi − θ′i)
×
sk+1−1∑
l=sk+1
(−1)l−1((θli − θ′li)e0+(θski −θ′ski )al) (((
(hhh
d(θski −θ′ski )d(θli − θ′li)
.
(3.18)
Les coefficients de K sont de classe C∞ hors de la diagonale ∆ de
Rn,mΛ × Rn,mΛ et localement inte´grables sur Rn,mΛ × Rn,mΛ . Le noyau K
ve´rifie au sens des courants, si l’on pose d = dx + dx′ et d
′′ = d′′x′ + d
′′
x :
d′′K(x, x′) = d′′Ψ∗Ω(x) = Ψ∗d′′Ω = Ψ∗[0] = [∆] et
dK(x′, x) = Ψ∗dΩ = [∆].
(3.19)
Pre´cisons ce que nous entendons par bidegre´ d’une forme. Toute forme
diffe´rentielle en les N variables re´elles yji , 1 ≤ i ≤ n, 0 ≤ j ≤ p, et θ`i ,
1 ≤ i ≤ m, 1 ≤ j ≤ q, peut s’e´crire de manie`re unique en fonction des
1-formes (dites de bidegre´ (1, 0)) de l’ensemble
F = {dYi, i = 1, . . . , n} ∪ {dZk(θi), i = 1, . . . ,m, k = 1, . . . , r}
et des 1-formes dites de bidegre´ (0, 1) appartenant a` l’ensemble
H = {dyji , i = 1, . . . , n, j = 1, . . . , p}
∪ {dθ`i , i = 1, . . . ,m, ` = 1, . . . , q, ` 6= sk, ∀ k = 1, . . . , r}.
Une forme f de degre´ d est dite de bidegre´ (a, d−a) si dans chacune de
ses composantes apparaissent exactement a 1-formes appartenant a` F.
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Corollaire 3.4. Sous les hypothe`ses du the´ore`me pre´ce´dent :
(a) Si f est une fonction de classe C1 dans D, continue sur D ainsi
que df , alors, pour tout x′ ∈ D, nous avons :
f(x′) =
∫
∂D
K(x, x′)f(x)−
∫
D
d′′f(x) ∧K(x, x′).
(b) Plus ge´ne´ralement, si f est une forme de degre´ d de bidegre´ (a, d−
a), de classe C1 dans D et continue sur D ainsi que df , nous avons
pour tout x′ de D :
f(x′) =
∫
∂D
f(x)K(a,d−a)(x, x′) + (−1)d−1
∫
D
d′′f(x) ∧K(x, x′)
+ (−1)dd′′
∫
D
f(x)K(x, x′),
ou` K(a,d−a) de´signe la composante de K de bidegre´ (a, d−a) en x′.
Comme nous utiliserons uniquement le re´sultat du (a) dans la suite
de l’article, nous reportons en appendice la preuve du (b).
Preuve du (a): Nous en proposons ici une preuve e´le´mentaire. Il suffit,
vu la re´gularite´ des inte´grales, de prouver l’e´galite´ au sens des distri-
butions. Supposons f de classe C∞ dans D ; soit g(x′) une N -forme de
classe C∞ a` support compact dans D, ou` N est la dimension de Rn,mΛ .
D’apre`s (3.19), nous avons hors de ∆ :
dx,x′
[
f(x)K(x, x′)g(x′)
]
= df(x) ∧K(x, x′)g(x′).
Or K(x, x′)g(x′) = L(x, x′)g(x′) avec
(3.20) L(x, x′) = c(n,m, p, q)‖x′ − x‖−N B˜,
ou`, avec les notations (3.9) et (3.13),
B˜ =
n∑
i=1
dYi
p∑
j=1
bi,j(yi, y
′
i)d̂y
0
i dy
j
i
+
m∑
i=1
r∑
k=1
dZk(θi)
sk+1−1∑
l=sk+1
βk,l(θi, θ
′
i)d̂θ
sk
i dθ
l
i,
les bi,j et les βk,l e´tant des fonctions a` valeurs dans Λ (cf. la de´fini-
tion (3.18) de K).
Pour tout ` = 1, . . . , n : dY` ∧ B˜ = 0 et pour tout ` = 1, . . . ,m, k =
1, . . . , r : dZk(θ`) ∧ B˜ = 0, par suite d′f(x) ∧ L(x, x′) = 0.
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Nous avons donc hors de ∆ :
dx,x′
[
f(x)K(x, x′)g(x′)
]
= d′′f(x) ∧K(x, x′)g(x′).
Par la formule de Stokes, nous obtenons pour 0 < ε 1 :∫
∂D×D
f(x)K(x, x′)g(x′)−
∫
||x′−x||=ε
x,x′∈D
f(x)K(x, x′)g(x′)
=
∫
D×D
‖x−x′‖≥ε
d′′f(x) ∧K(x, x′)g(x′).
Puisque K(x, x′)g(x′) = L(x, x′)g(x′), nous avons :
Jε :=
∫
||x′−x||=ε
x,x′∈D
f(x)K(x, x′)g(x′)
=
(
N VolB(0, 1)
)−1
ε−N
∫
D
(∫
∂B(x′,ε)
f(x)B˜(x, x′)
)
g(x′)
=
(
N VolB(0, 1)
)−1
ε−N
∫
D
(∫
∂B(0,ε)
f(x′ + w)A˜(w)
)
g(x′),
ou` A˜ est de´fini en (3.12).
Raisonnant alors comme dans la preuve de (3.16), nous obtenons
limε→0 Jε =
∫
D
f(x′)g(x′). Une re´gularisation standard permet de con-
clure.
Notations. Lorsque n = 1 et m = 0 (resp. n = 0 et m = 1) nous noterons
(3.21) K0 = Ψ
∗Ω0 (resp. K1 = Ψ∗Ω1),
ou` Ω0 et Ω1 sont de´finis dans la proposition 3.2 et en (3.8).
4. Quelques proprie´te´s des fonctions qS-diffe´rentiables
Une application f Fre´chet-diffe´rentiable sur D domaine de Λn0 a` va-
leurs dans Λ est S-diffe´rentiable si et seulement d′′f ≡ 0 sur D. Nous
avons de´ja` vu, au troisie`me paragraphe, que la situation n’est pas tout
a` fait la meˆme lorsque les variables sont dans Λ1.
De´finition. f : D ⊂ Λn0×Λm1 → Λ est quasiment S-diffe´rentiable (qS-dif-
fe´rentiable en abre´ge´) si elle est Fre´chet-diffe´rentiable sur D et telle que
d′′f ≡ 0 sur D.
Si f est S-diffe´rentiable, alors elle est qS-diffe´rentiable. Si m = 0, f est
S-diffe´rentiable si et seulement si elle est qS-diffe´rentiable.
On suppose toujours ve´rifie´es les conditions (A0) et (A1) sur Λ.
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4.1. Une formule de repre´sentation inte´grale sur la frontie`re
distingue´e ∂0P d’un polydisque.
Proposition 4.1. Soit D un ouvert de Λ0 ou Λ1 ; si une suite (fk) de
fonctions qS-diffe´rentiables sur D converge vers f uniforme´ment sur tout
compact de D, alors f est qS-diffe´rentiable sur D.
Ce re´sultat se de´montre de fac¸on classique de`s lors que l’on peut
valider une diffe´rentiation sous le signe somme. Et ce fait de´coule des
estimations |DαK0(x, y)| . ||x− y||−|α|−p uniforme´ment en x ∈ G b Ω
ouvert relativement compact dans D et y ∈ D \ Ω.
L’estimation analogue |DαK1(x, y)| . ||x − y||−|α|−q+1 donne le re´-
sultat lorsque D ⊂ Λ1.
Proposition 4.2. Soit P =
∏n+m
j=1 ∆j(aj ; rj), ou` chaque ∆j, j=1, . . . , n,
(resp. j = n + 1, . . . ,m) est un polydisque de Λ0 (resp. Λ1) ouvert non
vide. Si f est continue sur P et se´pare´ment qS-diffe´rentiable sur Ω ⊂
Λn0×Λm1 avec P ⊂Ω, alors pour tout x=(y, θ)=(y1, . . . , yn, θ1, . . . , θm) ∈
P :
(4.1)
f(y, θ) =
∫
∂0P
f(w1, . . . , wn, τ1, . . . , τm)
n∏
j=1
K0(wj , yj)
m∏
j=n+1
K1(τj , θj).
On de´duit tout d’abord aise´ment de la proposition 4.1 que yj 7→
f(a1, . . . , aj−1, yj , . . . , an, b) est qS-diffe´rentiable sur ∆j de`s que aj ∈
∆i, ∀ i 6= j et bi ∈ ∆i,∀ i = 1, . . . ,m (et mutatis mutandis pour θj 7→
f(a, b1, . . . , bj−1, θj , . . . , bm)).
Nous pouvons e´crire, en supposant n 6= 0, par exemple
f(y1, . . . , yn, θ1, . . . , θm) =
∫
∂∆1
f(w1, y2, . . . , yn, θ1, . . . , θm)K0(w1, y1).
Puisque y2 7→ f(w1, y2, . . . , yn, θ) reste qS-diffe´rentiable pour w1 ∈ ∂∆1,
on peut ite´rer le processus, et appliquer le the´ore`me de Fubini (f e´tant
continue sur P ).
4.2. Harmonicite´ ; un the´ore`me de Hartogs de qS-diffe´rentia-
bilite´ se´pare´e. Etablissons tout d’abord quelques proprie´te´s (harmo-
nicite´, principe du maximum) qui sont les analogues en super-analyse de
proprie´te´s des fonctions holomorphes.
Proposition 4.3. Soit D un domaine de Λn0 × Λm1 . Si f : D → Λ est
qS-diffe´rentiable sur D, alors elle est harmonique sur D, donc R-analy-
tique sur D.
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Preuve: Soit un polydisque P =
∏n
i=1 Pi(ai, ri)
∏m
j=1 Pj(bj , %j) b D de
frontie`re distingue´e ∂0P . D’apre`s (4.1), pour x = (y, θ) = (y1, . . . , yn,
θ1, . . . , θm) ∈ 12P ,
f(x) = f(y, θ) =
∫
∂0P
f(z, ζ)
n∏
j=1
K0(zj , yj)
m∏
j=1
K1(ζj , θj).
Pour tout zj ∈∂Pj(aj , rj), (resp. tout ζj ∈∂Pj(bj , ρj)) le noyau K0(zj , yj)
(resp.K1(ζj , θj)) est Fre´chet-C
∞ sur {yj/‖yj−aj‖<rj/2} (resp. {θj/‖θj−
bj‖ < ρj/2}) et l’on a, pour tous les multi-indices αj et βj , avec ces
conditions sur zj , ζj , yj et θj :
‖Dαjyj K0(zj , yj)‖+ ‖D
βj
θj
K1(ζj , θj)‖ ≤ Cte(rj , ρj).
On de´duit alors de (4.1) que f est de classe C∞ au sens de Fre´chet
sur 12P . Nous avons
∀ j = 1, . . . , n; ∀ k = 0, . . . , p; ∂
2f
∂(ykj )
2
=
∂
∂ykj
(
ek
∂f
∂y0j
)
=e2k
∂2f
∂(y0j )
2
∀ j = 1, . . . ,m; ∀ ` = 1, . . . , r;
∀ k, s` ≤ k < s`+1 ∂
2f
∂(θkj )
2
= a2k
∂2f
∂(θ0j )
2
.
Comme
∑p
k=0 e
2
k =
∑s2−1
k=s1
a2k = · · · =
∑q
k=sr
a2k = 0, f est harmo-
nique.
Remarque. En utilisant l’hypoellipticite´ du laplacien, nous aurions pu
prouver l’harmonicite´ de f sans avoir recours a` une repre´sentation inte´-
grale.
Une fonction f se´pare´ment holomorphe par rapport a` chaque va-
riable zj de Cn, j = 1, . . . , n, sur un domaine Ω de Cn est holomorphe
sur Ω sans autre hypothe`se de re´gularite´ globale sur f mais ce the´ore`me
de Hartogs n’est plus valable pour les fonctions R-analytiques. Nous
de´duisons toutefois de la proposition 4.3 et d’un re´sultat de P. Lelong [L] :
The´ore`me 4.4. Une fonction f de´finie sur un domaine D de Λn0×Λm1 a`
valeurs dans Λ, se´pare´ment qS-diffe´rentiable sur D par rapport a` chacune
de ses variables appartenant a` Λ0 ou Λ1, est qS-diffe´rentiable sur D :
Preuve: La fonction f est se´pare´ment harmonique en les variables yj ∈
Λ0 ≈ Rp+1, j = 1, . . . , n et θj ∈ Λ1 ≈ Rq, j = 1, . . . ,m au voisinage
de tout point de D donc est globalement harmonique en (y1, . . . , yn,
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θ1, . . . , θm) d’apre`s [L, p. 561] ; par suite elle est de classe C
1 au sens de
Fre´chet sur D d’ou` le re´sultat d’apre`s la de´finition (2.7) de d′′.
Corollaire 4.5. Soit f une fonction qS-diffe´rentiable sur un domaine D
de Λn0 × Λm1 et a` valeurs dans Λ. Si f admet (en norme) un maximum
local en un point de D, f est constante sur D.
Preuve: On de´duit de l’harmonicite´ des composantes fj de f=
∑p+q
0 fjej
que la fonction continue ||f ||2 est sous-harmonique, donc localement
constante de`s qu’elle admet un maximum local. D’ou` le re´sultat puis-
qu’alors 0 = ∆||f ||2 = 2∑p+q0 |∇fj |2.
Remarque. La pre´sence de diviseurs de ze´ro interdit la ge´ne´ralisation de
the´ore`mes de type ze´ros isole´s ou application ouverte.
Si l’on conside`re la CSA Λ0 de l’exemple 3 et la fonction f S-dif-
fe´rentiable d’une variable y appartenant a` Λ0 de´finie par f(y) = ye2,
l’ensemble des ze´ros de f contient entre autres {e3 + e2n , n ∈ N∗} et par
ailleurs f(Λ0) = Vect(e2, e3) est non ouvert dans Λ0.
4.3. Analyticite´. Pour j = 1, . . . ,m et θj =
∑q
1 θ
i
jεi notons :
Z(θj) =
q∑
i=1
aiθ
i
j
et, pour tout k = 1, . . . , r :
(4.2) Zk(θj)=
sk+1−1∑
i=sk
θijai.
Une fonction f qS-diffe´rentiable sur D⊂Λn0×Λm1 est donc analytique re´el-
le en les variables (y01 , . . . , y
p
1 , . . . , y
0
n, . . . , y
p
n, θ
1
1, . . . , θ
q
1, . . . , θ
1
m, . . . , θ
q
m).
En fait, une fonction qS-diffe´rentiable posse`de une proprie´te´ d’analy-
ticite´ bien plus forte puisqu’elle est localement de´veloppable en se´rie
entie`re des variables y1 =
∑p
k=0 y
k
1ek, y2, . . . , yn, Z1(θ1), . . . , Zr(θ1), . . . ,
Z1(θm), . . . , Zr(θm).
Proposition 4.6. Soit f : D ⊂ Λn0 × Λm1 → Λ une fonction qS-diffe´-
rentiable sur D. Pour tout (b, β) = (b1, . . . , bn, β1, . . . , βm) ∈ D, il existe
r > 0 et des scalaires AI,J ∈ Λ, ou` I et J = (J1, . . . , Jr) sont des
multi-indices de Nn et (Nm)r respectivement, tels que pour ‖yj − bj‖ <
r, j = 1, . . . , n, et ‖θj − βj‖ < r, j = 1, . . . ,m, nous ayons avec les
notations (4.5) :
(4.3) f(y, θ) =
∑
I,J1,...,Jr
AI,J(y − b)I(Z1(θ − β))J1 · · · (Zr(θ − β))Jr
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avec absolue convergence de la se´rie. De plus :
(4.4) I!J1! · · · Jr!AI,J = ∂
|I|+|J1|+···+|Jr|f
∂yI∂(Z1θ)J1 · · · ∂(Zrθ)Jr (b, β).
Le de´veloppement (4.3) est valable sur tout polydisque P de centre (b, β)
relativement compact dans D. Re´ciproquement, toute fonction de la for-
me (4.3) est qS-diffe´rentiable sur le domaine de convergence de la se´rie.
Nous avons note´ :
(y − b)I = (y1 − b1)i1 · · · (yn − bn)in , si I = (i1, . . . , in) ∈ Nn;
Zk(θ − β) =
(
Zk(θ1 − β1), . . . , Zk(θm − βm)
)
,
ou` Zk(θi) est de´fini en (4.2). Si Jk = (j
1
k, . . . , j
m
k ) ∈ Nm,(
Zk(θ − β)
)Jk
=
(
Zk(θ1 − β1)
)j1k · · ·(Zk(θm − βm))jmk , et
∂|Jk|
∂(Zkθ)Jk
=
∂|Jk|
∂(θsk1 )
j1k · · · ∂(θskm )jmk
.
(4.5)
Remarque 4.7. Un the´ore`me de Gadea-Mun˜oz (cf. [GMu]) e´tablit que
pour une R-alge`bre commutative A de dimension finie, l’e´galite´ entre
l’espace des fonctions A-diffe´rentiables sur D ouvert non vide de An et
celui des fonctions A-analytiques sur D (au sens de notre proposition)
est re´alise´e si et seulement si A est une C-alge`bre. Notre proposition 4.6
est-elle en accord avec ce re´sultat de [GMu] lorsque m = 0 et donc,
Λ = Λ0 alge`bre commutative ? Oui, et nous prouvons dans la section
suivante que la condition (A0) implique pour Λ0 d’eˆtre une C-alge`bre.
Lemme 4.8. Soit f : Λ0 → Λ un polynoˆme en les variables re´elles
(y0, . . . , yp) a` coefficients dans Λ ; f est qS-diffe´rentiable si et seulement
si f est un polynoˆme en la variable y =
∑p
j=0 y
jej.
Preuve: Il suffit de prouver la condition ne´cessaire pour les polynoˆmes
homoge`nes car la partie homoge`ne d’ordre k d’un polynoˆme qS-diffe´ren-
tiable est qS-diffe´rentiable. On raisonne par re´currence sur le degre´ d.
Si d = 1, f est R-line´aire (a` une constante pre`s) et S-diffe´rentiable
donc de la forme f(y) = ay + f(0), ou` a ∈ Λ.
Soit f polynoˆme homoge`ne en les variables re´elles (y0, . . . , yp) de
degre´ d ≥ 2 et S-diffe´rentiable. En tant que polynoˆme, f est lisse au
sens de Fre´chet, et l’on a pour tout k = 0, . . . , p et pour tout j :
∂2f
∂yj∂yk
=
∂
∂yk
(
ej
∂f
∂y0
)
= ej
∂
∂y0
(
∂f
∂yk
)
;
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les ∂f
∂yk
sont donc S-diffe´rentiables, homoge`nes de degre´ d− 1, donc, par
re´currence, il existe b ∈ Λ0 tel que ∂f∂y0 = b(y)d−1 et ∂f∂yk = ekb(y)d−1 ;
par inte´gration f(y) =
∫ 1
0
df(ty)y dt = bd (y)
d.
Lemme 4.9. Soit f : Λ1 → Λ un polynoˆme en les variables re´elles
(θ1, . . . , θq) a` coefficients dans Λ ; f est qS-diffe´rentiable si et seulement
si f est un polynoˆme en les variables Z1(θ), . . . , Zr(θ).
Preuve: La condition est clairement suffisante. On raisonne encore par
re´currence sur d pour la preuve de la ne´cessite´ de la condition. Pour un
polynoˆme homoge`ne de degre´ d = 1, le re´sultat de´coule de la de´finition de
la qS-diffe´rentiabilite´. Il est aise´ de ve´rifier la qS-diffe´rentiablite´ de ∂f
∂θsj
pour j = 1, . . . , r si f est homoge`ne de degre´ d ≥ 2 ; par hypothe`se de
re´currence
∂f
∂θsj
(θ) =
∑
k1+···+kr=d−1
b
(j)
K
(
Z1(θ)
)k1 · · · (Zr(θ))kr ,
ou` bjK ∈ Λ, j = 1, . . . , r. D’ou` le re´sultat en appliquant la formule de
Taylor et les relations ∂f
∂θk
= ak
∂f
∂θsj
pour sj ≤ k < sj+1, k = 1, . . . , q.
Lemme 4.10. Soit f : Λ0 × Λ1 → Λ un polynoˆme de degre´ d en les
variables re´elles y0, . . . , yp, θ1, . . . , θq ; f est qS-diffe´rentiable si et seule-
ment si f s’e´crit sous la forme :
f(y, θ) =
d∑
|K|=0
K=(k0,k1,...,kr)
AKy
k0
(
Z1(θ)
)k1 · · · (Zr(θ))kr ,
ou` AK ∈ Λ, ∀ K ∈ Nr+1.
Et nous avons un e´nonce´ analogue pour un polynoˆme a` valeurs dans Λ
en les variables re´elles y01 , . . ., y
p
1 , . . ., y
0
n, . . ., y
p
n, θ
1
1, . . ., θ
q
1, . . ., θ
1
m, . . ., θ
q
m.
La preuve du lemme s’effectue par re´currence sur le degre´ du polynoˆme
et repose sur les deux lemmes pre´ce´dents.
Retour a` la proposition 4.6: Soulignons ici que, en dehors de la diago-
nale, le noyau reproduisant K0(x, y) des fonctions S-diffe´rentiables sur
un domaine de Λ0 est lisse au sens de Fre´chet, mais n’est pas S-ana-
lytique ; nous ne pouvons donc pas raisonner exactement comme dans
le cas holomorphe de une ou plusieurs variables, meˆme pour passer du
cas n = 1 au cas n quelconque. Et la meˆme remarque vaut pour le
noyau K1.
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La qS-diffe´rentiabilite´ (sur le domaine de convergence de la se´rie)
d’une fonction admettant un de´veloppement de type (4.3) de´coule du
lemme 4.10.
La preuve de (4.3) et (4.4) sous l’hypothe`se de qS-diffe´rentiabilite´
e´tant un peu longue et technique, nous la reportons en appendice.
Ine´galite´s de type Cauchy. Lorsque f est continue sur P¯ (ou seule-
ment borne´e en norme sur P ) et qS-diffe´rentiable sur P =
∏
j ∆j(aj ; rj),
elle est de classe C∞ au sens de Fre´chet sur P et on peut prendre
les de´rive´es dans la formule (4.1) pour ||yj − aj || < rj/2 pour tout
j = 1, . . . , n et ||θj − an+j || ≤ rn+j/2 pour j = 1, . . . , q.
Rappelons que ∂f∂yj =
∂f
∂y0j
et ∂
|β|f
∂(Zk(θ)β
= ∂
|β|f
∂(θ
sk
1 )
β1 ···∂(θskm )βm . Nous ob-
tenons :
Proposition 4.11. Pour f qS-diffe´rentiable sur un polydisque P =
n+m∏
j=1
∆j(aj ; rj) et continue sur P¯ , nous avons :
(4.6)
∥∥∥∥ ∂|I|+|J1|+···+|Jr|f∂yI∂(Z1(θ))J1 · · · ∂(Zr(θ))Jr (a)
∥∥∥∥
≤ cI,J1,...,Jr sup
P¯
||f ||r−[I,J1,...,Jr],
ou` cI,J1,...,Jr ∼ I!J1! · · · Jr! lorsque min(|I|, |J1|, . . . , |Jr|)→ +∞.
Nous avons note´ pour I = (i1, . . . , in) et Jk = (j
k
1 , . . . , j
k
m), k =
1, . . . , r :
r−[I,J1,...,Jr] = r−i11 · · · r−inn (rn+1)−j
1
1−···−jr1 · · · (rn+m)−j1m−···−jrm .
Nous de´duisons de ces ine´galite´s et de la proposition 4.6 un re´sultat
de type Liouville :
Corollaire 4.12. Une fonction qS-diffe´rentiable et borne´e en norme
sur Λn0 × Λm1 est constante.
4.4. Un the´ore`me de prolongement de type Hartogs-Bochner.
Graˆce a` la formule de repre´sentation inte´grale des fonctions qS-diffe´ren-
tiables donne´e par le corollaire 3.4 et aux proprie´te´s de l’ope´rateur d′′,
nous obtenons :
The´ore`me 4.13. Sous les conditions (A0) et (A1), si ∂Ω est le bord
connexe d’un domaine Ω borne´ de Λn0 × Λm1 , avec n + m ≥ 2, et f une
fonction qS-diffe´rentiable dans un voisinage connexe de ∂Ω, alors f se
prolonge en une fonction qS-diffe´rentiable sur Ω.
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L’ope´rateur d′′ et le noyau K ve´rifient hors de la diagonale de Rn,mΛ :
d′′xK
(0)(w, x) = −d′′wK(1)(w, x), ou` K(j)(w, x) de´signe la composante de
degre´ j en x et n(p + 1) + mq − 1 − j en w du noyau K. Par suite,
si D1, D2 sont des domaines a` frontie`re de classe C
1 par morceaux,
D1 b Ω b D2 avec ∂Dj ⊂ V , j = 1, 2, ou` V est un voisinage ouvert de ∂Ω
sur lequel f est qS-diffe´rentiable, les fonctions Fj =
∫
∂Dj
f(w)K(0)(w, x),
j = 1, 2 sont qS-diffe´rentiables respectivement sur Rn,mΛ \ ∂D1 et sur
Rn,mΛ \ ∂D2. Supposant par exemple n 6= 0, en appliquant le corol-
laire 4.12 a` la fonction (y1, a
′, b) ∈ Λ0 × Λn−10 × Λm1 7→ F1(y1, a′; b) pour
chaque (a′, b) tel que Λ0 × {(a′, b)} ∩ ∂D1 = ∅, on montre ensuite, par
prolongement analytique, que la fonction F1 est nulle sur la composante
connexe non borne´e de D1. Par suite, la fonction F2 est qS-diffe´rentiable
sur Ω et prolonge f . La preuve du the´ore`me est alors analogue a` celle
du Kugelsatz de Hartogs-Bochner donne´e dans [LiMi] par exemple.
5. Commentaires sur les conditions (A0) et (A1)
Nous avons de´ja` souligne´, de`s l’introduction, que la condition (A0)
est ne´cessaire et suffisante si l’on veut obtenir une solution fondamentale
pour l’ope´rateur d′′ ope´rant sur les formes diffe´rentielles de´finies sur un
ouvert de Λn0 , n ≥ 1.
La ne´cessite´ de conditions alge´briques pour obtenir une repre´sentation
inte´grale de fonctions satisfaisant une e´quation δf = 0 pour un ope´rateur
diffe´rentiel δ de´fini sur un certain type d’espaces peut paraˆıtre a` premie`re
vue surprenante mais elle est “raisonnable” et de´pend de l’ope´rateur
e´tudie´ δ.
De telles conditions alge´briques ont e´te´, par exemple, mises en e´viden-
ce par J. Ryan dans [Ry] ; dans cet article l’auteur obtient comme condi-
tion ne´cessaire et suffisante pour l’obtention d’une formule “ge´ne´ralise´e”
de repre´sentation inte´grale de type Cauchy le fait que A contienne une
sous-alge`bre complexe isomorphe a` une alge`bre de Clifford de dimension
finie.
Soulignons que tant dans [GMu] (cf. remarque 4.7) que dans [Ry],
deux articles ou` des conditions de nature alge´brique de´coulent de re´-
sultats d’analyse, les auteurs ne se placent pas dans le contexte de la
super-analyse.
Que peut-on dire d’une super-alge`bre Λ telle que Λ0 ve´rifie (A0) ?
L’alge`bre donne´e au premier paragraphe par sa table (cf. exemple 3)
apparaˆıt comme une C-alge`bre (notons que dans ce cas Λ0 = C⊗RB0, ou`
B0 est la sous-alge`bre re´elle monoge`ne (donc associative et commutative)
engendre´e par l’e´le´ment b = e4 de polynoˆme minimal X
3, et Λ = C⊗R
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B, ou` B est une sous-alge`bre re´elle de Λ admettant pour base comme
R-espace vectoriel (e0, e2, e4, ε1, ε3, ε4)).
En fait, on peut de´montrer :
Proposition 5.1. Toute super-alge`bre Λ re´elle unitaire de dimension
finie telle que la sous-alge`bre Λ0 ve´rifie la condition (A0) posse`de une
structure de C-alge`bre compatible avec sa structure de R-alge`bre.
Preuve: Dans une CSA Λ, la sous-alge`bre Λ0 est contenue dans le centre
de Λ, par suite la proposition de´coule des deux lemmes suivants :
Lemme 5.2. Toute alge`bre A re´elle commutative unitaire de dimension
finie et ve´rifiant (A0) posse`de un e´le´ment a tel que a
2 = −1.
D’apre`s le the´ore`me principal de structure de Wedderburn pour les
alge`bres associatives de dimensions finies (cf. [A] ou [Pi] par exemple),
la R-alge`bre A est une somme directe (de sev) A = S ⊕N , ou` N est le
radical de A et S une sous-alge`bre semi-simple de A isomorphe a` A/N ;
S e´tant commutative est isomorphe a` un produit
∏s
j=1Kj , ou` Kj = R
ou C ; le neutre multiplicatif e de A appartient a` S ; en effet, e = σ + ν
avec σ ∈ S et ν ∈ N ; on de´duit de l’idempotence de e, l’e´galite´ σ2 = σ,
puis ν2 = ν, d’ou` ν = 0 par nilpotence de ν.
S’il existe une base (e, e1, . . . , ep) de A telle que e+
∑p
k=1 e
2
k = 0 avec
pour tout k = 1, . . . , p, ek = bk+νk, ou` bk ∈ S et νk ∈ N , nous obtenons
l’e´galite´ e+
∑p
k=1 b
2
k = 0, et cette dernie`re e´galite´ est possible seulement
si tous les Kj sont e´gaux a` C.
Nous avons, en identifiant S et
∏s
j=1Kj pour simplifier les notations,
e = (1, . . . , 1) ∈ S ; il suffit de choisir a = (i, . . . , i) pour conclure.
Lemme 5.3. Si A est une alge`bre re´elle unitaire, d’unite´ e, de dimension
finie posse´dant dans son centre un e´le´ment ι tel que ι2 = −e, alors A est
une C-alge`bre.
Le cas dimRA = 2 e´tant imme´diat, supposons A de dimension n > 2.
On construit alors une suite strictement croissante de sous-espaces Vk
stables par multiplication par ι, avec
V0 = Vect(e, ι), . . . , Vk = Vect(e, ι, b1, ιb1, . . . , bk, ιbk)
(en effet, si z /∈ Vk, la famille (e, ι, b1, ιb1, . . . , bk, ιbk, z, ιz), est R-libre).
Ne´cessairement n est pair et si n = 2p + 2, A = Vp. Posant alors pour
λ = α+iβ ∈ C et x ∈ A : λx = αx+βιx, A peut eˆtre regarde´e comme une
C-alge`bre, l’application (x, y) ∈ A 7→ xy devenant C-biline´aire puisque ι
commute avec tous les e´le´ments de A.
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En ce qui concerne la condition (A1), qui n’a pas e´te´ utilise´e dans
la preuve de la proposition 5.1, signalons que le re´sultat d’analyticite´
e´nonce´ dans la proposition 4.6 est d’autant plus inte´ressant que les Z(θj)
regroupent un plus grand nombre de variables re´elles θkj .
Ainsi dans l’exemple 3, a` condition de bien choisir les “tranches”
εsj , . . . , εsj+1−1, 1 ≤ j ≤ r, il n’apparaˆıt pas dans le de´veloppement (4.3)
uniquement des Z(θj) faisant intervenir seulement deux variables re´elles.
Plus pre´cise´ment, puisque ε1ε4 = e2 6= 0, il n’existe pas d’e´le´ment η ∈ Λ1
tel que Λ1 = ηΛ0 ; donc nous devons de´terminer deux “tranches” mini-
mum.
La condition (A1) est ve´rifie´e puisque Λ1 = ε1 Vect(e0, e1, e4, e5) +
ε4 Vect(e0, e1) ; posant as1 =e0, as2 =e1, as3 =e4 et as4 =e5, nous avons
alors Z(θ1) =
∑4
k=1 θ
k
1ask . Remarquons e´galement que Vect(e0, e1, e4, e5)
n’est pas une sous-alge`bre de Λ ; donc a fortiori les “tranches” de Λ1 ne
sont pas ne´cessairement associe´es a` des C-alge`bres.
6. Appendice
6.1. Preuve du corollaire 3.4(b). Toute forme diffe´rentielle a` coef-
ficients a` valeurs dans Λ en les N = n(p + 1) + mq variables re´elles yji ,
1 ≤ i ≤ n, 0 ≤ j ≤ p et θ`i , 1 ≤ i ≤ m, 1 ≤ j ≤ q peut donc s’e´crire de
manie`re unique en fonction des 1-formes de l’ensemble
F = {dYi, i = 1, . . . , n} ∪ {dZk(θi), i = 1, . . . ,m, k = 1, . . . , r},
que nous dirons 1-formes de bidegre´ (1, 0) et des 1-formes dites de bi-
degre´ (0, 1) appartenant a` l’ensemble
H = {dyji , i = 1, . . . , n, j = 1, . . . , p}
∪ {dθ`i , i = 1, . . . ,m, ` = 1, . . . , q, ` 6= sk, ∀ k = 1, . . . , r}.
Une forme homoge`ne f de degre´ d s’e´crit f =
∑n+mr
|I|=0 f
I , ou` pour
chaque multiindice I, la forme f I est de bidegre´ (|I|, d−|I|) ; chaque com-
posante
∑
|I|=k f
I est une forme “pure” de bidegre´ (k, d−k). Les formes
λ(θi) = dZ1(θi)dθ
2
i · · · dθs2−1i dZ2(θi)dθs2+1i · · · dZr(θi)dθsr+1i · · · dθqi sont
de bidegre´ (r, q − r) et les formes ω(yi) = dYidy1i · · · dypi sont de bi-
degre´ (1, p). Notons que le noyau K(x, x′) est de bidegre´ total (i.e. rela-
tivement a` (x, x′)) (n+mr,N − n−mr − 1). On de´signe par K(α,β) la
composante de K de bidegre´ (α, β) relativement a` la variable x′ avec la
convention K(α,−1) ≡ 0.
Montrons en un premier temps la formule suivante : si f est une forme
de degre´ d de classe C∞ dans D continue ainsi que df sur D, nous avons
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pour tout x′ ∈ D :
(6.1) f(x′) =
∫
∂D
f(x)K(x, x′) + (−1)d−1
∫
D
df(x) ∧K(x, x′)
+ (−1)dd
∫
D
f(x)K(x, x′).
Il suffit de tester f contre une forme g(x′) de degre´ N − d, de classe C∞
a` support compact dans D. Calculons :∫
∂(D×D)
g(x′)f(x)K(x, x′)
=
∫
∂Dx′×Dx+(−1)NDx′×∂Dx
g(x′)f(x)K(x, x′)
= (−1)N
∫
D
g(x′)
∫
∂D
f(x)K(x, x′)
=
∫
D×D
[
dg(x′)f(x)K(x, x′)
+ (−1)N−dg(x′)df(x)K(x, x′) + (−1)Ng(x′)f(x)[∆]
]
= (−1)N−d+1
∫
D
g(x′)dx′
∫
D
f(x)K(x, x′)
+ (−1)N−d
∫
D
g(x′)
∫
D
df(x)K(x, x′)
+ (−1)N
∫
D
g(x′)f(x′).
(6.2)
En identifiant les membres de droite de la troisie`me et des dernie`res
lignes de (6.2), on obtient (6.1).
Si f est une forme de bidegre´ (a, b), en e´galant dans (6.1) les compo-
santes de bidegre´ (a, b), nous obtenons la formule du (b) du corollaire.
6.2. Preuve de la proposition 4.6. Si f : D ⊂ Λ0 → Λ est qS-diffe´-
rentiable sur D, elle est re´elle analytique et pour tout a ∈ D, il existe
des re´els rk > 0 tels que
(6.3) f(y) =
∑
J=(j0,...,jp)∈Np+1
αJ(y
0 − a0)j0 · · · (yp − ap)jp , ou` αJ ∈ Λ,
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avec absolue sommabilite´ pour |yk − ak| < rk. Chaque composante ho-
moge`ne de la se´rie e´tant S-diffe´rentiable, d’apre`s le lemme 4.8 il existe
pour tout k ∈ N un e´le´ment ck ∈ Λ tel que∑
|J|=k
J=(j0,...,jp)
αJ(y
0 − a0)j0 · · · (yp − ap)jp = ck(y − a)k;
d’ou` par associativite´ des familles sommables :
(6.4) f(y) =
∞∑
0
ck(y − a)k,
avec convergence en norme de la se´rie pour ||y − a|| < minj rj .
En de´rivant terme a` terme le second membre de (6.3), on obtient,
puisque e0 est le neutre de Λ, en tenant compte de (6.2) ou` nous avons
ck = α(k,0,...,0) :
∂kf
∂(y0)k
(a) = k!ck
soit encore
∂kf
∂yk
(a) = k!ck.
Remarque. Tout revient donc a` de´river terme a` terme (6.4).
Soit f qS-diffe´rentiable sur D ⊂ Λn0 , n ≥ 2 ; pour alle´ger l’e´criture
supposons n = 2 et notons w et y les deux variables appartenant a` Λ0.
Au voisinage d’un point (a, b) ∈ D :
f(w, y) =
∑
I,J∈Np+1
I=(i0,...,ip),
J=(j0,...,jp)
γI,J(w
0−a0)i0 · · · (wp−ap)ip(y0−b0)j0 · · · (yp−bp)jp
=
∑
J
[∑
I
γI,J(w
0−a0)i0 · · · (wp−ap)ip
]
(y0−b0)j0 · · · (yp−bp)jp
avec sommabilite´ pour ||w − a|| < r, ||y − b|| < ρ.
Par proprie´te´s des se´ries entie`res, pour tout J fixe´, la famille
(
γI,J(w
0−
a0)i0 · · · (wp − ap)ip)
I
est sommable, de somme
∑∞
k=0
(∑
|I|=k γI,J(w
0 −
a0)i0 · · · (wp − ap)ip) ; f est S-diffe´rentiable sur D, et donc la somme∑
I γI,J(w
0− a0)i0 · · · (wp− ap)ip est S-diffe´rentiable sur {w, ||w− a|| <
A mi-chemin entre analyse complexe et superanalyse 37
r} ; appliquant le lemme 4.8 aux composantes homoge`nes de cette som-
me, nous obtenons
f(w, y) =
∑
J∈Np+1
[ ∞∑
k=0
ck,J(w − a)k
]
(y0 − b0)j0 · · · (yp − bp)jp
=
∑
J,k
ck,J(w − a)k(y0 − b0)j0 · · · (yp − bp)jp
avec ck,J = γ(k,0,...,0),J .
Les familles
(
ck,J(y
0− b0)j0 · · · (yp− bp)jp(w−a)k)
J
sont sommables,
mais (w − a)k peut eˆtre diviseur de ze´ro lorsque k 6= 0, et nous devons
justifier, pour tout k ∈ N∗, la sommabilite´ de (ck,J(y0 − b0)j0 · · · (yp −
bp)jp
)
J
.
Nous avons (w − a)k = (w0 − a0)ke0 +
∑′
; la famille
(
ck,J(y
0 −
b0)j0 · · · (yp−bp)jp(w0−a0)ke0
)
J
est sommable et il en sera de meˆme pour(
ck,J(y
0−b0)j0 · · · (yp−bp)jp)
J
de`s que w0 6= a0 ce qui est toujours ve´rifie´
pour un w proche de a convenablement choisi. Les sommes
∑
J ck,J(y
0−
b0)j0 · · · (yp−bp)jp e´tant S-diffe´rentiables, on conclut graˆce au lemme 4.8 :
f(w, y) =
∞∑
`,k=0
Ak,`(w − a)k(y − b)`, avec Ak,` = γ(k,0,...,0),(`,0).
Et l’on obtient par de´rivation :
`!k!Ak,` =
∂`+kf
∂(w0)k∂(y0)`
(a, b)
soit encore
`!k!Ak,` =
∂`+kf
∂wk∂y`
(a, b).
Soit f qS-diffe´rentiable sur un domaine D ⊂ Λn0 × Λm1 ; supposons
n = m = 1, le cas ge´ne´ral e´tant analogue. La proposition 4.3 permet
d’e´crire au voisinage de (a, β) ∈ D :
f(y, θ)=
∑
I=(i0,...,ip)∈Np+1
J=(j1,...,jq)∈Nq
γI,J(y
0−a0)i0 · · · (yp−ap)ip(θ1−β1)j1 · · · (θq−βq)jq
=
∑
I
(∑
J
γI,J(θ
1−β1)j1 · · · (θq−βq)jq
)
(y0−a0)i0 · · · (yp−ap)ip .
(6.5)
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Pour tout multi-indice I ∈ Np+1, la se´rie∑J γI,J(θ1−β1)j1 · · · (θq−βq)jq
est absolument sommable, de somme
∑∞
k=0
∑
|J|=kγI,J(θ
1−β1)j1 · · · (θq−
βq)jq ; par qS-diffe´rentiablite´ de chaque partie homoge`ne dans cette se´rie,
on de´duit du lemme 4.9 l’e´criture suivante de f au voisinage de (a, β) :
f(y, θ) =
∑
I
 ∑
k1,...,kr∈N
αI,(k1,...,kr)
(
Z1(θ − β)
)k1 · · · (Zr(θ − β))kr

× (y0 − a0)i0 · · · (yp − ap)ip ,
ou` αI,(k1,...,kr) = γI,(js1 ,0,...,0,js2 ,0,...,0,jsr ,0,...,0).
On ve´rifie, comme pre´ce´demment, la sommabilite´ de chaque famille(
αI,k1,...,kr (y
0−a0)i0 · · · (yp−ap)ip)
I
; si k1+· · ·+kr 6= 0 ; choisissons θ =
β+
∑r
`=1 η`εs` , η` re´el, 0 < η`  1 ; alors
(
Z1(θ−β)
)k1 · · · (Zr(θ−β)) =
ηk11 · · · ηkrr e0 est inversible ; la famille
(
αI,k1,...,kr
(
Z1(θ−β)
)k1 · · · (Zr(θ−
β)
)kr
(y0−a0)i0 · · · (yp−ap)ip)
I=(i0,...,ip)
e´tant sommable pour η1, . . . , ηr
suffisamment petits, il en est de meˆme de
(
αI,(k1,...,kr)(y
0−a0)i0 · · · (yp−
ap)ip
)
I
. Chaque somme
∑
I
(
αI,(k1,...,kr)(y
0 − a0)i0 · · · (yp − ap)ip)
I
est
S-diffe´rentiable, ainsi que ses composantes polynomiales homoge`nes, il
de´coule du lemme 4.8 le de´veloppement cherche´ :
f(y, θ) =
∞∑
µ=1
∞∑
|K|=0
K=(k1,...,kr)
Aµ,K(y − a)µ
(
Z1(θ − β)
)k1 · · · (Zr(θ − β))kr ,
avec Aµ,K = α(µ,0,...,0),K .
De´rivant terme a` terme dans (6.5), on obtient ensuite par unicite´ du
de´veloppement en se´rie entie`re :
µ!k1! · · · kr!Aµ,(k1,...,kr) =
∂µ+k1+···+krf
∂(y0)µ∂(θs1)k1 · · · ∂(θsr )kr (a, β)
=
∂µ+k1+···+krf
∂yµ∂(θs1)k1 · · · ∂(θsr )kr (a, β).
L’avant-dernie`re assertion de la proposition de´coule de (4.4), de la pro-
position 4.11 et du the´ore`me de prolongement des fonctions analytiques
de variables re´elles.
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