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We compute the low dimensional cohomologies H˜q(gcN ,C), H
q(gcN ,C) of the infinite rank
general Lie conformal algebras gcN with trivial coefficients for q ≤ 3, N = 1 or q ≤ 2, N ≥ 2.
We also prove that the cohomology of gcN with coefficients in its natural module is trivial,
i.e., H∗(gcN ,C[∂]
N ) = 0; thus partially solve an open problem of Bakalov-Kac-Voronov in
[Comm. Math. Phys., 200 (1999), 561-598].
I. INTRODUCTION
The notion of a conformal algebra, introduced by Kac in Ref. 12, encodes an axiomatic
description of the operator product expansion of chiral fields in conformal field theory. Con-
formal algebras play important roles in quantum field theory and vertex operator algebras
(e.g. Ref. 12), whose study has drawn much attention in the literature (e.g. Refs. 1–6, 10,
12–14 and 20–23). As is pointed out in Ref. 2, on one hand, it is an adequate tool for the
study of infinite-dimensional Lie algebras satisfying the locality property (cf. Refs. 5, 12
and 14). On the other hand, conformal modules over a conformal algebra R correspond to
conformal modules over the associated Lie algebra LieR (cf. Ref. 3). The main examples of
Lie algebras LieR are the Lie algebras “based” on the punctured complex plane C×, namely
the Lie algebra VectC× of vector fields on C× (the Virasoro algebra) and the Lie algebra of
maps of C× to a finite-dimensional Lie algebra (the loop algebra). Their irreducible confor-
mal modules are the spaces of densities on C× and loop modules, respectively (cf. Ref. 3).
Since complete reducibility does not hold in this case (cf. Refs. 4 and 9), one may expect
that their cohomology theory is very interesting and important (cf. Ref. 2), just as the coho-
mology theory of Lie algebras has played important roles in the structure and representation
theories of Lie algebras (cf. Refs. 7–9, 11 and 15–19).
A general theory of cohomology of Lie conformal algebras was established by Bakalov,
Kac and Voronov in Ref. 2. They also computed the cohomologies for the finite simple Lie
conformal algebras. However the problem for the general Lie conformal algebra gcN , which
is an infinite Lie conformal algebra, remains open. It is well-known that the general Lie
conformal algebra gcN plays the same important role in the theory of Lie conformal algebras
as the general Lie algebra glN does in the theory of Lie algebras: any moduleM = C[∂]
N over
a Lie conformal algebra R is obtained via a homomorphism R → gcN (cf. Refs. 5 and 12),
thus the study of Lie conformal algebras gcN has drawn some authors’ attentions (cf. Refs. 1,
2, 6, 13 and 14). It seems to us that the computation of cohomology of gcN is important.
In this paper, we compute the low dimensional basic cohomologies H˜q(gcN ,C) and the
1
reduced cohomology H˜q(gcN ,C) of gcN with trivial coefficients for q≤3, N=1 or q≤2, N≥
2. We also prove that the cohomology of gcN with coefficients in its natural module is trivial,
i.e., H∗(gcN ,C[∂]
N ) = 0; thus partially solve an open problem in Ref. 2.
In Section II, we shall recall definitions of conformal algebras, their modules and coho-
mology, and present the main theorem of this paper (Theorem 2.5). Sections III and IV are
devoted to the proof of the main theorem.
II. NOTATIONS AND MAIN RESULTS
We shall briefly recall definitions of conformal algebras, their modules and cohomology.
More details can be found in, say, Ref. 2.
Definition 2.1: A Lie conformal algebra is a C[∂]-module A with a λ-bracket [aλb] which
defines a linear map A×A→ A[λ], where A[λ] = C[λ]⊗A is the space of polynomials of λ
with coefficients in A, satisfying:
[∂aλb] = −λ[aλb], [aλ∂b] = (∂ + λ)[aλb] (conformal sesquilinearity),
[aλb] = −[b−λ−∂a] (skew-symmetry),
[aλ[bµc]] = [[aλb]λ+µc] + [bµ[aλc]] (Jacobi identity),
(2.1)
(2.2)
(2.3)
for a, b, c∈A. A subset S⊂A is called a generating set if S generates A as a C[∂]-module. If
there exists a finite generating set, then A is called finite. Otherwise, it is called infinite. 
There is a similar notion of associative conformal algebras, which we shall not introduce in
this paper. Below we shall only work with Lie conformal algebras, thus we shorten the term
“Lie conformal algebra” to “conformal algebra”. The simplest nontrivial conformal algebra
is the Virasoro conformal algebra Vir, which is a rank one free C[∂]-module generated by a
symbol L such that
Vir = C[∂]L, [LλL] = (∂ + 2λ)L. (2.4)
Note that using (2.1), it suffices to define λ-brackets on a generating set. Let N ≥ 1 be an
integer. The general conformal algebra gcN can be defined (see, e.g., Ref. 14) as an infinite
rank free C[∂]-module with a generating set
SN = {J
n
A |n ∈ Z+, A ∈ glN}, (2.5)
where glN is the space of N×N matrices (note that the set SN is not C-linearly independent,
for example, JmaA = aJ
m
A for a ∈ C), such that the λ-bracket is defined by
[JmA λJ
n
B] =
m∑
s=0
(m
s
)
(λ+ ∂)sJm+n−sAB −
n∑
s=0
( n
s
)
(−λ)sJm+n−sBA , (2.6)
for m,n ∈ Z+, A, B ∈ glN , where (ms ) =
m(m−1)···(m−s+1)
s!
if s ≥ 0 and (ms ) = 0 otherwise, is
the binomial coefficient.
Definition 2.2: A module over a conformal algebra A is a C[∂]-module M with a λ-action
aλv which defines a map A×M → M [[λ]], where M [[λ]] is the set of formal power series of
2
λ with coefficients in M , such that
aλ(bµv)− bµ(aλv) = [aλb]λ+µv,
(∂a)λv = −λaλv, aλ(∂v) = (∂ + λ)aλv,
(2.7)
(2.8)
for a, b ∈ A, v ∈ M . If aλv ∈ M [λ] for all a ∈ A, v ∈ M , then the A-module M is called
conformal. If M is finitely generated over C[∂], then M is simply called finite.
Below we shall only consider “conformal modules”, thus we drop the word “conformal”
and simply call a “conformal module” a “module”. Clearly, the one-dimensional vector space
C can be defined as a module (called a trivial module) over any conformal algebra A with
both the action of ∂ and the action of A being zero. Furthermore, for a ∈ C, a 6= 0, one can
define a C[∂]-module Ca, which is the one-dimensional vector space C such that ∂v = av for
v ∈ Ca. Then Ca becomes an A-module with trivial action of A.
Let α ∈ C. The space CN [∂] (a rank N free C[∂]-module) can be defined as a gcN -module
with λ-action
JmA λv = (∂ + λ+ α)
mAv for A ∈ glN , m ∈ Z+, v ∈ C
N , (2.9)
(cf. the statement after (2.4)). We denote this module by CNα [∂]. When α = 0, the module
CN [∂] = CN0 [∂] is called the natural module of gcN .
Definition 2.3: Let q ∈ Z+. A q-cochain of a conformal algebra A with coefficients in a
module M is a C-linear map γ : A⊗q → M [λ1, ..., λq],
γ(a1 ⊗ · · · ⊗ aq) = γλ1,...,λq(a1, ..., aq), (2.10)
satisfying
γλ1,...,λq(a1, ..., ∂ai, ...aq) = −λiγλ1,...,λq(a1, ..., ai, ..., aq) (conformal antilinearity),
γλ1,...,λi−1,λi+1,λi,λi+2,...,λq(a1, ..., ai−1, ai+1, ai, ai+2, ..., aq)
= −γλ1,...,λi−1,λi,λi+1,λi+2,...,λq(a1, ..., ai−1, ai, ai+1, ai+2, ..., aq) (skew-symmetry),
(2.11)
(2.12)
for a1, ..., aq ∈ A and all possible i. We let A⊗0 = C, so that a 0-cochain γ is simply an
element of M . 
We define a differential d of a cochain γ as follows:
(dγ)λ1,...,λq+1(a1, ..., aq+1)
=
q+1∑
i=1
(−1)i+1ai λiγλ1,...,λˆi,...,λq+1(a1, ..., aˆi, ..., aq+1)
+
∑
1≤i<j≤q+1
(−1)i+jγλi+λj ,λ1,...,λˆi,...,λˆj,...,λq+1([ai λiaj], a1, ..., aˆi, ..., aˆj, ..., aq+1),
(2.13)
where, γ is extended linearly over the polynomials in λi, and where, the symbol ˆ means the
element below it is missing. In particular,
(dγ)λ(a) = aλγ if γ ∈M is a 0-cochain. (2.14)
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By Ref. 2, the operator d preserves the space of cochains and d2 = 0, so that the cochains
form a complex, which will be denoted by C˜∗ = C˜∗(A,M) = ⊕q∈Z+C˜
q(A,M), and called the
basic complex for the A-module M .
Define the structure of a C[∂]-module on C˜∗(A,M) by
(∂γ)λ1,...,λq(a1, ..., aq) = (∂M +
q∑
i=1
λi)γλ1,...,λq(a1, ..., aq), (2.15)
where ∂M denotes the action of ∂ on M . Then d∂ = ∂d (see Ref. 2) and so the graded
subspace ∂C˜∗ ⊂ C˜∗ forms a subcomplex. Define the quotient complex C∗ = C∗(A,M) =
C˜∗(A,M)/∂C˜∗(A,M) = ⊕q∈Z+C
q(A,M), called the reduced complex.
Definition 2.4: The basic cohomology H˜∗(A,M) of a conformal algebra A with coefficients
in a module M is the cohomology of the basic complex C˜∗. The (reduced) cohomology
H∗(A,M) is the cohomology of the reduced complex C∗. 
Note that the basic cohomology H˜∗(A,M) is naturally a C[∂]-module, whereas the re-
duced cohomology H∗(A,M) is a complex vector space.
The main results of this paper is the following theorem.
Theorem 2.5: (1) For the general conformal algebra gc1, we have
dim H˜q(gc1,C) =
{
1 if q = 0 or 3,
0 if q = 1 or 2,
(2.16)
and
dimHq(gc1,C) =
{
1 if q = 0, 2 or 3,
0 if q = 1;
(2.17)
(2) Equations (2.16) and (2.17) also hold for the general conformal algebra gcN if q ≤ 2;
(3) H∗(gcN ,Ca) = 0 if a 6= 0;
(4) H∗(gcN ,C
N
α [∂]) = 0 for α ∈ C. Furthermore, for any gcN -module M which is freely
generated over C[∂] such that there exists nonzero c ∈ C satisfying J0I λv|λ=0 = cv for v ∈M ,
where I is the N ×N identity matrix, we have H∗(gcN ,M) = 0.
Remark 2.6: (1) Equations (2.16) and (2.17) show that the cohomologies H˜q(gc1,C),
H∗(gc1,C), q≤3, of the general conformal algebra gc1 with trivial coefficients are isomorphic
to those of the Virasoro conformal algebra with trivial coefficients.
(2) Theorem 2.5(2) in particular shows that there is a unique nontrivial universal central
extension of the general conformal algebra gcN , which agrees with that of the Lie algebra
DN of N × N matrix differential operators on the circle (cf. Refs. 16 and 18. It is well-
known that DN is the distribution Lie algebra associated with gcN , cf. Ref. 14). A nontrivial
reduced 2-cocycle ψ′ of gcN is given in (3.36), and the universal central extension g˜cN of gcN
4
corresponding to ψ′ is given by
[JmA λJ
n
B] =
m∑
s=0
(m
s
)
(λ+ ∂)sJm+n−sAB −
n∑
s=0
( n
s
)
(−λ)sJm+n−sBA
+(−1)n
m!n!
(m+ n + 1)!
tr(AB)λm+n+1C,
(2.18)
where C is a nonzero central element of g˜cN (i.e., [C λa] = [aλC] = 0 for all a ∈ g˜cN) such
that CC is a trivial C[∂]-module.
(3) In Theorem 2.5(4), note that if we define the 0-bracket by [a 0b] = [aλb]|λ=0 for a, b ∈
gcN , and define the 0-action of gcN on a module M by a 0v = aλv|λ=0 for a ∈ gcN , v ∈ M ,
then J0I is central under 0-bracket, i.e., [J
0
I 0a] = [a 0J
0
I ] for a ∈ gcN , and so the 0-action of
J0I on any indecomposable gcN -module M is a scalar. 
We shall give the proof of Theorem 2.5 in the next two sections.
III. PROOF OF THEOREM 2.5(2)-(4)
We shall keep notations of the previous section. For a q-cochain γ ∈ C˜q(A,M), we
call γ a q-cocycle if dγ = 0; a q-coboundary or a trivial q-cocycle if there is a (q − 1)-cochain
φ ∈ C˜q−1(A,M) such that γ = dφ. Two cochains γ and ψ are equivalent if γ−ψ is a cobound-
ary. Denote by D˜q(A,M) and by B˜q(A,M) the spaces of q-cocycles and q-coboundaries
respectively. Then by Definition 2.4, we have
H˜q(A,M) = D˜q(A,M)/B˜q(A,M) = {equivalent classes of q-cocycles}. (3.1)
We shall divide the proof of Theorem 2.5(2)-(4) into several lemmas (although we are
unable to give the general result for gcN in this paper, Lemmas 3.1-4 below may be helpful
in determining H˜∗(gcN ,C) and H
∗(gcN ,C) in the future).
First suppose γ ∈ C˜q(gcN ,C). Clearly, by (2.11), γ is uniquely determined by the right-
hand side of (2.10) for a1, ..., aq ∈ SN , where SN is defined in (2.5). We can regard the
right-hand side of (2.10) as a polynomial in λ1, ..., λq. For any fixed p ∈ Z, we define a
C-linear map γ(p) : gc⊗qN → C[λ1, ..., λq] such that (2.11) holds for γ
(p) and such that
γ(p)(Jn1A1 ⊗ · · · ⊗ J
nq
Aq
) = γ
(p)
λ1,...,λq
(Jn1A1, ..., J
nq
Aq
), (3.2)
is a homogenous polynomial in λ1, ..., λq consisting of all monomials of total degree p
′ which
appear in γλ1,...,λq(J
n1
A1
, ..., J
nq
Aq
), where
p′ = p+
q∑
i=1
ni. (3.3)
Then it is straightforward to see that γ(p) ∈ C˜q(gcN ,C) and
γ =
∑
p∈Z
γ(p). (3.4)
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Note that (3.4) is possibly an infinite sum, however for given Jn1A1 , ..., J
nq
Aq
∈ SN , there are only
finite many p’s such that (3.2) is not zero; we call such a sum summable. From (2.6), (2.11)
and (2.13) (note that in (2.6), if we informally regard the right-hand side as a polynomial in
λ, ∂, JAB, JBA, then it is a homogenous polynomial of the total degree m+ n; also note that
(2.13) now takes the form such that the first sum in the right-hand side is missing since C is
a trivial module and note from (2.11) that when we substitute (2.6) into (2.13), ∂ appeared
in (2.6) can be replaced by −λi for some i), we immediately obtain the following lemma.
Lemma 3.1: A q-cochain γ ∈ C˜q(gcN ,C) is a q-cocycle (resp., q-coboundary) ⇔ all γ(p)
are q-cocycles (resp., q-coboundaries). .
A q-cochain of the form γ(p) is called a homogenous q-cochain of degree p.
Following Ref. 2, we define an operator τ1 : C˜
q(gcN ,C) → C˜q−1(gcN ,C) as follows: If
q = 0, we set τ1γ = 0; otherwise, we set
(τ1γ)λ1,...,λq−1(a1, ..., aq−1) = (−1)
q−1 ∂
∂λ
γλ1,...,λq−1,λ(a1, ..., aq−1, J)|λ=0, (3.5)
for a1, ..., aq−1 ∈ SN , where J = J1I and I is the N×N identity matrix. Noting that by (2.6),
[JniAi λiJ ] =
ni∑
s=1
( ni
s
)
(λi + ∂)
sJni+1−sAi − (−λi)J
ni
Ai
, (3.6)
we obtain
((dτ1 + τ1d)γ
(p))λ1,...,λq(J
n1
A1
, ..., J
nq
Aq
)
= (−1)q ∂
∂λ
q∑
i=1
(−1)i+q+1γ(p)
λi+λ,λ1,...,λˆi,...,λq
([JniAi λiJ ], J
n1
A1
, ..., JˆniAi, ..., J
nq
Aq
)|λ=0
= ∂
∂λ
q∑
i=1
γ
(p)
λ1,...,λi−1,λi+λ,λi+1,...,λq
(Jn1A1, ..., J
ni−1
Ai−1
, [JniAi λiJ ], J
ni+1
Ai+1
, ..., J
nq
Aq
)|λ=0,
(3.7)
where the first equality follows from the fact that all terms appearing in dτ1γ
(p) are can-
celled with the corresponding terms in τ1dγ
(p) and the terms left are all appearing in τ1dγ
(p)
(cf. (2.13)), the second equality follows from (2.12). Note that for a polynomial P , ∂P
∂λ
|λ=0 is
simply the coefficient of λ1 in P . Now we substitute (3.6) into (3.7). By (2.11), (λi+∂)
s can
be replaced by (−λ)s. Since we only need coefficients of λ1, the terms with s ≥ 2 in (3.6) do
not contribute to the calculation. Thus [JniAi λiJ ] in (3.7) can be replaced by (λi − niλ)J
ni
Ai
.
Thus (3.7) is equal to
∂
∂λ
q∑
i=1
(λi − niλ)γ
(p)
λ1,...,λi−1,λi+λ,λi+1,...λq
(Jn1A1 , ..., J
nq
Aq
)|λ=0 = pγ
(p)
λ1,...λq
(Jn1A1 , ..., J
nq
Aq
), (3.8)
which follows from (3.3) and the fact that for a homogenous polynomial P (λ1, ..., λq) of total
degree p′, we have
∂
∂λ
q∑
i=1
(λi − niλ)P (λ1, ..., λi−1, λi + λ, λi+1, ..., λq)|λ=0 = (p
′ −
q∑
i=1
ni)P. (3.9)
6
From (3.7) and (3.8), we obtain
(dτ1 + τ1d)γ
(p) = pγ(p). (3.10)
So if dγ = 0, then (3.10) shows that γ′ =
∑
p 6=0 γ
(p) = d(
∑
p 6=0 p
−1τ1γ
(p)) (note that this is
summable, cf. the statement after (3.4) ) is a coboundary, and γ−γ′ = γ(0). Thus, we obtain
the following lemma.
Lemma 3.2: A q-cocycle in D˜q(gcN ,C) is equivalent to a homogenous q-cocycle of degree
zero. 
Now suppose γ is a homogenous q-cocycle of degree zero. For 1 ≤ j, k ≤ N , denote by
Ej,k the N ×N matrix with entry 1 at (j, k) and 0 otherwise. Then
S ′N = {J
n
Ej,k
|n ∈ Z+, 1 ≤ j, k ≤ N}, (3.11)
is a free generating set of gcN over C[∂]. Let h =
∑N
j=1 jEj,j. We define another operator
τ2 : C˜
q(gcN ,C)→ C˜
q−1(gcN ,C) as follows: We set τ2γ = 0 if q = 0, otherwise we set
(τ2γ)λ1,...,λq−1(a1, ..., aq−1) = (−1)
q−1γλ1,...,λq−1,0(a1, ..., aq−1, J
0
h), (3.12)
for a1, ..., aq−1 ∈ SN . Now note that by (2.6),
[JniEji,ki λi
J0h ] =
ni∑
s=0
( ni
s
)
ki(λi + ∂)
sJni−sEji,ki
− jiJ
ni
Eji,ki
. (3.13)
Thus as discussion in (3.7) and (3.8), the terms with s ≥ 1 do not contribute to the following
calculation, and as in (3.7), we have
((dτ2 + τ2d)γ)λ1,...,λq(J
n1
Ej1,k1
, ..., J
nq
Ejq,kq
)
=
q∑
i=1
γλ1,...,λq(J
n1
Ej1,k1
, ..., J
ni−1
Eji−1,ki−1
, [JniEji,ki λi
J0h ], J
ni+1
Eji+1,ki+1
, ..., J
nq
Ejq,kq
)
=
q∑
i=1
(ki − ji)γλ1,...,λq(J
n1
Ej1,k1
, ..., J
nq
Ejq,kq
).
(3.14)
Thus as in Lemma 2.2, we obtain the following lemma.
Lemma 3.3: A q-cocycle in D˜q(gcN ,C) is equivalent to a homogenous q-cocycle γ of degree
zero satisfying
γλ1,...,λq(J
n1
Ej1,k1
, ..., J
nq
Ejq,kq
) = 0 if
q∑
i=1
(ji − ki) 6= 0. (3.15)

For a q-cochain γ ∈ C˜q(gcN ,C), we define a linear map ∆γ : gc
⊗q
N → C[λ1, ..., λq−1] by
∆γ(a1⊗· · ·⊗aq)=γλ1,...,λq(a1, ..., aq)|λq=−λ1−...−λq−1=γλ1,...,λq−1,−λ1−...−λq−1(a1, ..., aq), (3.16)
for a1, ..., aq ∈ gcN (we define ∆γ = γ if q = 0, and define ∆γ(a1) = γλ1(a1)|λ1=0 if q = 1).
Let C ′q(gcN ,C) = {∆γ | γ ∈ C˜q(gcN ,C)}. Then we obtain a linear map ∆ : C˜q(gcN ,C) →
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C ′q(gcN ,C). If γ ∈ ∂C˜q(gcN ,C) = (
∑q
i=1 λi)C˜
q(gcN ,C) (note that ∂C = 0, cf. (2.15)), then
clearly ∆γ = 0. Thus ∆ factors to a map ∆ : Cq(gcN ,C)→ C ′q(gcN ,C).
Lemma 3.4: The map ∆ : Cq(gcN ,C)→ C ′q(gcN ,C) is an isomorphism as spaces.
Proof: Suppose ∆γ = 0 for a q-cochain γ. For a1, ..., aq ∈ gcN , regarding γλ1,...,λq(a1, ..., aq)
as a polynomial in λq, we see that it has a root λq = −
∑q−1
i=1 λi, i.e., it is divided by
∑q
i=1 λi.
Thus
φ(a1 ⊗ · · · ⊗ aq) = (
q∑
i=1
λi)
−1γλ1,...,λq(a1, ..., aq), (3.17)
defines a map φ : gc⊗NN → C[λ1, ..., λq]. Obviously, φ is a q-cochain, and γ = (
∑q
i=1 λi)φ ∈
∂C˜q(gcN ,C). .
Thus we can identify Cq(gcN ,C) with the space C
′q(gcN ,C). We call an element in
C ′q(gcN ,C) a reduced q-cochain. We define the operator d : C
′q(gcN ,C)→ C
′q+1(gcN ,C) by
d∆γ = ∆dγ, and then we have similar notions of reduced q-cocycles, reduced q-coboundaries.
Lemma 3.5: Theorem 2.5(2) holds.
Proof: Clearly, by (2.14), D˜0(gcN ,C) = C˜
0(gcN ,C) = C, and B˜
0(gcN ,C) = 0. Thus
H˜0(gcN ,C) = C. Also by (2.15), ∂C˜
0(gcN ,C) = 0 and we have H
0(gcN ,C) = C.
Suppose γ ∈ C˜1(gcN ,C) such that dγ ∈ ∂C˜2(gcN ,C), i.e., there is φ ∈ C˜2(gcN ,C) such
that
γλ1+λ2([uλ1v]) = −(dγ)λ1,λ2(u, v) = −(∂φ)λ1,λ2(u, v)
= −(∂C + λ1 + λ2)φλ1,λ2(u, v) = −(λ1 + λ2)φλ1,λ2(u, v),
(3.18)
(cf. (2.13) and (2.15)) for u, v ∈ SN . By (2.6), we have
[JnA λ1J
0] =
n∑
s=1
(
n
s
)
(λ1 + ∂)
sJn−sA , (3.19)
for A ∈ glN , n ∈ Z+, where J0 = J0I . Thus by (2.11), (3.18) and (3.19), we have
n∑
s=1
(
n
s
)
(−λ2)
sγλ1+λ2(J
n−s
A ) = γλ1+λ2 [J
n
A λ1J
0] = −(λ1 + λ2)φλ1,λ2(u, v). (3.20)
Let λ1 = λ− λ2, then expressions in (3.20) are polynomials in λ, λ2 and the right-hand side
is divided by λ, thus each term in the left-hand side is divided by λ. Therefore we can set
γ′ λ(J
n
A) = λ
−1γ λ(J
n
A) for a ∈ glN , n ∈ Z+. (3.21)
Clearly, (3.21) defines a 1-cochain γ′ ∈ C˜1(gcN ,C), and we have γ = ∂γ′ ∈ ∂C˜1(gcN ,C).
This proves that H1(gcN ,C) = 0.
Now suppose γ ∈ D˜1(gcN ,C) is a 1-cocycle. This means that φ = 0 in (3.18) and (3.20),
and so, we obtain γ = 0. Thus H˜1(gcN ,C) = 0.
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Next suppose ψ ∈ D˜2(gcN ,C) is a homogenous 2-cocycle of degree zero. We define a
1-cochain f which is uniquely determined by
fλ1(J
n
A) = (n+ 1)
−1 ∂
∂λ
ψλ1,λ(J
n+1
A , J
0)|λ=0. (3.22)
Set γ = ψ + df , which is also a homogenous 2-cocycle of degree zero. Then
∂
∂λ
γλ1,λ(J
n
A, J
0)|λ=0 =
∂
∂λ
ψλ1,λ(J
n
A, J
0)|λ=0 −
∂
∂λ
fλ1+λ([J
n
A λ1J
0])|λ=0 = 0, (3.23)
where, the last equality follows from (3.19), (2.11) and (3.22) if n ≥ 1, or from the fact that
ψλ1,λ(J
0
A, J
0) is a constant polynomial (cf. (3.3)) if n = 0. Thus we have
0 = ∂
∂λ
(dγ)λ1,λ2,λ(J
m
A , J
n
B, J
0)|λ=0
= ∂
∂λ
(−γλ1+λ2,λ([J
m
A λ1J
n
B], J
0)+γλ1+λ,λ2([J
m
A λ1J
0], JnB)−γλ2+λ,λ1([J
n
B λ2J
0], JmA ))|λ=0
=mγλ1,λ2(J
m−1
A , J
n
B) + nγλ1,λ2(J
m
A , J
n−1
B ),
(3.24)
for A,B ∈ glN , m, n ∈ Z+, where the second equality follows from (2.13), the last equality
follows from (3.23), (3.19) and (2.11). Induction on n ≥ 0 in (3.24) proves γλ1,λ2(J
m
A , J
n
B) = 0.
Thus γ = 0 and so H˜2(gcN ,C) = 0.
Finally, suppose ψ′ = ∆ψ ∈ C ′2(gcN ,C) is a reduced 2-cochain. By (2.13) and (3.16),
(dψ′)λ1,λ2(a1, a2, a3) = −ψ
′
λ1+λ2
([a1 λ1a2], a3)+ψ
′
−λ2
([a1 λ1a3], a2)−ψ
′
−λ1
([a2 λ2a3], a1), (3.25)
for a1, a2, a3 ∈ gcN . We define a reduced 1-cochain f ′ = ∆f ∈ C ′1(gcN ,C) as follows (note
from (3.16) that f ′(a) = fλ(a)|λ=0 = f0(a) is simply a linear function f ′ : gcN → C, and it
is not necessary to write down explicitly its representative (basic) 1-cochain f)
f ′(JmA ) = (m+ 1)
−1 d
dλ
ψ′λ(J
m
A , J)|λ=0, (3.26)
(recall (3.6) that J = J1I ) for A ∈ glN , m ∈ Z+ (note from (2.11) that f
′(∂a) = f0(∂a) = 0).
By (2.13) and (3.16),
(df ′)λ(a1, a2) = −f
′([a1 λa2]), (3.27)
for a1, a2 ∈ gcN .
Now suppose ψ′ is a reduced 2-cocycle. Then γ′ = ψ′ + df ′ is a reduced 2-cocycle
equivalent to ψ′. By (3.26), (3.27) and (3.6),
d
dλ
γ′λ(J
m
A , J)|λ=0 = 0 for A ∈ glN , m ∈ Z+. (3.28)
Thus by (3.25),
0 = ∂
∂λ
(dγ′)λ1,λ(J
m
A , J
n
B, J)|λ=−λ1
= ∂
∂λ
(−γ′λ1+λ([J
m
A λ1J
n
B], J) + γ
′
−λ([J
m
A λ1J ], J
n
B)− γ
′
−λ1
([JnB λJ ], J
m
A ))|λ=−λ1
= ∂
∂λ
((m(λ1 + λ) + λ1)γ
′
−λ(J
m
A , J
n
B)− ((n(λ+ λ1) + λ)γ
′
−λ1
(JnB, J
m
A ))|λ=−λ1 ,
(3.29)
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where the last equality follows from (3.28) and (3.6) (similarly to the discussion after (3.7),
λ1 + ∂ and λ + ∂ can be replaced by λ + λ1 and the terms with s ≥ 2 do not contribute to
the calculation). Using (2.12) and (3.16), the right-hand side of (3.29) is equal to
(m+ n+ 1)γ′λ1(J
m
A , J
n
B)− λ1
∂
∂λ1
γ′λ1(J
m
A , J
n
B) = 0. (3.30)
From (3.30), we obtain
γ′λ(J
m
A , J
n
B) = c
(m,n)
A,B λ
m+n+1 for some c
(m,n)
A,B ∈ C. (3.31)
In particular,
d
dλ
γ′λ(J
m
A , J
0)|λ=0 = δm,0cA, (3.32)
where cA = c
(0,0)
A,I . Similarly to (3.29) (also cf. (3.24)),
0 = ∂
∂λ
(dγ′)λ1,λ(J
m
A , J
n
B, J
0)|λ=−λ1
= − ∂
∂λ
γ′λ1+λ([J
m
A λ1J
n
B], J
0)|λ=−λ1 +mγ
′
λ1
(Jm−1A , J
n
B) + nγ
′
λ1
(JmA , J
n−1
B )
= −( mm+n)λ
m+n
1 cAB + (
n
m+n)(−λ1)
m+ncBA + (mc
(m−1,n)
A,B + nc
(m,n−1)
A,B )λ
m+n
1 ,
(3.33)
where the last equality follows from (2.6), (2.11), (3.16), (3.31) and (3.32). Taking m = n =
0, we obtain cAB = cBA. Thus
mc
(m−1,n)
A,B + nc
(m,n−1)
A,B = ((
m
m+n)− (−1)
m+n( nm+n))cAB. (3.34)
Thus we solve
c
(m,n)
A,B = (−1)
n m!n!
(m+ n+ 1)!
cAB for A,B ∈ glN , m, n ∈ Z+. (3.35)
From (3.31) and the fact that cA = c
(0,0)
A,I and that cAB = cBA, we see that the map A 7→ cA
is a trace of glN , i.e., cA is a scalar multiple of tr(A) for ∈ glN . Thus (3.31) and (3.35) show
that γ′ is a multiple of ψ′ which is defined by
ψ′λ(J
m
A , J
n
B) = (−1)
n m!n!
(m+ n+ 1)!
tr(AB)λm+n+1. (3.36)
To see that ψ′ is a nontrivial reduced 2-cocycle, first define
ψλ1,λ2(J
m
A , J
n
B) = (−1)
n m!n!
(m+ n+ 1)!
((−1)mλm+n+11 − (−1)
nλm+n+12 )tr(AB)λ
m+n+1. (3.37)
Clearly, ψ is a 2-cochain (recall the second sentence in the paragraph before (3.2)), and
ψ′ = ∆ψ is a reduced 2-cochain. One can easily check that dψ′ = 0 and that ψ′ 6= df ′ for
any reduced 1-cochain f ′. This proves that H2(gcN ,C) = Cψ
′. 
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Lemma 3.6: Theorem 2.5(3) holds.
Proof: We define an operator τ : C˜q(gcN ,Ca)→ C˜
q−1(gcN ,Ca) by
(τγ)λ1,...,λq−1(a1, ..., aq−1) = (−1)
q−1γλ1,...,λq−1,λ(a1, ..., aq−1, J)|λ=0, (3.38)
for a1, ..., aq−1 ∈ gcN . Similarly to the discussions in (3.7) and (3.8), we have
((dτ + τd)γ)λ1,...,λq(J
n1
A1
, ..., J
nq
Aq
)= (
q∑
i=1
λq)γλ1,...,λq(J
n1
A1
, ..., J
nq
Aq
)
≡ −aγλ1,...,λq(J
n1
A1
, ..., J
nq
Aq
) (mod ∂C˜q(gcN ,Ca) ),
(3.39)
(note that ∂C˜q(gcN ,Ca) = (a+
∑q
i=1 λi)C˜
q(gcN ,Ca) by (2.15), since ∂Ca = a). Now suppose
γ ∈ C˜q(gcN ,Ca) such that dγ ∈ ∂C˜q+1(gcN ,Ca), i.e., there exists a (q + 1)-cochain φ such
that dγ = (a +
∑q+1
i=1 λi)φ. Clearly, by (3.38) τdγ = (a+
∑q
i=1 λi)τφ ∈ ∂C˜
q(gcN ,Ca). Thus
(3.39) shows that γ ≡ −d(a−1τγ) (mod ∂C˜q(gcN ,Ca) ) is a reduced coboundary (note that
we assume a 6= 0), i.e., Hq(gcN ,Ca) = 0. 
Lemma 3.7: Theorem 2.5(4) holds.
Proof: Note that as spaces, we have CNa [∂][λ1, ..., λq] = C
N [λ1, ..., λq, ∂], and a q-cochain
γ˜ ∈ C˜q(gcN ,CNα [∂]) can be regarded as a map γ˜ : gc
⊗q
N → C
N [λ1, ..., λq, ∂],
γ˜(a1 ⊗ · · · ⊗ aq) = γ˜λ1,...,λq,∂(a1, ..., aq), (3.40)
for a1, ..., aq ∈ gcN . Regarding (3.40) as a polynomial in λ1, ..., λq, ∂ with coefficients in CN ,
then similarly to Lemma 3.4, a reduced q-cochain
γ ∈ Cq(gcN ,C
N
α [∂]) = C˜
q(gcN ,C
N
α [∂])/(∂ +
q∑
i=1
λi)C˜
q(gcN ,C
N
α [∂]), (3.41)
is uniquely determined by the coefficient of ∂0 in (3.40). Thus a reduced q-cochain γ can be
regarded as a map γ : gc⊗qN → C
N [λ1, ..., λq],
γ(a1 ⊗ · · · ⊗ aq) = γλ1,...,λq(a1, ..., aq). (3.42)
Define an operator τ0 : C
q(gcN ,C
N
α [∂])→ C
q−1(gcN ,C
N
α [∂]) by (cf. (3.38))
(τ0γ)λ1,...,λq−1(a1, ..., aq−1) = (−1)
q−1γλ1,...,λq−1,λ(a1, ..., aq−1, J
0)|λ=0. (3.43)
Similarly to the discussions in (3.7) and (3.8), using (3.19), we have (comparing with (3.7),
all terms corresponding to the right-hand side of (3.7) are now zero because J has been
replaced by J0 and we do not take partial derivative ∂
∂λ
; but note that since the first sum in
(2.13) is not zero in this case, we have one more term here)
((dτ0 + τ0d)γ)λ1,...,λq(J
n1
A1
, ..., J
nq
Aq
) = J0 λγλ1,...,λq(J
n1
A1
, ..., J
nq
Aq
)|λ=0. (3.44)
11
Now by (2.9), the λ-action of gcN on its module C
N
α [∂] in particular satisfies J
0
λv = v for
v ∈ CNα [∂]. Thus the right-hand side of (3.44) is simply −γλ1,...,λq(J
n1
A1
, ..., J
nq
Aq
), i.e., we obtain
γ = (dτ0 + τ0d)γ. (3.45)
In particular, if γ is a reduced cocycle, (3.45) gives that γ = d(τ0γ) is a coboundary, i.e.,
Hq(gcN ,C
N
α [∂]) = 0.
Clearly, the above proof works for any gcN -module M satisfying the condition stated in
Theorem 2.5(4). 
Thus Theorem 2.5(2)-(4) is proved.
IV. PROOF OF THEOREM 2.5(1)
This section is devoted to the proof of Theorem 2.5(1). By Lemma 3.5, it remains
to consider the case q = 3. Since some of the following arguments also work for general
q-cocycles, we shall first consider q-cocycles with q ≥ 3 so that it may be possible to use
these arguments to determine higher dimensional cohomologies in the future.
Let gc = gc1. It has a free generating set S = {Jn |n ∈ Z+}, such that
[JmλJ
n] =
m∑
s=1
(m
s
)
(λ+ ∂)sJm+n−s −
n∑
s=1
( n
s
)
(−λ)sJm+n−s, (4.1)
for m,n ∈ Z+. We shall give some more notations. An element in Z
q
+ is denoted by
n = n[q] = (n1, ..., nq), n1, ..., nq ∈ Z+, (4.2)
(when there is no confusion we denote it by n, otherwise we denote it by n[q]). Denote
Jn = Jn1 ⊗ · · · ⊗ Jnq = (Jn1 , ..., Jnq) ∈ gc⊗q. Denote λ = λ[q] = (λ1, ..., λq). For n ∈ Z
q
+,
let |n| =
∑q
i=1 ni, called the level of n. We define a total ordering on Z
q
+ by the level-
lexicographical order, i.e.,
m<n ⇔ |m|< |n|, or |m|= |n| and ∃ p such that mi=ni for i<p and mp<np, (4.3)
for m,n ∈ Zq+. Set
Nq = {n ∈ Z
q
+ |n1 ≤ n2 ≤ ... ≤ nq}. (4.4)
For m,n ∈ Z, we denote [m,n] = {m,m+1, ..., n}. Let Sq be the permutation group on the
index set [1, q], which acts on Cq by σ(v) = (vσ(1), ..., vσ(q)) for v = (v1, ..., vq) ∈ Cq. Then
for any n ∈ Zq+, there is a unique n
∗ ∈ Nq and some σ ∈ Sq such that n
∗ = σ(n) ∈ Nq and
n∗ ≤ σ(n). In fact
n∗ = min{σ(n) | σ ∈ Sq}, (4.5)
is the minimal element in Sq(n) = {σ(n) | σ ∈ Sq}.
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A q-cochain γ is uniquely determined by γλ(J
n) for n ∈ Nq and
γλ(J
n) = sgn(σ)γσ(λ)(J
σ(n)), (4.6)
for n ∈ Zq+, σ ∈ Sq, where sgn(σ) is the signature of the permutation σ. In fact, γλ(J
n) can
be arbitrary polynomial in λ satisfying (4.6) for all σ such that σ(n) = n.
First we construct a 3-cochain γ¯ as follows:
γ¯λ(J
n) =
{
λn32 − λ
n3
1 if n1 = n2 = 0, n3 6= 0,
0 otherwise,
(4.7)
for n ∈ N3 (note that in the first case, we let n3 6= 0 in order to avoid the problem on how
to deal with 00 when we set λ1 = 0).
Lemma 4.1: γ¯ is a nontrivial 3-cocycle.
Proof: One can define a Leibniz q-cochain by removing the skew-symmetric condition
(2.12), and define the Leibniz differential operator dL by changing (2.13) into
(dLγ)λ1,...,λq+1(a1, ..., aq+1)
=
q+1∑
i=1
(−1)i+1ai λiγλ1,...,λˆi,...,λq+1(a1, ..., aˆi, ..., aq+1)
+
∑
1≤i<j≤q+1
(−1)iγλ1,...,λˆi,...,λj−1,λi+λj ,λj+1,...,λq+1(a1, ..., aˆi, ..., aj−1, [ai λiaj], aj+1, ..., aq+1),
(4.8)
(note that if γ is a (regular) q-cochain, then (4.8) coincides with (2.13), i.e., d = dL in
this case). Then we obtain Leibniz cohomology (cf. Ref. 2). We shall not discuss Leibniz
cohomology here, but we define a Leibniz 2-cochain f by
fλ1,λ2(J
0, J0) = 1 and fλ1,λ2(J
m, Jn) = 0 if (m,n) 6= (0, 0). (4.9)
One can immediately check that γ¯ = dLf (thus γ¯ is a Leibniz 3-coboundary). Therefore
dγ¯ = ddLf = d
2
Lf = 0, i.e., γ¯ is a (regular) 3-cocycle. However there is no 2-cochain φ such
that dφ = γ¯ because if dφ = γ¯ then we also have φλ1,λ2(J
0, J0) = 1 and so φ is not a (regular)
2-cochain ((2.12) is not satisfied). Thus γ¯ is a nontrivial 3-cocycle. 
Now let γ be a q-cocycle with q ≥ 3. By Lemma 3.2, we can suppose γ is homogenous
with degree zero. First we have the following lemma.
Lemma 4.2: If q = 3, by replacing γ by γ − cγ¯ for some c ∈ C, we can suppose
γλ(J
0, J0, J) = 0.
Proof: Note that γλ(J
0, J0, J) is a linear polynomial in λ (cf. (3.3)) which is skew-
symmetric with respect to λ1, λ2 by (2.12). Thus γλ(J
0, J0, J) = c(λ2 − λ1) for some c ∈ C.
Replacing γ by γ − cγ¯, we have the lemma. 
To prove (2.16), our strategy is the following: We want to prove by induction on n ∈ Nq
(with respect to the order (4.3)) that after a number of steps in each of which γ is replaced
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by γ−γ′ for some q-coboundaries γ′ we obtain that γλ(Jm) = 0 for all m ∈ Nq, m ≤ n (thus
we obtain that γλ(J
n) = 0 for all n ∈ Nq, i.e., γ = 0, after a countably infinite number of
steps; this amounts to saying that γ is subtracted by an infinite sum of q-coboundaries, but
from the following proof we see that this infinite sum is summable, cf. the statement after
(3.4)). For the case q = 3, this will be done by a number of lemmas (unfortunately, not all
arguments work for q ≥ 4, cf. the proof of Lemma 4.6).
Lemma 4.3: γλ(J
n) = 0 if |n| ≤ 1.
Proof: Note that γλ(J
n) is a polynomial in λ on degree |n|. If |n| = 0, we have γλ(J
n) = 0
by (4.6). If |n| = 1, then n = (0, ..., 0, 1) and γλ(Jn) is skew-symmetric with respect to
λ1, ..., λq−1, thus divided by
∏
1≤i<j≤q−1(λi−λj), which has degree (q−1)(q−2)/2 > 1 if q>3.
Thus γλ(J
n) = 0 if q > 3. If q = 3, then γλ(J
n) = γλ(J
0, J0, J) = 0 by Lemma 4.2. 
Now suppose |n| ≥ 2. We set i0 = #{i ∈ [1, q] |ni = 0} ≥ 0 (where #X stands for the
size of the finite set X), i2 = q−#{i ∈ [1, q] |ni = nq} ≤ q− 1. If i0 6= i2, we set i1 to satisfy
0 = n1 = ... = ni0 < ni0+1 ≤ ... ≤ ni1 < ni1+1 = ... = ni2 < ni2+1 = ... = nq; (4.10)
if i0 = i2, we set i1 = 0.
Let m ∈ Nq+1 be such that |m| = |n| + 1. Consider (dγ)λ[q+1](Jm) (cf. notation (4.2)).
Note that when we substitute (4.1) into (2.13), using (2.11) and (2.12), we obtain that
(dγ)λ[q+1](J
m) is a combination of γλ′(J
k) with coefficients being polynomials in λ[q+1],
where k∈Nq, |k|≤|n|, and λ
′=(λ′1, ..., λ
′
q) such that each λ
′
i is a linear polynomial in λ[q+1].
Using the inductive assumption, γλ′(J
k) = 0 if |k| < |n|. Thus the terms with s ≥ 2 in (4.1)
do not contribute to (2.13) (cf. the discussion after (3.7)), and so we have (here we use (4.8)
instead of (2.13))
0 = (dγ)λ[q+1](J
m)
=
∑
1≤i<j≤q+1
(−1)i(mjλi −miλj) γλ1,...,λˆi,...,λj−1,λi+λj ,λj+1,...,λq+1(J
m(i,j)), (4.11)
where
m(i, j) = (m1, ..., mˆi, ..., mj−1, mi +mj − 1, mj+1, ..., mq+1), (4.12)
and the right-hand side of (4.11) is a combination of γλ′(J
m(i,j)∗) (cf. (4.5) and (4.6)).
Lemma 4.4: γλ(J
n) = 0 if n1 ≥ 1 (i.e., i0 = 0).
Proof: In (4.11), take m = (0, n1, ..., nq−1, nq + 1) ∈ Nq+1. In (4.12), if i 6= 1, then
m1 = 0 < n1 and so m(i, j)
∗ ≤ m(i, j) < n; by induction, γλ′(J
m(i,j)∗) = 0. Similarly,
γλ′(J
m(i,j)∗) = 0 if j 6= q + 1. Thus the only possible nonzero term in (4.11) is the one with
(i, j) = (1, q + 1). Since m(1, q + 1) = n, (4.11) gives
−(nq + 1)λ1γλ2,...,λq,λ1+λq+1(J
n) = 0. (4.13)
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This gives the lemma. 
From now on, we assume that n1 = 0.
Lemma 4.5: γλ(J
n) = 0 if i2 = q − 1 and nq ≥ nq−1 + 2 (cf. (4.10)).
Proof: As above, now (4.11) gives (cf. (4.13))
i0+1∑
i=1
(−1)i(nq + 1)λiγλ1,...,λˆi,...,λq,λi+λq+1(J
n) = 0. (4.14)
Replacing (λ1, ..., λq+1) by (λ, λ1, ..., λq) and applying the operator
∂
∂λ
|λ=0 to (4.14), we obtain
γλ(J
n) = −
i0∑
i=1
(−1)iλi
∂
∂λ
γλ,λ1,...,λˆi,...,λq−1,λi+λq(J
n)|λ=0. (4.15)
We define a (q − 1)-cochain f as follows
fλ[q−1](J
k) =
{
−n−1q
∂
∂λ
γλ,λ1,...,λq−1(J
n)|λ=0 if k = n−,
0 otherwise,
(4.16)
for k∈Nq−1, where n−=(n2, ..., nq−1, nq−1)∈Nq−1 (cf. (4.10)). Indeed, f is a (q−1)-cochain
(cf. the statement after (4.6)): Write n− as n− = (n−1 , ..., n
−
q−1), then n
−
i = n
−
j ⇔ ni+1 =
ni+1. Thus the skew-symmetric condition (4.6) for f follows from the skew-symmetric con-
dition for γ. We claim that
γλ(J
k) = (df)λ(J
k), (4.17)
for all k ∈ Nq with k ≤ n. If k = n, similarly to (4.14), we have
(df)λ(J
n)=
i0∑
i=1
(−1)inqλifλ1,...,λˆi,...,λq−1,λi+λq(J
n−) = γλ(J
n), (4.18)
where the last equality follows from (4.15) and (4.16). If k < n, when we substitute (4.1)
into (2.13) for (df)λ(J
k), as in (4.11), (df)λ(J
k) is a combination of the form fλ′(J
k(i,j)), and
we see that k(i, j) < n− (cf. (4.12)), i.e., the term fλ′(J
n−) does not appear in (df)λ(J
k),
thus (df)λ(J
k) = 0, which is the same as γλ(J
k) by inductive assumption. This proves (4.17).
Thus by replacing γ by γ − df , we have the lemma. 
Lemma 4.6: γλ(J
n) = 0 if q = 3.
Proof: When q = 3, by Lemmas 4.3-5, we are left to consider the cases n = (0, n2, n2)
and n = (0, n2, n2 + 1) for n2 ≥ 1. First suppose n = (0, n2, n2). As in (4.14), we have
0 = (dγ)λ[4](J
0, J0, Jn2 , Jn2+1) = (n2 + 1)(−λ1γλ2,λ3,λ1+λ4(J
n) + λ2γλ1,λ3,λ2+λ4(J
n)). (4.19)
Setting λ4 = 0, it gives that γλ(J
n) can be divided by λ1. So we can write γλ(J
n) = λ1γ
′
λ for
some polynomial γ′λ, and (4.19) shows that γ
′
λ2,λ3,λ1+λ4
= γ′λ1,λ3,λ2+λ4 . Setting λ1 = 0, this
gives that γ′λ2,λ3,λ4 = γ
′
0,λ3,λ2+λ4
. Thus
γλ(J
n) = λ1γ
′
0,λ2,λ1+λ3 . (4.20)
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But γλ(J
n) is skew-symmetric with respect to λ2, λ3, we obtain γ
′
0,λ2,λ1+λ3
= −γ′0,λ3,λ1+λ2 .
Setting λ1 = 0 and λ3 = 0 respectively, we obtain that γ
′
0,λ2,λ3
= −γ′0,λ3,λ2 and γ
′
0,λ2,λ1
=
−γ′0,0,λ1+λ2, which gives that γ
′
λ = 0. Thus γλ(J
n) = 0.
Next suppose n = (0, n2, n2+1). We still have (4.20) for some polynomial γ
′
λ. We assume
that n2 ≥ 2 (the proof for the case n2 = 1 is similar and we leave it to the reader). For
1 ≤ i < n2, by (2.13) and the inductive assumption, we have
0 =(dγ)λ[4](J
0, J, Jn2−i, Jn2+i+1)
=(n2−i)λ1γλ2,λ1+λ3,λ4(J, J
n2−i−1, Jn2+i+1)+(n2+i+1)λ1γλ2,λ3,λ1+λ4(J, J
n2−i, Jn2+i).
(4.21)
Note that when i = n2−1, the first term of the right-hand side is zero since γλ(J, J0, J2n2) =
−γλ2,λ1,λ3(J
0, J, J2n2) and (0, 1, 2n2) < n. Thus induction on i gives that γλ(J, J
n2−i, Jn2+i) =
0. Then by (2.13) and the inductive assumption,
0 = (dγ)λ[4](J
0, J, Jn2, Jn2+1)
=−λ1γλ1+λ2,λ3,λ4(J
n)− (n2 + 1)λ1γλ2,λ3,λ1+λ4(J, J
n2 , Jn2)
+(n2λ2 − λ3)γλ1,λ2+λ3,λ4(J
n) + ((n2 + 1)λ2 − λ4)γλ1,λ3,λ2+λ4(J
n).
(4.22)
Substituting (4.20) into (4.22), cancelling the common factor λ1, then setting λ1 = λ2 = 0,
we obtain that 0 = −(n2 +1)γ0,λ3,λ4(J, J
n2 , Jn2)− (λ3+ λ4)γ′0,λ3,λ4, which shows that γ
′
0,λ3,λ4
is skew-symmetric with respect to λ3, λ4. Thus
fλ1,λ2(J
m1 , Jm2) =
{
−n−12 γ
′
0,λ1,λ2
if (m1, m2) = (n2, n2),
0 otherwise,
(4.23)
defines a 2-cochain f (cf. (4.16)). Now as in the proof of Lemma 4.5, by replacing γ by
γ − df , we have the lemma. This also proves (2.16). 
Lemma 4.7: (2.17) holds.
Proof: By Lemma 3.5, it remains to consider the case q = 3. Let γ¯ be the 3-cocycle
defined in (4.7). Let γ¯′ = ∆γ¯ be the corresponding reduced 3-cocycle (cf. (3.16)). Clearly
γ¯′ is nontrivial. Now suppose γ′ is arbitrary reduced 3-cocycle. As in the paragraph before
Lemma 4.3, we shall prove by induction on n ∈ N3 that by replacing γ′ by γ′− c γ¯′− df ′ for
some c ∈ C and some reduced 2-cochain f ′ we have γ′λ1,λ2(J
m) = 0 for m ≤ n. Assume that
we have proved γ′λ1,λ2(J
m) = 0 for m < n.
First suppose n = (0, 0, n3). By (2.13), (3.16) and the inductive assumption, we have
0=(dγ′)λ[3](J
0, J0, J0, Jn3+1)=(n3+1)(−λ1γ′λ2,λ3(J
n)+λ2γ
′
λ1,λ3
(Jn)−λ3γ′λ1,λ2(J
n)). (4.24)
Thus
γ′λ1,λ2(J
n) = λ1γ
′
1,λ2
(Jn)− λ2γ
′
1,λ1
(Jn). (4.25)
If n3 = 0, then by (2.12) and (3.16), γ
′
λ1,λ2
(Jn) = −γ′λ1,−λ1−λ2(J
n), this together with (4.25)
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gives that γ′λ1,λ2(J
n) = 0. If n3 = 1, then by (2.13), (3.16) and the inductive assumption,
0 = (dγ′)λ[3](J
0, J0, J, J)
= −λ1(γ′λ2,λ1+λ3(J
n)− γ′λ2,−λ2−λ3(J
n)) + λ2(γ
′
λ1,λ2+λ3
(Jn)− γ′λ1,−λ1−λ3(J
n)).
(4.26)
Using (4.25) in (4.26), we see that γ′1,λ1 can be divided by λ1. Writing γ
′
1,λ1
= λ1p(λ1) for
some polynomial p(λ1) and using this in (4.26), cancelling the common factor λ1λ2, and
setting λ2 = λ3 = 0, we see that p(λ1) = c ∈ C is a constant. Thus γ′λ1,λ2(J
n) = c(λ1 − λ2).
Replacing γ′ by γ′ + cγ¯′, we obtain that γ′λ1,λ2(J
m) = 0 for m ≤ n.
If n3 ≥ 2, we defines a reduced 2-cochain f ′ as follows:
f ′λ1(J
m1 , Jm2) =
{
−γ′1,λ1(J
n) if (m1, m2) = (0, n3 − 1),
0 otherwise,
(4.27)
for (m1, m2) ∈ N2. Clearly, this indeed defines a reduced 2-cochain f ′. Using (4.25), by
replacing γ′ by γ′ − df ′ as in the proof of Lemma 4.5, we have γ′λ1,λ2(J
m) = 0 for m ≤ n.
Next suppose n = (0, n2, n2) for n2 ≥ 1. As in (4.25), from (dγ′)λ[3](J
0, J0, Jn2, Jn2+1) = 0
we obtain that γ′λ1,λ2(J
n) = λ1γ
′
1,λ2
(Jn). But γ′λ1,λ2(J
n) = −γ′λ1,−λ1−λ2(J
n) by (2.12) and
(3.16), we obtain γ′λ1,λ2(J
n) = 0.
Now suppose n = (0, n2, n2 + 1) for n2 ≥ 1. From γ′λ[3](J
k) = 0 for k = (0, 0, n2, n2 + 2)
and k = (0, 0, n2 + 1, n2 + 1), we obtain that γ
′
λ1,λ2
(Jn) = λ1γ
′
1,λ2
(Jn) and that (4.26) again
holds. From this, we obtain that γ′λ1,λ2(J
n) = −γ′λ1,−λ2(J
n). Thus we can define a reduced
2-cochain f ′ such that f ′λ1(J
m1 , Jm2) = γ′1,λ1(J
n) if (m1, m2) = (n2, n2) or f
′
λ1
(Jm1 , Jm2) = 0
otherwise. Then the rest of the proof is as before.
Finally suppose n = (0, n2, n3) with n3 ≥ n2 + 2 or n = (n1, n2, n3) with n1 ≥ 1. Then
the proof is the same as that of Lemmas 4.4 and 4.5. 
This completes the proof of Theorem 2.5.
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