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ABSTRACT
POWER AMPLIFIER LINEARIZATION BY
PREDISTORTION
MUSTAFA DURUKAL
M.S. in Electrical and Electronics Engineering
Supervisor: Prof. Dr. ABDULLAH ATALAR
September 2006
Power ampliﬁers are important elements in communication systems but they are
inherently nonlinear. This nonlinearity shows itself in the form of amplitude and
phase distortion. One way to get rid of this nonlinear behaviour is to apply
backoﬀ which means to operate the ampliﬁer at an output power smaller than
its saturated output power. As the backoﬀ is increased, the ampliﬁer will behave
more linearly. But this will also reduce the eﬃciency of the ampliﬁer, which is
undesirable. This tradeoﬀ between eﬃciency and linearity is solved by lineariza-
tion techniques. By using linearization techniques, the ampliﬁer can be operated
near to saturation with good eﬃciency and linearity.
This thesis focuses on polar polynomial predistortion and polar look-up table
predistortion, which are popular linearization techniques. A polar polynomial
predistorter and a polar look-up table predistorter are implemented and tested
with simulations in software. The implementation and testing is done by us-
ing IT++ which is a C++ library of mathematical, signal processing, speech
processing, and communications classes and functions. The testing of the predis-
torters is done by using a baseband system model which consists of a 16-QAM
modulator, an upsampler, a raised cosine ﬁlter, the predistorter and a baseband
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behavioural ampliﬁer model. The performance of the predistorters is evaluated
in terms of adjacent channel power ratio, AM/AM & AM/PM responses and
BER under AWGN. Simulation results show that the predistorters have good
performance. In the simulations, the polar polynomial predistorter achieved 20
dB reduction and the polar look-up table predistorter achieved 25 dB reduction
in adjacent channel power ratio. The eﬀect of polynomial order and table size
on the performance of the predistorters is investigated. Furthermore, the eﬀect
of lowpass ﬁltering on the performance of the predistorters is also investigated
by placing a lowpass ﬁlter after the predistorters in the system model. It is ob-
served that as the ratio of the bandwidth of the lowpass ﬁlter to the bandwidth
of the raised cosine ﬁlter decreases, the negative eﬀect of the lowpass ﬁlter on
the performance of the predistorters increases.
Keywords: polar polynomial predistortion, polar look-up table predis-
tortion, linearization, AM/AM distortion, AM/PM distortion, ampli-
ﬁer nonlinearity.
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O¨ZET
O¨NBOZULUM YOLU I˙LE GU¨C¸ YU¨KSELTECI˙
DOG˘RUSALLAS¸TIRMASI
MUSTAFA DURUKAL
Elektrik ve Elektronik Mu¨hendislig¯i Bo¨lu¨mu¨ Yu¨ksek Lisans
Tez Yo¨neticisi: Prof. Dr. ABDULLAH ATALAR
Eylu¨l 2006
Gu¨c¸ yu¨kseltec¸leri haberles¸me sistemlerinin o¨nemli elemanlarıdır fakat yapıları
gereg˘i dog˘rusal deg˘illerdir. Bu dog˘rusal olmama kendini genlik ve faz bozu-
lumu s¸eklinde go¨sterir. Bu dog˘rusal olmayan davranıs¸tan kurtulmanın bir yolu
yu¨kselteci doymus¸ c¸ıkıs¸ gu¨cu¨nden daha az bir c¸ıkıs¸ gu¨cu¨nde c¸alıs¸tırmaktır. C¸ıkıs¸
gu¨cu¨ azaltıldıkc¸a, yu¨kseltec¸ daha dog˘rusal davranacaktır. Fakat bu sırada
yu¨kseltecin verimi de du¨s¸ecektir ve bu istenmeyen bir durumdur. Verimlilik
ve dog˘rusallık arasındaki bu ikilem dog˘rusallas¸tırma teknikleri ile c¸o¨zu¨lebilir.
Dog˘rusallas¸tırma teknikleri kullanılarak, yu¨kseltec¸ iyi bir verim ve dog˘rusallıkla
doyuma yakın bir noktada c¸alıs¸tırılabilir.
Bu tez popu¨ler dog˘rusallas¸tırma teknikleri olan kutupsal polinomsal
o¨nbozulum ve kutupsal bas¸vuru tablosu o¨nbozulumu u¨zerine odaklanmaktadır.
Yazılım kullanılarak bir kutupsal polinomsal o¨nbozucu ve bir kutupsal bas¸vuru
tablosu o¨nbozucusu yapıldı ve benzetimlerle denendi. Yapma ve deneme ic¸in
matematiksel, sinyal is¸leme, ses is¸leme ve haberles¸me sınıﬂarının ve is¸levlerinin
olus¸turdug˘u bir C++ ku¨tu¨phanesi olan IT++ kullanıldı. O¨nbozucuların denen-
mesi bir 16’lık do¨rdu¨n genlik kipleyici, bir yukarı o¨rnekleyici, bir tabanlı cosinu¨s
su¨zgeci, o¨nbozucu ve bir taban bant davranıs¸sal yu¨kseltec¸ modeli ic¸eren bir taban
iv
bant sistem modeli kullanılarak yapıldı. O¨nbozucuların performansları koms¸u
kanal gu¨c¸ oranı, genlik kiplenimi/genlik kiplenimi & genlik kiplenimi/faz kiplen-
imi yanıtları ve toplanır beyaz Gauss gu¨ru¨ltu¨su¨ altındaki bit hata oranı kıstasları
kullanılarak deg˘erlendirildi. Benzetim sonuc¸ları o¨nbozucuların iyi bir perfor-
mansa sahip olduklarını go¨steriyor. Benzetimlerde koms¸u kanal gu¨c¸ oranında ku-
tupsal polinomsal o¨nbozucu 20 dB, kutupsal bas¸vuru tablosu o¨nbozucusu ise 25
dB azalma sag˘ladı. Polinom derecesi ve tablo boyutunun o¨nbozucular u¨zerindeki
etkisi aras¸tırıldı. Aynı zamanda sistem modelinde o¨nbozucuların arkasına bir
alc¸ak gec¸iren su¨zgec¸ yerles¸tirilerek alc¸ak gec¸iren su¨zgec¸lemenin o¨nbozucular
u¨zerindeki etkisi aras¸tırıldı. Alc¸ak gec¸iren su¨zgecin bant genis¸lig˘inin tabanlı
cosinu¨s su¨zgecinin bant genis¸lig˘ine oranı azaldıkc¸a alc¸ak gec¸iren su¨zgec¸lemenin
o¨nbozucuların performansı u¨zerindeki olumsuz etkilerinin arttıg˘ı go¨zlemlendi.
Anahtar Kelimeler: kutupsal polinomsal o¨nbozulum, kutupsal
bas¸vuru tablosu o¨nbozulumu, dog˘rusallas¸tırma, genlik kiplenimi/genlik
kiplenimi bozulumu, genlik kiplenimi/faz kiplenimi bozulumu,
yu¨kseltec¸ dog˘rusalsızlıg˘ı.
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Chapter 1
INTRODUCTION
Power ampliﬁers have become a bottleneck for modern telecommunication sys-
tems. Their purpose is to amplify the signal before transmitting it, and since
relatively high power levels are used, they are major power consumers while do-
ing this. Since all other electronic and digital signal processing equipment in a
handset or terminal usually operate at much lower power levels, the total eﬃ-
ciency of the system is signiﬁcantly determined by the eﬃciency of the PA at the
time of transmitting. This means that the operating time in a handset is greatly
dependent on the eﬃciency of the PA, while high eﬃciency is also preferred in
base stations in order to achieve low power consumption and avoid problems of
overheating.
From a PA point of view, the diﬃculties in modern telecommunications sys-
tems arise from spectral eﬃciency. The number of users is increasing rapidly, and
at the same time high data-rates have become a more and more important issue,
as moving pictures and other data-expensive applications are gaining popularity.
Since the available spectrum is limited and expensive, attempts are being made to
transmit the maximum amount of data using the minimum amount of spectrum.
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Large amounts of data can be transmitted using sophisticated modulation tech-
niques. Such modulation techniques generally have highly varying envelopes and
as a result, they require linear ampliﬁcation to avoid distortion. Unfortunately,
power ampliﬁers which will provide the necessary ampliﬁcation are inherently
nonlinear. They introduce amplitude(AM/AM distortion) and phase(AM/PM
distortion) distortions to the input signal. These distortions cause spectral broad-
ening of the input signal, which threatens spectral eﬃciency. It is possible to get
linear behaviour from power ampliﬁers by operating them at a large backed-oﬀ
output power but this will result in a low eﬃciency and high power dissipation.
It seems that there is a tradeoﬀ between linearity and eﬃciency. This problem is
solved by linearization techniques. By applying linearization to the power ampli-
ﬁer, the linearity is improved, the required backoﬀ is decreased and as a result,
the eﬃciency is increased.
Power ampliﬁer linearization techniques can be divided into 3 main
groups:feedback, feedforward and predistortion. Nowadays, predistortion is the
most commonly used linearization technique. Predistortion aims to introduce
inverse nonlinearity that can compensate the AM/AM and AM/PM distortions
generated by the nonlinear power ampliﬁer. The most common form of predistor-
tion is baseband predistortion in which the nonlinearity is applied at baseband.
Baseband predistorters are generally implemented digitally by using digital sig-
nal processing. This type of baseband predistortion is called digital baseband
predistortion. Two common types of digital baseband predistorters are polar
look-up table predistorters and polar polynomial predistorters. In this thesis,
a polar look-up table predistorter and a polar polynomial predistorter is imple-
mented and tested in software by using a behavioural power ampliﬁer model.
The organization of the thesis is as follows: Chapter 2 describes the common
linearization techniques found in the literature in detail. Chapter 3 describes the
eﬀects and modelling of power ampliﬁer nonlinearity. It deﬁnes common mea-
sures of nonlinearity like 1 dB compression point and 3rd order intercept point.
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It describes AM/AM response & AM/PM response and the common AM/AM
response & AM/PM response models found in the literature. It describes com-
mon eﬀects of ampliﬁer nonlinearity like harmonic distortion, intermodulation
distortion, spectral regrowth, cross modulation and desensitization. Chapter 4
describes the implementation and testing of the polar polynomial predistorter
and polar look-up table predistorter in software in detail. It describes the simu-
lated system model. It describes the implementation and update mechanism of
the predistorters. It also describes the simulations done with the predistorters
and simulation results. Finally chapter 5 gives the conclusions and describes the
future work that can be done.
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Chapter 2
POWER AMPLIFIER
LINEARIZATION TECHNIQUES
This chapter describes common power ampliﬁer linearization techniques. There
is a wide range of power ampliﬁer linearization techniques. These techniques can
be roughly classiﬁed into three groups:
  Feedback
  Feedforward
  Predistortion
Each of these 3 groups contain several techniques which will be described in the
following sections.
2.1 Feedback
Feedback linearization is the ﬁrst general category of linearization. Feedback is
used extensively in automatic plant control and in audio ampliﬁers but it can
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also be used to linearize power ampliﬁers [1]. Feedback achieves linearization by
causing the ampliﬁer output to follow the ampliﬁer input. Figure 2.1 shows a
general block diagram of feedback principle.
Figure 2.1: Block diagram of feedback principle [1]
The output v0(t) of the power ampliﬁer is fed back through the voltage divider.
The voltage divider has gain β. The input of the ampliﬁer is driven by the error
input
ve(t) = vi(t)− vr(t) = vi(t)− βv0(t) = vi(t)− βGve(t). (2.1)
In equation 2.1 vi(t) is the original input signal, vr(t) is the signal fed back and
G is the gain of the nonlinear power ampliﬁer. G depends on the amplitude
and frequency of the input signal to the power ampliﬁer. The closed loop gain
Gc =
v0(t)
vi(t)
is given by:
Gc =
G
1 + βG
(2.2)
The relative variation of Gc with respect to Gc is given by:
dGc
Gc
=
1
1 + βG
dG
G
(2.3)
Equation 2.3 shows us the main advantage of feedback linearization. The relative
variations of the closed loop gain Gc is smaller than the relative variations of G
by the factor
1
1 + βG
· As a result, if G shows great variation, the variation of Gc
will be much smaller. But the disadvantage is that there is a reduction in overall
gain. Another disadvantage is the delay introduced by the feedback. This delay
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may cause stability problems. To ensure stable operation, the gain-bandwidth
product must be limited. As a result, the input signals that can be used with
feedback are limited by the choice of signal bandwidth.
The feedback can be directly applied to the RF signal(RF feedback) or in-
directly to the modulation(modulation feedback), i.e. envelope, phase or I(in-
phase) and Q(quadrature) components [2]. In RF feedback, the RF signal is
fed back from the output to the input without any downconversion as seen in
Figure 2.1. In modulation feedback, the output signal is ﬁrst downconverted to
baseband to get (envelope,phase) or (I,Q) components and then fed back to the
input. In the following sections RF feedback and diﬀerent forms of modulation
feedback are described.
2.1.1 RF Feedback
The principle of RF feedback is illustrated in Figure 2.1. The output signal is fed
back through a feedback network to the input without any downconversion and
subtracted from the original input signal. The output of the subtractor drives
the power ampliﬁer. The feedback network used can be active or passive. An
ampliﬁer can be used as an active feedback network or resistors, transformers can
be used as passive feedback networks [3]. Voltage-controlled current feedback and
current-controlled voltage feedback are commonly used in the feedback network
because they are simple and their distortion performance is predictable [2].
RF feedback reduces distortion at the output of the power ampliﬁer with
the help of the feedback network. This feedback network is simple and easy
to implement and this is one of the advantages of RF feedback. However, the
feedback reduces gain and introduces delay to the system. This delay can cause
loop stability problems. To ensure stable operation the bandwidth of the input
signal must be smaller than a certain value determined by the delay introduced.
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As a result, RF feedback is limited to narrowband systems. The reduction in
gain and narrowband operation are the main disadvantages of RF feedback.
2.1.2 Envelope Feedback
Envelope feedback is a form of modulation feedback. Figure 2.2 shows an
envelope feedback scheme.
Figure 2.2: Envelope Feedback Linearization [3]
As seen in Figure 2.2, the input and output signals are sampled by couplers and
then their envelopes are extracted by envelope detectors. The resulting input
and output envelopes are subtracted by using a diﬀerential ampliﬁer [3]. The
resulting error signal controls a modulator, which modiﬁes the envelope of the
input signal [3]. The output of the modulator is ampliﬁed by the power ampliﬁer.
In envelope feedback, there is no phase feedback. As a result, envelope feed-
back can only correct the distortion in the signal amplitude(AM-AM distortion).
It can’t correct the distortion in the signal phase(AM-PM distortion).
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Figure 2.3: Cartesian Loop Feedback Transmitter [4]
2.1.3 Cartesian Loop Feedback
Cartesian Loop Feedback is depicted in Figure 2.3. In this technique the input
and output baseband signals are processed in cartesian form. The input signal
is available in baseband as quadrature(I and Q) components. These input I
and Q components are fed to diﬀerential ampliﬁers and then upconverted to
RF frequency by a quadrature amplitude modulator. The quadrature amplitude
modulator consists of two mixers and a 90 degree phase shift network to create
in-phase and quadrature components. After upconversion, these two signals are
summed to form the modulated RF signal and the resulting RF signal drives the
power ampliﬁer. The output of the power ampliﬁer is sampled, attenuated and
downconverted to get the baseband output I and Q signals. These output I and
Q signals are fed back to the input where they are compared with the input I
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and Q signals with the help of diﬀerential ampliﬁers. In this way, the distortion
in both I and Q signals is corrected. There is a delay between upconversion
and downconversion processes in the cartesian loop system. To prevent the
asynchronisation of upconversion/downconversion caused by this delay and to
make them synchronised, there is a phase shift φ in the upconverter [1].
Cartesian Loop Feedback actually forms a complete transmitter [3] and it
actually linearizes the complete transmitter [4]. As a result, nonlinearities of all
blocks in the transmitter including quadrature amplitude modulator/demodulator
are compensated. Since this is a closed loop feedback system, there is a de-
lay around the loop and this delay aﬀects the linearization performance. For
high frequency signals this delay can cause stability problems. To prevent any
unstable behaviour, this feedback system is limited in bandwidth and the lin-
earization performance of this system depends on its bandwidth [3].
Figure 2.4: Polar Loop Feedback Transmitter [3]
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2.1.4 Polar Loop Feedback
Polar Loop Feedback is an improved version of envelope feedback [3]. Envelope
feedback can only compensate amplitude distortion but polar loop feedback can
compensate both amplitude distortion and phase distortion. Polar loop feedback
is also similar to cartesian loop feedback except that the envelope and phase
are fed back rather than I and Q components. In polar loop feedback, envelope
and phase comparison generally take place at an intermediate(IF) frequency [3].
Polar loop feedback typically linearizes a complete transmitter rather than a
single power ampliﬁer [3].
Polar loop feedback is depicted in Figure 2.4. As seen in the ﬁgure, the
output signal is sampled and then downconverted to a convenient intermediate
frequency(IF) by the local oscillator(LO). The resulting IF signal is resolved into
its amplitude and phase(polar form) by the demodulator and limiter, respectively.
(The limiter sets the amplitude of the signal to a constant value so that it removes
the amplitude modulation and amplitude information of the signal.) At the
input side the input signal is also resolved into its amplitude and phase by the
demodulator and limiter, respectively. An error ampliﬁer compares the input
and output signal amplitudes and as a result of this comparison, an amplitude
error signal is obtained. This error signal controls a modulation ampliﬁer. What
the error signal does is to modulate the collector/drain voltage of the modulation
ampliﬁer. The phase signals of input and output are multiplied by a mixer. The
resulting signal passes through a loop ﬁlter and then it is ampliﬁed by a loop
ampliﬁer. As a result of these operations, the phase error signal is obtained
and this error signal controls a voltage controlled oscillator(VCO). Actually the
mixer(acts as the phase detector), loop ﬁlter, loop ampliﬁer and VCO form a
phase locked loop(PLL) which tries to lock the phases of input and output signals.
VCO gives the phase signal(constant amplitude, phase modulated signal) as the
output. The amplitude modulation is obtained by modulating the collector/drain
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voltage of the modulation ampliﬁer by the amplitude error signal. The phase and
amplitude signals are combined by the modulation ampliﬁer. The resulting signal
is ampliﬁed by the nonlinear power ampliﬁer.
The polar loop feedback has some disadvantages. It contains a PLL in the
phase feedback path. This PLL can have locking problems at low amplitude
values and when abrupt changes occur in the phase [4]. Another problem with
this method is that the required feedback bandwidths for the amplitude and
phase components are diﬀerent from each other for most modulation formats [4].
This limits the available loop gain to either the amplitude or phase path since
one path will require a feedback bandwidth that reduces the available loop gain,
while the other path may need a larger loop gain [4]. This eﬀectively limits the
overall linearity improvement [4].
Figure 2.5: Second harmonic feedback with amplitude and phase adjustment [4]
2.1.5 Other Feedback Schemes
There is another form of feedback that can be called distortion feedback. In
this technique, the distortion components at the output of the ampliﬁer are fed
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back to the input to achieve linearization. One example of distortion feedback is
second harmonic feedback. In second harmonic feedback, the second harmonic
signal produced at the PA output is fed back to the PA input to reduce third order
intermodulation distortion. As the ampliﬁer is nonlinear, an interaction occurs
between the source signals and their fed-back second harmonics. If the ampli-
tude and phase of the fed-back second harmonics are adjusted appropriately, the
third order intermodulation distortion produced by the second harmonics and
the original third order intermodulation distortion can be out of phase and equal
in amplitude. As a result, ideally, the third order intermodulation distortion can
be totally eliminated. However, this technique has some limitations. In order
to get ideal elimination of the third order intermodulation, the phase and am-
plitude of the fed-back second harmonics must be accurately selected and very
precisely adjusted. Even small mismatches in phase or amplitude will aﬀect the
elimination/reduction performance badly.
Figure 2.6: Feedforward linearization [4]
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2.2 Feedforward
Feedforward is another linearization technique. It was invented by H. S. Black
in 1928. In contrast to feedback it doesn’t suﬀer from stability problems. It
is unconditionally stable. As a result it can be used to linearize wideband
signals. The theory behind this technique is simple but it can be rather costly
to implement it in hardware [4].
Feedforward linearization technique is depicted in Figure 2.6. As seen in the
ﬁgure the input signal is split into two paths by a power splitter(divider). The
signal in the upper path goes to the nonlinear power ampliﬁer to be linearized,
which is denoted as main ampliﬁer in Figure 2.6. The output of the ampliﬁer con-
tains the ampliﬁed input signal plus the distortion generated by the ampliﬁer.
This signal is sampled by a coupler and then goes to the 180 hybrid coupler
passing through an attenuator. The signal in the lower path also goes to the
same coupler after being delayed by a delay element. This delay is necessary
to compensate for the delay introduced by the ampliﬁer. These two signals are
subtracted from each other by the 180 hybrid coupler and ideally the signal at
the output of the coupler only contains the distortion generated by the ampliﬁer.
The main signal is cancelled. This signal at the output of the 180 hybrid coupler
is generally called the error signal. This error signal is ampliﬁed by an ampli-
ﬁer which is denoted as error ampliﬁer in Figure 2.6. The output of the error
ampliﬁer, which contains the ampliﬁed distortion components of the main ampli-
ﬁer, goes to the error injection coupler. A delayed version of the main ampliﬁer
output also goes to the error injection coupler. This second delay compensates
for the delay introduced by the error ampliﬁer. These two signals are subtracted
from each other by the error injection coupler. Ideally this subtraction cancels
the distortion introduced to the input signal by the main ampliﬁer. So to sum
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up it can be said that the ﬁrst loop cancels the main signal and isolates the dis-
tortion of the main ampliﬁer. In the second loop the isolated distortion is used
to cancel the distortion of the main ampliﬁer.
There are some issues that must be mentioned about feedforward lineariza-
tion technique. Feedforward ideally cancels the distortion of the main ampliﬁer
completely but for this to occur, perfect gain matching is required in the signal
and distortion cancellation loops. For gain matching in the signal cancellation
loop, the total loss due to the sampling coupler and the attenuator must match
the gain of the main ampliﬁer. Also the delay of the delay line must match
the group delay of the main ampliﬁer to time align the main ampliﬁer output
and the signal in the lower path before subtracting them from each other. For
gain matching in the distortion cancellation loop, the gain of the error ampliﬁer
must match the total loss due to sampling coupler, attenuator, hybrid coupler
and error injection coupler to increase the error signal to the same level as the
distortion component of the main ampliﬁer output signal. Also the delay of the
delay line must match the group delay of the error ampliﬁer to time align the
main ampliﬁer output and error ampliﬁer output before subtracting them from
each other. When these conditions are not satisﬁed so that there is gain or delay
mismatch in the system, complete cancellation of the main ampliﬁer distortion
will not occur. The system will have a ﬁnite distortion cancellation and the level
of cancellation will depend on the level of gain/delay mismatch. The error am-
pliﬁer in the system is a critical component for distortion cancellation. It must
be highly linear so that it doesn’t create additional distortion. It must provide
suﬃcient gain. It must have a small group delay so that the required delay line
length in the upper path is not large.
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Figure 2.7: Multiple feedforward(2 loops) [1]
Figure 2.8: Adaptive feedforward [5]
The basic feedforward system shown in Figure 2.6 does not take the al-
terations that can occur in the element responses with aging and temperature
changes into account. But such changes occur and this degrades the linearization
performance. One way to reduce such eﬀects is to use multiple feedforward loops
as seen in Figure 2.7 [2]. In this conﬁguration a feedforward loop acts as main
ampliﬁer and is placed within another feedforward loop. This process can be
continued and 3, 4, etc. feedforward loops can be used. But this also increases
the complexity of the system fast, which is a disadvantage. Another way is to
make the system adaptive(Figure 2.8). With adaptation the linearization per-
formance is under control and any change in the element responses can easily be
accounted for. But adaptation has also a disadvantage. It introduces feedback
to the system and this can result in stability and bandwidth problems.
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Figure 2.9: Envelope Elimination and Restoration Technique [6]
2.3 Envelope Elimination and Restoration
Envelope elimination and restoration is a technique which increases linearity and
power eﬃciency simultaneously [3]. It depends on the principle that any narrow-
band signal can be produced by simultaneous amplitude(envelope) and phase
modulations [3]. Using this principle, the input RF signal is resolved into ampli-
tude modulation and phase modulation components and they are combined back
after ampliﬁcation [3]. The block diagram of envelope elimination and restoration
can be seen in Figure 2.9. The limiter in the ﬁgure extracts the phase information
from the input signal and the envelope detector extracts the amplitude informa-
tion. If the input RF signal is represented by vin(t) = E(t) cos(wct + ϕ(t)), the
signal at the output of the limiter will be a constant amplitude phase modulated
RF signal vlimiter(t) = cos(wct + ϕ(t)) and the signal at the output of the
envelope detector will be venvelope(t) = E(t), which is relatively low frequency
with respect to wc. The constant amplitude phase modulated RF signal is ampli-
ﬁed by a highly nonlinear but eﬃcient power ampliﬁer. The nonlinearity of the
power ampliﬁer is no problem because the input signal is constant amplitude.
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This power ampliﬁer is chosen to have switched-mode operation so it is chosen
to be of type class C, class D, class E or class F. The signal at the output of
the envelope detector, the envelope signal, is ampliﬁed by the envelope ampliﬁer.
The output of the envelope ampliﬁer, the ampliﬁed envelope signal, modulates
the supply voltage of the switched-mode power ampliﬁer. The envelope of the RF
output of a switched-mode PA is directly proportional to its supply voltage [7].
So when the signal containing the phase information is given as input to the
switched-mode power ampliﬁer and the envelope signal modulates the DC sup-
ply of the power ampliﬁer, they will be combined by the power ampliﬁer and the
output signal of the power ampliﬁer will be an ampliﬁed replica of the amplitude
and phase modulated input signal.
The envelope elimination and restoration can be employed to a complete
transmitter or a single PA [3]. If it is used to design a transmitter, a DSP is
typically utilized to generate the envelope and phase information [3]. Envelope
elimination and restoration provides high eﬃciency and good linearity. The level
of linearity does not depend on the power ampliﬁer much because it is driven by
a constant amplitude signal. A factor which aﬀects the level of linearity is time
alignment of the envelope and phase modulation signals. If they are misaligned
in time, this will degrade the linearization performance. Another problem that
can occur is that large envelope variations may drive the PA transistor bias into
cutoﬀ and this results in signiﬁcant distortion [4].
It is possible to introduce feedback to envelope elimination and restoration
technique. Examples of this are seen in the literature in [7] and [8]. In the
proposed feedback procedure, envelopes of input and output signals are detected
and compared with a diﬀerential ampliﬁer and then the output of the diﬀerential
ampliﬁer modulates the ﬁnal stage ampliﬁer [3]. However the resulting feedback
causes stability problems and poses a bandwidth limitation [3]. It also increases
the complexity of the system [3].
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Figure 2.10: LINC technique [2]
2.4 LINC(Linear Ampliﬁcation using Nonlinear
Components)
LINC is another linearization technique. It stands for linear ampliﬁcation using
nonlinear components. Like the envelope elimination and restoration technique
described previously, the LINC scheme avoids the nonlinear characteristic of
the power ampliﬁer by feeding it with a constant envelope signal. Also like
envelope elimination and restoration, LINC can linearize a complete transmitter.
A block diagram of LINC scheme is given in Figure 2.10. As seen in the ﬁgure,
the amplitude and phase modulated input RF signal is split into two constant
amplitude phase modulated signals [2]. These two signals are fed to identical
power ampliﬁers. Power ampliﬁers amplify them by the same amount. The
resulting ampliﬁer outputs are combined and ideally an ampliﬁed replica of the
input signal with no added distortion is obtained.
The separation of the input signal into two constant envelope signals needs
explanation. Let the input RF signal be given by
vin(t) = A(t) cos(wct + φ(t)) (2.4)
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where wc is the carrier frequency, A(t) is the amplitude modulation(envelope)
and φ(t) is the phase modulation. As mentioned before, this input signal is split
into two constant amplitude phase modulated signals v1(t) and v2(t), which are
given by
v1(t) = V cos(wct + φ(t) + α(t)) (2.5)
v2(t) = V cos(wct + φ(t)− α(t)) (2.6)
where V is a constant which satisﬁes V ≥ max(|A(t)|) and α(t) is given by
α(t) = arccos
(
A(t)
V
)
. v1(t) and v2(t) satisfy the condition v1(t)+v2(t) = 2vin(t).
As a result if v1(t) and v2(t) are ampliﬁed by identical power ampliﬁers and then
combined, an ampliﬁed replica of the input signal is obtained. Also since v1(t)
and v2(t) are constant envelope signals, the eﬀects of the nonlinearity of the
power ampliﬁers are avoided to a great extent.
The LINC scheme requires the implementation of the arccos function. The
analog implementation of this function is diﬃcult. But it can be more easily
implemented in baseband by DSP techniques. As a result, the signal separa-
tion operation of LINC is generally implemented in baseband by DSP and then
the resulting signals are upconverted to the necessary carrier frequency before
ampliﬁcation.
The LINC architecture has some disadvantages. It is quite sensitive to mis-
matches between the two signal paths in terms of I-Q imbalance in upconversion
and power ampliﬁer characteristics [1]. Especially power ampliﬁer characteristics
are important. The characteristics of the two power ampliﬁers used should be
as identical as possible. Another problem with LINC is the bandwidth occu-
pied by the separated signal components v1(t) and v2(t) [1]. According to [1],
the bandwidth they occupy can be 10 or more times larger than the original
bandwidth.
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Figure 2.11: CALLUM block diagram [2]
2.5 CALLUM(Combined Analogue Locked Loop
Universal Modulator)
CALLUM stands for combined analogue locked loop universal modulator. It is
an improved version of LINC described in the previous section. It depends on the
same basic principle of combining two ampliﬁed constant envelope components
to form the output signal [9]. The way CALLUM generates the constant envelope
components diﬀers from LINC. It generates them by means of two feedback loops.
Since there is feedback in CALLUM, it can compensate mismatches between the
two nonlinear ampliﬁers and other imperfections in the transmitter. The block
diagram of CALLUM is shown in Figure 2.11. As seen in the ﬁgure, CALLUM
takes the input signal in Cartesian form and the feedback present in CALLUM
is Cartesian feedback. The output signal is downconverted to baseband and
demodulated to I and Q components. The resulting I and Q components of the
output signal are fed back to input and compared with the I and Q components
of the input signal. As a result of this comparison, two error signals are obtained,
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one for I component and one for Q component. These error signals control two
voltage controlled oscillators. The outputs of the voltage controlled oscillators
are ampliﬁed by nonlinear power ampliﬁers and then the outputs of the two
ampliﬁers are combined to form the RF output signal.
CALLUM contains feedback and as a result it suﬀers from the limitations of
feedback. It suﬀers from stability problems. To ensure stability, it is limited to
narrowband applications.
Figure 2.12: The basic idea of predistortion [1]
Figure 2.13: RF predistortion(a), IF predistortion(b), Baseband predistortion(c) [1]
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2.6 Predistortion
Predistortion is one of the major linearization techniques. The basic idea of pre-
distortion is to insert a nonlinear element which approximates the inverse of the
characteristics of the power ampliﬁer prior to the power ampliﬁer so that the com-
bined transfer characteristics of the two devices is linear. Figure 2.12 illustrates
the underlying principle of predistortion. As observed in the ﬁgure, the transfer
characteristics of the predistorter is the inverse of the transfer characteristics of
the power ampliﬁer. This results in a linear input-output relationship for the
predistorter-ampliﬁer combination. Predistortion can be divided into three main
categories according to the position of the predistorter in the transmitter [1]:
  RF Predistortion
  IF Predistortion
  Baseband Predistortion
The position of the predistorter in the transmitter is shown in Figure 2.13 for
these 3 cases. In RF predistortion, the nonlinear predistorting element/network
operates at the ﬁnal carrier frequency [2]. In IF predistortion, the predistort-
ing element/network operates at a convenient intermediate frequency [2]. This
allows the same design to be used for diﬀerent carrier frequencies [2]. After pre-
distortion, the signal is upconverted to the ﬁnal carrier frequency. In baseband
predistortion, predistortion is applied to the baseband signal to be transmit-
ted. After predistortion, the baseband signal is upconverted to the ﬁnal carrier
frequency.
The characteristics of the power ampliﬁer to be linearized by predistortion can
be aﬀected and changed by temperature changes, aging or output load changes.
In such a case, to preserve linearity the characteristics of the predistorter should
also change. This is achieved by making the predistortion system adaptive. By
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using this criteria, predistortion can be further classiﬁed as adaptive predistor-
tion and non-adaptive predistortion [1]. In adaptive predistortion, the informa-
tion about the power ampliﬁer output is used together with the input signal to
adjust the predistortive characteristic [1]. Adaptation can be applied to RF pre-
distortion, IF predistortion and baseband predistortion but it is more commonly
applied to baseband predistortion. Baseband predistortion with adaptation is
called adaptive baseband predistortion and it is a very popular linearization
technique nowadays.
Figure 2.14: (a)RF Cubic Predistorter, (b)IF Cubic Predistorter [1]
2.6.1 RF/IF Predistortion
RF and IF predistortion are similar in operation. In RF predistortion, the pre-
distorter operates at the ﬁnal carrier frequency and works directly on the power
ampliﬁer input signal. Due to its high frequency of operation, it is diﬃcult to
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make it adaptive [1]. So RF predistorters are generally not adaptive. Because of
this, the nonlinearity to be cancelled must be known in advance [3]. One of the
main advantages of RF predistortion is its simple implementation.
IF predistortion operates at an intermediate frequency. This allows the use of
the same predistorter for diﬀerent RF carrier frequencies. Moreover, lowering the
predistorter’s frequency of operation allows to use some elements which cannot
work with RF signals [1].
The fundamental advantage of RF/IF predistortion is their ability to linearize
the entire bandwidth of an ampliﬁer [2]. Because of this, they are ideal to
use in wideband multicarrier systems such as satellite ampliﬁers or base-station
applications [2].
The degree of linearity improvement provided by RF/IF predistortion mainly
depends on the transfer characteristic of the power ampliﬁer [2]. The better
behaved the transfer characteristic is, the greater the degree of improvement
which can be achieved and maintained over a variety of input conditions [2].
The main aim in RF/IF predistortion is to implement a circuit with a trans-
fer function which approximates the inverse of the transfer characteristic of the
power ampliﬁer so that the combination of the two will produce a linear input-
output relationship. This is not a trivial task and a large number of diﬀerent
networks have been utilized over the years for this purpose [2]. One famous
and widely used conﬁguration is the RF/IF cubic predistorter shown in Fig-
ure 2.14. It is based on 3rd order intermodulation product cancellation [1].
As seen in the ﬁgure, the input signal is split into two paths. The ﬁrst path
only delays the input signal. This delay accounts for the delays in the second
path and achieves synchronization between the two paths. In the lower path,
there exist a cubic(3rd order) nonlinearity, variable phase shifter and attenua-
tor and an auxiliary ampliﬁer. The cubic nonlinearity provides a compressive
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input-output characteristic. The phase shifter and attenuator adjust the phase
and amplitude to achieve cancellation of the distortion. The auxiliary ampliﬁer
compensates for the signiﬁcant attenuation introduced by the cubic element [1].
The input power level to this ampliﬁer is low and as a result it doesn’t cre-
ate additional distortion. By proper adjustment of the phase, the compressive
characteristic provided by the cubic nonlinearity is subtracted from the input
signal to obtain an expansive characteristic. This expansive characteristic will
compensate for the compressive characteristic of the power ampliﬁer. It is bet-
ter to explain this mathematically. The upper path will provide(assuming it is
synchronized with the lower path) vupper = a1vin. The lower path will provide
vlower = a2vin − bv3in(Compressive Characteristic). When the signal of the lower
path is subtracted from the signal of the upper path, the output signal of the
predistorter is obtained, which is given by vpd = (a1−a2)vin+bv3in. This is an ex-
pansive characteristic with a linear gain of a1−a2 and it can be used to predistort
any compressive ampliﬁer characteristic by appropriate choice of a1, a2 and b [2].
There are various ways to implement the cubic nonlinearity in the cubic
predistorter. It is generally implemented by using a single diode or a pair of
anti-parallel diodes or by using FET transistors. Several examples using diodes
and FET’s can be found in [2].
Figure 2.15: Adaptive digital baseband predistortion [1]
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2.6.2 Baseband Predistortion
In baseband predistortion, the predistorter operates at baseband frequencies.
This is an advantage because it is much simpler to implement the nonlinear
inverse characteristic at baseband. The implementation of baseband predistorters
is generally done in digital manner using digital signal processing technology.
Digital Signal Processors(DSP), FPGA’s(Field Programmable Gate Arrays) or
ASIC’s(Application Speciﬁc Integrated Circuits) serve as the main part of the
baseband predistortion system [1]. As a result baseband predistortion generally
takes the form of digital baseband predistortion and when the word baseband
predistortion is used, it is generally meant digital baseband predistortion.
One advantage of digital baseband predistortion is the fact that it is simple
to make it adaptive. The adaptive version of digital baseband predistortion is
called adaptive digital baseband predistortion. It is depicted in Figure 2.15. As
seen in the ﬁgure, the predistorter distorts the modulated signal. The output
of the predistorter is converted to analog form by using D/A converters. The
resulting signal is modulated onto the RF carrier and then ampliﬁed by the
power ampliﬁer. The power ampliﬁer output is sampled, demodulated back into
baseband, converted to digital form by using A/D converters and used to adapt
the predistorter characteristic [1]. As both predistorter and ampliﬁer introduce
spectral regrowth, fast large-band data converters are needed [1].
Digital baseband predistorters can be classiﬁed by using diﬀerent criteria.
According to the position of the predistorter in the transmitter, digital baseband
predistorters can be divided into two groups [1]:
  Data Predistorters: They try to compensate the deformation of the
constellation diagram. They are simpler but they can’t eliminate adjacent
channel emissions. They are modulation-dependent.
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  Signal Predistorters: They generally operate on the signal after modu-
lation and baseband pulse shaping. Their adaptation is slower than data
predistorters due to the wide range of signal amplitudes.
According to the form of predistortion characteristic, digital baseband predis-
torters have the following variants:
  LUT(Look-up table) Predistortion: The predistorter characteristic is
stored in a look-up table. There are diﬀerent approaches for the implemen-
tation of the look-up table. These will be explained later in this section.
The addressing of the look-up table can be based on the amplitude or the
power of the input signal.
  Parametric Predistortion: The predistorter is implemented as a
nonlinear function. This function can be a polynomial, spline, Volterra
serie etc. The most common form of parametric predistorters is polyno-
mial predistorters.
In terms of adaptivity, the number of parameters to adapt in the case of
parametric predistortion is generally signiﬁcantly reduced with respect to LUT
predistortion [1]. Because in parametric predistortion only the parameters of the
nonlinear function has to be updated but in LUT predistortion every entry in
the look-up table has to be updated.
According to their capability to work in the presence of power ampliﬁer
memory eﬀects, the predistorters can be divided into two categories [1]:
  Memoryless Predistorters: They can’t compensate for power ampliﬁer
memory eﬀects. The predistortion characteristic has no memory. It
depends only on the current value of the input.
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  Predistorters with memory: They can compensate for power ampliﬁer
memory eﬀects. The predistortion characteristic has memory. It not only
depends on current value of the input but also depends on past values of
the input.
Figure 2.16: Direct Predistorter Adaptation [1]
Figure 2.17: PA Modelling with Consecutive Inverse Estimation [1]
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Figure 2.18: Predistortion using Postdistorter Adaptation(Indirect learning) [1]
The methods for digital baseband predistorter adaptation can be classiﬁed
into 3 main groups [1]:
  Direct predistorter adaptation(Figure 2.16)
  PA modelling with consecutive inverse estimation(Figure 2.17)
  Predistortion using postdistorter adaptation(Figure 2.18)
In the direct predistorter adaptation architecture, the predistorter is adjusted
in order to minimize the error between the attenuated output of the ampliﬁer z′pa
and the original input signal z [1]. The observations that are used to obtain the
predistorter function are z and A(Fpre(z)) [1]. As A is a nonlinear function, Fpre,
which should be the inverse of A, can’t be written explicitly from these observa-
tions and it has to be derived by classical iterative optimization techniques [1].
The second predistorter adaptation architecture, shown schematically in
Figure 2.17, basically consists of 2 steps [1]. First, the power ampliﬁer input zp
and output zpa are used to calculate the power ampliﬁer characteristic estimate
A′ and then this forward power ampliﬁer model is used to calculate the power
ampliﬁer inverse Fpre [1].
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The third possible way to adapt the predistorter, shown schematically in
Figure 2.18, is based on the direct identiﬁcation of the power ampliﬁer inverse
using the input and attenuated output of the power ampliﬁer [1]. It can be
viewed as searching for the equivalent post-distortion system Fpost with the op-
timal solution Fpost
(A(zp)
G0
)
= zp or equivalently Fpost(z) = A−1(G0z) [9]. The
predistorter characteristic Fpre is an exact copy of Fpost. Fpost is obtained by
iterative error minimization techniques and when Fpost is obtained, this means
that Fpre has also been obtained.
All of the adaptation methods described above can be applied to both LUT
predistorters and parametric predistorters but in this thesis the discussion will
only concentrate on predistorters using direct predistorter adaptation. The fol-
lowing sections describe diﬀerent direct predistorter adaptation algorithms pub-
lished in the literature for LUT and memoryless polynomial predistorters.
2.6.2.1 LUT Predistorters that use direct predistorter adaptation
Direct predistorter adaptation is the most commonly used adaptation method
for LUT predistorters. The LUT-based predistorters can be classiﬁed as map-
ping predistorters and gain-based predistorters. Gain-based predistorters can be
further classiﬁed as polar predistorters and complex gain predistorters.
Mapping Predistorter : Figure 2.19 shows the block diagram of a mapping
predistorter. The mapping predistorter was ﬁrst reported by Nagata in [10]. In
this method, a two-dimensional look-up table is used to map any complex input
signal represented by its cartesian components to a new complex signal in carte-
sian form. The mapping is done by summation. The sum of the input signal and
the look-up table output approximates the inverse characteristics of the power
ampliﬁer, thereby canceling the distortion at the power ampliﬁer output [11].
Adaptation, delay estimation and adjustment is also present in the system. For
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Figure 2.19: Mapping predistorter block diagram [9]
Figure 2.20: Mapping done by mapping predistorter
the purpose of adaptation, the ampliﬁer output signal is synchronously demod-
ulated and compared with the input signal [9]. The table entries are updated
according to the results of this comparison. The details of the update algorithm
will be described later in this section. Nagata also provided an algorithm for
delay estimation and adjustment. The details of the algorithm can be found in
[10]. The delay element in the DSP part of the system is necessary to correctly
align the input signal and the fed-back demodulated ampliﬁer output signal.
Figure 2.20 shows a closer look at the mapping operation of the predistorter.
In the ﬁgure, a(n) is the predistorter input, p(a(n)) is the correction generated
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by the predistorter and o(n) is the output signal. As seen in the ﬁgure, the
predistortion is done in cartesian form. The following relations hold between
a(n), p(a(n)) and o(n):
a(n) = aI(n) + jaQ(n)
p(a(n)) = pI(a(n)) + jpQ(a(n)) = pI(aI(n), aQ(n)) + jpQ(aI(n), aQ(n))
o(n) = oI(n) + joQ(n)
o(n) = a(n) + p(a(n)) = a(n) + p(aI(n), aQ(n)) (2.7)
oI(n) = aI(n) + pI(a(n)) = aI(n) + pI(aI(n), aQ(n)) (2.8)
oQ(n) = aQ(n) + pQ(a(n)) = aQ(n) + pQ(aI(n), aQ(n)) (2.9)
As mentioned in equations (2.7), (2.8) and (2.9), the I component and Q com-
ponent correction values, pI and pQ, generated by the predistorter are functions
of both the I and Q components of the input signal,aI and aQ. These correction
values reside in the 2D look-up table and they are indexed by using both the I
and Q components of the input signal. In this way, the input complex plane is
mapped to a predistorted complex plane by the 2D look-up table [1]. To achieve
this, a large size LUT is necessary and this is one of the disadvantages of map-
ping predistorter. As a result of the large size LUT, the adaptation speed is slow
and this is another disadvantage. The adaptation is achieved by using the simple
algorithm given below [1]:
pij(m + 1) = pij(m) + μ
(
a(n)− apa(n)
G
)
(2.10)
where m is the iteration number of the LUT cell which has index (i, j), μ ≤ 1 is
the convergence constant, G is the desired ampliﬁer gain, a(n) is the predistorter
input signal and apa(n) is the corresponding fed-back demodulated ampliﬁer
output signal.
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Figure 2.21: Complex Gain predistorter block diagram [9]
Complex Gain Predistorter : Figure 2.21 shows the block diagram of a
complex gain predistorter. Complex gain predistorter was proposed by Cavers
in [12]. In this approach, the LUT is one dimensional and it contains complex-
valued gain values of the predistorter in cartesian(I,Q) format. The gain values
of the predistorter have to be complex because the PA characteristic contains
both amplitude and phase eﬀects [1]. The predistortion is achieved by com-
plex multiplication of the input signal and the corresponding predistorter gain in
cartesian format. Since the LUT is one dimensional, its size is reduced compared
to the mapping predistorter case. The LUT is addressed by the squared mag-
nitude(power) of the input signal which gives a uniform distribution in power
of the table entries [9]. The gain of the complex gain predistorter depends
on the squared input magnitude(input power). If z(n) denotes the input sig-
nal to the predistorter and Fpre(|z(n)|2) denotes the corresponding predistorter
gain, the output of the predistorter will be z(n)Fpre(|z(n)|2) [1]. If the complex
gain(complex envelope response) of the ampliﬁer, which is a function of input
power to the ampliﬁer, is denoted by G and the desired linear gain is denoted by
G0, the following condition must be satisﬁed to achieve ideal linearization [1]:
z(n)Fpre
(
|z(n)|2
)
G
(
|z(n)|2
∣∣∣Fpre(|z(n)|2)∣∣∣2) = G0z(n) (2.11)
To satisfy the condition given in equation (2.11), the complex gains in the pre-
distorter LUT must be adjusted adaptively. For this purpose, Cavers used two
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diﬀerent adaptation algorithms. They are secant adaptation algorithm and suc-
cessive substitutions adaptation algorithm [1]. In the secant adaptation algo-
rithm, the update rule is as follows [13]:
Fpre,i(k + 1) = Fpre,i(k) + α
e(k)
(
Fpre,i(k − 1)− Fpre,i(k)
)
e(k)− e(k − 1) (2.12)
where α is a small iteration constant and k is the iteration index of the ith LUT
cell. In equation (2.12), e(k) is the error signal for kth iteration of ith LUT cell
and is given by e(k) = zpa(k) − G0z(k) where zpa is the fed-back demodulated
ampliﬁer output, z is the predistorter input and G0 is the desired linear gain
[13]. To have this update, |z(k)|2 must certainly fall in the range of predistorter
entry Fpre,i.
In the successive substitutions adaptation algorithm, the update rule is as given
below [1]:
Fpre,i(k + 1) = Fpre,i(k)
[
1− μ
(
zpa(k)−G0z(k)
zpa(k)
)]
(2.13)
where μ is a convergence constant smaller than 1.
Polar Predistorter : Figure 2.22 shows the block diagram of a polar predis-
torter. In polar predistortion, there are two one dimensional LUTs. One of these
LUTs contains the magnitude gain values and the other LUT contains the phase
rotation values. So in polar predistortion the complex gain of the predistorter is
stored in polar form and in this way it diﬀers from the complex gain predistorter
which stores the complex gain values in cartesian form. Like the complex gain
predistorter, predistortion is achieved by complex multiplication but before the
multiplication, the magnitude gain and phase rotation output by the LUTs must
be converted from polar to rectangular form. Also for the adaptation updates,
the input signal and the fed-back demodulated ampliﬁer output signal must be
converted from rectangular to polar form. So rectangular to polar and polar to
rectangular transformations are necessary and this increases the computational
load. This is a disadvantage of the polar predistorter. The indexing of the LUTs
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Figure 2.22: Polar Predistorter block diagram
is done by using the magnitude of the input signal. Diﬀerent algorithms can
be used for the adaptation of polar predistorters. A very simple algorithm is
suggested in [14] and it is explained below:
The magnitude gain table characteristic is denoted by gpre.
The phase table characteristic is denoted by θpre.
gpre,i(m + 1) = gpre,i(m) + μg
(
G0|z(n)| − |zpa(n)|
)
(2.14)
θpre,i(m + 1) = θpre,i(m) + μθ
(
arg(z(n))− arg(zpa(n))
)
(2.15)
where G0 is the desired linear gain, z(n) is the input signal to the predistorter,
zpa(n) is the fed-back demodulated ampliﬁer output signal, μg is the positive
convergence constant for amplitude correction, μθ is the positive convergence
constant for phase correction and m is the iteration index of the ith LUT cell.
gpre and θpre depend on the magnitude of the input signal to the predistorter. So
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if the input signal to the predistorter is z(n), the output signal will be:
gpre
(
|z(n)|
)
|z(n)| exp
(
j
(
∠z(n) + θpre(|z(n)|)
))
2.6.2.2 Memoryless Polynomial Predistorters that use direct predis-
torter adaptation
Like LUT predistorters, direct predistorter adaptation is generally used for adap-
tation of memoryless polynomial predistorters. Memoryless polynomial predis-
torters can be classiﬁed as complex polynomial predistorters and polar polyno-
mial predistorters.
Complex Polynomial Predistorter : In complex polynomial predis-
torters, the complex gain of the predistorter is implemented by a polynomial
with complex coeﬃcients. The complex gain provided by the polynomial is a
function of the magnitude of the input signal. If the complex gain provided by
this kind of a predistorter is denoted by Fpre, it is given by [1]:
Fpre
(
|z|
)
=
N∑
k=0
ak
∣∣z∣∣k (2.16)
where N is the order of the polynomial predistorter, |z| is the magnitude of
the input signal to the predistorter and ak(k = 0, 1, 2, . . . , N) are the complex
coeﬃcients of the polynomial predistorter. As noted in the equation, order is
another important parameter of the complex polynomial predistorter and as it
gets larger, the predistorter will be more successful in combating the nonlinear
distortion introduced by the power ampliﬁer. If the input signal to the complex
polynomial predistorter is denoted by z(n), the corresponding output signal will
be z(n)Fpre
(
|z(n)|
)
= z(n)
N∑
k=0
ak
∣∣∣z(n)∣∣∣k.
Polar Polynomial Predistorter : In polar polynomial predistorters, both
the amplitude and phase corrections are implemented by using polynomials [1].
In this approach, there are two polynomials with real coeﬃcients. One of the
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polynomials gives the magnitude gain of the predistorter. The other polynomial
gives the phase shift introduced by the predistorter. In this way, the complex
gain of the predistorter is implemented in polar form. Both polynomials are
function of the magnitude of the input signal to the predistorter. If the input
signal to the polar polynomial predistorter is denoted by z, magnitude gain of
the polar polynomial predistorter is denoted by gpre and phase shift of the polar
polynomial predistorter is denoted by θpre, gpre and θpre are given by [1]:
gpre(r) =
N∑
k=0
akr
k = (A )TRa (2.17)
θpre(r) =
M∑
k=0
pkr
k = (P )TRp (2.18)
where r = |z|, A = [a0 a1 a2 a3 . . . aN ]T , Ra = [1 r r2 r3 . . . rN ]T ,
P = [p0 p1 p2 p3 . . . pM ]
T , Rp = [1 r r
2 r3 . . . rM ]T and N and M are the orders of
the magnitude and phase polynomials. N and M don’t have to be the same. They
can take diﬀerent values. If the input signal to the polar polynomial predistorter
is z(n), the output signal will be z(n)gpre
(
|z(n)|
)
exp
(
jθpre
(
|z(n)|
))
.
In the literature there are diﬀerent adaptation algoritms applied to complex
and polar polynomial predistorters. The most common ones are LMS(least mean
squares) and RLS(recursive least squares) algorithms. An example of a LMS
algorithm applied to a polar polynomial predistorter can be found in [15]. In that
paper, the LMS algorithm was applied to adaptation to minimize the mean square
error between the desired ampliﬁer output and the observed ampliﬁer output in
the presence of a polar polynomial predistorter before the ampliﬁer. This resulted
in the following update rule for magnitude gain and phase polynomials [15]:
A(n + 1) = A(n) + μaRa(n)
[
G0r(n)−
∣∣∣∣G(r(n)(A(n))TRa(n))
∣∣∣∣r(n)
]
P (n + 1) = P (n) + μpRp(n)
[
− arg
(
G
(
r(n)(A(n))TRa(n)
))
− (P (n))TRp(n)
]
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where n is the iteration index, r(n) is the magnitude of the input signal to the
predistorter at the nth iteration, μa and μp are small positive convergence con-
stants, G0 is the desired linear gain, G is the complex gain of the ampliﬁer which
is a function of input magnitude, Ra(n) = [1 r(n) r(n)
2 r(n)3 . . . r(n)N ]T ,
Rp(n) = [1 r(n) r(n)
2 r(n)3 . . . r(n)M ]T and A(n) and P (n) are the vectors
deﬁned in equations (2.17) and (2.18) which contain the coeﬃcients of the mag-
nitude gain and phase polynomials at the nth iteration.
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Chapter 3
EFFECTS of POWER
AMPLIFIER NONLINEARITY
in COMMUNICATION
SYSTEMS and MODELING of
THIS NONLINEARITY
This chapter describes eﬀects and modeling of power ampliﬁer nonlinearity. In
the ﬁrst section, common measures of power ampliﬁer nonlinearity(1 dB com-
pression point and third order intercept point) are described. The second section
describes AM/AM and AM/PM responses which characterize the distortion of
power ampliﬁers. Finally the third section describes common eﬀects of power am-
pliﬁer nonlinearity like harmonic distortion, intermodulation distortion, spectral
regrowth, cross modulation and desensitization.
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If a power ampliﬁer is weakly nonlinear and has no memory(means that the
output at time instant t depends only on the input at time instant t), its input-
output relationship can be described by a polynomial with real coeﬃcients:
y(t) =
∞∑
n=1
cn (x(t))
n = c1x(t) + c2 (x(t))
2 + c3 (x(t))
3 + · · · · · · · · · (3.1)
where c1 is the linear small-signal gain of the ampliﬁer, x(t) is the input signal
and y(t) is the output signal. This polynomial model will be used in the following
subsections to ﬁnd formulas for 1 dB compression point and 3rd order intercept
point, which are common measures of ampliﬁer nonlinearity. In those analyses,
the polynomial will be truncated to order 3.
3.1 Common Measures of Power Ampliﬁer
Nonlinearity
In order to get a better understanding of the level of nonlinear distortion of
a power ampliﬁer, measures which characterize the nonlinear behaviour of the
ampliﬁer are deﬁned [3]. Two commonly used measures to describe nonlinearities
of a power ampliﬁer are 1 dB compression point and third order intercept point
[3]. In the following subsections, these two are described.
3.1.1 1 dB compression point(P1 dB)
The 1 dB compression point is a measure for gain compression of the ampliﬁer
which occurs as the input power to the ampliﬁer increases. It is deﬁned as the
power level where the gain of the ampliﬁer deviates from the linear small signal
gain by 1 dB. As the input power to an ampliﬁer is increased, the ampliﬁer
enters its nonlinear region and the gain of the ampliﬁer starts to decrease from
its small signal value. When the compression in the gain reaches 1 dB, the 1 dB
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compression point is reached. The 1 dB compression point(P1 dB) can be input
power(IP1 dB) or output power(OP1 dB) referred and is usually given in units of
dBm [3]. Generally the output power at the 1 dB compression point(OP1dB) is
used to represent the 1 dB compression point. To measure the 1 dB compression
point, a single tone signal x(t) = A cos(w0t) is applied to the power ampliﬁer
and the amplitude A is increased from zero to higher values. If the nonlinear
characteristic of the ampliﬁer is given by (3.1) up to third order
(
y(t) = c1x(t)+
c2 (x(t))
2 + c3 (x(t))
3 where c1 is the linear gain and c2&c3 represent the second
and third order nonlinearities of the ampliﬁer
)
, the corresponding output signal
will be :
y(t) =
1
2
c2A
2+(c1A+
3
4
c3A
3) cos(w0t)+
1
2
c2A
2 cos(2w0t)+
1
4
c3A
3 cos(3w0t) (3.2)
The gain at the fundamental frequency is given by c1 +
3
4
c3A
2. c3 is negative
and as a result, when the input amplitude A increases, the gain decreases. For
small values of A, c1  3
4
c3A
2 and as a result, a linear gain of c1 is obtained.
As A increases, the gain compresses and when it compresses by 1 dB, the 1 dB
compression point is reached. At the 1 dB compression point,
20 log
⎛
⎜⎝ c1
c1 +
3
4
c3A
2
⎞
⎟⎠ = 1 (3.3)
From (3.3), the input and output signal amplitudes at the 1 dB compression
point are :
Ain 1 dB =
√
4
3
|c1|
|c3|(1− 10
− 1
20 ) (3.4)
Aout 1 dB = 10
− 1
20 c1
√
4
3
|c1|
|c3|(1− 10
− 1
20 ) (3.5)
By using (3.4), another useful equation is obtained :
|c3| = 4
3
|c1|1− 10
− 1
20
A2in 1 dB
(3.6)
If the 1 dB compression point and small signal gain c1 are known, c3 can be
found by using (3.6).
Figure 3.1 illustrates the 1 dB compression point graphically.
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Figure 3.1: 1 dB compression point [1]
3.1.2 Third order intercept point(IP3)
When a two-tone signal x(t) = A cos(w1t) + A cos(w2t) (w2 > w1) is given as
input to a nonlinear power ampliﬁer, two main groups of distortion can be dis-
tinguished at the ampliﬁer output - intermodulation products and harmonics [1].
The harmonics are produced at frequencies nw1 and mw2 (n,m are integers)
which are multiples of the fundamental frequencies w1 and w2. The harmonic
products are typically out-of-band and they can be eliminated by ﬁltering. The
intermodulation products are produced at frequencies ±nw1±mw2. Some of
these intermodulation products cause problems because they are in-band mean-
ing that they are close to the fundamental frequencies w1 and w2. Even-order
intermodulation products
(
|n|+ |m| even
)
are not so harmful because they are
out-of-band and they can be eliminated by ﬁltering. The odd-order intermod-
ulation products
(
|n| + |m| odd
)
are more harmful because many of them are
in-band. Among the odd-order intermodulation products, the third order in-
termodulation products at frequencies 2w1 − w2 and 2w2 − w1 have the most
important inﬂuence because they are the intermodulation products which are
closest to the fundamental frequencies w1 and w2. Since they are so close to
fundamental frequencies, they can’t be eliminated by ﬁltering.
42
After deﬁning third order intermodulation products, the third order inter-
cept point can now be deﬁned. It is the point where third order intermodu-
lation products(2w1 − w2 and 2w2 − w1) at the ampliﬁer output are equal in
power to the fundamental components(w1 and w2) when the ampliﬁer input is a
two-tone signal
(
A cos(w1t) +A cos(w2t)
)
. Since both fundamental components
and third order intermodulation products show compressive behaviour, this imag-
inary point is found by extrapolation from a plot of power of third order inter-
modulation products and power of the fundamental tones at the ampliﬁer output
versus input power per fundamental tone. This is illustrated in Figure 3.2. Fig-
Figure 3.2: Third Order Intercept Point
ure 3.2 is a logarithmic plot. Both input and output powers are in dBm. As seen
in the ﬁgure, before compression both the power of fundamental tones and third
order intermodulation products increase linearly with increasing power. For high
input powers compression occurs. If the linear portions of both curves are extrap-
olated and intersected as seen in the ﬁgure, the third order intercept point is ob-
tained. In the linear portion of the power curves, the slope of the curve belonging
to the third order intermodulation products is three times the slope of the curve
belonging to the fundamental tones. This behaviour can be explained by using
43
the third order polynomial model which was used in the explaination of 1 dB
compression point. In this case, the input x(t) is x(t) = A cos(w1t) +A cos(w2t)
and the corresponding output y(t) = c1x(t)+ c2 (x(t))
2 + c3 (x(t))
3 contains a lot
of frequency components. The important ones are the frequency components at
w1, w2, 2w1 − w2 and 2w2 − w1. The amplitude of the frequency components at
w1, w2 is c1A+
9
4
c3A
3. Since c3 is negative, the term
9
4
c3A
3 causes compression
and it is ignored in the calculations. The amplitude of the frequency components
at 2w1 − w2, 2w2 − w1 is 3
4
|c3|A3. At the third order intercept point, c1A and
3
4
|c3|A3 should be equal to each other. By using this, the input amplitude at
the third order intercept point is found as
Ain IP3 =
√
4
3
∣∣∣∣c1c3
∣∣∣∣ (3.7)
Since the amplitude of fundamental tones (c1A) is proportional to A and the
amplitude of third order intermodulation products
(
3
4
|c3|A3
)
is proportional to
A3, in the logarithmic plot(Figure 3.2) the ratio of slopes becomes 3.
The third order intercept point can be input power or output power referred.
If input power is used, it is called input third order intercept point and denoted
by IIP3. If output power is used, it is called output third order intercept point
and denoted by OIP3.
The 1 dB compression point and the third order intercept point are impor-
tant parameters to characterize the nonlinearities of power ampliﬁers [1]. They
are generally provided by the ampliﬁer manufacturers and they can be obtained
by relatively simple measurements
(
1-tone test[input : A cos(w0t)] and 2-tone
test[input : A(cos(w1t) + cos(w2t))]
)
[1]. Although these parameters give an
idea about ampliﬁer behaviour in single-tone or two-tone systems, they are not
suﬃcient for modeling the eﬀects of nonlinearity on modulated signals [1]. To
model the eﬀects of nonlinearity on modulated signals, the complex envelope
44
response of the ampliﬁer given by AM/AM and AM/PM responses is used. In
the following section, these two are described.
3.2 AM/AM and AM/PM characteristics
An ideal linear ampliﬁer shows a linear input amplitude(power)-output ampli-
tude(power) relationship and hence a constant gain. This is not the case in
reality. As the input amplitude increases, the linear behaviour of the ampliﬁer
is disturbed, its gain compresses and starts to decrease. Figure 3.1 illustrates
this behaviour. As seen in that ﬁgure, as the input amplitude(power) increases,
the output amplitude(power) takes values smaller than the ideal linear value.
This behaviour of the ampliﬁer is called AM/AM distortion and it is described
by AM/AM characteristics of the ampliﬁer. Another important property of an
ideal linear ampliﬁer is that it applies a zero phase shift or a constant phase shift
to the input signal as the input amplitude(power) changes. Again this is not the
case in reality. As the input amplitude(power) increases, the phase shift applied
to the input signal by the ampliﬁer changes. This behaviour of the ampliﬁer is
called AM/PM distortion and it is described by AM/PM characteristics of the
ampliﬁer. Figure 3.3 shows an example AM/PM characteristics. By combining
the AM/AM and AM/PM characteristics of the ampliﬁer, the complex envelope
response of the ampliﬁer is obtained. The complex envelope response can be
explained in mathematical terms as follows:
If the input signal to a power ampliﬁer is
x(t) = A(t) cos
(
w0t + φ(t)
)
= Re
(
A(t) exp
(
jφ(t)
)
︸ ︷︷ ︸
Input Complex Envelope
exp(jw0t)
)
(3.8)
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Figure 3.3: An example AM/PM characteristics
then the output signal is given by
y(t) = G(|A(t)|) cos
(
w0t + φ(t) + θ(|A(t)|)
)
(3.9)
= Re
(
G(|A(t)|) exp
(
jθ(|A(t)|)
)
︸ ︷︷ ︸
Complex Envelope Response
exp
(
jφ(t)
)
︸ ︷︷ ︸
Output Complex Envelope
exp(jw0t)
)
(3.10)
In (3.10), A(t) is the amplitude modulation of the input signal, φ(t) is the phase
modulation of the input signal, G
(
|A(t)|
)
is the AM/AM response of the am-
pliﬁer, θ
(
|A(t)|
)
is the AM/PM response of the ampliﬁer and the combination
of AM/AM and AM/PM responses G
(
|A(t)|
)
exp
(
jθ
(
|A(t)|
))
is the complex
envelope response of the ampliﬁer. As observed in (3.10), the AM/AM and
AM/PM responses depend only on the amplitude of the input signal. Both of
them are only functions of amplitude of the input signal. Another observation
in (3.10) is that the ampliﬁer is assumed to be memoryless. Both AM/AM and
AM/PM responses at time instant t depend only on the amplitude of the input
signal at time instant t. For this assumption to be valid, the input signal x(t)
must be a narrowband signal. Otherwise if x(t) is wideband, the AM/AM and
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AM/PM responses will have memory and they will be aﬀected by the past values
of the input.
The AM/AM and AM/PM responses of a power ampliﬁer can be measured
by applying a single tone input signal to the ampliﬁer and sweeping the power
of this input signal. A model can then be ﬁtted to the measured data [1]. There
are some famous models in the literature used for modeling power ampliﬁer
AM/AM and AM/PM responses. These are Saleh model, Rapp model, third
order polynomial model and arctan model.
3.2.1 Saleh model
Saleh model uses the following 2 functions to model AM/AM and AM/PM re-
sponses of a power ampliﬁer [16]:
G(|x|)︸ ︷︷ ︸
AM/AM response
=
⎧⎪⎪⎨
⎪⎪⎩
αa|x|
1 + βa|x|2
if |x| ≤ 1√
βa
αa
2
1√
βa
if |x| > 1√
βa
⎫⎪⎪⎬
⎪⎪⎭ θ(|x|)︸ ︷︷ ︸AM/PM response=
αp|x|2
1 + βp|x|2 (3.11)
where x is the complex envelope of the input signal(so |x| corresponds to the
amplitude of the sinusoidal input signal). As seen in (3.11), the Saleh model has
four parameters αa, βa, αp and βp. The parameter αa is the linear small-signal
gain. The parameter βa controls how fast the gain of the ampliﬁer compresses as
the input amplitude increases. The AM/AM response saturates when the input
amplitude reaches the value 1/
√
βa . At that point, the output amplitude takes
the value
αa
2
1√
βa
and stays constant at that value even if the input amplitude
increases further. So the maximum value that the output amplitude can take
in Saleh model is
αa
2
1√
βa
. The parameters αp and βp control how the phase
shift of the ampliﬁer changes as the input amplitude changes. From (3.11), as
the input amplitude |x| → ∞, the phase shift → αp
βp
. So the maximum value
that the phase shift can take in Saleh model is
αp
βp
. Figure 3.4 shows an example
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Figure 3.4: Saleh model AM/AM and AM/PM responses
(αa = 1, βa = 0.1, αp =
π
60
, βp = 0.1)
of AM/AM and AM/PM responses of Saleh model for the following parameter
values: αa = 1, βa = 0.1, αp =
π
60
, βp = 0.1 .
3.2.2 Rapp model
The Rapp model only models the AM/AM response of the ampliﬁer. It assumes
that the ampliﬁer does not apply any phase shift to the input signal. The Rapp
model AM/AM response is given by the following function [17]:
G(|x|)︸ ︷︷ ︸
AM/AM response
=
v|x|
(
1 +
(v|x|
A0
)2p) 12p
where x is the complex envelope of the input
(3.12)
signal. As noted in (3.12), the Rapp model has three parameters v, A0 and p . The
parameter v is the linear small-signal gain [17]. The parameter p is the smooth-
ness factor [17]. It controls the smoothness of the transition of the AM/AM
response from the linear region to the limiting region [17]. As it increases, the
smoothness of the transition decreases and the transition becomes more abrupt.
The parameter A0 is the limiting output amplitude [17]. From (3.12), as the
input amplitude |x| → ∞, the AM/AM response(output amplitude) → A0 . So
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A0 is the maximum value that the AM/AM response of the Rapp model can
take. Figure 3.5 shows an example of AM/AM response of Rapp model for the
Figure 3.5: Rapp model AM/AM response(
p = (1.0, 2.0, 5.0), v = 1.0, A0 = 1.0
)
following parameter values: p = (1.0, 2.0, 5.0), v = 1.0, A0 = 1.0 . As observed in
the ﬁgure and as mentioned before, the smoothness of the response decreases as
the parameter p increases.
3.2.3 Arctan model
The AM/AM and AM/PM responses of the Arctan model are given by the
following functions [18]:
G(|x|)︸ ︷︷ ︸
AM/AM response
=
∣∣∣∣∣γ1 arctan
(
ζ1|x|
)
+ γ2 arctan
(
ζ2|x|
)∣∣∣∣∣ (3.13)
θ(|x|)︸ ︷︷ ︸
AM/PM response
= ∠
(
γ1 arctan
(
ζ1|x|
)
+ γ2 arctan
(
ζ2|x|
))
(3.14)
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As observed in the equations, Arctan model has 4 parameters γ1, γ2, ζ1 and ζ2 .
γ1&γ2 are complex numbers and ζ1&ζ2 are real numbers. These four parameters
are found by curve ﬁtting to the measured ampliﬁer characteristics. Figure 3.6
shows an example of AM/AM and AM/PM responses of Arctan model for the
following parameter values:
γ1 = 8.00335− 4.61157i, ζ1 = 2.26895, γ2 = −3.77167+12.03758i, ζ2 = 0.8234 .
Figure 3.6: Arctan model AM/AM and AM/PM responses(
γ1 = 8.00335−4.61157i, ζ1 = 2.26895, γ2 = −3.77167+12.03758i, ζ2 = 0.8234
)
3.2.4 Third order polynomial model
Like the Rapp model, the third order polynomial model only models the AM/AM
response of the ampliﬁer. It assumes that the ampliﬁer does not apply any phase
shift to the input signal. Its AM/AM response is given by the following function:
G(|x|)︸ ︷︷ ︸
AM/AM response
=
⎧⎪⎨
⎪⎩
c1
(
1− 4
3A2inIP3
|x|2
)
|x| ; if |x| ≤ AinIP3
2
c1
3
AinIP3 ; if |x| > AinIP3
2
(3.15)
As noted in (3.15), the third order polynomial model has 2 parameters
AinIP3 and c1 . c1(>0) is the linear small-signal gain. AinIP3 is the input am-
plitude at the third order intercept point of the ampliﬁer. It is a measure of
the linearity of the third order polynomial model. As it gets larger, the gain
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compression of the model decreases and the model behaves more linearly. Figure
Figure 3.7: Third order polynomial model AM/AM response
(c1 = 1.0, AinIP3 = 10.0)
3.7 shows an example of AM/AM response of third order polynomial model for
the following parameter values: c1 = 1.0, AinIP3 = 10.0 .
3.3 Eﬀects of Power Ampliﬁer Nonlinearity
In this section, the eﬀects of power ampliﬁer nonlinearity in communication sys-
tems are described. Some of these eﬀects(AM/AM distortion, AM/PM distor-
tion) were described before so they won’t be repeated here. In the following
subsections, the nonlinear eﬀects harmonic generation(distortion), intermodu-
lation distortion, spectral regrowth, cross modulation and desensitization are
described.
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3.3.1 Harmonic Generation(Distortion)
When a single-tone signal at frequency w0 is given as input to a nonlinear power
ampliﬁer, at the output of the ampliﬁer we won’t only observe the excitation
frequency w0. Its harmonics at nw0(n integer) will also be present at the output
due to the nonlinearity of the power ampliﬁer. This generation of harmonics of
the excitation frequency by the nonlinear power ampliﬁer is called harmonic dis-
tortion and the harmonic at frequency nw0 is called n
th harmonic. An important
measure of harmonic distortion is THD(Total Harmonic Distortion). This ﬁgure
of non-ideality is deﬁned as the ratio between the square roots of total harmonic
output power and output power at the fundamental signal [19].
3.3.2 Intermodulation Distortion
When a multi-tone signal(containing more than one fundamental frequency) is
given as input to a nonlinear power ampliﬁer, at the output of the ampliﬁer we
won’t only observe the excitation frequencies and their harmonics. The linear
combinations of the excitation frequencies will also be present at the output.
For example if the input is a two-tone signal(w1; w2), at the output we will
observe the harmonics nw1 and mw2 but we will also observe the frequencies
±mw2 ± nw1. These linear combinations of the excitation frequencies are called
intermodulation products and this type of distortion is called intermodulation
distortion. k = |m| + |n| is the order of the intermodulation distortion and the
corresponding intermodulation products at frequencies ±mw2 ± nw1 are called
kth order intermodulation products. An important measure of intermodulation
distortion is IMR(intermodulation ratio). This ﬁgure of merit is deﬁned as the
ratio between the fundamental output power and intermodulation distortion out-
put power.
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3.3.3 Spectral Regrowth
The spectrum of the input signal to a power ampliﬁer need not necessarily con-
tain only discrete frequencies. If this input signal is a modulated signal com-
monly found in telecommunication systems, its spectrum will probably contain
a continuous band of frequencies instead of discrete frequencies. When such a
signal containing a continuous band of frequencies passes through a nonlinear
power ampliﬁer, this continuous band widens. This widening is called spectral
regrowth. Figure 3.8 illustrates spectral regrowth of an OFDM signal caused by a
Figure 3.8: Spectral Regrowth
nonlinear ampliﬁer. The widening of the bandwidth due to ampliﬁer nonlinearity
can be clearly observed in the ﬁgure. Due to spectral regrowth, leakage into ad-
jacent bands(channels) occurs. This leakage causes interference for the adjacent
channel and is called adjacent channel interference. Figure 3.9 illustrates adja-
cent channel interference. An important measure of adjacent channel interfer-
ence is ACPR(Adjacent Channel Power Ratio). There are alternative deﬁnitions
for ACPR. It may be deﬁned as total adjacent channel power ratio(ACPRT )
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Figure 3.9: Adjacent Channel Interference [20]
which is the ratio of total output power measured in the main channel to the
total power integrated in the lower and upper adjacent channel bands, shown in
Figure 3.10 [19]. ACPRT is given by [19]:
ACPRT =
Pmain channel
Pupper adjacent channel + Plower adjacent channel
=
∫ f2
f1
S(f)df∫ f4
f3
S(f)df +
∫ f6
f5
S(f)df
(3.16)
where S(f) is power spectral density of the signal. ACPR can also be deﬁned by
taking the adjacent channel power only in the upper adjacent channel or lower
adjacent channel. In that case, it is the ratio of total output power measured
in the main channel to the total power measured in the lower adjacent chan-
nel or upper adjacent channel and is denoted by ACPRlower/ACPRupper [19].
ACPRlower/upper are given by [19]:
ACPRlower =
Pmain channel
Plower adjacent channel
=
∫ f2
f1
S(f)df∫ f6
f5
S(f)df
(3.17)
ACPRupper =
Pmain channel
Pupper adjacent channel
=
∫ f2
f1
S(f)df∫ f4
f3
S(f)df
(3.18)
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Figure 3.10: Upper and Lower Adjacent Channel Bands [20]
3.3.4 Cross Modulation
Cross modulation is a detrimental eﬀect of ampliﬁer nonlinearity in communi-
cation systems. It is the nonlinear eﬀect where modulation from one carrier is
transferred to another carrier [3]. To understand cross modulation, let us assume
that the input signal to a nonlinear power ampliﬁer is :
Vin(t) = V1 cos(w1t) + (1 + m(t)) cos(w2t) (3.19)
where m(t)
(
|m(t)| < 1
)
is a modulating waveform. This input signal consists
of an unmodulated carrier and an amplitude modulated signal. Let us use the
polynomial model y(t) = c1x(t) + c2x(t)
2 + c3x(t)
3 for the ampliﬁer. At the
output of the ampliﬁer, the signal at frequency w1 will be :(
c1V1 +
3
4
c3V
3
1 +
3
2
c3V1
(
1 + m(t)
)2)
cos(w1t) (3.20)
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As observed in (3.20), the modulation of w2 is transferred to the unmodulated
carrier w1 due to nonlinearity and this is an example of cross modulation. Cross
modulation is especially critical in multi-carrier systems [3].
3.3.5 Desensitization
The nonlinearity of the ampliﬁer can cause the blocking of weak signals by strong
signals at diﬀerent frequencies. This eﬀect is called desensitization. It generally
occurs when a receiver has to process a weak desired signal radiated from a remote
transmitter in the presence of a strong signal emitted from a close transmitter. To
understand this phenomenon, let us assume that the input signal to a nonlinear
ampliﬁer is :
Vin(t) = V1 cos(w1t) + V2 cos(w2t) (3.21)
where the ﬁrst term denotes the desired signal and the second term denotes the
strong interferer signal. Since interference is strong, V2  V1. If the polynomial
model y(t) = c1x(t) + c2x(t)
2 + c3x(t)
3 is used for the ampliﬁer, at the output
the desired signal will be :(
c1V1 +
3
4
c3V
3
1 +
3
2
c3V1V
2
2
)
cos(w1t) (3.22)
As noted in (3.22), if c1 and c3 have opposite signs, the desired signal is eﬀectively
being weakened by the strong interferer signal due to the third term. This is an
example of desensitization.
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Chapter 4
IMPLEMENTATION and
TESTING of a LOOK-UP
TABLE PREDISTORTER and a
POLYNOMIAL
PREDISTORTER in software
This chapter describes the implementation and testing with simulations of a
digital baseband look-up table predistorter and a digital baseband polynomial
predistorter in software. The implementation and simulations were done by using
IT++, which is a C++ library of mathematical, signal processing, speech pro-
cessing and communications classes and functions. Figure 4.1 shows the system
Figure 4.1: Simulated System Model
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model used in the simulations. This is a baseband system model. Every ele-
ment in the model is represented by their baseband equivalents. As mentioned
before, two types of predistorters are implemented and used as the predistorter
element in the simulations: 1) a look-up table predistorter 2) a polynomial
predistorter. In the following sections, ﬁrst the elements of the system model are
described. In this description, the predistorter element is especially described in
detail. After the description of the system model, the simulations done with the
system model are described and their results and the analysis of the results are
presented.
4.1 System Model
The system model shown in Figure 4.1 is actually the baseband model of a sim-
ple communication transmitter. As mentioned before, this is a totally baseband
model and every element is represented by their baseband equivalents. This sys-
tem model is used to test the performance of the implemented predistorters. The
performance is evaluated in terms of BER(bit-error-rate) and adjacent channel
power.
4.1.1 QAM modulator
QAM stands for quadrature amplitude modulation. It is a modulation tech-
nique which combines amplitude modulation and phase modulation. In this
modulation technique, the amplitudes of two quadrature carriers(carriers at the
same frequency but 90 out of phase) are changed(modulated) to represent the
information bits. These two carriers are called I and Q channels. The car-
rier of I(in phase) channel is a cosine wave while the carrier of Q(quadrature)
channel is a sine wave. So by amplitude modulating I and Q channels, QAM
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modulation is obtained. There are diﬀerent types of QAM modulation which
diﬀer in the number of points in their constellation. If the constellation con-
tains M points, it is called M-QAM modulation. M(the number of points in
the constellation of QAM) must be a power of two. It will also be better if
M is a square of some integer in order to obtain a perfect rectangular con-
stellation with no empty(unused) points. The constellation points of M-QAM
modulation are complex numbers. Their real parts represent the I channel mod-
ulation and their imaginary parts represent the Q channel modulation. Ev-
ery complex element in the constellation of M-QAM modulation corresponds
to a sequence of information bits which has length k = log2(M) . This is be-
cause by using M diﬀerent symbols, k = log2(M) diﬀerent bits can be repre-
sented. If the complex constellation points of M-QAM modulation are denoted
by cn = an + jbn where an is the I component and bn is the Q component, cn
takes values from the alphabet cn 

{[
2k − 1−
√
M
]
+ j
[
2l − 1−
√
M
]
; k, l =
1, 2, 3, . . . ,
√
M
}
. The QAM modulator used in the system model is a 16-QAM
Figure 4.2: 16-QAM constellation
modulator. The constellation corresponding to 16-QAM modulation is shown in
59
Figure 4.2. In the constellation, gray coding is applied so that adjacent elements
of the constellation diﬀer only by one bit. As seen in Figure 4.2, the 16 diﬀerent
constellation elements have only 3 diﬀerent amplitude levels. The maximum am-
plitude level is
√
2
(√
M − 1
) ∣∣∣
M=16
= 3
√
2. The 16-QAM modulator in the system
model takes the input bits, groups them into sequences of length log2 M
∣∣∣
M=16
= 4
and maps each sequence to corresponding complex information symbols following
the mapping in Figure 4.2. After this mapping, the complex information symbols
are scaled by
√
2(M − 1)
3
∣∣∣∣∣
M=16
=
√
10 to make the average energy of the constella-
tion equal to 1
(
the average energy of M-QAM constellation is
2(M − 1)
3
)
. So
at the output of the 16-QAM modulator, we have complex information symbols
which take values from the set
1√
10
{
±1±j,±3±3j,±1±3j,±3±j
}
.
4.1.2 Upsampling
Upsampling in the system model is performed by inserting α − 1 zeros between
consecutive complex information symbols coming from the 16-QAM modulator
where α is the upsampling factor. Upsampling increases the sampling frequency
and the observable spectral range. This is necessary because since the simulations
are done in discrete time, the observable spectral range is limited by the sampling
frequency. Both the predistorter and the ampliﬁer produce out-of-band spectral
components. To be able to observe these components, the observable spectral
range must be increased and this is achieved by upsampling. The upsampling
factor α is one of the parameters of the simulations performed.
4.1.3 Raised Cosine ﬁlter
Raised cosine ﬁlters are widely used in telecommunications systems. They are
used as pulse-shaping ﬁlters to limit the bandwidth of the transmitted signal. The
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reason why they are chosen is that they eliminate ISI(intersymbol interference).
The impulse response h(t) and the transfer function |H(f)| of a raised cosine
ﬁlter are as follows:
h(t) = sinc
(
t
T
) cos(πβ t
T
)
1−
(
2β
t
T
)2 (4.1)
|H(f)| =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1 ; |f | ≤ 1− β
2T
1
2
[
1 + cos
(
πT
β
[
|f | − 1− β
2T
])]
;
1− β
2T
< |f | ≤ 1 + β
2T
0 ; |f | > 1 + β
2T
(4.2)
where the parameter β is called the roll-oﬀ factor of the raised cosine ﬁlter and
T is symbol duration. β can take values in the range [0, 1]. It controls the
bandwidth and the shape of the transfer function of the raised cosine ﬁlter.
Figure 4.3 shows the impulse response and the transfer function of the raised
cosine ﬁlter for various roll-oﬀ factor(β) values. As seen in the ﬁgure, the transfer
function approaches a rectangular window and the impulse response approaches
a sinc function as β decreases. Also the decay of the tails of the impulse response
gets slower as β decreases. Another eﬀect of the decrease of β is the decrease of
the bandwidth of the ﬁlter which is equal to
1 + β
2T
. In the simulations that take
place in discrete time, the raised cosine ﬁlter is implemented as a discrete-time
FIR ﬁlter which has a ﬁnite-length impulse response. The impulse response of
this FIR ﬁlter is obtained by sampling the continuous-time raised cosine ﬁlter
impulse response given in (4.1). The ﬁnite interval over which (4.1) is sampled
to obtain the impulse response of the FIR ﬁlter is determined by the parameter
delay(which is a positive integer) in the simulations. The delay parameter also
determines the length of the impulse response and group delay of the FIR ﬁlter.
The continuous-time raised cosine ﬁlter impulse response given in (4.1) is sampled
over the interval [−delay ∗ T, delay ∗ T ](T = symbol duration) with sampling
period
T
α
(α = upsampling factor used in the upsampling block) to obtain the
impulse response of the FIR ﬁlter. As a result, the length of the impulse response
61
Figure 4.3: The impulse response and transfer function of a raised cosine ﬁlter
for various roll-oﬀ factor(β) values
of the FIR ﬁlter is (2∗delay∗upsampling factor+1). The FIR ﬁlter has a constant
group delay given by (delay ∗upsampling factor) samples. The impulse response
of the FIR ﬁlter is as follows:
h[n] = sinc
(
t
T
) cos(πβ t
T
)
1−
(
2β
t
T
)2
∣∣∣∣∣∣∣∣∣
t =
(
−delay + n
α
)
∗ T
(4.3)
= sinc
(
−delay + n
α
) cos
(
πβ
(
−delay + n
α
))
1−
(
2β
(
−delay + n
α
))2 (4.4)
where n = (0, 1, 2, 3, . . . . . . , 2 ∗ delay ∗ α), T is the symbol period, α is the
upsampling factor used in the upsampling block and β is the roll-oﬀ factor.
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Figure 4.4 shows the impulse response of the FIR raised cosine ﬁlter for the
Figure 4.4: Impulse response of the FIR raised cosine ﬁlter
(delay = 10,α = 8, β = 0.5)
following parameter values: delay = 10, α = 8, β = 0.5 . As seen in the ﬁgure,
the impulse response of the FIR ﬁlter is a delayed raised cosine response. The
delay in the response is necessary. It is set so that the impulse response before
time zero is negligible and can safely be ignored by the function. In this way,
the ﬁlter becomes causal. At the same time, this delay is the group delay of the
ﬁlter and is given by (delay ∗ upsampling factor) samples as mentioned before.
Figure 4.5 shows the transfer function of the FIR raised cosine ﬁlter for the
same parameter values on a normalized frequency axis. How the axis should be
interpreted is also shown on the ﬁgure. As the ﬁgure shows, the raised cosine
response is approximated very well.
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Figure 4.5: Transfer function of the FIR raised cosine ﬁlter
(delay = 10,α = 8, β = 0.5)
4.1.4 Power Ampliﬁer
The modelling of nonlinear behaviour of power ampliﬁers was discussed in detail
in chapter 3. Since the simulated system model is a baseband model, a baseband
model is needed for the power ampliﬁer in the simulations. For this purpose,
the complex envelope response(AM/AM response and AM/PM response) which
is a baseband behavioural model is used in the simulations to model the non-
linear power ampliﬁer. Detailed information was given about AM/AM response
and AM/PM response in chapter 3. It has been mentioned in chapter 3 that
there are complex envelope response models widely used in the literature for
modelling the nonlinear behaviour of power ampliﬁers. One of these models was
the Arctan model. This model has been used in the simulations as the non-
linear power ampliﬁer model. Recall that the Arctan model has 4 parameters:
γ1, γ2, ζ1 and ζ2 . γ1& γ2 are complex numbers and ζ1& ζ2 are real numbers. Also
recall that AM/AM response and AM/PM response of the Arctan model are as
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follows:
G(|x|)︸ ︷︷ ︸
AM/AM response
=
∣∣∣∣∣γ1 arctan
(
ζ1|x|
)
+ γ2 arctan
(
ζ2|x|
)∣∣∣∣∣ (4.5)
θ(|x|)︸ ︷︷ ︸
AM/PM response
= ∠
(
γ1 arctan
(
ζ1|x|
)
+ γ2 arctan
(
ζ2|x|
))
(4.6)
where |x| is the amplitude of the input signal. The following values were assigned
to the parameters of the Arctan model in the simulations:
γ1 = 8.00335− 4.61157i, ζ1 = 2.26895, γ2 = −3.77167 + 12.03758i, ζ2 = 0.8234 .
For these parameter values, the AM/AM response & AM/PM response & gain
of the ampliﬁer model are illustrated in Figure 4.6.
Figure 4.6: AM/AM response & AM/PM response & Gain of the ampliﬁer model
used in the simulations
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4.1.5 Digital Baseband Predistorter
The function of a predistorter in a communication system is to provide the inverse
characteristics of the power ampliﬁer so that the combination of the two will give
a linear response. The linear response means a constant gain and no phase shift
to the input signal as the input amplitude(power) changes. There are diﬀerent
types of predistorters. One of these types is digital baseband predistorters. Dig-
ital baseband predistorters and other predistorter types were discussed in detail
in chapter 2 so that discussion won’t be repeated here. Two types of digital
baseband predistorters were implemented and tested with simulations: 1) a po-
lar look-up table predistorter 2) a polar polynomial predistorter. The polar
look-up table predistorter is based on the polar look-up table predistorter im-
plemented in [18] and the polar polynomial predistorter is based on the polar
polynomial predistorter implemented in [15]. The following subsections discuss
these two implemented predistorters.
4.1.5.1 Polar Polynomial Predistorter
The amplitude and phase corrections of a polar polynomial predistorter are im-
plemented by using polynomials. A polar polynomial predistorter has two poly-
nomials with real coeﬃcients. One of these polynomials gives the AM/AM re-
sponse of the polar polynomial predistorter and the other polynomial gives the
AM/PM response of the polar polynomial predistorter. Both of these polynomi-
als are functions of the magnitude of the input signal to the predistorter. If the
input signal to the polar polynomial predistorter is denoted by z(z is complex),
the AM/AM response of the predistorter is denoted by gpre and the AM/PM
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response of the predistorter is denoted by θpre, gpre and θpre are given by [15]:
gpre
(
|z|
)
= a1|z|+ a2|z|2 + a3|z|3 + . . . . . .+ aN |z|N
=
N∑
k=1
ak|z|k = (V )T Ra (4.7)
θpre
(
|z|
)
= p0 + p1|z|+ p2|z|2 + p3|z|3 + . . . . . .+ pN |z|N
=
N∑
k=0
pk|z|k = (P )T Rp (4.8)
where V =
[
a1 a2 a3 . . . aN
]T
, Ra =
[
|z| |z|2 |z|3 . . . |z|N
]T
,
P =
[
p0 p1 p2 p3 . . . pN
]T
, Rp =
[
1 |z| |z|2 |z|3 . . . |z|N
]T
. N is the order of
AM/AM & AM/PM polynomials, a1 a2 a3 . . . aN & p0 p1 p2 p3 . . . pN are the
coeﬃcients of AM/AM & AM/PM polynomials and V & P are the coeﬃcient
vectors of AM/AM & AM/PM polynomials. N is one of the parameters in the
simulations. So if the complex input signal to the polar polynomial predistorter
is z, the output signal will be gpre
(
|z|
)
exp
(
j
(
∠z + θpre
(
|z|
)))
.
As seen in the simulated system model given in Figure 4.1, the power am-
pliﬁer which is modelled by a complex envelope response(AM/AM & AM/PM
responses) comes after the predistorter. For the polar polynomial predistorter
to achieve linearity(constant gain and no phase shift as the input amplitude
changes), the AM/AM response of the predistorter & ampliﬁer combination must
provide a constant gain and the AM/PM response of the predistorter & ampli-
ﬁer combination must provide zero phase shift independent of input amplitude.
Mathematically, this condition can be expressed as follows:
gamp
(
gpre
(
|z|
))
= G0|z| (4.9)
θpre
(
|z|
)
+ θamp
(
gpre
(
|z|
))
= 0 (4.10)
where z is the complex input signal, G0 is the desired constant gain, gamp(.) is
the AM/AM response of the ampliﬁer and θamp(.) is the AM/PM response of the
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ampliﬁer. For the polar polynomial predistorter to satisfy the conditions given in
(4.9) and (4.10), its coeﬃcients (coeﬃcient vectors V and P) must take the appro-
priate values. This is achieved at the training phase during simulations. Training
is the ﬁrst phase of the simulations. The other phase is testing. In the training
phase, the vectors V and P are updated using the amplitude and phase errors at
the ampliﬁer output. Here what is meant by error is the diﬀerence between the
values that are desired at the ampliﬁer output and the values that are actually
observed at the ampliﬁer output. At the start of the training phase, V and P are
set such that the predistorter does not change the amplitude or phase of the input
signal
(
V is set to [ 1 0 0 0 . . . . . . 0︸ ︷︷ ︸
N−1 zeros
]T and P is set to [ 0 0 0 0 . . . . . . 0︸ ︷︷ ︸
N+1 zeros
]T
)
. Then
by training they converge to appropriate values step by step. The deﬁnitions
of the amplitude and phase errors are as follows:
eamp = amplitude error = G0|z|︸ ︷︷ ︸
Desired Amplitude
−
Observed Amplitude︷ ︸︸ ︷
gamp
(
gpre
(
|z|
))
= G0|z| − gamp
(
(V )T Ra
)
(4.11)
eph = phase error = ∠z︸︷︷︸
Desired Phase
−
( Observed Phase︷ ︸︸ ︷
∠z + θpre
(
|z|
)
+ θamp
(
gpre
(
|z|
)))
= −(P )T Rp − θamp
(
(V )T Ra
)
(4.12)
where G0 is the desired gain and z is the complex input signal to the predistorter.
During the training phase, V and P coeﬃcient vectors are updated for every input
sample according to the LMS(least mean squares) algorithm by using amplitude
and phase errors. If the kth input sample to the predistorter is zk = rk e
jθk , the
update of V and P vectors according to the LMS algorithm for this input is as
follows [15]:
V k+1 = V k + μk Ra,k g
′
amp
(
V
T
k Ra,k
)
eamp,k (4.13)
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where eamp,k = G0rk − gamp
(
V
T
k Ra,k
)
, μk is a positive step size and g
′
amp(·)
denotes the derivative of the function gamp(·) . Since the AM/AM response of the
ampliﬁer model used in the simulations is a monotonically increasing function,
g′amp(·) will always be positive. As a result, to simplify the update equation it
can be replaced by a small positive constant and when this is done, the update
equation simpliﬁes to the following form [15]:
V k+1 = V k + μV Ra,k eamp,k (4.14)
where μV is a small positive step size. Likewise a similar update is done for
vector P [15]:
P k+1 = P k + μPRp,k eph,k (4.15)
where μP is a small positive step size.
μV and μP (small positive steps used for updating V and P) are two important
parameters in the simulations. They should be chosen small enough to guarantee
the stability and convergence of the update algorithm. A detailed analysis of how
they should be chosen is provided in [15].
At the end of the training phase, one hopes that the vectors V and P will
converge to appropriate values that will linearize the ampliﬁer. Then the test-
ing phase of the simulations comes and the performance of the obtained polar
polynomial predistorter is tested with simulations. No update is applied to the
predistorter during this phase.
4.1.5.2 Polar Look-up Table Predistorter
In a polar look-up table predistorter, the amplitude correction(AM/AM re-
sponse) and phase correction(AM/PM response) of the predistorter are stored in
a look-up table. Figure 4.7 shows the block diagram of the implemented polar
look-up table predistorter. As seen in the ﬁgure, it has 3 columns. The ﬁrst
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Figure 4.7: Block diagram of the implemented polar look-up table
predistorter [18]
column contains the input amplitude values. The second and third columns con-
tain the corresponding output amplitude(AM/AM response) and output phase
shift(AM/PM response) values. Like the polar polynomial predistorter, AM/AM
response and AM/PM response of the polar look-up table predistorter are func-
tions of the input amplitude. The polar look-up table predistorter has 2 impor-
tant parameters. These are its size and range. The size parameter determines
the number of entries in each column. The range parameter determines the max-
imum amplitude for which a response is stored in the look-up table. The ratio
range
size− 1 gives the constant amplitude step size used while storing the responses
for increasing input amplitude values. The input amplitude levels present in the
look-up table are equally spaced. The minimum input amplitude for which a
response is stored is equal to 0 and the maximum input amplitude for which a
response is stored is equal to range. The indexing of the look-up table is done
using the magnitude of the input signal. If the complex input signal to the
predistorter is denoted by z = r ejθ, there are 3 possible cases:
1. r > range : Since the magnitude of the input signal is greater than range,
there is no stored response for this input signal. In such cases, the pre-
distorter doesn’t change the magnitude or phase of the input signal. The
input signal leaves the predistorter unchanged.
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2. r ≤ range and r ∗ size− 1
range
equals an integer : When these two condi-
tions are satisﬁed, there is a stored response for the magnitude r. The
entries with index 1 + r ∗ size− 1
range
in the AM/AM response and AM/PM
response columns give us the response of the predistorter for this input.
The magnitude of the output signal is the entry at index 1+r ∗ size− 1
range
in
the AM/AM response column. The phase of the output signal is the sum
of the input phase θ and the entry at index 1+ r ∗ size − 1
range
in the AM/PM
response column.
3. r ≤ range and r ∗ size− 1
range
not integer : In this case r is between two
magnitude values(rk and rk+1) in the table. The response of the predis-
torter for this case is found by linear interpolation. If the output signal is
denoted by zout = rout e
jθout , the magnitude of the output signal(AM/AM
response) will be given by [18]:
rout = dk +
dk+1 − dk
rk+1 − rk ∗ (r − rk) (4.16)
where dk is the output magnitude corresponding to input magnitude rk
and dk+1 is the output magnitude corresponding to input magnitude rk+1.
The phase of the output signal will be given by [18]:
θout =
input phase︷︸︸︷
θ + θdk +
θdk+1 − θdk
rk+1 − rk ∗ (r − rk) (4.17)
where θdk+1 is the output phase shift corresponding to input magnitude
rk+1 and θdk is the output phase shift corresponding to input magnitude
rk.
Like the polar polynomial predistorter, the polar look-up table predistorter
must be trained with the nonlinear characteristic of the ampliﬁer to achieve
linearity(constant gain & no phase shift). This is achieved during the training
phase of the simulations by updating the table entries using the amplitude and
phase errors at the ampliﬁer output. As explained before, what is meant by error
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is the diﬀerence between the values that are desired at the ampliﬁer output and
the values that are actually observed at the ampliﬁer output. At the beginning
of the training phase, the magnitude range of the look-up table predistorter is set
so that it will cover the magnitude range of the training input signal. Also the
table entries are set so that the predistorter is transparent(doesn’t change the
magnitude or phase of the input signal). Then during the training phase, they
converge to appropriate values step by step with the help of updating. Let us
denote the ith training input sample by Xi = |Xi|e j∠Xi. There are two possible
cases for |Xi|. It can correspond to a magnitude level present in the table or it
can be between two magnitude levels present in the table. The updates for these
two cases will be diﬀerent. In the ﬁrst case, only a single entry in the AM/AM
& AM/PM response columns will be updated. In the second case, two entries in
the AM/AM & AM/PM response columns will be updated. For the ﬁrst case,
let |Xi| = rk where rk is a magnitude level present in the table. The update of
the table is as follows for this case [18]:
d i+1,k = d i,k + Sa ∗ eamp,i (4.18)
θ i+1,k = θ i,k + Sp ∗ eph,i (4.19)
In (4.18) and (4.19), the index i is the training iteration index and index k is table
position index. Sa and Sp are two small update steps. d i,k is the output mag-
nitude(AM/AM response entry in the table) corresponding to input magnitude
rk at the i
th training iteration. θ i,k is the output phase shift(AM/PM response
entry in the table) corresponding to input magnitude rk at the i
th training iter-
ation. eamp,i is the magnitude error at the ampliﬁer output at the i
th training
iteration(corresponding to input Xi) and is given by eamp,i = G0|Xi| − gamp(d i,k)
where G0 is the desired constant gain and gamp(·) is the AM/AM response of the
nonlinear ampliﬁer. eph,i is the phase error at the ampliﬁer output at the i
th train-
ing iteration(corresponding to input Xi) and is given by eph,i = −θ i,k − gph(d i,k)
where gph(·) is the AM/PM response of the nonlinear ampliﬁer. For the second
case, let rk < |Xi| < rk+1 where rk and rk+1 are two magnitude levels present
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in the table and let Yi denote the output of the predistorter for the input Xi
where Yi should be computed by using the interpolation formulas given in (4.16)
and (4.17). As mentioned before, multiple AM/AM & AM/PM response en-
tries(corresponding to rk and rk+1) will be updated for this case. The update of
these table entries is as follows [18]:
d i+1,k = d i,k + Sa ∗Δ i,k ∗ eamp,i (4.20)
θ i+1,k = θ i,k + Sp ∗Δ i,k ∗ eph,i (4.21)
d i+1,k+1 = d i,k+1 + Sa ∗Δ i,k+1 ∗ eamp,i (4.22)
θ i+1,k+1 = θ i,k+1 + Sp ∗Δ i,k+1 ∗ eph,i (4.23)
In the above equations, the index i is the training iteration index and indices
k & k+1 are table position indices. d i,k is the output magnitude(AM/AM re-
sponse entry in the table) corresponding to input magnitude rk at the i
th train-
ing iteration. d i,k+1 is the output magnitude(AM/AM response entry in the
table) corresponding to input magnitude rk+1 at the i
th training iteration. θ i,k
is the output phase shift(AM/PM response entry in the table) corresponding
to input magnitude rk at the i
th training iteration. θ i,k+1 is the output phase
shift(AM/PM response entry in the table) corresponding to input magnitude
rk+1 at the i
th training iteration. eamp,i is the magnitude error at the ampliﬁer
output at the ith training iteration(corresponding to input Xi) and is given by
eamp,i = G0|Xi| − gamp(|Yi|) where G0 is the desired constant gain, gamp(·) is the
AM/AM response of the nonlinear ampliﬁer and Yi is the output of the predis-
torter corresponding to input Xi, which is given by :
|Yi| = d i,k+d i,k+1 − d i,k
r i,k+1 − r i,k ∗
(
|Xi|−rk
)
∠Yi = ∠Xi+ θ i,k+
θ i,k+1 − θ i,k
rk+1 − rk ∗
(
|Xi|−rk
)
.
eph,i is the phase error at the ampliﬁer output at the i
th training itera-
tion(corresponding to input Xi) and is given by :
eph,i = −
(
θ i,k +
θ i,k+1 − θ i,k
rk+1 − rk ∗
(
|Xi| − rk
)
+ gph
(
|Yi|
))
where gph(·) is the
AM/PM response of the nonlinear ampliﬁer. Δ i,k and Δ i,k+1 in the equations
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are used to weight the updating values. The idea is that the entries correspond-
ing to the magnitude which is closer to the input magnitude get the larger share
of magnitude & phase errors. Δ i,k and Δ i,k+1 are given by [18]:
Δ i,k =
rk+1 − |Xi|
rk+1 − rk =
rk+1 − |Xi|
range/(size− 1)︸ ︷︷ ︸
magnitude step in the table
(4.24)
Δ i,k+1 =
|Xi| − rk
rk+1 − rk =
|Xi| − rk
range/(size− 1)︸ ︷︷ ︸
magnitude step in the table
(4.25)
Sa and Sp(small positive steps used for updating AM/AM response &
AM/PM response entries in the table predistorter) are important parameters
in the simulations. They correspond to parameters μV and μP in the polar poly-
nomial predistorter. Like μV and μP , Sa and Sp should also be chosen small
enough to guarantee the stability and convergence of the update algorithm of
the table predistorter. A detailed analysis of how they should be chosen can be
found in [18].
At the end of the training phase, the entries in the table predistorter con-
verge to appropriate values that will linearize the ampliﬁer. Then the testing
phase of the simulations comes and the performance of the obtained polar table
predistorter is tested with simulations. No update is applied to the predistorter
during this phase.
4.2 Simulations, Results and Discussion
As mentioned many times before, the simulations consist of 2 phases: Training
and Testing.
1) Training Phase : In the training phase, the simulated system model takes
the form shown in Figure 4.8. First, a random bit sequence is created. This
bit sequence is modulated with QAM(M=16). The obtained sequence is ﬁrst
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Figure 4.8: System model during training
upsampled and then ﬁltered by a raised cosine ﬁlter. The sequence obtained is
used to train the predistorter as discussed above.
Figure 4.9: System model during testing
2) Testing Phase : After the training phase, the predistorter is tested
to see if it achieves linearization. The simulated system model takes the form
shown in Figure 4.9 during the testing phase. Like training phase, ﬁrst a random
bit sequence is created. This bit sequence is again modulated with 16-QAM,
upsampled and raised cosine ﬁltered just as before. After ﬁltering, the sequence
enters the predistorter and then the PA(power ampliﬁer). Since the predistorter
has already been trained, it is expected that it will linearize the PA.
In the simulations, the upsampling factor was set to 8. The delay parameter
of the raised cosine ﬁlter was set to 1000. The roll-oﬀ factor of the raised cosine
ﬁlter was set to 0.5. The desired constant gain of the predistorter-ampliﬁer
combination was set to 10. It must be mentioned that the maximum gain that
the used ampliﬁer model can provide is 15, which can be observed in Figure 4.6
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on page 65. Another point that must be mentioned is that the input signal is
normalized before entering the predistorter so that the maximum amplitude will
be 1. For this amplitude range, the gain of the ampliﬁer changes between 15 and
7.5 but the aim is to keep it constant at 10 with the help of predistortion.
Figure 4.10: Gain of polar polynomial predistorter of order 10, ampliﬁer and
polar polynomial predistorter & ampliﬁer combination
Figure 4.11: AM/AM response of polar polynomial predistorter of order 10,
ampliﬁer and polar polynomial predistorter & ampliﬁer combination
Figures 4.10, 4.11 and 4.12 correspond to a polar polynomial predistorter
which has amplitude and phase polynomials of order 10. They show the gain
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Figure 4.12: AM/PM response of polar polynomial predistorter of order 10,
ampliﬁer and polar polynomial predistorter & ampliﬁer combination
& AM/AM response & AM/PM response of the predistorter alone, the ampli-
ﬁer alone and predistorter & ampliﬁer combination. The predistorter has been
trained and tested with 100000 16-QAM symbols. The update steps μV and μP
used in the training process are 0.01 and 0.001. These values of μV and μP were
found by trial-and-error method and they provide good convergence character-
istics for the update mechanism. As seen in the ﬁgures, the polar polynomial
predistorter has a pretty good performance. It compensates for the compressive
characteristic of the ampliﬁer by providing an expansive characteristic. With-
out the predistorter, the ampliﬁer has a compressive AM/AM response and a
gain that changes between 7.5 and 15 in the input amplitude range. With the
predistorter, the gain is ﬁxed to 10. It deviates a little from 10 for small input
amplitudes. With the predistorter, the AM/AM response becomes pretty linear.
With the predistorter, the AM/PM response is also ﬁxed. It stays approximately
constant at 0 for most of the input amplitude range but shows some deviation for
large amplitude values. The largest deviation occurs when the input amplitude
is 1(which is the biggest possible input amplitude) and is about -23. The reason
for the very small deviation in the AM/AM response for small input amplitudes
and the large deviation in the AM/PM response for large input amplitudes is
77
that there are not enough samples in the input signal for low and high amplitudes
and as a result, the predistorter is not trained well for those amplitude values.
Figures 4.13 and 4.14 show the spectral plots for the same case. Figure 4.13
Figure 4.13: Power Spectral Density of the input signal to the polar polynomial
predistorter
shows the power spectral density of the input signal to the polar polynomial
predistorter. Figure 4.14 shows the power spectral density of the output signal
of the ampliﬁer when the polar polynomial predistorter exists and does not exist
before the ampliﬁer. As seen in the ﬁgures, the ampliﬁer causes both in-band and
out-of-band distortion. The out-of-band distortion will cause adjacent channel
interference for adjacent channels. The predistorter avoids this to some extent
by reducing out-of-band distortion. As observed in Figure 4.14, there is approx-
imately 20 dB reduction in adjacent channel power ratio.
Figure 4.15 shows the bit error rate performance of the designed polar poly-
nomial predistorter under additive white gaussian noise. To calculate BER, the
output of the ampliﬁer is passed through an AWGN channel and then demod-
ulated by a 16-QAM demodulator. SNR(signal-to-noise ratio, Eb/N0) of the
AWGN channel is changed between 0 dB and 20 dB and the corresponding BER
is calculated for every case. As seen in the ﬁgure, when there is no predistorter,
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Figure 4.14: Power Spectral Density of the output signal of the ampliﬁer
Figure 4.15: BER performance of the polar polynomial predistorter under addi-
tive white gaussian noise
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the nonlinearity of the ampliﬁer dominates over the noise and becomes the factor
that determines BER. For that case, even if SNR increases, BER decreases only
a little amount and settles down at a level of 0.09 for SNR = 20 dB. This is the
lower limit of BER set by the nonlinear ampliﬁer. When the polar polynomial
predistorter is present in the system, it compensates for the nonlinear eﬀects of
the ampliﬁer and as a result, the BER equals the theoretical BER under AWGN,
which is the square marked plot in Figure 4.15.
Figure 4.16: Gain of the polar polynomial predistorter-ampliﬁer combination for
diﬀerent polynomial orders
To see the eﬀect of order of AM/AM response & AM/PM response polynomi-
als on the performance of the polar polynomial predistorter, the order of AM/AM
response & AM/PM response polynomials of the polar polynomial predistorter
was set to 5,7,13,15,17,20 and 40 while keeping the other parameters constant.
Figures 4.16 and 4.17 show the gain and AM/PM response of the predistorter-
ampliﬁer combination for these polynomial orders. As seen in Figure 4.16, for
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mid-range amplitude values all cases show the same performance and they man-
age to keep the gain constant at the desired value of 10. For low amplitude
values, all cases deviate from the desired gain value 10. The deviations are small
and it is observed that the deviation decreases when the polynomial order is
increased. The maximum deviation corresponds to the order of polynomials =
5 case, which has a gain deviation of 0.57. For large amplitude values, there is
again a small deviation from the desired gain value 10. Some cases show posi-
tive gain deviation while others show negative gain deviation for large amplitude
values. It seems that increasing the order of polynomials increases the gain devi-
ation for large amplitude values, too. In this case, the maximum gain deviation
corresponds to the order of polynomials = 20 case, which has a gain deviation of
0.45. It can be concluded that the order of polynomials does not have a strong
eﬀect on AM/AM performance of the polar polynomial predistorter. Increasing
the order beyond a reasonable value does not change and enhance the AM/AM
performance much. In terms of AM/PM response, all cases show good perfor-
mance for low and mid-range amplitude values but there is a great deviation from
the ideal phase shift value 0 for large amplitude values. In this case, the best
performance corresponds to the largest polynomial order value 40, which has a
maximum phase deviation of 9. Starting with polynomial order 5, increasing
the order of polynomials ﬁrst increases this deviation till order value 10 which
has the maximum phase deviation(25). After this value, increasing the order of
polynomials enhances the AM/PM performance, decreases the deviation and the
best performance is reached at the maximum polynomial order value 40. So it
can be concluded that increasing the order of polynomials enhances the AM/PM
performance of the polar polynomial predistorter.
As mentioned before, other than a polar polynomial predistorter, a polar
look-up table predistorter was also implemented. Figures 4.18, 4.19 and 4.20
correspond to a polar look-up table predistorter which has a size of 128(128
AM/AM response entries & 128 AM/PM response entries). They show the gain
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Figure 4.17: AM/PM response of the polar polynomial predistorter-ampliﬁer
combination for diﬀerent polynomial orders
Figure 4.18: Gain of polar look-up table predistorter, ampliﬁer and polar look-up
table predistorter & ampliﬁer combination
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Figure 4.19: AM/AM response of polar look-up table predistorter, ampliﬁer and
polar look-up table predistorter & ampliﬁer combination
Figure 4.20: AM/PM response of polar look-up table predistorter, ampliﬁer and
polar look-up table predistorter & ampliﬁer combination
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& AM/AM response & AM/PM response of the predistorter alone, the ampli-
ﬁer alone and predistorter & ampliﬁer combination. The predistorter has been
trained and tested with 100000 16-QAM symbols. The update steps Sa and Sp
used in the training process are 0.01 and 0.5. These values of Sa and Sp were
found by trial-and-error method and they provide good convergence characteris-
tics for the update mechanism. The range parameter of the predistorter was set
to 1 so the amplitude step used in storing the responses in the look-up table is
1
127
. As seen in the ﬁgures, the polar look-up table predistorter has a pretty good
performance. It compensates for the compressive characteristic of the ampliﬁer
by providing an expansive characteristic. Without the predistorter, the ampliﬁer
has a compressive AM/AM response and a gain which changes between 7.5 and
15 in the input amplitude range. With the predistorter, the gain is ﬁxed to 10
except for large input amplitudes. For large input amplitudes, there is a devi-
ation from the desired gain value 10 and from the linear behaviour of AM/AM
response. The maximum gain deviation is approximately 2.5. The reason for
this behaviour is that there are not enough samples in the input signal for high
amplitudes and as a result, the predistorter is not trained well for those ampli-
tude values. As seen in Figure 4.20, the predistorter has also a good AM/PM
performance except for low and high amplitude values. It keeps the phase shift
constant at 0 except for a small range of low and high amplitude values. For
amplitude values smaller than 0.02, there is an unstable behaviour and the pre-
distorter has a very poor AM/PM performance. For amplitude values in the
range 0.02-0.94, the predistorter has a perfect AM/PM performance keeping the
phase shift constant at 0. For amplitude values greater than 0.94 upto 1, there
is a deviation from the ideal phase shift value 0. The maximum phase deviation
in this range is approximately 20. The deviation in the AM/PM response for
large amplitude values results from poor training but there is no apparent reason
for the unstable behaviour observed for small amplitude values.
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Figure 4.21: Power Spectral Density of the input signal to the polar look-up
table predistorter
Figure 4.22: Power Spectral Density of the ampliﬁer output signal
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Figures 4.21 and 4.22 show the spectral plots corresponding to the polar
look-up table predistorter. Figure 4.21 shows the power spectral density of the
input signal to the polar look-up table predistorter. Figure 4.22 shows the power
spectral density of the ampliﬁer output signal when the polar look-up table pre-
distorter exists and does not exist before the ampliﬁer. As seen in the ﬁgures,
the power ampliﬁer causes both in-band and out-of-band distortion. The out-
of-band distortion will cause adjacent channel interference for adjacent channels.
The polar look-up table predistorter avoids this to some extent by reducing out-
of-band distortion. As observed in Figure 4.22, there is approximately 25 dB
reduction in adjacent channel power ratio. The reduction provided by the polar
polynomial predistorter in the adjacent channel power ratio was approximately
20 dB. This means that the performance of the polar look-up table predistorter
is better than the performance of the polar polynomial predistorter in terms of
out-of-band distortion reduction.
Figure 4.23: BER performance of the polar look-up table predistorter under
additive white gaussian noise
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Figure 4.23 shows the bit error rate performance of the designed polar look-
up table predistorter under additive white gaussian noise. To calculate BER,
the output of the ampliﬁer is passed through an AWGN channel and then de-
modulated by a 16-QAM demodulator. SNR(signal-to-noise ratio, Eb/N0) of the
AWGN channel is changed between 0 dB and 20 dB and the corresponding BER
is calculated for every case. As seen in the ﬁgure, when the look-up table predis-
torter is not present in the system, the nonlinearity of the ampliﬁer dominates
over the noise and becomes the factor that determines BER. For that case, even
if SNR increases, BER decreases only a little amount and settles down at a level
of 0.09 for SNR = 20 dB. This is the lower limit of BER set by the nonlinear
ampliﬁer. When the polar look-up table predistorter is present in the system, it
compensates for the nonlinear eﬀects of the ampliﬁer and as a result, the BER
equals the theoretical BER under AWGN, which is the square marked plot in
Figure 4.23.
Figure 4.24: Gain of the polar look-up table predistorter-ampliﬁer combination
for diﬀerent table sizes
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Figure 4.25: AM/PM response of the polar look-up table predistorter-ampliﬁer
combination for diﬀerent table sizes
To see the eﬀect of table size on the performance of the polar look-up table
predistorter, table size of the polar look-up table predistorter was set to 16, 32,
64, 256, 512 and 1024 while keeping the other parameters constant. Figures 4.24
and 4.25 show the gain and AM/PM response of the predistorter-ampliﬁer com-
bination for these table sizes. The gain of Table size = 512 and Table size = 1024
cases show unstable behaviour for very small amplitude values but this is not
observed in Figure 4.24 because the y axis is limited to the range 7-10.5. Other
than this, all cases show good performance for small and mid-range amplitude
values and keep the gain constant at the desired value 10. For large amplitude
values, all cases show deviation from the ideal behaviour. It is observed that
the amount of maximum gain deviation increases with increasing table size. It
is also observed that the input amplitude at which the deviation from the ideal
behaviour starts decreases with increasing table size. It seems that increasing the
table size has a negative eﬀect on AM/AM performance. In terms of AM/PM
response, all cases show good performance for mid-range amplitude values and
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keep the phase shift constant at the ideal value 0. For large amplitude values,
there is a deviation from this ideal behaviour and it is observed that this phase
deviation increases with increasing table size. The maximum phase deviation
corresponds to Table size = 1024 case and it has a value of approximately 20.
For small input amplitudes, all cases show unstable behaviour. This unstable
behaviour starts at amplitude = 0 and extends upto a certain amplitude. It
is observed that the extent of the unstable behaviour decreases with increasing
table size. Increasing the table size has both positive and negative eﬀects on
AM/PM performance but the extent of the unstable behaviour is more impor-
tant than the deviation observed at large amplitudes. So it can be concluded
that increasing the table size enhances the AM/PM performance.
The work done with predistortion is not limited to what is described above.
The eﬀect of lowpass ﬁltering on the performance of the predistorter was also
investigated. In a real communication system, there exists a bandpass IF ﬁl-
ter between the mixer and power ampliﬁer stages in transmitting chains. Such
a ﬁlter is crucial and necessary to suppress out-of-band interference in a real
communication system. Therefore a simulation of a communication system ig-
noring this ﬁlter would not be realistic. The eﬀect of this ﬁlter is included in the
predistorter simulations and how the performance of the predistorter changes is
investigated. Since the simulations are carried out in baseband and every element
is represented by its baseband equivalent, this bandpass ﬁlter is represented as
an equivalent baseband lowpass ﬁlter in the simulated system model. As in the
previous cases, the ﬁrst phase in the simulations is training. Training is done ex-
actly in the same way as the previous cases and the lowpass ﬁlter is not included
in the system model during training phase. As in the previous cases, testing
phase comes after training but this time there is a diﬀerence from the previous
cases. There is a lowpass ﬁlter between the predistorter and power ampliﬁer.
Figure 4.26 shows the simulated system model for this case.
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Figure 4.26: Simulated system model including lowpass ﬁlter
In the simulations, the lowpass ﬁlter is implemented as a FIR ﬁlter which
has a ﬁnite length impulse response. This ﬁlter has two parameters which are
the length of its impulse response and its cutoﬀ frequency. The length of the
impulse response determines how well the ﬁlter approximates an ideal lowpass
ﬁlter. As it increases, the approximation of the ideal lowpass ﬁlter behaviour
gets better. It also determines the group delay of the lowpass ﬁlter, which is
given by
ﬁlter impulse response length− 1
2
. In the simulations, this length pa-
rameter was set to 1001 and for this value of the ﬁlter length, the ideal lowpass
ﬁlter behaviour is approximated pretty well. The cutoﬀ frequency of the low-
pass ﬁlter is assigned relative to sampling frequency/2 and must be in the range
0 < cutoﬀ frequency < 1 where 1 corresponds to sampling frequency/2. Figure
4.27 shows the transfer function of the lowpass ﬁlter on a normalized frequency
axis for the parameter values ﬁlter length = 1001, cutoﬀ frequency = 0.2. The
interpretation of the normalized frequency axis is also given in the ﬁgure. The
bandwidth of the lowpass ﬁlter must be larger than the bandwidth of the raised
cosine ﬁlter in the simulations. The ratio of the bandwidth of the lowpass ﬁlter
to the bandwidth of the raised cosine ﬁlter is given by
cutoﬀ ∗ upsampling factor
1 + rolloﬀ factor
where cutoﬀ is the relative cutoﬀ frequency of the lowpass ﬁlter, rolloﬀ factor is
the rolloﬀ factor of the raised cosine ﬁlter and upsampling factor is the upsam-
pling factor used in the simulations. So for the bandwidth of the lowpass ﬁlter
to be larger than the bandwidth of the raised cosine ﬁlter, cutoﬀ should satisfy
cutoﬀ >
1 + rolloﬀ factor
upsampling factor
. It is the ratio of ﬁlter bandwidths that determines
the eﬀect of lowpass ﬁltering on the performance of the predistorter. To see this
eﬀect, the ratio of ﬁlter bandwidths is changed in the simulations by changing the
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Figure 4.27: Transfer function of the lowpass ﬁlter for ﬁlter length = 1001, cutoﬀ
frequency = 0.2
upsampling factor and the cutoﬀ frequency of the lowpass ﬁlter. While changing
these two parameters, it is made sure that the bandwidth of the lowpass ﬁlter is
larger than the bandwidth of the raised cosine ﬁlter. The length of the impulse
response of the lowpass ﬁlter is set to 1001 in all of the simulations. The other
simulation parameters are kept the same as in previous cases. It will be good
to repeat their values here once again. The delay parameter of the raised cosine
ﬁlter was set to 1000. The rolloﬀ factor of the raised cosine ﬁlter was set to 0.5.
The desired gain of the ampliﬁer-predistorter combination was set to 10. In the
training and testing phases, 100000 16-QAM symbols were used. The update
steps used during training for the polynomial predistorter(μV and μP ) and the
look-up table predistorter(Sa and Sp) were also kept the same. μV and μP were
set to 0.01 and 0.001. Sa and Sp were set to 0.01 and 0.5.
The eﬀect of lowpass ﬁltering on the performance of the predistorter is ﬁrst
analyzed in terms of power spectral density. Figure 4.28 corresponds to a polar
polynomial predistorter which has amplitude and phase polynomials of order 10.
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Figure 4.28: Spectral performance of the polar polynomial predistorter which
has AM/AM & AM/PM polynomials of order 10 for the case where ratio of ﬁlter
bandwidths = 4.27
It shows the power spectral density of the ampliﬁer output signal when there is no
predistorter & lowpass ﬁlter before the ampliﬁer, when there is a predistorter but
no lowpass ﬁlter before the ampliﬁer and when there is a predistorter & lowpass
ﬁlter before the ampliﬁer. The cutoﬀ frequency of the lowpass ﬁlter is 0.8 and the
upsampling factor is 8. So the ratio of ﬁlter bandwidths is
0.8 ∗ 8
1 + 0.5
= 4.27. The
bandwidth of the lowpass ﬁlter is much larger than the bandwidth of the raised
cosine ﬁlter and as a result, lowpass ﬁltering has no eﬀect on the performance of
the polar polynomial predistorter for this case. The blue and red curves almost
completely overlap. There is a very small diﬀerence between them.
Figure 4.29 shows the spectral performance of the same polynomial predis-
torter for the case where cutoﬀ frequency of the lowpass ﬁlter = 0.6. All the
other parameters are kept the same. The ratio of ﬁlter bandwidths for this case
is
0.6 ∗ 8
1 + 0.5
= 3.2. The eﬀect of the lowpass ﬁlter on predistorter performance can
be clearly observed in the ﬁgure. Blue and red curves overlap up to the cutoﬀ
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Figure 4.29: Spectral performance of the polar polynomial predistorter which
has AM/AM & AM/PM polynomials of order 10 for the case where ratio of ﬁlter
bandwidths = 3.2
frequency of the lowpass ﬁlter but after that point, the blue curve is approxi-
mately the same as green curve(no predistorter case). The reason for this is that
for that frequency range, the eﬀect of the predistorter is removed by the lowpass
ﬁlter and as a result, the nonlinear behaviour of the ampliﬁer shows itself in
that frequency range. We can also conclude that although the bandwidth ratio
is again large like cutoﬀ frequency = 0.8 case, it is not enough for the lowpass
ﬁlter to have approximately no eﬀect on the performance of the predistorter.
Figure 4.30 shows the spectral performance of the same polynomial predis-
torter for the case where cutoﬀ frequency of the lowpass ﬁlter = 0.4. All the
other parameters are kept the same. The ratio of ﬁlter bandwidths for this case
is
0.4 ∗ 8
1 + 0.5
= 2.13. The eﬀect of the lowpass ﬁlter on predistorter performance
can be observed in this ﬁgure, too. Blue and red curves overlap up to the cutoﬀ
frequency of the lowpass ﬁlter but after that point, the blue curve is approxi-
mately the same as green curve(no predistorter case). The reason for this is that
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Figure 4.30: Spectral performance of the polar polynomial predistorter which
has AM/AM & AM/PM polynomials of order 10 for the case where ratio of ﬁlter
bandwidths = 2.13
for that frequency range, the eﬀect of the predistorter is removed by the lowpass
ﬁlter and as a result, the nonlinear behaviour of the ampliﬁer shows itself in
that frequency range. As observed from both Figure 4.29 and Figure 4.30, the
negative eﬀect of the lowpass ﬁlter on the performance of the polar polynomial
predistorter increases as the ratio of ﬁlter bandwidths decreases.
The eﬀect of lowpass ﬁltering on the performance of the predistorter is also an-
alyzed in terms of AM/AM and AM/PM responses. Figures 4.31 and 4.32 show
the AM/AM and AM/PM performance of the same polar polynomial predis-
torter for the case where cutoﬀ frequency of the lowpass ﬁlter = 0.8, upsampling
factor = 8 and desired constant gain = 10. For these parameter values, ratio of
ﬁlter bandwidths is 4.27. As seen in the ﬁgures, lowpass ﬁltering degrades the
performance of the predistorter and causes a deviation of gain & phase shift from
the case where there is no lowpass ﬁlter after the predistorter. It is observed that
the deviation of gain & phase shift decreases as the input amplitude increases.
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Figure 4.31: AM/AM performance of the polar polynomial predistorter which
has AM/AM & AM/PM polynomials of order 10 for the case where ratio of ﬁlter
bandwidths = 4.27
Figure 4.32: AM/PM performance of the polar polynomial predistorter which
has AM/AM & AM/PM polynomials of order 10 for the case where ratio of ﬁlter
bandwidths = 4.27
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For large amplitude values, the existence of the lowpass ﬁlter doesn’t alter the
gain or phase shift so if the input amplitude is large, lowpass ﬁltering doesn’t
aﬀect the performance of the predistorter at all.
Figures 4.33 and 4.34 show the AM/AM and AM/PM performance of the
Figure 4.33: AM/AM performance of the polar polynomial predistorter which
has AM/AM & AM/PM polynomials of order 10 for the case where ratio of ﬁlter
bandwidths = 3.2
same polar polynomial predistorter for the case where ratio of ﬁlter bandwidths
= 3.2(upsampling factor = 8, cutoﬀ frequency of the lowpass ﬁlter = 0.6, desired
constant gain = 10). Like the previous case, lowpass ﬁltering degrades the per-
formance of the predistorter and causes a deviation of gain & phase shift from
the case where there is no lowpass ﬁlter after the predistorter. But this time
the deviations are larger because the ratio of ﬁlter bandwidths is smaller. The
decrease in the deviations as the input amplitude increases can be observed here,
too.
Figures 4.35 and 4.36 show the AM/AM and AM/PM performance of the
same polar polynomial predistorter for the case where ratio of ﬁlter bandwidths
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Figure 4.34: AM/PM performance of the polar polynomial predistorter which
has AM/AM & AM/PM polynomials of order 10 for the case where ratio of ﬁlter
bandwidths = 3.2
= 2.13(upsampling factor = 8, cutoﬀ frequency of the lowpass ﬁlter = 0.4, de-
sired constant gain = 10). Similar behaviour is observed like the previous two
cases. The deviations in the gain & phase shift due to lowpass ﬁltering are larger
than the other two cases because the ratio of ﬁlter bandwidths is smaller. So
the lowpass ﬁltered predistorter has the worst performance for this case among
the mentioned three cases. Using these three cases, it can be concluded that the
performance of the polar polynomial predistorter gets worse as the ratio of ﬁlter
bandwidths decreases.
The eﬀect of lowpass ﬁltering on the performance of the predistorter is also
evaluated in terms of BER performance under AWGN. Figure 4.37 shows the
BER performance of the same polar polynomial predistorter under AWGN when
there is a lowpass ﬁlter after the predistorter. On the ﬁgure, you can see the BER
performance for diﬀerent values of
the bandwidth of lowpass ﬁlter
the bandwidth of raised cosine ﬁlter
. To cal-
culate BER, the output of the ampliﬁer is passed through an AWGN channel
and then demodulated by a 16-QAM demodulator. SNR(signal-to-noise ratio,
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Figure 4.35: AM/AM performance of the polar polynomial predistorter which
has AM/AM & AM/PM polynomials of order 10 for the case where ratio of ﬁlter
bandwidths = 2.13
Figure 4.36: AM/PM performance of the polar polynomial predistorter which
has AM/AM & AM/PM polynomials of order 10 for the case where ratio of ﬁlter
bandwidths = 2.13
98
Figure 4.37: BER performance of the polar polynomial predistorter of order 10
under AWGN for diﬀerent ﬁlter bandwidth ratio values
Eb/N0) of the AWGN channel is changed between 0 dB and 20 dB and the cor-
responding BER is calculated for every case. As seen in the ﬁgure, when there
is no lowpass ﬁltering(red curve), the BER equals the theoretical BER under
AWGN(blue curve). Lowpass ﬁltering degrades the BER performance. It is
observed that as the ratio of ﬁlter bandwidths increases, the eﬀect of lowpass
ﬁltering decreases and the predistorter converges to its ideal performance. As
seen in the ﬁgure, for ratio of ﬁlter bandwidths = 2 or beyond, the lowpass ﬁlter
has approximately no eﬀect on BER. Figure 4.38 shows the BER performance of
the same polar polynomial predistorter as a function of ratio of ﬁlter bandwidths
for Eb/N0 = 10 dB. This ﬁgure also proves the statement that for ratio of ﬁlter
bandwidths = 2 or beyond, the lowpass ﬁlter has approximately no eﬀect on
BER.
The eﬀect of lowpass ﬁltering on the performance of the polar look-up table
predistorter was also investigated. This eﬀect is ﬁrst analyzed in terms of power
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Figure 4.38: BER performance of the polar polynomial predistorter of order 10
as a function of ratio of ﬁlter bandwidths for Eb/N0 = 10 dB
Figure 4.39: Spectral performance of the polar look-up table predistorter which
has a table size of 128 for the case where ratio of ﬁlter bandwidths = 4.27
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spectral density. Figure 4.39 corresponds to a polar look-up table predistorter
which has a table size of 128. It shows the power spectral density of the ampliﬁer
output signal when there is no predistorter & lowpass ﬁlter before the ampliﬁer,
when there is a predistorter but no lowpass ﬁlter before the ampliﬁer and when
there is a predistorter & lowpass ﬁlter before the ampliﬁer. The ratio of ﬁlter
bandwidths is 4.27(upsampling factor = 8, cutoﬀ frequency of the lowpass ﬁlter
= 0.8). In the corresponding case, polynomial predistorter was not aﬀected by
lowpass ﬁltering for this ratio of ﬁlter bandwidths but the look-up table predis-
torter is aﬀected. Also the distortion in the spectrum due to lowpass ﬁltering
does not start at the cutoﬀ point of the lowpass ﬁlter. It starts before that point.
This is another diﬀerence from the polynomial predistorter cases. The distortion
beyond the cutoﬀ point is normal because for that frequency range, the eﬀect
of the polar look-up table predistorter is removed by the lowpass ﬁlter and as
a result, the nonlinear behaviour of the ampliﬁer shows itself in that frequency
range.
Figure 4.40 shows the spectral performance of the same polar look-up table
predistorter for the case where ratio of ﬁlter bandwidths = 3.2(upsampling fac-
tor = 8, cutoﬀ frequency of the lowpass ﬁlter = 0.6). Like the previous case,
the distortion in the spectrum due to lowpass ﬁltering begins before the cutoﬀ
frequency of the lowpass ﬁlter. As mentioned before, this is a diﬀerent behaviour
from the polynomial predistorter because for the polynomial predistorter, the
distortion in the spectrum due to lowpass ﬁltering begins at the cutoﬀ frequency.
After the cutoﬀ frequency, the blue curve(curve corresponding to the lowpass
ﬁltered predistorter case) follows the green curve(curve corresponding to the no
predistorter case) because for that frequency range, the eﬀect of the polar look-up
table predistorter is removed by the lowpass ﬁlter and as a result, the nonlinear
behaviour of the ampliﬁer shows itself in that frequency range.
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Figure 4.40: Spectral performance of the polar look-up table predistorter which
has a table size of 128 for the case where ratio of ﬁlter bandwidths = 3.2
Figure 4.41: Spectral performance of the polar look-up table predistorter which
has a table size of 128 for the case where ratio of ﬁlter bandwidths = 2.13
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Figure 4.41 shows the spectral performance of the same polar look-up table
predistorter for the case where ratio of ﬁlter bandwidths = 2.13(upsampling
factor = 8, cutoﬀ frequency of the lowpass ﬁlter = 0.4). Like the other two
cases, lowpass ﬁlter kills the eﬀect of the polar look-up table predistorter after
the cutoﬀ frequency and as a result, the blue curve follows the green curve after
that frequency. From these ﬁgures, it can be concluded that the polar look-
up table predistorter is more negatively aﬀected by lowpass ﬁltering than polar
polynomial predistorter.
Figure 4.42: AM/AM performance of the polar look-up table predistorter which
has a table size of 128 for the case where ratio of ﬁlter bandwidths = 4.27
The eﬀect of lowpass ﬁltering on the performance of the polar look-up table
predistorter is also analyzed in terms of AM/AM and AM/PM responses. Fig-
ures 4.42 and 4.43 show the AM/AM and AM/PM performance of the same polar
look-up table predistorter for the case where ratio of ﬁlter bandwidths = 4.27(up-
sampling factor = 8, cutoﬀ frequency of the lowpass ﬁlter = 0.8, desired constant
gain = 10). As seen in the ﬁgures, lowpass ﬁltering degrades the performance of
the predistorter and causes a deviation of gain & phase shift from the case where
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Figure 4.43: AM/PM performance of the polar look-up table predistorter which
has a table size of 128 for the case where ratio of ﬁlter bandwidths = 4.27
there is no lowpass ﬁlter after the predistorter. It is observed that the devia-
tion of gain & phase shift decreases as the input amplitude increases. Another
observation is that these deviations are larger than the deviations that occur in
the polar polynomial predistorter for the same ratio of ﬁlter bandwidths. This
supports the statement that polar look-up table predistorter is more negatively
aﬀected by lowpass ﬁltering than polar polynomial predistorter.
Figures 4.44 and 4.45 show the AM/AM and AM/PM performance of the
same polar look-up table predistorter for the case where ratio of ﬁlter bandwidths
= 3.2(upsampling factor = 8, cutoﬀ frequency of the lowpass ﬁlter = 0.6, desired
constant gain = 10). Similar behaviour is observed like the previous case. The
deviations in the gain and phase shift caused by lowpass ﬁltering are larger than
the previous case because the ratio of bandwidths is smaller and as a result,
the negative eﬀect of lowpass ﬁltering on the performance of the predistorter
increases. Like the previous case, the deviations decrease as the input amplitude
increases.
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Figure 4.44: AM/AM performance of the polar look-up table predistorter which
has a table size of 128 for the case where ratio of ﬁlter bandwidths = 3.2
Figure 4.45: AM/PM performance of the polar look-up table predistorter which
has a table size of 128 for the case where ratio of ﬁlter bandwidths = 3.2
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Figure 4.46: AM/AM performance of the polar look-up table predistorter which
has a table size of 128 for the case where ratio of ﬁlter bandwidths = 2.13
Figure 4.47: AM/PM performance of the polar look-up table predistorter which
has a table size of 128 for the case where ratio of ﬁlter bandwidths = 2.13
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Figures 4.46 and 4.47 show the AM/AM and AM/PM performance of the
same polar look-up table predistorter for the case where ratio of ﬁlter band-
widths = 2.13(upsampling factor = 8, cutoﬀ frequency of the lowpass ﬁlter =
0.4, desired constant gain = 10). Similar behaviour is observed like the previous
two cases. The deviations in the gain and phase shift caused by lowpass ﬁltering
are larger than the previous two cases because the ratio of bandwidths is smaller
and as a result, the negative eﬀect of lowpass ﬁltering on the performance of the
predistorter increases. Like the previous two cases, the deviations decrease as
the input amplitude increases.
Figure 4.48: BER performance of the polar look-up table predistorter of size 128
under AWGN for diﬀerent ﬁlter bandwidth ratio values
The eﬀect of lowpass ﬁltering on the performance of the look-up table
predistorter is also evaluated in terms of BER performance under AWGN.
Figure 4.48 shows the BER performance of the same polar look-up
table predistorter under AWGN when there is a lowpass ﬁlter after
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Figure 4.49: BER performance of the polar look-up table predistorter of size 128
as a function of ratio of ﬁlter bandwidths for Eb/N0 = 10 dB
the predistorter. On the ﬁgure, you can see the BER performance
for diﬀerent values of
the bandwidth of lowpass ﬁlter
the bandwidth of raised cosine ﬁlter
. To calculate BER,
the output of the ampliﬁer is passed through an AWGN channel and then de-
modulated by a 16-QAM demodulator. SNR(signal-to-noise ratio, Eb/N0) of the
AWGN channel is changed between 0 dB and 20 dB and the corresponding BER
is calculated for every case. As seen in the ﬁgure, when there is no lowpass ﬁlter-
ing(red curve), the BER equals the theoretical BER under AWGN(blue curve).
Lowpass ﬁltering degrades the BER performance. It is observed that as the ratio
of ﬁlter bandwidths increases, the eﬀect of lowpass ﬁltering decreases and the
predistorter converges to its ideal performance in terms of BER. As seen in the
ﬁgure, for ratio of ﬁlter bandwidths = 2 or beyond, the lowpass ﬁlter has approx-
imately no eﬀect on BER. Figure 4.49 shows the BER performance of the same
polar look-up table predistorter as a function of ratio of ﬁlter bandwidths for
Eb/N0 = 10 dB. In the ﬁgure, it is observed that for ratio of ﬁlter bandwidths =
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2 or larger, the lowpass ﬁltered case(black curve) is approximately the same as
the theoretical case(blue curve). So this ﬁgure also supports the statement that
for ratio of ﬁlter bandwidths = 2 or beyond, the lowpass ﬁlter has approximately
no eﬀect on BER.
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Chapter 5
Summary, Conclusions and
Future Work
In this thesis, a polar polynomial predistorter and a polar look-up table pre-
distorter was implemented and tested with simulations in sofware. The im-
plementation and testing was done by using IT++ which is a C++ library of
mathematical, signal processing, speech processing, and communications classes
and functions. In the simulations, a baseband system model was used. The sim-
ulated system model consists of a 16-QAM modulator, an upsampler, a raised
cosine ﬁlter, the predistorter and a baseband behavioural ampliﬁer model. The
ampliﬁer model used is ARCTAN model. This model represents the AM/AM
response and AM/PM response of the ampliﬁer by arctan function. The details
of the model was described in chapter 3. The AM/AM and AM/PM corrections
of the polar polynomial predistorter are two polynomial functions. These two
polynomial functions have the same order. They are functions of the input am-
plitude. The AM/AM and AM/PM corrections of the look-up table are stored
in a table. In the table, every AM/AM and AM/PM response value corresponds
to a certain input amplitude. These amplitudes and the amplitude step used
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while storing the responses are determined by the size of the table. In the sim-
ulations, the order of the polynomials of the polynomial predistorter was set to
10 and the size of the table of the look-up table predistorter was set to 128.
The simulations done with the predistorters consisted of two phases: Training
and testing. In the training phase, the predistorters were updated by using the
diﬀerences between the desired amplitude & phase values at the ampliﬁer output
and the observed amplitude & phase values at the ampliﬁer output. The details
of the training process was described in chapter 4. By training, the coeﬃcients
of the polynomial predistorter and the entries of the look-up table predistorter
converged to approriate values to linearize the ampliﬁer. In the testing phase of
the simulations, the performance of the designed predistorters were tested. The
performance was evaluated in terms of adjacent channel power ratio, AM/AM
& AM/PM responses and BER under AWGN. The predistorters showed good
performance in the simulations. The polar polynomial predistorter achieved 20
dB reduction and the polar look-up table predistorter achieved 25 dB reduction
in adjacent channel power ratio. The AM/AM & AM/PM response performance
of the predistorters were also good. For the polynomial predistorter, there were
very small deviations from the desired constant gain for small input amplitude
values. The AM/PM performance of the polynomial predistorter was good for
small and mid-range input amplitude values but there was a large deviation
from the ideal phase shift value 0 for large input amplitudes. This is due to the
fact that there weren’t enough samples in the training signal with large ampli-
tude values to train the polynomial predistorter. The AM/AM performance of
the look-up table predistorter was good except for large input amplitude val-
ues. For large input amplitude values, there was a deviation from the desired
constant gain. This behaviour can also be explained with the same reasoning
mentioned for the polynomial predistorter. The AM/PM response of the look-
up table predistorter-ampliﬁer combination showed unstable behaviour for very
small amplitude values, which can’t be explained. Other than that, the AM/PM
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performance was good upto large input amplitudes. For large input amplitudes,
there was a large deviation from the ideal phase shift value 0. The predistorters
also showed good BER performance under AWGN. They removed the eﬀects of
ampliﬁer nonlinearity on BER. In the simulations, the eﬀect of polynomial order
and table size on the performance of the predistorters were also investigated.
The simulation results showed that increasing the polynomial order does not
improve the AM/AM performance of the polynomial predistorter but improves
its AM/PM performance. For the look-up table predistorter, increasing the ta-
ble size had a negative eﬀect on the AM/AM performance but it improved the
AM/PM performance. The work done with predistortion is not limited to what
is described above. The eﬀect of lowpass ﬁltering on the performance of the pre-
distorters was also investigated. This lowpass ﬁlter models the bandpass IF ﬁlter
which is between the mixer and power ampliﬁer stages in transmitting chains
and which is crucial and necessary to suppress out-of-band interference in a real
communication system. The lowpass ﬁlter was placed between the predistorters
and ampliﬁer in the system model. The cutoﬀ frequency of the lowpass ﬁlter was
changed and its eﬀect on the performance of the predistorters was investigated.
While choosing the cutoﬀ frequency of the lowpass ﬁlter, it was made sure that
its bandwidth was larger than the bandwidth of the raised cosine ﬁlter in the
system model. Interesting results were obtained in the simulations. It was seen
that beyond the cutoﬀ frequency of the lowpass ﬁlter, the spectrum of the pre-
distorted and lowpass ﬁltered ampliﬁer output signal followed the spectrum of
the ampliﬁer output signal which was neither predistorted nor lowpass ﬁltered.
The reason for this is that for that frequency range, the positive eﬀect of the
predistorters is removed by the lowpass ﬁlter and as a result, the nonlinear be-
haviour of the ampliﬁer shows itself in that frequency range. The lowpass ﬁlter
also caused degradations in the AM/AM and AM/PM performances of the pre-
distorters and this degradation increased as the bandwidth of the lowpass ﬁlter
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decreased. The eﬀect of the lowpass ﬁlter on BER performance of the predis-
torters under AWGN was also investigated. It was observed that when the ratio
of the bandwidth of the lowpass ﬁlter to the bandwidth of the raised cosine ﬁlter
exceeds 2, the lowpass ﬁlter has approximately no eﬀect on BER for both of the
predistorters.
As a future work, the orders of the AM/AM response and AM/PM response
polynomials of the polar polynomial predistorter can be made diﬀerent. This
would be good because from the simulations, it seems that the order of the
polynomial that will cancel AM/PM distortion should be larger than the order
of the polynomial that will cancel AM/AM distortion. Another possible future
work is to implement the polynomial predistorter and look-up table predistorter
in hardware by using FPGA and DSP chips and to test the performance of the
implemented predistorters by using a real power ampliﬁer.
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APPENDIX A
16-QAM-OFDM System
Performance in the Presence of
Adjacent Channel Interference
Caused by Ampliﬁer
Nonlinearity
A.1 Introduction
OFDM(orthogonal frequency division multiplexing) has been employed in many
wireless applications such as digital audio and video broadcasting, interactive
video services distribution, broadband wireless local area networks [21]. It has
also been employed for ﬁxed-wire applications in the asynchronous digital sub-
scriber line(ADSL) and high-bit-rate DSL(HDSL) systems [22]. The reason for
the popularity of OFDM is its eﬃcient use of the available bandwidth, the high
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data rates it allows and its ability to combat selective fading. Selective fad-
ing eﬀects on OFDM can be eﬃciently reduced without the need of expensive
time-domain equalization, by inserting a cyclic preﬁx and by using error cor-
recting codes [21]. Another advantage of OFDM is that it can be easily and
eﬃciently obtained and detected by using fast Fourier transform(FFT) and in-
verse FFT(IFFT) [21]. Due to its promising properties, it is currently being
considered the most promising transmission technique to support future wireless
multimedia communications in frequency-selective channels [22].
Due to the large number of subcarriers, OFDM signal has a large dynamic
signal range(large envelope ﬂuctuations) [23]. Due to its large dynamic range,
OFDM is very sensitive to the nonlinear distortion generated by the high-power
ampliﬁer(HPA) at the transmitter end. Normally this nonlinear distortion can
be avoided by backing oﬀ the ampliﬁer, that means forcing the ampliﬁer to work
in its linear region [23]. Unfortunately this would not result in a very power
eﬃcient operation of the ampliﬁer, which is especially important in the case of
cellular and satellite applications [23]. Therefore, for power eﬃcient operation
the ampliﬁer must be operated in its nonlinear region close to saturation re-
sulting in nonlinear distortion. The nonlinear distortion of the ampliﬁer causes
interference both inside and outside the signal bandwidth of the OFDM signal
[21]. The in-band distortion component causes a degradation of the system bit-
error rate(BER), whereas the out-of-band distortion component aﬀects adjacent
frequency bands and causes adjacent channel interference [21]. The out-of-band
distortion is not a problem when there is a single transmitter but when there
are multiple transmitters that are operating at close center frequencies(adjacent
channels), the out-of-band distortion due to one transmitter will aﬀect the ad-
jacent transmitter(adjacent channel) and cause adjacent channel interference for
it. The eﬀect of this adjacent channel interference will depend on the frequency
spacing between the channels.
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Figure A.1: Simulated baseband system model
This chapter focuses on the eﬀect of adjacent channel interference caused by
ampliﬁer nonlinearity on the performance of a 16-QAM-OFDM system. For this
purpose, a three transmitter system whose block diagram is shown in Figure A.1
is simulated using IT++. The transmitters operate at adjacent channels and
have equal frequency spacing. They employ identical nonlinear power ampliﬁers
at their ends. These nonlinear power ampliﬁers produce both in-band and out-of-
band distortion. The out-of-band distortion introduced by the power ampliﬁers
causes adjacent channel interference. The transmitter operating at the middle
channel faces adjacent channel interference resulting from the two adjacent chan-
nels at which the other two transmitters operate. This is illustrated in Figure
A.2. The performance criterion is the bit-error-rate(BER) of the transmitter
operating at the middle channel. The parameters frequency spacing between the
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Figure A.2: Adjacent Channel Interference faced by the middle channel
channels, input backoﬀ of the power ampliﬁers and the ratio of average trans-
mitted powers of the transmitters are changed and their eﬀects on BER are
observed.
The organization of this chapter is as follows. Section II describes the simu-
lated system model. In section III, the simulations done are described and their
results and the analysis of the results are presented. Finally conclusions are
drawn in section IV.
A.2 Simulated System Model
The simulated system model is shown in Figure A.1. This is a baseband equiv-
alent system. Every element is represented by their baseband equivalents. As
mentioned before, there are three transmitters in the system. They operate at
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Figure A.3: OFDM modulator and demodulator block diagram
adjacent channels which are equally spaced in frequency. Δf is the frequency
spacing between the adjacent channels. In the following subsections, diﬀerent
parts of the system model are described.
A.2.1 OFDM modulator and demodulator
Figure A.3 shows the block diagram of the OFDM modulator and demodulator.
As seen in the ﬁgure, the modulation and demodulation processes are eﬃciently
implemented through the fast Fourier transform (FFT) algorithm [22].
Let Rs = 1/ts denote the symbol rate of the information symbols to be
transmitted and N denote the number of subcarriers of OFDM. The symbol
period of the OFDM signal is T = Nts = N/Rs. The complex envelope of the
OFDM symbol which is transmitted in the time interval [iT, (i + 1)T ] is given
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by [22]
s(t) =
N−1∑
k=0
ake
j2πfkt, iT ≤ t ≤ (i + 1)T (A.1)
where fk = k/T = kRs/N is the k
th subcarrier frequency and a0, a1, . . . , aN−1 are
the information symbols to be transmitted in the time interval [iT, (i+1)T ]. Since
16-QAM modulation is used, ak can take one of the values from the alphabet
[22] ak 

{
1√
10
(
[2m− 5] + j[2n− 5]
)
; m,n = 1, 2, 3, 4
}
with equal probability.
(The scaling by
1√
10
is done to make the average energy of the constellation
equal to 1.)
In the simulations, the transmitted OFDM symbol s(t) in the time in-
terval [iT, (i + 1)T ] is represented by N samples sn = s(t)
∣∣
t = iT + nts
=
s(t)
∣∣
t = iT + (n/N)T , n = 0, 1, 2, . . . , N − 1. The samples sn are given by [22]
sn =
N−1∑
k=0
ake
j
2π
N
k n
, n = 0, 1, 2, . . . , N − 1 (A.2)
which corresponds to the IFFT of the information symbols ak(k =
0, 1, 2, . . . , N − 1). This exactly describes what is done by the OFDM mod-
ulator. In each time interval of length T, the vector of N incoming information
symbols is transformed by IFFT to a vector of length N, which contains the
samples of the baseband OFDM symbol. Oversampling may also be necessary.
When there is oversampling, the number of samples sn increases from N to Nα
where α is the oversampling factor. In this case, sn are ts/α spaced in time and
computed by taking Nα point IFFT of the N information symbols ak. So with
oversampling (A.2) is modiﬁed to
sn =
N−1∑
k=0
ake
j
2π
Nα
k n
, n = 0, 1, 2, . . . , Nα− 1. (A.3)
The OFDM demodulator implements the inverse process. It computes the FFT
of the ts spaced signal samples to obtain the information symbols transmitted.
Similar to the OFDM modulator, in each time interval of length T, the vector
of N received signal samples(which are ts spaced in time) is transformed by FFT
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to a vector of length N, which contains the demodulated information symbols.
In mathematical terms, if rm(m = 0, 1, 2, . . . , N − 1) denotes the received signal
samples in a duration of T, the corresponding demodulated information symbols
denoted as bk are given by [22]
bk =
1
N
N−1∑
m=0
rme
−j 2π
N
km
, k = 0, 1, 2, . . . , N − 1. (A.4)
Since there is nonlinearity in the system, the demodulated information symbols
bk will diﬀer from the transmitted information symbols ak. If oversampling is
applied, the number of received signal samples rm in a duration of T increases
from N to Nα where α is the oversampling factor and (A.4) is modiﬁed to
bk =
1
Nα
Nα−1∑
m=0
rme
−j 2π
Nα
km
, k = 0, 1, 2, . . . , N − 1. (A.5)
A.2.2 Nonlinear Power Ampliﬁer
The modelling of nonlinear behaviour of power ampliﬁers was discussed in detail
in chapter 3. Since the simulated system model is a baseband model, a baseband
model is needed for the power ampliﬁer in the simulations. For this purpose, the
complex envelope response(AM/AM response and AM/PM response) which is a
baseband behavioural model is used in the simulations to model the nonlinear
power ampliﬁer. Detailed information was given about AM/AM response and
AM/PM response in chapter 3. It has been mentioned in chapter 3 that there
are complex envelope response models widely used in the literature for modelling
the nonlinear behaviour of power ampliﬁers. Several of these models were Saleh
model, Rapp model and third order polynomial model. These three models
were used in the simulations as the nonlinear power ampliﬁer with the following
parameter values:
Saleh model: αa = 1, βa = βp = 0.1, αp =
π
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Rapp model: v = 1, A0 = 1, p = 2
Third order polynomial model: c1 = 1, AinIP3 =
√
10
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There is an important parameter called IBO(input backoﬀ) in the simulations.
This parameter determines the nonlinear power ampliﬁer operating point. It is
deﬁned as IBOdB = 10 log10
(
A2ref
Pin
)
where Aref is a reference input amplitude
level and Pin is the average power of the input signal. Aref is generally taken as
the input amplitude at which ampliﬁer saturates but in the simulations it was
taken as the input amplitude at the 1 dB compression point. The parameter IBO
determines the level of nonlinear distortion introduced by the power ampliﬁer.
As IBO decreases, the nonlinear distortion introduced by the power ampliﬁer
increases. The increase of IBO results in the reduction of the nonlinear distortion
of the power ampliﬁer. In the simulations, the IBO parameter is set by scaling
the input signal to the power ampliﬁer with a suitable constant so that the
average power of the input signal Pin will give the desired IBO according to the
equation IBOdB = 10 log10
(
A2ref
Pin
)
where Aref is the input amplitude at the 1
dB compression point of the power ampliﬁer. Also in the simulations, the same
IBO value is applied to 3 ampliﬁers in the simulated system model.
A.3 Simulations, Results and Discussion
As mentioned before, the baseband system model given in Figure A.1 was used
in the simulations. In every simulation, one million bits were used. In the system
model, the number of carriers of OFDM was set to 1024 and the oversampling
factor applied to the OFDM signal was set to 16. Identical power ampliﬁers
were used at each of the three transmitters. As explained in section A.2.2, Saleh
model, Rapp model and third order polynomial model were used as the nonlin-
ear power ampliﬁer in the simulations. The values assigned to the parameters
of these models in the simulations were given in section A.2.2. The nonlinear
power ampliﬁer has another important parameter which is IBO. IBO was as-
signed values in the range 0 dB-10 dB in the simulations. The IBO parameters
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of the 3 identical ampliﬁers in the system model were set to same values. An-
other important parameter in the simulations is the frequency spacing between
adjacent channels which is denoted by Δf . It is set by multiplying the upper
and lower transmitter signals by e−j2πΔfn and ej2πΔfn. It is deﬁned relative to
the bandwidth of the middle channel. It was changed between 2*bandwidth of
middle channel and 6*bandwidth of middle channel in the simulations. There is
one thing that must be mentioned here. Since the middle transmitter signal is
a baseband signal, its bandwidth is equal to the half of its spectral width. So
2*bandwidth of middle channel actually equals the spectral width of the middle
transmitter signal. Since the upper and lower transmitter signals are shifted in
frequency, they are bandpass signals. Their bandwidths are equal to their spec-
tral widths. Also the spectral widths of all transmitter signals are equal. So
2*bandwidth of middle channel is actually equal to spectral widths of all trans-
mitter signals. The ratio of average transmitted powers of the transmitters is
another important parameter in the simulations. To set this parameter, the av-
erage transmitted power of the middle transmitter was left unchanged but at the
same time the average transmitted powers of the lower and upper transmitters
were scaled by the same appropriate constant so that the ratios of their individ-
ual average transmitted powers to the average transmitted power of the middle
transmitter were set to the desired value of ratio of average transmitted powers
of the transmitters. In the simulations, this parameter was assigned the values 0
dB, 3 dB, 6 dB, 9 dB, 12 dB, 15 dB, 20 dB, 25 dB and 30 dB. To make it more
clear, when this parameter takes the value 30 dB, this means that the average
transmitted powers of upper and lower transmitters are 30 dB larger than the
average transmitted power of the middle transmitter.
In the simulations, the parameters frequency spacing between the channels,
input backoﬀ of the power ampliﬁers and the ratio of average transmitted pow-
ers of the transmitters were changed and their eﬀects on BER of the middle
transmitter were observed. These parameters took the values given in the above
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paragraph during the simulations. Before proceeding to the simulation results,
one thing must be mentioned about the BER plots that will be given as simula-
tion results. In the BER plots, you will see labels like “ only in-band distortion ”,
“ in-band distortion + adjacent channel interference ”, “ only adjacent channel
interference ”. “ only in-band distortion ” means that the middle transmitter
signal is ampliﬁed nonlinearly by the nonlinear power ampliﬁer and the upper
transmitter signal and the lower transmitter signal are not added to the mid-
dle transmitter signal. In this case, the middle transmitter signal will only face
in-band distortion caused by its nonlinear ampliﬁer. “ in-band distortion + adja-
cent channel interference ” means that all of the transmitter signals are ampliﬁed
nonlinearly by the same nonlinear ampliﬁer model and as a result, the middle
transmitter signal faces both in-band distortion caused by its nonlinear ampli-
ﬁer and adjacent channel interference caused by the nonlinear ampliﬁcation of
the upper and lower transmitter signals. “ only adjacent channel interference ”
means that the middle transmitter signal is ampliﬁed linearly but the upper and
lower transmitter signals are ampliﬁed nonlinearly by the same nonlinear ampli-
ﬁer model and as a result, the middle transmitter signal faces adjacent channel
interference caused by nonlinear ampliﬁcation of the upper and lower transmitter
signals.
Now the simulation results will be provided. Only the results corresponding
to Rapp model will be provided. The other ampliﬁer models(Saleh model and
third order polynomial model) show similar results to Rapp model. The eﬀect of
diﬀerent parameters on BER are the same for diﬀerent ampliﬁer models. Only
the BER levels are diﬀerent. So there is no need to provide the results for all
ampliﬁer models. Figure A.4 shows BER of the middle transmitter as a function
of channel spacing for diﬀerent average transmitted power ratio values. IBO is
equal to 0 dB for all of the plots in the ﬁgure and this is the worst case for BER
in terms of IBO. Average transmitted power ratio means the ratio of average
transmitted powers of upper and lower transmitters to the average transmitted
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Figure A.4: BER of the middle transmitter as a function of channel spacing for
diﬀerent average transmitted power ratio values where ampliﬁer model = Rapp
model, IBO = 0 dB
power of middle transmitter. In this ﬁgure and in the other ﬁgures that will be
provided, ACI stands for adjacent channel interference. As seen in the ﬁgure,
the eﬀect of in-band distortion on BER is independent of channel spacing and
average transmitted power ratio. ACI does not have a strong eﬀect on BER for
small average transmitted power ratio values. As average transmitted power ratio
value increases, ACI increases and as a result, its eﬀect on BER increases. An-
other observation is that as channel spacing(frequency spacing between adjacent
channels) increases, the eﬀect of ACI on BER diminishes. It is seen that when
there is only ACI present on the signal, the BER becomes zero after a certain
value of channel spacing. As expected, this certain value of channel spacing after
which the eﬀect of ACI on BER completely diminishes increases as the average
transmitted power ratio value increases. A similar situation is also observed in “
in-band distortion + ACI ” cases. Their BER values decrease as channel spacing
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increases. After a certain value of channel spacing, which increases as average
transmitted power ratio value increases, the eﬀect of ACI on BER completely
diminishes and as a result the BER values of “ in-band distortion + ACI ” cases
converge to the BER value of “ only in-band distortion ” case. The BER values
of “ in-band distortion + ACI ” cases increase as average transmitted power
ratio value increases, which is expected because as average transmitted power
ratio value increases, ACI increases. It is evident from Figure A.4 that it is the
in-band distortion that determines BER, not ACI when interfering channels have
the same average power but as the average powers of upper and lower adjacent
channels that interfere with the middle channel become larger than the average
power of middle channel, the eﬀect of ACI on BER increases and ACI starts
to become the dominant factor that determines BER provided that the channel
spacing is not large so that ACI does not diminish. Figure A.5 shows the same
Figure A.5: BER of the middle transmitter as a function of channel spacing for
diﬀerent average transmitted power ratio values where ampliﬁer model = Rapp
model, IBO = 2 dB
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plots as Figure A.4 for IBO = 2 dB. The behaviour of BER is similar to Figure
A.4 so the same comments also apply to Figure A.5. The diﬀerence is that IBO
is larger. This results in the reduction of both in-band distortion and adjacent
channel interference. As a result, BER values become smaller for all cases but
the behaviour of BER with respect to channel spacing and average transmitted
power ratio stays the same. As seen in the ﬁgure, the BER level of in-band
distortion becomes smaller since in-band distortion is reduced for higher IBO.
Also the eﬀect of ACI on BER diminishes for smaller values of channel spacing
since ACI is reduced for higher IBO, too.
Figure A.6: BER of the middle transmitter as a function of IBO for diﬀerent
average transmitted power ratio values where ampliﬁer model = Rapp model,
Channel Spacing = 2*Channel Bandwidth
Figure A.6 shows BER of the middle transmitter as a function of IBO for
diﬀerent average transmitted power ratio values. Channel spacing is equal to
2*bandwidth of middle channel for all the plots in the ﬁgure. This is the worst
case for BER in terms of channel spacing. For this value of channel spacing, the
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3 channels are side-by-side with no separation between their ends. As seen in
the ﬁgure, BER values decrease as IBO increases because in-band distortion and
ACI are both reduced when IBO increases. Like the previous cases, the eﬀect of
ACI on BER increases when the average transmitted power ratio value increases
because when it increases, ACI also increases. As a result, “ in-band distortion +
ACI ” and “ only ACI ” cases approach each other as average transmitted power
ratio value increases. When average transmitted power ratio value is small, the
BER values of “ only ACI ” cases are smaller than the BER values of “ only
in-band distortion ” case. As average transmitted power ratio value increases,
the situation reverses and the BER values of “ only ACI ” cases become larger
than the BER values of “ only in-band distortion ” case, which means that ACI
becomes more dominant than in-band distortion. As seen in the ﬁgure, the BER
value becomes zero in all of the plots after certain values of IBO. The reason
for this is that as IBO increases, the ampliﬁer behaves more linearly and after a
certain value of IBO, the ampliﬁer behaves almost linearly resulting in approx-
imately no ACI and in-band distortion. Another observation is that the IBO
value after which the eﬀect of ACI on BER diminishes increases with increasing
average transmitted power ratio. Figure A.7 shows the same plots as Figure A.6
for channel spacing = 3.2*bandwidth of middle channel. Similar behaviour is ob-
served as Figure A.6. So the comments that apply to Figure A.6 also applies to
this ﬁgure. The diﬀerence is that channel spacing is larger and this weakens the
eﬀect of ACI on BER. The BER values of “ only in-band distortion ” case stays
the same but the BER values of cases that contain ACI are smaller. Also since
ACI is weaker, the diﬀerence between the BER values of “ in-band distortion +
ACI ” cases and the BER values of “ only in-band distortion ” case is smaller.
Since ACI is weaker, its eﬀect on BER diminishes for smaller values of IBO. An-
other observation is that for the value of channel spacing in the ﬁgure, ACI has
no eﬀect on BER when the channels have the same average power(average trans-
mitted power ratio = 0 dB). When average transmitted power ratio increases
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Figure A.7: BER of the middle transmitter as a function of IBO for diﬀerent
average transmitted power ratio values where ampliﬁer model = Rapp model,
Channel Spacing = 3.2*Channel Bandwidth
over 0 dB, ACI starts to aﬀect BER and its eﬀect on BER increases as average
transmitted power ratio increases. According to the ﬁgure, average transmitted
power ratio value must be at least 20 dB for ACI to be more dominant on BER
than in-band distortion when the channel spacing has the value in the ﬁgure.
Looking at ﬁgures A.6 and A.7, it seems that increasing IBO has a stronger
eﬀect on in-band distortion than ACI.
Figure A.8 shows BER of the middle transmitter as a function of average
transmitted power ratio for diﬀerent channel spacing values. IBO is equal to 0
dB for all of the plots in the ﬁgure and this is the worst case for BER in terms
of IBO. As seen in the ﬁgure, the eﬀect of ACI on BER increases as average
transmitted power ratio value increases. It is also observed that as channel
spacing increases, the eﬀect of ACI on BER decreases. The minimum value that
the average transmitted power ratio must take for ACI to aﬀect BER increases
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Figure A.8: BER of the middle transmitter as a function of average transmitted
power ratio for diﬀerent channel spacing values where ampliﬁer model = Rapp
model, IBO = 0 dB
as channel spacing increases. For ACI to aﬀect BER, average transmitted power
ratio must certainly take a value larger than 0 dB. Figure A.9 shows the same
plots as Figure A.8 for IBO = 3 dB. Similar behaviours are observed as Figure
A.8. The diﬀerence is that IBO is larger. As a result, in-band distortion and
ACI is reduced and all cases have smaller BER values compared to Figure A.8.
The value that average transmitted power ratio should take for ACI to aﬀect
BER becomes larger compared to Figure A.8. The BER value caused by in-band
distortion is reduced. The value that average transmitted power ratio should take
for ACI to be more dominant on BER than in-band distortion is also reduced
compared to Figure A.8. This ﬁgure also supports the claim that increasing IBO
aﬀects in-band distortion more than ACI.
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Figure A.9: BER of the middle transmitter as a function of average transmitted
power ratio for diﬀerent channel spacing values where ampliﬁer model = Rapp
model, IBO = 3 dB
A.4 Conclusion
In this chapter, the eﬀect of in-band distortion and adjacent channel interference
on the performance of a 16-QAM-OFDM system was investigated. For this pur-
pose, the system model shown in Figure A.1 was simulated. The system model
consists of three transmitters with identical nonlinear power ampliﬁers. The
transmitters operate at equally spaced frequencies. The lower and upper trans-
mitters create adjacent channel interference for the middle transmitter. The
eﬀect of this adjacent channel interference on the performance of the middle
transmitter was investigated. The performance criterion was BER. The impor-
tant parameters in the simulations were IBO of the ampliﬁers, frequency sepa-
ration between adjacent channels and the ratio of average transmitted powers of
the upper and lower transmitters to the average transmitted power of the middle
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transmitter. The simulation results show that when the transmitters have equal
average transmitted power, it is the in-band distortion that determines BER
whatever the values of IBO and frequency separation between adjacent channels
are. When the interfering transmitters have larger average transmitted powers
than the middle transmitter, the values of IBO and frequency separation between
adjacent channels determine whether in-band distortion or ACI is dominant. By
increasing the average transmitted powers of interfering transmitters, ACI can
be made more dominant than in-band distortion in determining BER for every
IBO and frequency separation value.
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