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1. Introduction 
In the past decade, numerous studies have been carried out to examine the relationship between 
environmental quality and GDP level for one or a group of countries. Such studies are labeled as 
environmental Kuznets curve (EKC, an inverted U-curve) analyses after the path-breaking work by 
Grossman and Krueger (1991, 1994, 1995).1  
 In most of the EKC analyses the reduced form regression technique is frequently applied, 
where an implicit assumption usually made is that the causal relationship between environmental 
quality and GDP level is unidirectional from the latter to the former, but not vice versa.  
 In reality, however, the causal relationship may very well be the other way around. For 
instance, in a country experiencing economic structure changes from lower value-added emission-
intensive manufacturing to higher value-added less emission-intensive services, economic growth 
following a decline in emissions may be observed.   
 It has also been argued that environmental quality is likely to have a feedback effect on 
income growth, namely, rising levels of emissions due to economic growth may have harmful effects 
on production possibilities (Pearson, 1994; Stern et al., 1994). Thus, the causal relationship between 
them may be bi-directional.  
 Moreover, Agras and Chapman (1999) once found that energy price rather than income 
was the significant determinant of environmental quality when both were included as explanatory 
variables, which raises the inquiry on whether income level is at all an important determinant of 
environmental quality. 
 Hence, the evidences necessitate that investigation on the causal relationship between 
environmental quality and GDP should be carefully carried out before taking any EKC analysis.  
 Causality analyses are not only prerequisites for further investigation on the 
environmental quality - GDP relationship; results from the analyses may have implications on policy 
decisions as well. For example, if there exists no causality, it may indicate that policies for reducing 
emissions do not affect economic growth at all. However, if any causality is found, policy measures 
should be designed with clear awareness of the direction of the causal relationship between emissions 
and GDP. 
 Causality analyses have been applied in many empirical studies investigating the causal 
relationship between energy consumption and income level (e.g. Yang, 2000; Shiu and Lam, 2004; 
                                                     
1 The EKC is a hypothesized relationship between various emissions (indicators of environmental quality) and GDP per 
capita, which proposes that in the early stages of economic growth emissions increase, but beyond some level of GDP per 
capita, economic growth will lead to environmental improvement. 
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Yoo, 2005).  To the best of our knowledge, applications in exploring the causal relationship between, 
inter alia, emissions and income level are rather rare. In a study carried out by Coondoo and Dinda 
(2002), a unidirectional causal relationship was found to run from CO2 emissions to income for the 
developed country groups of North America, Eastern and Western Europe to which Norway belongs. 
However, the data applied are cross-country panel data rather than a country specific time series data. 
 The purpose of this paper is, by using Norwegian time series data, to question the validity 
of the presumption employed in the conventional EKC analyses that the causal relationship between 
emissions and GDP is unidirectional from the latter to the former.  To this end, different causal 
relationships are tested on real per capita GDP and four types of air emissions: CO2 (carbon dioxide), 
SO2 (sulphur dioxide), NOx (oxides of nitrogen) and CO (carbon monoxide). Results from this study 
can be used for further analysis on the environment-GDP relationship and for policy decisions as well. 
 The causality analysis in this paper will be implemented by applying the statistical 
techniques of Granger-causality tests.  First, stationarity and cointegration are tested for on annual per 
capita Norwegian time series data of four types of air emissionss and real GDP; second, depending on 
the results from the stationarity and cointegration tests, either a vector autoregression (VAR) model or 
an error-correction model (ECM) is estimated to test for the Granger-causality for different types of air 
emissions. This is performed by the (F-) t-tests to check the (joint) significance levels of causality 
between different air emissions and GDP. Through the analysis, instead of arbitrarily choosing a lag 
length, Akaike's information criterion (AIC) is employed to select the optimum lag. 
 The rest of the paper is structured as follows. Section 2 provides an overview of the 
proposed methodology. Section 3 explains the sources and the nature of the data employed.  Empirical 
results are presented in Section 4. Some discussions and policy suggestions are made in Section 5. 
2. Methodology 
As mentioned earlier, the causal relationship analysis in this paper is implemented by applying the 
Granger-causality test proposed by Granger (1969).  This is a rigorous statistical technique purporting 
to detect the nature of causality between two variables, say, X and Y.  The idea is that if X (Granger) 
causes Y, then changes in X should precede changes in Y since the future cannot predict the past.  
Therefore, in a regression of Y on other variables (including its own past values) if one includes past 
or lagged values of X and it significantly improves the prediction of Y, then one can say that X 
(Granger) causes Y.  If X causes Y, but Y does not cause X, or the other way around, then the causal 
relationship between X and Y is unidirectional.  In case X causes Y and Y also causes X, we say the 
causal relationship is bi-directional. 
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2.1. Stationarity  
It is worth noting that application of the Granger causality test requires the time series of the 
concerned variables, X and Y, to be stationary, which means that, loosely speaking, the mean and 
variance of each variable do not vary systematically over time.  It has been shown that using non-
stationary data in causality tests can yield spurious causality results (Granger and Newbold, 1974; 
Stock and Watson, 1989). Thus, it is necessary to examine whether the time series of the variables, Xt 
and Yt, are stationary or not before taking the causality test.   
 If the variables involved are found stationary, then conventional Granger-causality test 
can be applied. In case they are found non-stationary, they ought to be transformed into stationary 
series by successive differencing until the differenced series become stationary and then apply the 
causality test with the differenced stationary data.  In this paper, the augmented Dickey-Fuller (ADF) 
stationarity test is used to test for the presence of unit root in the original and differenced time series of 
the variables to ascertain the required stationarity. 
2.2. Cointegration  
Despite that X and Y are individually non-stationary, the possibility exists that a linear combination of 
these two variables, X aY+ , could be stationary for some value of a. In other words, even if the mean 
and variance of each variable vary systematically over time, the linear combination of them, X aY+ , 
may have constant mean and variance.  Thus, if such a property holds true, then X and Y tend to move 
together and we say that X and Y are cointegrated (Engle and Granger, 1987).  
 As will be seen later, whether or not X and Y are cointegrated has substantially different 
implications for how one should carry through the test procedure to test for Granger-causality. In view 
of this, cointegration test is, therefore, a prerequisite procedure toward causality testing. 
 Since cointegration is a restriction on a dynamic model system, it can be tested for 
(Hendry and Juselius, 2001).  In this paper, two Johansen's cointegration tests, namely, trace test and 
maximum eigenvalue test are applied to the following vector autoregression (VAR) model (Johansen, 
1988): 
 
(1)  
11 12L L
t 10 11i t i 12 j t j 1t
i 1 j 1
Y Y X u
− −
= =
= β + β + β +∑ ∑  
 
(2)  
21 22L L
t 20 21i t i 22 j t j 2t
i 1 j 1
X Y X u
− −
= =
= β + β + β +∑ ∑  
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Here β10, β11i, β12j, β20, β21i, β22j are parameters to be estimated; L11, L12, L21, L22 are the numbers of 
lags which are restricted in Johansen's test as 11 12 21 22L L L L L= = = = ; u1t , u2t are usual error terms. 
The tests are performed sequentially, beginning with the null hypothesis that there is no cointegrating 
vector, and if this null hypothesis is rejected, continuing with the null hypothesis that there is (at most) 
one cointegrating vector in (trace) maximum eigenvalue test. In a VAR model of only two variables 
such as the case in our study, there can be at most one cointegrating vector. 
2.3. Granger-causality test 
Based on the results from stationarity and cointegration tests, Granger-causality test can be carried out 
as follows.  If the results from stationarity test show that the two variables X and Y are stationary, then 
the standard Granger-causality test should be applied, which is to estimate the VAR model outlined in 
(1) and (2). 
 In this VAR model, X is caused by past values in both X and Y. Similarly, Y is also 
caused by past values in X and Y.  Given such a specification, X can be said to (Granger) cause Y if 
one can reject the null hypothesis that the β12s are jointly zero. Similarly, one can say that Y does not 
(Granger) cause X if the β21s are jointly insignificant from zero. Both cases can be tested by a joint F-
test.  
 If the two variables X and Y are both non-stationary and integrated of order 12, and, if 
they are not cointegrated, then the Granger-causality test is performed by estimating the following 
VAR model with variables in first difference form (Toda and Phillips, 1993; Yoo and Kwak, 2004): 
 
(3)  
11 12L L
t 10 11i t i 12 j t j 1t
i 1 j 1
Y Y X u
− −
= =
∆ = β + β ∆ + β ∆ +∑ ∑  
 
(4)  
21 22L L
t 20 21i t i 22 j t j 2t
i 1 j 1
X Y X u
− −
= =
∆ = β + β ∆ + β ∆ +∑ ∑  
 
The interpretation of this VAR model is as follows. Changes in X are caused by past changes in both 
X and Y. The same holds for changes in Y.  Given such a specification, X can be said to (Granger) 
cause Y if one can reject the null hypothesis that the β12s are jointly zero. Similarly, one can say that Y 
                                                     
2 All variables concerned in this paper, as shown later, are integrated of order 1, which means that although non-stationary, 
they become stationary after first differencing. 
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does not (Granger) cause X if the β21s are jointly insignificant from zero. Again, both cases can be 
tested by a joint F-test.  
 As mentioned above, (3) and (4) can be applied only if X and Y are not cointegrated.  In 
case cointegration is found between X and Y, the Granger-causality test performed by estimating the 
VAR model of (3) and (4) will be incorrect and inferences invalid. According to Engle and Granger 
(1987), a more comprehensive test of causality based on an error-correction model (ECM), should be 
adopted.   
 The ECM model for the Granger-causality test in this case is performed based on the 
following two equations: 
 
(5)  
11 12L L
t 10 11i t i 12 j t j 13 t 1 1t
i 1 j 1
ˆY Y X u
− − −
= =
∆ = β + β ∆ + β ∆ + β ε +∑ ∑  
 
(6)  
21 22L L
t 20 21i t i 22 j t j 23 t 1 2t
i 1 j 1
ˆX Y X u
− − −
= =
∆ = β + β ∆ + β ∆ + β ε +∑ ∑  
 
where all the variables and parameters have the same interpretations as in (3) and (4) except for t 1ˆ −ε ,  
which is the error correction term, derived from running OLS on the long-run cointegration 
relationship, t 0 1 t tY X= θ + θ + ε , and calculated as t t 0 1 tˆ ˆˆ Y Xε = − θ − θ . 
 In (5) and (6), changes in X are assumed to be a function of not only past changes in both 
X and Y, but also the estimated previous period's disequilibrium in level, t 1ˆ −ε . This holds for changes 
in Y as well. Within the context of this model, the presence of both short- and long-run causality can 
be tested.   
 Testing the presence of short-run causality has been explained within the context of the 
VAR model of (3) and (4).  Long-run causality, on the other hand, can be claimed if a t-test on the 
coefficient of the error correction term t 1ˆ −ε (β13 in (5) or β23 in (6)) is statistically significant. 
Furthermore, the strong Granger-causality can be claimed if one finds a joint statistical significance of 
β12s and β13 in (5), or β22s and β23 in (6) by means of a joint F-test.   
 To sum up, the procedure of causality analysis employed in this paper is as follows.  First 
of all, we test whether or not the variables, X and Y, are stationary.  If both are stationary, then the 
standard Granger-causality test is applied to X and Y, which is implemented by estimating (1) and (2).  
If both are non-stationary and integrated of order 1, then we further test whether or not they are 
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cointegrated.  If not, (3) and (4) will be applied; whereas if they are cointegrated, then we should 
estimate the ECM model of (5) and (6). 
3. Data 
In this study we use annual data spanning from 1973 to 2003 on four types of air emissions (CO2, CO, 
SO2 and NOx) obtained from the Norwegian pollution inventory; see Flugsrud et al. (2003).  Annual 
data on population and real GDP (in 2000 prices) during the same period have been collected from 
Statistics Norway (2003).  
 All variables of air emissions and real GDP are divided by the population variable.  
Therefore, CO2, CO, SO2, NOx and GDP in this paper represent their corresponding per capita terms3. 
Finally air emissions per capita and real GDP per capita are log-transformed.  To be precise, we have 
taken X = ln(GDP); Y = ln(CO2), ln(CO), ln(SO2) and ln(NOx), respectively, when applying the 
methodology outlined in Section 2. 
 
Fig. 1. Time series of air emissions and GDP in Norway (1973-2003)  
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Note: ln(CO2), ln(CO), ln(SO2), ln(NOx) are rescaled and adjusted such that the means of them are changed to 
that of ln(GDP). 
 
                                                     
3 The units for CO2, CO, SO2, NOx and GDP are 100 kg per capita, 10 kg per capita, kg per capita, kg per capita and 
10, 000 NOK per capita, respectively. 
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 Although a visual inspection of the time series of ln(CO2), ln(CO), ln(SO2), ln(NOx) and 
ln(GDP) (Fig. 1) indicates that all variables are nonstationary, rigorously statistical test need to be 
implemented.     
 It appears that there are positive associations between ln(CO2) and ln(GDP) as well as 
between ln(NOx) and ln(GDP), while negative association between ln(SO2) and ln(GDP) as well as 
between ln(CO) and ln(GDP).  This observation is confirmed by the scatter plots with air emission 
series against GDP series in Fig. 2. 
 
Fig. 2. Scatter plots between air emissions and GDP (1973-2003) 
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4. Empirical results 
4.1. Results from stationarity tests 
Applying the augmented Dickey-Fuller (ADF) test to ln(CO2), ln(CO), ln(SO2), ln(NOx) and ln(GDP) 
yields the estimated results in Table 1. The τ-statistics are generated by the econometrics software 
PcGive (Hendry and Doornik, 1999) with the critical values derived from the response surfaces in 
MacKinnon (1991).   
 The results in Table 1 indicate that according to ADF tests, the null hypothesis of 
presence of unit root in the level variables, ln(CO2), ln(CO), ln(SO2), ln(NOx) and ln(GDP), can not be 
rejected at the 10% significance level, no matter whether a constant only or a constant plus a linear 
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time trend are included in the estimation.  This may lead to the conclusion that ln(CO2), ln(CO), 
ln(SO2), ln(NOx) and ln(GDP) are non-stationary variables.  
 
Table 1. Results of augmented Dickey-Fuller (ADF) tests of unit root hypotheses 
τ-statistic τ-statistic 
Variable 
c n ct n 
Variable 
c n ct n 
ln(CO2)  -1.57 1 -3.42 0 ∆ln(CO2) -8.89*** 0 -8.73*** 0 
ln(CO)  0.50 2 -2.00 1 ∆ln(CO)   -1.24 1   -3.78** 2 
ln(SO2)  -0.13 1 -2.10 1 ∆ln(SO2) -3.76*** 0   -3.66** 0 
ln(NOx) -2.45 2 -2.60 2 ∆ln(NOx) -5.02*** 0 -5.13*** 0 
ln(GDP) -1.59 2 -2.47 3 ∆ln(GDP) -3.71*** 1   -4.02** 1 
Notes:  
1. The letters c and ct indicate whether Eq. (1) contains a constant only or a constant plus a linear time trend. 
2. The heading n is the optimal lag length that is chosen according to the Akaike’s information criterion (AIC).  
The AIC is defined as 
T
2
t
t 1
ˆAIC ln / T 2k / T
=
= ν +
⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∑ , where tνˆ  is the residual in period t from estimating Eq. 
(1), k is the number of parameters to be estimated, and T is the number of total observations. 
3. **, *** indicate significance at the 5% and 1% level, respectively. 
 
 For the corresponding first difference variables, ∆ln(CO2), ∆ln(CO), ∆ln(SO2), ∆ln(NOx) 
and ∆ln(GDP), at the 5% significance level, the null hypothesis of presence of unit root can be 
rejected, except for ∆ln(CO) when only a constant is included in the estimation.  However, the τ-
statistic becomes significant after including a constant plus a linear trend in the estimation for 
∆ln(CO). Thus, we may conclude that ln(CO2), ln(CO), ln(SO2), ln(NOx) and ln(GDP) are all non-
stationary variables and integrated of order 1. 
4.2. Results from cointegration tests 
Under the assumption that all variables concerned in the present study are non-stationary and 
integrated of order 1, cointegration test should be conducted as a preceding step toward a causality test 
as stated in Section 2.  Johansen's tests for cointegration are performed for this purpose. Table 2 
presents the test results generated by the econometrics software PcGive (Hendry and Doornik, 2001).  
The p-vaules reported here are based on the approximations to the asymptotic distributions derived by 
Doornik (1998).   
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Table 2.  Results of Johansen's tests for cointegration between air emissions and GDP 
Trace statistics 
Variable H0: The number of co-integrating equation is zero (r = 0) 
H0: The number of co-integrating equation is at 
most one (r ≤  1) 
ln(CO2) 
   19.27**  
(0.011) 
2.39  
(0.122) 
ln(CO)  13.84*  (0.087) 
0.17  
(0.678) 
ln(SO2) 
9.59  
(0.319) 
1.02  
(0.312) 
ln(NOx) 
7.00  
(0.584) 
1.32  
(0.250) 
 
Maximum eigenvalue statistics 
Variable 
H0: The number of co-integrating equation 
is zero (r = 0) 
H0: The number of co-integrating equation  
is one (r = 1) 
ln(CO2) 
  16.88**  
(0.017) 
2.39  
(0.122) 
ln(CO) 13.67*  (0.060) 
0.17  
(0.678) 
ln(SO2) 
8.57  
(0.331) 
1.02  
(0.312) 
ln(NOx) 
5.67  
(0.660) 
1.32  
(0.250) 
Notes:  
1. r denotes the number of cointegration vector. 
2. *, ** indicate significance at the 10% and 5% level, respectively. 
3. p-values are in parentheses.  
4. The optimal lag lengths are chosen as 5 for ln(CO2), 3 for ln(CO), ln(SO2), and ln(NOx) by using Akaike’s 
information criterion.  The AIC is defined as 1ˆAIC ln 2kT−= Ω + , where Ωˆ  is the maximum likelihood 
estimate of the system variance-covariance matrix, k is the total number of parameters to be estimated in the 
VAR model, and T is the number of observations. 
 
 One of the problems with Johansen's cointegration tests is that the asymptotic critical 
values used for the test may not be applicable in small samples. Although the sample size of our study 
is not shorter than what typically is used in many studies in the EKC literature, a small sample 
adjustment for Johansen's cointegration tests is needed.  The test statistics reported in Table 2 have 
been adjusted by using a simple small sample correction method proposed by Reimers (1992) and 
recommended by Maddala and Kim (1998).  
 The estimated results in Table 2 show that for ln(CO2), ln(CO), at the 10% significance 
level, the null hypothesis of absence of cointegration relation (r = 0) can be rejected whereas the null 
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hypothesis of existence of at most one (r ≤ 1 for trace test) or exactly one (r = 1 for maximum 
eigenvalue test) cointegration relation can not be rejected.  The situation is different for ln(SO2) and 
ln(NOx) where the null hypotheses of  r = 0 can not be rejected at the 10% significance level. 
 Based on these results it may be concluded that both ln(CO2) and ln(CO), while neither 
ln(SO2) nor ln(NOx), are cointegrated with ln(GDP). When cointegration is present, there exists only 
one cointegration relationship between ln(CO2) and ln(GDP) as well as between ln(CO) and ln(GDP).   
4.3. Results from Granger-causality tests 
In this subsection, Granger-causality tests are carried out for the relationships between ln(CO2) and 
ln(GDP) as well as between ln(CO) and ln(GDP) by applying the ECM model of (5) and (6).  In an 
ECM model, both short- and long-run causal relationships can be tested. 
 Granger-causality tests are also implemented for the relationships between ln(SO2) and 
ln(GDP) as well as between ln(NOx) and ln(GDP) by applying the VAR model of (3) and (4). Since 
neither ln(SO2) nor ln(NOx) is cointegrated with ln(GDP), any causality between either ln(SO2) and 
ln(GDP) or ln(NOx) and ln(GDP), if it exists, must be short run in nature. 
 We report the test results in Table 3. The results show that for ln(SO2) and ln(NOx), at the 
10% significance level, the null hypothesis that air emissions do not cause GDP can be rejected while 
the null hypothesis that GDP does not cause air emissions can not be rejected.  This evidence indicates 
that there is unidirectional causal relationship running from ln(SO2) and ln(NOx) to ln(GDP), 
respectively. 
 For ln(CO2) and ln(CO), at the 10% significance level, the null hypothesis that air 
emissions do not cause GDP can not be rejected for either the short run, long run or joint short/long 
run. The null hypothesis that GDP does not cause air emissions cannot be rejected for the short run. 
However, for the long run, it can be rejected.  Moreover, for ln(CO2), the null hypothesis can be 
rejected even for the joint short/long run. Hence, one may conclude that in the long run there is 
unidirectional causal relationship running from ln(GDP) to ln(CO2) and ln(CO), respectively. 
Furthermore, one may claim that ln(GDP) strongly (Granger) causes ln(CO2). 
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Table 3. Results of Granger-causality tests 
H0: Air emissions do not (Granger)  
cause GDP  
H0: GDP does not (Granger) 
cause air emissions 
Variable 
Short-run Long-run Joint  
(short run/long-run)
Short-run Long-run Joint  
(short-run/long-run) 
 
F-statistics or t-statistics (based on error correction model) 
- - - 1.42 (0.168) 
-2.38**
(0.025) 
6.56** 
(0.038) 
ln(CO2) 4.45  
(0.108) 
-0.30 
(0.767) 
4.83  
(0.185) - - - 
- - - 0.80 (0.433) 
-1.85* 
(0.077) 
4.53 
(0.104) 
ln(CO) 
0.06 
(0.812) 
0.17 
(0.864) 
0.08  
(0.961) - - - 
 
F-statistics or t-statistics (based on VAR model in first differences) 
-   1.53 (0.138)   
ln(SO2) 5.11* 
(0.078)   -   
-   1.21 (0.239)   
ln(NOx) 7.86** 
(0.020)   -   
Notes:  
1. p-values are in parentheses.  
2. *, ** indicate significance at the 10% and 5% level, respectively. 
3. The optimal lag lengths are chosen by using Akaike’s information criterion (see notes in Table 1) and are as   
follows: L11=L12 = 1, 1, 1, 1 and L21=L22 = 2, 2, 2, 2 for ln(CO2), ln(CO), ln(SO2), and ln(NOx), respectively. 
4. The estimation for ln(CO) includes a linear time trend. 
 
5. Concluding remarks 
As prerequisite steps toward Granger-causality testing for the causal relationships between four types 
of air emissions (CO2, SO2, NOx and CO) and GDP in Norway, stationarity and 
cointegration tests are carried out for time series of these variables. 
 The results from ADF tests suggest that ln(CO2), ln(CO), ln(SO2), ln(NOx) and ln(GDP) 
all are non-stationary and integrated of order 1.  The results from Johansen's cointegration tests 
provide some evidence for existence of cointegration (long-run) relationships between ln(CO2) and 
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ln(GDP) as well as between ln(CO) and ln(GDP).  However, no such long-run relationships could be 
found neither between ln(SO2) and ln(GDP) nor between ln(NOx) and ln(GDP).    
 The results of Granger-causality analysis in this paper indicate that the causal 
relationships between ln(CO2), ln(CO), ln(SO2), ln(NOx) and ln(GDP) are all unidirectional and run 
from air emissions to GDP for SO2 and NOx, while from GDP to air emissions for CO2 and CO.   
 The causal relationships found between ln(SO2) and ln(GDP) as well as between ln(NOx) 
and ln(GDP) are short-run in nature. Nonetheless, for CO2 and CO emissions, the long run effects are 
significant, which indicates that in the long run GDP (Granger) causes CO2 and CO emissions in 
Norway during the sample period.    
 Our results reveal a preference to reduced form model as a common approach to 
analyzing the environment-GDP relationship because only unidirectional causal relationships are 
found in this study. However, the presumption suggested by the conventional EKC analyses that the 
causal relationship between environmental quality and GDP runs from the latter to the former is 
rejected for SO2 and NOx emissions. For CO2 and CO emissions, the presumption may be retained. 
 Among the four types of air emissions in Norway, only CO2 emissions appear to be 
increasing along the time (see Fig.1 in Section 3). Given that CO2 is one of the major green house 
gases, implications from our study will be relevant to the current concern about global climate 
changes.  
 The results indicate that GDP strongly (Granger) causes CO2, which implies that CO2 is 
so pervasive in the economy that the economic growth actually increases the CO2 emissions over time. 
Given that Norwegian GDP per capita is already among the highest in the world, if there were an 
environmental Kuznets curve for CO2 emissions, a turning point after which the level of GDP sets out 
to lead to a reduction of CO2 will be extremely high.  Our findings are in line with Holz-Eakin and 
Selden (1995) who estimated turning points up to $8 million per capita.  
 The results from our study differ from those of some other studies. For instance, Coondoo 
and Dinda (2002) found a unidirectional causal relationship running from CO2 emissions to income for 
the developed country groups of North America, Eastern and Western Europe to which Norway 
belongs. The difference could be due to that they use panel data in their study while we use pure time 
series data for a specific country instead.  In addition, note that Norway is such a small country and 
thereby, one may have reasonable speculation that its exclusion from the panel data for the developed 
country groups used by Coondoo and Dinda (2002) may not lead to a significant change to their 
conclusions. However, Coondoo and Dinda (2002) did find that Japan, one of the developed countries 
in the world, displayed a unidirectional causal relationship from income to CO2 emissions.  
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 In analyzing economic growth and the environment in Canada, Day and Graften (2003) 
found that there does not exist a long run causal relationship between per capita income and the 
measures of environmental degradation. Their causality tests indicate that only short run bi-directional 
causality, not unidirectional causality, runs between income and the environment.4   
 Finally, several caveats on the application of Granger-causality test should be made clear. 
First, although unidirectional causal relationships are found between ln(CO2), ln(CO), ln(SO2), 
ln(NOx) and ln(GDP) in this study, it has not been possible to fully examine these relationships 
because the specific functional forms which illustrate how much, and through what mechanisms, air 
emissions give impacts on GDP or GDP on air emissions, are still unknown. In addition, a 
comprehensive analysis of the environmental quality-GDP relationship necessitates an examination of 
the effects of other factors such as the industrial and energy structure of the economy, environmental 
policy, etc. (Liu, et al., 2006). However, our goal in this study is essentially to see to what extent the 
Granger-causality test can be utilized to question the validity of the presumption employed in the 
conventional EKC analyses that the causal relationship between emissions and GDP is unidirectional 
from the latter to the former. Therefore, the test itself can be considered to be a prerequisite analysis to 
further investigation on the environmental quality-GDP relationship. 
 Second, Granger causality test is in its essential to test a causal effect by means of data in 
lead-lag structure (See subsection 2.3 and (1)-(6)). For emissions that immediately follow the change 
of GDP, the employment of annual data may not be appropriate. Thus, higher frequency data such as 
quarterly, monthly or even weekly data are wanted in Granger-causality analyses for such emissions, 
which naturally remains a possible avenue for future studies in this field. 
 
                                                     
4 The measures of environmental degradation used in Day and Graften (2003) are: emissions of carbon dioxide (CO2), 
concentrations of carbon monoxide (CO), sulphur dioxide (SO2) and total suspended particulate matter (TSP). Only the first 
one is measured by emission rather than concentration, and therefore, comparable with the result of our study. 
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