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Abstract
In this paper, the authors give a counterexample to show that the classical dyadic Hausdorff capacity H˜ d
on Rn when n 2 and 0 < d  n − 1 is not a capacity in the sense of Choquet. A variant of the classical
dyadic Hausdorff capacity, H˜ d0 , is then introduced and is further proved to be a capacity in the sense of
Choquet.
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1. Introduction
It is well known that the Hausdorff capacity and its dyadic version play an important role
in potential theory, harmonic analysis and the modern theory of partial differential equations;
see, for example, the excellent survey [2] and book [3] of Adams, Orobitg and Verdera [9] and
Fefferman [7]. Recently, Dafni and Xiao [6] further discovered that the Hausdorff capacity and
its dyadic version also play an important role in determining the dual spaces of Qα(Rn) spaces,
and Xiao [11] posed two new conjectures on isoperimetric and Brunn–Minkowski estimates for
Hausdorff capacities.
In this paper, we will give a counterexample to show that the classical dyadic Hausdorff
capacity H˜ d on Rn when n  2 and 0 < d  n − 1 is not a capacity in the sense of Choquet.
✩ This project was supported by National Science Foundation for Distinguished Young Scholars (Grant No. 10425106)
and NCET (Grant No. 04-0142) of Ministry of Education of China.
* Corresponding author.
E-mail address: dcyang@bnu.edu.cn (D. Yang).0007-4497/$ – see front matter © 2007 Elsevier Masson SAS. All rights reserved.
doi:10.1016/j.bulsci.2007.06.005
D. Yang, W. Yuan / Bull. Sci. math. 132 (2008) 500–509 501Motivated by Carleson [4], we introduce a variant of the classical dyadic Hausdorff capacity,
H˜ d0 , and we further prove that H˜
d
0 is a capacity in the sense of Choquet.
We first recall the well-known definition of dyadic cubes in Rn. Let Q0 be the collection of
cubes in Rn which are congruent to [0,1)n, and whose vertices lie on the lattice Zn. If we dilate
this family of cubes by a factor of 2−k , we obtain the collection Qk, k ∈ Z; that is, Qk is the
family of cubes, open on the right, whose vertices are adjacent points of the lattice (2−kZ)n. The
cubes in
⋃
kQk are called dyadic cubes.
Definition 1.1. Let C be a real valued set function on all subsets of Rn. If C is non-negative,
monotonic and countably subadditive, then C is said to be a capacity in the sense of N. Meyers
(see [8] or [1]).
Furthermore, if C satisfies that
(i) if Ej is an increasing sequence of arbitrary sets with the limit E (for short, Ej ↑ E), then
C(E) = limj→∞ C(Ej ), and that
(ii) if Kj is a decreasing sequence of compact sets with the limit K (for short, Kj ↓ K), then
C(K) = limj→∞ C(Kj ),
then C is said to be a capacity in the sense of Choquet (see [5] or [1,2]).
We now recall the notion of the classical Hausdorff capacity and its dyadic version; see, for
example, [1].
Definition 1.2. Let 0 < d  n and E ⊂ Rn.
(i) The Hausdorff capacity Hd(E) of E is defined by
Hd(E) ≡ inf
{∑
j
rdj
}
,
where the infimum is taken over all countable open (closed) ball covers {B(xj , rj )}j of E.
(ii) The dyadic version H˜ d(E) of Hd(E) is defined by
H˜ d(E) ≡ inf
{∑
j
l(Qj )
d
}
,
where {Qj }j are dyadic cubes with side lengths {l(Qj )}j and E ⊂⋃j Qj , the infimum is
taken over all such dyadic cube covers of E.
Remark 1.1. The Hausdorff capacity Hd and its dyadic version H˜ d are denoted, respectively,
by Hd∞ and H˜ d∞ in [1].
It is known that Hd is not a capacity in the sense of Choquet, Hd is comparable to H˜ d
with constants depending only on n, and both of the two capacities are non-negative, monotone,
countably subadditive set function on all subsets of Rn; see, for example, [1,3]. In [1], it was
claimed that H˜ d is a capacity in the sense of Choquet. However, Propositions 2.1 and 2.2 below
indicate that this is true only when n − 1 < d  n.
We also remark that it is known that the most natural equivalent capacity to Hd is the upper
envelope of all capacities in the sense of N. Meyers, which have the property that the capacity of
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(This fact was pointed out to us by Professor Lennart Carleson.)
Throughout the paper, the notation X ∼ Y means that there exists a positive constant c inde-
pendent of the main parameters such that c−1Y X  cY. For any set E ⊂ Rn, E◦ denotes the
interior of E.
2. Main results and their proofs
In Section 1 of [1], it was claimed that if Kj ↓ K , where {Kj }j are compact sets, then
limj→∞ H˜ d(Kj ) = H˜ d(K). The following two propositions will show that this is true only
when n − 1 < d  n. We remark that it was proved in [10] that H˜ d satisfies Definition 1.1(i)
for all n ∈ N and 0 < d  n; see also [1]. Thus, if n− 1 < d  n, then H˜ d is a Choquet capacity.
Proposition 2.1. Let n ∈ N. If n − 1 < d  n, {Kj }j are compact subsets of Rn and Kj ↓ K as
j → ∞, then limj→∞ H˜ d(Kj ) = H˜ d(K).
Proof. By the monotonicity of H˜ d on subsets of Rn and K ⊂ Kj for any j ∈ N, we have
limj→∞ H˜ d(Kj )  H˜ d(K). To finish the proof of the proposition, we only need to establish
the inverse of this inequality. For any given ε > 0, let {Qs}s be a sequence of dyadic cubes such
that K ⊂⋃s Qs and ∑s l(Qs)d  H˜ d(K) + ε. For any Qs and k ∈ N, let Qs,k be an open cube
with the same center as Qs and side length (1 + 2−k+1) times as long as that of Qs . Notice
that
⋃
s Qs,k is open and contains K . Since {Kj }j are compact and Kj ↓ K as j → ∞, then
there exists j0 ∈ N such that for all j  j0, Kj ⊂⋃s Qs,k . Applying the countably subadditivity
of H˜ d , we obtain H˜ d(Kj ) 
∑
s H˜
d(Qs,k) for all j  j0 and k ∈ N. Since each Qs,k is cov-
ered by the union of Qs and 2kn[(1 + 2−k+1)n − 1] dyadic cubes with side length 2−kl(Qs), by
Definition 1.2(ii), we then have
H˜ d(Qs,k) l(Qs)d + 2kn
[
(1 + 2−k+1)n − 1]2−kd l(Qs)d .
Since the assumption that n−1 < d  n implies that 2kn[(1+2−k+1)n −1]2−kd → 0 as k → ∞,
we then have that, as k → ∞,
H˜ d(Kj )
∑
s
H˜ d(Qs,k)
∑
s
l(Qs)
d
{
1 + 2kn[(1 + 2−k+1)n − 1]2−kd}→∑
s
l(Qs)
d .
Therefore, H˜ d(Kj )  H˜ d(K) + ε. Letting ε → 0 then yields that limj→∞ H˜ d(Kj )  H˜ d(K),
which completes the proof of Proposition 2.1. 
A counterexample is given in the following proposition to show that H˜ d does not satisfy
Definition 1.1(ii) when n 2 and 0 < d  n − 1.
Proposition 2.2. If n 2 and 0 < d  n − 1, then there exist a sequence of compact sets {Kj }j
and a compact set K such that Kj ↓ K and limj→∞ H˜ d(Kj ) = H˜ d(K).
Proof. For simplicity, we only consider the case n = 2. In this case, for any j ∈ N, let Kj =
[0,1] × [−2−j ,2−j ]. Then Kj is a compact subset of R2, and Kj ↓ K = [0,1] as j → ∞. We
now verify that limj→∞ H˜ d(Kj ) = 2 > 1 = H˜ d(K).
For any k ∈ N, since K is covered by the union of dyadic cubes Q1 = [0,1)2 and Q2 = [1,1+
2−k)× [0,2−k), by Definition 1.2, we have that H˜ d(K) 1 + 2−kd . Letting k → ∞ then yields
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then
∑
i l(Pi)
d  l(Pi0)d > 1. If l(Pi)  1 for all i and if we denote the number of {Pi}i with
side length 2−k by Nk , since [0,1] ⊂⋃i Pi , by the geometric properties of dyadic cubes, we then
have
∑∞
k=0 Nk2−k =
∑
i l(Pi) > 1, which together with the assumption that 0 < d  1 implies
that ∑
i
l(Pi)
d =
∞∑
k=0
Nk2−kd 
∞∑
k=0
Nk2−k > 1.
Definition 1.2 again yields that H˜ d(K) 1. Thus, H˜ d(K) = 1.
For each j ∈ N, since Kj is covered by the union of dyadic cubes Q1 = [0,1)2, Q2 = [0,1)×
[−1,0), Q3 = [1,1+ 21−j )×[0,21−j ) and Q4 = [1,1+ 21−j )×[−21−j ,0), by Definition 1.2,
we have H˜ d(Kj ) 2+2(1−j)d+1, and hence limj→∞ H˜ d(Kj ) 2. Let {Pi}i be any dyadic cube
cover of Kj . If there exist more than two dyadic cubes Pi such that l(Pi) 2, then
∑
i l(Pi)
d 
21+d > 2. If there is exactly one dyadic cube Pi0 such that l(Pi0)  2 and if we define Nk as
above with {Pi}i replaced by {Pi}i \ {Pi0}, since either [0,1] × [0,2−j ] or [0,1] × [−2−j ,0]
is covered by {Pi}i \ {Pi0}, by the geometric properties of dyadic cubes again, we then have∑∞
k=0 Nk2−k > 1. Thus, by 0 < d  1,∑
i
l(Pi)
d = l(Pi0)d +
∞∑
k=0
Nk2−kd > 1 +
∞∑
k=0
Nk2−k > 2.
If l(Pi) 1 for all i and if we define Nk as above, by the assumption that both [0,1] × [0,2−j ]
and [0,1] × [−2−j ,0] are covered by {Pi}i , and the geometric properties of dyadic cubes, we
have
∑∞
k=0 Nk2−k > 2, and hence, by 0 < d  1,∑
i
l(Pi)
d =
∞∑
k=0
Nk2−kd 
∞∑
k=0
Nk2−k > 2.
Therefore, taking the infimum over all such dyadic cube covers {Pi}i of Kj , we obtain H˜ d(Kj )
2 for any j ∈ N, which implies that limj→∞ H˜ d(Kj ) = 2 = 1 = H˜ d(K). This finishes the proof
of Proposition 2.2. 
Remark 2.1. Even if we replace dyadic cubes in the definition of the classical Hausdorff capac-
ity H˜ d by closed dyadic cubes, Proposition 2.2 above still holds for the corresponding dyadic
Hausdorff capacity.
To overcome this shortage, motivated by Carleson [4], we introduce a slight variant of H˜ d as
below. We recall that E◦ denotes the interior of the set E.
Definition 2.1. Let E ⊂ Rn and 0 < d  n. We define
H˜ d0 (E) ≡ inf
{∑
j
l(Qj )
d
}
,
where {Qj }j are dyadic cubes with side lengths {l(Qj )}j and E ⊂ (⋃j Qj )◦, the infimum is
taken over all such dyadic cube covers of E.
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d(E). For example, in R2, if we let
E = [0,1) and 0 < d  1, then H˜ d(E) = 1, but H˜ d0 (E) = 2, which can be calculated by a
procedure as in the proof of Proposition 2.2.
We also remark that it is easy to check that H˜ d0 is a non-negative, monotone, countably sub-
additive set function on all subsets of Rn. Thus, H˜ d0 is a capacity in the sense of N. Meyers; see
Definition 1.1. Furthermore, from Definition 2.1, it is easy to see that H˜ d0 is an outer capacity in
the sense that
H˜ d0 (E) = inf
{
H˜ d0 (G)
}
,
where the infimum is taken over all open sets G ⊃ E.
We now verify that H˜ d0 is a Choquet capacity by beginning with some basic properties of H˜
d
0 .
Proposition 2.3. H˜ d0 ∼ Hd with constants depending only on n.
Proof. Let {Qj }j be any dyadic cube cover of E as in Definition 2.1, i.e., E ⊂ (⋃j Qj )◦. Notice
that each Qj is covered by at most nn balls with radius l(Qj ), denoted by Bj,s , s = 1, . . . , nn.
Then E ⊂⋃j,s Bj,s , and by Definition 1.2, we have
Hd(E)
∑
j
nn∑
s=1
(rBj,s )
d = nn
∑
j
l(Qj )
d .
Taking the infimum over all such dyadic cube covers, we then obtain
Hd(E) nnH˜ d0 (E).
Next we let {B(xj , rj )}j be any open ball cover of E. For each rj , there exists kj ∈ Z such
that 2kj  rj < 2kj+1. Notice that B(xj , rj ) is covered by at most 6n dyadic cubes with side
length 2kj , denoted by Qj,s , s = 1, . . . ,6n. Indeed, for any j , B(xj , rj ) is contained in the interior
of the union of {Qj,s}s , therefore,
E ⊂
{⋃
j
B(xj , rj )
}
⊂
{⋃
j
( 6n⋃
s=1
Qj,s
)◦}
⊂
(⋃
j
6n⋃
s=1
Qj,s
)◦
.
By Definition 2.1, we have H˜ d0 (E) 6n
∑
j r
d
j . Then taking the infimum over all such ball covers
implies that H˜ d0 (E) 6nHd(E), which completes the proof of Proposition 2.3. 
Remark 2.2. It is known that H˜ d is equivalent to Hd with constants depending only on n;
see [1]. Thus, H˜ d0 is also equivalent to H˜ d . Since Hd and the d-dimensional Hausdorff measure
have the same null sets (see [1,3]), we obtain that H˜ d0 and H˜ d also have the same null sets as the
d-dimensional Hausdorff measure. Notice that when d > n, Hd ≡ 0; see, for example, [2,10].
Thus, when d > n, H˜ d0 ≡ 0.
The following proposition shows that H˜ d0 is strongly subadditive.
Proposition 2.4. For any sets E1,E2 ⊂ Rn,
H˜ d0 (E1 ∪ E2) + H˜ d0 (E1 ∩ E2) H˜ d0 (E1) + H˜ d0 (E2),
which is called the strong subadditivity.
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H˜ d0 (E2) < ∞ and E1 ∩ E2 = ∅.
Let {Q1,k}k and {Q2,k}k be any two sequences of dyadic cubes such that E1 ⊂ (⋃k Q1,k)◦ and
E2 ⊂ (⋃k Q2,k)◦. We denote the maximal dyadic cube subsequence of {Q1,k,Q2,k}k by {Pi}i .
Then
{E1 ∪ E2} ⊂
{(⋃
k
Q1,k
)◦
∪
(⋃
k
Q2,k
)◦}
⊂
( 2⋃
j=1
⋃
k
Qj,k
)◦
=
(⋃
i
Pi
)◦
.
Let{
Q1,k ∩ Q2,j : Q1,k ∩ Q2,j = ∅, k, j ∈ N
}≡ {P˜i}i .
Since Q1,k and Q2,j are dyadic cubes, by the properties of dyadic cubes, if Q1,k ∩Q2,j = ∅, then
Q1,k ∩ Q2,j = Q1,k or Q1,k ∩ Q2,j = Q2,j . Therefore, {P˜i}i is a subsequence of {Q1,k,Q2,k}k ,
and from the fact that {(⋃k Q1,k)◦ ∩ (⋃k Q2,k)◦} = (⋃i P˜i )◦, it follows that {E1 ∩ E2} ⊂
(
⋃
i P˜i )
◦
. Thus,
H˜ d0 (E1 ∪ E2) + H˜ d0 (E1 ∩ E2)
∑
i
l(Pi)
d +
∑
i
l(P˜i)
d .
Notice that if there exist i0, j0 such that Q = Pi0 = P˜j0 , then there exist k1, j1 such that
Q = Q1,k1 = Q2,j1 . Hence∑
i
l(Pi)
d +
∑
i
l(P˜i)
d 
∑
k
l(Q1,k)
d +
∑
j
l(Q2,j )
d ,
which further implies that
H˜ d0 (E1 ∪ E2) + H˜ d0 (E1 ∩ E2)
∑
k
l(Q1,k)
d +
∑
j
l(Q2,j )
d .
Taking the infimum over all such covers {Q1,k}k and {Q2,k}k , we obtain
H˜ d0 (E1 ∪ E2) + H˜ d0 (E1 ∩ E2) H˜ d0 (E1) + H˜ d0 (E2).
This finishes the proof of Proposition 2.4. 
Remark 2.3. It is known that H˜ d is also strongly subadditive; see [7] or [1]. However, as shown
in Proposition 2.2, H˜ d when n 2 and 0 < d  n − 1 is not a Choquet capacity.
Here is the main result of this paper.
Theorem 2.1. Let 0 < d  n. Then, H˜ d0 is a Choquet capacity. Namely,
(i) if Kj ↓ K and {Kj }j are compact, then limj→∞ H˜ d0 (Kj ) = H˜ d0 (K);
(ii) if Ej ↑ E, then limj→∞ H˜ d0 (Ej ) = H˜ d0 (E).
Proof. Let K and {Kj }j be as in the theorem. Notice that H˜ d0 is an outer capacity, i.e., for any
ε > 0, there is an open set G ⊃ K such that H˜ d(G) H˜ d(K)+ ε. Since K =⋂ Kj and {Kj }j0 0 j
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of H˜ d0 , when j  j0,
H˜ d0 (K) H˜ d0 (Kj ) H˜ d0 (G) H˜ d0 (K) + ε.
Letting ε → 0 yields (i).
To see (ii), since H˜ d0 is monotonic and Ej ⊂ E for all j ∈ N, then
lim
j→∞ H˜
d
0 (Ej ) H˜ d0 (E).
To finish the proof we only need to verify that limj→∞ H˜ d0 (Ej ) H˜ d0 (E). Without loss of gen-
erality, we may assume that limj→∞ H˜ d0 (Ej ) < ∞. Some ideas of the following proof are from
Carleson [4].
We first consider the case that {Ej }j are open. By Definition 2.1, for any ε > 0 and j ∈ N,
there exists a sequence of dyadic cubes {Qj,k}k such that Qj,k ∩ Ej = ∅ for any k ∈ N, Ej ⊂
(
⋃
k Qj,k)
◦ and∑
k
l(Qj,k)
d  H˜ d0 (Ej ) + 2−j ε. (2.1)
For any x ∈ E, let Qx be the unique largest dyadic cube Qj,k containing x of {Qj,k}j,k . We
denote all such dyadic cubes by {Qi}i , and we then have
E =
{⋃
j
Ej
}
⊂
{⋃
j
(⋃
k
Qj,k
)◦}
⊂
(⋃
j
⋃
k
Qj,k
)◦
=
(⋃
i
Qi
)◦
.
For any given large m ∈ N, we consider first the subsequence of {Qi}i that are taken from
{Q1,k}k , denoted by {Q(1)i }i . If such {Q(1)i }i does not exist, then consider those {Qi}i that are
taken from {Q2,k}k . Let O1 = (⋃i Q(1)i )◦ ∩ Em. Since O1 ⊂ Em, there exists a subsequence of
{Qm,k}k , denoted by {Q(1)m,k}k , such that O1 ⊂ (
⋃
k Q
(1)
m,k) and O1 ∩ Q(1)m,k = ∅ for any k. From
the definition of {Q(1)i }i , we have (
⋃
k Q
(1)
m,k) ⊂ (
⋃
i Q
(1)
i ).
Let {Q1,k}k \ {Q(1)i }i ≡ {Q∗1,k}k . Since E1 ⊂ {
⋃
k Q1,k}, we then have
E1 =
{
(O1 ∩ E1) ∪
[(⋃
k
Q∗1,k
)
∩ E1
]}
⊂
{(⋃
k
Q
(1)
m,k
)
∪
(⋃
k
Q∗1,k
)}
.
By the assumption that E1 is open, E1 ⊂ {(⋃k Q(1)m,k) ∪ (⋃k Q∗1,k)}◦. Therefore,
H˜ d0 (E1)
∑
k
l
(
Q
(1)
m,k
)d +∑
k
l(Q∗1,k)d ,
which together with (2.1) yields∑
i
l
(
Q
(1)
i
)d  H˜ d0 (E1) + ε/2 −∑
k
l(Q∗1,k)d 
∑
k
l
(
Q
(1)
m,k
)d + ε/2. (2.2)
Next we consider the subsequence of {Qi}i that are taken from {Q2,k}k but not from {Q1,k}k ,
denoted by {Q(2)i }i . With the same argument as above, we find {Q(2)m,k}k , a subsequence of
{Qm,k}k \ {Q(1)m,k}k , such that∑
l
(
Q
(2)
i
)d ∑ l(Q(2)m,k)d + ε/4.
i k
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{Qs,k}k \ (⋃s−1γ=1{Qγ,k}k) and {Q(s)m,k}k ⊂ {Qm,k}k \ (⋃s−1γ=1{Q(γ )m,k}k) such that∑
i
l
(
Q
(s)
i
)d ∑
k
l
(
Q
(s)
m,k
)d + 2−sε.
From this and (2.1), it follows that
m∑
s=1
∑
i
l
(
Q
(s)
i
)d ∑
k
l(Qm,k)
d + ε  H˜ d0 (Em) + 2−mε + ε.
Letting m → ∞, by Definition 2.1 and the fact that {Q(s)i }s,i = {Qi}i , we obtain
H˜ d0 (E)
∑
i
l(Qi)
d  lim
m→∞ H˜
d
0 (Em) + ε.
Letting ε → 0 yields H˜ d0 (E) limm→∞ H˜ d0 (Em), which is the desired inequality.
For the general case, since H˜ d0 is an outer capacity, for any j ∈ N and ε > 0, there exists an
open set Gj such that Gj ⊃ Ej and
H˜ d0 (Gj ) H˜ d0 (Ej ) + 2−j ε. (2.3)
Let UN ≡ ⋃Nj=1 Gj and U ≡ ⋃∞j=1 Gj . Then for any N ∈ N, UN is open and UN ↑ U as
N → ∞. We claim that for each N ∈ N,
H˜ d0 (UN) H˜ d0 (EN) +
(
1 − 2−N )ε. (2.4)
In fact, this inequality when N = 1 is just (2.3). If (2.4) is true when N = k, applying (2.4) when
N = k, the strong subadditivity of H˜ d0 and (2.3), we obtain
H˜ d0 (Uk ∪ Gk+1) + H˜ d0 (Uk ∩ Gk+1) H˜ d0 (Uk) + H˜ d0 (Gk+1)
 H˜ d0 (Ek) + H˜ d0 (Ek+1) +
(
1 − 2−(k+1))ε.
Notice that Ek ⊂ {Uk ∩ Gk+1}. This fact together with the monotonicity of H˜ d0 further implies
that
H˜ d0 (Uk+1) = H˜ d0 (Uk ∪ Gk+1) H˜ d0 (Ek+1) + (1 − 2−(k+1))ε.
Thus, (2.4) is true when N = k + 1, which together with the induction verifies (2.4) holds for all
N ∈ N.
By the monotonicity of H˜ d0 , the proved conclusion on open sets as above and (2.4), we obtain
H˜ d0 (E) H˜ d0 (U) = lim
N→∞ H˜
d
0 (UN) lim
N→∞ H˜
d
0 (EN) + ε.
Letting ε → 0, we then have H˜ d0 (E) limN→∞ H˜ d0 (EN), which completes the proof of Theo-
rem 2.1. 
Remark 2.4. (i) It is known that Theorem 2.1(i) holds for Hd and Theorem 2.1(ii) also holds
for H˜ d ; see [10] or [1].
(ii) It is also known that the Choquet integral with respect to a Choquet capacity C is sublinear
if and only if the Choquet capacity C is strongly subadditive; see, for example, [5] or [2]. Thus
Proposition 2.4 and Theorem 2.1 imply that the Choquet integral with respect to H˜ d0 is sublinear.
Moreover, if we replace the classical dyadic d-dimensional Hausdorff capacity by H˜ d0 , which is
also necessary by Remark 2.2, all results in [6,9] are still true.
508 D. Yang, W. Yuan / Bull. Sci. math. 132 (2008) 500–509Recall the definition of capacitability for any subset E of Rn; see, for example, [2]. If C is a
capacity, let
CI (E) ≡ sup{C(K): K ⊂ E,K compact},
and
CO(E) ≡ inf{CI (U): U ⊃ E,U open}.
A set E is said to be C-capacitable if CI (E) = CO(E). Obviously, CI and CO are monotonic,
and CI (E) CO(E) for any E ⊂ Rn. Notice that CI (U) = CO(U) for any open set U , i.e., any
open set is C-capacitable.
We claim that any closed set E is also H˜ d0 -capacitable. Furthermore,(
H˜ d0
)I
(E) = (H˜ d0 )O(E) = H˜ d0 (E). (2.5)
Indeed, for any closed set E, there exists a sequence of compact sets {Kj }j such that Kj ↑ E as
j → ∞. Applying the monotonicity of H˜ d0 and Theorem 2.1(ii), we have(
H˜ d0
)I
(E) sup
j
{
H˜ d0 (Kj )
}= lim
j→∞ H˜
d
0 (Kj ) = H˜ d0 (E).
Notice that (H˜ d0 )
I (F ) H˜ d0 (F ) for any set F ⊂ Rn. Thus (H˜ d0 )I (E) = H˜ d0 (E). Since H˜ d0 is an
outer capacity,(
H˜ d0
)I
(E)
(
H˜ d0
)O
(E) = inf{(H˜ d0 )I (U): U ⊃ E,U open}
 inf
{
H˜ d0 (U): U ⊃ E,U open
}
= H˜ d0 (E) =
(
H˜ d0
)I
(E),
which implies (2.5).
By a standard argument, we know that if closed sets are C-capacitable, then all analytic sets
are also C-capacitable; see, for example, [4] for the details. Then we have the following conclu-
sion.
Proposition 2.5. All analytic, and hence all Borel sets, are H˜ d0 -capacitable.
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