The Firefighter problem and a variant of it, known as Resource Minimization for Fire Containment (RMFC), are natural models for optimal inhibition of harmful spreading processes. Despite considerable progress on several fronts, the approximability of these problems is still badly understood. This is the case even when the underlying graph is a tree, which is one of the most-studied graph structures in this context and the focus of this article. In their simplest version, a fire spreads from one fixed vertex step by step from burning to adjacent non-burning vertices, and at each time step B many non-burning vertices can be protected from catching fire. The Firefighter problem asks, for a given B, to maximize the number of vertices that will not catch fire, whereas RMFC (on a tree) asks to find the smallest B that allows for saving all leaves of the tree. Prior to this work, the best known approximation ratios were an O (1)-approximation for the Firefighter problem and an O (log * n)-approximation for RMFC, both being LP-based and essentially matching the integrality gaps of two natural LP relaxations.
INTRODUCTION
The Firefighter problem was introduced by Hartnell [26] as a natural model for optimal inhibition of harmful spreading phenomena on networks. Despite considerable interest in the problem and progress on several fronts, our understanding of how well this and related problems can be 1 2 -approximation for the Firefighter problem. This approximation guarantee was later improved by Cai, Verbin, and Yang [7] to 1 − 1 e , using a natural linear programming (LP) relaxation and dependent randomized rounding. It was later observed by Anshelevich, Chakrabarty, Hate, and Swamy [2] that the Firefighter problem on trees can be interpreted as a monotone submodular function maximization (SFM) problem subject to a partition matroid constraint. This leads to alternative ways to obtain a (1 − 1 e )-approximation by using a recent (1 − 1 e )-approximation for monotone SFM subject to a matroid constraint using in particular results of Vondrák [35] (see also the journal version of this article combined with further results by Calinescu, Chekuri, Pál, and Vondrák [9] ). The factor 1 − 1 e was later only improved for various restricted tree topologies (see Reference [28] by Iwaikawa, Kamiyama, and Matsui) and, hence, for arbitrary trees, this is the best known approximation factor to date. For RMFC on trees, Chalermsook and Chuzhoy [11] presented an O (log * n)-approximation, where n = |V | is the number of vertices. 2 Their algorithm is based on a natural linear program that is a straightforward adaptation of the one used in Reference [7] to get a (1 − 1 e )-approximation for the Firefighter problem on trees. Whereas there are still considerable gaps between current hardness results and approximation algorithms for both the Firefighter problem and RMFC on trees, the currently best approximations essentially match the integrality gaps of the underlying LPs. More precisely, Chalermsook and 1 Note that this hardness of RMFC also shows a strong approximation hardness for a variation of the Firefighter problem, where the goal is to minimize the number of vertices catching fire (instead of maximizing the number of vertices not catching fire). More precisely, this minimization version of the Firefighter problem is NP-hard to be approximated up to any constant factor. Indeed, starting with an arbitrary rooted spanning tree G, one can attach to each leaf a large number k of vertices to obtain G . Now solving the minimization version of the Firefighter problem on G , one can save all newly introduced vertices if and only if the RMFC problem on G is feasible with budget 1. By choosing k large enough, one can observe that a constant-factor approximation for the minimization version of the Firefighter problem would allow for deciding whether budget 1 is enough to save all leaves in the RMFC problem on G. 2 log * n denotes the minimum number k of logs of base two that have to be nested such that log log . . . Vaz [12] showed that for any ϵ > 0, the canonical LP used for the Firefighter problem on trees has an integrality gap of 1 − 1 e + ϵ. This generalized a previous result by Cai, Verbin, and Yang [7] , who showed the same gap if the integral solution is required to lie in the support of an optimal LP solution. For RMFC on trees, the integrality gap of the underlying LP is Θ(log * n) [11] .
It remained open to what extent these integrality gaps may reflect the approximation hardnesses of the problems. This question is motivated by two related problems whose hardnesses of approximation indeed matches the above-mentioned integrality gaps for the Firefighter problem and RMFC. In particular, many versions of monotone SFM subject to a matroid constraint-which we recall was shown in [2] to capture the Firefighter problem on trees as a special case-are hard to approximate up to a factor of 1 − 1/e + ϵ for any constant ϵ > 0. This includes the problem of maximizing an explicitly given coverage function subject to a single cardinality constraint, as shown by Feige [19] . Moreover, as highlighted in Reference [11] , the Asymmetric k-Center problem is similar in nature to RMFC, and has an approximation hardness of Θ(log * n) as shown by Chuzhoy, Guha, Halperin, Khanna, Kortsarz, Krauthgamer, and Naor [14] .
The goal of this article is to fill the gap between current approximation ratios and hardness results for the Firefighter problem and RMFC on trees. To obtain our results, we introduce several new techniques, which may be of independent interest.
Our Results
Our main results are approximation algorithms for both the Firefighter problem and RMFC that essentially match known hardness bounds, showing that approximation factors substantially stronger than the integrality gaps of the natural LPs can be achieved. In particular, we obtain the following result for RMFC. Theorem 1.1. There is a 12-approximation for RMFC on trees.
Since RMFC is hard to approximate within any factor better than 2, the above result is optimal up to a constant factor, and improves on the O (log * n)-approximation of Chalermsook and Chuzhoy [11] .
Moreover, our main result for the Firefighter problem is the following, which, in view of NPhardness of the problem, is essentially the best possible in terms of approximation guarantee. Theorem 1.2. There is a PTAS for the Firefighter problem on trees. 3 This essentially closes the question of approximability of the Firefighter problem on trees. Notice that the Firefighter problem does not admit an FPTAS 4 unless P = NP, since the optimal value of any Firefighter problem on a tree of n vertices is bounded by O (n). 5 We introduce several new techniques that allow us to obtain approximation factors well beyond the integrality gaps of the natural LPs, which have been a barrier for previous approaches. We start by providing an overview of these techniques.
Despite the fact that we obtain approximation factors beating the integrality gaps, the natural LPs play a central role in our approaches. In combination with several other techniques, we introduce new enumeration procedures to gain information about a super-constant size subset of the optimal solution. This allows us to define a residual problem with small integrality gap. 3 A polynomial time approximation scheme (PTAS) is an algorithm that, for any constant ϵ > 0, returns in polynomial time a (1 − ϵ )-approximate solution. 4 A fully polynomial time approximation scheme (FPTAS) is a PTAS with running time polynomial in the input size and 1 ϵ . 5 The nonexistence of FPTASs unless P = NP can often be derived easily from strong NP-hardness. Notice that the Firefighter problem is indeed strongly NP-hard, because its input size is O (n), in which case NP-hardness is equivalent to strong NPhardness. Similar high-level approaches, like guessing an influential constant-size subset of an optimal solution are well-known in various contexts to decrease integrality gaps of natural LPs. The bestknown example may be classic PTASs for the knapsack problem, where the integrality gap of the natural LP can be decreased to an arbitrarily small constant by first guessing a constant number of heaviest elements of an optimal solution. However, our approach differs substantially from this standard enumeration idea. Apart from several transformation techniques we introduce, which allow for obtaining better structured instances, we will introduce new combinatorial approaches to gain information about a super-constant subset of an optimal solution. In particular, for the RMFC problem we define a recursive enumeration algorithm that, despite being very slow for enumerating all solutions, can be shown to reach a good subsolution within a small recursion depth that can be reached in polynomial time. This enumeration procedure explores the space step by step, and at each step we solve an LP that determines how to continue the enumeration in the next step. For the Firefighter problem, we use a well-chosen enumeration procedure that can be interpreted as considering only a polynomial number of faces of the original LP. Each of those faces can be shown to have a small integrality gap when restricting to solutions only on that face. Moreover, one face contains the optimal solution. Focussing on faces of the feasible region of the classic LP allows us to exploit sparsity properties that we can show to hold for all vertices of the polytope describing the feasible region of the classic LP. These sparsity properties are heavily exploited in our PTAS.
A further application of our LP-guided recursive enumeration technique for RMFC was very recently found by Chakrabarty, Goyal, and Krishnawamy [10] , who discovered an elegant connection between the non-uniform k-center problem and RMFC.
Further Related Literature and Results
Iwaikawa, Kamiyama and Matsui [28] showed that the approximation guarantee of 1 − 1 e can be improved for some restricted families of trees, in particular of low maximum degree. Anshelevich, Chakrabarty, Hate, and Swamy [2] studied the approximability of the Firefighter problem in general graphs, which they prove admits no n 1−ϵ -approximation for any ϵ > 0, unless P = NP. In a different model, where the protection also spreads through the graph (the Spreading Model), the authors show that the problem admits a polynomial (1 − 1 e )-approximation on general graphs. Moreover, for RMFC, an O ( √ n)-approximation for general graphs and an O (log n)-approximation for directed layered graphs is presented. The latter result was obtained independently by Chalermsook and Chuzhoy [11] . Klein, Levcopoulos, and Lingas [30] introduced a geometric variant of the Firefighter problem, proved its NP-hardness and provided a constant-factor approximation algorithm. The Firefighter problem and RMFC are natural special cases of the Maximum Coverage Problem with Group Constraints (MCGC) (see Reference [13] by Chekuri and Kumar) and the Multiple Set Cover problem (MSC) (see Reference [17] by Elkin and Kortsartz), respectively. The input in MCGC is a set system consisting of a finite set X of elements with nonnegative weights, a collection of subsets S = {S 1 , . . . , S m } of X and an integer k. The sets in S are partitioned into groups G 1 , . . . ,G l ⊆ S. The goal is to pick a subset H ⊆ S of k sets from S whose union covers elements of total weight as large as possible with the additional constraint that |H ∩ G j | ≤ 1 for all j ∈ [l] := {1, . . . , l }. In MSC, instead of the fixed bounds for groups and the parameter k, the goal is to choose a subset H ⊆ S that covers X completely, while minimizing max j ∈[l ] |H ∩ G j |. The Firefighter problem and RMFC can naturally be interpreted as special cases of the latter problems with a laminar set system S.
The Firefighter problem admits polynomial time algorithms in some restricted classes of graphs. Finbow, King, MacGillivray, and Rizzi [20] showed that, while the problem is NP-hard on trees
Organization of the Paper
We start by introducing the classic linear programming relaxations for the Firefighter problem and RMFC in Section 2. Section 3 and Section 4 outline our main techniques and algorithms for the Firefighter problem and RMFC, respectively. Section 5 provides details for a compression technique that we need in both the Firefighter problem and RMFC. Section 6 contains further proofs for results related to the Firefighter problem, i.e., all proofs that were deferred in Section 3. Section 7 contains further proofs for results related to RMFC, i.e., all proofs that were deferred in Section 4. Finally, Appendix A presents some basic transformations showing how to reduce different variations of the Firefighter problem to each other.
CLASSIC LP RELAXATIONS AND PRELIMINARIES
Interestingly, despite the fact that we obtain approximation factors considerably stronger than the known integrality gaps of the natural LPs, these LPs still play a central role in our approaches. We thus start by introducing the natural LPs together with some basic notation and terminology.
Let L ∈ Z ≥0 be the depth of the tree, i.e., the largest distance-in terms of number of edgesbetween r and any other vertex in G. Hence, after at most L time steps, the fire spreading process will halt. For ∈ [L] := {1, . . . , L}, let V ⊆ V be the set of all vertices at distance from r , which we call the th level of the instance. For brevity, we use V ≤ = ∪ k=1 V k , and we define in the same spirit V ≥ , V < , and V > . Moreover, we denote by Γ ⊆ V the set of all leaves of the tree, and for any u ∈ V , the set P u ⊆ V \ {r } denotes the set of all vertices on the unique u-r path except for the root r .
The relaxation for RMFC used in [11] is the following:
LP RMFC is indeed a relaxation due to the following. If one enforces x ∈ {0, 1} V \{r } and B ∈ Z in LP RMFC , then an exact description of RMFC is obtained where x is the characteristic vector of the vertices to be protected and B is the number of firefighters: The constraints x (P u ) ≥ 1 for u ∈ Γ enforce that for each leaf u, a vertex between u and r is protected, which makes sure that u will not be reached by the fire; moreover, the constraints
describe the vertex sets that can be protected given B firefighters per time step (see Reference [11] for more details). Also, as already highlighted in Reference [11] , there is an optimal solution to RMFC (and also to the Firefighter problem), that protects with the firefighters available at time step only vertices in V . Hence, the above relaxation can be transformed into one with same optimal objective value by replacing the constraints
The natural LP relaxation for the Firefighter problem, which leads to the previously best (1 − 1/e)-approximation presented in Reference [7] , is obtained analogously. Due to higher generality, and even more importantly to obtain more flexibility in reductions to be defined later, we work on a slight generalization of the Firefighter problem on trees, extending it in two ways:
(1) Weighted version: vertices u ∈ V have weights w (u) ∈ Z ≥0 with w (r ) = 0. The goal is to maximize the total weight of vertices not catching fire. The classical Firefighter problem corresponds to unit weights, i.e., w (u) = 1 ∀u ∈ V \ {r }, and w (r ) = 0 as always. (2) General budgets/firefighters: We allow for having a different number of firefighters at each time step, say B ∈ Z >0 firefighters for time step ∈ [L]. 6 Indeed, the above generalizations are mostly for convenience of presentation, since general budgets can be reduced to unit budgets (see Appendix A for a proof):
Lemma 2.1. Any weighted Firefighter problem on a tree with n vertices and general budgets can be transformed efficiently into an equivalent weighted Firefighter problem on a tree with unit budgets and O (n 2 ) vertices.
We also show in Appendix A that up to an arbitrarily small error in terms of objective, any weighted Firefighter instance can be reduced to a unit-weighted one. In what follows, we always assume to deal with a weighted Firefighter instance if not specified otherwise. Regarding the budgets, we will be explicit about whether we work with unit or general budgets, since some techniques are easier to explain in the unit-budget case, even though it is equivalent to general budgets by Lemma 2.1.
An immediate extension of the LP relaxation for the unit-weighted unit-budget Firefighter problem used in Reference [7] -which is based on an IP formulation presented in Reference [32] -leads to the LP relaxation LP FF shown below for the weighted Firefighter problem with general budgets. For u ∈ V , we denote by T u ⊆ V the set of all vertices in the subtree starting at u and including u, i.e., all vertices v such that the unique r -v path in G contains u.
x ∈ R V \{r } ≥0 .
(LP FF )
The constraints x (P u ) ≤ 1 exclude redundancies, i.e., a vertex u is forbidden of being protected if another vertex above it, on the r -u path, is already protected. This elimination of redundancies allows for writing the objective function as shown above.
Firefighting on Trees Beyond Integrality Gaps

20:7
We recall that the integrality gap of LP RMFC was shown to be Θ(log * n) [11] , and the integrality gap of LP FF is asymptotically 1 − 1/e (when n → ∞) [12] .
Throughout the article, all logarithms are of base 2 if not indicated otherwise. When using big-O and related notations (like Ω, Θ, . . .), we will always be explicit about the dependence on small error terms ϵ-as used when talking about (1 − ϵ )-approximations-and not consider it to be part of the hidden constant. Moreover, whenever we refer to a Firefighter or RMFC problem in this article, we assume that the underlying graph is a tree.
OVERVIEW OF PTAS FOR FIREFIGHTER PROBLEM
To best present our approach, we first discuss a basic rounding scheme that underlines our algorithm, but has to be refined later. We then show how the loss of this rounding scheme can be analyzed. Inspired by this analysis, we present an exponential time algorithm that enumerates over families of constraints that can be added to the LP, one of which makes our analysis work out and implies a (1 − ϵ )-approximation. Finally, we show how to turn this exponential time (1 − ϵ )approximation into an efficient procedure through two preprocessing techniques that transform the original Firefighter instance into a well-structured one.
Basic Rounding Approach
We start by introducing a basic rounding idea that underlies our algorithm, and which we will refine later. Despite the fact that LP FF has a large integrality gap, it is a crucial tool in our PTAS. Consider a general-budget Firefighter instance, and let x be an optimal vertex solution to LP FF . We partition its support supp(
The sets of all x-loose and x-tight vertices are denoted by V L and V T , respectively.
To transform x into an integral solution y, we determine an optimal vertex solution y to LP FF with the additional restriction that only variables corresponding to vertices in V T can be used, i.e., we set x (u) = 0 for u ∈ V \ V T . We start by observing that y will indeed be a {0, 1}-vector. For this, notice that the set V T is nicely structured; more precisely, any two distinct vertices u, v ∈ V T are incomparable, in the sense that u P v and v P u . Indeed, for any distinct
, because x (v) > 0. Hence, it is not possible that both u and v are tight. Thus, when restricting LP FF to V T , the path constraints x (P u ) ≤ 1 for u ∈ Γ transform into trivial constraints requiring x (u) ≤ 1 for u ∈ V T , and one can easily observe that the resulting constraint system is totally unimodular, because it describes a laminar matroid constraint given by the budget constraints (see Reference [34, Volume B] for more details on matroid optimization). Hence, the vertex solution y to LP FF restricted to vertices in V T is a {0, 1}-vector as desired.
Clearly, the above rounding idea needs further refinement. In particular, being based on LP FF , we still have to overcome the known (1 − 1 e )-integrality gap. We show next a particular way to upper bound the loss between x and y in terms of LP-value, which will inspire techniques to be introduced later.
Upper Bounding the Loss Incurred by Basic Rounding
We are interested in bounding val(x ) − val(y), where val(x ), and analogously val(y), denotes the LP-value of x, i.e., val(x ) = u ∈V \{r } x u w (T u ). To bound this difference, we construct a new solution z of LP FF such that supp(z) ⊆ V T , by starting with x and moving load, i.e., x-value, from loose vertices to tight ones. Since val(y) is an optimal solution to LP FF with supp(y) ⊆ V T , we have val(y) ≥ val(z), and we can thus bound the incurred loss between x and y in LP-value by val(x ) − val(y) ≤ val(x ) − val(z).
Starting with z = x, we construct z as follows. For each loose node u ∈ V L , if T u ∩ V T ∅, we move its load z(u) from u to a well-chosen tight node v in its subtree T u , i.e., we set z(u) = 0 and z(v) = z(v) + z(u). If T u ∩ V T = ∅, then we simply discard the load on u by setting z(u) = 0. First observe that z will indeed be feasible for LP FF , because we only shift loads down and remove loads. Moreover, notice that if the load x (u) of some vertex u ∈ V L gets shifted down to a vertex v ∈ V T ∩ T u , the LP-value gets reduced by
Furthermore, whenever a load on some vertex u ∈ V L gets set to zero, the LP-value reduces by
To upper bound the difference val(x ) − val(y), we will sum up over all loose vertices the loss bounds given by the right-hand sides of Equations (1) and (2), respectively. Ideally, to have a low total loss in LP-value, we want to be in a situation where the following holds.
There is only a small number |V L | of loose vertices.
In the following, we show how these properties can be achieved through various techniques. To bound |V L |, it is key that we work with a vertex solution x of LP FF , for which we show the following sparsity result. Lemma 3.1. Let x be a vertex solution to LP FF for a Firefighter problem with general budgets. Then the number |V L | of x-loose vertices is at most L, the depth of the tree.
Limiting the Loss through Stronger Constraints
Loosely speaking, to limit the loss of our load reassignment analysis presented in the previous section, we aim at adding constraints to LP FF that will keep the impact of any single load reassignment local. More precisely, we will determine a well-chosen subset of vertices Q ⊆ V \ {r } and want to "guess" that vertices in Q will catch fire in an optimal solution. This is achieved by enumerating over all possible subsets of Q. As we will prove later, vertex sets Q that have the following structure, which we call η-splits and can be thought of as a particular type of graph separator, allow us to limit the loss of our load reassignment analysis. Moreover, it is not hard to find small η-splits. Let η > 0 and consider an η-split Q. We are interested in enumerating the different possibilities of which vertices in Q get saved from the fire, and which ones will burn. Consider one such possibility, represented by a vertex set S ⊆ Q designating the vertices of Q that will be saved. We incorporate this guess into LP FF by including the constraints x (P q ) = 1 for q ∈ S and x (P q ) = 0 for q ∈ Q \ S, leading to the following linear program LP FF (S).
(LP FF (S))
There are 2 |Q | such linear programs, one for each set S ⊆ Q. One such set corresponds to the vertices of Q that will not catch fire in an optimal solution. Notice that some guesses S ⊆ Q may be inconsistent, in the sense that S may impose that some vertex q 1 ∈ S gets saved, but some vertex q 2 ∈ T q 1 may not get saved, i.e., q 2 ∈ Q \ S. Clearly, it suffices to only consider consistent guesses. However, for simplicity, and since our analysis does not depend on this refinement, we will consider all 2 |Q | many subsets S ⊆ Q. This leads to the following algorithm, which is parameterized by η > 0, and is central to our PTAS. ALGORITHM 1:
using Lemma 3.3. (2) For each S ⊆ Q, compute optimal value of LP FF (S). Let S * ⊆ Q be a set for which the optimal value of LP FF (S * ) is largest among all S ⊆ Q, and let x * be an optimal vertex solution to LP FF (S * ). A key property of LP FF (S) is that it maintains the sparsity structure of LP FF shown in Lemma 3.1. More precisely, the following lemma shows that enumerating over all LP FF (S) for S ⊆ Q corresponds to enumerating over a subset of the faces of LP FF and thus preserves the vertex structure of LP FF . Lemma 3.4. For any S ⊆ Q ⊆ V \ {r }, the polytope over which LP FF (S) optimizes is a face of the polytope describing the feasible region of LP FF . Consequently, any vertex solution x of LP FF (S) is a vertex solution of LP FF and, hence, the number of loose vertices with respect to any vertex solution of LP FF (S) is bounded by L, the depth of the tree.
Proof. Let P (S ) be the polytope describing the feasible region of LP FF (S) and P be the polytope describing the feasible region of LP FF . Hence, we have to show that P (S ) is a face of P. This statement immediately follows by observing that for any u ∈ V \ {r }, the inequalities x (P u ) ≤ 1 and x (P u ) ≥ 0 are valid inequalities for P. Indeed, x (P u ) ≥ 0 is valid, since it is implied by the nonnegativity constraints. Furthermore, x (P u ) ≤ 1 is implied by the fact that the load on any leaf-root path is at most 1. More precisely, for an arbitrary v ∈ Γ ∩ T u , we have x (P u ) ≤ x (P v ) ≤ 1. Hence, P (S ) is obtained from P by intersecting P with hyperplanes that correspond to valid inequalities, which shows that P (S ) is indeed a face of P.
The crucial property of an η-split Q is that no matter what set S ⊆ Q we choose, the resulting linear program LP FF (S) has an integrality gap that can be bounded in terms of L and η, and this bound can be achieved with our basic rounding procedure. Lemma 3.5. Let η > 0, Q be an η-split, and S ⊆ Q be such that LP FF (S) is feasible. Let x be an optimal vertex solution to LP FF (S), and let V T ⊆ V \ {r } be all x-tight vertices. Let y be an optimal solution to LP FF restricted to variables corresponding to V T . Then val(x ) − val(y) ≤ L · η.
Proof. To prove the lemma, we employ the analysis highlighted in Section 3.2, to get a feasible solution z to LP FF (S) with supp(z) ⊆ V T , obtained by shifting load from loose vertices in x to tight ones below them and deleting the load on some loose vertices. By Lemma 3.1, we have |V L | ≤ L. Hence, to prove the lemma, it suffices to show that each load reassignment will incur a loss in terms of LP-value of at most η.
We denote by G = G[V \ (Q ∪ {r })] the graph obtained from G by removing the vertices Q ∪ {r }. Since Q is an η-split, each connected component of G has total weight at most η. Let u ∈ V L be an x-loose vertex. Notice that u Q, since for each vertex q ∈ Q we either have x (P q ) = 1, and hence q must be a tight vertex if x (q) > 0, or we have x (P q ) = 0 and thus x (q) = 0, implying that q is not loose.
We distinguish between whether there is a Q-vertex below u, i.e., T u ∩ Q ∅, or not. If T u ∩ Q = ∅, then T u is contained in a single connected component of G , which has total weight at most η, and hence w (T u ) ≤ η bounds the LP-loss when deleting the x-load on u. IfT u ∩ Q ∅, then observe that among all vertices in T u ∩ Q, there is a nearest one q ∈ T u ∩ Q in the following sense: For any other q ∈ T u ∩ Q we have q ∈ P q . This follows from the fact that for any two vertices in Q, their nearest common ancestor is also part of
Hence, the LP-loss of each single reassignment of an x-value of a loose vertex is bounded by η. The result follows, since there are at most L loose vertices.
In summary, the above bound on the integrality gap implies the following. Theorem 3.6. For any η > 0, Algorithm 1 returns a solution to a Firefighter instance of value at least val(OPT) − L · η and runs in time O (2 2w (V )/η · poly( input )), where poly( input ) is a polynomial in the input size.
Hence, for Theorem 3.6 to guarantee that Algorithm 1 returns a (1 − ϵ )-approximate solution, we would have to choose η = ϵ val(OPT)/L. However, even if we knew val(OPT)-which can be guessed approximately-and set η = ϵ val(OPT)/L, the running time bound obtained by Theorem 3.6 depends linearly on 2 O (Lw (V )/ϵ val(OPT)) , which is exponential in the input size in general. In the following, we present techniques to preprocess a Firefighter instance to an almost equivalent instance satisfying
where N is the number of vertices in the original instance. This will turn Algorithm 1 into an efficient procedure and completes our PTAS.
Towards an Efficient Procedure
The transformation of the original instance will be done in two steps. We first show how to compress a Firefighter instance to one with only logarithmic depth. In a second step, we show how a Firefighter instance can be pruned to obtain val(OPT) = Ω(w (V )).
Compression. Consider a unit-budget Firefighter instance on a tree G = (V , E). To reduce the depth of the tree, we will first do a sequence of what we call down-pushes. Firefighting on Trees Beyond Integrality Gaps 20:11 two levels 1 , 2 ∈ [L] with 1 < 2 of the tree, and moves the budget B 1 of level 1 down to 2 , i.e., the new budget of level 2 will be B 1 + B 2 , and the new budget of level 1 will be 0. Clearly, downpushes only restrict our options for protecting vertices. However, we can show that one can do a sequence of down-pushes such that: First, the optimal objective value of the new instance is very close to the one of the original instance, and, second, only O (log L) levels have non-zero budgets. Finally, levels with 0-budget can easily be removed through a simple contraction operation, thus leading to a new instance with only O (log L) depth. Theorem 3.7 below formalizes our main compression result for the Firefighter problem, which we state for unit-budget Firefighter instances for simplicity. Theorem 3.7. Let I be a unit-budget Firefighter instance on a tree with depth L, and let δ ∈ (0, 1).
Then one can efficiently construct a general-budget Firefighter instance
, and such that the following holds, where val(OPT(I)) and val(OPT(I)) are the optimal values of I and I, respectively.
, and (ii) any solution to I can be transformed efficiently into a solution of I with same objective value.
Since Lemma 2.1 implies that every general-budget Firefighter instance with n vertices can be transformed into a unit-budget Firefighter instance with O (n 2 ) vertices-and thus O (n 2 ) levels-Theorem 3.7 can also be used to reduce any Firefighter instance on n vertices to one with O ( log n δ ) levels, by losing a factor of at most 1 − δ in terms of objective.
Interestingly, the above compression result already allows for obtaining a QPTAS 7 for the Firefighter problem on trees. More precisely, after compression, an instance with L = O (log L) levels is obtained, on which one can use a dynamic programming approach from the leaves up, and save for each vertex u ∈ V the following table. For each vector q ∈ [n] L , where q describes the budget of level used to protect vertices in T u , we want to save the maximum weight that can be saved within T u by using the budget described by q. It is not hard to see that this leads to a QPTAS. However, it seems highly non-trivial to transform this approach into an efficient algorithm.
Pruning. Given a general-budget Firefighter instance on a tree, we now aim at obtaining a nearly equivalent instance satisfying val(OPT) = Ω(w (V )). 8 To this end, we use an operation that we call pruning, and that is heavily inspired by the 1 2 -approximate greedy algorithm for the Firefighter problem introduced in Reference [27] . 9 More precisely, we fix an integer λ = Θ( 1 ϵ ) and show the following. Consider running the greedy algorithm with an extended budget, where we allow for using λ-times as many Firefighters than are actually available at each time step. We show that if we restrict the original instance to the vertices saved by this greedy procedure, we obtain a sub-instance with the desired property. The following theorem summarizes our pruning result. 7 A QPTAS is an algorithm that, for any constant ϵ > 0, returns a (1 − ϵ )-approximation in quasipolynomial time, i.e., its running time is bounded by O (2 polylog( input ) ), where input is the input size of the problem. 8 Notice that trying to obtain an instance with val(OPT) = Ω(w (V )) is reminiscent to some approaches in the field of parameterized complexity, where one often tries to construct so-called kernels for certain problems. Loosely speaking, a kernel is a compactification of an original problem to a smaller problem whose size depends only on a parameter of interest. In our case, one could interpret val(OPT) as such a parameter. Moreover, the reduction (or compactification) we construct only approximately preserves the value of an optimal solution. 9 This greedy algorithm is actually a special case of the well-known 1 2 -approximate greedy algorithm for maximizing a monotone submodular function over a matroid constraint. Theorem 3.8. Let I be a general-budget Firefighter instance on a tree G = (V , E) with weights w. Then for any λ ∈ Z ≥1 , one can efficiently construct a new Firefighter instance I on a subtree G = (V , E ) of G with the same budgets, by starting from I and applying node deletions and weight reductions, such that
where w ≤ w are the vertex weights in instance I. The deletion of u ∈ V corresponds to removing the whole subtree below u from G, i.e., all vertices in T u . Since the new instance is obtained using only node deletions and weight reductions, any solution to the new instance is also a solution to the original instance of at least the same objective value.
To show Theorem 3.8, we heavily exploit the tree-structure of the problem, in particular that the Firefighter problem on trees can be interpreted as a coverage problem with a laminar set family.
Putting Everything Together
Finally, our PTAS is obtained by first preprocessing the instance using our compression and pruning techniques, and then applying Algorithm 1 on the resulting instance. For completeness, our PTAS is summarized in Algorithm 2. For simplicity, we present our PTAS for the unit-budget case. By Lemma 2.1, this immediately implies a PTAS also for general budgets. The following theorem formally finishes our discussion and implies Theorem 1.2, our main result for the Firefighter problem on trees. Theorem 3.9. Algorithm 2 is a PTAS for the unit-budget Firefighter problem. More precisely, for any ϵ > 0, a (1 − ϵ )-approximation on a tree with n vertices is obtained in n O (1/ϵ 3 ) time.
OVERVIEW OF O (1)-APPROXIMATION FOR RMFC
Similarly to the Firefighter Problem, our O (1)-approximation for RMFC uses the natural LP, i.e., LP RMFC , as a crucial tool to guide the algorithm. Similar to the Firefighter problem, it will be key to work on an instance with small depth. Using a similar technique as for the Firefighter problem, we can compress an RMFC instance to contain only a logarithmic number of levels, by losing a constant factor in terms of objective. The proof of the following theorem can be found in Section 5. Notice that the budgets of the compressed instance are not uniform anymore, but are exponentially increasing as highlighted in the above theorem. The exponential increase in budget is a fact that we exploit in our algorithm. Slightly abusing terminology, we call the compressed instance still an RMFC instance, despite the fact that the budgets are not uniform.
Throughout this section, we will work on a compressed instance G = (V , E) of RMFC, obtained through Theorem 4.1. Hence, the number of levels is L = O (log N ), where N is the number of vertices of the original instance. Furthermore, the budget on level ∈ [L] is given by B = 2 B. The advantage of working with a compressed instance for RMFC is twofold. First, we will again apply sparsity reasonings to limit in certain settings the number of loose (badly structured) vertices by the number of levels of the instance. Second, the fact that low levels-i.e., levels far away from the root-have high budget, will allow us to protect a large number of loose vertices by only increasing B by a constant.
For simplicity, we work with a slight variation of LP RMFC , where we replace, for ∈ [L], the budget constraints
As previously mentioned (and shown in Reference [11] ), the resulting LP is equivalent to LP RMFC . Furthermore, since the budget B for a feasible RMFC solution has to be chosen integral, we require B ≥ 1. Hence, the resulting linear relaxation asks to find the minimum B ≥ 1 such that the following polytope is non-empty:
Our constant-factor approximation for RMFC consists of two main ingredients. First, we will show how one can round an LP solution x with only constant-factor loss such that a well-chosen subset of leaves is cut off from the root, where by "cut off" we mean that we remove a vertex set separating those leaves from the root. Loosely speaking, we can cut off all leaves u ∈ Γ such that P u contains a large x-load on low levels, i.e., levels far away from the root. This shows that on low levels, we can essentially replace the LP-solution by an integral solution. It also implies that the Θ(log * (n)) integrality gap of the natural LP relaxation for RMFC is only due to levels close to the root. As a second main ingredient, we present a recursive LP-guided enumeration algorithm that finds a strong solution on levels close to the root.
Saving Leaves Largely Covered on Low Levels
We start by discussing approaches to partially round a fractional point x ∈P B , for some fixed budget B ≥ 1. Any leaf u ∈ Γ is fractionally cut off from the root through the x-values on P u . A crucial property we derive and exploit is that leaves that are (fractionally) cut off from r largely on low levels can be cut off from the root via a set of vertices to be protected that are budgetfeasible when increasing B only by a constant factor. To exemplify the above statement, consider the level h = log L as a threshold to define top levels V as those with indices ≤ h and bottom levels when > h. For any leaf u ∈ Γ, we partition the path P u into its top part P u ∩ V ≤h and its bottom part P u ∩ V >h . Consider all leaves that are cut off in bottom levels by at least 0.5 units:
5}. We will show that there is a subset of vertices R ⊆ V >h on bottom levels to be protected that is feasible for budgetB = 2B + 1 ≤ 3B and cuts off all leaves in W from the root. We provide a brief sketch why this result holds, and present a formal proof later. If we set all entries of x on top levels V ≤h to zero, then we get a vector y with supp(y) ⊆ V >h such that y(P u ) ≥ 0.5 for u ∈ W . Hence, 2y fractionally cuts off all vertices in W from the root and is feasible for budget 2B. To increase sparsity, we can replace 2y by an arbitrary vertexz of the polytope
which describes possible ways to cut off W from r only using levels V >h , and Q is non-empty since 2y ∈ Q. Exhibiting a sparsity reasoning analogous to the one used for the Firefighter problem, we can show thatz has no more than L manyz-loose vertices. Thus, we can first include allz-loose vertices in the set R of vertices to be protected by increasing the budget of each level > h by at most L ≤ 2 h+1 ≤ 2 . Indeed, this allows for removing allz-loose vertices with the additional budget even if they all happen to be on the same level. The remaining vertices in supp(z) are well structured, because they are notz-loose (no two of them lie on the same leaf-root path), and an integral solution can be obtained easily as we will show formally later. The new budget value is B = 2B + 1, where the "+1" term pays for the loose vertices.
The following theorem formalizes the above reasoning and generalizes it in two ways. First, for a leaf u ∈ Γ to be part ofW , we assumed in the above discussion that x (P u ∩ V >h ) ≥ 0.5; we will allow for replacing 0.5 by an arbitrary threshold μ ∈ (0, 1]. Second, the level h defining what is top and bottom can be chosen to be of the form h = log (q) L for q ∈ Z ≥0 , where log (q) L := log log . . . log L is the value obtained by taking q many logs of L, and by convention we set log (0) L := L. The generalization in terms of h can be thought of as iterating the above procedure on the RMFC instance restricted to V ≤h . [11] : It suffices to start with an optimal LP solution B ≥ 1 and x ∈P B and invoke the above theorem with μ = 1, q = 1 + log * L. Notice that by definition of log * , we have log * L = min{α ∈ Z ≥0 | log (α ) L ≤ 1}; hence h = log (1+log * L) L = 0, implying that all levels are bottom levels. Since the integrality gap of the LP is Ω(log * N ) = Ω(log * L), Theorem 4.2 captures the limits of what can be achieved by techniques based on the standard LP.
Interestingly, Theorem 4.2 also implies that the Ω(log * N ) integrality gap is only due to the top levels of the instance. More precisely, if, for any q = O (1) and h = log (q) L , one would know what vertices an optimal solution R * protects within the levels V ≤h , then a constant-factor approximation for RMFC follows easily by solving an LP on the bottom levels V >h and using Theorem 4.2 with μ = 1 to round the obtained solution.
Also, it is not hard to find constant-factor approximation algorithms for RMFC using Theorem 4.2 if the optimal budget B OPT is large enough, say, B OPT ≥ log L. 10 The main idea is to solve the LP and define h = log L . Leaves that are largely cut off by x on bottom levels can be handled using Theorem 4.2. For the remaining leaves, which are cut off mostly on top levels, we can re-solve an LP only on the top levels V ≤h to obtain a vertex solution that cuts them off. This LP solution is sparse and contains at most h ≤ log L ≤ B OPT loose nodes. Hence, all loose vertices can In what follows, we therefore assume B OPT < log L and present an efficient way to partially enumerate vertices to be protected on top levels, leading to the claimed O (1)-approximation.
Partial Enumeration Algorithm
Throughout our algorithm, we set h = log (2) L to be the threshold level defining top vertices V ≤h and bottom vertices V >h . Within our enumeration procedure, we will solve LPs where we explicitly include some vertex set A ⊆ V ≤h to be part of the protected vertices, and also exclude some set D ⊆ V ≤h from being protected. Our enumeration works by growing the sets A and D throughout the algorithm. We thus define the following LP for
(LP(A,D))
Notice that LP(A,D) is indeed an LP even though the definition ofP B depends on B (but it does so linearly). Throughout our enumeration procedure, the disjoint sets A, D ⊆ V ≤h that we consider are always such that for any u ∈ A ∪ D, we have P u \ {u} ⊆ D. In other words, the vertices A ∪ D ∪ {r } form the vertex set of a subtree of G such that no root-leaf path contains two vertices in A. We call a disjoint pair of sets A, D ⊆ V ≤h with this property a clean pair.
Before formally stating our enumeration procedure, we briefly discuss the main idea behind it. Let OPT ⊆ V \ {r } be an optimal solution to our (compressed) RMFC instance corresponding to some budget B OPT ∈ Z ≥1 . We assume without loss of generality that OPT does not contain redundancies, i.e., there is precisely one vertex of OPT on each leaf-root path. Assume that we already guessed some clean pair A, D ⊆ V ≤h of vertex sets to be protected and not to be protected, respectively, and that this guess is compatible with OPT, i.e., A ⊆ OPT and D ∩ OPT = ∅. Let (x, B) be an optimal solution to LP(A,D). Because we assume that the sets A and D are compatible with OPT, we have B ≤ B OPT , since (B OPT , χ OPT ) is feasible for LP(A,D). We define
to be the set of leaves cut off from the root by an x-load of at least μ = 2 3 within bottom levels. For each u ∈ Γ \ W x , let f u ∈ V ≤h be the vertex closest to the root among all vertices in (P u ∩ V ≤h ) \ D, and we define
(4) Notice that by definition, no two vertices of F x lie on the same leaf-root path. Furthermore, every leaf u ∈ Γ \ W x is part of the subtree T f for precisely one f ∈ F x . The main motivation for considering F x is that to guess vertices in top levels, we can show that it suffices to focus on vertices lying below some vertex in F x , i.e., vertices in the set Q x = V ≤h ∩ (∪ f ∈F x T f ). To exemplify this, we first consider the special case OPT ∩ Q x = ∅, which will also play a central role later in the analysis of our algorithm. We show that for this case, we can get an O (1)-approximation to RMFC, even though we may only have guessed a proper subset A OPT ∩ V ≤h of OPT within the top levels. Lemma 4.4. Let (A, D) be a clean pair of vertices that is compatible with OPT, i.e., A ⊆ OPT, D ∩ OPT = ∅, and let x be an optimal solution to LP(A,D). Moreover, let (y,B) be an optimal solution to 11 We first provide a brief intuitive explanation why the lemma holds before stating a formal proof. If OPT ∩ Q x = ∅, then the leaves that are not already cut off by A can be partitioned into two groups: those that are in W x , which are cut off by at least 2/3 on bottom levels by the solution x, and leaves that are cut off by OPT on bottom levels. Hence, by scaling x by 3/2 we can cut off the first type of these leaves, and then adding B OPT to the budget of each level allows for cutting off the second type using OPT ∩ V >h , which leads to a budget of at most 5/2 · B OPT , as claimed. We now provide a formal proof.
Proof of Lemma 4.4. Notice that OPT ∩ Q x = ∅ implies that for each u ∈ Γ \ W x , we either have A ∩ P u ∅ and thus a vertex of A cuts u off from the root, or the set OPT contains a vertex on D) is a clean pair and f u is the topmost vertex on P u that is not in D. Therefore, OPT ∩ P u ∩ V ≤h = ∅, and since OPT must contain a vertex in P u , we must have OPT ∩ P u ∩ V >h ∅.
However, this observation implies that
2 B+B OPT . Furthermore, χ A ∈ P B , and the vertices in A are all on levels V ≤h that are disjoint from the levels on which vertices in supp(z − χ A ) ⊆ V >h lie, and thus do not compete for the same budget. Hence, (z, 3 2 B + B OPT ) is feasible for LP(A, V ≤h \ A), and thusB ≤ 3 2 B + B OPT ≤ 5 2 B OPT , as claimed. The second part of the lemma follows in a straightforward way from Theorem 4.2. Observe first that each leaf u ∈ Γ is either fully cut off from the root by y on only top levels or only bottom levels, because y is a {0, 1}-solution on the top levels V ≤h , since on top levels it was fixed to χ A , because it is a solution to LP(A, V ≤h \ A). Reusing the notation in Theorem 4.2, let W = {u ∈ Γ | (y ∧ χ V >h )(P u ) ≥ 1} be all leaves cut off from the root by y ∧ χ V >h . By the above discussion, every leaf is thus either part of W or it is cut off from the root by vertices in A. Theorem 4.2 guarantees that R ⊆ V >h cuts off all leaves in W from the root, and hence, R ∪ A indeed cuts off all leaves from the root. Moreover, by Theorem 4.2, the set R ⊆ V >h is feasible with respect to the budget 5B OPT + 1 ≤ 6B OPT . Furthermore, A is feasible for budget B OPT , because it is a subset of OPT. Since A ⊆ V ≤h and R ⊆ V >h are on disjoint levels, the set R ∪ A is feasible for the budget 6B OPT .
Our final algorithm is based on a recursive enumeration procedure that computes a polynomial collection of clean pairs (A, D). We can show that there is one pair (A, D) in the collection with a corresponding LP solution x of LP(A, D) satisfying that the triple (A, D, x ) fulfills the conditions of Lemma 4.4, and thus leading to a constant-factor approximation. Our enumeration algorithm Enum(A, D, γ ) is described below. It contains a parameter γ ∈ Z ≥0 that bounds the recursion depth of the enumerations. 11 The key property of the above enumeration procedure is that only a small recursion depth γ is needed for the enumeration algorithm to explore a good triple (A, D, x ), which satisfies the conditions of Lemma 4.4, if we start with the trivial clean pair (∅, ∅). Furthermore, due to step 2 , we always have B ≤ log L whenever the algorithm is in step 4. As we will see later, this allows us to prove that |F x | is small, which will limit the width of our recursive calls, and leads to an efficient procedure as highlighted in the following Lemma. Proof. It suffices to run Enum(∅, ∅,γ ) to first efficiently obtain a family of triples
is a clean pair, and x i is an optimal solution to LP(A i , D i ). By Lemma 4.5, one of these triples satisfies the conditions of Lemma 4.4. (Notice that these conditions cannot be checked, since it would require knowledge of OPT.) For each triple (A i , D i , x i ), we obtain a corresponding solution for I following the construction described in Lemma 4.4. More precisely, we first compute an optimal solution (y i ,B i ) to LP(A i , V ≤h \ A i ). Then, by applying Theorem 4.2 to y i ∧ χ V >h with μ = 1 and q = 2, a set of vertices R i ⊆ V >h is obtained such that R i ∪ A i is feasible for I for some budget B i . Among all such sets R i ∪ A i , we return the one with minimum B i . Because Lemma 4.5 guarantees that one of the triples (A i , D i , x i ) satisfies the conditions of Lemma 4.4, we have by Lemma 4.4 that the best protection set Q = R j ∪ A j among all R i ∪ A i has a budget B j satisfying B j ≤ 6B OPT .
Summary of Our O (1)-approximation for RMFC
Starting with an RMFC instance I orig on a tree with N vertices, we first apply our compression result, Theorem 4.1, to obtain an RMFC instance I on a graph G = (V , E) with depth L = O (log N ), and non-uniform budgets B = 2 B for ∈ [L]. Let B OPT ∈ Z ≥1 be the optimal budget value for B for instance I-recall that B = B OPT in instance I implies that level ∈ [L] has budget 2 · B OPTand let B orig OPT be the optimal budget for I orig . By Theorem 4.1, we have B OPT ≤ B orig OPT , and any solution to I using budget B can efficiently be transformed into one of I orig of budget 2B.
We now invoke Theorem 4.3 and Corollary 4.6. Both guarantee that a solution to I with certain properties can be computed efficiently. Among the two solutions derived from Theorem 4.3 and Corollary 4.6, we consider the one (Q, B) with lower budget B, where Q ⊆ V \ {r } is a set of vertices to protect, feasible for budget B. If B ≥ log L, then Theorem 4.3 implies B ≤ 3B OPT , otherwise Corollary 4.6 implies B ≤ 6B OPT . Hence, in any case we have a 6-approximation for I. As mentioned before, Theorem 4.1 implies that the solution Q can efficiently be transformed into a solution for the original instance I orig that is feasible with respect to the budget 2B ≤ 12B OPT ≤ 12B orig OPT , thus implying Theorem 1.1.
DETAILS ON COMPRESSION RESULTS
In this section, we present the proof for our compression result Theorem 3.7. The same ideas are used with a slight adaptation to prove Theorem 4.1.
We call an instance I obtained from an instance I by a sequence of down-push operations a push-down of I. We prove Theorem 3.7 by proving the following result, of which Theorem 3.7 is an immediate consequence, as we will soon show. Proof. We start by showing how levels of zero budget can be removed through the following contraction operation. Let ∈ {2, . . . , L} be a level whose budget is zero. For each vertex u ∈ V −1 , we contract all edges from u to its children and increase the weight w (u) of u by the sum of the weights of all of its children. Formally, if u has children v 1 , . . . ,v k ∈ V , the vertices u, v 1 , . . . ,u k are replaced by a single vertex z with weight w (z) = w (u) + k i=1 w (v i ), and z is adjacent to the parent of u and to all children of v 1 , . . . ,v k . One can easily observe that this is an "exact" transformation in the sense that any solution before the contraction remains one after contraction and vice versa (when identifying the vertex z in the contracted version with v); moreover, solutions before and after contraction have the same value.
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Now, by first applying Theorem 5.1 and then applying the latter contraction operations level by level to all levels ∈ {2, . . . , L} with zero budget (in an arbitrary order), we obtain an equivalent instance with the desired depth, thus satisfying the conditions of Theorem 3.7.
It remains to prove Theorem 5.1.
Proof of Theorem 5.1. Consider a unit-budget Firefighter instance on a tree G = (V , E) with depth L. The push-down I that we construct will have nonzero budgets precisely on the following levels L ⊆ [L]:
For simplicity, let To show (i), consider an optimal redundancy-free solution S * ⊆ V of I; hence, val(OPT(I)) = u ∈S * w (T u ) and no two vertices of S * lie on the same leaf-root path. We will show that there is a feasible solution S to I such that S ⊆ S * and the value of S is at least (1 − δ )val(OPT(I)). Notice that since S * is redundancy-free, any subset of S * is also redundancy-free. Hence, the value of the set S to construct will be equal to u ∈S w (T u ). The set S * being (budget-)feasible for I implies
Analogously, a set S ⊆ V is feasible for I if and only if
Hence, we want to show that there is a set S satisfying the above system and such that u ∈S w (T u ) ≥ (1 − δ )val(OPT(I)). Notice that in Equation (6), the constraint for any ∈ [L − 1] such that B l +1 = 0 is redundant due to the constraint for level + 1 that has the same right-hand side but a larger left-hand side. Thus, system (6) is equivalent to the following system:
To show that there is a good subset S ⊆ S * that satisfies (7), we use a polyhedral approach. Observe that Equation (6) is the constraint system of a laminar matroid (see Reference [34, Volume B] for more information on matroids). Hence, the convex hull of all characteristic vectors χ S ∈ {0, 1} V of sets S ⊆ S * satisfying Equation (7) is given by the following polytope:
Alternatively, to see that P indeed describes the correct polytope, without relying on matroids, one can observe that its constraint matrix is totally unimodular, because it has the consecutive-ones property with respect to the columns. 
To show Equation (8), and thus complete the proof, we show that y = 1 1+δ χ S * ∈ P. This will indeed imply Equation (8), since the objective value of y satisfies
To see that y ∈ P, notice that y(V \ S * ) = 0 and y(V ) = 1 1+δ |S * | ≤ 1 1+δ L ≤ L, where the first inequality follows by S * satisfying (5) for = L. Finally, for i ∈ [k − 1], we have
where the inequality follows from S * satisfying Equation (5) 
We now show how the proof of Theorem 3.7 can be adapted to prove our compression result for RMFC, i.e., Theorem 4.1. Proof. We start by describing the construction of G = (V , E ). As is the case in the proof of Theorem 3.7, we first change the budget assignment of the instance and then contract all levels with zero budgets. Notice that, for a given budget B per layer, we can consider an RMFC instance as a Firefighter instance, where each leaf u ∈ Γ has weight w (u) = 1, and all other weights are zero. Since our goal is to save all leaves, we want to save vertices of total weight |Γ|.
For simplicity of presentation, we assume that L is two less than a power of 2, i.e., L = 2 α − 2 for some α ∈ Z ≥2 . This assumption does not compromise generality, as one can always augment the original tree with one path starting from the root and going down to level 2 log(L+2) − 2.
The set of levels in which the transformed instance will have nonzero budget is
However, instead of down-pushes we will do up-pushes where budget is moved upwards. More precisely, the budget of any level ∈ [L] \ L will be assigned to the first level in L that is above , i.e., has a smaller index than . As for the Firefighter case, we now remove all 0-budget levels using contraction, which will lead to a new weight function w on the vertices. Since our goal is to save the weight of the whole tree, we can remove for each vertex u with w (u) > 0, the subtree below u. This does not change the problem since we have to save u, and thus will anyway also save its subtree. This finishes our construction of G = (V , E ). Notice that G has L ≤ |L| = O (log L) many levels, and level ∈ [L ] has a budget of B2 as desired. Analogous to the discussion for compression in the context of the Firefighter problem, we have that if the original problem is feasible, then so is the RMFC problem on G with budgets B2 ; this is an immediate consequence of the fact that we did up-pushes. Indeed, before performing the contraction operations (which do not change the problem), the original RMFC problem was a push-down of the one we constructed.
Similarly, one can observe that before contraction, the instance we obtained is itself dominated by a push-down of the original instance with budgets 2B on each level, where with domination we mean that on each level, the budget of the push-down is at least as high as the one of the instance we constructed. Hence, analogously to the compression result for the Firefighter case, any solution to the RMFC problem on G can efficiently be transformed into a solution to the original RMFC problem on G with budgets 2B on each level.
MISSING DETAILS FOR FIREFIGHTER PTAS
In this section, we present the missing proofs for our PTAS for the Firefighter problem.
We start by proving Lemma 3.1, showing that any vertex solution x to LP FF has few x-loose vertices. More precisely, the proof below shows that the number of x-loose vertices is upper bounded by the number of tight budget constraints. The precise same reasoning used in the proof of Lemma 3.1 can also be applied in further contexts, in particular for the RMFC problem. Proof. Let x be a vertex of the polytope defining the feasible set of LP FF . Hence, x is uniquely defined by |V \ {r }| many linearly independent and tight constraints of this polytope. Notice that the tight constraints can be partitioned into three groups: Due to potential degeneracies of the polytope describing the feasible set of LP FF there may be several options to describe x as the unique solution to a full-rank linear subsystem of the constraints described by F 1 ∪ F 2 ∪ F 3 . We consider a system that contains all tight nonnegativity constraints, i.e., constraints corresponding to F 1 , and complement these constraints with arbitrary subsets F 2 ⊆ F 2 and F 3 ⊆ F 3 of budget and leaf constraints that lead to a full rank linear system corresponding to the constraints F 1 ∪ F 2 ∪ F 3 . Hence
Let V L ⊆ supp(x ) and V T ⊆ supp(x ) be the x-loose and x-tight vertices, respectively. We first show |F 3 | ≤ |V T |. For each leaf u ∈ F 3 , let f u ∈ V T be the first vertex on the unique u-root path that is part of supp(x ). In particular, if u ∈ supp(x ), then f u = u. Clearly, f u must be an x-tight vertex, because the path constraint with respect to u is tight. Notice that for any distinct vertices u 1 , u 2 ∈ F 3 , we must have f u 1 f u 2 . Assume for the sake of contradiction that f u 1 = f u 2 . However, this implies χ P u 1 − χ P u 2 ∈ span({χ v | v ∈ F 1 }), since P u 1 ΔP u 2 := (P u 1 \ P u 2 ) ∪ (P u 2 \ P u 1 ) ⊆ F 1 , and leads to a contradiction, because we exhibited a linear dependence among the constraints corresponding to F 3 and F 1 . Hence, f u 1 f u 2 which implies that the map u → f u from F 3 to V T is injective and thus |F 3 | ≤ |V T |.
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We thus obtain (9)) ≤ |F 2 | + |V T | (by Equation (10)),
where the first equality holds, because supp(x ) consists of all u ∈ V \ {r } with x (u) 0, i.e., u F 1 . This leads to the desired result, since
Proof. We construct the η-split Q in two phases as follows. First, we construct a set Q ⊆ V \ {r } with |Q | ≤ w (V )/η fulfilling only the first property, i.e., the graph G[V \ Q ∪ {r }] obtained from G by removing Q ∪ {r } has connected components each of weight at most η. Finally, the set Q consists of Q and all vertices u ∈ V \ {r } such that u is a nearest common ancestor of any two vertices in Q.
We construct Q step by step, starting with Q = ∅. During the construction of Q, we maintain a subgraph G = (V , E ) of G, which we set initially to G = G. We say that a vertex u ∈ V \ {r } is G -heavy, if the weight of its subtree is strictly larger than η, i.e., w (T u ) > η, whereT u is the subtree of u in G . As long as there is a G -heavy vertex, we do the following. We choose an arbitrary Gheavy vertex u such that there is no G -heavy vertex in T u . We set Q = Q ∪ {u} and update G by removing from G all vertices in T u . This procedure stops as soon as we end up with a graph G that does not contain any G -heavy vertex anymore. Clearly, this construction guarantees that all connected components of G[V \ (Q ∪ {r })] have weight at most η. Furthermore, since each vertex u that gets added to Q removes from G a subtree T u of weight strictly greater than η, we have |Q | < w (V ) η . Consider now the set Q, which, we recall, is obtained by adding to Q all vertices of V \ {r } that are a nearest common ancestor of two vertices in Q. It remains to show that there are at most w (V ) η such nearest common ancestors. To see this, consider all verticesW ⊆ V that lie on some path between the root and some vertex in Q, i.e.,W = ∪ q ∈Q P q . Notice that each leaf of the subtree G[W ] of G over the vertices W is contained in Q. Furthermore, any nearest common ancestor in V \ {r } of two vertices in Q is a vertex of degree at least 3 in G[W ]. However, the number of vertices of degree at least 3 in any tree is strictly less than the number of leaves, because the average degree of any tree is strictly less than 2. Hence, |Q \ Q | < |Q |, which implies |Q | < 2|Q | ≤ 2w (V ) η , as desired. To conclude the proof, it remains to note that the above construction of Q can easily be performed in polynomial time. Theorem 3.6. For any η > 0, Algorithm 1 returns a solution to a Firefighter instance of value at least val(OPT) − L · η and runs in time O (2 2w (V )/η · poly( input )), where poly( input ) is a polynomial in the input size.
Proof. Let OPT ⊆ V \ {r } be an optimal solution to the considered Firefighter instance with value val(OPT). Observe first that the optimal value val(x * ) of LP FF (S * ) satisfies val(x * ) ≥ val(OPT), because one of the sets S ⊆ Q corresponds to OPT, namely S = {q ∈ Q | P q ∩ OPT ∅}, and for this set S the characteristic vector χ OPT of OPT is feasible for LP FF (S). It now follows from Lemma 3.5 that the set U returned by Algorithm 1 satisfies val(U ) = val(y * ) ≥ val(x * ) − L · η ≥ val(OPT) − L · η, as desired.
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The running time bound for the algorithm follows immediately from the fact that during the second step of the algorithm 2 |Q | ≤ 2 2w (V )/η many sets S have to be considered, and all other operations are clearly efficient. Proof. Within this proof, we focus on protection sets where the budget available for any level is spent on the same level (and not a later one). As discussed, there is always an optimal protection set with this property.
Let B ∈ Z ≥0 be the budget available at level ∈ [L] and let λ = λB . We construct the tree G using the following greedy procedure. Process the levels of G from the first one to the last one. At every level ∈ [L], pick λ vertices u 1 , . . . ,u λ at the th level of G greedily, i.e., pick each next vertex such that the subtree corresponding to that vertex has largest weight among all remaining vertices in the level. After each selection of a vertex the greedy procedure can no longer select any vertex in the corresponding subtree in subsequent iterations. 12 Now, the tree G is constructed by deleting from G any vertex that is neither contained in any subtree T u i nor in any path P u i for ∈ [L] and i ∈ [λ ]. In other words, if U ⊆ V is the set of all leaves of G that were disconnected from the root by the greedy algorithm, then we consider the subtree of G induced by the vertices ∪ u ∈U P u . Finally, the weights of vertices on the paths P u i \ {u i } for ∈ [L] and i ∈ [λ ] are reduced to zero. This concludes the construction of G = (V , E ) and the new weight function w . Denote by D = {u 1 , . . . ,u λ } the set of vertices chosen by the greedy procedure in level , and let D = ∪ ∈[L] D . Observe that by construction, we have that each vertex with non-zero weight is in the subtree of a vertex in D, i.e.,
The latter immediately implies point (ii) of Theorem 3.8, because the vertices D can be partitioned into λ many vertex sets that are budget-feasible and can thus be protected in a Firefighter solution. Hence an optimal solution to the Firefighter problem on G covers at least a 1 λ -fraction of the total weight of G .
It remains to prove point (i) of the theorem. Let S * = S * 1 ∪ · · · ∪ S * L be the vertices protected in some optimal solution in G, where S * ⊆ V are the vertices protected in level (and hence |S * | ≤ B ). Without loss of generality, we assume that S * is redundancy-free. For distinct vertices
For ∈ [L], let I = S * l ∩ D be the set of vertices protected by the optimal solution that are also chosen by the greedy algorithm in level . Furthermore, let J ⊆ S * be the set of vertices of the 12 For λ = 1 this procedure produces a set of vertices, which comprise a 1 2 -approximation for the Firefighter problem, as it coincides with the greedy algorithm of Hartnell and Li [27] . optimal solution that are covered by vertices chosen by the greedy algorithm in earlier iterations, i.e., J = S * ∩ u ∈D 1 ∪···∪D −1 T u . Finally, let K = S * \ (I ∪ J ) be all other optimal vertices in level . Clearly, S * = I ∪ J ∪ K is a partition of S * . Consider a vertex u ∈ K for some ∈ [L]. From the guarantee of the greedy algorithm it holds that for every vertex v ∈ D , we have w (T v ) = w (T v ) ≥ w (T u ). The same does not necessarily hold for covered vertices. However, covered vertices are contained in G with their original weights. We exploit these two properties to prove the existence of a solution in G of almost the same weight as S * .
To prove the existence of a good solution, we construct a solution A = A 1 ∪ · · · ∪ A L with A ⊆ V and |A | ≤ B randomly, and prove a bound on its expected quality. We process the levels of the tree G top-down to construct A step by step. This clearly does not compromise generality.
Recall that we only need to prove the existence of a good solution, and not compute it efficiently. We can hence assume the knowledge of S * in the construction of A. To this end assume that all levels < were already processed, and the corresponding sets A were constructed. The set A is constructed as follows:
(1) Include in A all vertices in I .
(2) Include in A all vertices in J that are not covered by vertices in A 1 ∪ · · · ∪ A −1 (vertices selected so far). It is easy to verify that the latter algorithm returns a redundancy-free solution, as no two chosen vertices in A lie on the same path to the root. Next, we show that the expected weight of vertices saved by A is at least (1 − 1 λ ) val(OPT(I)), which will prove our claim, since then at least one solution has the desired quality.
Since we only need a bound on the expectation, we can focus on a single level ∈ [L] and show that the contribution of vertices in A is in expectation at least 1 − 1 λ times the contribution of the vertices in S * . Observe that the vertices in I are contained both in S * and in A , hence it suffices to show that the contribution of A \ I is at least 1 − 1 λ times the contribution of S * \ I , in expectation. Also, recall that every vertex in D contributes at least as much as any vertex in K , by the greedy selection rule. It follows that the |K | randomly selected vertices in A have at least as much contribution as the vertices in K . Consequently, to prove the claim is suffices to bound the expected contribution of vertices in A ∩ J with respect to the contribution of J . Since A ∩ J ⊆ J it suffices to show that every vertex u ∈ J is also present in A with probability at least 1 − 1 λ . To bound the latter probability, we make use of the random choices in the construction of A as follows. Let < be the level at which for some w ∈ D it holds that u ∈ T w . In other words, is the level that contains the ancestor of u that was chosen by the greedy construction of G . Now, since S * is redundancy free, and by the way that A is constructed, it holds that if u A then w ∈ A , namely if u is covered, it can only be covered by the unique ancestor w of u that was chosen in the greedy construction of G . Furthermore, in such a case the vertex w was selected randomly in the third step of the th iteration. Put differently, the probability that the vertex u is covered is exactly the probability that its ancestor w is chosen randomly to be part of A . Since these vertices are chosen to be a random subset of |K | vertices from the set D \ I , this probability is at most where the last inequality follows from |K | + |I | ≤ B . This implies that u ∈ A with probability of at least 1 − 1 λ , as required and concludes the proof of the theorem. Theorem 3.9. Algorithm 2 is a PTAS for the unit-budget Firefighter problem. More precisely, for any ϵ > 0, a (1 − ϵ )-approximation on a tree with n vertices is obtained in n O (1/ϵ 3 ) time.
Proof. We start by showing that Algorithm 2 indeed returns a (1 − ϵ )-approximation, before showing that it is efficient. Let ν , ν , and ν be the optimal values of the instances I, I , and I , respectively. By Theorem 3.7, we have
and Theorem 3.8 implies
Due to Theorem 3.6, the solution U returned in step 3 of the algorithm has value in I of at least ν − ηL . By Theorem 3.8 and Theorem 3.7, the value of U in I is at least as high as the value of U in I , thus implying val(U ) ≥ ν − ηL .
Expanding this inequality, we get
(by Equation (11)) as desired. It remains to show that the algorithm is efficient. Clearly, all steps of Algorithm 2 are efficient except for possibly the call to Algorithm 1. By Theorem 3.6, we know that the call to Algorithm 1 runs in polynomial time if w (V )/η is logarithmic in the input size of I. This is indeed the case, since
where n are the number of vertices in I, the first inequality follows from η = 1 12 ϵ 2 L w (V ), and the second one holds because of the following. The compression results, Theorem 3.7, implies that the depth L of the tree in I satisfies L = O (log n/ϵ ). Furthermore, pruning only does node deletions and weight reductions, thus not increasing the depth of the tree. Hence, L ≤ L = O (log n/ϵ ). Thus, Algorithm 2 indeed runs in polynomial time, and the running time bound of n O (1/ϵ 3 ) follows from Theorem 3.6, which shows that the call to Algorithm 1 takes n O (1/ϵ 3 ) time, and all other operations in Algorithm 2 have a polynomial running time that can be bounded independently of ϵ.
MISSING DETAILS FOR O (1)-APPROXIMATION FOR RMFC
This section contains the missing proofs for our 12-approximation for RMFC. We start with the proof of Theorem 4.2, which we restate below for convenience. 
We first observe that Lemma 7.1 indeed implies Theorem 4.2.
Proof of Theorem 4.2. For k = 1, . . . , q, let k 1 = log (k ) L and k 2 = log (k−1) L , and we define
We claim that R = ∪ q k=1 R k is a set satisfying the conditions of Theorem 4.2. The set R clearly satisfies χ R ∈ P B , since χ R k ∈ P B for k ∈ [q] and the sets R k are on disjoint levels. Furthermore, for each u ∈ W = {v ∈ Γ | x (P v ) ≥ μ} we indeed have P u ∩ R ∅ due to the following. Since x = q k=1 x k and x (P u ) ≥ μ there exists an index j ∈ [q] such that x j (P u ) ≥ η = μ q , and hence P u ∩ R ⊇ P u ∩ R j ∅.
Thus, it remains to prove Lemma 7.1 to complete our proof of Theorem 4.2.
Proof of Lemma 7.1. LetB = 1 η B. We start by determining an optimal vertex solution y to the linear program min{z
Notice that Q ∅, since 1 η x ∈ Q; hence, the above LP is feasible. Furthermore, notice that y(P u ) ≤ 1 for u ∈ Γ; for otherwise, there is a vertex v ∈ supp(y) such that y(P v ) > 1, and hence y − ϵ χ {v } ∈ Q for a small enough ϵ > 0, violating that y is an optimal vertex solution.
Let V L be all y-loose vertices. We will show that the set
fulfills the properties claimed by the lemma. Clearly, R ⊆ V ( 1 , 2 ] , since supp(y) ⊆ V ( 1 , 2 ] . To see that condition (i) holds, let u ∈ Y , and notice that we have y(P u ) = 1. Either |P u ∩ supp(y)| = 1, in which case the single vertex v in P u ∩ supp(y) satisfies y(u) = 1 and is thus contained in R; or |P u ∩ supp(y)| > 1, in which case P u ∩ V L ∅ that again implies R ∩ P u ∅.
To show that R satisfies (ii), we have to show that R does not exceed the budgetB · 2 = ( 1 η B + 1)2 of any level ∈ { 1 + 1, . . . , 2 }. We have
where the second inequality follows from y ∈ Q. To complete the proof it suffices to show |V L | ≤ 2 . This follows by a sparsity reasoning analogous to Lemma 3.1 implying that the number of y-loose vertices is bounded by the number of tight budget constraints, and thus
Furthermore,
which, together with (12) , implies |V L | ≤ 2 and thus completes the proof.
We now provide the remaining missing proofs of our 12-approximation for RMFC, i.e., Theorem 4.3 and Lemma 4.5. Proof . Let (y, B) be an optimal solution to the RMFC relaxation min{B | x ∈P B } and let h = log L . Hence, B ≤ B OPT . We invoke Theorem 4.2 with respect to the vector y ∧ χ V >h and μ = 0.5 to obtain a set R 1 ⊆ V >h satisfying
where W = {u ∈ Γ | y(P u ∩ V >h ) ≥ 0.5}. Hence, R 1 cuts off all leaves in W from the root by only protecting vertices on levels V >h and using budget bounded by 2B + 1 ≤ 3B ≤ 3 max{log L, B OPT }.
We now focus on the leaves Γ \ W , which we will cut off from the root by protecting a vertex set R 2 ⊆ V ≤h feasible for budget 3 max{log L, B OPT }. Let (z,B) be an optimal vertex solution to the following linear program
First, notice that Equation (13) is feasible forB ≤ 2B. This follows by observing that the vector
where the last inequality follows from y(P u ∩ V >h ) < 0.5, because u ∈ Γ \ W . Finally, there exists a vector q < q such that q (P u ) = 1 for u ∈ Γ \ W . The vector q can be obtained from q by successively reducing values on vertices v ∈ supp(q) satisfying q(P v ) > 1. This shows that (q , 2B) is a feasible solution to Equation (13) and henceB ≤ 2B.
Consider the set of all z-loose vertices V L = {u ∈ supp(z) | z(P u ) < 1}. We define
Notice that for each u ∈ Γ \ W , the set R 2 contains a vertex on the path from u to the root. Indeed, either | supp(z) ∩ P u | = 1 in which case there is a vertex v ∈ P u with z(v) = 1, which is thus contained in R 2 , or | supp(z) ∩ P u | > 1 in which case the vertex v ∈ supp(z) ∩ P u that is closest to the root among all vertices in supp(z) ∩ P u is a z-loose vertex. Hence, the set R = R 1 ∪ R 2 cuts off all leaves from the root. It remains to show that it is feasible for budget 3 max{log L, B OPT }.
Using an analogous sparsity reasoning as in Lemma 3.1, we obtain that |V L | is bounded by the number of tight budget constraints, which is at most h = log L ≤ log L. Hence, for any level ∈ [h], we have
where the second inequality holds, because (z,B) is feasible for Equation (13) . Thus, both R 1 and R 2 are budget-feasible for budget 3 max{log L, B OPT }, and since they contain vertices on disjoint levels, R = R 1 ∪ R 2 is feasible for the same budget. 
Proof. To show that the running time of Enum(∅, ∅,γ ) is polynomial, we show that there is only a polynomial number of recursive calls to Enum(A, D, γ ). Notice that the number of recursive calls done in one execution of step 4 of the algorithm is equal to 2|F x |. We thus start by upper bounding |F x | for any solution (x, B) to LP(A,D) with B < log L. Consider a vertex f u ∈ F x , where u ∈ Γ \ W x . Since u is a leaf not in W x , we have x (P u ∩ V ≤h ) > 1/3, and thus
Because no two vertices of F x lie on the same leaf-root path, the sets T f u ∩ V ≤h are all disjoint for different f u ∈ F x , and hence
where the second inequality follows by disjointness of the sets T f ∩ V <h for different f ∈ F x , the third one because x satisfies the budget constraints of LP(A,D), and the last one because h = log (2) L and B < log L. Since the recursion depth isγ = 2(log L) 2 log (2) L, the number of recursive calls is bounded by
thus showing that Enum(∅, ∅,γ ) runs in polynomial time. It remains to show that Enum(∅, ∅,γ ) finds a triple satisfying the conditions of Lemma 4.4. For this, we identify a particular execution path of the recursive procedure Enum(∅, ∅,γ ) that, at any point in the algorithm, will maintain a clean pair (A, D) that is compatible with OPT, i.e., A ⊆ OPT and D ∩ OPT = ∅. At the beginning of the algorithm, we clearly have compatibility with OPT, since A = D = ∅. To identify the execution path, we are interested in, we highlight which recursive call we want to follow given that we are on the execution path. Hence, consider a clean pair (A, D) that is compatible with OPT and assume we are within the execution of Enum(A, D, γ ). Let (x, B) be an optimal solution to LP(A,D). Notice that B ≤ B OPT ≤ log L, because (A, D) is compatible with OPT. If OPT ∩ Q x = ∅, then (A, D, x ) fulfills the conditions of Lemma 4.4 and we are done. Hence, assume OPT ∩ Q x ∅, and let f ∈ F x be such that OPT ∩ T f ∩ V ≤h ∅. If f ∈ OPT, then consider the execution path continuing with the call of Enum(A ∪ {f }, D, γ − 1); otherwise, if f OPT, we focus on the call of Enum(A, D ∪ {f }, γ − 1). Notice that compatibility with OPT is maintained in both cases.
To show that the thus identified execution path of Enum(∅, ∅,γ ) indeed leads to a triple satisfying the conditions of Lemma 4.4, we measure progress as follows. For any clean pair (A, D) compatible with OPT, we define a potential function Φ(A, D) ∈ Z ≥0 in the following way. For each u ∈ OPT ∩ V ≤h , let d u ∈ Z ≥0 be the distance of u to the first vertex in A ∪ D ∪ {r } when following the unique u-r path. We define Φ(A, D) = u ∈OPT∩V ≤h d u . Notice that as long as we have a triple (A, D, x ) on our execution path that does not satisfy the conditions of Lemma 4.4, then the next triple (A , D , x ) on our execution path satisfies Φ(A , D ) < Φ(A, D). Hence, either we will encounter a triple on our execution path satisfying the conditions of Lemma 4.4 while still having a strictly positive potential, or we will encounter a triple (A, D, x ) compatible with OPT and Φ(A, D) = 0, which implies OPT ∩ V ≤h = A, and we thus correctly guessed all vertices of OPT ∩ V ≤h implying that the conditions of Lemma 4.4 are satisfied for the triple (A, D, x ). Since Φ(A, D) ≥ 0 for any compatible clean pair (A, D), this implies that a triple satisfying the conditions of Lemma 4.4 will be encountered if the recursion depthγ is at least Φ(∅, ∅). To evaluate Φ(∅, ∅), we have to compute the sum of the distances of all vertices u ∈ OPT ∩ V ≤h to the root. The distance of u to the root is at most h, since u ∈ V ≤h . Moreover, |OPT ∩ V ≤h | < 2 h+1 B OPT due to the budget constraints. Hence,
where the second inequality follows by h = log (2) L and B OPT ≤ log L. Hence, this implies that a triple fulfilling the conditions of Lemma 4.4 is encountered by Enum(∅, ∅,γ ).
APPENDIX A BASIC TRANSFORMATIONS FOR THE FIREFIGHTER PROBLEM
In this section, we provide some basic transformations showing how several natural variations of the Firefighter problem can be reduced to each other. We start by proving Lemma 2.1. Lemma 2.1. Any weighted Firefighter problem on a tree with n vertices and general budgets can be transformed efficiently into an equivalent weighted Firefighter problem on a tree with unit budgets and O (n 2 ) vertices.
Proof. Consider an instance of the weighted Firefighter problem with general budgets consisting of a tree G = (V , E) of depth L rooted at the vertex r ∈ V , weights w (u) ∈ Z ≥0 for all u ∈ V \ {r } and budgets B ∈ Z >0 for all ∈ [L]. We transform the instance into an equivalent instance with unit budgets by performing the following simple steps for all levels V for ∈ [L]:
• For every u ∈ V , subdivide the edge connecting u to its ancestor in G into a path with B edges, by introducing B − 1 new vertices. Denote the nodes on this path, excluding the ancestor of u in G, by Y u . • Set the weight of all new vertices to zero, while maintaining the weight w (u) for the original vertex u.
Denote the resulting tree by G = (V , E ). To conclude the construction it remains to allow one unit of budget in every level of the transformed tree. It is easy to verify that feasible solutions to the Firefighter problem for the two instances are in correspondence. A feasible solution for G is transformed to a solution in G by replacing the B vertices S protected in any level V of G with any B vertices on the corresponding paths {Y u | u ∈ S } in G , one in each of the B distinct levels of G that are in correspondence with V . The opposite transformation selects for every protected vertex u ∈ V in a feasible solution for G the vertex u ∈ V such that u ∈ Y u . It is straightforward to verify that in both transformations the obtained solutions are feasible and that they have weights identical to the original solutions.
Finally, since B ≤ n can be assumed for every ∈ [L], each one of the n − 1 edges in G is subdivided into a path of length at most n, thus the number of vertices in G is at most O (n 2 ).
We remark that a construction analogous to the one used in the proof of Lemma 2.1 can be used to show that RMFC with non-uniform budgets can be reduced to the uniform budget case. In an RMFC instance with non-uniform budgets, the budget on level is equal to B · a , where a ∈ Z >0 for ∈ [L] are given as input, and the goal is still to find the minimum B to protect vertices that cut off all leaves from the root and fulfill the budget constraints.
Next, we show how a weighted instance of the Firefighter problem can be transformed into a unit-weight one with only an arbitrarily small loss in term of the objective function.
Lemma A.1. Let δ > 0 and α ∈ (0, 1]. Any weighted unit-budget Firefighter problem on a tree G = (V , E) and weights w (u) ∈ Z ≥0 for u ∈ V \ {r } can be transformed efficiently into a polynomial-size unit-weight unit-budget Firefighter problem on a tree G = (V , E ) such that any α-approximate feasible solution for G can be efficiently transformed into a (1 − δ )α-approximate solution for G.
Proof. Assume w (V ) > 0, i.e., not all weights are zero, as otherwise the result trivially holds. Notice that this assumption also implies that the value val(OPT) of an optimal Firefighter solution in G satisfies val(OPT) ≥ 1.
For simplicity, we present the transformation in two steps, each losing at most a δ 2 -fraction in terms of objective. First, we use a standard scaling and rounding technique to obtain a new weight function that is bounded by a polynomial in the size of the tree. Concretely, we construct weights w (u) ∈ Z ≥0 for u ∈ V \ {r } such that w (u) = O ( n δ ) for every u ∈ V , and for a well-chosen parameter D ∈ R >0 we have:
In a second phase discussed below, we use the obtained instance to construct a unit-weight instance with the desired property. where the first two inequalities follows from w (u) = w (u)/D ∀u ∈ V \ {r }, and the last one from D|S | ≤ Dn = δw max /2 ≤ δ val(OPT)/2. This shows (14) . We show next that the latter transformation loses at most a δ 2 -fraction in the objective function. More precisely, let S ⊆ V \ {r } be a set of vertices that will not burn in an α-approximate solution to the Firefighter problem with respect to the weights w . We will show that w (S ) ≥ (1 − δ 2 )α val(OPT), implying that the same solution is (1 − δ 2 )α-approximate with respect to the
