Abstract. We develop an adaptive multiple shooting strategy, which is nearly optimal with respect to cpu time. Since the costs of integration are the most important components in this, we investigate in some detail how the gridpoints are chosen by an adaptive integration routine. We use this information to find out where the shooting points have to be selected. We also show that our final strategy is stable in the sense that rounding errors can be kept below a given tolerance. Finally we pay attention to the question how the need for memory can be minimized.
where Ma and Mß are n X n matrices. Most often both forward and backward integration is unstable due to the presence of rapidly increasing and rapidly decreasing solutions. This is the reason why a multiple shooting (M.S.) technique is preferred. In such a method one selects a set of shooting points t0(= a), tx,..., tk ( = ß ) and restarts the integration on each interval ( t¿, f,,+, ) for i: = 0,..., k -1. In this way one computes for each i an approximate particular solution (if the problem is inhomogeneous),/(/) say, and an approximate fundamental solution, $,(f) say, on some grid c [t., ti+x]. Then an approximant, x(t) say, of the desired solution can be written as (1. 3) x(t) = *,(t)v,+fi(t), where v¡ is some fixed vector. By matching the relations ( 1.3) at the shooting points, we obtain a relation for the . This description of multiple shooting gets the general framework. There exist many variants which may be considered as modifications regarding one or more of the following aspects: the choice of the shooting points, the number of basis solutions of the homogeneous system (i.e. the number of columns in the <!>,) and, finally, the way the desired solution is computed from the matching recursion and the BC (cf. (1.7)). The last question is dealt with either by using a special block LU solver or by using special recursion techniques for solving (unstable) recursions, cf.
[2], [8] , [12] , [16] , [18] . The problem of how many basis solutions should be integrated arises in so-called (partially) separated boundary conditions (cf. [4] , [13] , [16] ): By limiting the number of columns in the <D, to / say, the efficiency of the method is expected to increase. If I < n, one can reorder the matrix P such that one effectively deals with / X / blocks only (cf. [13] ). For our present discussion we are mainly interested in the question of how the shooting points t, should be chosen. The simplest way for doing this is to give them in advance (cf.
[2], [3] , [18] ). However, as adaptivity is one of the most appealing aspects of M.S., one rather would like to have a device that decides for itself when the integration should be restarted (cf. [4] , [13] , [16] ). There is still much discussion about the optimal choice (cf. [1, p. 159ff.] ). We can think of three optimality criteria: The first one is stability. Originally this was one of the ideas behind M.S. to improve single shooting by making the interval of integration sufficiently small in order to limit growth of (rounding) errors. The second criterion is the amount of work. In using an automatic integrator and a (rough) stability check, we may be far away from optimally distributed grids, as described e.g. in [7] , [14] , [15] , and therefore have an inefficient algorithm. Another criterion is the memory space that is required. Apart from situations where some shooting points may be given in advance (cf.
[2], [3] ) or where the solution has to be computed on a sufficiently dense grid, it quite often happens that one is merely interested in having approximations at just some points; if more information is needed, one may restart the algorithm on some smaller shooting interval. In the last situation it makes sense to ask for the minimal number of shooting points kmin say; for the smaller k^, the less matrices A¡ and B, have to be stored. This paper is intended to contribute to the discussion about optimality regarding these three criteria, viz. optimal stability, minimal complexity (or rather computing time) and minimal storage. For this we will study in some detail a model problem from which we can draw a number of (1.7)
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conclusions. The results we will derive are likely to hold for more general BVP of mildly stiff ODE. It should be clear, however, that we cannot be too ambitious and may hope for a suitable divide and conquer strategy at most. For example, single shooting is an optimal strategy from a storage point of view but is most often
unstable. An outline of this paper is as follows: In Section 2 we first consider optimal shooting intervals in relation to the stability (or rather propagated rounding errors) and derive a practical criterion for an automatic check. In Section 3 we introduce a model problem and indicate why the adaptive integrator should be used only once. In Section 4 we give an estimation theory for the number of gridpoints required by an automatic integrator with local step size control. This is applied in Section 5, where a bound is given for the total operational cost of a multiple shooting algorithm; here we also derive an almost optimal strategy regarding the complexity. In Section 6 we show how we may condense the multiple shooting equations in order to minimize the storage. Several examples sustain the theory.
2. Shooting Intervals and Error Amplification. The most popular variants of multiple shooting for linear problems use some reorthogonalization technique at the shooting points; cf. [4] , [8] , [12] , [13] , [16] . In this the matrices $,(i,+,) are factorized into an orthogonal and an upper triangular matrix. The orthogonal matrix appearing in this factorization is then used as an initial value for <D, + |(i,+ 1). The information contained in the upper triangular matrix may be used for selecting the shooting points (cf. [4] , [13] , [16] ). In our opinion the most appropriate criterion to select a shooting point in order to limit the error growth is the one that is also mentioned in [13] , viz. a check on the incremental matrices A,B¿}\] in fact this criterion may also be used if no orthogonalizations are used. Although a detailed description of stability aspects is outside the scope of this paper, we certainly have to justify this, at least qualitatively. (For analysis cf.
[2], [10] , [13] , [18] .)
For a proper understanding of the global error, it is useful to distinguish between rounding errors and discretization errors. For the latter type of errors one can show that the global effect of a local discretization error, with bound 5 say, is estimated bỹ kN8; here k is some constant, that is 0(1) if the BVP is well conditioned, and N is the number of gridpoints (cf. [9] , [10] ). Of course this makes sense only in exact arithmetic. The rounding errors, however, deal only with the discrete problem and the way the computations are actually carried out. In particular for multiple shooting we should reckon with rounding errors made in the two main steps. In the first step we in fact solve k unstable initial value problems on the intervals (t¡, ti+x). If £ denotes the relative machine accuracy, then we can expect propagated rounding errors at tl+x with an error bound < H/1,5,".1,!^. The second step is the solution of the multiple shooting equations. Assuming that P is well conditioned (cf. [9] ), we may deduce that errors made at this step are only moderate. (This argument is still meaningful if the matrix P is not formed explicitly like in [16] .) Hence we find that the global rounding error mainly arises from errors in integrating the k unstable initial value problems. From the general result given in [10] , we therefore conclude that a global error bound is given by Let Ma = Mß = / and [o, ß] = [0, tt\. It is not difficult to check that k = 1 (cf. [9] ). Since x should be integrated exactly, we are mainly confronted with errors due to rounding. To solve this problem we used an M.S. code as described in [12] , with various choices for the increments H^B,"1,!!, on an IBM 370/165. 2.6 10"
3. The Model Problem. The question of optimal complexity that will be discussed in Sections 4, 5 is closely related to the optimal integration strategy. In this paper we assume that we are using an adaptive integrator. Such an integrator will always produce overhead, mainly due to rejecting step size choices. Since we have to compute several solutions on each interval, we basically have several times this overhead. However, in general, a solution will always contain a dominant mode, and it is this mode that is actually responsible for the step size choice. Therefore it seems sensible to use the adaptive feature of the integrator only once on each interval for a certain solution and to use the integrator as such for computing the remaining solutions on the same grid. The savings thus obtained are considerable as one may check e.g. from Table 3 .1, where we have given in column two the cpu time (in millisecs) that was needed to compute the particular solutions / in Example 2.3 by the adaptive method RKF45 (cf. Example 4.7). The number of gridpoints found by this integrator (N) is given in column three. Finally in column four we have given the cpu time for the computation of the fundamental solutions $,, only using the fourth order Runge-Kutta method on this grid. In order to get an idea of how large the interval must be, or how many points per interval should be chosen to have an optimal computing time, it makes sense to consider this problem for a simplified model first.
The model is based on the following ideas: First, it is assumed that the adaptivity feature is applied to the inhomogeneous problem only (see however Remark 3.4). In agreement to what has been said above, the fundamental solution therefore is just integrated on the thus computed grid. Second, we assume that there exists some smooth particular solution (even for boundary layer problems this is quite often the case). We can then always scale the solutions of (1.1) such that this particular solution is of order 1 (this is only for reasons of simplicity), and we assume this has been done. In the third place, by absence, in general, of other information, we assume that the particular solution on each interval (t¡, tj+x) has been given the initial value 0. As a consequence, this particular solution is expected to have anO(l) component of the fast mode at t = t¡. Finally, we assume that L(t) does not vary much on [a, /?]. For this kind of problems, the following scalar ODE gives a qualitatively satisfactory description regarding the growth behavior of the solutions: q,(t) = \f'g(T)e^dr, t, < t «í t 1+1-?¡(0*«(')e
Mt-t,) _ g(ti).
Remark 3.4. For homogeneous problems we should take just some homogeneous solution rather than an inhomogeneous solution for approximation by the adaptive integrator. The initial value should then be some normalized value as is common practice in M.S. algorithms. Therefore a qualitative description of this integration is properly simulated by considering the homogeneous part of (3.1) only. The solution that is actually approximated by the adaptive method can then be assumed to be 5,(0 := eX('"'*). The smoothness properties of s,(-) and q¡(-) (cf. (3.3) ) are quite similar. On account of this observation, we shall not treat the homogeneous problem separately. 4 . Estimates for the Number of Integration Steps on an Interval. In order to get an idea of the computational cost of the integration, we first investigate the number of gridpoints that is needed for an adaptive solver to approximate a solution on a given interval within a certain accuracy. We do this for the model problem that was defined in Section 3.
Most adaptive methods are based on the use of local error estimates (cf. [17] , [2, p.
19]).
Let est be such an estimate at a certain point toXd. Then a new step size, /inew, is found from an old step size, hoXd, using a formula like Here p is the local order of the method, e the prescribed accuracy and 0.9 a safety factor. In particular in our model problem, est is determined using approximants for (derivatives of) qt(t) on the interval (/,, t,+ x). Ideally we must have (cf. (3.3))
where f is a kind of error constant (depending on the integration method). So we find
Therefore, by virtue of (4.2), we can in principle determine the number of gridpoints that we ideally need on (t¡, /,+ ,), %(t¡, tl+x) say. We will already be satisfied with a reasonable estimate of %(t¡, t,+, ): Property 4.4. 91 (f,, t,+,), the number of gridpoints on (/,, tl+,), that is found by the adaptive integrator is approximately equal to
Proof. Let i be fixed. Let us denote the step sizes as found from the method by 5,, s2,...,sN, i.e. we have gridpoints /,, ?, + sx,..., /, + E^.,5; = tJ+x (the last step size must be chosen such that we arrive at tl+,). From 1 -f,) or rather of the incremental growth exp(X[i, + , -tlX). This is important for the generalization later on. Note that we also found this incremental growth as the important quantity to determine the length of a shooting interval in Section 2.
Although the result of Property 4.4 is based on first order estimates it is remarkably sharp as can be seen from Example 4.7. A very nice and easy to handle integration code is provided by RK.F45 (cf. [5] , [17] ). Effectively it uses local error estimates with p = 5 and f = 1/1040. We have applied RK.F45 to a model problem, where we have chosen g = 1. (Note that the results are independent of ; now.) The solution was approximated for several interval lengths, which were determined by prescribing certain incremental growth values, § say. We have also tried several values for e (the tolerance), between 10"3 and 10"6 and X, between 1 and 20. As was to be expected, for a given value of §, the number of points was independent of X. In Table 4 .1 we have listed the actual number of gridpoints, "91" values, followed by their estimates, " §" values, between brackets. Note that the estimates are relatively sharper the larger 91 is.
5. Optimal Shooting Intervals and Complexity. Suppose we divide the interval (a, ß) into k subintervals. For the model problem we saw in Remark 4.5 that, for a given tolerance e, the number of gridpoints per subinterval increases more than proportional with the interval length. Hence if the function g(-) is smooth we can expect the optimal distribution of the shooting points to be such that each interval contains the same number of gridpoints (at least if k is not too small). This can be thought of as equidistributing the shooting points (cf. [7] , [14] ).
In order to optimize for k we first consider ODE's for which the model problem with g = 1 gives an appropriate description regarding the adaptive integration. In this case equidistributed shooting points are also equidistant. From Property 4.4 we therefore find that the total number of gridpoints is estimated by *-i 10
The computational complexity of the integration can now be estimated by using (5.1). In order to make our discussion as general as possible we include methods like these in [13] , [16] , where the 0, consist of / columns (/<«). We obtain Property 5.2. Let the computational cost of one integration step be Kxn2 flops, for some constant k,. Let $, consist of / columns for all i. Then the total cost of integrating the fundamental solution is estimated by Kx"J(k)ni flops. (A flop is one multiplication plus one addition.)
The constant k, strongly depends on the problem, i.e. k, will be larger if the evaluation of L is more costly.
The cost of the adaptive integrator is more complicated. Of course, in general there are more integrations than actually used gridpoints. In particular restarting the integration may cause quite a bit of overhead. A realistic model is given by flops.
There are two other possible sources of computational labor. The first one is the solution of the linear system PX = F (cf. (1.6)). A solution of (1.6) can e.g. be found using one of the special solvers (cf. [8] ) or by direct recursion (cf.
[2], [12] , [16] ). Therefore the following makes sense.
Assumption 5.5. Let the computational cost of solving (1.6) or its related subsystem be given by k2A73. If orthonormalization is used, then this has a cost of k3/c/«2. Here k2 ^ 2 and k3 < 1.
From this we now find Property 5. The preceding estimates mainly give a good qualitative insight in the optimal complexity. On account of the fact, however, that S(r¿, /, + (y8 -a)/k) is a relatively more inaccurate estimate of 9t(f,, t^ß -a)/k) the closer %(t"t, + (ß-a)/k) is to 1 and at the same time *5(k) (the dominant factor in Property 5.6) is almost independent of k for larger k, it seems advisable to take for 9l(/,, t, + (ß -a)/k) values that are not too small integers.
Remark 5.8. If / < n, the result of 5.7(H) seems to indicate that the optimal number of points might be slightly smaller than in case I = n. However, as a whole, the qualitative conclusion, viz. about a fixed number of points, is similar.
Having adopted the strategy of a fixed number of gridpoints per interval, for the model problem with g = 1, it seems quite reasonable also to use this for more general model problems. Indeed, as observed before, for larger k (i.e. a smaller number of points per interval) an optimal strategy (i.e. equidistribution of shooting points) would require the same number of gridpoints in each interval. Although an analogue to the function ^(k) now is more complicated, it seems very likely that the qualitative conclusions will be the same. We can then generalize further: if it is the equidistribution that counts, then the complexity arguments are likely to be valid for cases where the homogeneous solutions rather grow like exp(/a'X(0) da) for some nonconstant function X(o).
In order to give the algorithm as much flexibility as possible, we therefore propose to choose 91 ( = steps/interval) such that it is close to the optimal value, but not too far from I. From our experiments, 5 was found to be fairly satisfactory when RKF45 was used.
Below we give some examples which illustrate all this. Example 5.9. Consider the ODE in Example 2.3, now with r(t) such that
We used an M.S. algorithm that picked a new shooting point either if a certain incremental growth was detected or if the number of gridpoints on the subinterval was equal to a given input parameter. The initial value for the particular solution was chosen to be 0. In Figures 5.1 and 5.2 we have indicated the total number of gridpoints 91T as a function of the parameter § that sets the maximal incremental growth per interval.
As can be expected this number is monotonically increasing for large §. For § close to 1 this is not the case; this last effect is caused by inefficiencies if the shooting interval is too small (N.B. one step per interval is minimal). In Figures 5.3 Figure 5.1. e = 10" FIGURE5.2. £ = 10"6
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use and 5.4 we have indicated the cpu time (in milliseconds) that was needed to compute the desired solution in double precision. Of course, the actual magnitudes of the figures are less important than their qualitative meaning: For e = 10"4 we again see that too small increments are less efficient; however, for e = 10 "6 this is no longer really to be seen from such a picture. The reason is that for smaller tolerances the number of points per subinterval is larger and therefore the overhead is less felt for e = 10-6 We also have tried the M.S. algorithm with shooting intervals consisting of a fixed number of points. In Table 5 .1 we have given the total cpu time (in millisecs) and the number of points (indicated between the brackets) for several values of the tolerance e and the fixed number of gridpoints per interval 91. In all these computations at least 90% of the cpu time was needed for integration. Example 5.10. As a first major deviation from the model problem, we choose r(t) in 2.3 such that a particular solution is given by sin 30f 1 U This means that this solution will dominate the "activity" of a general solution. In Table 5 .2 we have given cpu time and number of grid points (in brackets) for several tolerances and maximal growth per interval §. In Table 5 .3 we did the same but now with the number of points per interval fixed (cf. (824) 242 (87) 524 (207) 2031 (824) 235 (89) 482 (206) 1935 (825) 237 (90) 462 (197) 1855 (826) 257 (101) 472 (209) 1805 (828) 255 (100) 488 (217) 1815 (827) Qualitatively these tables give a result similar to that in the previous example, in favor of choosing 91 fixed. Since the activity of sin 30i is more or less dominating the integration step, we may expect that the total number of gridpoints is fairly independent of 91 (= points/interval). Indeed, it turned out that for e = 10~8 52 (27) 96 (66) 348 (264) 51 (25) 99 (65) 327 (250) 60 (34) 133 (88) 394 (309) 66 (42) 151 (106) 420 (335) 81 (55) 184 (137) 435 (343) For small p, there is only activity in a region of thickness \fp around x = 0. Hence a reasonable code should choose almost all points in this region. Below, in Tables 5.8 and 5.9, we have given cpu time and number of gridpoints for p = IO'6. (40) 114 (144) 42 (26) 54 (48) 112 (159) 38 (26) 54 (49) 112 (163) 38 (26) 54 (47) 110 (155) 28 (18) 52 (56) 122 (187) 46 (47) 58 (62) 128 (190) 44 (47) 64 (95) 175 (290) 39 (28) 60 (52) 181 (182) 33 (26) 56 (54) 150 (181) 30 (26) 54 (54) 145 (181) 33 (29) 49 (53) 129 (181) 31 (28) 49 (53) 130 (181) 32 (31) 47 (54) 120 (181) Since the basis solutions do not grow substantially on this interval (viz. a factor 500-1500, depending on the accuracy of the computation), a strategy with S fixed means that a choice of S > 1500 will result in single shooting. It appears that the integrator needs a number of steps before it has relaxed the step size, after having passed the high activity region. Because of the starting strategy of RKF45, a new shooting point outside of this high activity region will automatically relax the step size. This explains why the total number of steps 9lr is independent of the 91. The results are also in agreement (perhaps better, even taking into account that we used the adaptivity feature for one solution only) with the results in [16] , where e.g. for £ = 10"8, 9lr = 190. The numbers given in [3] do not lend themselves to comparison. However, since they are computed by a code, which is designed to handle nonlinear problems, they involve the computation of 5 basis solutions, instead of 2 like the code in [16] does; hence we do not expect the results in [3] to be competitive.
Conclusion. The use of an adaptive integrator is undoubtedly one of the best features of M.S. as e.g. Example 5.13 confirms (see also the conclusion in [16] ). If one chooses to determine the shooting points by checking some kind of dependence of solution vectors (cf. [4] , [16] ), then one does effectively the same as checking the growth of solutions (cf. [13] ), as this growth generates errors, which in turn cause the dependence. However, as can be seen, both from the examples and from the theory, a reliable growth tolerance does not seem obvious. In fact, since rounding errors of order ¿ (the machine precision) are often considerably smaller than (global!) discretization errors of order e (the tolerance), an acceptable bound for the growth (from a stability point of view) would be 0(e/i-), see also Sections 2 and 6. Note that in our examples this bound would be at least as big as IO8, which would lead to extremely inefficient strategies of course. In [2], [3] , [18] the M.S. codes require the user to specify the shooting points. Only if a good knowledge of the growth of solutions is available this may work well. After what we have found above, however, it goes without saying that such a strategy may be far from optimal, regarding the complexity. In that respect the results in [3] should be interpreted in a relative sense, i.e. only in relation to that special implementaion. Concluding we may say that the fixed number of integration points per interval option seems to work equally well or better than the others. Moreover it is based on a theoretical model which lends itself to a more extensive analysis.
6. Minimization of Storage. As we noted in Section 1, a third optimality criterion is given by the requirement to minimize the storage for the matrices A¡ and 2?, and the vectors F¡, i.e. to minimize the order of the matrix P (see (1.6)). We shall now show that we can reduce this order without really affecting the complexity and the stability, the latter at least to a certain extent. Such a reduction of the order is also important in order to make the previously obtained complexity strategy practical; indeed, following the recommendations of Section 5, we may end up with a very large value for k (number of shooting intervals), which might make the proposed strategy less attractive, if not impractical.
The solution to those problems is very simple though. Indeed, all we have to do is to assemble as much of the recurrence relations (1.4), as is allowed by stability considerations, in order to build a condensed "major shooting step". Below we describe this condensation.
If for a given f., the point tj+l is such that It goes without saying that the condensed relations like (6.2) together with the BC give a significantly lower order M.S. system if the ratio e/£ is large. Moreover, condensing the system plus solving it has approximately the same complexity as solving the uncondensed one; for this one should note that each recursion step approximately requires /3 flops (cf. Example 6.6). Remark 6.5. The recursive formulations (6.3) and (6.4) show that the matrices Cj+i_x and Gj+i_x can be found from updating Cj+S and GJ+S at each minor shooting step (proceeding from tj to tJ+l). As a consequence one only needs some limited work space, but no extra memory.
The threshold criterion (6.1) may be implemented in the following way. Assuming the problem is well conditioned, we just choose some constant tj, equal to 10 say, to serve as an upper bound for k. A good guess for k is given by (ß -a)/(tJ+l -tj).
Hence, in practice we suggest to use (6.5) £ £ 1 tj + l £k/c ¿t/ ß -a Example 6.6. We performed this condensation strategy for the problem given in Example 2.3, for which we used an M.S. code based on RKF45 and 5 integration steps per (smaller) shooting interval. The major shooting intervals were found by requiring that the maximal increment should not exceed some preset value §. Table  6 .1 now confirms our expectation that the total cpu time (in millisecs) is practically independent of this value of § indeed.
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