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Void fraction is an important parameter in the oil industry. This quantity is necessary for
volume rate measurement in multiphase flows. In this study, the void fraction percentage
was estimated precisely, independent of the flow regime in gaseliquid two-phase flows by
using g-ray attenuation and a multilayer perceptron neural network. In all previous studies
that implemented a multibeam g-ray attenuation technique to determine void fraction
independent of the flow regime in two-phase flows, three or more detectors were used
while in this study just two NaI detectors were used. Using fewer detectors is of advantage
in industrial nuclear gauges because of reduced expense and improved simplicity. In this
work, an artificial neural network is also implemented to predict the void fraction per-
centage independent of the flow regime. To do this, a multilayer perceptron neural
network is used for developing the artificial neural network model in MATLAB. The
required data for training and testing the network in three different regimes (annular,
stratified, and bubbly) were obtained using an experimental setup. Using the technique
developed in this work, void fraction percentages were predicted with mean relative error
of <1.4%.
Copyright © 2015, Published by Elsevier Korea LLC on behalf of Korean Nuclear Society.1. Introduction
Gasvolumefraction(GVF),orsimplyvoidfraction,isanimportant
parameter in describing gaseliquid two-phase flows, since it is
required to predict values such as pressure drop, heat transfer,d under the terms of the
ich permits unrestricted
cited.
sevier Korea LLC on behaand the occurrence of critical two-phase flow. Quantitative
knowledge of such effects is needed in the oil industry and to
design industrial reactors. Several methods can be applied to
measure GVF [1,2]. The methods commonly used are based on
weight, electromagnetic signals, optical signals, or radiationCreative Commons Attribution Non-Commercial License (http://
non-commercial use, distribution, and reproduction in any me-
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tometry determine the GVF of two-phase systems non-
intrusively. Among the techniques based on radiation
attenuation (neutron, g, and X-rays), g densitometry has several
advantages: it is lessexpensive thanneutrondensitometryandit
offersdcontrary to X-ray attenuation techni-
quesdmonoenergetic rays without intensity fluctuations [3].
Several attemptshavebeenmadetomeasurevoid fractionusing
g-ray attenuation. Jiang et al designed a single-beam g-densi-
tometeroperated in thecountmodefor smallpipe sizes [4]. They
measured the void fraction with error < 7%. A˚bro and Johansen
studied the void fraction measurement of gas-liquid flow by
meansofmultibeamg-rayattenuation[5].Thesystemconsistsof
anAm-241source,twotransmissiondetectors,andonescattered
detector. The void fraction estimationwas improved by theflow
regime compensation. A˚bro et al also investigated a method for
determining the flow regime using g-ray densitometry and
multilayerperceptron (MLP)neural networks [6]. TheMLPneural
networkswere trained on simulated g-ray data and thenused to
identify the simulated flow regime. The results show that
annular, stratified, and bubbly regimes were always correctly
distinguished and the error of the void fraction is<3% for all the
threeregimes. JingandBaialsostudiedflowregimeidentification
in two phase flow in a vertical pipe using radial basis function
neural networks based on dual modality densitometry [7]. In
2009, Salgado et al proposed a methodology based on neural
networks to predict volume fractions [8]. They simulated a sys-
temcomprisedof threedetectors (oneof themfor transmittedg-
raysandtwoofthemforscattered)andadualenergyg-raysource
(Eu-152 with energy 121 keV and Ba- 133 with energy 356 keV)
using the Monte Carlo N-particle code. In 2014, El Abd showed
that the sensitivity of ComptoneCompton scattering is more
than transmission and traditional Compton scattering for
determining the void fraction in the stratified regime of two-
phase flows [3]. Also, it has been shown that artificial neural
networks (ANNs) could be as a useful tool for prediction, classi-
fication, and optimization in engineering, especially in cases
where many parameters could influence the operation of the
system [9e16].
In all previous studies based on a multibeam g-ray attenu-
ation technique to determine void fraction independent of the
flow regime in two-phase flows, three or more detectors were
used. In this study, a methodology is proposed to determine
void fraction independent of the flow regime in gaseliquid two
phase-flows based on a multibeam g-ray attenuation tech-
nique and using an ANN. Using fewer detectors is of advantage
in industrial nuclear gauges because of reduced expenses and
improved simplicity. ANNs could be useful and powerful tools
for predicting and classifying the data. Experimental data ob-
tained from an experimental setup in the laboratory were used
as training and test data for theANN to predict the void fraction
independent of the flow regime.Fig. 1 e (A) Experimental setup. (B) Schematic view of
experimental setup.2. Materials and methods
2.1. Multibeam g-ray technique
An experimental setup was implemented to provide the
required training and test data for the ANN to predict the voidfraction independent of the flow regime in gaseliquid two-
phase flows. All the experiments were done in static condi-
tions. A Pyrex-glass pipe with an inner diameter of 9.5 cm,
wall thickness of 0.25 cm, and density of 2.35 g/cm3 was used
as the main pipe. A cesium (Cs-137) source with an activity of
2 mCi was also used. Ameasurement time of 600 seconds was
chosen because of the static nature of the experiment. A
collimator with an opening of 36 was used to make a broad
beam. Two 2.5-cm NaI detectors were located 25 cm from the
source as transmission detectors. The first detector was
located at an angle of 0 and the second at 13 with respect to
the source. In both detectors, which were connected to two
multichannel analyzers, only the transmitted photons under
the full energy peak of emitted g-of Cs-137 are registered (1
FWHM from centered channel). The experimental setup is
shown in Fig. 1.
Gasoil and air were chosen as the liquid and gas phases,
respectively. Void fractions of 10%, 20%, 30%, 40%, 50%, 60%,
and 70% were tested for the annular, stratified, and bubbly
regimes (totaling 21 experiments). For the annular regime,
different void fractions could be calculated by using Eq. (1) [5]:
aa ¼ pr
2
pR2
¼ r
2
R2
(1)
where R is the radius of the pipe, r is the radius of the gas
phase, which is located in the center of the pipe, and aa is the
void fraction in the annular regime. Since the radius of the
pipe (R) is constant, different void fractions would be calcu-
lated just by changing the radius of the gas phase (r). The void
fractions from 10% to 70% made in the laboratory in the
annular regime are shown in Fig. 2 from the top side view.
Fig. 2 e Cross-sectional view of the void fractions for the annular regime from 10% to 70%.
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calculated from Eq. (2) [5]:
as ¼ 1 1
p

arccos

R L0
R

 1
2
sin

2 arccos

R L0
R

(2)
where L0 is the level of the liquid in the pipe, R is the radius of
the pipe, and as is the void fraction in the stratified regime.
Various void fractions made for the stratified regime are
shown in Fig. 3.
In the case of the bubbly regime, an arrangement with 80
cubic plastic straws distributed over the whole pipe cross-
section was used. This was done systematically, so for every
two straws covered by the measurement volume between the
first detector and source, a corresponding number of straws
(6) over the total pipe cross sectionwere treated the sameway.
A schematic cross-sectional view of the various void fractions
from 10% to 70% is shown in Fig. 4. The blue and white cells
correspond to gas phase and liquid phase, respectively. This
methodwas used by Johnson and Jackson tomodel the bubbly
regime because making an ideal bubbly regime with different
void fractions in static conditions is difficult [17].
The registered counts of two detectors for the three flow
regimes are shown in Fig. 5.
2.2. ANN (MLP)
ANNs can be defined as amathematical systemmade of simple
processing elements named neurons running in parallel which
can be generated as one or multiple layers [18]. MLP networks
are themost widely used ANNs [19]. MLP is an ANN that learns
nonlinear function mappings. It is capable of learning a rich
variety of nonlinear decision surfaces. The proposed MLP
model is shown in Fig. 6, where the inputs are registered counts
in the first transmitted detector and registered counts in theFig. 3 e Cross-sectional view of the void fractionsecond transmitted detector and the output is the void fraction
percentage independent of the flow regime.
The input to nodem in the first hidden layer is given by Eq.
(3) [18,19]:
hm ¼
X2
u¼1
ðXuWumÞ þ bm m ¼ 1;2;3 (3)
The output from themth neuron of the hidden layer is given
by:
Um ¼ f
 X2
u¼1
ðXuWumÞ þ bm
!
m ¼ 1;2; 3 (4)
The output of the neuron in the output layer is given by:
O ¼
X3
u¼1
ðUuWuÞ þ b (5)
where X is the inputs, b is the bias term, W is the weighting
factor, and f is the activation function of the hidden layers.
The required data set for training the network was ob-
tained from the experimental data described in the previous
section. Training of the presented MLP networks is done by
the LevenbergeMarquardt algorithm. In this algorithm, the
first derivative and second derivative (Hessian) are used for
network weight correction [20].The LevenbergeMarquardt
algorithm interpolates between the GausseNewton algorithm
and the method of gradient descent. This algorithm is more
robust than the GausseNewton algorithm, which means that
inmany problems it finds a solution even if it starts very far off
the final minimum. The number of samples for training and
testing data are 15 (about 70%) and 6 (about 30%) respectively.
In this study, different ANN structures were tested and opti-
mized to obtain the best ANN configuration with minimum
error. Many different structures with one, two, and threes for the stratified regime from 10% to 70%.
Fig. 4 e A schematic cross-sectional view of the void fractions for the bubbly regime from 10% to 70%.
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and with different activation functions were tested. MATLAB
8.1.0.604 was used for training the ANN model. The structure
of a neuron is shown in Fig. 7.
The activation function receives an argument n and gener-
atesanoutputa. The inputof thenetwork for eachneuron is the
sum of all input values that each one ismultiplied by its weight
and a bias term. The output value can be calculated by feeding
the network input into the activation function of the neuron.
Many activation functions are applied in the ANN model such
as: triangular basis, pure line, soft max, log sigmoid, tan sig-
moid, and hard limit. Table 1 shows the specification of the
proposed MLP neural network being used in this study.Fig. 5 e Registered counts in void fractions of 10% to 70% for fl3. Results and discussion
Fig. 8 shows a comparison between the experimental and
predicted void fraction percentage using the proposed MLP
neural network for training and testing data. The comparison
between experimental and predicted results for training and
testing data are tabulated in Tables 2 and 3, respectively.
From Tables 2 and 3 and Fig. 8, it can be seen that the un-
known void fraction percentage predicted by the MLP neural
network is close to the experimental results. These results
show the applicability of ANN as an accurate and reliable
model for the prediction of void fraction according to the
counted g-photons in two mentioned transmitted detectors.ow regimes of: (A) annular, (B) stratified, and (C) bubbly.
Registered counts in second
transmitted detector
Registered counts in first
transmitted detector Void fraction
Output layerHidden layerInput layer
Fig. 6 e Architecture for the presented multilayer
perceptron neural network.
Table 1 e Specification of the proposed artificial neural
network model.
Neural network Multilayer perceptron
Number of neurons in the input layer 2
Number of neurons in the first
hidden layer
3
Number of neurons in the output layer 1
Number of epochs 81
Activation function Tansig
0 10 20 30 40 50 60 70
0
10
20
30
40
50
60
70
P
re
di
ct
ed
 v
oi
d 
fra
ct
io
n 
pe
rc
en
ta
ge
 Real void fraction percentage
(A)
(B)
0 10 20 30 40 50 60 70
0
10
20
30
40
50
60
70
60
70
ge
0 10 20 30 40 50 60 70
60
70
Nu c l e a r E n g i n e e r i n g a n d T e c h n o l o g y 4 8 ( 2 0 1 6 ) 6 4e7 168Table 4 shows the errors obtained for the proposed ANN
model, where the mean relative error percentage (MRE %) and
the root mean square error (RMSE) of the network are calcu-
lated by:
MRE% ¼ 100 1
N
XN
j¼1
XjðExpÞ  XjðPredÞXjðExpÞ
 (6)
RMSE ¼
2
6664
PN
j¼1

XjðExpÞ  XjðPredÞ
2
N
3
7775
0:5
(7)
whereN is the number of data. ‘X (Exp)’ and ‘X (Pred)’ stand for
experimental and predicted (ANN) values, respectively.
Figs. 9 and 10 show the void fraction percentage obtained
using the proposed MLP neural network for whole registered
counts in the first and second transmitted detectors inde-
pendent of the regime flow.
In addition, a relation can be determined from this network
to calculate the void fraction percentage of two phase flow as a
function of the number of counted photons in the two trans-
mitted detectors:
Void fraction percentage ¼ FfðX1W11 þ X2W21 þ B1ÞU11
þ ðX1W12 þ X2W22 þ B2ÞU21
þ ðX1W13 þ X2W23 þ B3ÞU31g þ B4
where F ¼ 2
1þ e2x  1
X1 ¼ number of counted photons in first transmitted de-
tector, X2¼ number of counted photons in second transmitted
detector.Fig. 7 e A neuron with a vector as input.B1 ¼ 92:5; B2 ¼ 9:3; B3 ¼ 1:1; B4 ¼ 50:5:
W11 ¼ 93:3; W12 ¼ 121:7; W13 ¼ 0:6; W21 ¼ 21:8;
W22 ¼ 148:2; W23 ¼ 1:2:
U11 ¼ 4:9; U21 ¼ 9:1; U31 ¼ 157:9:4. Conclusion
In this paper, the void fraction percentage of two-phase flow
was measured independent of the flow regime using a g-ray
attenuation technique. An MLP neural network with one0 10 20 30 40 50 60 70
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Fig. 8 e Comparison of experimental and predicted void
fraction percentage. (A) Training data and (B) testing data.
Table 2 e The data used for training the networks and predicted void fraction (multilayer perceptron neural network).
Flow regime Registered counts in
first detector
Registered counts in
second detector
Experimental
void fraction
Predicted
void fraction
Annular 256,355 212,096 10 12.5
Annular 281,019 212,564 20 22.9
Annular 317,765 220,858 40 38.5
Annular 330,241 241,545 50 50.2
Annular 350,122 270,459 60 60.2
Stratified 236,880 213,020 10 7.9
Stratified 274,651 218,289 30 23.2
Stratified 285,752 233,807 40 38.8
Stratified 321,708 262,417 60 61.9
Stratified 338,677 277,984 70 69.9
Bubbly 241,652 237,639 10 9.7
Bubbly 257,210 247,129 20 20.6
Bubbly 315,062 274,458 50 51.0
Bubbly 336,572 290,453 60 58.73
Bubbly 355,279 296,633 70 69.7
Table 3 e The data used for testing the networks and predicted void fraction (multilayer perceptron neural network).
Flow regime Registered counts in
first detector
Registered counts in
second detector
Experimental void
fraction
Predicted
void fraction
Annular 297,560 214,228 30 28.9
Annular 371,222 287,441 70 68.9
Stratified 258,331 216,618 20 18.7
Stratified 303,234 245,468 50 49.9
Bubbly 275,763 253,182 30 29.2
Bubbly 297,340 262,605 40 40.4
Table 4 e Obtained errors for training and testing results
of the proposed artificial neural network model.
Error Train Test
Mean relative error % 0.21 1.32
Root mean square error 2.12 0.90
Fig. 9 e Measured void fraction percentage according to regist
Nu c l e a r E n g i n e e r i n g a n d T e c h n o l o g y 4 8 ( 2 0 1 6 ) 6 4e7 1 69hidden layer, two inputs, and one output was used to predict
the void fraction. The inputswere registered counts in the first
and second transmitted detectors and the output was the void
fraction percentage. The obtained results show that the pro-
posed ANN model has achieved good agreement with the
experimental data and has a small error between the pre-
dicted and experimental values. Therefore, this model is aered counts in the first and second transmitted detectors.
Fig. 10 e Contour plot for obtained void fraction percentage.
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percentage. The mean relative error of the predicted void
fraction was < 1.4%.Conflicts of interest
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