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Abstract 
A method for 3D face recognition based on Cascade Classifier algorithm is proposed in this paper. First, 3D point 
data is mapped to X-Y planar by using iteration interpolation method, and the range image is obtained. Then the 
principal component analysis ( PCA) is used to find a low dimensional feature face space and then we achieve match 
score in accordance with the nearest neighbor rule. Finally, the remaining part faces are verified based on Hausdorff 
distance algorithm. The simulation experiment is done on CASIA database, the result shows that the performance of 
our algorithm has some improvement compared with other algorithms. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction 
Three-dimensional face has large volumes of data; so it is a key issue to extract the effective three-
dimensional face features when recognizing. Chang etc. [1] use the area surrounding the nose to match and 
achieved good results. ICP algorith is adopted when matching. However, the large amount of calculation 
in the matching process adversely affects the recognition of real-time. Hesher, etc. [2] start with obtaining 
range image from the large volumes of face data, and then analyze the range data via PCA and ICA. 
Because the 3D face recognition methods referred above are based on single characteristic and all have 
some limits, we adopt a new method based on different characteristics, namely method based on PCA and 
Hausdorff distance algorithm. PCA is a benchmark algorithm. When based on spatial characteristics, 
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Hausdorff distance algorithm and ICP algorithm have a significantly smaller amount of computation. 
Specific steps will be detailed soon. 
2. Preprocess 
Commonly, the point cloud images of the database always have noise, sharp point and face-position 
problem. These images can’t satisfy the need of experiment. We need to perform preprocessing operation. 
Our pretreatment including two parts: the obtain for ROI (region of interest) and range image. 
ROI means the face region without shoulder, ear and hair. First, we get the position of the tip of nose 
by the Z axis maximum, cut face according to the tip of nose, and normalize the posture of cut face. 
We use the Z axis maximum way to find the tip of the nose. Its advantage is that idea and calculation is 
simple, while the defect is it will make mistake when the face deflect greatly. The face data from CASIA 
database has a deflection angle between -15 and +15, so we adopt the Z axis maximum method to 
determine the tip. Tip positioning accuracy can reach 94%.
Then we have the tip as the center, take r = 80 units for the radius of the art sphere. 
                                
Fig. 1. (a) face image before cutting; (b) face image after cutting 
       In order to do face posture correction, they need to calculate the PCS coordinate system after cutting.  
Use the tip as the origin point of PCS, and transform the face cloud data into PCS, Through the 
establishment of each face point cloud PCS, each will be converted to the same attitude.
2.1. range image acquisition 
The good attitude correction face data can be projected onto the X-Y planar, then we will obtain range 
image. However, due to some reasons of 3D face data sampling, the range image has many zero value 
which should not be zero, they are called data missing point. Face is a continuous surface, we use the 
interpolation method. We propose an iterative approach to data interpolation. 
( , )
depth
depth i j
n
= ∑          (n>m)                                                                                                              (1)
In the formula, depth∑  is the sum of neighborhood of point i, j, n means the number of non-zero 
points. When the surrounding non-zero data loss points are more than m, we will use Formula 1 to 
calculate the depth value, otherwise remain unchanged. 
At first we update the data while interpolation, it means we can use the value just updated. In figure.2 
we can see many white points where should be black at the bottom right corner.It is mainly because each 
data would affect the points on its bottom and right direction. So it will create a lot of white spots.To 
avoid contagion effect, we use the iteration method. We are only allowed to use the data in last round 
interpolation result to update. Controlling the number of iterations and m values, you can get more 
accurate range image. After Iterative interpolation operations we will obtain t range images as fig 2. 
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Fig. 2. (a) face range images in the method of interpolation while updating (b) face range images using the method of iteration
interpolation
3. Feature extraction  and classify based on PCA method[3]
Select a certain number of range images into training set from the normalized range image database for 
every person, the rest constitute the test set .We assume that N dimension vector D mean face range 
image . { Di | i = 1，2，…，M} means training set. ψ  means the average of training set. The 
covariance matrix of training set R will be  
TR AA=                                                                                                                                                (2) 
In the formula,    A = { 1φ ， 2φ ，…， Mφ  }, i i D  φ ψ= －
Orthogonal decomposition vectors of covariance matrix R is base vector for face space, usually 
referred to as features face. We generally choose the first m characteristic values λi. According to the 
descending order, the eigenvectors of the face correspond with feature subspace U. m is determined by 
formula 3. Generally θ  is set to be 0.9. It means that we keep 90% of the energy. 
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Let all the training range image Di( i = 1，2，…，M) and the range image D to be identified map to 
subspace features face vector U make up, we get vector Qi and Q. The distance between face to be 
identified and training face in the library is  
2 2
i      i   1 2 M  id Q Q= = …‖ － ‖ ，， ，                                                               (4)
We use the nearest neighbor classifier to identify. We choose the former k face data corresponding 
with the smallest distance in di. Let the rest of the face data have another classification. The selection of k 
will influence the time and accuracy of next classification.  
4. Classify based on Hausdorff distance  
Hausdorff distance defined distance measure between point sets[4]. Its definition is, giving two limited 
point set A={a1,a2…an} and B={b1,b2…,bm} , Hausdorff distance between A and B is defined as ( ) ( ) ( )( );   max ; ;  ;H A B h A B h B A=                                                                                          (5)
In the  formula, a A b Bh(A;B) = max  min  ||a -b||∈ ∈  is one-way Hansdorff distance from point set A to 
B , h(B;A) = max  min  ||b -a||b B a A∈ ∈  is one-way Hansdorff distance from point set B to A. Two-way 
Hausdorff distance H (A, B) is the bigger one of h(A,B) and h(B,A). It measure maximum dismatching 
degree between the two point sets. Hausdorff distance is easily influenced by noise and acnodes. So the 
former k 3d face data Ri used is face after cutting and attitude adjustment. 
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We respectively calculate Hausdorff distances between the remaining k face data in the library Ri and
face data R to be recognized. Then we get value i which satisfies the minimum i I ( , )min iH R R∈ .
5. Experimental results and analysis  
This article uses the CASIA face database provided by Automation of Chinese academy of sciences.
The database was built in 2004 August to September. It is collected through non-contact Minolta Vivid 
910 3D digital scanner. Experimental simulation software is the matlab7.0. 
We get 3d face data of 50 persons in CASIA library, after pretreatment and projection, we get range 
images finally. Each has 10 images, the former 5 using for traing and the last for test. 
5.1. Set parameters m and iteration time  
When nonzero number around data missing point is greater than m, we calculate the depth value using 
formula 1. Although the bigger the value of m is, the more accurate the depth value is, yet the distribution 
of the data missing point are mostly adjacent. Larger m will make nonzero number around data missing 
point always not greater than m, depth value of these points will be zero. The table below shows the 
relationship between the recognition rate using PCA and Hausdorff distance method, and the value of m.
Table 1. the relationship between the recognition rate and the value of m
    From this table, we set the value of m 2. And recognition rate decreased after m is  greater than 2.  
When iterative times raise, the recognition rate can be improved obviously, but the time also increase 
greatly. The table below shows the relationship between the recognition rate and the iterative times. 
Table 2. the relationship between the recognition rate and the iterative times 
iterative times recognition rate（%）
3 84 
5 88.8 
10 88.8 
20 88.8 
Obviously we choose iteration times 5. 
5.2. Set value of  k between  Cascade 
To make the face data in the training library, which can match the test data to the same person was not 
ruled out, we hope k is bigger, but k represents the calculated numbers of Hausdorff distance. So k 
generally takes compromise value. The table below shows the relationship between the recognition rate, 
the Rate2 that accordant face in the training library not be deleted and the value of k. 
Table 3. the relationship between recognition rate , rate2 and  k 
k Rate2(%) recognition rate (%) 
10 87.6 85.6 
20 90.4 88.8 
30 90.8 88.4 
40 91.6 88.4 
50 92.4 86.8 
m recognition rate（%）
1 77.2 
2 88.8 
3 77 
4 52 
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    From this table, we get almost highest recognition rate when the value of k is 20. The rate2 increased 
slowly from 20 to 50.And k represents the calculated numbers of Hausdorff distance. So we choose k 20. 
5.3. The analysis of experimental results 
For the different recognition rate with different face database, we also use the CAS-PEAL face 
database to compare. However, the way we preprocess the faces is different from that in reference 5. Here 
is the recognition rate using PCA, but with different preprocessing method, which is shown in the table 
below. The number of people we select is 5, 10, 20, 40. 
Table 4. Comparison of this paper and reference 5 
 Recognition rate using PCA method in reference 5
（%）
Recognition rate using PCA method in this 
paper（%）
400 face image 50.5 77.5 
200 face image 62 82 
100 face image 74 82 
50  face image 88 92 
For the better range image we obtained using iteration interpolation method in image preprocessing, 
the recognition rate in our experiment is better than that in reference 5 with the same face database and 
the same method of PCA . 
After using iteration interpolation method, then we use the method of PCA, Hausdorff distance and 
PCA+Hausdorff to recognize the face. The number of people is 50.The result is shown in table 5. 
Table 5. comparison of PCA , Hausdorff distance and PCA+Hausdorff 
method Recognition of Rank-1（%）
PCA 76.8 
Hausdorff distance 81.2 
PCA+Hausdorff distance 88.8 
6. Conclusion  
A method for 3D face recognition based on Cascade Classifier algorithm is proposed in this paper. By
using PCA method we extracted the whole features based on range image. Some human faces in database 
were ruled out through the nearest neighbor classifier according to the whole features. To the left faces,
we extracted spatial feature by using Hausdorff distance method and classified them. The result shows 
that this method can achieve a high recognition rate. The iterative interpolation method is adopted to 
obtain the better range image. Not only can we get an accurate range image, but also it can improve the 
final recognition rate greatly.
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