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Abstract
Given a group G and a set S ⊆ G of generators, set S−1 = {s−1 | s∈G} and S˜ = S ∪ S−1.
For g∈G, let l(g) denote the minimum length of any expression g = s1 : : : sd with si ∈ S˜. For
g; h∈G, set g ⊂ h if l(g) + l(g−1h) = l(h).
The paper is devoted to the study of the pairs (G; S) for which 1 ∈ S; S ∩ S−1 = S1 := {s∈
S | s2 = 1}, and the partial order ⊂ satis7es the following conditions:
(i) (G;⊂) is a semilattice; denote by g ∩ h the greatest lower bound w.r.t. the order ⊂ for
any pair (g; h) of elements of G,
(ii) g−1(g ∩ h) ⊂ g−1h for all g; h∈G, and
(iii) gh= hg is the least upper bound g∪ h w.r.t. ⊂ for the pair (g; h) whenever g∩ h= 1 and
there exists u∈G such that g ⊂ u and h ⊂ u.
It is shown that the pairs above are exactly those for which G admits the presentation G =
〈S; s2 = 1 for s∈ S1, and sts−1t−1 = 1 for those s; t ∈ S; s = t, for which the commuting relation
st = ts holds in G〉. Call partially commutative Artin–Coxeter groups the groups de7ned by
such presentations.
The pairs (G; S) above satisfy a “deletion condition” (D) analogous to the well-known deletion
condition for Coxeter groups. It is shown that the pairs (G; S) satisfying (D) have solvable word
problem, as is the case with usual Coxeter groups.
Normal forms for elements in partially commutative Artin–Coxeter groups are also described.
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0. Introduction
Given a group G and a set S ⊆ G of generators, set S−1 ={s−1 | s∈G} and S˜=S ∪
S−1. For g∈G, let l(g) denote the minimum length of any expression g= s1 : : : sd with
si ∈ S˜. In particular, l(1) = 0 and l(g−1) = l(g) for all g∈G. For g; h∈G, set g ⊂ h
if l(g) + l(g−1h) = l(h). The relation ⊂ is a partial order on G, called the canonical
order on (G; S). Note that the order ⊂ satis7es the following conditions:
(i) 1 ⊂ g for all g∈G, and
(ii) g ⊂ h and h ⊂ u imply u−1h ⊂ u−1g.
An ordered n-tuple (g1; : : : ; gn) of elements in G is said to be reduced (written
g1 : : : gn=g1•g2•· · ·•gn) if g1 : : : gi ⊂ g1 : : : gi+1 for i¡n, i.e. l(g1 : : : gn)=
∑n
i=1 l(gi).
For a pair (g; h) of elements in G for which the greatest lower bound (g.l.b.) w.r.t.
the order ⊂ exists, denote the g.l.b. for the pair (g; h) by g∩h. Note that g ⊂ h implies
g−1 ∩ g−1h= 1, however the converse
(iii) g ∩ h= 1 implies g−1 ⊂ g−1h
is, in general, not true. Assuming that g∩ h exists for all g; h∈G, it follows easily by
induction on l(g ∩ h) that (iii) is equivalent with the stronger condition
(iii)′ g−1(g ∩ h) ⊂ g−1h for all g; h∈G.
Recall that an order-tree is a poset (T;6) satisfying
(iv) there exists the g.l.b. x ∧ y w.r.t. 6 for any pair (x; y) of elements in T , and
(v) x6 z and y6 z imply either x6y or else y6 x.
It is well known [19] that the following assertions are equivalent for any pair (G; S)
consisting of a group G and a set S ⊆ G of generators of G:
(1) The group G is freely generated by S;
(2) The Cayley graph of (G; S) is a simplicial tree;
(3) S ∩ S−1 = ∅, and the canonical order ⊂ makes G an order-tree satisfying the
equivalent conditions (iii) and (iii)′.
The present paper, an improved version of the preprints [8], is devoted to the inves-
tigation of the pairs (G; S) for which 1 ∈ S; S ∩ S−1 = S1 := {s∈ S | s2 = 1}, and the
canonical order ⊂ satis7es a more general tree theoretic condition obtained by replacing
the very restrictive condition (v) above with the following weaker one:
(⊥) gh = hg is the least upper bound (l.u.b.) g ∪ h w.r.t. the order ⊂ for the pair
(g; h) whenever g ∩ h= 1 and there exists u∈G such that g ⊂ u and h ⊂ u.
It will be shown (see Theorem 2.4.1) that such pairs (G; S) are exactly those for
which the group G admits the presentation G= 〈S; s2 = 1 for s∈ S1, and sts−1t−1 = 1
for those s; t ∈ S; s = t, for which the commuting relation st = ts holds in G〉. Call
the groups G de7ned by such presentations partially commutative Artin–Coxeter
groups. The free groups, the free abelian groups, as well as the Coxeter groups
whose relations involve only commuting generators provide particular examples of such
groups.
As it is well known, in the last years various extensions of the Bass–Serre theory
[19] of actions on simplicial trees have been the subject of much investigation involv-
ing elementary algebraic and geometric considerations as well as more sophisticated
S) .A. Basarab / Journal of Pure and Applied Algebra 176 (2002) 1–25 3
techniques. The variety of topics and applications of the 7eld is well reHected in [17,2]
and the proceedings [1].
In a series of papers [3–7], the author introduced and investigated a more general
concept of tree, including distributive lattices, -trees where  is a lattice ordered
abelian group, and Tits buildings as special cases. The dual of the category of these
generalized trees is described in [5] using a suitable extension of Stone’s representation
theorem for distributive lattices, while in [9,10], the theory of generalized trees is
applied to the study of a class of groups called by the author discrete hyperbolic
arboreal groups, resp. to the investigation of the residue structures naturally associated
to PrKufer domains.
The methods and the results of the aforementioned papers will be suitably applied
too in the present paper to the study of the partially commutative Artin–Coxeter groups.
Quite recently the author learned that the general notion of tree investigated by
him in the papers above has been known for a long time under the name of median
algebra, mainly in the context of universal algebra (see, for instance, [20]). It seems
that median algebras are very little known amongst group theorists and only recently
attracted their interest. Let us mention here the work [18] where the median algebras
are used for an extended study of Dunwoody’s construction and Sageev’s theorem on
cubings.
There are two sections.
Section 1 begins (1.1.) with the de7nition of Artin–Coxeter groups, a natural ex-
tension of Coxeter groups as well as of Artin groups (cf. [12,15]). In Sections 1.2 and
1.3 natural versions of some equivalent axioms de7ning Coxeter groups are considered.
A slight extension of a theorem of Tits [21] is proved in Section 1.4 providing a so-
lution to the word problem for a class of groups called by the author weakly partially
commutative Artin–Coxeter groups. A more eNective version of this theorem is given
in 1.5 in the case of partially commutative Artin–Coxeter groups.
In Section 2 as well as in a forthcoming paper the stress will be put on the arboreal
structure of the groups considered in Section 1.
The outline of Section 2 is as follows. Section 2.1, having a preliminary char-
acter, collects for the convenience of the reader some basic notions and facts con-
cerning the median sets or generalized trees. For details the reader may consult the
works [5–7]. Section 2.2 is concerned with the median or arboreal groups, de7ned
as groups acting by translations on a given underlying median set. An equivalent or-
der theoretic description of median groups is provided by Proposition 2.2.1, and some
properties of the median groups satisfying the condition (⊥) above are studied. In
Section 2.3, having a more technical character, a monoid law on the unitary fold-
ings of a median group satisfying (⊥) is de7ned in order to use it later. Section
2.4 is devoted to the proof of the main result of the paper (Theorem 2.4.1) stating
that for a given group G with a set S ⊆ G of generators subject to 1 ∈ S and
S ∩ S−1 = {s∈ S | s2 = 1}, the necessary and suOcient condition for (G; S) to be a
partially commutative Artin–Coxeter group is that the canonical order ⊂ on (G; S)
makes G a median group satisfying (⊥). This result is a partial answer to the more
general problem of classifying the pairs (G; S) for which the canonical order ⊂ makes
G a median group. Finally, in Section 2.5, the techniques provided by Section 2.3
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are used for describing normal forms for arbitrary elements of a partially commutative
Artin–Coxeter group.
1. Section 1
1.1. De5nition of Artin–Coxeter groups
Given an index set S, by a generalized Coxeter matrix over S we mean a matrix
M =(ms; t)s; t∈S with ms;s ∈{1;∞} and ms; t =mt;s ∈N¿2∪{∞} for s = t. Such a matrix
M is completely determined by its associated labeled graph gr(M) whose vertices are
the elements of S, and whose edges are the pairs (s; s) with label ms;s =∞, and the
pairs (s; t) for s = t with label ms; t¿ 3.
By the Artin–Coxeter group associated to the matrix M we understand the group
WM given by the presentation
〈S; s2 = 1 for ms;s = 1; 〈st〉ms; t 〈ts〉−1ms; t = 1 for s = t; ms; t =∞〉;
where 〈st〉m denotes the alternating word sts : : : of length m.
The Coxeter groups correspond to matrices M with ms;s = 1 for all s∈ S, while the
Artin groups (cf. [12,15]) correspond to matrices M with ms;s =∞ for all s∈ S.
Given a matrix M as above, let PM = ( Pms; t)s; t∈S denote the Coxeter matrix with
Pms;s =1 for all s∈ S, and Pms; t =ms; t for s; t ∈ S; s = t. We get a canonical epimorphism
from WM onto the Coxeter group W PM . As it is well known that the canonical mapping
S → W PM is injective (cf. [11,13]), the index set S is identi7ed with a subset of WM
too. As for s; t ∈ S, the order of st in W PM is exactly Pms; t (cf. [11,13]), it follows
that for all s; t ∈ S; s = t, subject to ms; t¿ 3, and for arbitrary odd integers ai; bi; i =
1; : : : ; n¡ms; t the inequality sa1 tb1 : : : san tbn =1 holds in WM ; in particular, 〈st〉n = 〈ts〉n
for 26 n¡ms; t .
The group WM is said to be irreducible if it is nontrivial, i.e. S is nonempty, and
the graph gr(M) is connected. Thus, for any M , WM ∼=
∏
i∈I WMi , where the Mi’s are
the matrices corresponding to the components of the labeled graph gr(M).
We say that an Artin–Coxeter group WM is weakly partially commutative if ms; t
∈{2;∞} whenever s = t and either ms;s =∞ or else mt; t =∞. WM is called partially
commutative if ms; t ∈{2;∞} for s = t.
The class of (weakly) partially commutative Artin–Coxeter groups is closed under
direct and free products. Note that the Coxeter groups form a proper subclass of weakly
partially commutative Artin–Coxeter groups.
1.2. The cocycle condition
In this section we put in evidence a cohomological theoretic consequence of the
weakly partial commutativity as de7ned in Section 1.1. It will be shown later that this
condition which is a slight generalization of the “action condition” (A) from the theory
of Coxeter groups [13], as well as certain natural versions of other axioms de7ning
Coxeter groups, are in fact equivalent with the weakly partial commutativity.
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Given a group G and a set S ⊆ G of generators, let S1 := {s∈ S |s2 = 1}; S∞ := S −
S1; T := {gs := gsg−1 |s∈ S; g∈G}-the conjugacy class of S, T1 := {gs |s∈ S1; g∈G},
and T∞ :=T−T1. Let A1 :=F(T1)2 be the vector space over the two-element 7eld F2 with
basis T1, A∞ :=Z(T∞) be the free abelian group generated by T∞, and let A :=A1⊕A∞
denote the direct sum of the abelian groups A1 and A∞. The canonical action from the
left of G on T makes A a G-module with G-submodules A1 and A∞.
With G; S; A as above, the pair (G; S) is said to satisfy the cocycle condition (C)
if the canonical embedding of S into A extends (uniquely) to a 1-cocycle  : G →
A; g → g, i.e. gh = g + gh for g; h∈G, with s = s for s∈ S.
Remark. Assuming (G; S) satis7es (C); we get 1=0; whence 1 ∈ S; and g−1=−g−1g
for any g∈G; in particular; s−1 =−s for s∈ S; whence S ∩ S−1 = S1. As sn = ns for
s∈ S; n¿ 0; it follows that the elements of S∞ are of in7nite order.
1.2.1. Lemma. Assume (G; S) satis5es (C). Let S˜ := S ∪ S−1; and let lG; resp. lA;
denote the length function on (G; S); resp. on (A; T ).
(i) If g = s1 : : : sd is reduced in (G; S); with si ∈ S˜ ; then gi−1si = gj−1s−1j for 16 i¡
j6d; where gi = s1 : : : si; in particular; g0 = 1; gd = g.
(ii) lA ◦ = lG.
Proof. (i) Suppose there are indices i¡ j such that gi−1si = gj−1s−1j . We get gig
−1
i−1 =
gi−1si = gj−1s−1j = gj−1g
−1
j ; whence g = gi−1(g
−1
i−1gj)(g
−1
j g) = gi−1(g
−1
i gj−1)(g
−1
j g) =
s1 : : : sˆi : : : sˆj : : : sd; contrary to the assumption lG(g) = d.
(ii) Let g = s1 : : : sd be such that lG(g) = d. We get g =
∑d
i=1
gi−1si , whence
lA(g)6d since lA(gi−1si) = lA(si) = 1. Assuming lA(g)¡d, it follows that there
are indices i¡ j such that gi−1si +
gj−1sj = 0, whence
gi−1si = gj−1s−1j . By (i) we get
lG(g)¡d, i.e. a contradiction.
1.2.2. Corollary. Assuming (G; S) satis5es (C); let ⊂ denote the canonical order on
(G; S); as well as on (A; T ). For g; h∈G; g ⊂ h i9 g ⊂ h. In particular; the 1-cocycle
 : G → A is injective.
Proof. For g; h∈G we get g−1h = g−1 (h − g); whence lG(g−1h) = lA(h − g); since
lG=lA◦ by Lemma 1.2.1 and lA(ga)=lA(a) for all g∈G; a∈A. Consequently; g ⊂ h
iN g ⊂ h; as contended.
The next lemma provides an equivalent form of the condition (C).
1.2.3. Lemma. The following assertions are equivalent for a pair (G; S):
(i) (G; S) satis5es (C).
(ii) The mappings S×T1×F2 → T1×F2 and S×T∞×Z→ T∞×Z; sending (s; t; n)
to (st; n+ s; t); where
s; t =
{
1 if s= t;
0 otherwise
extend to actions of G on the sets T1 × F2 and T∞ × Z.
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Proof. Given a∈A; denote by a(t) the coeOcient of a in the decomposition of a; i.e.
a =
∑
t∈T a(t)t. It suOces to note that the necessary and suOcient condition for a
mapping " :G → A to be a 1-cocycle is that the correspondence (g; t; n) → (gt; n +
"(g−1)(t)) de7nes actions of G on the sets T1 × F2 and T∞ × Z.
As a consequence of the previous lemma we get
1.2.4. Corollary. Any weakly partially commutative Artin–Coxeter group (WM; S)
satis5es (C).
Proof. Condition (ii) of Lemma 1.2.3 is easily veri7ed taking into account the pre-
sentation of WM .
1.3. The deletion condition and equivalent forms
Let G be a group with a set S ⊆ G of generators such that 1 ∈ S and S ∩ S−1 =
S1 = {s∈ S | s2 = 1}. Let # : S˜ → Z denote the map given by
#(s) =


0 if s∈ S1;
1 if s∈ S∞;
−1 if s−1 ∈ S∞:
Let us consider the following versions of the deletion, exchange and folding condi-
tions, well known in the theory of Coxeter groups [11,13]:
(D) If g = s1 : : : sd with si ∈ S˜, and l(g)¡d, then there are indices i¡ j such that
g= s1 : : : sˆi : : : sˆj : : : sd and #(si) + #(sj) = 0;
(E) Given g∈G; s∈ S˜, and any reduced decomposition g= s1 : : : sd of g with si ∈ S˜,
either l(sg) = d + 1 or else there is an index i such that g = s−1s1 : : : sˆi : : : sd and
#(s) + #(si) = 0;
(F) Given g∈G and s; t ∈ S˜ such that l(sg)= l(gt)= l(g)+1, either l(sgt)= l(g)+2
or else sgt = g and #(s) + #(t) = 0.
1.3.1. Lemma. For G; S as above; the conditions (D)–(F) are equivalent.
Proof. (D) ⇒ (E): If l(sg)¡d + 1 then by (D) sg is equal to ss1 : : : sd with two
convenient letters deleted. As l(g) = d; we get sg = s1 : : : sˆi : : : sd and #(s) + #(si) = 0
for some index i.
(E) ⇒ (F): Take a reduced decomposition g = s1 : : : sd of g. By assumption the
word s1 : : : sdt is a reduced decomposition of gt. Applying (E) to s and gt, it follows
that either l(sgt) = d+ 2 or else we can change one of the letters u in s1 : : : sdt, with
#(u)+ #(s)= 0, for an s−1 in front. Now the letter u cannot be an si, since that would
contradict the assumption that l(sg) = d + 1, so u must be the 7nal t. Thus, sgt = g
and #(s) + #(t) = 0.
(F)⇒ (D): Suppose g=s1 : : : sd with d¿l(g). As 1 ∈ S we necessarily have d¿ 2.
We will show by induction on d that we can delete two convenient letters. If either
of the elements s1 : : : sd−1 or s2 : : : sd has length ¡d − 1, then we are done by the
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induction hypothesis. So assume they both have length d − 1 and let h = s2 : : : sd−1.
Then l(s1h) = l(hsd) = l(h) + 1 and l(s1hsd)¡l(h) + 2, so (F) implies s1hsd = h, i.e.
g= sˆ1s2 : : : sd−1sˆd, and #(s1) + #(sd) = 0.
1.3.2. Lemma. If (G; S) satis5es (C) then the equivalent conditions (D)–(F) are sat-
is5ed too.
Proof. The implication (C)⇒ (D) is immediate from the proof of Lemma 1.2.1.
The next lemmas are obvious.
1.3.3. Lemma. Assuming (G; S) satis5es (D); let S ′ ⊆ S; and let G′ denote the sub-
group generated by S ′. The pair (G′; S ′) satis5es (D) too.
1.3.4. Lemma. If (G; S) satis5es (D) and S has only one element then either G ∼= Z
or else G ∼= Z=2Z.
Let us consider now the case when S has two distinct elements.
1.3.5. Lemma. If (G; S) satis5es (D) and S = {s; t}; s = t; then G is isomorphic to
one of the following groups: the dihedral group D2m (26m6∞); the free group of
rank 2; the free product Z ∗ (Z=2Z); or a direct product Z× Z or Z× (Z=2Z).
Proof. Let m = ms; t denote the least natural number ¿ 2 for which 〈st〉m = 〈ts〉m; if
such number exists; and otherwise set m=∞. If s2 = t2 =1 then G ∼= D2m as it is well
known [11;13]. Next let us assume that at least one of generators; say s; is of in7nite
order; and let 〈s〉 ∼= Z and 〈t〉 be the subgroups of G generated; respectively; by s and t.
Obviously; 〈s〉 ∩ 〈t〉= {1}; by (D). In particular; G ∼= 〈s〉 × 〈t〉 for ms; t =2; i.e. st= ts.
Finally; assuming st = ts; let G˜ denote the free product 〈s〉 ∗ 〈t〉; and let p : G˜ → G be
the canonical epimorphism. Let l˜; resp. l; denote the length function on (G˜; S); resp.
(G; S). To conclude that p is an isomorphism we proceed in two steps as follows.
(1) Given g; h∈ G˜ such that p(g)=p(h) and l˜(g)= l˜(h)= l(p(g))=d, we show by
induction on d that g= h. As the cases d=0; 1 are trivial, we may assume d¿ 2. Let
g=s1 : : : sd and h=t1 : : : td be such that p(g)=p(h) and l(p(g))=d, however, g = h. By
the induction hypothesis we get s1 = t1. Applying the exchange condition (E) to t−11 and
g it follows that p(g)=p(t1s1 : : : sˆi : : : sd) and #(t1)= #(si) for some index i. Assuming
i =d, we can simplify by si+1 : : : sd getting p(s1 : : : si)=p(t1s1 : : : si−1). As l˜(s1 : : : si)=
l(p(s1 : : : si)) = i¡d it follows by the induction hypothesis that s1 : : : si = t1s1 : : : si−1,
whence s1 = t1, a contradiction. Consequently, p(g) =p(t1s1 : : : sd−1) =p(t1 : : : td) and
#(t1) = #(sd), whence p(s1 : : : sd−1) = p(t2 : : : td) of length d − 1¡d. Again by the
induction hypothesis, we get h= t1s1 : : : sd−1 = g. Applying the same argument to s−11
and h we get g= s1t1s1 : : : sd−2 and #(s1) = #(sd−1). Thus, by repeatedly applying the
exchange condition (E), it follows that g= 〈s1t1〉d; h= 〈t1s1〉d, and #(s1) = #(t1) for d
odd. As the inequality st = ts holds in G by assumption, we necessarily have d¿ 3.
We distinguish the following two cases:
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(1.1) d = 2k + 1¿ 3. As #(s1)= #(t1) we may assume without loss that s1 = s and
t1 = t; in particular, t is of in7nite order too. Let g′ = s−1gt−1 = (ts)k t−1 and h′ =
s−1ht−1=s−1(ts)k . Since g′ = h′ and p(g′)=p(h′), the assumption l(p(g′))=l(g′)=d
would imply with the argument above that the identity (ts)k t−1 = (ts−1)k t holds in G˜,
i.e. a contradiction. Consequently, l(p(g′))¡d, whence by (D) applied to g′=(ts)k t−1,
there is i¡ k such that p(g′) = p((ts)is(ts)k−1−i) or else p(g′) = p((ts)it(ts)k−1−i).
It follows that either p((ts)k−i) = p((st)k−i) or else p((ts)k−i) = p(t(ts)k−i−1t). As
l˜((ts)k−i)= l(p((ts)k−i))= 2(k − i)¡d, the induction hypothesis implies that either of
the identities (ts)k−i = (st)k−i or (ts)k−i = t(ts)k−i−1t holds in G˜, i.e. a contradiction.
(1.2) d = 2k¿ 4. We may assume that s1 = s and t1 = t, where ∈{1;−1}.
Let g′ = s−1gs−1 = (ts)k−1ts−1 and h′ = s−1hs−1 = s−1(ts)k−1t. As g′ = h′ and
p(g′) =p(h′), the assumption l(p(g′)) = d would imply that (ts)k−1ts−1 = (ts−1)k ,
a contradiction. Thus, l(p(g′))¡d, and hence by (D) there is i¡ k such that ei-
ther p(g′) = p((ts)it(ts)k−i−2t) or else t is of in7nite order,  = 1, and p(g′) =
p((ts)is(ts)k−i−2t), getting again a contradiction as in the case 1.1.
(2) Given g∈ G˜, we show by induction on d= l˜(g) that l˜(g)=l(p(g)). As the cases
d=0; 1 are trivial we may assume d¿ 2. Assume g=s1 : : : sd, and let h=s2 : : : sd−1. By
the induction hypothesis we get l˜(h)=l(p(h))=d−2; l˜(s1h)=l(p(s1h))=l(p(hsd))=
l˜(hsd) = d − 1. Assuming l(p(g))¡l˜(g) = d, it follows by (F) that p(g) = p(h).
Thus, p(s1h) = p(hs−1d ), whence s1h = hs
−1
d by (1). Consequently g = h, contrary to
l(h) = d− 2¡d= l(g). Thus, we necessarily have l˜(g) = l(p(g)), as contended.
1.4. The word problem for groups satisfying the deletion condition
Let G be a group and S ⊆ G a set of generators such that 1 ∈ S and S ∩S−1 =S1 =
{s∈ S | s2 =1}. Assuming (G; S) satis7es the deletion condition (D) we will show that
(D) leads to a simple solution to the word problem for (G; S): given two words over
S˜ = S ∪ S−1, decide whether they represent the same element of G.
For s∈ S let ms;s denote the order of s2, while for s; t ∈ S; s = t, let ms; t = mt;s
be the least natural number m¿ 2 for which the identity 〈st〉m = 〈ts〉m holds in G,
if such an m exists, and otherwise set by convention ms; t =∞. By Lemmas 1.3.3–
1.3.5, ms;s ∈{1;∞} and ms; t ∈{2;∞} for s = t with either s or t of in7nite order. In
particular, for s; t ∈ S; s = t, and ); *∈{1;−1}; ms); t* :=ms; t is the least m¿ 2 for which
〈s)t*〉m = 〈t*s)〉m. Call M = (ms; t)s; t∈S , the generalized Coxeter matrix associated to
(G; S).
By an elementary M -operation on a word over the alphabet S˜ we mean an operation
of the following two types:
(I) Delete a subword of the form ss−1 with s∈ S˜ (in particular the deletion of a
subword of the form ss where s∈ S1 is an elementary operation of type I);
(II) Given s; t ∈ S˜ with s = t±1 and m=ms; t =∞, replace an alternating subword 〈st〉m
by the alternating word 〈ts〉m.
Call a word over S˜ M -reduced if it cannot be shortened by any 7nite sequence of
elementary M -operations. Obviously, one can eNectively enumerate all possible words
obtainable from a given one by elementary M -operations. In particular, one can decide
S) .A. Basarab / Journal of Pure and Applied Algebra 176 (2002) 1–25 9
whether a given word is M -reduced. Similarly, one can decide whether a word s can
be converted to a given word t by means of elementary M -operations. Consequently,
the following slight extension of a theorem of Tits [21,13] solves the word problem
when the deletion condition (D) holds:
1.4.1. Theorem. Assume that (G; S) satis5es (D).
(i) If the words s and t are reduced for (G; S) then they represent the same element
of G i9 s can be converted to t by the application of elementary M -operations
of type II.
(ii) A given word over S˜ is reduced for (G; S) i9 it is M -reduced.
Proof. (i) Assume s= s1 : : : sd and t= t1 : : : td are reduced words for (G; S). Obviously;
they represent the same element of G whenever s can be converted to t by the appli-
cation of elementary M -operations of type II. Conversely; assuming they represent the
same element g∈G; we will show by induction on d= l(g) that s can be transformed
to t by M -operations of type II. Set s = s1; and t = t1. If s = t then we are done
by the induction hypothesis; so we may assume s = t and d¿ 2. We will show that
m=ms; t6d and g admits a third reduced decomposition u starting with the alternating
word 〈st〉m; in particular; s = t−1 too. Assuming that for the moment; let u′ be the word
obtained from u by replacing the initial segment of length m by the word 〈ts〉m. We
can get from s to t by s → u → u′ → t; where the 7rst and third arrows are given by
the induction hypothesis; while the second one is an M -operation of type II.
It remains, then, to prove the 7niteness of m and the existence of u. We do this by
repeatedly applying the exchange condition (E): since g admits a reduced decompo-
sition starting with t, we can 7nd one by exchanging a convenient letter in ss2 : : : sd
for a t in front. Now the letter exchanged for t cannot be the initial s, since we could
then cancel s2 : : : sd and conclude that s = t. So it is must be one of the others, and
we obtain a reduced decomposition of g starting with ts. If m= 2, we are done since
ts can be replaced by st, so we may assume m¿ 3. Consequently, s2 = t2 = 1, and so
we may continue as in [21,13] to complete the proof of (i).
(ii) The nontrivial implication to prove is that if s= s1 : : : sd is not reduced in (G; S)
then it can be shortened by M -operations. We proceed by induction on d. Obviously,
d¿ 2. If either of the subwords s1 : : : sd−1 or s2 : : : sd are not reduced in (G; S) then
we are done by the induction hypothesis. Thus, we may assume that the words above
are reduced in (G; S), whence the word s2 : : : sd−1 is reduced too. By (F) the word
v := s2 : : : sd−1s−1d is reduced in (G; S) and represents the same element as the reduced
word u := s1 : : : sd−1. By (i) we can convert u to v by elementary M -operations, so
we can transform s to the word s2 : : : sd−1s−1d sd. But this can then be reduced to
t := s2 : : : sd−1 by an elementary M -operation of type I.
1.4.2. Corollary. The following assertions are equivalent for a given pair (G; S):
(i) (G; S) is a weakly partially commutative Artin–Coxeter group.
(ii) (G; S) satis5es the cocycle condition (C).
(iii) 1 ∈ S; S∩S−1=S1 := {s∈ S |s2=1} and (G; S) satis5es the equivalent conditions
(D)–(F).
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Proof. Thanks to Corollary 1.2.4; the remark from 1.2 and Lemmas 1.3.1 and 1.3.2; it
remains only to show that (iii) implies (i). Assuming (iii); let M = (ms; t)s; t∈S denote
the generalized Coxeter matrix associated to (G; S); and let WM be the weakly partially
commutative Artin–Coxeter group de7ned by M . We have to show that the canonical
epimorphism p : WM → G is an isomorphism. According to Theorem 1.4.1; an element
w∈ ker(p) can be represented by a word over S˜ which is reducible to the empty word
by elementary M -operations. But M -operations do not change the element of WM
represented by a given word; so w = 1.
1.4.3. Corollary. Assuming (G = WM; S) is a weakly partially commutative Artin–
Coxeter group; the submonoid G+ generated by S admits the presentation 〈S; s2 = 1
for s∈ S with ms;s = 1; and 〈st〉m = 〈ts〉m for s; t ∈ S; s = t; with m= ms; t =∞〉.
Proof. Let G˜
+
denote the monoid de7ned by the presentation above; and let p : G˜
+ →
G be the canonical morphism whose image is the monoid G+. Let l˜; resp. l; denote
the length function on (G˜
+
; S); resp. (G; S). First; let us show that l ◦ p = l˜. Let
w = s1 : : : sd ∈ G˜+ be such that l˜(w) = d. If l(p(w))¡d it follows by Theorem 1.4.1
that the word s1 : : : sd can be converted to a shorter one by the application of elementary
M -operations. Since these operations involving only some of the letters si ∈ S do not
change the element w of G˜
+
we get l˜(w)¡d; contrary to our assumption.
Finally, to conclude that p is injective, let u; v∈ G˜+ be such that p(u)=p(v), and let
u and v denote words over the alphabet S representing u, resp. v, and having the length
d = l(p(u)) = l˜(u) = l˜(v). Again by Theorem 1.4.1, the word u can be transformed
to v by the application of elementary M -operations of type II. But these operations
involving only letters of S do not change the element of G˜
+
represented by a given
word over S, so u= v, as contended.
1.5. The word problem for partially commutative Artin–Coxeter groups
In this section we will apply the results of Section 1.4 to the special case of par-
tially commutative Artin–Coxeter groups putting in evidence stronger versions of the
conditions (D)–(F) and a more eNective form of Theorem 1.4.1.
In the following G will denote a group with S ⊆ G a set of generators and relations
of the form s2 = 1 for some of the elements s∈ S, and sts−1t−1 = 1 for some of the
pairs (s; t)∈ S × S; s = t.
1.5.1. Lemma. The necessary and su>cient condition for a given word s = s1 : : : sd
over S˜ = S ∪ S−1 to be reduced in (G; S) is that for any pair (i; j) of indices such
that i¡ j and sj = s−1i there is an index k such that i¡ k ¡j and sisk = sksi.
Proof. Immediate by Theorem 1.4.1 since the property above is preserved by an ele-
mentary M -operation of type II: st → ts.
Thus, in the case of partially commutative Artin–Coxeter groups, the equivalent
conditions (D)–(F) are replaced by the following stronger versions:
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(D′) If g= s1 : : : sd with si ∈ S˜, and l(g)¡d, then there are indices i¡ j such that
sj = s−1i and sisk = sksi for i¡ k ¡j;
(E′) Given g∈G; s∈ S˜, and any reduced decomposition g=s1 : : : sd of g, with si ∈ S˜,
either l(sg)=d+1 or else there is an index i such that si= s−1 and ssj = sjs for j¡ i;
(F′) Given g∈G and s; t ∈ S˜ such that l(sg)=l(gt)=l(g)+1, either l(sgt)=l(g)+2
or else t = s−1 and sg= gs.
Let us also mention the following useful lemma.
1.5.2. Lemma. Let si ∈ S˜ ; i=1; : : : ; d+1; be such that the words s1 : : : sd and s2 : : : sd+1
are reduced decompositions for the same element g of G. Then s1=sd+1 and s1si=sis1
for i6d.
Proof. We argue by induction on d. Applying (E′) to s2 : : : sd+1 and s−11 it follows
that there is 26 i6d+ 1 such that si = s1 and s1sj = sjs1 for 26 j6 i. If i = d+ 1
we have nothing to prove; so we may assume i6d. We get g= s1 : : : sd = s2 : : : sd+1 =
s1 : : : sˆi : : : sd+1; and hence the reduced words si : : : sd and si+1 : : : sd+1 of length less than
d represent the same element of G. Consequently; by the induction hypothesis we get
si = sd+1 and sisk = sksi for i6 k6d. Putting together the facts above it follows that
s1 = sd+1 and s1sj = sjs1 for j6d.
We end this section with a more eNective form of Theorem 1.4.1 (i) in the case of
partially commutative Artin–Coxeter groups (G; S).
Given d¿ 1, let ,d denote the symmetric group with the set of generators Sd
consisting of the transpositions -i = (i; i+ 1); i= 1; : : : d− 1. The conjugacy class Td
of Sd consisting of all transpositions of ,d is identi7ed with the set of ordered pairs
(i; j) where 16 i¡ j6d, on which ,d acts canonically from the left according to the
rule
.(i; j) =
{
(.(i); .(j)) if .(i)¡.(j);
(.(j); .(i)) otherwise:
The action above extends to an action on the vector space Vd=FTd2 over the two-element
7eld F2 with base Td, canonically identi7ed with the power set of Td. As (,d;Sd) is
a Coxeter group, the embedding Sd → Vd extends uniquely to an injective 1-cocycle
R : ,d → Vd; . → R. := {(i; j)∈Td |.−1(j)¡.−1(i)} which plays a basic role in
the study of Artin’s braid groups (see for instance [16]).
On the other hand, the group ,d acts from the left on the words of length d over
the alphabet S˜ = S ∪ S−1, according to the rule: (.; s = s1 : : : sd) → .s = t1 : : : td,
where ti = s.−1(i). For .∈,d; s= s1 : : : sd, let R.;s denote the subset of R. consisting
of the pairs (i; j) for which s.−1(i) = s.−1( j) and the commuting relation s.−1(i)s.−1( j) =
s.−1( j)s.−1(i) holds in G. We get the derived cocycle identity R.1;s = R.;1s + .R1;s,
whence, setting 1= .−1, it follows that R.−1 ;s = .
−1
R.;.−1 s.
1.5.3. Proposition. Let s = s1 : : : sd; where si ∈ S˜ ; be a reduced decomposition of a
given element g∈G. The map .∈,d → .s induces by restriction a bijection of the
subset ,d;s := {.∈,d |R.;s = R.} onto the set of reduced decompositions of g.
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Proof. First let us show that the map . → .s is injective on ,d;s. Assuming that
.; 1∈,d;s satisfy .s= 1s; it follows that R.−11;s =R.−1 ; 1s + .−1R1;s = .−1 (R.;s +R1;s)=
.−1 (R. + R1) = R.−11 i.e. .−11∈,d;s; so it suOces to show that . = 1 whenever
.∈,d;s satis7es the identity .s = s. Assuming 1 = .∈,d;s; let 16 j6d be such
that .(j) = j. Supposing .k(j)¡.k+1(j) for all k¿ 0; we get j¡.n(j) = j; where
n¿ 2 is the order of .; i.e. a contradiction. Similarly; we get a contradiction if we
assume that .k+1(j)¡.k(j) for all k¿ 0. Consequently; there exists 16 i6d such
that either (i; .−1(i))∈R. or else (.−1(i); i)∈R.. Since R. = R.;s by assumption; we
get s.−1(i) = s.−2(i); whence .s = s as contended.
Next let us show that .s is a reduced decomposition of g for any .∈,d;s. We argue
by induction on l(.)(=|R.|, cf. Lemma 1.2.1), where l denotes here the length function
on (,d;Sd). Assuming .=-i1 is a reduced decomposition of ., i.e. l(.)=l(1)+1, we
get R.=R.;s=R-i;1s+
-iR1;s, whence l(.)= |R.;s|6 |R-i;1s|+ |R1;s|6 l(-i)+ l(1)= l(.),
and hence R1;s = R1 and R-i;1s = R-i , i.e. 1∈,d;s and -i ∈,d;1s. As l(1)¡l(.), it
follows by the induction hypothesis that 1s is a reduced decomposition of g, whence
.s = -i(1s) is a reduced decomposition of g too, since R-i;1s = R-i = {(i; i + 1)}.
Finally, let us show that for any reduced decomposition t= t1 : : : td of g there exists
.∈,d;s such that t=.s. We proceed by induction on the length d=l(g) of g in (G; S).
If s1 = t1 then we are done by the induction hypothesis applied to h= s2 : : : sd= t2 : : : td
of length d − 1, so let us assume s1 = t1. By (E′) we get a reduced decomposition
u = u1 : : : ud of g with u1 = s1; u2 = t1; s1t1 = t1s1. By the induction hypothesis there
exist .∈,d;s and 1∈,d;-1u such that u = .s and t = 1(-1u), whence t = 1-1.s, and
R1-1.;s = R1;-1u +
1R-1 ;u +
1-1R.;s = R1 + 1R-1 +
1-1R. = R1-1., i.e. 1-1.∈,d;s.
2. Section 2
2.1. Preliminaries on median sets (generalized trees)
By a median set or generalized tree we mean a set X together with a ternary
operation Y , called median, satisfying the following equational axioms:
(i) Symmetry: Y (x; y; z) = Y (y; x; z) = Y (x; z; y),
(ii) Absorptive law: Y (x; y; x) = x, and
(iii) Self-distributive law: Y (Y (x; y; z); u; v) = Y (Y (x; u; v); y; Y (z; u; v)).
In particular, for any a∈X the binary operation (x; y) → x∨
a
y :=Y (x; a; y) makes X a
semilattice, with the partial order x6
a
y iN Y (x; a; y) = y, and the last element a.
The median sets form a category with naturally de7ned morphisms.
By a median subset of X we understand any subset I of X which is closed under
the median Y . A subset I of X is called convex if the following stronger condition
is satis7ed: for all x; y; z ∈X; Y (x; y; z)∈ I whenever x∈ I and y∈ I . As the intersec-
tion of any family of convex subsets is convex too, we may speak on the convex
closure of (or the convex subset generated by) a subset A of the median set X and
denote it by [A]X , with the subscript X usually omitted. Note that [∅] = ∅; [{a}] =
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{a} for a∈X , and [a; b] := [{a; b}] = {Y (a; b; x) |x∈X } = {x∈X |Y (a; b; x) = x}
for a; b∈X .
By a cell of a median set X we mean a convex subset of the form [a; b] with a; b∈X .
Given a cell C of X , any a∈X for which there exists b∈X such that C = [a; b] is
called an end of the cell C. The (nonempty) subset of all ends of a cell C, denoted
by @C, is called the boundary of C. The boundary @C of a cell C is a median subset
of C, and there is a canonical automorphism @ of the median set @C such that
C = [a;@a] and @@a = a for any a∈ @C. For a given a∈ @C, the cell C becomes
a distributive lattice w.r.t. the order 6
a
, with the lattice operations ∨
a
and ∨
@a
, the last
element a, and the least element @a. The boundary @C is identi7ed with the boolean
subalgebra of the distributive lattice (C;6
a
) consisting of those elements which have
(unique) complements. A median set X is said to be locally boolean if any cell C of
X coincides with its boundary @C.
Note that for a; b; c∈X; [a; b]∩ [a; c] = [a; b ∨ c
a
]; [a; b]∩ [b; c]∩ [c; a] = {Y (a; b; c)},
and c∈ [a; b] iN [a; c]∩ [b; c]={c}. For 7nite subsets A and B of X , the convex subset
[A] ∩ [B] is either empty or else the 7nitely generated convex subset [{∨
a
B |a∈A}] =
[{∨
b
A |b∈B}] (cf. [6, Lemma 2.9]), where ∨
a
B denotes the l.u.b. for the 7nite set B
w.r.t. the order 6
a
. In particular, for a; b; c; d∈X; [a; b] ∩ [c; d] is either empty or else
the cell [a∨
c
b; a∨
d
b] = [c∨
a
d; c∨
b
d].
A convex subset P of a median set X is said to be prime if its complement X −P is
a convex subset too. Thus, the set SpecX of prime convex subsets of X is closed under
the involution P → X−P, and contains the empty set ∅ as well as the whole X . For any
subset A of X , set U (A) = {P ∈ SpecX |P ∩ A= ∅} and V (A) = {P ∈ SpecX |A ⊆ P}.
According to [5, Theorem 5.2.1], for A; B ⊆ X; V (A) ∩ U (B) = ∅ iN [A] ∩ [B] = ∅;
in particular, [A] =
⋂
P∈V (A) P. Consequently, the variety (equational class) of median
sets is generated by the two-element median set 2. In fact, any non-empty median
set X is canonically embeddable as a subdirect product into the power median set
2SpecX−{∅;X}. According to [5, Theorem 6.4], the correspondence X → SpecX yields
a duality between the category of median sets and a category of spectral (coherent)
spaces with a suitable additional structure.
A median set X is said to be locally linear if the following equivalent conditions
(cf. [5–7]) are satis7ed:
(i) any cell of X has at most two ends;
(ii) for a; b; c∈X , the cell [a; b] is the set-theoretic union of the cells [a; c] and [b; c]
whenever c∈ [a; b];
(iii) for a; b∈X , the restriction of the order 6
b
on the cell [a; b] is total (linear) with
the least element a and the last element b;
(iv) for P;Q∈ SpecX such that P∩Q = ∅ and P∪Q =X , either P ⊆ Q or else Q ⊆ P.
The cells of a locally linear median set are usually called closed segments.
One of the most useful notion in the theory of median sets is that of folding or
retraction, i.e. a mapping ’ : X → X satisfying ’(Y (x; y; z)) = Y (’(x); y; ’(z)) for
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all x; y; z ∈X . One checks easily that a mapping ’ : X → X is a folding iN ’ is an
idempotent endomorphism of the median set X and the image ’(X ) is a convex subset
of X . Moreover, according to [7, Proposition 7.3], given a nonempty median set X ,
the mapping ’ → ’(X ) maps bijectively the set Fold(X ) of foldings of X onto the
set of nonempty convex subsets I of X satisfying the following equivalent conditions:
(i) I is retractible, i.e. there is a (unique) median set retract p : X → I of the
median set embedding I → X ;
(ii) for some (for all) a∈ I; I ∩ [a; x] is a cell for any x∈X ;
(iii) for any x∈X , there exists the l.u.b. ∨
x
I for I w.r.t. the order 6
x
and ∨
x
I ∈ I .
Given a median set X; Fold(X ) has a natural structure of monoid under composition
with the identical folding 1X as neutral element and also a structure of median set
given by (Y (’1; ’2; ’3))(x) = Y (’1(x); ’2(x); ’3(x)) for ’i ∈Fold(X ); i = 1; 2; 3, and
x∈X ; moreover, the injective mapping X → Fold(X ) sending a∈X to the constant
folding x → a, identi7es X with a median subset of Fold(X ).
A median set is said to be simplicial or discrete if any cell has 7nitely many
elements. Moreover, any 7nitely generated convex subset of a simplicial median set is
7nite. To a simplicial median set X one assigns an integer-valued “distance” function
d : X ×X → Z¿0, where for x; y∈X; d(x; y) is the length of some (of any) maximal
chain in the 7nite distributive lattice ([x; y];6
y
). With respect to d, X becomes a
Z-metric space such that for all x; y∈X; [x; y] = {z ∈X |d(x; z) + d(z; y) = d(x; y)},
and the mapping [x; y]→ [0; d(x; y)]; z → d(x; z), induced by d, is onto. In particular,
d(x; y) = d(u; v) whenever [x; y] = [u; v], so we may speak on the “diameter” of any
cell of X . Note also that for x; y; z ∈X; d(x; y∨
x
z) = 12 (d(x; y) + d(x; z)− d(y; z)).
The customary simplicial trees (i.e. acyclic connected graphs) are identi7ed with
the simplicial median sets X which are locally linear too, i.e. for all x; y∈X , the
map [x; y] → [0; d(x; y)] induced by d is bijective. Indeed, given a simplicial tree T ,
the set V (T ) of the vertices of T has a canonical structure of median set, where the
median Y (x; y; z) of any triple (x; y; z) is the unique vertex lying on the geodesics
connecting any two of the vertices x; y; z of T . Conversely, to a simplicial locally
linear median set X one assigns a simplicial tree with X as set of vertices and the set
{(x; y)∈X × X |d(x; y) = 1} as set of edges.
Note also that any non-empty convex subset I of a simplicial median set X is
retractible, inducing the folding ’I : X → X; x → ∨
x
I , whose image is I .
2.2. Median (arboreal) groups: de5nition and basic properties
By a median (or arboreal) group, we understand a group G together with a ternary
operation Y making G a median set on which the group G acts canonically from the
left, i.e. uY (x; y; z) = Y (ux; uy; uz) for all x; y; z; u∈G.
Given a median group G, let ⊂ denote the opposite of the partial order 6
1
, i.e.
x ⊂ y iN x∈ [1; y]. The order ⊂ makes G a semilattice with x ∩ y= x∨
1
y= Y (x; 1; y),
and the neutral element 1 as the least element. Note that z ∈ [x; y] iN x−1z ⊂ x−1y,
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and Y (x; y; z) = x(x−1y ∩ x−1z) = y(y−1x ∩ y−1z) = z(z−1x ∩ z−1y) for x; y; z ∈G. In
particular, x∩y is the unique element z of G satisfying z ⊂ x; z ⊂ y and x−1z ⊂ x−1y.
The next statement provides an equivalent order-theoretic description of median
groups.
2.2.1. Proposition. Given a group G; the mapping assigning to a ternary operation Y
on G the binary operation ∩; given by x ∩ y= Y (x; 1; y); maps bijectively the median
group structures on G onto the binary laws ∩ satisfying
(i) (G;∩) is a semilattice; set x ⊂ y i9 x ∩ y = x;
(ii) 1 ⊂ x for all x∈G;
(iii) x ⊂ y and y ⊂ z imply z−1y ⊂ z−1x; and
(iv) x−1(x ∩ y) ⊂ x−1y for all x; y∈G.
Proof. Given a ternary operation Y on G making G a median group; its associated
binary operation ∩ satis7es obviously the conditions (i)–(iv) above.
Conversely, let ∩ denote a binary operation on G satisfying the conditions (i)–(iv).
To show that ∩ induces a median set structure on G, we proceed step by step as
follows:
(1) First note that, assuming (i) and (ii), (iii) is equivalent with
(iii)′ z(z−1x∩z−1y) is the l.u.b. x∪y for the pair (x; y) w.r.t. the order ⊂ whenever
x ⊂ z and y ⊂ z.
One implication is trivial. Conversely, assuming x ⊂ z and y ⊂ z, and setting
u = z(z−1x ∩ z−1y), it follows by (i)–(iii) that z−1x ∩ z−1y ⊂ z−1x ⊂ z−1, whence
x ⊂ u by (iii) again. Similarly, we get y ⊂ u, so it remains to check that u ⊂ v
whenever x ⊂ v and y ⊂ v. Without loss we may assume that v ⊂ z, whence z−1v ⊂
z−1x ∩ z−1y ⊂ z−1 by (iii) and hence u ⊂ v by (iii) again.
Thus for all z ∈G, the subset {x∈G | x ⊂ z} of G becomes a bounded lattice with
the g.l.b. x ∩ y and the l.u.b. x ∪ y= z(z−1x ∩ z−1y) for any pair (x; y) of elements of
the subset above.
(2) For x; y∈G, set [x; y] = {z ∈G | x−1z ⊂ x−1y}. By (ii) and (iii) it follows that
[x; y] = [y; x], and u[x; y] = {uz | z ∈ [x; y]}= [ux; uy] for all u∈G.
(3) For x; y∈G; x ∩ y is the unique element of G belonging to the intersection
[1; x] ∩ [1; y] ∩ [x; y]. Indeed, x ∩ y belongs to the intersection above, according to (i)
and (iv). Assuming z ∈ [1; x]∩ [1; y]∩ [x; y], we get z ⊂ x ∩ y by (i). As x ∩ y ⊂ x, it
follows by (iii) that x−1(x ∩ y) ⊂ x−1z. Since z ∈ [x; y], i.e. x−1z ⊂ x−1y, it follows
by (iii) again that x ∩ y ⊂ z, whence z = x ∩ y, as contended.
(4) From (2) and (3) it follows that for all x; y; z ∈G, the intersection [x; y]∩ [y; z]∩
[z; x] has only one element, namely Y (x; y; z) := x(x−1y ∩ x−1z) = y(y−1x ∩ y−1z) =
z(z−1x∩ z−1y), and [x; y]∩ [x; z]= [x; Y (x; y; z)]. In particular, x−1y∩ x−1 = x−1(x∩y)
for all x; y∈G.
Thus, the induced ternary operation Y is symmetrical, satis7es the absorptive law
and is compatible with the action from the left of G, so it remains to verify that Y
satis7es the self-distributive law to get the required arboreal structure on G.
(5) According to (1) and (4), Y (x; y; z) is the l.u.b. x ∪ y for the pair (x; y) w.r.t.
the order ⊂ whenever x ⊂ z and y ⊂ z.
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(6) For x; y; z ∈G, the l.u.b. (x ∩ z) ∪ (y ∩ z) for the pair (x ∩ z; y ∩ z), bounded
above by z w.r.t. the order ⊂, equals Y (x; y; z) ∩ z. Indeed, by (1), (4) and (5),
(x ∩ z) ∪ (y ∩ z)= z((z−1(x∩ z)) ∩ (z−1(y ∩ z)))= z(z−1x ∩ z−1y ∩ z−1)= z(z−1x ∩
z−1y) ∩ z = Y (x; y; z) ∩ z.
In particular, Y (x; y; z) is an upper bound for the triple (x ∩ y; y ∩ z; z ∩ x), whence
its l.u.b. exists by (1). Moreover, setting u= Y (x; y; z), it follows from the discussion
above that (x ∩ y) ∪ (y ∩ z) ∪ (z ∩ x) = (u ∩ x) ∪ (u ∩ y) = Y (x; y; u) ∩ u = u, since
Y (x; y; u)∈ [x; y] ∩ [x; u] ∩ [y; u] = [x; y] ∩ [x; z] ∩ [y; z] = {u}. Thus, Y (x; y; z) is the
l.u.b. for the triple (x ∩ y; y ∩ z; z ∩ x).
(7) Let us show that for all u∈G, the bounded lattice [1; u] is distributive, i.e.
(x∪y)∩ z ⊂ (x∩ z)∪ (y∩ z) for x; y; z ∈ [1; u]. According to (5) and (6), it suOces to
show that Y (x; y; u)∩ z ⊂ Y (x; y; z). As (z−1x∩z−1y)∩ z−1⊂Y (z−1x; z−1y; z−1u)∩ z−1
⊂ z−1 by (6), it follows by (iii) that Y (x; y; u) ∩ z ⊂ Y (x; y; z) ∩ z, as required.
(8) As the ternary operation Y is compatible with the action from the left of G, it
suOces to show that Y (x; y; z) ∩ u= Y (x ∩ u; y ∩ u; z) for all x; y; z; u∈G, to conclude
that the ternary operation Y satis7es the self-distributive law. Setting v = Y (x; y; z), it
follows by (6) and (7) that Y (x; y; z)∩ u= v ∩ (v ∩ u) = ((v ∩ z)∪ (x ∩ y))∩ (v ∩ u) =
(v∩ z∩u)∪ (x∩y∩u)= ((v∩ z)∩ (z∩u))∪ (x∩y∩u)= (((x∩ z)∪ (y∩ z))∩ (z∩u))∪
(x ∩ y ∩ u) = (x ∩ z ∩ u) ∪ (y ∩ z ∩ u) ∪ (x ∩ y ∩ u) = Y (x ∩ u; y ∩ u; z), as contended.
Obviously, the correspondence above is bijective.
In a median group G, an ordered n-tuple (x1; : : : ; xn)∈Gn, n¿ 2, is said to be
reduced (written x1 : : : xn = x1 • x2 • : : : • xn) if x1 : : : xi ⊂ x1 : : : xi+1 for i¡n, i.e.
x−1i : : : x
−1
1 ∩ xi+1 = 1 for i¡n. In particular, an ordered pair (x; y)∈G2 is reduced iN
x ⊂ xy iN x−1 ∩ y=1. One checks easily that (x1; : : : ; xn) is reduced iN (x−1n ; : : : ; x−11 )
is reduced, and for all x; y∈G; x ∩ y is the unique element z of G satisfying x = z •
(z−1x); y = z • (z−1y) and x−1y = (x−1z) • (z−1y). Note also that for reduced pairs
(x; y) and (x; z), xy ∩ xz = x(y ∩ z), in particular, xy ⊂ xz iN y ⊂ z. In other words,
x−1y ∩ x−1z = x−1(y ∩ z) whenever x ⊂ y and x ⊂ z.
The poset (G;⊂) admits a partially de7ned l.u.b. ∪ : x ∪ y = Y (x; y; z)= z(z−1x ∩
z−1y), whenever x ⊂ z and y ⊂ z. Set by convention x ∪ y =∞ whenever the pair
(x; y) is not bounded above w.r.t. the order ⊂.
A median group G is called locally linear, resp. locally boolean, resp. simplicial if
its underlying median set is locally linear, resp. locally boolean, resp. simplicial.
In a simplicial median group G, the distance function d : G×G → Z¿0 associated
to its underlying simplicial median set induces a length function l : G → Z¿0, where
l(g) is the length of some (of any) maximal chain in the 7nite distributive lattice
([1; g];⊂). One checks easily by induction that l equals the length function on the
monoid generated by the subset S˜={s∈G−{1} |[1; s]={1; s}}, whence, in particular,
S˜ generates G as monoid.
In a locally linear median group G, x∪ y is either x or else y whenever x∪ y =∞,
while in a locally boolean median group G, x∪y =∞ for all x; y∈G. More precisely,
in the latter case x∪y is the unique z ∈G for which [x; y]=[x∩y; z]. Such an element
z exists and is unique since the underlying median set of G is assumed to be locally
boolean and x ∩ y∈ [x; y]. Thus, it remains to check that x ⊂ z and y ⊂ z. Assuming
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x ⊂ z it follows that there exists a prime convex subset P of G such that 1 and z
belong to P while x ∈ P. As [x ∩ y; z] = [x; y] we get y∈P and x ∩ y ∈ P, contrary
to x ∩ y∈ [1; y] ⊆ P.
Any totally ordered group (G;6) has a canonical structure of locally linear median
group with Y (x; y; z) = y whenever either x6y6 z or else z6y6 x.
As a consequence of Proposition 2.2.1, we get the following equivalent description
of locally linear median groups (cf. [9, Lemma 3.1]).
2.2.2. Corollary. Given a group G; the locally linear median group structures on G
correspond bijectively to the partial orders ⊂ on G satisfying
(a) 1 ⊂ x for all x∈G;
(b) x ⊂ y and y ⊂ z imply z−1y ⊂ z−1x;
(c) for all x; y∈G there exists z ∈G such that z ⊂ x; z ⊂ y and x−1z ⊂ x−1y; and
(d) x ⊂ z and y ⊂ z imply either x ⊂ y or else y ⊂ x.
Proof. Assume that the partial order ⊂ satis7es the conditions (a)–(d) above. Ac-
cording to Proposition 2.2.1; it remains only to check that for all x; y∈G; any z ∈G
subject to (c) is the g.l.b. x∩y for the pair (x; y). As z ⊂ x and z ⊂ y by assumption;
it suOces to show that u ⊂ x and u ⊂ y imply u ⊂ z. Since z ⊂ x and u ⊂ x it follows
by (d) that either u ⊂ z or else z ⊂ u. Assuming z ⊂ u; u ⊂ x and u ⊂ y imply by
(b) x−1u ⊂ x−1z and y−1u ⊂ y−1z. Since x−1z ⊂ x−1y by assumption; it follows by
(b) again that y−1z ⊂ y−1u; whence u= z; as required.
In both the signatures (1;−1; ·; Y ) and (1;−1; ·;∩) the median groups form a vari-
ety, in particular the class of median groups is closed under arbitrary products, with
group and median operations de7ned component wise. Note that the subclass of locally
boolean median groups has the closure property above, however the product of at least
two nontrivial locally linear median groups is not locally linear.
Moreover, the median groups are closed under semidirect products. Indeed, let G
and A be median groups, and G×A → A; (g; a) → ga, be an action of the group G on
the median group A. Let AoG be the cartesian product A×G equipped with the group
law (a; g)(b; h) = (agb; gh), and the semilattice operation (a; g)∩ (b; h) = (a∩ b; g∩ h),
with the induced order (a; g) ⊂ (b; h) iN a ⊂ b and g ⊂ h. One checks easily that
Ao G is a median group, A is identi7ed with a median normal subgroup of Ao G,
while G is identi7ed with the quotient median group (Ao G)=A.
De%nition. A pair (x; y) of elements of a median group G is called orthogonal; written
x⊥y; if x ∩ y = 1 and x ∪ y =∞; i.e. 1∈ @[x; y].
Obviously, x⊥y implies u⊥v whenever u ⊂ x and v ⊂ y.
De%nition. By a ⊥-group; we understand a median group G satisfying the condition
(⊥) for all x; y∈G; x⊥y implies x ∪ y = xy, i.e. [x; y] = [1; xy] (in particular,
xy = x • y = y • x)).
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Note that in a ⊥-group, x∪y= x(x∩y)−1y=y(x∩y)−1x whenever x∪y =∞. The
locally linear median groups are obviously ⊥-groups. Any lattice ordered abelian group
(G;+;6 ;∧;∨) has a canonical structure of ⊥-group with the median Y (a; b; c) = (a∧
b) ∨ (b ∧ c) ∨ (c ∧ a) = (a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a). Note that a ⊂ b iN a+6 b+ and
a−6 b−; (a ∩ b)+ = a+ ∧ b+; (a ∩ b)− = a− ∧ b−, where a+ = a ∨ 0; a− = (−a)+.
Now let us state some basic properties of the ⊥-groups.
2.2.3. Lemma. Let G be a ⊥-group; and let x∈G. If x ∩ x−1 = 1 then xn ⊂ xn+1 for
all n¿ 0.
Proof. We argue by induction on n; so assume n¿ 1 and xi ⊂ xi+1 for 06 i¡n.
We have to show that y := x−n ∩ x = 1. As x ⊂ xn we get x−n = x−n+1 • x−1; in
particular; y∪ x−n+1 ⊂ x−n. Since xn−1 ⊂ xn; it follows that y∩ x−n+1 ⊂ x∩ x−n+1 =1.
Thus; y⊥x−n+1 and hence y ∪ x−n+1 = x−n+1 • y ⊂ x−n = x−n+1 • x−1 by (⊥); whence
y ⊂ x−1 ∩ x = 1; i.e. y = 1; as contended.
2.2.4. Lemma. Assuming G is a ⊥-group; and x; y are elements of G; x⊥y implies
x#⊥y for #; ∈{1;−1}.
Proof. It suOces to show that x−1⊥y whenever x⊥y. Assuming x⊥y; we get [x; y] =
[1; xy] by (⊥); whence [1; x−1y] = [x−1; y] by acting from the left with x−1. Thus;
1∈ @[x−1; y]; i.e. x−1⊥y.
For x; y∈G, write x ❁ y iN y=u• x • v for some u; v∈G. Obviously, x ⊂ y implies
x ❁ y, however, the converse is not in general true.
The next lemma is a generalization of Lemma 2.2.4.
2.2.5. Lemma. Assuming G is a ⊥-group; and x; y; u; v are elements of G satisfying
u ❁ x and v ❁ y; x⊥y implies u#⊥v for #; ∈{1;−1}.
Proof. By Lemma 2.2.4 it suOces to show that u−1⊥v−1. Assuming x= a • u • b; y=
c • v •d; x⊥y implies a • u⊥c • v; whence u−1 • a−1⊥v−1 • c−1 by Lemma 2.2.4 again.
Consequently; u−1⊥v−1 as contended.
2.3. A monoid law on the unitary foldings of a ⊥-group
By a unitary folding of a median group G, we understand a folding ’ of the
underlying median set of G satisfying ’(1) = 1.
Obviously, the unitary foldings form an idempotent monoid under composition, with
the identical folding 1G as neutral element, and the constant folding x → 1 as a zero.
The aim of this section is to put in evidence another monoid law on the unitary foldings
of a ⊥-group which will be useful later (see Section 2.5).
Given a ⊥-group G and a unitary folding ’ of G, de7ne the mapping ===’ : G →
G, according to the rule: =(x) =’(x)−1x. In particular, =(1)= 1 and x=’(x) •=(x)
since for all x∈G, ’(x)∈ [’(1); x] = [1; x].
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2.3.1. Lemma. Assume G is a ⊥-group. With the notations above; let x; y∈G be
such that x ∪ y =∞. Then =(x ∪ y) ==(x) ∪=(y) and =(x ∩ y) ==(x) ∩=(y). In
particular; =(x) ⊂ =(y) whenever x ⊂ y.
Proof. First; let us show that x ⊂ y implies =(x) ⊂ =(y) and x−1y=(’(x)−1’(y)) •
(=(x)−1=(y)). As x ⊂ y and ’(1) =1 we get ’(x)=’(y)∩x; whence ’(x)−1’(y) and
=(x) are bounded above by ’(x)−1y w.r.t. the order ⊂; and ’(x)−1’(y) ∩=(x) = 1;
in particular; ’(x)−1’(y)⊥=(x). Consequently; ’(x)−1’(y) ∪=(x) = (’(x)−1’(y)) •
=(x) ⊂ ’(x)−1y = (’(x)−1’(y)) •=(y) and hence =(x) ⊂ =(y). Moreover; we get
’(x)−1y==(x)•(x−1y)= (’(x)−1’(y))•=(x)•(=(x)−1=(y))==(x)•(’(x)−1’(y))•
(=(x)−1=(y)); whence x−1y = (’(x)−1’(y)) • (=(x)−1=(y)); as contended.
Next, let x; y∈G be such that z := x∪y =∞. Setting u := x∩y, we get u−1x⊥u−1y
and (’(u)−1’(z)) • (=(u)−1=(z))= u−1z= u−1x∪ u−1y=(u−1x) • (u−1y) = (’(u)−1
’(x))•(=(u)−1=(x))•(’(u)−1’(y))•(=(u)−1=(y))=(’(u)−1’(x))•(’(u)−1’(y))•
(=(u)−1=(x))• (=(u)−1=(y)), by Lemma 2.2.5. On the other hand, as ’ is a folding
and [x; y] = [u; z] it follows that [’(x); ’(y)] = [’(u); ’(z)]; ’(u) = ’(x) ∩ ’(y) and
’(z)=’(x)∪’(y), whence ’(u)−1’(z)=’(u)−1’(x)∪’(u)−1’(y)=(’(u)−1’(x))•
(’(u)−1’(y)). Comparing the left- and the right-hand sides of the long sequence of
equalities above we get =(u)−1=(z)= (=(u)−1=(x)) • (=(u)−1=(y)). Since u−1x⊥
u−1y implies =(u)−1=(x)⊥=(u)−1=(y) by Lemma 2.2.5, it follows that [=(u)−1
=(x); =(u)−1=(y)]=[1; (=(u)−1=(x))∪(=(u)−1=(y))]= [1; (=(u)−1=(x))•(=(u)−1
=(y))]=[1; =(u)−1=(z)], whence [=(x); =(y)]=[=(u); =(z)], by acting from the left
with =(u). Since u ⊂ x and y ⊂ z, we get =(u) ⊂ =(x) and =(y) ⊂ =(z) and hence
=(u) = =(x) ∨
=(u)
=(y) = =(x) ∩ =(y) and =(z) = =(x) ∨
=(z)
=(y) = =(x) ∪ =(y), as
contended.
Given two unitary foldings ’ and  of the ⊥-group G, de7ne the mapping ’⊗  :
G → G by (’⊗  )(x) = ’(x) (=’(x)) = ’(x) •  (=’(x)). Note that (’⊗  )(1) = 1.
2.3.2. Lemma. With the notations above; the mapping ’ ⊗  is a unitary folding
of G.
Proof. Let T denote the subset of G consisting of those x∈G for which =’(x) =
’(x)−1x∈  (G). First; let us show that T is a convex subset of G. As 1∈T ; it suOces
to verify the following conditions:
(i) x ⊂ y and y∈T imply x∈T too; and
(ii) x ∪ y∈T whenever x∈T; y∈T and x ∪ y =∞.
Indeed, to conclude that T is a convex subset of G, we have to show that z ∈T
whenever x; y∈T and z ∈ [x; y]. By (i), x; y∈T implies x ∩ z; y ∩ z ∈T . As x ∩ z and
y ∩ z are bounded above by z, we get (x ∩ z) ∪ (y ∩ z) =∞ and hence (ii) implies
(x∩ z)∪ (y∩ z)∈T . It remains to note that, assuming z ∈ [x; y], we get z=Y (x; y; z)=
Y (x; y; z) ∩ z = (x ∩ z) ∪ (y ∩ z) by (6) from the proof of Proposition 2.2.1.
However the conditions (i) and (ii) above are immediate consequences of Lemma
2.3.1 and of the fact that  (G) is a convex subset of G containing 1. Indeed, assume
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x ⊂ y and y∈T , i.e. =’(y)∈  (G). By Lemma 2.3.1, x ⊂ y implies =’(x) ⊂
=’(y), whence =’(x)∈ [1; =’(y)] ⊆  (G), i.e. x∈T . Next assume x; y∈T , i.e.
=’(x); =’(y)∈  (G), and x ∪ y =∞. By Lemma 2.3.1 again we get =’(x ∪ y) =
=’(x) ∪=’(y)∈ [=’(x); =’(y)] ⊆  (G), i.e. x ∪ y∈T , as required.
To conclude that ’ ⊗  is a unitary folding of G it remains to show that [1; (’ ⊗
 )(x)]= [1; x]∩T for all x∈G. The condition (’⊗  )(x)∈ [1; x] is obviously satis7ed
by the de7nition of the mapping ’⊗  . To show that (’⊗  )(x)∈T , let us note that
=’((’⊗ )(x))==’(’(x)• (=’(x)))= (=’(x))∈  (G) since ’(x)• (=’(x)) ⊂ x,
whence ’(’(x)• (=’(x)))=(’(x)• (=’(x)))∩’(x)=’(x). Conversely, let y ⊂ x be
such that y∈T , i.e.  (=’(y))==’(y). As y ⊂ x we get ’(y)=’(x)∩y, and =’(y) ⊂
=’(x) by Lemma 2.3.1. Applying the unitary folding  , it follows that =’(y) =
 (=’(y)) ⊂  (=’(x)), whence (’⊗  )(x)=’(x)•  (=’(x))=’(y)• (’(y)−1’(x))•
=’(y) • (=’(y)−1 (=’(x))) = ’(y) • =’(y) • (’(y)−1’(x)) • (=’(y)−1 (=’(x)))
since =’(y)⊥’(y)−1’(x). Consequently, y=’(y)•=’(y) ⊂ (’⊗  )(x), as required.
The associativity of the binary operation ⊗ is obvious, so the unitary foldings of
any ⊥-group G form a monoid w.r.t. the operation ⊗ with the constant folding x → 1
as neutral element and the identical folding 1G as a zero.
2.4. Presentations for simplicial ⊥-groups
Given a simplicial median group G, let S˜ denote the subset of G consisting of
those s∈G for which s =1 and the cell [1; s] consists of the elements 1 and s only.
Obviously, S˜ is closed under the operation s → s−1. Let S be a subset of S˜ such
that for any s∈ S˜ either s∈ S or else s−1 ∈ S, and s2 = 1 whenever s and s−1 belong
to S. Let S1 := {s∈ S | s2 = 1} and let S∞ denote the complement of S1 in S. Thus,
S˜ = S ∪ S−1 is the disjoint union S1 ∪ S∞ ∪ S−1∞ and S ∩ S−1 = S1. S generates G, and
the partial order ⊂ on the median group G equals the canonical order on (G; S), i.e.
x ⊂ y iN l(x)+ l(x−1y)= l(y), where l denotes the length function on (G; S). The aim
of this section is to give a presentation for (G; S) under the supplementary assumption
that G is an ⊥-group.
2.4.1. Theorem. Given a group G and a set S ⊆ G of generators; the following are
equivalent for (G; S):
(i) 1 ∈ S; S ∩S−1 =S1 ={s∈ S | s2 =1}; and the canonical order ⊂ on (G; S) makes
G a (simplicial) ⊥-group.
(ii) (G; S) is a partially commutative Artin–Coxeter group.
Proof. (i) ⇒ (ii): For s∈ S; let
ms;s =
{
1 if s∈ S1;
∞ otherwise;
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while for s; t ∈ S; s = t; let
ms; t =
{
2 if st = ts;
∞ otherwise:
Let WM be the partially commutative Artin–Coxeter group associated to the generalized
Coxeter matrix M=(ms; t)s; t∈S ; and let p : WM → G denote the canonical epimorphism.
S˜ = S ∪ S−1 is identi7ed with a common subset of WM and G; and p is the identity
on S˜. Let l˜; resp. l; denote the length function on (WM; S); resp. (G; S). To conclude
that p is an isomorphism it suOces to show that l˜(x) = l(p(x)) for all x∈WM . We
argue by induction on l˜(x). As the cases l˜(x) = 0; 1; are trivial; let d¿ 1 be such
that l˜(y) = l(p(y)) whenever l˜(y)6d; and let x∈WM be such that l˜(x) = d+ 1 say
x= s1 : : : sd+1 with si ∈ S˜. Setting y= s2 : : : sd ∈WM; we get by the induction hypothesis
that l˜(y)= l(p(y))=d−1; l˜(s1y)= l(s1p(y))= l(p(y)sd+1)=d; whence the identities
s−11 ∩ p(y) = 1 and p(y)sd+1 = p(y) • sd+1 hold in G. Assuming s−11 ⊂ p(y)sd+1
it follows that s−11 ⊥p(y) and s−11 = sd+1 since G is assumed to be a ⊥-group. As
si ❁ p(y) for i = 2; : : : ; d; we get s1⊥si by Lemma 2.2.5; in particular s1si = sis1 for
i=2; : : : ; d. Consequently; the identities s−11 = sd+1 and s1si = sis1; i=2; : : : ; d; hold in
WM too; whence x = y; a contradiction. Thus; s−11 ∩ p(y)sd+1 = 1; i.e. l˜(x) = l(p(x));
as contended.
(ii) ⇒ (i): Assuming (G; S) is a partially commutative Artin–Coxeter group, we
have obviously 1 ∈ S and S ∩ S−1 = S1. Let T = T1 ∪ T∞ and A= A1 ⊕ A∞ be as in
Section 1.2.
By Corollaries 1.2.2 and 1.2.4, the embedding S → A extends uniquely to an injective
1-cocycle  : G → A; g → g, identifying the canonical order ⊂ on (G; S) with that
induced by the canonical order on (A; T ), i.e. g ⊂ h iN g ⊂ h. On the other hand, the
canonical order ⊂ on (A; T ) makes the abelian group A a simplicial ⊥-group. Note that
by the identi7cation of A1 = F(T1)2 with the sublattice of the power set of T1 consisting
of the 7nite subsets of T1, the canonical order ⊂ on (A1; T1) is exactly the inclusion of
sets, while the canonical order on (A∞; T∞) is induced by the canonical lattice ordered
abelian group structure (+;6 ;∧;∨) on A∞ = Z(T∞) according to the rule a ⊂ b iN
a+6 b+ and a−6 b−, where a+ = a ∨ 0; a− = (−a)+. To conclude that the order ⊂
on G makes G a median group, it suOces by Proposition 2.2.1 to show that for all
g; h∈G there is (obviously, unique) u∈G such that u = g ∩ h and g−1u ⊂ g−1h. In
fact it suOces to show that there exists u∈G satisfying u = g ∩ h since in this case
we get g−1u = g
−1
(u − g) ⊂g−1 (h − g) = g−1h, whence g−1u ⊂ g−1h by Corollary
1.2.2.
First, let us show that for given g; h∈G; g∩h =0 iN there is s∈ S˜=S ∪S−1 such
that s ⊂ g and s ⊂ h. One implication is trivial. To check the non-trivial implication,
assume g ∩ h =0, and let s1; : : : sd and t1 : : : tn be reduced decompositions for g and
h. Set gi := s1 : : : si; hj := t1 : : : tj for i6d; j6 n. Let 16 i6d be minimal such that
there is 16 j6 n with gi−1si =
hj−1tj ; such a pair of indices (i; j) exists since g ∩
h =0. Thus, g−1i−1hj = g−1i−1hj−1tj = g−1i−1(hj−1 tj)hj−1 = g−1i−1(gi−1si)hj−1 = sig−1i−1hj−1. On
the other hand, l(g−1i−1hj) = i + j − 1, since otherwise l(g−1i−1) = i − 1 and l(hj) = j
would imply by the deletion condition (D) the existence of some indices 16 k6 i−1
and 16 l6 j such that g−1i−1hj= s
−1
i−1 : : : sˆ
−1
k : : : s
−1
1 t1 : : : tˆl : : : tj and #(sk)= #(tl), whence
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gk−1sk =
hl−1tl , contrary to the minimality of i. Applying Lemma 1.5.2 to the reduced
decompositions g−1i−1hj−1tj and sig
−1
i−1hj−1 of g
−1
i−1hj it follows that si = tj; gi = sigi−1
and hj = sihj−1, whence si ⊂ g and si ⊂ h as contended.
Next let g; h∈G. We argue by induction on d := lA(g ∩ h) to show that there is
u∈G such that u = g ∩ h.
The case d = 0, i.e. g ∩ h = 0 = 1, is trivial, so assume d¿ 1, i.e. g ∩ h =0.
According to the fact just proved, there is s∈ S˜ such that s ⊂ g and s ⊂ h. Thus,
s ⊂ g ∩ h, whence Y (g; h; s) = g ∩ h and lA(g ∩ h − s) = d − 1. We get
s−1g∩s−1h= s−1 (g−s)∩ s−1 (h−s)= s−1 ((g−s)∩ (h−s))= s−1 (Y (g; h; s)−
s) = s
−1
(g ∩ h − s), and hence lA(s−1g ∩ s−1h) = lA(g ∩ h − s) = d− 1. By the
induction hypothesis there is v∈G such that s−1g ∩s−1h= v, whence sv= s+s v=
s + s(s−1g ∩ s−1h) = Y (g; h; s) = g ∩ h, as required.
Finally, to verify the condition (⊥), let g; h∈G be such that g⊥h, i.e. g∩ h=1 and
u := g ∪ h =∞; in particular, l(u) = l(g) + l(h) since [1; u] = [g; h] = g[1; g−1 • h]. To
show that u= gh= hg we proceed by induction on d= l(g). The case d=0 is trivial,
while the case d=1, i.e. g∈ S˜, follows by applying the exchange condition (E′) to the
pair (u = h • (h−1u); g−1), taking into account that g−1h = g−1 • h. Assuming d¿ 2,
say g= g′ • s with s∈ S˜, it follows by the induction hypothesis applied to the pair of
orthogonal elements (g′; h) that u= g′ • h • t = h • g′ • t for some t ∈ S˜. Consequently,
s ⊂ h • t and s ∩ h= 1, since otherwise g′ ∩ h= 1 would imply s⊥g′, whence, by the
case d=1; s ⊂ (s •g′)∩h=g∩h, a contradiction. Thus, s= t again by the case d=1,
and hence u= gh= hg as contended.
2.5. Normal forms induced by unitary foldings
Let (G; S) be a partially commutative Artin–Coxeter group. According to Theorem
2.4.1, the canonical order ⊂ on (G; S) makes G a simplicial ⊥-group, so we are in
position to apply the techniques described in Section 2.3 to such a group G.
Given a unitary folding ’ of G, de7ne inductively a sequence (’n)n¡! of unitary
foldings by ’0(x) = 1; ’n+1 = ’n ⊗ ’, where ⊗ is the monoid law de7ned in Section
2.3; in particular, ’1 =’. Thus, we get an ascending chain (G’;n)n¡! of (retractible)
convex subsets of G, where G’;n = ’n(G). Let ’! = limn→∞ ’n be the folding of G
associated to the (retractible) convex subset
⋃
n¡! G’;n. Note that ’! is the identical
folding 1G iN ’(x) =1 whenever x =1.
Let us assume in the following that ’ is an unitary folding of G such that ’(x) =1
whenever x =1, and for any g∈G, let n(g) denote the least natural number n for
which ’n(g) = g.
De%nition. A sequence (g1; : : : gn) of elements in ’(G)−{1} is called a ’-normal form
of length n if for all s∈ S˜ = S ∪ S−1; i = 1; : : : ; n− 1; s ⊂ gi+1 implies gis ∈ ’(G).
Denote by N’;n the set of ’-normal forms of length n. Thus, N’;0 consists only of
the empty sequence, while N’;1 is identi7ed with ’(G) − {1}. Let N’;! denote the
disjoint union
⋃
n¡! N’;n.
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2.5.1. Lemma. If (g1; : : : ; gn)∈N’;n then it provides a reduced decomposition of the
product g= g1; : : : gn; i.e. g= g1 • g2 • : : : • gn.
Proof. We argue by induction on n. The cases n=0 and 1 are trivial; so let us assume
n¿ 2. Since (g1; : : : gn)∈N’;n implies (g1; : : : ; gn−1)∈N’;n−1 and (g2; : : : ; gn)∈N’;n−1;
it follows by the induction hypothesis that g1 : : : gn−1 =g1 • : : :•gn−1 and g2 : : : gn=g2 •
: : : • gn. Assuming (g1; : : : ; gn) is not a reduced decomposition for g1 : : : gn; it follows
by (D′) that there is s∈ S˜ such that s ⊂ gn∩g−11 and sgi=gis for i=2; : : : ; n−1. Note
that s ⊂ g−1n−1; i.e. gn−1s= gn−1 • s; since otherwise we get gn−1s∈ [1; gn−1] ⊆ ’(G); a
contradiction. Consequently; for n=2; we are already done; so we may assume n¿ 3;
whence gn−1 • s = s • gn−1. On the other hand; s ⊂ gn−1 since (g1; : : : ; gn−1) yields
a reduced decomposition. Thus; s⊥gn−1 and hence gn−1s∈ [gn−1; s] ⊆ ’(G); since by
assumption s∈ [1; gn] ⊆ ’(G); again a contradiction.
2.5.2. Lemma. The mapping N’;! → G; (g1; : : : ; gn)∈N’;n → g1 : : : gn is bijective in-
ducing bijections N’;n → G’;n − G’;n−1 for n¿ 1.
Proof. For n¿ 1; de7ne the mappings An :G → G by An(g) = ’(=’n−1
(g)) = ’(’n−1(g)−1g). Note that A1 = ’; An = An ◦ ’n; and ’n(g) = ’n−1(g) •
An(g) = A1(g) • : : : • An(g) for n¿ 1. Obviously; for any g∈G; Ai(g)∈’(G) −
{1} for i = 1; : : : ; n(g). Moreover; assuming s∈ S˜ ∩ [1; Ai+1(g)]; we get Ai(g)s =
Ai(g) • s ⊂ =’i−1 (g); and hence; applying the unitary folding ’; Ai(g) = ’(Ai(g)) ⊂
’(Ai(g)s) ⊂ ’(=’i−1 (g)) = Ai(g); whence Ai(g)s ∈ ’(G) for i = 1; : : : ; n(g) − 1.
Consequently; (A1(g); : : : ; An(g)(g))∈N’;n(g) for any g∈G. By Lemma 2.5.1 and the
discussion above it follows easily by induction that for any n¿ 1; the maps N’;n →
G’;n−G’;n−1; (g1; : : : ; gn) → g1 : : : gn; and G’;n−G’;n−1 → N’;n; g → (A1(g); : : : ; An(g))
are inverse to each other.
Finally let us give some examples of unitary foldings inducing suitable normal forms.
De%nition. An element g∈G is said to be symmetrical if for some (for any) reduced
decomposition g= s1 : : : sd; with si ∈ S˜ ; sisj = sjsi for 16 i; j6d.
For s∈ S and g∈G, let Bs(g) denote the integer n of maximal absolute value for
which sn ⊂ g, if s is of in7nite order, resp.
Bs(g) =
{
1 if s ⊂ g;
0 otherwise
if s is of order two.
Given a map C : S∞ → N¿1 ∪ {∞}, let GC denote the subset of G consisting of
the symmetrical elements g satisfying the inequality |Bs(g)|6 C(s) for all s∈ S∞. GC
is a convex subset of G, closed under the operation g → g−1, containing S˜ ∪ {1}, and
inducing the unitary folding ’C which sends g∈G to(∏
s∈S1
sBs(g)
)(∏
s∈S∞
s*s
)
;
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where
*s =
{
min(C(s); Bs(g)) if Bs(g)¿ 0;
max(−C(s); Bs(g)) if Bs(g)6 0:
In particular, if C is the constant map s∈ S∞ → 1; GC is identi7ed with the simplicial
median set consisting of the 7nite subsets F of S˜ satisfying st = ts for s; t ∈F and
F ∩ F−1 ⊆ S1. The ’C-normal forms correspond to the V -decompositions in free
partially commutative monoids as de7ned in [14].
On the other hand, taking C to be the constant map s∈ S∞ → ∞; GC becomes the
convex subset of all symmetrical elements of G, and the unitary folding ’C sends g∈G
to the symmetrical element ’C(g) =
∏
s∈S s
Bs(g). Thus, according to Lemmas 2.5.1 and
2.5.2, we get a canonical reduced decomposition as a product of symmetrical elements
for any element g of G.
To give an example, let S={a; b; c; d; e} and let G denote the partially commutative
irreducible Artin–Coxeter group whose associated graph as de7ned in Section 1.1 is
given by the following picture:
Thus, G admits the presentation
〈S;d2 = e2 = aca−1c−1 = aea−1e−1 = bcb−1c−1 = beb−1e−1 = ded−1e−1 = 1〉:
Let g∈G be given by its reduced decomposition ab−1cccda−1ebc−1bc−1de of length
14. Its normal form induced by the constant map C=1 is (ac; b−1c; c; de; a−1c−1; bc−1;
be; d) of length 8, while its normal form induced by the constant map C=∞, represent-
ing g as a reduced product of symmetrical elements is (ac3; b−1e; d; a−1c−2; b2e; d) of
length 6.
The corresponding normal forms for g−1 are, respectively, (de; b−1c; b−1c; ae; d; bc−1;
a−1c−1; c−1) and (de; b−2c2; ae; d; bc−3; a−1).
Finally, note that in the particular case of the free group over a set S, the normal
form induced by C = 1 is exactly the reduced decomposition over S of a given ele-
ment g, while the normal form induced by C=∞ is of the type (sa11 ; sa22 ; : : : ; sann ) with
si ∈ S; 0 = ai ∈Z; si = si+1, i.e. the reduced decomposition of g seen as an element in
the free product of |S| copies of the in7nite cyclic group.
References
[1] R.C. Alperin (Ed.), Arboreal Group Theory, Mathematical Sciences Research Publications, Vol. 19,
Springer, Berlin, 1991.
S) .A. Basarab / Journal of Pure and Applied Algebra 176 (2002) 1–25 25
[2] R.C. Alperin, H. Bass, Length functions of group actions on -trees, in: S.M. Gersten, J.R. Stallings
(Eds.), Combinatorial Group Theory and Topology, Annals of Mathematics Studies, Vol. 111, Princeton
University Press, Princeton, NJ, 1987, pp. 265–378.
[3] S( .A. Basarab, On a problem raised by Alperin and Bass, in: R.C. Alperin (Ed.), Arboreal Group
Theory, Mathematical Sciences Research Publications, Vol. 19, Springer, Berlin, 1991, pp. 35–68.
[4] S( .A. Basarab, On a problem raised by Alperin and Bass I: group actions on groupoids, J. Pure Appl.
Algebra 73 (1991) 1–12.
[5] S( .A. Basarab, The dual of the category of trees, Preprint Series of the Institute of Mathematics of the
Romanian Academy No. 7, 1992, 21pp.
[6] S( .A. Basarab, On a problem raised by Alperin and Bass II: metric and order theoretic aspects, Preprint
Series of the Institute of Mathematics of the Romanian Academy No. 10, 1992, 30pp.
[7] S( .A. Basarab, Directions and foldings on generalized trees, Fund. Inform. 30 (2) (1997) 125–149.
[8] S( .A. Basarab, Partially commutative Artin–Coxeter groups and their arboreal structure, I, II, Preprint
Series of the Institute of Mathematics of the Romanian Academy No. 5, 1997, 20pp; 7, 1997, 26pp.
[9] S( .A. Basarab, On discrete hyperbolic arboreal groups, Commun. Algebra 26 (9) (1998) 2837–2865.
[10] S( .A. Basarab, The arithmetic-arboreal residue structure of a PrKufer domain I, in: Valuation Theory and
Its Applications, Vol. I, in: Fields Institute Communications, Vol. 32, 2001, to appear.
[11] N. Bourbaki, Groupes et AlgVebres de Lie, Mason, Paris 1981 (Chapitres 4–6).
[12] E. Brieskorn, K. Saito, Artin–Gruppen und Coxeter–Gruppen, Invent. Math. 17 (1972) 245–271.
[13] K.S. Brown, Buildings, Springer, Berlin, 1989.
[14] P. Cartier, D. Foata, ProblXemes combinatoires de commutation et rVearrangements, Lecture Notes in
Mathematics, Vol. 85, Springer, Berlin, 1969.
[15] P. Deligne, Les immeubles des groupes de tresses gVenVeralisVes, Invent. Math. 17 (1972) 273–302.
[16] D. Epstein, Word Processing in Groups, Jones and Bartlett Publishers, Boston, MA, 1992.
[17] J. Morgan, P. Shalen, Valuations, trees and degenerations of hyperbolic structures I, Ann. Math. 120
(1984) 401–476.
[18] M. Roller, Poc sets, median algebras and group actions. An extended study of Dunwoody’s
construction and Sageev’s theorem, Southampton Preprint Archive, 1998, http://www.maths.
soton.ac.uk/pure/reprints.htm.
[19] J.P. Serre, Trees, Springer, Berlin, 1986.
[20] M. Sholander, Trees, lattices, order, and betweenness, Proc. Amer. Math. Soc. 3 (1952) 369–381.
[21] J. Tits, Le problVeme des mots dans les groupes de Coxeter, Symposia Mathematica (INDAM, Rome,
1976=68), Vol. 1, Academic Press, New York, 1969, pp. 175–185.
