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ABSTRACT: We present a “microscopic” approach in modeling of Resistive Plate Chambers where
individual electrons and their collisions with the gas molecules are followed using a Monte Carlo
simulation technique. Timing resolutions and efficiencies are calculated for a specific timing RPC
with 0.3 mm gas gap and gas mixture of 85% C2H2F4 + 5% iso-C4H10 + 10% SF6. Calculations are
performed for different sets of cross sections for electron scattering in C2H2F4 and primary cluster
size distributions. Results of calculations are compared with those obtained in experimental mea-
surements. Electron avalanche fluctuations are also studied and compared with analytical models.
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1 Introduction
Developed in the 1980s [1, 2], Resistive Plate Chambers (RPCs) became widely used particle
detectors in high energy physics experiments [3–5]. Electrodes of highly resistive material, such as
glass or bakelite, make them free from destructive discharges. They also show remarkable timing
resolutions of about 50 ps [6]. Due to their simple construction and low cost, they are often used
for large area timing and triggering purposes, but other applications such as medical imaging were
also considered [7].
Despite their apparent simplicity, modeling of RPCs is not an easy task because of various
physical phenomena ranging from charge generation, transport and multiplication, to signal induc-
tion, propagation and electrode relaxation effects, all occurring on different time scales. Yet, many
RPC models were developed and published [8]. Most numerical models are based on either the
Monte Carlo simulation technique [9, 10] or on the fluid equations [11, 12]. The latter can only
provide the mean values of RPC signals in a deterministic fashion while the Monte Carlo models
usually follow some theoretical distributions for primary ionization and electron avalanche fluctua-
tions in order to calculate the RPC performance characteristics such as timing resolution, efficiency
and charge spectrum. On the other hand, while often being approximate, only the analytical mod-
els [13, 14] can provide general conclusions about the influence of different parameters on the RPC
performance. These models can also include the stochastic effects in physics of RPCs.
Every RPC model relies on accurate data for electron swarm transport in gases. These pa-
rameters include the transport coefficients (e.g. drift velocity and diffusion coefficients) and rate
coefficients (e.g. attachment and ionization rate) which are usually calculated from electron impact
cross sections using a computer code based on either Monte Carlo method or Boltzmann equation
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analysis. A Monte Carlo code that is often used for such purpose — MAGBOLTZ 2 [15, 16] has
cross sections imbedded into the code. Thus cross sections cannot be easily modified, compared
or presented. The questions associated with the reliability of cross sections for electron scattering
in RPC’s gases were already raised in case of C2H2F4 [17], which is the main component in gas
mixtures for RPCs operated in avalanche mode. As will be shown, the final results that describe
the RPC performance may differ considerably depending on the cross sections used.
In this paper, we follow a completely different approach in RPC modeling. Our approach is
based on 3D tracking of individual electrons and their collisions with the background gas in a typi-
cal Monte Carlo fashion. Here the avalanche fluctuations and the RPC performance characteristics
emerge naturally from the stochastic character of electron collisions and are determined exclusively
by the cross sections for electron scattering. Such an approach based on MAGBOLTZ was used
for the calculation of gas gain fluctuations [18] but still, no such attempts in RPC modeling were
published [17].
This paper is organized as follows. First, we discuss our simulation technique (section 2).
Then, we present the results for electron avalanches in an infinite space (sections 3.2 and 3.3) which
are used for comparison with the analytical models of avalanche development and timing. Finally,
the boundaries are introduced (section 3.4) and timing and efficiency are calculated for a specific
timing RPC (0.3 mm gas gap, gas mixture of 85% C2H2F4 + 5% iso-C4H10 + 10% SF6). A study
is made with different cross section sets and cluster size distributions. The results are compared
with experimental values. Due to limited computing resources we are only able to use a relatively
low value of signal threshold of about 106 electrons which excludes the space charge effects.
2 Simulation technique
Our simulation technique for an RPC event (i.e. passage of an incoming particle) can be divided
into a few steps. First, we generate the primary ionization, e.g., the initial electrons due to passage
of the incoming particle. The individual electrons and their collisions with the background gas
are then traced between the moments of sampling. In these moments, we record some quantities
(e.g. number of electrons) and calculate the induced signal. Sampling interval is set to 0.2 ps. The
threshold crossing time is determined using the exponential interpolation between the samples. The
simulation consisting of 10000 events usually takes approximately two days of computation time
on a multiprocessor system with about 300 active CPU cores @ 2.1 GHz.
2.1 Primary ionization
Primary ionization is generated according to a commonly used model. The primary electrons are
grouped in clusters. Electrons belonging to the same cluster have the same initial position. Number
of electrons in the cluster is generated using a cluster size distribution. The positions of the clusters
are generated using exponential distribution for the distance between neighboring clusters
P(x) =
1
λ
exp
(
− x
λ
)
,
where λ is the mean distance between clusters. Initial velocity of primary electrons is chosen
according to the Maxwellian velocity distribution with the mean electron energy of 1 eV. Mean
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Figure 1. Cluster size distribution calculated by HEED, and 1/n2 model.
distance between the clusters and cluster size distribution are calculated using a computer program
HEED [19, 20]. For minimum ionizing particles, we have obtained a value of 8.44 clusters/mm,
which differs from 7.5 clusters/mm quoted in [21]. Considering the arguments and measurements
presented in [21], we have decided to use the value of 7.5 clusters/mm since it seems more realistic.
For cluster size distributions we use two models in our simulations for comparison: the 1/n2 model
and the distribution calculated by HEED (figure 1). Both distributions are cut to 500 electrons.
2.2 Electron tracking
In the work reported here, the Monte Carlo method is used to simulate the motion of electrons
in the background gas. In the present Monte Carlo code both elastic and inelastic collisions are
assumed to occur in the interactions of the electrons with the gas molecules. The electron-electron
interactions are neglected since the transport is considered in the limit of low electron density.
Calculations are performed at zero gas temperature and isotropic scattering is assumed to occur in
all electron-molecule collisions regardless of the nature of specific processes or energy.
Spatiotemporal evolution of each electron is followed through a time step determined from
the mean free time between collisions. This small time step is used to solve the integral equation
for the collision probability in order to determine the time of the next collision. This can be done
using either the null collision technique or integration technique. In our code (and in contrast to
MAGBOLTZ) the latter approach is employed. The number of time steps is determined in such a
way as to optimize the performance of the Monte Carlo code without reducing the accuracy of the
final results. After a collision has occurred, it is then determined whether the electron has collided
elastically or experienced one of the several possible types of inelastic events, by using the relative
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probabilities of various collision types. When an elastic collision has occurred, the electron energy
is reduced by the amount 2m/M where m and M are the electron and molecule masses, respec-
tively. In an inelastic collision the electron is assumed to lose an amount of energy corresponding
to the energy loss for that particular process. After ionization, it is assumed that all fractions of the
distribution of the available energy are equally probable between primary and secondary electrons.
When electron attachment takes place, the consumed electron is simply removed from the simula-
tion. Under the hypothesis of isotropic scattering, the change in direction of the electron velocity
after a collision is expressed by uniformly distributed scattering angle within interval [0,pi] and by
the azimuthal angle uniformly distributed within the interval [0,2pi]. For more details on our Monte
Carlo simulation technique the reader is referred to our recent reviews [22–24].
In the present work we have employed three different sets of cross sections for electron scat-
tering in C2H2F4: 1) a set recently developed by our group [25], 2) a set from MAGBOLTZ 2.8.9
(2010), and 3) a set from MAGBOLTZ 2.7.1 (pre-2010). The set developed by our group and the set
from MAGBOLTZ 2.8.9 have been recently updated and modified on the basis of new experimen-
tal measurements of electron transport data in C2H2F4 under the pulsed Townsend conditions [26].
For electron scattering in iso-C4H10, we have used a set of cross sections from MAGBOLTZ 2.7.1.
There is an updated version of the same cross sections hard-coded in more recent versions of MAG-
BOLTZ but our calculations have revealed much better agreement between our data for ionization
coefficient and those experimentally measured [27], if the cross sections from MAGBOLTZ 2.7.1
are considered [27, 28]. Finally, for electron scattering in SF6 we have employed a set of cross
sections developed by Itoh et al. [29].
2.3 Signal induction
The induced current in an electrode is calculated using Ramo’s theorem [30]:
i(t) =
Ew
Vw
·q ·n(t) ·w(t) ,
where Ew is the weighting field of the electrode (calculated as electric field in the gas gap when the
electrode is raised to the potential of Vw while the other electrodes are grounded), q is the electron
charge, and n is the number of electrons and w represents the flux drift velocity. The flux drift
velocity is the average electron velocity while the bulk drift velocity is defined as velocity of center
of mass of the electron swarm (avalanche) [31, 32]. The two may differ quantitatively and some-
times even qualitatively when non-conservative collisions such as attachment and/or ionization are
present [33]. For our RPC geometry (0.3 mm gas gap, one metallic and one 3 mm thick glass elec-
trode with r = 8) the weighting field of 1.48/mm was calculated. The induced charge is calculated
as an integral of the induced current, q(t) =
∫ t
0 i(τ)dτ .
3 Results and discussion
3.1 Preliminaries
First we give a brief summary of the most important parameters used in the following sections. We
consider the gas mixture of 85% C2H2F4, 5% iso-C4H10 and 10% SF6 and the gas number density
is set to N = 2.505 ·1025 m−3 which corresponds to the pressure of 1 atm and temperature of 20◦C).
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Table 1. Calculated S = (α−η)w and k = η/α parameters for a mixture of 85% C2H2F4 + 5% iso-C4H10
+ 10% SF6 with three different C2H2F4 cross section sets. All calculations presented here are made using
our Monte Carlo method.
E/N Our set MAGBOLTZ 2.8.9 set MAGBOLTZ 2.7.1 set
(Td) S (1010 s−1) k S (1010 s−1) k S (1010 s−1) k
359 1.27±0.04 0.20±0.01 1.40±0.04 0.16±0.01 1.66±0.04 0.16±0.01
385 1.62±0.04 0.16±0.01 1.77±0.04 0.13±0.01 2.14±0.04 0.13±0.01
412 2.01±0.04 0.13±0.01 2.20±0.04 0.10±0.01 2.68±0.05 0.10±0.01
439 2.43±0.05 0.11±0.01 2.67±0.05 0.08±0.01 3.26±0.05 0.08±0.01
The reduced electric field E/N is expressed in Td (1 Td = 10−21 Vm2). The primary ionization is
generated assuming the mean value of 7.5 clusters/mm for minimum ionizing particles. Velocity
of the initial electron(s) is chosen according to the Maxwellian velocity distribution with the mean
starting energy of 1 eV. Induced signal is calculated using the weighting field of Ew/Vw = 1.48/mm.
The gas gap is 0.3 mm.
Our simulation results are compared with those obtained in an analytical model for time re-
sponse functions [13]. The model shows that, except for small thresholds (e.g. less than 1000
electrons), the RPC time response function can be written as
ρ(nth, t) =
1
2pii
∮
|z|=r
exp(nclF(z))−1
exp(ncl)− exp(nclF(1/k))
(1− k2)nthS
(1− kz)2 ·
· exp
(
−St−nth (1− k)(1− z)1− kz exp(−St)
)
dz ,
(3.1)
where nth and ncl are the threshold given as number of electrons and the mean number of clusters
(in our simulation 2.25 = 7.5/mm ·0.3 mm gas gap), respectively; F(z) and S = (α−η)w are the
Z-transform of cluster size distribution with radius of convergence rF and the effective ionization
rate, respectively; α and η are the ionization coefficient and attachment coefficient, respectively;
and w is the flux drift velocity and k = η/α . The integration is made over a circle with radius
rF < r< 1/k. Using the expression (3.1), it can easily be shown that the shape of the time response
function does not depend on the threshold level. It is only shifted in time, and thus the timing
resolution does not depend on the threshold. This is a well know experimental observation [6].
One should note that this model does not include the space charge effects and the effects induced
by the gas gap boundaries, i.e. an infinite space is assumed. In addition, when comparison is made
with our timing distributions, the theoretical time response functions (3.1) are shifted in time so
that their mean threshold crossing time is equal to that of simulated data. Table 1 shows the S and k
parameters for different C2H2F4 cross section sets and electric field strengths calculated using our
Monte Carlo method described in section 2.2.
The analytical model presented above is based on the Legler’s basic theory of avalanche statis-
tics [34]. This theory is also used by some other analytical and numerical models [8]. According
to this theory the probability for an avalanche, initiated by one electron, to have n electrons after
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Figure 2. Avalanche size distribution at t = 290 ps. (Red) comparison with Legler’s model (3.2). Our cross
sections for C2H2F4 [25] are assumed. E/N = 439 Td.
path x is given by
P(n,x) =

k
n¯(x)−1
n¯(x)− k , n = 0
n¯(x)
(
1− k
n¯(x)− k
)2( n¯(x)−1
n¯(x)− k
)n−1
, n> 0
(3.2)
where n¯(x) = exp((α −η)x) is the mean avalanche size at the position x. This distribution has a
characteristic exponential shape which has been experimentally confirmed for many gases at lower
electric field strengths. But at higher electric fields, a prominent deviation was noticed and could
be attributed to the approximation of constant ionization coefficient used by this model [35]. Also,
one should bear in mind that x is the position of avalanche center of mass and therefore α and η
should be regarded as “bulk” coefficients, i.e. calculated using the bulk drift velocity. However, if
the probability P(n,x) is considered as time dependent (3.1), then the distinction between flux and
bulk values is not necessary since in each case n¯ reduces to n¯(t) = exp(St) where S is the effective
ionization rate.
3.2 Single-electron avalanches
First we present the results of simulation for 20000 avalanches in an infinite space initiated by a
single electron. The results for the avalanche size distribution (figure 2) are useful for compari-
son with Legler’s theory of avalanche statistics which is often used in many RPC simulations and
modeling [8]. Results show a deviation from the predicted exponential dependence (3.2) mostly
prominent at small avalanche sizes. This deviation follows from an approximation of constant first
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Figure 3. Timing distribution for single electron avalanches. The threshold is set to 10000 electrons and our
cross sections for C2H2F4 [25] are assumed. E/N = 439 Td.
Townsend ionization coefficient, assumed by Legler’s basic model. In reality, however, the ion-
ization coefficient varies during avalanche development, especially in the initial stages where only
one or just a few electrons are present. Without going into further details, it should be mentioned
that there have been several attempts to describe and to deal with this issue in Legler’s theory [36].
Unfortunately, even after setting aside the question of their validity and justification, each of these
attempts makes the solution for the avalanche size distribution unobtainable in closed form. On the
other hand, microscopic Monte Carlo approach does not have to deal with these approximations
since the avalanche statistics arise naturally from the stochastic character of electron-molecule col-
lisions. This is the key difference between our model and the other RPC models based on theoretical
avalanche size distributions (mostly Legler or Polya type).
Figure 3 shows the timing distribution for a threshold of 10000 electrons. The expected theo-
retical distribution was calculated using the time response function for the case of single electron
avalanches [13]:
ρ(nth, t) =
nthS(1− k)
1− exp(−nth(1− k)) exp(−St−nth(1− k)exp(−St)) .
The slight disagreement with the theoretical distribution can be attributed to the same cause as the
disagreement between avalanche size distributions discussed in the previous paragraph. Since the
corresponding theoretical avalanche size distribution is “wider” (i.e. has larger standard deviation)
than the simulated one, we expected the same for the timing distribution, which is the case. A
test was also made with different energy distribution for the initial electron as in the late stage of
avalanche development (mean energy of 6.7 eV). The test showed that the higher initial electron en-
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Figure 4. Timing distribution for avalanches started by primary ionization generated using (a) 1/n2, (b)
HEED cluster size distribution. Infinite space. The threshold is set to 106 electrons and our cross sections
for C2H2F4 [25] are assumed. E/N = 439 Td.
ergy had practically no effect on the r.m.s. value of threshold crossing times (it was lower by 0.2 ps)
while the number of avalanches which reached the threshold was slightly higher (18350). The latter
was expected since the initial electron with higher energy had a lower probability for attachment.
3.3 Avalanches started by primary ionization
The case of avalanches started by primary ionization progressing in an infinite space was also
studied. The primary ionization was generated according to the model described in section 2.1.
Simulations with 10000 events were made for 1/n2 and HEED cluster size distributions. Fig-
ure 4 shows the timing distribution for a threshold of 106 electrons. The theoretical distributions
were calculated using the model (3.1). Slightly higher theoretical r.m.s. values have already been
discussed in the previous section. As of distribution shape, one can see that the left tail of the
distribution for the 1/n2 case is wider than in the case where HEED cluster size distribution was
used. This is expected since the left tail represents the fastest events which most often come from
high primary ionization, and the probability for large primary clusters is higher in the case of 1/n2
distribution (figure 1). The same reasoning applies for the difference between r.m.s. values for the
1/n2 and HEED case.
3.4 Full model with primary ionization and boundaries
We now consider the effects of boundaries with gas gap set to 0.3 mm. Avalanches initiated by pri-
mary ionization move towards the anode due to electric field. When an electron reaches the anode
it is removed from the simulation. Figure 5 shows the results for timing distribution with a thresh-
old of 106 electrons. Since the simulation also consists of 10000 events, comparing the number of
events which reached the threshold with the one from the previous case without boundaries, one
can see the “absorbing effect” of the anode. Also, a slightly higher r.m.s. value can be attributed to
the uncertainty of cluster positions, especially the ones closest to the anode which are the first to
be absorbed.
The same simulation was performed for a threshold of 2 fC of induced charge. This value
corresponds to about 106 electrons in the gas gap when the threshold is reached. One could expect
– 8 –
2014 JINST 9 P09012
3 0 0 4 0 0 5 0 0 6 0 0 7 0 0 8 0 00
1 0 0
2 0 0
3 0 0
4 0 0 ( a )
R M S 5 9 . 8  p s
C o u n t s 7 0 1 5M e a n 5 1 8 . 6  p sR M S 5 7 . 7  p s
χ 2  /  d o f 9 3 . 0  /  5 3
Cou
nts 
/ 7 
ps
T i m e  ( p s )
3 0 0 4 0 0 5 0 0 6 0 0 7 0 0 8 0 00
1 0 0
2 0 0
3 0 0
4 0 0
( b )
R M S 5 4 . 6  p s
C o u n t s 6 9 7 9M e a n 5 2 7 . 3  p sR M S 5 2 . 1  p s
χ 2  /  d o f 9 0 . 5  /  4 8
Cou
nts 
/ 7 
ps
T i m e  ( p s )
Figure 5. Timing distribution for avalanches started by primary ionization generated using (a) 1/n2, (b)
HEED cluster size distribution. Gas gap 0.3 mm. The threshold is set to 106 electrons and our cross sections
for C2H2F4 [25] are assumed. E/N = 439 Td.
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Figure 6. Timing distribution for avalanches started by primary ionization generated using (a) 1/n2, (b)
HEED cluster size distribution. Gas gap 0.3 mm. The threshold is set to 2 fC and our cross sections for
C2H2F4 [25] are assumed. E/N = 439 Td.
somewhat different results when boundaries are present, because this time the threshold is given
by induced charge i.e. the integral of the induced current (which is proportional to the number of
electrons in the gas gap). However, the results for this case (figure 6) show that practically only the
number of events which reached the threshold is slightly higher than in the case when the threshold
is 106 electrons. A possible explanation lies in the cumulative character of the induced charge in
such way that the avalanches which are absorbed in the anode are not completely “lost” as if they
were not present at all. Instead, they contribute to the induced charge, and the other avalanches
which would otherwise be too small or too close to the anode to reach the threshold alone, can also
contribute so that eventually the threshold is reached.
Finally, we present the results for timing resolution (figure 7) and efficiency (figure 8) of the
RPC. The results were made for a range of electric field strengths, different C2H2F4 cross section
sets and primary cluster size distributions. For each set of parameters 10000 events were simulated
with the threshold set to 2 fC. The timing resolution is simply the r.m.s. of the threshold crossing
times while the efficiency is the fraction of events which have reached the threshold. Results are
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Figure 7. Timing resolutions for different C2H2F4 cross section sets and primary ionization models, (a)
1/n2, (b) HEED cluster size distribution. Comparison with experimental values by Lopes et al. [37].
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Figure 8. Efficiencies for different C2H2F4 cross section sets and primary ionization models, (a) 1/n2, (b)
HEED cluster size distribution. Comparison with experimental values by Lopes et al. [37].
compared with measurements by Lopes et al. [37] which show a clear fluctuation of the timing
resolution, probably due to some kind of experimental uncertainty. Also, the measured timing res-
olutions and efficiencies both show a pronounced saturation effect at higher electric field strengths
which is not present in our results. The theoretical timing resolutions, calculated using (3.1), are in
good agreement with the simulated ones. The discrepancy between the results for different C2H2F4
cross sections sets is expected since the effective ionization rate is the dominant factor in both tim-
ing and efficiency [8]. Somewhat higher efficiency in the 1/n2 case is a consequence of larger mean
cluster size than in the case of HEED cluster size distribution. It should also be mentioned that the
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tests with different energy distributions for the initial electrons showed no effect on the timing, but
the efficiencies were higher by 1-2% in case when mean initial electron energy was set to 10 eV.
4 Summary and conclusions
A microscopic Monte Carlo approach, based on tracking of individual electrons and their colli-
sions with the gas molecules, was developed and used with the aim of obtaining the performance
characteristics of a timing RPC. The development of electron avalanches in infinite space was also
studied and the results for threshold crossing times showed good agreement with an analytical
model. Since the energy distribution of the initial electrons showed no effect on timing, the minor
differences can only be attributed to Legler’s basic theory of avalanche statistics, assumed in this
analytical model.
The realistic RPC simulations with implemented gas gap boundaries and primary ionization
models were performed with three different sets of cross sections for electron scattering in C2H2F4.
The inclusion of boundaries show no significant effect on timing, unlike the effect of different cross
section sets which is very prominent. Overall, the results for timing and efficiency show good
agreement with experimental values. Because of limited computing resources, a relatively low
value of signal threshold was chosen corresponding to about 106 electrons in the gas gap. Still, the
results can be considered valid as the theory and experiments show that the timing resolution does
not depend on the threshold level. The extension of the threshold to realistic levels where space
charge is present, without sacrifice in accuracy, is an ongoing work.
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