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Abstract
Pour chaque entier n, nous allons a` e´tablir la quantite´, sauf iso-
morphism, des groupes G d’ordre 2n et de fac¸on qu’ils aient au moins
un e´le´ment d’ordre n. C’est-a`-dire, nous donnerons le nombre des
groupes (sauf isomorphism) d’ordre 2n, qui aient un sous-groupe iso-
morphic au groupe cyclique d’ordre n, Cn.
En plus , nous e´tudierons aussi la structure de ces groupes.
AMS Subject Class : (2000):20E34, 20F05, 20F22.
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1. Introduction
Il est conside´rable la quantite´ des groupes finis qui apparaissent comment la
duplication d’un groupe cyclique d’ordre n ∈ IN∗. C’est-a`-dire, des groupes
d’ordre 2n, qui ont au moins un e´le´ment d’ordre n, donc ils contenissent
un sous-groupe cyclique isomorph a` Cn.
De c¸a fac¸on, en plus du groupe produit C2 × Cn et le groupe cyclique
C2n nous pouvons remarquer, le groupe diedrique a` degre´ n Dn, le groupe
dicyclique a` degre´ n DCn, le groupe semi-diedrique a` degre´ n SDn, le
groupe semi-cyclique a` degre´ n DCn, etc,.. Touts ces groupes sont definis
de manie´re simple graˆce a` leurs presentations ( generateurs et relations).
Dans ce travail, nous e´tudierons de manie`re classique, les duplications
des groupes cycliques. C’est-a`-dire, nous allons e´tablir la quantite´ -sauf
ismorphismes- des groupes G d’ordre 2n, qui contenissent au moins , un
e´le´ment d’ordre n. En plus, nous e´tudierons aussi, la structure de ces
groupes et nous caracte´risons leurs presentations, en donnant la description
de quelques mode`les classiques.
De´finition 1. On dira que le groupe G d’ordre 2n est une duplication du
groupe cyclique Cn, s’il a un e´le´ment g d’ordre n.
Pour n = 1, 2, la re´ponse est imme´diate :
Si n = 1, alors g = e et G = {e, s} avec e 6= s, c’est-a`-dire G ∼ C2.
Si n = 2, alors G = {e, g, s, sg} avec s 6∈< g > et il y a deux cas: pour
le ord(s) = 2, nous aurions G = C2 × C2, tandis que pour le ord(s) = 4 on
aura G ∼ C4
En ge´ne´ral, soitG un groupe d’ordre 2n et soit g ∈ G un e´le´ment d’ordre
n. Il est claire que le sous-groupe < g > a index 2 et en conse´quence, il
est posible d’e´crire G =< g > ∪ s < g >= {e, g, g2, . . . , s, sg, . . . , sgn−1}.
C’est-a`-dire, le groupe est ge´ne`re par un e´le´ment d’ordre n et un autre
e´le´ment qui n’appartient a le sous-groupe < g >.
2. Sur la table du groupe
La table du groupe aura quatre quarts:
Dans le quart supe´rieur a` gauche, ils seraient les produits gxgy, dont
loi sera ferme´e dans ce quart, c’est-a`-dire, cette operation on fera dans Cn,
gxgy = gx+y.
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Dans le quart infe´rieur a` gauche seront les produits d’e´le´ments de s <
g > par les e´le´ments de < g >. Le re´sultat sera dans s < g >, sgxgy =
s(gxgy) = sgx+y.
Dans le supe´rieur a droite seront les produits gx(sgy), qui appartien-
dront a` la classe s < g >. Le re´sultat de ces produits, de´pendra d’un entier
μ tel que gs = sgμ, ou d’autre fac¸on, d’un entier μ tel que is(g) = s−1gs =
gμ. En eﬀet, is(gx) = s−1gxs = (is(g))x = (gμ)x = gμx ⇒ gxs = sgμ. Et
pour finir, gx(sgy) = (gxs)gy = (sgμx)gy = sgμx+y.
Dans la quart infe´rieur a` droite nous aurons les produits de la fac¸on
(sgx)(sgy), qui appartenirant a` la classe < g > et ils dependrant, d’un
entier β, tel que s2 = gβ, puisque, si nous connaisons l’exposant β, alors
(sgx)(sgy) = s(gxsgy) = s(sgμx+y) = gβgμx+y = gβ+μx+y.
Ainsi, la table du groupe sera en fonction des entiers μ y β tels que
s−1gs = gμ et s2 = gβ.
Observons que (sgy)−1gx(sgy) = g−y(s−1gxs)gy = gμx = (gx)μ et que
(sgy)2 = gβ+(μ+1)y. En consequence, l’entier μ ne change pas pour chaque
e´le´ment du sous-groupe < g > et non plus, si nous changeons s, par un
autre e´le´ment de leur classe s < g >. Pourtant, si nous prenons l’e´le´ment
sgy au lieu de s, il est posible qu’il change le valeur de β.
De´finition 2. Si on a determine´ les entiers μ y β, on dira que le groupe
G est une duplication de type (n, μ, β).
La loi interne que nous avons donne´ pour chaque quart dans la table,
on pourra e´crire de fac¸on global: (sugx)(svgy) = su+vguvβ+μ
vx+y, μ, u, v ∈
Z/2Z et x, y ∈ Z/nZ.
Les e´le´ments inverses s’e´criront (sugx)−1 = sug−μβ−μ
ux.
2.1. Des conditions ne´cesaires et suﬃsantes pour les entiers μ et
β
Proposition 1. Soit s 6∈< g >, alors s2 ∈< g > et s2 ∈ Z(G). En plus, si
s−1gs = gμ, alors on a que μ2 ≡ 1 (modn).
De´monstration
Supposons que s2 6∈< g >, il existe x tel que s2 = sgx, donc s = gx,
ce qui est contradictoire. Il est claire que s2 commutera avec les e´le´ment
du sous-groupe < g > et comme s2(sgx) = (s2s)gx = s(s2gx) = s(gxs2) =
(sgx)s2, nous avons que s2 ∈ Z(G).
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Si nous faisons deux fois l’automorphism interne is sur g, on a que
s−2gs2 = s−1(s−1gs)s = s−1gμs = gμ
2
, mais comme s2 ∈ Z(G), nous
avons que g = gμ
2
, donc μ2 ≡ 1 (modn). 2
D’autre part, observez que si s2 = gβ, alors (μ − 1)β ≡ 0 (modn),
puisque gβ ∈ Z(G), s−1gβs = gβ et s−1gβs = gμβ. En consequence, gβ =
gμβ ⇔ e = g(μ−1)β ⇔ (μ− 1)β ≡ 0 (modn)
Remarquez que μ est un e´le´ment d’ordre 2 (ou involutif) dans le groupe
multiplicatif des unite´s du anneaux Z/nZ. Ils existent toujours de ces
e´le´ment (par example μ = 1 et μ = n− 1). Dans l’appendice de ce travail,
nous donnerons des me´thodes pour trouver ces e´le´ments et donnerons aussi,
une formule qui exprimera la quantite´ d’eux.
Si on a donne un valeur pour μ, il faut que l’entier β soit une solution
pour l’equation en congruences (μ − 1)x ≡ 0 (modn). Cette e´quation est
line´aire et homoge`ne, donc elle sera toujours compatible et l’ensemble B,
qui est forme´ par toutes ses solutions, il est un sous-groupe de (Z/nZ,+),
dont ordre est d = pgcd {n, μ − 1} (ou`, pgcd note le plus grand commun
diviseur). Un ge´ne´rateur de ce sous-groupe est la classe du entier n/d,
module n. Comme (μ − 1)(μ + 1) = μ2 − 1 = 0 (modn), on aura que
μ + 1 ∈ B. Cette solution n’est pas nulle, sauf que d ≥ 2. Encore, si on
aurait μ = n − 1 et en e´tant n pair, on a que d = pgcd {n, n − 2} = 2
et B = {0, n/2}. C’est-a-dire, le groupe B est trivial si et seulement si
μ = n− 1 et n est impair.
Voyons maintenant, la suﬃsance des conditions pre´ce´dentes.
D’abort, nous prenons l’ensemble support G = Z/2Z× Z/nZ, dont
cardinal est 2n et nous de´finissons la loi interne suivante:
(u, x)(v, y) = (u+ v, uvβ + μvx+ y)
Cette ope´ration donne sur G une structure de groupe et en plus G sera une
duplication de type (n, μ, β). En eﬀet:
1) La ope´ration est associative
((u, x)(v, y))(w, z) = (u+ v, uvβ + μvx+ y)(w, z) = ((u+ v) + w, (u+
v)wβ + μw(uvβ + μvx+ y) + z),
(u, x)((v, y)(w, z)) = (u, x)(v + w, vwβμwy + z) = (u + (v + w), u(v +
w)β + μv+wx+ vwβ + μwy + z),
il reste a` voir si (u+v)wβ+μw(uvβ+μvx+y)+z) ≡ u(v+w)β+μv+wx+
vwβ + μwy + z)⇔ μwuvβ ≡ uvβ.
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Si w = 0, cette question est triviale. D’autre part, si w = 1, la dernie`re
expression est e´quivalent a` uv(μ−1)β ≡ 0, qui est vraie n’importe pas pour
quoi valeurs de u et v.
2) Il est claire, que le couple (0,0) est l’element neutre
3) Le couple (u,−uβ −μux) est l’inverse de (u, x). Il suﬃt de voir, que
uβ−uβμu−μ2ux+x ≡ −u(μu−1)β− (μ2)ux+x ≡ −u(μu−1)β−x+x =
−u(μu − 1)β ≡ 0, et pour finir, il suﬃt de raisonner de la meˆme fac¸on que
dans 1.
4) Remarquons les e´le´ments g = (0, 1) et s = (1, 0).
N’est pas diﬃcile de voir par induction que gx = (0, x) et en consequence
g aura ordre n. Comme s 6∈< g > on a que G =< g, s >.
D’autre part, s−1 = (1, 0) = (1,−β) et s−1gs = (1,−β)(0, 1)(1, 0) =
(1,−β)(1, μ) = (0, β−μβ+μ) = (0, μ) = gμ et finalement s2 = (1, 0)(1, 0) =
(0, β) = gβ.
2.2. Le centre d’une duplication
D’abort, si μ = 1 le groupe G est commutatif et G = Z(G).
Si μ 6= 1 il n’y a aucun e´le´ment dans la classe s < g > qu’il soit
commutatif avec g et en consequence Z(G) ⊂< g >. De c¸a fac¸on gx ∈ Z(G)
si et seulement s’il commute avec chaque e´le´ment sgy ∈ s < g >. Ainsi,
gxsgy = sgygx ⇔ sgμx+y = sgy+x ⇔ gμx = gx ⇔ μx ≡ x (modn) ⇔
(μ − 1)x ≡ 0(modn). Donc, Z(G) sera isomorph au sous-groupe B ≤
(Z/nZ,+) (rappelons que B est le sous-groupe des solutions de la e´cuation
(μ− 1)x ≡ 0 (modn)) et l’ordre de Z(G) sera d = pgcd {n, μ− 1}, en e´tant
Z(G) =< g nd >.
Remarquons que Z(G) = e si et seulement si μ = n− 1 et n est impair.
3. Sur l’indicateur d’involution
3.1. Indice d’un e´le´ment involutif
Proposition 2. Soit μ un e´le´ment involutif, module n, et soit B le groupe
des solutions pour l’e´cuation (μ− 1)ξ ≡ 0 (modn).
Alors, l’indice du sous-groupe < μ+ 1 > dans B est au plus 2.
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De´monstration
Comme μ+ 1 est un e´le´ment involutif du groupe B, il existe un entier
c tel que μ+ 1 = c(n/d) et ainsi, on aura que ord (μ+ 1) = dpgcd {d,c} ,
Ind (< μ+ 1 >) = pgcd {d, c}.
D’autre part, comme l’entier I = pgcd {d, c} divise au entier c, I divis-
era aussi a μ+ 1 et comme il divise a` d, il divisera aussi a` μ− 1. Donc
I | pgcd {μ+ 1, μ− 1} = pgcd {μ− 1, 2} =
½
1 si μ est pair
2 si μ est impair
En consequence, nous aurions que I = 1, ou bien I = 2. 2
A` l’avenir, l’indice de μ+1 dans B, on appellera indice de μ et on notera
Ind (μ). De c¸a fac¸on on a la e´galite´, Ind (μ) ord (μ+ 1) = pgcd {n, μ− 1}
Pour tout e´lm´ent involutif module n μ, on ve´rifie que
Ind (μ)n = pgcd {n, μ − 1} pgcd {n, μ + 1}. En eﬀet, l’ordre de μ + 1
dans le groupe Z/nZ est ord (μ+ 1) = npgcd {n,μ+1} .
D’autre par, nous avons obtenu que ord (μ+ 1) = pgcd {n,μ−1}Ind (μ) .
Proposition 3. Si μ est involutif module n, on ve´rifie que Ind (n− μ) =
Ind (μ).
De´monstration
a) Tout diviseur commun pour n et (n−μ)−1, est un diviseur commun
pour n et (n− ((n− μ)− 1) = μ+ 1.
Au contraire, un diviseur commun pour n et μ + 1, est aussi diviseur
commun pour n et n−(μ+1). Donc, si nous notons par [m] l’ensemble forme´
par les multiples d’un entier m, on a que [n] ∩ [(n− μ)− 1] = [n] ∩ [μ+ 1].
Ce qui est equivalent a` pgcd {n, (n− μ)− 1} = pgcd {n, μ+ 1}.
b) Tout le diviseur commun pour n et (n−μ)+1 est un diviseur commun
pour n et (n − (n − μ) + 1) = μ − 1. Au contraire, un diviseur commun
pour n et μ − 1 est aussi diviseur commun pour n et n − (μ − 1). Donc
[n]∩[(n−μ)+1] = [n]∩[μ−1]. Ce qui est equivalent a` pgcd {n, (n−μ)+1} =
pgcd {n, μ− 1}.
Maintenant, nous utilisons l’observation d’avant, et pouvons e´crire,
Ind (n − μ)n = pgcd {n, (n − μ) − 1} pgcd {n, (n − μ) + 1} = pgcd {n, μ +
1} pgcd{n, μ− 1} = Ind (μ)n⇒ Ind(n− μ) = Ind (μ). 2
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3.2. Indice des e´le´ment involutif μ = 1 et μ = n− 1
Proposition 4. Pour chaque entier n ≥ 3, on a:
Ind (1) = Ind (n− 1) =
½
1 si n est impair
2 si n est pair
De´monstration
Comme nous savons que Ind (1) = Ind (n − 1), il suﬃt de calculer
l’indice de 1. Puisque pgcd {n, μ−1} = pgcd {n, 0} = n et pgcd {n, μ+1} =
pgcd {n, 2} =
½
1 si n est impair
2 si n est pair
en utilisant la formule Ind (μ)n = pgcd {n, μ− 1} pgcd {n, μ+ 1}, on aura
Ind (1) n =
½
n si n est impair
2n si n est pair
⇒ Ind (1) =
½
1 si n est impair
2 si n est pair
Remarquons que si n≥ 3 est un entier impair, pour tout e´le´ment involutif
μ, module n, comme Ind (μ) | n, on ve´rifie que Ind (μ) = 1. 2
3.3. Sur les indices pour n pair
Apre`s le dernier re´sultat, le cas Ind (μ) = 2, n’est pas possible que pour
modules pairs. Dans ces cas, on pourra e´crire n = 2mp, m ≥ 1, p impair.
D’abort, supposons p = 1. Si m = 1 (n = 2), il y a seulement un
e´le´ment involutif (μ) avec indice 2.
D’autre part, si m = 2 (n = 4), il y aura deux e´le´ment involutif: 1 et 3,
tout les deux, avec indice 2.
Proposition 5. Dans le cas n = 2m, avec m ≥ 3 on ve´rifie:
Ind (1) = Ind (2m − 1) = 2 et Ind (2m−1) = Ind (2m−1 + 1) = 1.
De´monstration
Nous savons (n pair) que Ind (1) = Ind (2m − 1) = 2. Les autres deux
e´le´ment involutif (voir appendice) seront oppose´s l’un du autre. Donc, il
suﬃt de e´tudier le cas μ = 2m−1 − 1. De c¸a fac¸on:
Ind(μ) 2m = Ind (μ)n = pgcd {n, μ− 1} pgcd {n, μ+ 1} =
pgcd {2m, 2m−1−2} pgcd {2m, 2n} = 2 pgcd {2m−1, 2m−2−1} 2m−1 pgcd {2, 1} =
2m ⇒ Ind (μ) = 1. 2
Remarquez que nous avons utilise´ que pgcd {2m−1},22m−2 − 1} = 1,
puisque si m ≥ 3, l’entier 2m−2 est impair.
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3.4. Sur les indices pour n = 2m p, ou m ≥ 1 et l’entier p ≥ 3 est
impaire
Si μ est involutif, module n = 2p, avec l’entier impair p ≥ 3, alors Ind (μ) =
2. En eﬀet:
Ind (μ) 2p = Ind (μ)n = pgcd {n, μ− 1} pgcd {n, μ+ 1} =
pgcd {2p, μ − 1} pgcd {2p, μ + 1} = 2pgcd {p, (μ−1)2 } 2pgcd {p, (μ+1)2 } ⇒
Ind (μ) p = 2pgcd {p, (μ−1)2 } pgcd {p, (μ+1)2 }. Comme le deuxie`me coˆte´ de la
e´galite´ est pair et p est impair, alors Ind (μ) = 2.
D’autre part, si μ est involutif, module n = 4p, ou p ≥ 3 est un entier
impair, on aura que Ind (μ) = 2. Puisque, tout l’e´le´ment involutif, module
n = 4p est dans la classe de congruence module 4, des entiers 1 ou 3. Alors:
a) μ ≡ 1 (mod 4)⇒ μ− 1 ≡ 0 (mod 4). Donc, Ind (μ) 4p = Ind (μ)n =
pgcd {n, μ− 1} pgcd {n, μ+ 1} =
pgcd {4p, μ− 1} pgcd {4p, μ+ 1} = 4pgcd {p, (μ−1)4 } 2pgcd {2p, (μ+1)2 }⇒
Ind (μ) p = 2pgcd {p, (μ−1)4 } pgcd {2p, (μ+1)2 }.
Comme le deuxie`me coˆte´ est pair et l’entier p est impair, on a que
Ind (μ) = 2.
b) μ ≡ 3 (mod 4)⇒ n− μ ≡ −3 ≡ 1 (mod 4). Donc, Ind (n− μ) = 2 et
ind (μ) = Ind (n− μ).
Proposition 6. Si n = 2mp, ou m ≥ 3, l’entier p ≥ 3 est impair et μ est
involutif module n, on ve´rifie:
Ind (μ) =
⎧
⎪⎪⎨
⎪⎪⎩
2 si μ ≡
½
1 (mod 2m)
2m − 1 (mod 2m)
1 si μ ≡
½
2m−1 − 1 (mod 2m)
2m−1 + 1 (mod 2m)
De´monstration
Comme μ est involutif module 2mp, il sera aussi involutif module 2m.
Donc il appartiendra a` une des classes des entiers 1, 2m−1, 2m−1+1, 2m−1.
a)μ ≡ 1 (mod 2m)⇔ μ− 1 ∈ 2mZ. Alors:
Ind (μ) 2mp = Ind (μ)n = pgcd {n, μ− 1} = pgcd {n, μ+ 1} =
pgcd {2mp, μ− 1} pgcd {2mp, μ+ 1}
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= 2mpgcd {p, (μ− 1)
2m
} 2mpgcd {2m−1p, (μ+ 1)
2
}⇒
Ind (μ) p = 2 pgcd {p, (μ− 1)
2m
} pgcd {2m−1p, (μ+ 1)
2
}
Le deuxie`me coˆte´ de la e´galite´ est pair et l’entier p est impair, en con-
sequence Ind(μ) = 2.
b) μ ≡ 2m−1 − 1 (mod 2m). Il existe un entier c tel que
μ = 2mc+ 2m−1 − 1. De c¸a fac¸on,
Ind (μ) 2mp = ind (μ)n = pgcd {n, μ− 1} pgcd {n, μ+ 1} =
pgcd {2mp, 2mc+ 2m−1 − 2} pgcd {2mp, 2mc+ 2m−1} =
2 pgcd {2m−1p, 2m−1c+ 2m−2 − 1} 2m−1 pgcd {2p, 2c+ 1}⇒
Ind (μ) p = pgcd {2m−1p, 2m−1c+ 2m−2 − 1} pgcd {2p, 2c+ 1}
Commem ≥ 3, alors l’entier 2m−1c+2m− 2−1 es impair. D’autre part,
l’entier 2c+ 1 est aussi impair et le deuxie`me coˆte´ de la e´galite´ pre´ce´dente
ne contiendra pas le facteur 2. Ainsi, il n’est pas possible que Ind (μ) = 2.
c) μ ≡ 2m−1 + 1 (mod 2m). Il existe un entier c tel que μ = 2mc +
2m−1 + 1. De c¸a fac¸on,
n− μ = 2mp− 2c − 2m−1 − 1 = −2m−1 − 1 ≡ 2m−1 − 1 (mod 2m)
D’apre`s b), Ind (n− μ) = 1 et rappelez que ind (μ) = Ind (n− μ).
d) μ ≡ 2m−1 (mod 2m). Il existe un entier c, tel que μ = 2mc+2m−1.
De c¸a fac¸on,
n − μ = 2mp − 2mc − 2m + 1 ≡ 1 (mod 2m). D’apre`s a) Ind (n− μ) =
2 = Ind (μ). 2
3.5. Le premier the´ore`me d’isomorphism pour duplications
Proposition 7. Supposons que ind (μ) = 2, et soit d = pgcd {n, μ − 1}.
Alors, les duplications (n, μ, 0) et (n, μ, nd ) ne sont pas isomorphes.
De´monstration
Comme n sera pair, dans la premiere duplication aura au moins deux
e´le´ment d’ordre deux: g
n
2 (c’est l’unique dans < g >) et s. Dans la
deuxie`me duplication il sera seulement l’e´le´ment g
n
2 , puisque:
(sgx)2 = g
n
d+(μ+1)x = e ⇒ nd + (μ + 1)x ≡ 0 (mod n) ⇒
n
d ≡ −x (μ +
1) (mod n)⇒ Ind (μ) = 1 2
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Proposition 8. Soit μ une solution de la e´cuation ξ2 ≡ 1 (mod n) et soient
β1, β2 deux solutions de l’e´cuation
(μ− 1)ξ ≡ 0 (mod n). Alors les duplications de types (n, μ, β1) et (n, μ, β2)
sont isomorphes si et seulement si
β1 ≡ β2 (mod < μ+ 1 >).
De´monstration
Conside´rons un groupe G d’ordre 2n, avec ge´ne´ratuers g et s, tels que:
ord (g) = n, s 6∈< g >, s−1gs = gμ et s2 = gβ1 .
Et soit H un autre groupe d’ordre 2n et ge´ne´rateurs h, t tels que:
ord (h) = n, t 6∈< h >, t−1ht = hμ et t2 = hβ2 .
Comme β1 ≡ β2 (mod < μ + 1 >), il existera un e´le´ment c tel que
β1 − β2 ≡ c (μ+ 1) (mod n).
La application f : G → H de´finie par la loi f(sμgx) = tμhx+cu est un
morphism de groupes. En eﬀet,
1) f(gxgy) = f(gx+y) = hx+y = hxhy = f(gx)f(gy)
2) f(sgxgy) = f(sgx+y) = thx+y+c = thx+chy = f(sgx)f(gy)
3) f(gxsgy) = f(sgμx+y) = thμx+y+c = hxthy+c = f(gx)f(sgy)
4) f(sgxsgy) = f(gβ1+μx+y) = hβ1+μx+y = hβ2+c(μ+1)+μx+y
=hβ2+μ(x+c)+(y+c) = thx+cthy+c = f(sgx)f(sgy).
Cette application est injective parce que f(sugx) = tuhx+cu = e⇒ u =
0, x = 0 ⇒ sugx = e. En plus, elle est surjectif, puisque si on donne
tvhy ∈ H, f(svgy−cv) = tvh(y−cv)+cv = tvhy.
b) Supposons maintenant que les duplications soient isomorphes. Il y
aura deux possibilite´s:
1) Si Ind (μ) = 1, il n’existe pas que une classe, donc
β1 ≡ β2 (mod < μ+ 1 >).
2) Si Ind (μ) = 2, μ est pair et on ve´rifie que nd 6∈< μ + 1 >, avec
d = pgcd {n, μ+ 1}.
Maintenant, si les duplications sont dans diﬀe´rentes classes, l’une sera
isomorphe a la duplication (n, μ, 0) et l’autre sera isomorphe a` (n, μ, nd ).
De c¸a fac¸on, on arriverait a` que (n, μ, 0) ' (n, μ, nd ) et Ind (μ) = 2, ce qui
est contradictoire. 2
Depuis ce the´ore`me, chaque e´le´ment involutif peut induire une ou deux
duplications, sauf isomorphisme, d’acord avec le valeur de sa indice.
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3.6. Sur le plus grand ordre dans la classe s < g >
Proposition 9. Dans le groupe G = (n, μ, β) =< s, g >, on ve´rifie:
ord (sgx) = 2 ord ((sg)2) = 2npgcd {n, β+(μ+1)x}
De´monstration
L’indice du sous groupe < g > dans G est 2. Donc, l’image de chaque
e´le´ment sgx par le homomorphism canonique π : G → G/ < g > sera la
classe s < g >, qui a ordre 2 dans le groupe quotient. En consequence
2 | ord (sgx). Ainsi, ord ((sg)2) = ord (sgx)pgcd {ord (sgx),2} = ord (sg
x)
2 ⇒ ord (sgx) =
2 ord ((sgx)2).
Maintenant, il suﬃt d’observer que (sgx)2 = gβ+(μ+1)x 2
Proposition 10. Soit d = pgcd {n, μ− 1}, alors ord (sgx) | 2d. En plus, si
Ind (μ) = 2 y β = 0, on a que ord(sgx) | d.
De´monstration
Puisque (sgx)2 ∈ Z(G), dont ordre est d, on ve´rifie que ord ((sgx))2 | d.
Alors ord (sgx) = 2 ord((sgx))2 | 2d.
D’autre part, si Ind (μ) = 2 nous savons que 2n = d pgcd{n, μ+ 1}. Si
en plus, β = 0, ord (sgx) = 2 ord ((sgx)2) = 2 ord (g(μ+1)x) | 2 ord (gμ+1) =
2n
pgcd {n,μ+1} = d.
De c¸a manie`re, 2d sera une cote supe´rieur des ordres des e´le´ments qui
appartient a` la classe s < g >. Remarquez que cette cote se re´duit a` d,
lorsque β = 0 et l’indice est 2. 2
Si Ind (μ) = 1, dans la classe s < g >, ils existent e´le´ments a` plus grand
ordre e´gal 2d. En eﬀet, comme dans ce cas, nous pouvons prendre β = 0.
Alors, il suﬃt de voir que sg ve´rifie:
ord (sg) = 2 ord ((sg)2) = 2 ord (gμ+1) = 2npgcd {n,μ+1} =
2d pgcd {n,μ+1}
{pgcd {n,μ+1} =
2d.
D’autre part, si Ind (μ) = 2 et G = (n, μ, 0), ils existent e´le´ments
appartient a` la classe s < g >, a` plus grand ordre e´gal d. Il suﬃt de voir
que sg ve´rifie:
ord (sg) = 2npdcd {n,μ+1} =
d pdcd {n,μ+1}
pdcd {n,μ+1} = d
Finalement, si Ind (μ) = 2 y G = (n, μ, nd ), ils existent e´le´ment appar-
tient a` la classe s < g >, a` plus grand ordre e´gal 2d. En eﬀet:
Il existe un entier c tel que μ + 1 = c (nd ). Alors, en prenant l’e´le´ment
sgd, on a:
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ord (sgd) = 2npgcd {n,β+(μ+1)d} =
2n
pgcd {n,(nd )+(nd ) cd} =
2n
(nd ) pgcd {d,1+cd} =
2d
pgcd {d,1+cd} =
2d
pgcd {d,1} = 2d
3.7. Les e´le´ment d’ordre n dans la classe s < g >
Soit G une duplication de Type (n, μ, β). Nous voulons chercher les condi-
tions pour n, μ et β, de fac´con qu’ils existent e´le´ments sgx, avec 0 ≤ x ≤
n− 1, tels que leurs ordres dans G soient e´gals n.
Il y a une caracte´risation inmme´diate:
Si ord (sgx) = 2npgcd {n,β+(μ+1)x} on aura, ord (sg
x) = n⇔
pgcd {n, β + (μ+ 1)x}) = 2.
Proposition 11. Si dans G =< s, g >= (n, μ, β) il existe un e´le´ment sgx
avec ordre n, alors n est pair et μ prend les valeurs 1 ou (n2 ) + 1.
De´monstration
D’apre`s la denie`re condition, on conclut que l’entier n est pair. Alors μ,
qui doit eˆtre prime avec n, il sera impaire et aussi μ+ 1 et (μ+ 1)x seront
pairs. En consequence, β aussi sera pair. Si nous posons β + (μ+1)x = y,
la condition d’avant, se tournera a` pgcd {n2 , y} = 1.
Comme β et μ+1 sont solutions de l’e´cuation (μ− 1)ξ ≡ 0 (mod n), 2y
aussi sera solutions.
Maintenant, (μ−1)(2y) ≡ 0 (mod n)⇒ (μ−1)y ≡ 0 (mod n2 )⇒ μ−1 ≡
0 (mod n2 ), puisque pgcd {y, n2} = 1. Cette condition est verifie´e seulement
par les valeurs μ = 1 et μ = n2 + 1. 2
Le valeur 1 est toujours involutif et on a le re´sultat suivant:
Proposition 12. Si n est pair dans le groupe (n, 1, 1) ∼= C2 × Cn on a que
ord (sgx) = n⇔ pgcd {n2 , x} = 1.
Au contraire, dans le groupe (n, 1, 1) ∼= C2n, la classe s < g > n’a pas
des e´le´ments d’ordre n.
De´monstration
Si n est par, nous savons que Ind (1) = 2 et dans touts les deux groupes
on a que d = pgcd {n, 0} = n.
1) Dans le cas (n, 1, 0), le plus grand ordre possible des e´le´ment appar-
tenant a` la classe s < g > est d = n et on a:
ord (sgx) = n⇔ pcgd {n, β+(μ+1)x} = 2⇔ pgcd {n, 2x} = 2 pgcd {n2 , x} =
1
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2) Dans le cas (1, 1, 1), le plus grand ordre est 2d = 2n en ayant cet
ordre l’e´le´ment sgd = sgn = s. Alors, les e´le´ments du groupe avec ordre
n sont touts dans le sous-groupe < s2 >⊂< g > et de c¸a fac¸on, il n’y a
aucunne dans la classe s < g >. 2
Le valeur μ = n2 + 1 sera ou non involutif, d’accord a` le suivant propo-
sition.
Proposition 13. Soit n un entier pair. Le nombre μ = n2 +1 est involutif,
module n, si et seulement s’il est multiple de 4.
De´monstration
a) Si n = 4q, il est claire que (n2 + 1)
2 − 1 = 4q2 + 4q = 4q(q + 1) ≡
0 (mod 4q) = n
b) Soit n = 2c et supposons que n2 est involutif, module n. Alors
(n2 )
2 − 1 = c2 + 2c ≡ c2 ≡ 0 (mod 2c) = n, ce qui n’est pas possible avec c
impair. Comme n est pair, alors il est multiple de 4. 2
Pour trouver les possibles e´le´ment d’ordre n, nous distinguerons deus
cas:
Proposition 14. Si n = 4p avec p un nombre impair alors, dans le groupe
(4p, 2p+1, 0) la classe s < g > n’a pas d’e´le´ments d’ordre n. Au contraire,
dans le groupe (4p, 2p+ 1, 2) on a, ord (sgx) = n⇔ pgcd {n4 , 1 + x} = 1.
De´monstration
1) Dans le cas (4p, 2p + 1, 0), le plus grand ordre possible pour un
e´le´ment appartenant a` la classe s < g > est d = 2p. Donc, il n’existeront
pas d’e´le´ment d’ordre n = 4p dans s < g >.
2) Pour le cas (4p, 2p+1, 2), le plus grand ordre est 2d = n et l’e´le´ment
sgd = sg2p a cet ordre. De manie´re plus generale on aura, ord (sgx) = n⇔
pgcd {n, β + (μ+ 1)x} = 2⇔ pgcd {4p, 2 + (2p+ 2)x} = 2⇔
pgcd {2, 1+ (p+1)x} = 1, cette condition est equivalent a` pgcd {p, 1+ (p+
1)x} = 1.
D’autre part, 1 + (p+ 1)x = px+ (1 + x) ≡ 1 + x (mod p), donc
pgcd {p, 1+ (p+1)x} = pgcd {p, 1 + x}. Ainsi, nous pouvons concluire que
ord (sgx) = n⇔ pgcd {p, 1 + x} = 1.
2
Proposition 15. Si n = 2mp, avec m ≥ 3 et p un entier impair, alors dans
le groupe (2mp, 2m−1p+ 1, 0) on ve´rifie, ord (sgx) = n⇔ pgcd {n2 , x} = 1.
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De´monstration
Maintenant Ind ((n2 ) + 1) = 1, donc nous pouvons prendre β = 0 et on
aura d = pgcd {n, n2} = n2 = 2m−1p. Le plus grand ordre sera 2d = n et cet
ordre l’aura l’e´le´ment sg. De manie´re plus generale,
ord (sgx) = n⇔ pgcd {n, β + (μ+1)x} = 2⇔ pgcd {2mp, (2m−1p+2)x} =
2⇔ pgcd {2m−1, (2m−2p+ 1)x} = 1.
Comme pgcd {2m−1p, 2m−2p+ 1} = pgcd {2m−2p+ 1, 2m−2p− 1} =
pgcd {2m−2p, 2} = 1, finalement on aura que
ord (sgx) = n⇔ pgcd {2m−1p, x} = 1 2
3.8. Duplications isomorphes
Proposition 16. Conside´rons un entier n ≥ 3 et soient:
μ1 et μ2 deux solutions pour l’e´cuation ξ2 ≡ 0 (mod n)
β1 une solution pour l’e´cuation (μ1 − 1) ξ ≡ 0 (mod n)
β2 une solution pour l’e´cuation (μ2 − 1) ξ ≡ 0 (mod n)
Alors, (n, μ1, β1) ' (n, μ2, β2)⇒ μ1 = μ2.
De´monstration
Conside´rons les groupes d’ordre 2n,
G =< s, g >, ord (g) = n, s 6∈< g >, s−1gs = gμ1 , s2 = gβ1
H =< t, h >, ord (h) = n, t 6∈< h >, t−1ht = hμ2 , t2 = hβ2
et supposons qu’il existe un isomorphism ϕ : G→ H.
Nous distinguerons deux possibilite´s:
a) Si ϕ(g) ∈< h >, c’est-a`-dire ϕ(g) = hx
Dans ce cas, ϕ(s) ∈ t < h >, puisque au contraire ϕ(G) ⊂< h >≤ H,
ce qui est contradictoire.
Comme l’ordre de ϕ(g) doit eˆtre n, alors le pgcd {x, n} = 1.
Si nous supposons μ1 ≥ μ2, on a:
ϕ(s−1gs) = ϕ(gμ1) = ϕ(g)μ1 = (hx)μ1 = hxμ1 = ϕ(s−1)ϕ(g)ϕ(s) =
ϕ(s)−1hxϕ(s) = hxμ2 ⇒ hxμ1 = hxμ2 ⇒ hx(μ1−μ2) = e ⇒ x(μ1 − μ2) ≡
0 (mod n)⇒
⇒ (μ1 − μ2) ≡ 0 (mod n)⇒ μ1 − μ2 = 0, puisque l’e´le´ment x a inverse
dans Z/nZ et 0 ≤ μ1 − μ2 < n.
b) Si ϕ(g) ∈ t < h >, c’est-a`-dire ϕ(g) = thx.
Soit ϕ(s) = tvhy, ou v = 0, 1. Comme ϕ(g) ∈ t < h >, nous avons que
n est pair et nous pouvons eˆcrire n = 2mp ou n ≥ 1 et p impair, avec une
des deux suivants possibilites:
1) μ2 = 1.
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Dans ce cas, le groupe H est abelienne, donc G est aussi abelienne. En
consequence μ1 = μ2
2) μ2 = n2 + 1 = 2
m−1p+ 1
Dans ce cas, il faut que m ≥ 2. En e´tant q = (μ−1)2 , nous aurons:
2a) Si m = 2, on peut prendre β2 = 2 et il faut que pgcd {p, x+1} = 1.
Alors, ϕ(s−1gs) = ϕ(gμ1) = ϕ(g)μ1 = thx((thx)2)q = thx(hβ2+(μ2+1)x)q =
ϕ(s−1)ϕ(g)ϕ(s) = ϕ(s−1)thxϕ(s) = (tvhy)−1thx(tvhy) = h−yt−vthxtvhy =
=
½
h−ythxhy si v = 0
h−yhxthy si v = 1
=
½
th−yμ2hxhy si v = 0
th(−y+x)μ2hy si v = 1
⇒
⇒
½
(hβ2+(μ2+1)x)q = h−yμ2hy si v = 0
(hβ2+(μ2+1)x)q = h(−y+x)μ2hy si v = 1
⇒
⇒ (hβ2+(μ2+1)x)q =
½
h−y(μ2−1) si v = 0
h(x−y)(μ2−1) si v = 1
⇒
⇒ (β2 + (μ2 + 1)x)q = (β2 + (n2 + 2)x)q ≡
≡
½ −y(μ2 − 1) = −y n2 si v = 0
(x− y)(μ2 − 1) = (x− y)n2 si v = 1
⇒ (β2 +2x)q ≡ 0 (modn2 ).
2a) Si m = 2, on peut prendre β2 et il faut que pgcd {p, x + 1} = 1.
Alors, (2 + 2x)q = 2(1 + x)q = (1 + x)(μ1 − 1) ≡ 0 (mod 2p)⇒
⇒ (1 + x)(μ1 − 1) ≡ 0 (mod p)⇒ μ1 − 1 ≡ 0 (mod p)⇒
⇒ μ1 = 1, p+ 1, 2p+ 1, 3p+ 1.
De ces valeurs, nous e´liminons l’entier 1, parce que nous sommes dans
le cas non commutatif et aussi les entiers p+ 1 et 3p+ 1, parce que μ1 est
impair. Ainsi, μ1 = 2p+ 1 = μ2.
2b) Sim ≥ 3, alors on peut prendre β2 = 0 et il faut que pgcd {2m−1p, x} =
1. Alors, 2xq = x(μ1−1) ≡ 0 (mod 2m−1p)⇒ (μ1−1) ≡ 0 (mod 2m−1p)⇒
μ1 = 1, 2m−1p+ 1.
Nous e´liminons le cas 1, donc μ1 = 2m−1p+ 1 = μ2. 2
D’apre`s la dernie´re proposition et la proposition 8, nous pouvons eˆcrire.
Proposition 17. Conside´rons un entier n ≥ 3 et soient:
μ1 et μ2 deux solutions pour l’e´cuation ξ2 ≡ 0 (mod n)
β1 une solution pour l’e´cuation (μ1 − 1) ξ ≡ 0 (mod n)
β2 une solution pour l’e´cuation (μ2 − 1) ξ ≡ 0 (mod n)
Alors, (nμ1, β1) ' (nμ2, β2)⇔ μ1 = μ2, β1 ≡ β2 (mod < μ1 + 1 >).
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3.9. Une formule pour l’indicateur de duplicationDp (n)
Pour chaque entier prime p nous de´finisson leur longueur prime impair
(lpi (p)), comme la quantite´ des facteurs primes impairs qu’il y a dans la
de´scomposition du nombre p.
D’autre part, nous noterons i(n), comme le quantite´ d’e´le´ment involutif
dans Z/nZ (voir apendice)
Proposition 18. Si n = 2mp, avec m ≥ 0 et p un entier impair, on ve´rifie:
Dp (2mp) =
⎧
⎪⎪⎨
⎪⎪⎩
1 · 2lpi (p) si m = 0
2 · 2lpi (p) si m = 1
4 · 2lpi (p) si m = 2
6 · 2lpi (p) si m ≥ 3
De´monstration
1) Si m = 0, nous avons un entier impair. Si p = 1, le sujet est trivial,
Dp (1) = 1. Si p ≥ 3, touts les e´le´ments involutifs auront indice 1, donc
Dp (p) = i(p) = 1 · 2lpi (p).
2) Si m = 1, les e´le´ment involutifs auront indice 2, donc Dp (2p) =
2 i(2p) = 2 · 2lpi (p).
3) Si m = 2, les e´le´ment involutifs auront indice 2, donc Dp (4p) =
2 i(4p) = 4 · 2lpi (p).
4) Pour le cas generale m ≥ 3, nous savons que une moitie´ des e´le´ment
ivolutifs ont indice 2, et l’autre moitie´, ils ont indice 1. En consequence,
Dp (2mp) = 2 i(2mp)2 + i(2
mp)
2 = 3
i(2mp)
2 = 6 · 2lpi (p) 2
4. Mode`les pour quelques duplications
4.1. Des Groupes qui s’expriment de Fac¸on naturel comment du-
plications
Nous donnons en ce qu’il suit, six familles de groupes classiques, qui s’expriment
comment duplications. En le suivant e´carte´, nous utiliserons ces mode`les
classiques, pour conaˆitre la structure d’autres duplications plus ge´ne´rales,
dans lesquelles, elles seront facteurs directes ou semi-directes.
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4.2. Groupe produit C2 × Cn
Ils sont les groupes G = {e, g, g2, ..., gn−1; s, sg, sg2, .., sgn−1} d’ordre 2n
ge´ne´res par les e´le´ment s y g tels que ord (g) = n, s 6∈< g >, s2 = e,
s−1gs = g.
C’est-a`-dire, il s’agit de duplications du type (n, 1, 0). Ces duplications
peuvent apparaˆitre pour n pair ou impair.
4.3. Groupes cycliques C2n d’ordre pair
Si dans un groupe cyclique G =< a > d’ordre 2n, nous faisons remarquer,
les e´le´ment s = a et g = a2, nous avons que ord (g) = n, s 6∈< g >, s2 = g,
s−1gs = g, ce qui interpre´te les duplications du type (n, 1, 1), valables
seulement pour n pair.
Si n est puissance de deux, ces groupes ne peuvent pas se de´composer
comment produits ni directes ni semi-directes de sous-groupes propres.
4.4. Groupes diedriques
Soit n ≥ 1 un entier. On de´finit le groupe diedrique de degre´ n et on note
Dn, au groupe G = {e, g, g2, ..., gn−1; s, sg, sg2, ..., sgn−1} d’ordre 2n, ge´ne´re´
par les e´le´ment s y g tels que ord (g) = n, s 6∈< g >, s2 = e, s−1gs = gn−1.
Il s’agit d’une duplication de type (n, n− 1, 0), valables pour toute n.
Pour les valeurs n = 1, 2 nous avons les groupes commutatifs D1 =
{e, s} ' C2, D2 = (2, 1, 0) ' C2 × C2.
Touts les autres ne seront pas commutatifs, puisque si n ≥ 3 (n−1 6= 1)
on a:
d = pgcd {n, n− 2} =
½
1 si n est impair
2 si n est pair
⇒ Z(Dn) =
½
< e > si n est impair
< g
n
2 > si n est pair
En tel cas (n ≥ 3), il s’agit du classique groupe de mouvement du
polygone re´gulier de n coˆte´s.
4.5. Groupes dicycliques
Soit n ≥ 1 un entier. On de´finit le groupe dyclique de degre´ n et on
note DCn, au groupe G = {e, g, g2, ..., g2n−1; s, sg, sg2, ..., sg2n−1} d’ordre
4n, ge´ne´re´ par les e´le´ment s y g tels que ord (g) = 2n, s 6∈< g >, s2 = gn,
s−1gs = g2n−1.
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Il s’agit d’une duplication de type (2n, 2n − 1, n), valables seulement
pour modules pairs.
Lorsque n = 1 il s’agit de la duplication commutative DC1 = (2, 1, 1) '
C4. Il n’y a plus. Pour n ≥ 2 (2n−1 6= 1), on a que d = pgcd {2n, 2n−2} =
2 pgcd {n, n− 1} = 2⇒ Z(G) =< gn >.
Le nom ciclyque est pris de Ledermann. Lorsque n = 2, nous avons
le groupe quaternio de Hamilton. Quelques auteurs (Gorestein, Robin-
son, Suzuki, etc,..) parlent de groupes de quaternions ge´ne´ralises pour les
groupes dicycliques de degre´ n = 2m, c’est-a`- dire, pour les groupes di-
cycliques qui soient 2-groupes. De la me`me fac¸on que avec les groupes
cycliques d’ordre puisance de 2, le groupe DCn (n = 2m m ≥ 1) ne peut
pas se decomposer, ni directe ni semi-directement en sous-groupes propres.
En eﬀet:
Comme μ = 2n − 1 et β = n, pour tout x ∈ [0, n − 1] on ve´rifie que
(sgx)2 = gβ+(μ+1)x = gn ⇒ gn = g2m ∈< sgx >.
Le groupe < g > a ordre 2m+1 et la relation complete`te de ses sous-
groupes est la suivante:
{e} ⊂< g2m >⊂< g2m−1 >⊂ . . . ⊂< g2 >⊂< g >.
Maintenant, il est claire que g2
m ∈< gx >, ∀x ∈ [1, n− 1]. De c¸a fac¸on,
l’e´le´ment g2
m
est dans tout sous-groupe non trivial et si M et N sont deux
sous-groupes propres, alors M ∩ N 6= {e}, et en consequence, il n’est pas
possible des de´compositions directes ou semi-directes.
4.6. Groupes semi-diedriques
Soit n ≥ 3 un entier. On de´finit le groupe semi-diedrique de degre´ n et
on note SDn, au groupe G = {e, g, g2, ..., g2n−1−1; s, sg, sg2, ..., sg2n−1−1}
d’ordre 2n, ge´ne´re´ par les e´le´ment s y g tels que ord (g) = 2n−1, s 6∈< g >,
ord (s) = 2, s−1gs = g2n−1−1.
Il s’agit d’une duplication de type (2n−1, 2n−2 − 1, 0).
Pour le valeur n = 3 on a le groupe commutatif SD3 = (4, 1, 0) ' C2×C4.
Il n’y a plus, puisque si n ≥ 4 (2n−2 − 1 6= 1), nous avons que
d = pgcd {2n−2 − 2, 2n−1) = 2 pgcd {2n−3 − 1, 2n−2} = 2 ⇒ Z(g) =<
g2
n−2
>.
Ces groupes sont aussi 2-groupes.
4.7. Groupes semi-cycliques
Soit n ≥ 2 un entier. On de´finit le groupe semi-cyclique de degre´ n et
on note SCn, au groupe G = {e, g, g2, ..., g2n−1−1; s, sg, sg2, ..., sg2n−1−1}
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d’ordre 2n, ge´ne´re´ par les e´le´ment s y g tels que ord (g) = 2n−1, s 6∈< g >,
ord (s) = 2, s−1gs = g2
n−2+1.
Il s’agit d’une duplication de type (2n−1, 2n−2 + 1, 0).
Pour le valeur n = 2 on a le groupe commutatif SC2 = (2, 1, 0) ' C2×C2.
Il n’y a plus, puisque si n ≥ 3 (2n−2 + 1 6= 1), nous avons que d =
pgcd {2n−1, 2n−2} = 2n−2pgcd {2, 1} = 2n−2 ⇒ Z(G) =< g2 >.
Remarquez que pour n = 3 on a SC3 = (4, 3, 0) ' D4. Autre foi, ces
groupes seront 2-groupes.
4.8. Mode`les pour les duplications avec n = 2m
Nous montrerons que toute duplications de type (2m, μ, β) est une de les
pre´cede´ntes:
1) m = 0
Il n’y a pas d’e´le´ment involutifs, mais si aura une duplications, le groupe
C2
2) m = 1
Le nombre μ = 1 est involutif avec indice 2. Les duplications seront:
(2, 1, 0) ' C2 × C2 et (2, 1, 1) ' C4.
3) m = 2
Il y a deux e´le´ment involutif μ = 1, 3, tout les deux avec indice 2 et
duplications: (4, 1, 0) ' C2 × C4, (4, 1, 1) ' C8, (4, 3, 0) ' D4 et (4, 3, 2) '
DC2.
4) m ≥ 3
Les entiers μ = 1, 2m − 1 sont involutifs avec indice 2 et duplications:
(2m, 1, 0) ' C2 × C2m , (2m, 1, 1) ' C2m+1 , (2m, 2m − 1, 0) ' D2m ,
(2m, 2m − 1, 2m−1) ' DC2m−1 ,
et les nombres μ = 2m−1 − 1, 2m−1 + 1 sont involutif, avec indice 1 et
duplications: (2m, 2m−1 − 1, 0) ' SDm+1 et (2m, 2m−1 + 1, 0) ' SCm+1.
5. Sur la structure d’une duplication
5.1. De´composition semi-directe d’une duplication
Pour toute duplication g = (n, μ, β), on a que G =< g >< s >= {gxsy :
x, y ∈ Z}, ou < g > est normal dans G. Si β ∈< μ + 1 >, en changant
s , par un autre e´le´ment ade´quat de la classe s < g >, nous pouvons
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supposer β = 0 et alors < s > ∩ < g >= {e}. De c¸a fac¸on nous avons la
decomposition:
G =< s >
h
< g >
i
' C2 × Cn
Ou`, < s >
h
< g >
i
note le produit semi-direct de les sous-groupes.
Il y a une autre de´composition valable pour toute β. Nous utiliseront
la de´composition du nombre n en ses facteurs pairs et impairs.
Proposition 19. Supposons que n = 2mp, avec m ≥ 0 et p impair.
Donne´e une duplicationG =< s, g >= (2mp, μ, β), soient γ ≡ μ (mod 2m)
et ρ ≡ β (mod 2m). Alors on a une de´composition semi-directe
(2mp, μ, β) = H
h
K
i
, ou H =< spgp >= (2m, γ, p), K =< g2m >' Cp
La de´composition est directe si et seulement si μ ≡ 1 (mod p).
De´monstration
Soient les e´le´ment t = sp, h = gp, k = g2m
Les sous-groupes cycliques < h > et < k > sont normals dans G. En
plus,
ord (h) = ord (gp) = np = 2
m et ord (k) = ord(g2m) = n2m = p
1) Soit H =< t >< h >. Comme < h > est normal, l’ensemble h sera
un sous-groupe de G. En plus comme p est impair, on a
t = sp ∈ s < g >⇒ t 6∈< g >⇒ t 6∈< h >
Pendant que, t2 = (sp)2 = (s2)p = (gβ)p = (gp)β = hβ = hρ ∈< h >.
En consequence, les puissances impairs de t, ne sont pas dans < h >,
mais les pair si les sont. Ainsi, l’entier t sera pair et on ve´rifie:
ord (H) = ord (< t >< h >) =
ord (< t >) ord (< h >)
ord (< t > ∩ < h >)
= 2 ord (< h >) = 2m+1.
Finalement, comme t ∈< g > et h ∈< g >, on a que t−1ht = hμ = hγ
et en consequence H =< t, h >= (2m, γ, p).
2) Nous savons que K =< k > est normal, en plus comme son ordre est
p, on aura que K ' Cp.
Comme les ordres respectifs 2m+1 et p de H et K sont primes, on aura
que H ∩K = {e}
4) Par tout c¸a d’avant, on peut e´crire que ord (HK) = ord (H) ord (K) =
2m+1p = ord (G)⇒ G = HK.
Ainsi, nous avons que G = H
h
K
i
.
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D’autre part, cette de´composition sera directe si et seulement si h et
K commutent e´le´ment par e´le´ment. Comme h, k ∈< g >, l’aﬃrmation
d’avant est equivalent a` que tk = kt ou que k ∈ Z(G). Alors:
a) Si μ = 1 (mod p), il existe c tel que μ = pc+ 1 et on a, (μ− 1)2m =
(pc) 2m = (2mp) c = nc ≡ 0 (mod n).
Donc, k = g2
m ∈ Z(g)
b) Si k ∈ Z(g), alors (μ−1) 2m ≡ 0 (mod 2mp)⇒ (μ−1) ≡ 0 (mod p)⇒
μ ≡ 1 (mod p).
Notons que nous avons exclu la possibilite´ p = 1, puisque Cp = {e} et
la de´composition G = H serait trivial. 2
Par rapport a` les facteurs d’une duplications, le facteur normalK est un
groupe cyclique d’ordre impair et en consequence il pourra s’e`crire comment
produit de groupes cycliques d’ordres puisances de primes impairs.
D’autre part, le facteur H, il sera un 2-sous-groupe de Sylow dans G,
dont structure nous e´tabliront dans les trois suivantes propositions.
Proposition 20. Pour toute duplication G =< s, g >= (2mp, μ, 0) m ≥ 1,
le sous-groupe H =< sp, gp >= (2m, γ, 0) ve´rifie:
H =< S >
h
< gp >
i
, avec < s >' C2, < gp >' C2m
Cette de´composition sera directe si et seulement si μ ≡ 1 (mod 2m).
De´monstration
Comme p est impair et s2 = e, on a que t = sp = s et on ve´rifie que
< s > ∩ < gp >= {e}.
Nous savons que H =< s >< gp > et que < gp > est normal, donc
H =< s >
h
< gp >
i
. Cette de´composition sera directe si et seulement
si sh = hs (h soit central). Alors:
a) Si μ = 2mc + 1 ou c ∈ Z, on a que (μ − 1)p = (2mc)p = (2mp)c =
nc ≡ 0 (mod n). D’ou h = gp est central.
b) Si h est central on ve´rifie que (μ − 1)p ≡ 0 (mod 2mp) ⇒ μ − 1 ≡
0 (mod 2m)⇒ μ ≡ 1 (mod 2m.
Nous avons exclu, la possibilite´ m = 0, puisque C2m = {e} implique que
la de´composition H =< s > soit trivial.
D’autre part, si μ ≡ 2m − 1 (mod 2m), alors H est le groupe diedrique
D2m . 2
Proposition 21. Soit n = 2mp avec m ≥ 1. Soit μ un e´le´ment involutif
module n, et soit d = pgcd {n, μ − 1}. Supposons que ind (μ) = 2 et que
μ ≡ 1 (mod 2m). Alors, dans G =< s, g >= (2mp, μ, 2mpd) on ve´rifie:
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H =< sp, sp >=< sp >' C2m+1 ' (2m, 1, 1)
De´monstration
Comme μ = 2ma + 1, on a que d = pgcd {2mp, 2ma} = 2m pgcd {p, a}.
Alors, le nombre nd =
p
m pgcd {p, a} est impair et en consequence sera prime
avec 2m. Ainsi, en prenant t = sp et h = gp on a que ord (t) = 2 ord (h
n
d ) =
2 ord (h) = 2m+1 ⇒ H =< t >' C2m+1 . Comme h ∈ H, cet e´le´ment sera
une puissance de t, dont exposant sera pair, puisque les puissances impairs
de t seront dans s < g >. C’est-a`-dire, il existera un entier b tel que t2b = h.
Alors,
2m = ord (h) = ord (t2b) = 2
m+1
pgcd {2m+1,2b} =
2m
pgcd {2m,b} ⇒ pgcd {2m+1, b} =
1⇒< tb >=< t >
Si nous changeons t par tb, comme (tb)2 = h, alors le sous-groupe H est
repre´sente´ par la duplication canonique (2m, 1, 1). 2
Proposition 22. Soient n = 2mp, m ≥ 1, μ un e´le´ment involutif module
n, et
d = pgcd {n, μ− 1}.
Supposons que Ind (μ) = 2, et que μ ≡ 2m − 1 (mod 2m). Alors, dans
le groupe g =< s, g >= (2mp, μ, 2mpd) on ve´rifie:
H =< sp, gp >' DC2m−1 ' (2m, 2m − 1, 2m−1)
De´monstration
Par hypothe`se, il existera un entier a tel que μ = 2ma + 2m − 1. De
c¸a fac¸on, d = pgcd {2mp, 2ma+ 2m − 2} = 2 pgcd {2m−1p, 2m−1a+ 2m−1 −
1}. Alors, nd = 2
m−1p
pgcd {2m−1p,2m−1a+2m−1−1} , o`u pgcd {2m−1p, 2m−1a+2m−1−
1}, est impair, puisque 2m−1a + 2m−1 − 1 est impair, donc il est prime
avec 2m−1 et en consequence il divisera a` p. C’est-a`-dire, le nombre b =
p
pgcd {2m−1p,2m−1a+2m−1−1} est un entier impair.
Si nous possons b = 2c+1, nd = 2
m−1b = 2m−1(2c+1) = 2mc+2m−1 ⇒
n
d ≡ 2m−1 (mod 2m). D’ou H = (2m, 2m − 1, 2m−1) ' DC2m−1 . 2
Remarquez, que pour chaque e´le´ment μ d’indice 1, il y a seulement
la possibilite´ de la proposition 26, ou` le 2-sous-groupe de sylow on peut
de´composer. Si μ a indice 2, pour la duplication avec β = nd , ce sous-
groupe de sylow est isomorph ou bien a` C2m+1 , ou bien a` DC2m−1 , en etant
touts les deux cas, groupes indecomposables.
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5.2. De´composition selon le degre´ de parite´ de n
Possons n = 2mp avec p un entier impair. Nous dirons que l’exposante m
est le degre´ de parite´ de n. En ce que suit, si nous faisons attention a` la
de´composition pre´ce´dent, selon les valeurs de sa parite´.
Pour c¸a, nous donnerons quelques indications:
a) Les cas pour p = 1 ont e´te´ deja e´tudies.
Nous supposons que m ≥ 3. De c¸a fac¸on, nous pouvons appliquer la
proposition 25 et pour le sous-groupe normal K, nous aurons que K ' Cp.
Remarquez aussi, que en ge´ne´rale la de´composition G = H
h
K
i
sera
directe si et seulement si μ ≡ 1 (mod p).
b) D’abort, nous e´tudierons le cas m = 0. Pour les autres cas, nous
pouvons utiliser les propositions 20, 21 ou 22.
c) Si β = 0, nous utiliserons la proposition 20 pour e´tablir la
de´composition du sous-groupe H, qui sera directe si et seulement si μ ≡
1 (mod 2m). Dans cette supposition, observons que la de´composition de G
soit aussi directe, est equivalent a` μ = 1.
d) Si Ind (μ) = 2 et β = nd , avec d = pgcd {n, μ − 1}, nous savons que
H = (2m, 1, 1) = C2m+1 pour μ ≡ 1 (mod 2m) (proposition 21), ou bien que
H = (2m, 2m − 1, 2m−1) si μ ≡ 2m − 1 (mod 2m) (proposition 22).
cas 1: m = o⇔ n = p
Comme p est impair, tout e´le´ment involutif avec indice 1, donc nous
pouvons prendre β = 0. Alors, t = sp = s, h = gp = e, k = g. En
consequent (proposition 19), nous avons, H =< s >' C2 ⇒ G ' C2 × Cp.
Le seul cas de de´composition directe est pour μ = 1 et alors g ' C2p.
Pour μ = p− 1 on a G ' Dn.
cas 2: m = 1⇔ n = 2p
Tout e´le´ment involutif μ ve´rifie que Ind (μ) = 2 et que μ ≡ 1 (mod 2).
2a) β = 0
H = (2, 1, 0) ' C2 × C2 ⇒ G ' (C2 × C2)× Cp
2b) β = nd
H = (2, 1, 1) ' C4 ⇒ G ' C4 × Cp
Si μ = 1 (de´composition directe) on a G ' C4p.
cas 3: m = 2⇔ n = 4p
Tout e´le´ment involutif μ ve´rifie que Ind (μ) = 2 et que μ ≡ 1, 3 (mod 4).
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3a) β = 0, μ ≡ 1 (mod 4)
H = (4, 1, 0) ' C2 × C4 ⇒ G ' (C2 × C4)× Cp
3b) β = nd , μ ≡ 1 (mod 4)
H = (4, 1, 1) =' C8 ⇒ G ' C8 × Cp
Si μ = 1 (de´composition directe) on a G ' C8p.
3c) β = 0, μ ≡ 3 (mod 4)
H = (4, 3, 0) ' D4 ⇒ G ' D4 × Cp
3d) β = nd , μ ≡ 3 (mod 4)
H = (4, 3, 2) ' DC2 ⇒ G ' DC2 × Cp
cas 4: m ≥ 3⇔ n = 2mp
Les e´le´ments involutifs ont indice 2 si μ ≡ 1, 2m − 1 (mod 2m) et ils ont
indice 1 si μ ≡ 2m−1 − 1, 2m−1 + 1 (mod 2m).
4a) β = 0, μ ≡ 1 (mod 2m)
H = (2m, 1, 0) ' C2 × C2m ⇒ G ' (C2 × C2m)× Cp
4b) β = nd , μ ≡ 1 (mod 2m)
H = (2m, 1, 1) ' C2m+1 ⇒ G ' C2m+1 × Cp
Si μ = 1 (de´composition directe) on a que G ' C2m+1p.
4c) β = nd , μ ≡ 2m−1 − 1 (mod 2m)
H = (2m, 2m−1 − 1, 0) ' SDm+1 ⇒ G ' SDm+1 × Cp
4d) β = nd , μ ≡ 2m−1 + 1 (mod 2m)
H(2m, 2m + 1, 0) ' SCm+1 ⇒ G ' SCm+1 × Cp
4e) β = 0, μ ≡ 2m − 1 (mod2m)
H = (2m, 2m − 1, 0) ' D2m ⇒ D2m × Cp
4f) β = nd , μ ≡ 2m − 1 (mod 2m)
H = (2m, 2m − 1, 2m−1) ' DC2m−1 ⇒ G ' DC2m−1 × Cp
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5.3. Deuxie`me de´composition semi-directe
Lorsque nous pouvons prendre β = 0, on ve´rifie:
G =
³
< s >
h
< gp >
i´h
< g2
m
>
i
'
³
C2 × C2m
´
× Cp
Comme < gp > et < g2
m
> sont touts les deux sous-groupes du groupe
commutatif < g >, ceci nous sugge´re qu’ils pourraient s’echanger.
Proposition 23. Supposons que n = 2mp, avec m ≥ 1 et p ≥ 3 impair.
Conside´rons une duplication G =< s, g >= (2mp, μ, 0) et soit δ ≡
μ (mod p). Alors, on aura une de´composition semi-directe
(2mp, μ, 0) =M
h
N
i
, ou`M ' (p, δ, 0) = s
h
< g2
m
>
i
' C2×Cp, n ' C2m .
La de´composition de M est directe si et seulement si μ ≡ 1 (mod p) et
celle-la` du groupe G sera directe si et seulement si μ ≡ 1 (mod 2m).
De´monstration
Soient t = sp, h = gp et k = g2
m
.
Nous savons que < h > et < k > sont normals dans G, que ord (h) = 2m
et que ord (k) = p. En plus, comme p est impair et s2 = e on a que t = s.
1) Soit le sous-groupe M =< s >< k >. Comme < s > ∩ < k >= {e},
ord (M) = 2p, et comme t−1kt = s−1ks = kμ = kδ on a que
M = (p, δ, 0) =< s >
h
< k >
i
' C2 × Cp.
2) Si N =< h >, alors il est un sous-groupe normal isomorphe a` C2m .
3) Puisque s < k >⊂ s < g >, aucun e´le´ment de la classe s < k >
peut appartenir a` < h > qui est un sous-groupe de < g >. Non plus, les
e´le´ments de < k > (sauf le neutre), puisque pgcd {ord (h), ord (k)} = 1.
Finalement, comme M =< k > ∪ s < k > on a que M ∩N = {e}.
4) De tout c¸a d’avant on a que
ord (MN) = ord (M) ord (N) = 2p2m = ord (G) ⇒ G = MN . D’ou`
G =M
h
N
i
.
La de´composition M =< s >
h
< k >
i
est directe (voir proposition 19)
si et seulement si k est central, c’est-a`-dire si μ ≡ 1 (modp).
D’autre part, la de´compositionG =M
h
N
i
sera directe (voir proposition
20) si et seulement si h est central, c’est-a`-dire, si μ ≡ 1 (mod 2m). 2
La de´composition G ' (C2×Cp)×C2m que nous avons obtenu, le meˆme
que la de´composition G ' (C2 × C2m) × Cp de´rive´e des propositions 20 et
21, on reduit a` G ' C2 × C2m si p = 1 et G ' C2 × Cp si m = 0.
Le facteur normal N , c’est un groupe cyclique inde´composable. Le
sous-groupe M est une duplication du module impair p.
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De manie´re ge´ne´rale, seulement dans les cas μ = 1, p− 1 (mod p), nous
pouvons expliciter des resultats:
μ ≡ 1 (mod p)⇒M = (p, 1, 0) ' C2 × Cp ' C2p ⇒ G ' C2p × C2m .
μ ≡ p− 1 (mod p)⇒M = (p, p− 1, 0) ' Dp ⇒ G ' Dp × C2m .
En e´tant ces dc´ompositions directes si et seulement si μ ≡ 1 (mod 2m).
6. Appendice : Groupes d’involutions
Par la relation qu’il y a, avec le sujet de ce travail, nous montrerons en
suivant, quelques observations et petits re´sultats sur les sous-groupes mul-
tiplicatifs forme´s par les e´le´ment involutifs, dans les anneaux Z/nZ pour
n ≥ 2.
Rappellerons, que l’ensemble d’e´le´ments involutifs d’un anneau, for-
ment un sous-groupe multiplicatif des unite´s du anneau. A l’avenir, nous
noterons =(n) au sous-groupe des e´le´ments involutifs du anneaux Z/nZ.
Pour chaque n ≥ 2, le groupe =(n) est un groupe finite, ou` on ve´rifie
l’e´cua-
tion x2 = 1, ∀x ∈ =(n). Ainsi, d’apre`s le the´ore`me de Cauchy, le groupe
=(n) aura ordre une puisance de 2.
Si nous notons ı(n) = ord (=(n)), nous avons que ı(n) divise au indica-
teur ϕ(n) d’Euler. Remarquez, que si μ ∈ =(n), alors n − μ ∈ =(n). En
consequence, il suﬃt de conaˆitre la moitie´ des e´le´ment de =(n), puisque le
reste y seront leurs inverses.
D’ autre part si pgcd {p, q} = 1, ou` p, q ∈ IN , du isomorphisme Zpq '
Zp ×Zq on a que =(pq) ' =(p)×=(q), et en consequence ı(pq) = ı(p)ı(q).
Si nous posons chaque entier n = 2mp, ou` m ≥ 0 et p impair, il suﬃra
de savoir calculer le groupe = et la fonction ı pour les puissances 2m et les
primes p.
6.1. Calcul de =(2m) et ı(2m), avec m ≥ 1
Proposition 24. Soit n = 2m, avec m ≥ 3, alors:
=(2m) = {1, 2m−1 − 1, 2m−1 + 1, 2m − 1}.
De´monstration
Si m = 3, il est claire.
Supposons notre re´sultat vrai pour m.
Si μ ∈ [1, 2m+1 − 1] et 2m+1 | μ2 − 1, alors aussi 2m | μ2 − 1⇔
μ2 − 1 ≡ 0 (mod 2m).
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De c¸a fac¸ons, μ sera congruent module 2m, ou bien avec 1, ou bien avec
2m−1 + 1, ou bien avec 2m−1 − 1, ou avec 2m − 1. Alors:
1) Si μ ≡ 1⇒ ∃c ∈ IN/μ = 2mc+ 1
2) Si c ≥ 2 alors μ 6∈ [1, 2m+1 − 1], donc c = 0, auquel cas μ = 1, ou
bien c = 1 et alors μ = 2m + 1
2) μ ≡ 2m−1 ∓ 1 ⇒ ∃c ∈ IN/μ = 2mc + (2m−1 ∓ 1), alors μ2 − 1 ≡
22mc2+2m+1c (2m−1± 1)+22m−2∓ 2m = 2m+1c⇒ 2mc2+2c (2m−1± 1)+
2m−2∓ 1 = 2c, ce qui est contradictoire, puisque comme m ≥ 3, le premier
coˆte´ est impair et le deuxie`me est pair.
3) μ = 2m ⇒ ∃c ∈ IN/μ = 2mc+ 2m − 1.
Si c ≥ 2, alors μ 6∈ [1, 2m+1 − 1], donc il faut que c = 0 auquel cas
μ = 2m−1, ou` bien c = 1, ce qui implique μ = 2m+1 − 1. 2
Pour les premieres puissances, c’est immediate =(2) = {1}, ı(2) = 1,
=(4) = {1, 3}, ı(4) = 2.
6.2. Calcul de =(ph) et ı(ph) pour p ≥ 3 prime et h ≥ 1
.
Proposition 25. Soit p ≥ 3 un entier prime et soit h ≥ 1. Alors,
=(ph) = {1, ph − 1}, ı(ph) = 2.
De´monstration
Si h = 1, il suﬃt d’observer que dans le corp Z/nZ l’e´cuation x2 = 1
aura au plus deux racines (±1).
Supposons le re´sultat vrai pour h et soit μ avec 1 ≤ μ ≤ ph+1 − 1 tel
que ph+1 | μ2 − 1. Il existera un entier m tel que μ2 − 1 = ph+1m, et aussi
nous aurons la relation ph | μ2 − 1⇔ μ2 − 1 ≡ 0 (mod ph).
Graˆce a notre hypothe`se, on ve´rifie
μ ≡
½
1
ph − 1 (mod p
h)⇒
⇒ μ =
½
phc+ 1
phd+ (ph − 1) = ph(d+ 1)− 1 ⇒
⇒ μ2 − 1 = ph+1m =
½
p2hc2 + 2phc
p2h(d+ 1)2 − 2ph(d+ 1) ⇒
⇒ pm =
½
phc2 + 2c
ph(d+ 1)2 − 2(d+ 1) ⇒
½
p | 2c
p | −2(d+ 1) ⇒
½
p | c
p | d+ 1
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puisque p est prime avec 2. Alors,
⎧
⎪⎪⎨
⎪⎪⎩
p | c⇒ c =
½
0⇒ μ = 1
pα⇒ μ = ph+1α+ 1
p | d+ 1⇒ d+ 1 =
½
0⇒ μ = −1
pβ ⇒ μ = ph+1β − 1
Sur les quatre valeurs que nous avons pour μ, le premiere c’est approprie´. Le
deuxie`me et le troixie`me ne sont pas possibles parce que ils ne appartierons
a` [1, ph+1−1]. Pour le quatrie`me valeur, il faut que kβ = 1⇒ μ = ph+1−1.
2
6.3. Calcul de =(p) et ı(p), pour p ≥ 3 impair
Soit p = p1p2 . . . pr, ou` chaque pi est un entier impair prime ou une puisance
de un entier impair prime. On a l’isomorphisme
=(p) ' =(p1)× . . .×=(pr) ' C2 × C2.r. .× C2 et ı(p) = 2r
Pour calculer le groupe, il suﬃt de donner r ge´ne´rateurs μ1, ...μr, et
pour chaque ge´ne´rateur il faudra que μi ≡ −1 (mod pi), μi ≡ 1 (mod pj) si
j 6= i.
En plus le nombre μi−1 sera multiple de pj , donc sera multiple du plus
petit multiple de touts eux, qui sera leurs produit p/pi. De c¸a fac¸on, nous
devons chercher des entiers x et y tels que μ1 = pix−1 = (p/pi)y+1. C’est-
a`-dire, nous devons re´soudre l’e´cuation diophantine pix− (p/pi)y = 2. Una
foi qu’elle soit re´solue ou bien pour l’inconnue x ou bien pour l’inconnue
y, il suﬃra d’utiliser les e´galites μ1 = pix− 1 = (p/pi)y + 1 pour avoir un
valeur de μi ∈ [1, p− 1].
Remarquez que si p ≥ 3 est impair, la moitie´ des e´le´ment involutifs
seront pairs et l’autre moitie´ seront impairs.
Une formule pour le nombre ı(n)
Maintenant, si nous possons n = 2mp, avec m ≥ 0 et p impair, et en
utilisant la fonction lpi (p) -longeur prime impair-, c’est-a`-dire, la quantite´
de facteurs primes impairs qui sont dans p, nous pourrons eˆcrire:
ı(n) = ı(2mp) =
⎧
⎪⎪⎨
⎪⎪⎩
1 · 2lpi (p) si m = 0
1 · 2lpi (p) si m = 1
2 · 2lpi (p) si m = 2
4 · 2lpi (p) si m ≥ 3
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Cette formule sert aussi pour les nombres n = 2m, en prenant lpi (1) = 0
Les groupes pour les modules pairs qu’il ne sont pas puissance
de 2
Si nous excluront les puissances de 2, tout nombre pair on peut eˆcrire
comment n = 2mp, m ≥ 1 et p ≥ 3 impair. Comme nous conaˆissons
les groupes =(2m) et =(p), nous pouvons calculer le groupe =(n). Pour-
tant, remarquez que chaque groupe =(2m+1p) on peut de´terminer apre`s de
connaˆitre le groupe =(2mp).
D’abort, nous observons que si p ≥ 3 est un entier impair et μ 6∈ 2Z,
alors μ ∈ =(2p) et μ ∈ =(4p). En eﬀet:
Il existera c, tel que μ = 2c+ 1, donc μ2 − 1 = 4c2 + 4c = 4c(c+ 1)⇒
4 | μ2 − 1. Mais par hypothe`se p | μ2 − 1, donc μ2 − 1 est multiple du
ppcm {4, p} = 4p (plus petit commun multiple), multiple de 4 et p. en
consequence μ ∈ =(4p). Aussi, il est multiple de 2p et μ ∈ =(2p).
Proposition 26. Soient les entiers p ≥ 1 , m ≥ 1, avec p impair. Alors,
μ ∈ =(2mp), μ = ∓1 (mod 2m)⇒ μ ∈ =(2m+1p)
De´monstration
1) Il existera c tel que μ = 2mc ∓ 1, donc μ2 − 1 = (2mc ∓ 1)2 − 1 =
22mc2 ∓ 2m+1c = 2m+1c (2m−1c∓ 1)⇒ 2m+1 | μ2 − 1
2) p | 2mp | μ2 − 1 ⇒ p | μ2 − 1. De c¸a fac¸on, μ2 − 1 est multiple du
ppcm {2m+1, p} = 2m+1p. 2
Maintenant il est claire que =(2p) ⊂ =(4p) ⊂ =(8p).
Si nous partons de conaˆitre le Groupe =(p), nous observons:
1) Comme la moitie´ des e´le´ment de =(p) sont impairs, alors touts ces
e´le´ment seront dans =(2p). Ainsi, nous connaissons la moitie´ de ce groupe;
l’autre moitie´ seront leurs oposes module 2p et le groupe =(2p) est deter-
mine´.
2) Puisque ı(4p) = 2ı(2p) et =(2p) ⊂ =(4p), les e´le´ment μ ∈ =(2p) sont
la moitie´ des e´le´ment du groupe =(4p). L’autre moitie´ est forme´e par les
e´le´ment 4p− μ.
3) Puisque ı(8p) = 2ı(4p) et =(4p) ⊂ =(8p), nous pouvons raisonner
comme avant.
Et de fac¸on analogue si on connaˆit le groupe =(2mp), nous pourrons
calculer les e´le´ments du groupe =(2m+1p).
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