A mixed quantum-classical method aimed at the study of nonadiabatic dynamics in the presence of external electromagnetic fields is developed within the framework of time-dependent density functional theory. To this end, we use a trajectory-based description of the quantum nature of the nuclear degrees of freedom according to Tully's fewest switches trajectories surface hopping, where both the nonadiabatic coupling elements between the different potential energy surfaces, and the coupling with the external field are given as functionals of the ground-state electron density or, equivalently, of the corresponding Kohn-Sham orbitals. The method is applied to the study of the photodissociation dynamics of some simple molecules in gas phase.
I. INTRODUCTION
In the mixed-quantum classical description of molecular systems, only the quantum character of the electronic degrees of freedom are considered while the nuclear motion is treated at a classical level. In the adiabatic case, this picture corresponds to the Born-Oppenheimer (BO) limit where the nuclei move as point charges on the potential energy surface (PES) associated with a given electronic state. Despite the success of this approximation, many physical and chemical processes do not fall in the regime where nuclei and electrons can be considered to be decoupled. In particular, most photoreactions pass through regions of the PES in which electron-nuclear quantum interference effects are sizable and often crucial for a correct description of the phenomena. In addition, there are cases in which a quantum treatment of the nuclear degrees of freedom (DoF) is essential, like, for instance, in the description of zero-point motions, tunneling effects, and quantum interferences.
In the mixed-quantum classical approaches, the wave packet is approximated by an ensemble of particles that follow classical trajectories. The classical path, or Ehrenfest approximation is the most straightforward one. Here, the classical subsystem evolves under the mean field generated by the electrons, and the electronic dynamics is evaluated along the classical path of the nuclei. An important limitation of the classical path approach is the absence of a "back-reaction" of the classical DoF to the dynamics of the quantum DoF. On the other hand, these methods are well suited for the study of the nuclear dynamics in the full phase space (without the need of introducing constraints or low dimensional reaction coordinates) and can easily be implemented in software packages that allow for the "on-the-fly" calculation of energies and forces. One way is to employ Ehrenfest's theorem and calculate the effective force on the classical trajectory through a mean potential that is averaged over the quantum DoF [1] [2] [3] [4] [5] [6] .
* ivano.tavernelli@epfl.ch Beyond such quasiclassical methods, the semiclassical WKB-type approach has a long tradition in adding part of the missing nuclear quantum effects to the classical simulations. Semiclassical methods [7] [8] [9] take into account the phase exp[iS(t)/h] evaluated along a classical trajectory and are therefore capable-at least in principle-of describing quantum nuclear effects including tunneling, interference effects, and zero-point energies. The most common semiclassical methods have been extensively reviewed in recent articles [10] [11] [12] [13] .
The intuitively appealing picture of trajectories hopping between coupled potential-energy surfaces gave rise to a number of quasiclassical implementations [14] [15] [16] [17] [18] [19] [20] [21] . The most well-known method is Tully's "fewest switches" surface hopping method [14] [15] [16] [17] [18] , which has evolved into a widely used and successful technique. In recent years, the term "surface hopping" and its underlying ideas have also been used in the stochastic modeling of a deterministic differential equation, for example, the quantum-classical Liouville equation [22, 23] .
Finally, using the Bohmian (or hydrodynamical) interpretation of quantum mechanics it is possible to derive formally exact equations of motion for quantum trajectories (or fluid elements). At the end of the 1990s, there was a strong hope to turn this approach into an efficient computational method for the description of nuclear quantum dynamics [24] [25] [26] . However, at present no extension to the treatment of multidimensional systems has been suggested.
In this paper, we present a trajectory surface-hopping ab initio molecular dynamics (AIMD) scheme that couples nuclear and electronic degrees of freedom with an external electromagnetic field. All relevant quantities, namely ground-and excited-state energies, nuclear forces, nonadiabatic couplings (NACs), and transition dipole elements are expressed as a functional of the electronic density or, equivalently, of the Kohn-Sham (KS) orbitals in the framework of linear-response time-dependent density functional theory (LR-TDDFT). Similar approaches have been derived for model potentials [27] and for complete active space selfconsistent field (CASSCF) potential energy surfaces within the mean-field approximation for the nuclear dynamics [28] .
In the last years, LR-TDDFT has become widely used for the calculation of vertical excitation energies [29] [30] [31] and excitedstate properties [32, 33] of medium to large-size molecular systems in gas and condensed phases [34, 35] . It has been shown that LR-TDDFT yields good excited-state properties in many cases [33, 36, 37] , but fails in others [38] [39] [40] [41] . In addition, excited-state LR-TDDFT gradients and forces have also been implemented in different software packages [33, 36, 42] . These allow the use of LR-TDDFT-based AIMD approaches for the study of photochemical reactions [43, 44] and fluorescence spectra [34] . However, as stated above, AIMD in excited states requires the inclusion of nonadiabatic effects that are beyond the BO approximation.
The main issue regarding the computation of nonadiabatic couplings within LR-TDDFT lies in the intrinsic difficulty to compute matrix elements of observables which are not simple functionals of the electronic density. The nonadiabatic coupling matrix elements are unfortunately one of those quantities, since their calculation requires knowledge of the many-electron wave functions of the states involved in the coupling. Nevertheless, several schemes for the calculation of nonadiabatic coupling vectors (NACVs) within TDDFT are nowadays available, provided that one of the states is the ground state. Cernyak and Mukamel [45] were the first to give an explicit formula for the NACVs within the TDDFT densitymatrix approach, followed by the approach of Baer [46] based on real-time TDDFT. Later, Tavernelli et al. [21, [47] [48] [49] and Hu et al. [50] independently suggested an additional solution to the problem using Casida's formulation of the LR-TDDFT equations.
Here, we extend the nonadiabatic dynamics of molecular systems to the case of the interaction with an external timedependent field. This requires the calculation of the so-called transition dipole matrix elements, which, following the same development as in [30, 47, 49] , can be easily expressed as a functional of the KS orbitals.
In the next section, we review the formalism used in the derivation of the mixed quantum-classical equations and, in particular, we focus on the description of the assumptions and approximations that lie at the basis of the trajectory surface-hopping approach. The addition of the coupling with an external radiation field is presented in Sec. III, where we also discuss its implications for Tully's surface-hopping dynamics (a detailed derivation of the coupling term is given in Appendix A). In Sec. IV we present the derivation of the NACs and transition dipoles within the framework of LR-TDDFT. The numerical details of the implementation in the plane wave code CPMD [51] are given in Sec. V. In Sec. VI, the quality of the method is tested in the simple cases of photoexcited lithium fluoride (LiF) and oxirane molecules for which extensive and highly accurate studies are available in the literature. Sec. VII summarizes and concludes.
II. MIXED QUANTUM-CLASSICAL MOLECULAR DYNAMICS
The starting point for the derivation of mixed quantumclassical equations of motion is the nonrelativistic timedependent Schrödinger equation for the molecular system composed of nuclei and electrons,
whereĤ is the molecular time-independent Hamiltonian and (r,R,t) the total wave function of the system under investigation, r is the collective position vector of all electrons {r i }, and R the one of the nuclei {R γ }. The first step in the derivation of mixed quantum-classical dynamics consists in the formulation of an Ansatz for the representation of the total system wave function. Depending on this choice, different approximate mixed quantum-classical equations of motion can be obtained, for instance, the so-called Ehrenfest dynamics, which makes use of a simple factorization of the total wave function into the product of a fast electronic and slow nuclear part, according to
where the phase factor is
andĤ el (r; R) is the electronic Hamiltonian that depends parametrically on the nuclear positions.
In this paper, we start with the same Ansatz used in the derivation of the Born-Oppenheimer dynamics and we The classical limit of the nuclear degrees of freedom is taken in the polar representation of the nuclear wave function,
(2.10)
Inserting this representation in Eq. (2.6) we obtain, after separating real and imaginary parts,
Equations (2.11) and (2.12) correspond to the exact Schrödinger equation for a nuclear wave function evolving in the potential of the different electronic surfaces determined by Eq. (2.5). In the simple case of zero nonadiabatic couplings, the classical limit applied to the phase, S J /h, leads to an equation of motion that corresponds to the Hamilton-Jacobi formulation of classical mechanics. In this limit, the nuclear quantum system is described by classical independent trajectories obeying the Newton equations with forces computed from the expectation value of the electronic Hamiltonian in a given state J (r; R), selected by the initial conditions. The equation for A J describes in this case a continuity equation for the amplitude.
Different is the case when the coupling terms are nonzero and therefore we need to consider them explicitly. The time evolution of phases and amplitudes acquires terms that mix contributions from other potential energy surfaces than the initial one, and the classical limit must be taken more cautiously [52] . In particular, transfer of amplitude from one PES to another becomes possible thanks to the coupling terms, which make, however, the solution of the set of Eqs. (2.11) and (2.12) more involved. The dynamics that emerges can be described as follows: The first equation (for the phases) gives the nuclear motion of the system on the initial electronic potential energy surface H J J , and the second equation (for the amplitudes) describes nuclear amplitude transfer between different potential energy surfaces.
Tully proposed an approximate solution of this coupled set of equations based on the so-called independent trajectory approximation (ITA), which is known as trajectory surface hopping (TSH). Within this approach, the nuclear wave packet propagation is replaced by the time evolution of a set of trajectories evolving according to the Hamilton-Jacobi equations obtained from the classical limit of Eq. (2.11), where the trajectories are considered decoupled or independent from one another. This approximation implies that all nuclear quantum correlation effects are neglected. The transfer of amplitude between different PESs is taken in charge by a stochastic surface hop procedure, which requires the evaluation of the first-order coupling elements, d γ J I (R) in Eq. (2.8). First, the nuclear wave packet J (R,t) in the expansion (2.4) is replaced by the complex-valued time-dependent amplitude C α J (t), which apportions trajectories (labeled by α) among electronic states according to the correct quantum probability, so that
once a sufficient number of trajectories has been sampled. The relation holds due to the ITA assumption, while the R dependence of the C α J (t) coefficients is determined by the initial conditions only R(t = 0) and Tully's equations of motion for the nuclei. The time-dependent differential equation for the amplitudes C α J (t) is obtained by replacing (2.14) in the time-dependent Schrödinger equation, and reads (in the Schrödinger representation),
where the label α indicates that the corresponding quantities are evaluated for the trajectory α of the ensemble of trajectories. Because of the adiabatic representation of the electronic wave functions, the matrix elements H J I are diagonal
, where E el J (R) are the eigenvalues of Eq. (2.5). All matrix elements in Eq. (2.15) are computed using an ab initio electronic structure calculation or, as in the present case, density functional theory (DFT) for the ground-state and time-dependent density functional theory (TDDFT) for the excited states. In Tully's dynamics, the classical trajectories evolve adiabatically according to Born-Oppenheimer dynamics until a hop between two potential energy surfaces (H I I and H J J ) occurs with a probability given by a Monte Carlo-type procedure. In the "fewest switches" algorithm, the transition probability from state I to state J in the time interval [ 
where
, and a hop occurs if and only if
where ζ is generated randomly in the interval [0,1]. In practice, a swarm of trajectories is propagated independently starting from different initial conditions, and the final statistical distribution of all these trajectories is assumed to reproduce the correct time evolution of the nuclear wave packet. It is important to stress that, at present, no formal justification of Tully's algorithm has been formulated.
III. INTERACTION WITH THE RADIATION FIELD
The interaction with an external radiation field leads to a further coupling between molecular energy states, which is induced by the interaction Hamiltonian (see Appendix A),
where A(r,t) is the (classical) vector potential of the electromagnetic field,p i is the momentum operator of electron i, e is the electron charge, m e is the electron mass, and c is the speed of light.
In the presence of an external radiation field, the differential equations for the expansion coefficients in Eq. (2.15) become (with A 0 = |A|)
where λ is the polarization vector and µ α J I is the position dipole vector between states I and J . A complete account of the derivation of the coupling term with the external radiation field is given in Appendix A.
Tully's surface-hopping scheme remains practically unchanged, with a simple modification in Eq. (2.16) for the hopping probability, where we replace the matrix elemenṫ R · d J I with the total coupling elements,
In addition, a classical electrostatic interaction term of the form, A(t) added to the potential energy of the nuclei, which, according to Tully's scheme, follow a "classical" trajectory on a single PES with possible surface hops according to the hopping probability g J I .
It is convenient to formulate Tully's surface-hopping equations in the interaction representation where the wave function (r; R,t) in Eq. (2.14) evolves according to the explicit time-dependent part of the Hamiltonian,Ĥ int (t), (3.5) where U(t,0) is the time-evolution operator of the Hamiltonian H el +Ĥ int (t), and˜ J (r; R,0) = J (r; R,0). In the interaction representation, the fast rotating phase factor e ī hĤ el (t−t 0 ) is therefore removed and the time dependence of the eigenstates is induced solely by the interaction HamiltonianĤ int (t). Since the time evolution of the wave functions (r; R,t) is exclusively in the expansion coefficients C α J (t), we obtain in the interaction representation, 
where the coupling matrix J I elements of Eq. (3.3) are evaluated for the time-independent adiabatic states J (r; R). Correspondingly, the transition probabilities of Eq. (2.16) become
IV. CALCULATION OF THE COUPLING TERMS WITHIN DFT AND TDDFT
In the following we want to apply Tully's trajectory surface-hopping dynamics to the study of photophysical and photochemical processes of simple molecules in laser fields using DFT and TDDFT for the description of the different PESs involved. To this end, we need first to derive the contributions to the coupling element (t) in Eq. (3.3), namely the nonadiabatic coupling termṘ · d J I and the radiation field coupling term proportional to λ · µ J I as a functional of the electronic density and its linear response perturbation.
A one-to-one mapping between TDDFT and many-body perturbation theory (MBPT) quantities within linear response [30, 49, 50 ] is used to derive useful expressions for typical wave-function-based quantities as a functional of the electronic density and its linear response variation. In particular, for any one-body operator,Ô, the mapping between MBPT and TDDFT quantities gives (we only consider transitions from the ground state 0 ) In Eq. (4.1), ω 0I is equal to the energy gap E I − E 0 , the matrix S has components,
2)
e I are the TDDFT eigenvectors of the pseudoeigenvalue equation,
and K is the matrix form of the TDDFT kernel [29] . All matrices and vectors are given in the basis of KS orbitals {φ iσ } with corresponding occupations f iσ and orbital energies iσ . The operatorÔ can be the position operator,r as in [30] or the gradient ∇ RĤel in [21, 47, 50] , or any other one-body operator of interest, and may depend parametrically on the atomic positions, R.
Of particular interest is the use of Eq. (4.1) for the derivation of auxiliary many-electron wave functions as functional of the electronic density or, equivalently, of the set of occupied and virtual KS orbitals. It was recently shown [49] 
, which, one at a turn, are promoted into a virtual (unoccupied) orbital, ψ aσ .
The nonadiabatic coupling elements at the midstep t + δt/2 of a TDDFT MD dynamics [21] can therefore be calculated aṡ The full nonadiabatic coupling vectors d 0I can also be computed using the same formalism [47] . However, they are not directly required in the calculation of the surface-hopping probabilities according to Eq. (3.8).
Replacing in Eq. (4.1) the general one-body operatorÔ with the position operatorr = ir i one gets directly the transition dipole matrix element expressed in terms of TDDFT quantities, 8) where, in second quantization,r = ia r iaâ † aσâiσ , and r is the vector with elements r ia = φ a |r|ψ a in the basis of KS orbitals.
V. IMPLEMENTATION
Recent developments [33, 36] have shown that it is possible to further simplify the calculation of the TDDFT equations for energies, forces, and expansion coefficients c I iaσ using perturbation linear response TDDFT. The linear response change in the density due to an external perturbation, δV , can be expanded in the set of linear response orbitals of the KohnSham wave functions, {φ iσ }. Following standard perturbation theory, the perturbation induces a first-order change in the KS orbitals φ iσ (r,t) → φ iσ (r,t) + λφ iσ (r,t) where we impose the conditions φ iσ |φ jτ = δ σ τ δ ij (i,j < N).
The linear response orbitals are solutions of the perturbative TDDFT equations [53] , 
In the Fock space of the occupied KS orbitals and their response orbitals {φ iσ ,φ I,jσ } the auxiliary SD wave function used in the computation of linear response properties simplifies to˜
wherer † I,iσ is the creation operator for the linear response orbital φ I,iσ corresponding to the excitation frequency ω I . These are the auxiliary wave functions used to compute the nonadiabatic coupling according to Eq. (4.7).
The calculation of the transition dipole moments from the perturbed linear response orbitals φ I,iσ is done using the definition (A11) together with the expansion in Eq. (5.4). Alternatively, in the case of periodic systems, one can use the Berry phase expansion described in Ref. [35] .
All developments were implemented in the software package CPMD [51] .
VI. APPLICATIONS A. Rabi oscillations in a two-level system
Before addressing real molecular systems, we tested the developed modified SH scheme on a model two-level system based on the H + 2 potential energy surfaces. An electromagnetic field of intensity 3.5 × 10 12 W/cm 2 oscillating at a frequency that corresponds to 97% of the exact level splitting energy is applied to the system and the oscillations of the corresponding population probabilities for the two states are monitored in time (Fig. 1) . The observed Rabi oscillations show a maximum of probability transfer of about 64% due to the slightly off-resonance frequency of the applied field.
B. Photoexcitation of LiF by a strong laser pulse
The interest in ultrafast spectroscopy of alkali halide molecules has constantly grown since the development of femtosecond laser pulses. Using this technique, Zewail et al. were able to monitor wave packet oscillations of a sodium iodide molecule, trapped in its first excited state due to the presence of an avoided crossing between the ionic ground state and the covalent excited state [54] [55] [56] . The theoretical description of this type of dynamics has been addressed in several publications [57] [58] [59] [60] . In particular, Takatsuka et al. have described the interaction of an intense laser pulse with different molecular systems [61, 62] , including LiF [28] . However, none of these approaches provide an on the fly trajectory-based description of the photodissociation dynamics, which includes nonadiabatic coupling effects as well as coupling to the radiation field at the same level of theory. In the following, we study the photodissociation of LiF using the mixed quantum-classical trajectory surface-hopping method outlined above, which describes both coupling terms within LR-TDDFT.
Electronic structure of LiF
We focus our study on the first two excited states of LiF, which are known to be fundamental for the dissociation of this heterodiatomic molecule [28] . Furthermore, it is important to note that couplings between states of a different multiplicity cannot be described by our formalism due to the absence of spin-orbit couplings. The ground state of LiF, 1 1 + , is followed by a doubly degenerate 1 1 state (called first excited state) and a 2 1 + state (second excited state). Due to symmetry reasons, an avoided crossing is formed between the ground state and the second excited state (both of -symmetry) at an internuclear distance close to ∼4.00Å (CASSCF result; Ref [28] ). At larger distance, the ground and first excited state correlate with the 2 S(Li) + 2 P (F) dissociation channel and the second excited state with the still-bound 1 S(Li
The ground state is a bound state with an equilibrium distance of 1.59Å within DFT using the Perdew-Burke-Ernzerhof (PBE) functional and plane waves basis set (experimental value, 1.5639Å [63] ; CoulombAttenuating Method, CAM-B3LYP with aug-cc-pVDZ basis set, 1.58Å). Both 1 1 and 2 1 + states are characterized by the transfer of one electron from the fluoride to the lithium cation and are then formally dissociative. However, due to the avoided crossing discussed before and the mixing with 1 1 + ,2 1 + remains bonding at large internuclear distances. The different symmetries and degeneracies of these two states are due to different origins of the excited electron. The state 2 1 + results from the excitation of an electron initially in the 2p x (F) orbital (see Fig. 2 ), whereas 1 1 is obtained by promoting one electron from either the 2p y (F) or the 2p z (F) orbital.
System setup. The system is composed of an isolated LiF molecule, aligned in the x axis of a box of dimensions 14Å × 8Å × 8Å. All calculations employed Goedecker-type pseudopotentials [64] [65] [66] , a cutoff of 120 Ry for the plane wave basis set, and a threshold of 10 −7 a.u. for the convergence of the orbitals. The LR-TDDFT equations were solved within the Tamm-Dancoff approximation to obtain the unperturbed excitations energies and nuclear forces [33] . The adiabatic approximation was used for the TDDFT kernel allowing the use of the ground-state GGA xc-functional PBE [67] . Only the first two excited states have been taken into account for the dynamics. The initial geometries were sampled from a canonical distribution at 100 K obtained from a ground-state Born-Oppenheimer molecular dynamics. From this equilibrated ground-state distribution, different initial configurations were randomly selected and considered as starting points for the surface-hopping dynamics. Initial velocities were set equal to the corresponding ground-state values. Because of the high frequency of the radiation field, the time step for the integration of the nuclear equations of motion was reduced to 0.5 a.u. (∼0.0121 fs) . The functional form of the applied radiation field is given by [28] 
where the frequency, ω, and the maximal amplitude, A 0 , are used as tunable parameters. t 0 and T are set equal to 100 and 67 fs, respectively, which produces a pulse of a duration of 2)] together with the time series of the energy of the different potential energy surfaces under consideration and of the Li−F bond length. As expected, we observe transfer of amplitude from the ground state to the second excited state (2 1 + ), while no changes are observed in the populations of the two degenerate states (1 1 ). For symmetry reasons, a pulse oriented in the (1,0,0) direction is not able to couple the HOMO and HOMO-1 orbitals to the dissociative channel represented by the LUMO orbital. Figure 3 shows the corresponding oscillatory behavior for the populations (in the Schrödinger picture) with no net transfer into the LUMO excited state. As a consequence, the system is driven only shortly by the excited states and returns almost immediately back in the ground state. Because of the surface hops, the system acquires some additional kinetic energy during the relaxation on the excited surface, which leads to an increase in the bond length fluctuations. However, no real dissociation is observed with such an x-polarized laser pulse during the entire length of our simulations (∼150 fs), as expected from the ionic character of this state at long distances.
On the other hand, using an "isotropic" polarization vector,
(1,1,1), the observed state population dynamics changes drastically as depicted in Fig. 4 . In fact, using a frequency close to resonance (0.2 a.u.) the doubly degenerate first excited state enters in resonance with the ground state triggering a significant population of the excited state due to the large oscillator strength associated with this transition (one order of magnitude larger than the one of the second excited state of symmetry). In addition to the Rabi-like oscillations also observed for the previous excitation (Fig. 3) , in this case we obtain a net population transfer when the pulse reaches its maximal amplitude (∼100 fs). After this point, the transfer of amplitude from the ground state ceases, and strong Rabi-like amplitude oscillations between the two degenerate excited states take place. Concerning the localization and the frequency of the surface hops, we first observe frequent short-lived transitions at the beginning of the simulation mainly occurring between the ground state and the first excited state. Instead, when the pulse reaches its maximum, a long-lived transition to the first excited state occurs, which finally drives the dissociation of the molecule (Fig. 4, lower  panel) .
In Tully's trajectory surface-hopping scheme the quantum time evolution of the molecular systems is represented by an ensemble of independent trajectories. Even though the investigation of the convergence of the nuclear quantum dynamics as a function of the sampled trajectories is of great interest, this unfortunately exceeds our available computational resources. It can be nonetheless interesting to look at the outcome of different simulations started from different initial configurations extracted from a ground-state Boltzmann distribution at room temperature. The lower panel of Fig. 4 shows the time evolution of the lithium fluoride bond length for 8 of such trajectories. In most cases, after a few initial small amplitude oscillations around the equilibrium bond length we observe a clear signature of the photodissociation process at the time at which the pulse reaches its maximum intensity (around t = 100 fs).
A second point of interest is the characterization of the effects of the pulse intensity on the photodissociation dynamics of the system. The variation of the intensity of the pulse obviously affects the magnitude of population transferred from the ground state into the excited state manifold as expected from Eq. (3.3). (1,1,1), and frequency ω = 0.2 a.u. Also at this intensity, the first excited state obtains some amplitude from the ground state, but the transfer is never as complete as observed at a field of double intensity A 0 /c = 1 a.u. (Fig. 4) . Nevertheless, hops between the ground state and the first (degenerate) excited states are still observed (Fig. 5, middle panel) , leading to a large amplitude vibrations of the Li−F bond length (Fig. 5, lower  panel) , which eventually will lead to dissociation. Further decrease of the field intensity below the value A 0 /c = 0.1 a.u. causes a gradual decrease of the population transfer until a complete cessation of the surface hops into the excited states.
Finally, we have also investigated the effect of the variation of the radiation field frequency in the regime of high-intensity radiation (Fig. 6) . To this end, we applied to our system a pulse characterized by a vector potential that is set to A 0 /c = 4.0 a.u. with polarization 1 √ 3 (1,1,1) and frequency 0.005 a.u., which corresponds to an intensity of 1.4 × 10 13 W/cm 2 . At this exceptionally strong field intensity, a large variation in the amplitudes is expected and indeed observed for all states under consideration (Fig. 6, upper  panel) . In addition, a large density of surface hop events 052508-8 between the ground, the first, and even the second excited state is observed with consequent rapid increase of the average bond length (Fig. 6 , middle and lower panels), which eventually leads to photodissociation of the molecule. The occurrence of high-intensity field-induced out-of-resonance photodissociation of small molecules was already observed in a number of experimental [68, 69] and theoretical studies [28, [70] [71] [72] . The interaction of an intense field with molecules is therefore not restricted to the case of resonant electronic transitions, but field-induced nonadiabatic transitions can also play a decisive role in the reaction dynamics of molecules in intense laser fields [70] .
C. Photoexcitation of oxirane with a series of short laser pulses
The developed TDDFT-based trajectory surface-hopping scheme is also suited for the description of the complex photodynamics of large molecular systems for which, in addition to the photoexcitation event, it can also provide detailed information about the subsequent relaxation dynamics through nonadiabatic processes.
Here, we present an application to the study of the photophysics and photochemistry of oxirane in gas phase, which was already the subject of a previous investigation [44] where, however, the dynamics was directly initiated in the excited states without explicit coupling of the system to an external radiation field.
The electronic structure of oxirane (or ethylene oxide) has been carefully studied in previous experimental and theoretical publications [44, 73, 74] . The main radiationless pathway is summarized as follows: the system is mainly promoted through photoexcitation in the UV to its S 1 electronic excited state (1 1 B 1 (n,3s)) and evolves there until a crossing with the S 2 state [2 1 B 1 (n,3p z )] is reached. At this point, the character of S 1 is changed and dissociation of oxirane is observed.
Here we reproduce the experimental oxirane photodissociation dynamics by applying a succession of short and intense pulses on an isolated oxirane molecule and monitoring the following radiationless decay. The isolated oxirane molecule is placed in a box of dimensions 12Å ×12Å ×12Å. Our calculations employed norm-conserving pseudopotentials [75] , a cutoff of 70 Ry for the plane wave basis set, and a threshold of 10 −7 a.u. for the convergence of the orbitals. As discussed in Ref. [44] , our calculations are restricted to the first three singlet excited states, which have an energy below the ionization threshold (corresponding to − HOMO ) at the LR-TDDFT-PBE level of theory. All other computational details are identical to those described in the first application.
The functional form of the applied radiation field is given by 2) where the frequency ω is set to 0.22 a.u. and λ = (1,0,0). The envelope frequency, 1/T , is set to 0.083 fs −1 , which gives rise to a series of pulses, each with a duration of ∼12 fs. Figure 7 shows the photodissociation dynamics of oxirane obtained with a series of pulses with maximum intensity A 0 /c = 1 a.u. The initial configuration is randomly oriented with respect to the Cartesian coordinate axes and therefore we do not expect a strong dependence on the chosen field polarization [ λ = (1,0,0)]. Directly after the first pulse, the initial ground-state population is distributed over the different excited states. The majority of this population is transferred to the second excited state, which is the leading state until changes in the character of the first excited state occur (∼160 fs). At this point, the nonadiabatic transition to the first excited state promotes the dissociation of oxirane, exactly as observed in Ref. [44] . It is interesting to note that using a more intense pulse, A 0 /c = 4.0 a.u., photodissociation is induced after a couple of pulses only (see Fig. 8 ). In this case, the system is directly promoted into the second excited state with only rare, short-lived back hops to the ground state, and undergoes dissociation within a few tens of fs. This behavior has also been observed in Ref. [44] where the dynamics was started directly from the second excited state.
VII. CONCLUSIONS
Very recently TDDFT with classical trajectory photodynamics calculations have become possible [5, 21, 76, 77] . In this work, we have extended Tully's trajectory surface hopping to the case in which an applied external radiation field is coupled to a molecular system and eventually triggers its photoexcitation. The coupling with the electromagnetic field is derived in full details and, most importantly, all quantities required in the surface-hopping scheme are formulated within the framework of LR-TDDFT, including nonadiabatic couplings and the coupling with the radiation field. This allows for an efficient implementation of this nonadiabatic dynamics method in all software packages that enable the calculation of "on-thefly" energies, forces, and coupling elements. The resulting trajectory-based description of photoexcited processes is well suited for the study of the complex nonadiabatic dynamics triggered by an incident radiation field. The dynamics is performed in the full, unrestricted, configurational space of the system without the need of introducing constraints or reaction coordinates.
While the derivation of the different coupling terms using LR-TDDFT is rigorous, the modification of Tully's surface hopping switching probability with the addition of the coupling term with the radiation field is motivated by simple physical principles [78] . As in the case of the original Tully surface hopping scheme, there is no rigorous proof that the ensemble of independent trajectories generated using the newly developed nonadiabatic dynamics scheme will reproduce the exact nuclear wave packet dynamics. In particular, the use of the stochastic algorithm to induce population transfer among the different PESs together with the so-called independent trajectory approximation can only be justified a posteriori by comparing the results of the calculations with more accurate computational approaches or with experimental results.
The described extended trajectory surface-hopping scheme has been applied to the study of the photodissociation dynamics of two simple molecules in the gas phase, namely LiF and oxirane. In the first case, we observe photodissociation of the molecule when the frequency of the applied field is in resonance (or close to resonance) with the energy gap corresponding to the dissociative transition HOMO (or equivalently HOMO-1) to LUMO. Due to the symmetry character of these transitions, photodissociation only occurs when the radiation field has a component oriented along the axes perpendicular to the LiF bond. We also observed a clear dependence of the dissociation yield on the intensity of the applied field, and in particular we were able to obtain photodissociation with an off-resonance radiation field with extremely high intensity.
The configurational space of oxirane is already sufficiently large to make a detailed analysis of its photodissociation dynamics using conventional static ab initio approaches impossible. Here we have extended our previous investigation [44] to include the explicit interaction of the molecule with the external radiation field. We have observed photodissociation within about 200 fs from the switching on of the pulses, while the same dissociation dynamics is observed as in [44] . The coupling with the radiation field induces frequent surface hops between the ground state and the first two excites states, which were not observed when the dynamics was directly initiated in an excited state [44] . A detailed analysis of the convergence of the dissociation pattern of oxirane as a function of the number of computed trajectories is, however, beyond the scope of this work and will be the subject of future investigations. 
(A3)
We can now formulate the interaction of the radiation field with the molecular system. In the Born-Oppenheimer approximation for the separation of electronic and nuclear degrees of freedom (which is assumed in Tully's surface hopping), the total (nonrelativistic) Hamiltonian is given as 
The summation in Eq. (A6) is over all electrons, while the interaction with the nuclei is treated at the fully classical level and is therefore not included in the following derivations. The interaction Hamiltonian acts on both the electronic states, I (we drop the dependence on the position vectors), and the photon states. The general state belongs therefore to the direct product between the electronic Hilbert space H el and the photon Fock space F,H tot = H el ⊗ F, with eigenstates | I ; n k 1 ,λ 1 ,n k 2 ,λ 2 , . . . .
In the calculation of the radiation-induced coupling matrix element that are added to the nonadiabatic coupling term −ihṘ · d J I in Eq. (2.15), we first consider, without loss of generality, the absorption of a light quanta characterized by quantum numbers (k,λ), and therefore a unique frequency ω. Using the Coulomb gauge, ∇ ·Â = 0, and neglecting
