Ensembles of deep neural networks with diverse architectures significantly improve generalization accuracy. However, training such ensembles requires a large amount of computational resources and time as every network in the ensemble has to be separately trained. In practice, this restricts the number of different deep neural network architectures that can be included within an ensemble. We propose a new approach to address this problem. Our approach captures the structural similarity between members of a neural network ensemble and train it only once. Subsequently, this knowledge is transferred to all members of the ensemble using function-preserving transformations. Then, these ensemble networks converge significantly faster as compared to training from scratch. We show through experiments on CIFAR-10, CIFAR-100, and SVHN data sets that our approach can train large and diverse ensembles of deep neural networks achieving comparable accuracy to existing approaches in a fraction of their training time. In particular, our approach trains an ensemble of 100 variants of deep neural networks with diverse architectures up to 6× faster as compared to existing approaches. This improvement in training cost grows linearly with the size of the ensemble.
Introduction
Neural network ensembles. Ensembles of deep neural networks with diverse architectures trained on the same data set have been shown, both theoretically and empirically, to improve generalization accuracy [9, 11, 14, 27, 29, 37, 48] . For instance, by combining several image classification convolutional networks, the generalization accuracy on the CIFAR-10 data set improves by up to three percent [27] . Further, most of the winners and top performers on the ImageNet challenge are ensembles of deep neural networks [29, 37] . However, training ensembles of many deep neural networks takes a prohibitively large amount of time and computational resources. Even on high performance hardware, training a single deep neural network can take up to a few days to complete [24] . This cost grows linearly with the size of the ensemble as every neural network added to the ensemble needs to be trained.
Restrictive ensemble size. Because of this prohibitive training cost, researchers and practitioners can only feasibly train and use small ensembles with a few different deep neural network architectures [20, 22, 24, 43] . Specifically, neural network ensembles have a much smaller size when compared with ensembles of other algorithms. For instance, random forest, a popular ensemble algorithm, may contain hundreds of individual models (decision trees), whereas ensembles of neural networks consist of five to ten models [20, 22, 24, 34, 43] . This is restrictive since theoretical frameworks suggest that the generalization accuracy of an ensemble increases with the number of well-trained models it contains [3, 4, 34] . This trend continues at least until the ensemble size becomes equal to class labels (of which there could be thousands in state-of-the-art classification systems) [3, 4] .
Slow training. Existing approaches to train ensembles of deep neural networks with different architectures fall under two distinct categories: (i) training every network architecture using the entire data set with random parameter initialization [24, 27, 29] , and (ii) training every network architecture using a different subset sampled with replacement from the original data set (e.g., bagging or boosting) [29, 32] . Since deep neural networks have a large parameter space, training with the full data set is required to achieve low bias [24, 27, 29] , however it takes more time. Of the sub-sampling approaches, bagging may converge faster but results in higher bias as it effectively trains the neural networks with less unique data items [10, 29] . Boosting on the other hand, can result in good accuracy but has been shown to overfit and is inherently hard to parallelize [32] . In terms of training cost, all of these approaches still train every network from scratch and require a significant amount of time and computational resources. MotherNets. We propose MotherNets that enable rapid training of very large ensembles of neural networks with different sizes and architectures. Through MotherNets we can train an ensemble significantly faster than approaches that train on sub-samples of the data, while achieving generalization accuracy comparable to that of training with the full data set. Conceptually, the relationship between MotherNets and existing approaches is shown in Figure 1 . To achieve this improvement in training cost we train ensembles of neural networks as follows: Given an ensemble of feed-forward neural networks, we construct the MotherNet, which captures the structural similarity between all of the ensemble networks ( Figure 2a ). This MotherNet is then trained once using full data set to achieve low bias ( Figure 2b ). Once the MotherNet is trained, every network in the ensemble can be hatched from it using function-preserving transformations that ensure knowledge from the MotherNet is exactly transferred to every network of the ensemble [6, 45] (Figure 2c ). The ensemble networks are then trained, converging significantly faster (typically in a few tens of epochs) as compared to training from scratch. This brings distinct advantages: (i) As the size of the ensemble grows, the training time grows at a much lower rate than that of existing approaches. This is because every additional network can be hatched from the trained MotherNet and trained significantly faster as compared to training from scratch. Practically, this allows us to train very large ensembles of deep neural networks in time taken to train just a couple from scratch. (ii) Our approach ensures that both the bias and the variance of the ensemble is low. This is because the MotherNet is trained using the entire data set achieving low bias, which is then transferred to the ensemble networks that are trained using sub-sampling approaches that both reduce variance as well as explicitly create diversity [10] .
Results. We show through experiments that MotherNets can rapidly train ensembles of diverse neural networks on CIFAR-10, CIFAR-100, and SVHN data sets. In particular, we show that in time taken to train an ensemble of 15 networks using existing approaches, we can train an ensemble of up to 100 networks that continue to improve generalization accuracy. In addition, our results show that the overall improvement in training time (relative to existing approaches) increases with the ensemble size.
Training ensembles through MotherNets
First, we define the MotherNet and then explain how we use it to train an ensemble of neural networks.
MotherNet. Given an ensemble with different neural network architectures, the MotherNet captures the largest structural similarity between the ensemble networks. Formally, it is the largest neural network from which members of an ensemble can be obtained by applying a sequence of functionpreserving transformations. Function-preserving transformations allow us to expand the size of a trained network, while preserving its function [6, 45, 46] . Given an ensemble, many neural networks with size less than all of the ensemble networks can be expanded through function-preserving transformations to obtain the ensemble networks. The MotherNet is defined to be the largest of such networks. It follows from this definition that: (i) ensemble networks hatched from the MotherNet can immediately inherit its function (mapping between input data items and output labels) and (ii) the structure of the MotherNet is smaller than or equal to the ensemble network with the smallest size. Function-preserving transformations. We provide a brief overview of function-preserving transformations. They allow us to grow the size of a neural network, while ensuring that the function it represents is preserved. Function-preserving transformations enable the ensemble networks to inherit the learnt function from the MotherNet. We use three classes of function-preserving transformations as shown in Figure 3 and they allow us to increase the depth of the network (Figure 3a ), widen the network layers ( Figure 3b ), and grow the size of convolutional filters (Figure 3c ). There are two distinct approaches to achieve these transformations: Net2Net and Network Morphism. Net2Net increases the capacity of the given network by adding identity layers or by replicating existing weights [6] . Network Morphism, on the other hand, derives sufficient and necessary conditions that when satisfied will extend the network while preserving its function and provides algorithms to solve for those conditions [45, 46] . In MotherNet, we adopt the second approach 1 i.e., Network Morphism, as it has been shown to serve as a better starting point for further training of the expanded network as compared to Net2Net [45, 46] . These transformations are readily applicable to a wide range of feed-forward neural networks including VGGNets, ResNets, and DenseNets [6, 45, 46 ].
Constructing the MotherNet
First, we provide a method to construct the MotherNet M from an ensemble E = {N 0 , N 1 , . . . N K−1 } of K neural networks (where N k denotes a neural network architecture in the ensemble). We describe how to construct M for ensembles of both fully-connected and convolutional neural networks.
Fully-connected networks. For ensembles of fully-connected neural networks, M is constructed as follows: First, its input and output layers have the same structure as all the networks in E, since they are all trained for the same task. Then, M is initialized with as many hidden layers as the shallowest network in E. Then, we construct the hidden layers of M one-by-one going from the input to the output layer such that the structure of the i-th hidden layer of M is the same as the i-th hidden layer of the network in E with the least number of parameters. Figure 2a depicts an example of an ensemble, with two three-layered networks and one four-layered network, where the MotherNet consists of three layers. Every layer of the MotherNet is constructed such that it has the same structure as the layer with the least number of parameters at that position (shown in bold in Figure 2a ).
Convolutional neural networks. Convolutional neural network architectures consist of blocks of convolutional layers separated by max-pooling layers [20, 38, 39, 43] . These blocks are then followed by another block of one or more fully-connected layers. For instance, VGGNets are composed of five blocks of convolutional layers separated by max-pooling layers, whereas, DenseNets consist of four blocks of densely connected convolutional layers. For such networks, we construct the MotherNet M block-by-block instead of layer-by-layer. The intuition is that deeper or wider variants of such networks are created by adding or expanding layers within individual blocks instead of growing them from one end. For instance, VGG-C (with 16 convolutional layers) is obtained by adding one layer to each of the last three blocks of VGG-B (with 13 convolutional layers) [39] .
To construct the MotherNet for every block, we select as many convolutional layers to include in the MotherNet as the network in E with the least number of layers in that block. Every layer within a block is constructed such that it has the least number of filters and the smallest filter size of any layer at the same position within that block. Figure 4 shows this approach applied to an ensemble of convolutional networks with three blocks each. The resulting MotherNet is shown at the bottom in bold. In this Figure, unshaded rectangles represent convolutional layers. To denote the structural hyperparameters of a convolutional layer we use the following notation: <filter_size>:<filter_number>.
Training
We describe how MotherNets train an ensemble.
Training the MotherNet. First, the MotherNet is trained from scratch using the entire data set until convergence. The MotherNet learns a good core representation of the data as well as captures relevant relations between the input features and the output labels.
Hatching ensemble networks. Once the MotherNet is trained, the next step is to generate every ensemble network by expanding the MotherNet through a sequence of function-preserving transformations. We call this process hatching. Hatching yields the ensemble networks with possibly larger size (more parameters) than the MotherNet but representing the same function as learnt by the MotherNet. The hatching process is instantaneous as generating every ensemble network requires a single pass on the MotherNet.
Training ensemble networks. The hatched ensemble networks are trained using bootstrap aggregation (bagging) [5] : Every hatched network is trained using a separate bagged set B. B is the same size as the original data set but it is created from the original data set through sampling with replacement. Bagging is an effective and widely used method to create diversity and to reduce the variance of ensembles [17, 19, 29] . This is because different models in the ensemble are trained using different overlapping subsets of the data. However, previous work has shown that training neural network ensembles through bagging results in decreased generalization accuracy as it reduces the number of unique data items seen by individual neural networks. Since, neural networks have a large number of parameters they are affected relatively more from this reduction in unique data items than ensembles of other classifiers such as decision trees or SVMs [10, 29] . Hatching the networks from the MotherNet and then further training them using bagging overcomes this problem. We observe that by training the hatched networks through bagging, we converge faster as well as achieve generalization accuracy that is comparable to training using the entire data set.
Parallel training and optimizations. The training process described above can be easily parallelized. Every MotherNet can be trained independently and in parallel. Similarly, when ensemble networks are hatched from the MotherNet, they can also be trained separately and in parallel. Standard approaches to parallelize the training of these individual network are all applicable [8] . In addition, existing approaches to accelerate the training of individual neural networks as well as improve their generalization accuracy can all be incorporated into our training phases [23-25, 40, 41, 44] .
Controlling difference between the MotherNet and ensemble networks
The size of the MotherNet is limited by the size of the smallest network in the ensemble. For ensembles that have a large difference in size between the smallest and the largest networks, there will be a correspondingly large size difference between at least one ensemble network and the MotherNet. This may lead to a scenario where the MotherNet is much smaller than some of the networks and can only capture an insignificant amount of structural commonality. To avoid such cases, we divide the ensemble networks E into clusters and construct a separate MotherNet for every cluster. In forming these clusters, we ensure that for every ensemble network, at least a fraction τ of its parameters originate from its MotherNet. Formally, we divide E into G clusters {C 0 , C 1 , . . . C G−1 }. Every cluster satisfies the following condition: Let M g be the MotherNet for the cluster C g with networks {C j g }, then: ∀C j g ∈ C g : |C j g | − |M g | < τ · |C j g |, where |C j g | and |M g | is the size (in terms of number of parameters) of C j g and M g respectively. The clustering parameter τ controls the tradeoff between the number of new parameters (or weights) introduced when hatching ensemble networks and the total number of clusters. For instance, on one extreme, if τ is set to 1, then we will have as many clusters as the size of E i.e., every network will be its own MotherNet. On the other extreme, if τ is set close to 0, we will end up with one cluster and the MotherNet can be arbitrarily small.
Clustering algorithm. For a given τ , we provide an algorithm to create the minimum amount of clusters, while satisfying the clustering condition. A naive strategy to achieve this is to look at all possible ways of partitioning E (exponentially many), filter those that satisfy the clustering condition, and pick the partitioning with the least number of clusters. However, we observe that we can reduce this exponential time complexity to linearithmic (n log n) time by first ordering the networks with respect to the network size (number of parameters). This is driven by the following observation: Given a cluster that satisfies the clustering condition with the size of the smallest and the largest network being C − and C + respectively, then, all networks that have size in {|C − |, |C + |} can be added to this cluster without violating the clustering condition. However, networks with size outside {|C − |, |C + |}, if added to this cluster may cause the cluster to violate the clustering condition. These networks should be considered in the order of their size, when expanding the cluster. This is because if networks X : |X| > |C + | and Y : |Y | < |C − | cannot be added to the cluster, then no element X + larger than X or Y − smaller than Y can be added to the cluster either. Consequently, when we order the networks in E by size, we only need to look at consecutive sequences of the networks and not all possible partitionings of E. Algorithm 1 describes our strategy to construct clusters. As an input it receives E with networks sorted in the ascending order of the number of parameters. The algorithm starts with an empty cluster. It adds networks from E into the cluster one-by-one in order until the cluster no longer satisfies the clustering condition. At this point, the last network that was added to the cluster is removed, a new cluster is initialized and the process is repeated (i.e., remaining unassigned elements from E are added into the next cluster).
Experiments
We show how MotherNets can be used to accelerate the training of diverse ensembles of neural networks on CIFAR-10, CIFAR-100, and SVHN data sets [28, 37] .
Training setup. We adopt stochastic gradient descent with a mini-batch size of 256 to train all networks. All parameters (weights) are initialized by sampling from a gaussian distribution with zero mean and unit standard deviation. The learning rate is set to 0.1 and we use batch-normalization during training [25] . The same convergence criterion is used across all networks. We set the clustering parameter τ to 0.5 such that a majority of the parameters for every ensemble network originates from Evaluation metrics. We evaluate both the training time and the ensemble accuracy. For training time, we report the wall clock time. For ensemble accuracy, we report the error rate achieved on the test data set (in percent) under four ensemble inference methods: Ensemble-Averaging (EA), Super Learner (SL), Voting (Vote), and Oracle (O). These methods have been widely used to evaluate the quality of ensembles in previous work [16] [17] [18] 29] .
Baselines. We compare against two prevalent approaches to train ensembles of neural networks: training using bootstrap aggregation (Bag.) and training using full data set (FD). Both of these approaches have been used as baselines in previous work on ensemble training [16] [17] [18] 29] .
Data sets. We evaluate on CIFAR-10, CIFAR-100, and SVHN data sets [28, 33] . CIFAR-10 and CIFAR-100 data sets have 10 and 100 class labels respectively with a total of 60K images -50K training and 10K testing images. SVHN data set has 10 labels with a total of 99K images -73K for training and 26K for testing.
Small ensemble. First, we evaluate on a small ensemble of 5 VGGNets trained on the CIFAR-10 data set [28, 43] . These networks have varying depths, number of filters, and filter sizes ( Table 1 ). Figure 5a shows the test error rate of the ensemble when trained through bagging, full-data, and MotherNets. For each of these approaches, Figure 5b shows the training time split between different ensemble networks. We observe that training through MotherNets achieves significantly lower error rate (around 5% less) than bagging and comparable error rate (within a percent) to those trained using the full data set. Even for this small ensemble of five networks, training through MotherNets is 2.5× faster than full-data and 1.8× faster than bagging. The low error rate stems from the fact that by training the MotherNet on the full data set, we are able to keep the bias low as compared to bagging. Furthermore, transferring the learnt function from the MotherNet to the ensemble networks provides a good starting point for all ensemble networks and each network converges significantly faster (around 5× and 4× faster than full-data and bagging respectively) requiring less overall training time.
Large ensembles. Next, we show how this improvement in training time increases linearly with the ensemble size as we train ensembles of up to 100 VGGNets and 25 ResNets. For clarity of presentation, we report the test error rates achieved through MotherNets only. In all these experiments we observe that this test error rate continues to dominate bagging and is comparable to full-data.
VGGNets. We create an ensemble of up to 100 variants of V16 (Table 1) . Every network has a distinct architecture and is created by varying one layer from V 16 in one of three ways: (i) Increasing the number of filters, (ii) increasing the filter size, or (iii) applying both (i) and (ii). Figure 6a and 6b show how the test error rate (MotherNets) and the training time evolves as we increase the ensemble size for CIFAR-10. Figure 7a and 7b show these trends for CIFAR-100. Overall, we observe that the test error rate for both data sets decreases as we add new networks to the ensemble. This improvement is sharper at first for both and, overall, higher for CIFAR-100 (around five percent) than CIFAR-10 (around two percent). This is inline with theoretical frameworks, which postulate that data sets with more labels benefit more from large ensembles [3, 4, 34] . Furthermore, the time required to train these ensembles using MotherNets increases at a much lower rate than both full-data and bagging -training 100 networks is up to 6× faster on both CIFAR-10 and CIFAR-100. Figure 8a and 8b show the test error rate and training time for the SVHN data set. For this data set, we train an ensemble of up to 50 VGGNets. We observe a relatively small improvement in test error rate for this data set but training the ensemble is still up to 7× faster than full-data. We hypothesize that the reason for low improvement in the error rate stems from the fact that the SVHN data set is relatively less complex -images of cropped house numbers (digits) -showing less intra-class variation as compared to the CIFAR data sets that are images of objects. As a result, the test error rate of a single base learner is already below 5 percent and the ensemble can only improve relatively little. ResNets. Next, we create an ensemble of up to 25 ResNets, where ensemble networks have a large size difference. This ensemble is composed of ResNets with 18, 34, 50, 101, and 152 layers (as described in the ResNet paper [20] ) and four variants of each of these networks. The first and the second variants are created by doubling the filter number for every even and odd subnet respectively. The third and the fourth variants are created by increasing the filter number by 2 for every even and odd subnet respectively. As these networks have a considerable difference in size, our clustering algorithm with τ = 0.5 produces three clusters: (i) ResNets with 18 and 34 layers; (ii) ResNets with 50 and 101 layers; and (iii) ResNets with 152 layers. A separate MotherNet is trained for every cluster. Oracle accuracy. Figure 10 shows the oracle test error rate of all the large ensembles trained through MotherNets i.e., the test error rate if an oracle were to pick the prediction of the most accurate network in the ensemble for every element in the test data set. This represents information the ensembles know as collections of specialists [16] [17] [18] 29] . We observe that the oracle test error rate keeps on improving for every ensemble as we increase the number of networks. This indicates that the quality of the ensemble networks trained by MotherNets remains consistently good i.e., well-trained ensemble networks are introduced into the ensemble. This also indicates that the overall diversity of the ensemble keeps on improving i.e., newly introduced networks provide different predictions from existing ones.
Related Work
Fast ensemble generation. Ensembles of neural networks are widely applied to improve upon generalization accuracy and this has led to research on various techniques to accelerate their training [1, 9, 19, 21, 30, 31, 35, 42] . Related to MotherNets are those approaches that generate ensembles from a single trained neural network instead of training every neural network separately: Several approaches generate ensembles from slices of the training trajectory [2, 24, 26, 42, 47] . Snapshot ensembles are generated by training a single neural network and converging to several local minima along its optimization path, then saving the model parameters at each minima [24] . Bachman et al. propose generating pseudo-ensembles by adding random noise to a trained neural network [1] . We draw motivation from this line of work, however, in contrast to these approaches, that generate ensembles where members have a monolithic architecture, MotherNets accelerate training of large ensembles with diverse neural network architectures enabling structural diversity. Furthermore, these approaches can all be used in conjunction with MotherNets to generate additional ensembles from different neural network architectures.
Parameter sharing. Also related to MotherNets are various approaches that implicitly or explicitly share parameters between different networks during ensemble training. Existing work creates many networks with shared weights during training and implicitly ensembles them during inference. These techniques proceed by zeroing out a random subset -individual nodes, connections, and complete layers -of a network during every round of mini-batch training. During inference, every part of the trained network is scaled by its probability of surviving during the training process [23, 24, 40, 41, 44] . Our approach, on the other hand, captures the structural similarity in an ensemble, where members have different and explicitly defined neural network architectures in the form of MotherNets. After training for this similarity, we transfer well-trained parameters to all ensemble networks that are then further trained. Overall, this enables us to effectively combine well-known architectures together within an ensemble. Furthermore, implicit ensemble techniques, for instance, Dropout and Swapout, can be used as training optimizations to further improve upon the generalization accuracy of individual networks trained through MotherNets.
In addition to these implicit parameter sharing approaches, TreeNets explicitly share parameters in the initial layers of convolutional neural networks to accelerate ensemble training [29] . Our work draws inspiration from this existing research work, however, MotherNets is different in two regards. First, through MotherNets, we can accelerate the training of an ensemble of networks with arbitrary size and architecture i.e., there is no requirement for initial layers to have the same structure. Second, MotherNets train the ensemble in two phases that explicitly first lower bias, and then create diversity within the ensemble.
Knowledge transfer. Various approaches enable knowledge to be transmitted from trained teacher neural networks to student networks with different structures [12, 15, 30, 49] . These approaches, referred to as knowledge transfer, have been used to accelerate network architecture search [7, 13] , continuously expand neural networks to incorporate new data [31] , and enable training of deeper neural networks [36, 39] . Most relevant to MotherNets are approaches that use function-preserving transformations to create a student network with more parameters but the same function as the teacher network [6, 36] . We use function-preserving transformations to generate ensembles from well-trained MotherNets. To the best of our knowledge, this is the first such work that applies function-preserving transformations in the context of ensemble learning. To enable this, we introduce strategies to construct the MotherNet given a diverse ensemble of neural networks. This construction is what enables function-preserving transformations to be applicable when training ensembles.
Conclusion
Training very large ensembles of deep neural networks with diverse architectures is prohibitively slow but at the same time such ensembles enable learning in complex problems (e.g., with many labels). MotherNets make training of very large ensembles feasible by capturing the structural similarity between members of an ensemble and training for it only once. The result is that MotherNets can help train very large ensembles at a fraction of the time required by state of the art approaches and more crucially this improvement scales linearly with the size of the ensemble.
