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COMPLETE ISOMETRIES INTO C∗-ALGEBRAS
DAVID P. BLECHER AND DAMON M. HAY
Abstract. We give various characterizations of into (not necessarily onto)
complete isometries between C∗-algebras, generalizing a classical result of Hol-
sztynski. Our results are related to a natural embedding of the noncommuta-
tive Shilov boundary in a second dual.
1. Introduction.
The classical Banach-Stone theorem characterizes onto linear isometries between
C(K) spaces, that is, between commutative unital C*-algebras. These results have
been extended in many directions. We are concerned in the present paper with
linear isometries which are not necessarily surjective (i.e. onto). In the case of
C(K) spaces these isometries were characterized by Holsztynski [14]:
Theorem 1.1. Let K1,K2 be compact Hausdorff spaces. A linear map T : C(K1)→
C(K2) is an isometry if and only if T is contractive, and there exists a closed sub-
set E of K2, and two continuous functions γ : E → T and ϕ : E → K1, with ϕ
surjective, such that
T (f)(y) = γ(y)f(ϕ(y))
for all y ∈ E.
Here T is the unit circle. Informally, the result is saying that for any isometry T
there is a certain ‘part E of the space B = C(K2) acts on’, such that T ‘compressed
to this part’ has a particularly nice form, a form which amongst other things ensures
that T is an isometry. The action of T on the ‘complementary part’ plays little
role in the fact that T is an isometry. If T (1) = 1, then the γ may be omitted in
the theorem, and then T compressed to E is the composition operator f 7→ f ◦ ϕ,
which is an isometric homomorphism.
In the present paper we state noncommutative versions of this result. For surjec-
tive isometries between C*-algebras the first ‘noncommutative Banach-Stone theo-
rem’ is due to R. V. Kadison [15]. We will use ideas of Arveson, Choi and Effros,
Hamana, and Kirchberg (although our paper is fairly self-contained). We will con-
sider (not necessarily surjective) linear maps T : A→ B between C*-algebras, and
establish several criteria which are each equivalent to T being a linear complete
isometry.
To introduce the first such criterion, we will need some simple notation. Suppose
that K,H are Hilbert spaces, with closed subspaces L,M respectively, that X is
an operator space, and that T : X → B(K,H). It is clear that the following are
equivalent:
(i) T (X)L ⊂M and T (X)L⊥ ⊂M⊥,
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(ii) T (X)L ⊂M and T (X)∗M ⊂ L,
(iii) T (x)PL = PMT (x)PL = PMT (x) for all x ∈ X .
In this case there are unitaries U and V such that UT (·)V is of ‘block diagonal’
form [
R(·) 0
0 S(·)
]
where R : X → B(L,M) and S : X → B(L⊥,M⊥). For example, R = PMT (·)PL.
We have ‖T (x)‖ = max{‖R(x)‖, ‖S(x)‖} for x ∈ X , and similarly for matrices. In
this case we say that R is a reducing compression of T .
A similar notion exists in the more abstract setting of maps T : X →M from an
operator space X into a W*-algebraM . We say that R is a reducing compression of
T , if there exist projections p, q ∈M such that R = qT (·)p = T (·)p = qT (·). Setting
S = (1− q)T (·)(1−p), we have R+S = T , and ‖T (x)‖ = max{‖R(x)‖, ‖S(x)‖} for
x ∈ X , and similarly for matrices. Representing the W*-algebra M on a Hilbert
space, and choosing orthonormal bases suitably, we may write T (·) as a block
diagonal matrix R(·) ⊕ S(·) as in the previous paragraph. Next, if T : X → B
maps into a C*-algebra B, we will say that a map R : X → B∗∗ is a reducing
∧-compression of T , if R is a reducing compression of ˆ ◦ T , where ˆ is the
canonical 1-1 *-homomorphism of B into the W*-algebra B∗∗. If we take the
universal representation of B on a Hilbert space Hu, then B
∗∗ ⊂ B(Hu), and there
are two subspaces of Hu with respect to which T has a 2× 2 matrix representation
R⊕ S as in the last paragraph.
We may now state our first characterization of complete isometries. Namely a
linear map T : A → B between C*-algebras is a complete isometry if and only if
T is completely contractive and T has a reducing ∧-compression of the form uπ(·),
for a *-homomorphism π defined on A, and a certain partial isometry u. If further
T is unital (i.e. T (1) = 1), then u = 1 and the S above is completely positive. This
is a generalization of an old result of Choi and Effros (7.1 in [7]).
Again we see as in the commutative case that it is the 1-1 *-homomorphism
‘part’ which makes T a complete isometry, the S plays little role.
Unfortunately, the π and S mentioned above map into B∗∗ and not into B.
Considering the commutative results mentioned above, one would expect the 1-1
*-homomorphism π to map into a quotient of B by a closed ideal J (recall that
in the commutative case, quotients of C(K) by closed ideals correspond to closed
subsets E of K). We do have such a variant of our theorem. For example if A,B are
unital C*-algebras, then we have a characterization of complete isometries which is
a precise noncommutative analogue of 1.1, but in terms of a left ideal J in B, a *-
homomorphism π from A into some sort of quotient of B involving J , and a partial
isometry u in this quotient. See Theorem 3.1 (vi). However a noncommutative
obstacle arises: unless J is a two-sided ideal (and this is not generally possible
in our situation), then this quotient is not generally a C*-algebra, nor is it an
operator algebra. (See [17] Lemma 2.3 for additional discussion of this point.)
Nonetheless, this is not a significant obstacle, since the calculations we need to do
in this ‘uncomfortable quotient’ work out quite easily. In Section 2, we discuss
some elementary facts about these quotients. Also, these quotients of B contain a
C*-algebra for which the products we need to consider in these quotients are well
defined. Complete isometries between C*-algebras are discussed in Section 3.
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Our results generalize immediately to nonselfadjoint algebras. While the adap-
tion is quite trivial, there are some interesting applications of this generalization
which we discuss in [5].
We remark that our methods depend strongly on the ‘complete isometry’ condi-
tion; and thus have no overlap with work on isometries of operator algebras.
We end this introduction with some notation and basic facts which will be useful.
We write H,K,L for Hilbert spaces. Perhaps confusingly, we will use the symbols
I, J,K for ideals in a C*-algebra. All ideals are taken to be uniformly closed. A pro-
jection on a Hilbert space, or in a C∗-algebra, will mean an orthogonal projection.
If Y is a subspace of X we write qY or q for the natural quotient map X → X/Y .
If S is a subset of a C*-algebra B, then we write C∗B(S) for the C
∗-subalgebra of
B generated by S. By ‘c.a.i’ we mean a contractive approximate identity.
If X,Y are subspaces of a Banach algebra, we write XY for the uniform closure
of the set of finite sums of products of the form xy for x ∈ X, y ∈ Y . For example,
if J is a left ideal of a C∗-algebra A, then with this convention J∗J will be a C∗-
algebra. This convention extends to three sets, thus JJ∗J = J for a left ideal of a
C∗-algebra, as is well known.
For the purposes of this paper we define a triple system to be a (uniformly closed)
subspace X of a C*-algebra such that XX∗X ⊂ X . By ‘subspace’ we will allow
for example spaces such as B(K,H), regarded as the ‘1-2-corner’ of the C∗-algebra
B(H ⊕K,H ⊕K) in the usual way. The important structure on a triple system is
the ‘triple product’ xy∗z. A ‘triple subsystem’ is a uniformly closed vector subspace
of a triple system which is closed under this triple product.
It is well known that XX∗X = X for a triple system X . Also, it is clear that
XX∗ and X∗X are C∗-algebras, which we will call the left and right C∗-algebras
of X respectively, and X is a (XX∗)− (X∗X)-bimodule. A linear map T : X → Y
between triple systems is a triple morphism if T (xy∗z) = T (x)T (y)∗T (z) for all
x, y, z ∈ X . Triple systems are operator spaces, and triple morphisms behave
very similarly to *-homomorphisms between C*-algebras: triple morphisms are
automatically completely contractive and have closed range. A triple morphism is
completely isometric if it is 1-1. The kernel of a triple morphism on X is a ‘triple
ideal’ (that is, a uniformly closed (XX∗)− (X∗X)-subbimodule). The quotient of
a triple system by a triple ideal is a triple system in an obvious way. If one factors
a triple morphism by its kernel one obtains a 1-1 triple morphism on the quotient
triple system. Finally, a triple morphism T : X → Y between triple systems
canonically induces a *-homomorphism π : X∗X → Y ∗Y between the associated
right C*-algebras, via the prescription π(x∗y) = T (x)∗T (y). Similarly for the left
C*-algebras. These results are all rather old, may be found in [12], and are related
to results of Harris and Kaup.
It is well known that triple systems are ‘the same thing’ as Hilbert C∗-modules,
although there is a slight difference of emphasis in the two theories. In particular, it
is sometimes convenient to view triple systems as strong Morita equivalence bimod-
ules, and vice versa. This allows us to apply the known theory of Morita equivalence
[22, 24]. If A and B are C*-algebras, then an equivalence A−B-bimodule Y is an
A−B-bimodule which is also both a full left and a full right Hilbert C∗-module (over
A and B respectively), such that the left and right inner products are compatible:
[x, y]z = x〈y, z〉
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for all x, y, z ∈ Y . It is easy to see (by looking at the so-called ‘linking C*-algebra’)
that such Y is a triple system, and Y ∗Y ∼= B and Y Y ∗ ∼= A *-isomorphically.
Conversely, any triple system is an equivalence (Y Y ∗) − (Y ∗Y )-bimodule. Triple
ideals in an equivalence A−B-bimodule are precisely the closed A−B-submodules.
If X is a ‘unital operator space’ (i.e. an operator space containing a fixed element
e, such that there exist complete isometries T : X → B(H) with T (e) = IH),
then there exists a C∗-envelope of X , namely a pair (B, j) consisting of a unital
C*-algebra B and a ‘unital’ complete isometry j : X → B whose range generates
B as a C*-algebra, with the following universal property: For any other pair (A, i)
consisting of a unital C*-algebra and a ‘unital’ complete isometry i : X → A
whose range generates A as a C*-algebra, there exists a (necessarily unique, unital,
and surjective) *-homomorphism π : A → B such that π ◦ i = j. This we call
the Arveson-Hamana theorem [1, 11], and as customary we write C∗e (X) for B or
(B, j) (it is essentially unique, by the universal property). See also [3] for a more
thorough discussion of this, and of the next concept too.
More generally, if X is an operator space, then there exists a triple envelope
of X , namely a pair (Z, j) consisting of a triple system Z and a linear complete
isometry j : X → Z whose range generates Z as a triple system (that is there exists
no nontrivial closed triple subsystem containing j(X)), with the following universal
property: For any other pair (W, i) consisting of a triple system and a complete
isometry i : X → W whose range generates W as a triple system, there exists a
(necessarily unique and necessarily surjective) triple morphism π : W → Z such
that π ◦ i = j. This theorem (dating to the late ‘80’s) is due to Hamana [12], and
we write T (X) for Z or (Z, j) (it is essentially unique, by the universal property).
It is easy to show that a C∗-envelope of a unital operator space is a triple envelope
too.
A partial isometry of a triple system Z will be an u ∈ Z with uu∗u = u. We
say that u is an isometry of Z if u∗u is the identity of the right C*-algebra of Z;
or equivalently, if zu∗u = z for all z ∈ Z. A similar definition defines a coisometry
of Z; and a unitary of Z is a coisometry which is also an isometry of Z. These
coincide with the usual definitions if Z is a C*-algebra.
Corollary 1.2. If T : Z → W is a (not necessarily surjective) complete isome-
try between triple systems or C*-algebras, then if T (z) is a partial isometry (resp.
isometry, coisometry, unitary) of W then z is a partial isometry (resp. isometry,
coisometry, unitary) of Z.
Proof. Let W ′ be the triple subsystem of W generated by T (Z). By the last
mentioned theorem, there is a surjective triple morphism τ : W ′ → Z taking T (z)
to z. The result is now clear.
A similar result holds if Z is merely an operator space (resp. unital operator
space), but then the conclusion ‘of Z’ needs to be replaced by ‘of T (Z) (resp. ‘of
C∗e (Z)). For example, such considerations allow one to say a little more about
‘unital operator spaces’. Suppose that (X, e) is a unital operator space in the
sense above, and suppose that v is another element in X for which there exists
a complete isometry S : X → B(K) with S(v) = IK . Let (C
∗
e (X), j) be a C
∗-
envelope of (X, e). Then the triple subsystem W of B(K) generated by S(X) is
a unital C*-algebra, and by Hamana’s theorem mentioned above, there exists a
surjective triple morphism τ : W → C∗e (X) taking IK to v. Thus as in the proof
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above, j(v) is a unitary of C∗e (X), and it is not hard to see that (C
∗
e (X), j(v)
∗j(·))
is a C∗-envelope of (X, v).
2. Preliminary results.
The first several of the following Lemma’s are standard in functional analysis.
Lemma 2.1. Let X be a closed linear subspace of a Banach space Y . Then
(1) As subsets of Y ∗∗ we have (Xˆ)
w∗
= X⊥⊥,
(2) The second dual of the inclusion map i : X → Y is a complete isometry of
X∗∗ onto X⊥⊥. Thus X∗∗ ∼= X⊥⊥ isometrically, via this canonical isometry.
(3) (Y/X)∗∗ ∼= Y ∗∗/X⊥⊥ isometrically, and weak*-weak*-homeomorphically, via
a canonical map, namely the ‘transpose’ of the canonical isomorphism (Y/X)∗ →
X⊥. This is the same as the map obtained from q∗∗, where q : Y → Y/X is
the canonical quotient map, by factoring out Ker q∗∗ = X⊥⊥.
(4) Yˆ ∩X⊥⊥ = Xˆ.
Proof. The proofs of (1), (2) and (3) are in any book on functional analysis.
(4): We have Xˆ ⊂ X⊥⊥ ⊂ Y ∗∗. If yˆ ∈ Yˆ but yˆ /∈ Xˆ, choose φ ∈ Y ∗ such that
φ(X) = 0, but φ(y) 6= 0. If yˆ ∈ X⊥⊥ there exists by (1) a net ai ∈ X with aˆi → yˆ
in the weak*-topology of Y ∗∗. Hence φ(ai) = 0→ φ(y) 6= 0!
Sometimes we will simply write X for the subset Xˆ of X∗∗, and often we will
identify X∗∗ with the subspace X⊥⊥ of Y ∗∗.
Lemma 2.2. Let J be a weak* closed left ideal in a W*-algebra M . Then there
exists a unique projection e ∈M with J =Me. Thus M/J ∼=M(1− e) completely
isometrically. If J is a weak* closed two-sided ideal, then e is in the center Z(M).
Lemma 2.3. Let J be a left ideal in a C*-algebra A. Then J⊥⊥ is a weak* closed
left ideal in the W*-algebra A∗∗. Thus there exists a projection e ∈ A∗∗ with
J⊥⊥ = A∗∗e, and
(A/J)∗∗ ∼= A∗∗/J⊥⊥ ∼= A∗∗(1− e)
completely isometrically. The projection e may be taken to be any weak* limit point
in A∗∗ of a right c.a.i. for J .
Thus (composing with the canonical injection of A/J into its second dual), there
is a canonical completely isometric linear map
dJ : A/J → A
∗∗(1− e),
namely the map a+ J 7→ aˆ(1− e).
If J is a two-sided ideal, then e is in the center Z(A∗∗).
We will call the projection e in the last lemma the support projection of J .
Note that by the last Lemma we may view the quotient A/J of a C*-algebra by
a left ideal, as a subspace of the left ideal A∗∗(1− e) of A∗∗. Thus A/J possesses a
‘partial triple product’ {·, ·, ·}, namely {x, y, z} = xy∗z if x, y, z ∈ A/J and if xy∗z
(viewed as a product in A∗∗(1− e)) is again in A/J .
Similar considerations apply for quotients by right ideals. Also, A/J possesses a
natural ‘involution’ A/J → A/J∗. If we write this involution as ∗, then (a+ J)∗ =
a∗ + J∗ for a ∈ A.
Next we consider the quotient A/(J+J∗). That the sum of a left ideal and a right
ideal in a C*-algebra is norm closed is apparently first due to Combes and Perdrizet;
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Rudin showed this more generally in a Banach algebra (if J has a bounded right
approximate identity). See [8] for references, and for amendation of a proof due to
Kirchberg that does the Banach algebra case too.
We need a generalization of Lemma 2.3:
Lemma 2.4. ([16]) Let J be a left ideal in a C*-algebra A, and let K be a right
ideal in A. Then J +K is norm closed in A. Let e be the support projection of J
in A∗∗ (see Lemma 2.3), and let f be the support projection of K. Then the weak*
closure of J +K in A∗∗, equals fA∗∗ +A∗∗e. Also,
(A/(J +K))∗∗ ∼= A∗∗/(J +K)⊥⊥ ∼= (1− f)A∗∗(1− e)
completely isometrically. Thus (composing with the canonical injection of A/(J+K)
into its second dual), there is a canonical completely isometric map
cJ+K : A/(J +K)→ (1 − f)A
∗∗(1− e),
namely the map a+ (J +K) 7→ (1 − f)aˆ(1 − e).
Proof. That J+K is norm closed is mentioned above. We provide the simple proof
of the other assertions. Consider the completely contractive weak* continuous
projection Φ : x 7→ (1− f)x(1 − e) on A∗∗. The kernel of Φ is fA∗∗ +A∗∗e. Thus
fA∗∗+A∗∗e is weak* closed, and therefore it contains the weak* closure of J +K.
However, it is fairly clear (using Lemma 2.3 and 2.1 (1) if necessary) that J +K is
weak* dense in fA∗∗+A∗∗e. Thus Ker Φ is the weak* closure of J +K. Since Φ is
a complete quotient map, the first displayed equations follow. The rest is clear.
In the last result, if K = J∗, then e = f . Since (1 − e)A∗∗(1 − e) is then a
C*-algebra, we may regard the quotient A/(J+J∗) above as a ‘partial C*-algebra’,
and write x ∗ y for the partial product on A/(J + J∗). This is not the product
one would think of first; it is not q(a1) ∗ q(a2) = q(a1a2) for most a1, a2 ∈ A (here
q = qJ+J∗). Extending this notation, we will also write x ∗ y = z if x, z ∈ A/J ,
y ∈ A/(J + J∗), and if xy = z in (1 − e)A∗∗(1 − e). That is, the natural module
action A∗∗(1 − e) × (1 − e)A∗∗(1 − e) → A∗∗(1 − e) makes A/J a ‘partial right
A/(J + J∗)-module’. In fact A/J has an A/(J + J∗)-valued inner product. This is
because the canonical bilinear map A/J∗ × A/J → A/(J +J∗) is easily seen to be
well defined. Thus we may think of A/J as a ‘partial right Hilbert C∗-module’ over
A/(J + J∗). Similarly, A/J∗ is a ‘partial left Hilbert C∗-module’ over A/(J + J∗).
As noted in [16, 17], if A is a unital C*-algebra then the proof above of 2.4
shows that A/(J + J∗) is an operator system. Indeed it is what Kirchberg calls
a C∗-system, namely an operator system whose second dual is a C*-algebra. We
shall not need this notation, but we refer the reader to his very deep papers (see
e.g. [18] and references therein) for an astonishing converse, and a host of related
notions, and deep consequences. If A is unital, we recall from [16, 17] the ‘two-
sided multiplier algebra’ M(A/(J + J∗)). If A is unital, then M(A/(J + J∗)) is a
unital subspace of A/(J + J∗) which is actually a C*-algebra, indeed which may
be viewed as a *-subalgebra of (1− e)A∗∗(1− e). More generally, if A is nonunital,
we define M0(A/(J + J
∗)) to be the set {b ∈ A/(J + J∗) : b ∗ (A/(J + J∗)) ⊂
A/(J + J∗) , (A/(J + J∗)) ∗ b ⊂ A/(J + J∗)}. Here ∗ is the ‘partial product’
on A/(J + J∗) discussed just after the proof of 2.4. Then M0(A/(J + J
∗)) is a
*-subspace of A/(J + J∗) which is also a C*-algebra, indeed which may be viewed
as a *-subalgebra of (1 − e)A∗∗(1 − e). If A is unital then M0(A/(J + J
∗)) =
M(A/(J + J∗)). It is interesting that if A is unital then w = a + (J + J∗) is in
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M(A/(J + J∗)) if and only if w,w ∗ w∗ and w∗ ∗ w are in A/(J + J∗) (see [16]).
We will not use this fact though.
We say that a linear map T : C → A/(J + J∗) defined on an algebra C is a
homomorphism if T maps into M0(A/(J + J
∗)), and T is a homomorphism into
this algebra. A similar notation applies to *-homomorphisms into A/(J + J∗).
Finally, we say that u ∈ A/J is a partial isometry ’ of A/J if u∗u is a projection in
M0(A/(J + J
∗)).
We remark that if A is commutative, then J = J∗ = J + J∗, A/(J + J∗) is an
algebra, and ‘homomorphisms’ in the sense above into A/(J + J∗) are exactly the
algebra homomorphisms.
There seems to be another C∗-subalgebra ofM0(A/(J+J
∗)) which is of interest.
Namely, we let M00(A/(J + J
∗)) be the set {b ∈ A/(J + J∗) : b ∗ (A/J∗) ⊂
A/J∗ , (A/J) ∗ b ⊂ A/J}. Here ∗ are the ‘partial module products’ discussed just
after the proof of 2.4. ThenM00(A/(J+J
∗)) is a *-subspace of A/(J+J∗) which is
also a C*-algebra, indeed which may be viewed as a *-subalgebra of (1−e)A∗∗(1−e).
If J is a left ideal and K a right ideal of a C*-algebra A, then we say that a linear
map T : Z → A/(J +K) defined on a triple system Z is a partial triple morphism
if T composed with the canonical map cJ+K : A/(J + K) → (1 − f)A
∗∗(1 − e)
discussed in 2.4, is a triple morphism.
The following result then follows immediately from well known facts about *-
homomorphisms and triple morphisms mentioned in our introduction.
Proposition 2.5. Let J be a left ideal in a C*-algebra A let K be a right ideal in
A, and let T : C → A/(J + J∗) (resp. Z → A/(J + K)) be a *-homomorphism
(resp. partial triple morphism) defined on a C*-algebra C (resp. triple system Z).
Then T is completely isometric if and only if T is 1-1.
Lemma 2.6. Let B be a C*-algebra, let A be a C*-subalgebra of B and let I be a
closed two-sided ideal in A. Set J to be the closed left ideal of B generated by I.
That is, J = BI. Then J ∩ A = I. The canonical map r : A/I → B/J is a linear
1-1 complete isometry. The canonical map t : A/I → B/(J + J∗) has range within
M00(B/(J + J
∗)), and is a 1-1 *-homomorphism into this space.
Proof. Certainly I ⊂ J ∩ A, but if z ∈ J ∩ A and if {ei} is a c.a.i. for I, then
zei → z (since z ∈ J = BI). However since z ∈ A then zei ∈ I. Therefore z ∈ I.
Now it is easy to see that the canonical map r : A/I → B/J is a linear 1-
1 complete contraction. Note that (A/I)∗∗ ∼= A∗∗/I∗∗ ∼= A∗∗(1A∗∗ − p) for a
central projection p ∈ A∗∗ by 2.2. We claim that J∗∗ = B∗∗p, so that B∗∗/J∗∗ ∼=
B∗∗(1B∗∗ − p). Certainly since p ∈ I
∗∗ ⊂ J∗∗, we have B∗∗p ⊂ J∗∗. Conversely,
if z ∈ J∗∗ and if zi ∈ J converge weak* to z, then zi = zip → zp, so that
z = zp ∈ B∗∗p.
Note too that aˆp = paˆ for all a ∈ A, since p is central in A∗∗.
Consider the sequence of canonical completely contractive maps
A/I → B/J → B/(J + J∗)
cJ+J∗
→ (1B∗∗ − p)B
∗∗(1B∗∗ − p) ⊂ B
∗∗.
Explicitly, the composition θ of all of these maps takes
(a+ I) 7→ (a+ J) 7→ (aˆ+ (J + J∗)) 7→ (1B∗∗ − p)aˆ(1B∗∗ − p) = aˆ(1B∗∗ − p).
If θ(a+ I) = 0 then aˆ = aˆp. This means that aˆ ∈ Aˆ∩ I∗∗, so that a ∈ I by Lemma
2.1 (4). Thus θ is 1-1.
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Since p is central in A∗∗, we have that Bˆ(1 − p)aˆ(1 − p) ∈ Bˆ(1 − p) and (1 −
p)aˆ(1− p)Bˆ ∈ (1 − p)Bˆ. Thus if we use the fact in 2.4 that cJ+J∗ there is 1-1, we
see that a+(J+J∗) ∈M0(B/(J+J
∗)). Similarly, a+(J+J∗) ∈M00(B/(J+J
∗)).
To complete the proof of the theorem, it suffices to show that θ is a *-homomorphism.
However this is easy, for example note that
(1B∗∗ − p)xˆ(1B∗∗ − p)yˆ(1B∗∗ − p) = (1B∗∗ − p)x̂y(1B∗∗ − p)
for x, y ∈ A.
As one application of the last result, we may see very easily that the C∗-envelope
(C∗e (X), j) of a unital subspace or unital subalgebra of a unital C
*-algebra B, may
be identified with a certain C∗-subalgebra of the second dual of B:
Corollary 2.7. Suppose that X is a unital operator space, and that T : X → B is
a unital complete isometry into a unital C*-algebra B. Then there is a projection
p ∈ B∗∗, such that if we define R : X → (1 − p)B∗∗(1 − p) to be the map R(x) =
(1 − p)T̂ (x)(1 − p) for x ∈ X, then also R(x) = T̂ (x)(1 − p) = (1 − p)T̂ (x) for
x ∈ X, and (C∗B∗∗(R(X)), R) is a C
∗-envelope of X.
Proof. LetA = C∗B(T (X)). By the universal property of the C
∗-envelope (C∗e (X), j)
discussed in the introduction, there exists a surjective *-homomorphism θ : A →
C∗e (X) such that θ(T (x)) = j(x) for all x ∈ X . Thus if I = Ker θ, then A/I is a
C*-algebra, and there is a *-isomorphism ψ : C∗e (X)→ A/I with ψ(j(x)) = T (x)+I
for all x ∈ X . If p is the support projection of I in the center of A∗∗, then
we may view p as a projection in B∗∗. Also, there is a 1-1 *-homomorphism
A/I → (1−p)B∗∗(1−p) by the proof of Lemma 2.6. This map takes c+I to cˆ(1−p).
Composing this map with ψ gives a 1-1 *-homomorphismC∗e (X)→ (1−p)B
∗∗(1−p)
which takes j(x) to (1− p)T̂ (x)(1 − p).
Lemma 2.8. Let B be a C*-algebra, let Z be a uniformly closed triple subsystem
of B and let N be a triple ideal in Z. Set J (resp. K) to be the closed left (resp.
right) ideal of B generated by N . That is, J = BN and K = NB. Then J ∩ Z =
K ∩ Z = N . The canonical map r : Z/N → B/J (resp. s : Z/N → B/(J + K))
taking z +N to z + J (resp. z + (J +K)) are linear complete isometries. Indeed r
and s are completely isometric partial triple morphisms.
Proof. Certainly N ⊂ J ∩ Z, but if z ∈ J ∩ Z and if {ei} is a c.a.i. for I = N
∗N ,
then zei → z (since z ∈ J = BN). However since z ∈ Z then zei ∈ N . Therefore
z ∈ N . Similarly, K ∩ Z = N . Also the canonical map r : Z/N → B/J is a linear
1-1 complete contraction. Set I = N∗N and D = Z∗Z. We claim that J = BI.
Since BN∗N ⊂ BN , we have BI ⊂ J . On the other hand, since N is a triple
system, we have N = NN∗N . Thus BN = BNN∗N ⊂ BN∗N , so that J ⊂ BI.
This proves the claim. We are also put in the situation of the previous Lemma, so
that there is a unique central projection p in D∗∗ with D∗∗p = I∗∗ and B∗∗p = J∗∗.
The map we are interested in from Z/N → B∗∗(1 − p) is precisely the map
(z +N) 7→ zˆ(1− p). Since p commutes with D∗∗ we have for z1, z2, z3 ∈ Z that
zˆ1zˆ2
∗zˆ3(1− p) = zˆ1(1− p)(1− p)zˆ2
∗zˆ3(1 − p)
which says that dJ ◦ r is a triple morphism. Thus r is a partial triple morphism.
Since r is 1-1 it is completely isometric by Proposition 2.5. To see that s is 1-1, or
equivalently, completely isometric we will need some information from the following
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Lemma. Namely, if q is as in the following Lemma, then it is easy to see (by
symmetry) that q is the support projection for K = NB; and that the completely
isometric map (z+N) 7→ zˆ(1−p) discussed above from Z/N → B∗∗(1−p) actually
maps into (1 − q)B∗∗(1 − p), and that this map factors completely contractively
through s. That is, this map is the composition of s and cJ+K mentioned in 2.4.
Thus s is a complete isometry.
Note that the ideal K above is ‘retrievable’ from J and B and Z. Namely,
K = (J ∩ Z)B.
Lemma 2.9. Let B,Z,N be as in the previous lemma. Associated with the support
projection p ∈ B∗∗ for N∗N (mentioned in the previous proof), there is a projection
q ∈ B∗∗, such that qz = qzp = zp for all z ∈ Z. Indeed such q may be taken to be
the support projection for NN∗, viewed as a projection in B∗∗.
Proof. This will be clear to those familiar with the Morita equivalence of W*-algebras
[24], but for the readers convenience we sketch a more or less elementary and com-
plete proof. In the proof above we have D = Z∗Z; set C to be the ‘left C*-algebra’
ZZ∗ of Z. Then it is well known from C∗-module theory that we may pick a c.a.i.
{eα} in C with terms eα each of the form
∑n
k=1 zkz
∗
k. Pick z ∈ Z. It is an ele-
mentary item from C∗-module theory that eαz → z. Consider the associated net
with terms
∑n
k=1 zkpz
∗
k. This is a net in Ball(B
∗∗) (since zkpz
∗
k ≤ zkz
∗
k for each
k). Let q be a weak* limit point of this net in Ball(B∗∗). We claim that q ∈ M ,
where M is the W*-algebra which is the weak* closure in B∗∗ of NN∗. To see
this note that p was chosen in I∗∗, and therefore lies in the weak* closure in B∗∗
of N∗N . Thus zkpz
∗
k lies in the weak* closure in B
∗∗ of ZN∗NZ∗. Since N is
a left ZZ∗-module, and since N = NN∗N as noted in the introduction, we have
ZN∗ = ZN∗NN∗ ⊂ NN∗. Thus ZN∗NZ∗ ⊂ NN∗. This proves the claim.
Since
n∑
k=1
zkpz
∗
kz =
n∑
k=1
zkz
∗
kzp =
n∑
k=1
zkpz
∗
kzp
in the limit we obtain qz = zp = qzp. Thus q2z = qzp = qz. Hence q2x = qx for
all x ∈ C, and by a weak* approximation argument, for all x ∈M . Taking x = 1M
shows that q2 = q, so that q is a (contractive and therefore selfadjoint) projection
in M .
Finally note that if z, w ∈ Z, then qzw∗ = zpw∗. But we saw above that zpw∗ lies
in the weak* closure in B∗∗ ofNN∗. That is, qzw∗ ∈M . By a weak* approximation
argument, qR ⊂ M , where R is the W*-algebra which is the weak* closure in B∗∗
of ZZ∗. Conversely, if z1, z2, z3, z4 ∈ N , then qz1z
∗
2z3z
∗
4 = z1pz
∗
2z3z
∗
4 = z1z
∗
2z3z
∗
4 ,
since p is the identity of I∗∗. Since NN∗NN∗ = NN∗, we have qx = x for all
x ∈ NN∗, and therefore also for all x ∈M . Thus qR =M .
Variants of the following lemma are no doubt well known:
Lemma 2.10. Let T : A → Z be a linear map from a C*-algebra onto a triple
subsystem Z of a W*-algebra M . Then T is a triple morphism if and only if there
exists a surjective *-homomorphism θ : A → Z∗Z, and a partial isometry u ∈ M ,
such that the projection u∗u is the identity of the W ∗-algebra Ran θ
weak∗
, and such
that
T (a) = uθ(a) & θ(a) = u∗T (a)
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for all a ∈ A. Moreover θ(a∗1a2) = T (a1)
∗T (a2) for all a1, a2 ∈ A; and if T is 1-1,
then so is θ. If A is unital, then we may choose u in the equivalence above to be
T (1), and this is a unitary of Z, and also Z = u∗(Z∗Z). If A is nonunital then we
may choose u to be any weak* limit point of {T (eα)}, for any c.a.i. {eα} of A.
Proof. (Sketch.) If we define θ(a∗1a2) = T (a1)
∗T (a2) then as stated in the introduc-
tion, θ is a well defined *-homomorphism A → Z∗Z. We have that θ is certainly
onto since it may be clearly seen to have dense range. If A is unital then define
u = T (1), and the result is evident. If A is nonunital, then define u to be any weak*
limit point of {T (eα)}, for any c.a.i. {eα} of A. Then
uθ(a∗1a2) = limT (eα)T (a1)
∗T (a2) = limT (eαa
∗
1a2) = T (a
∗
1a2)
for a1, a2 ∈ A. Thus T = uθ(·). Also, u
∗T (a) = limT (eα)
∗T (a) = lim θ(e∗αa) =
θ(a). Therefore u∗ub = b for all b ∈ Ran θ, and consequently, for all b in the weak*
closure N of Ran θ. It is easy to see that u∗u is in N too, so that u∗u is the identity
of N .
Lemmas 2.2, 2.3, 2.4, 2.8 and 2.9 generalize without much change to ‘ideals’
in triple systems, or equivalently, to submodules of ‘equivalence bimodules’. It is
folklore known to rather few that if Y is an equivalence A−B-bimodule then Y ∗∗
is an W ∗-equivalence A∗∗ − B∗∗-bimodule (see e.g. 5.8 in [3], [19],[9]). Weak*
closed right B∗∗-submodules of Y ∗∗ are exactly the submodules of the form fY ∗∗,
for a projection f in A∗∗. Norm closed right B-submodules of Y , are precisely the
subspaces R of Y such that R⊥⊥ = fY ∗∗, for a projection f in A∗∗. These facts
may be found for example proved in 6.6 of [4]. We will say that f is the support
projection of R. As in Lemma 2.3 we have (Y/R)∗∗ ∼= Y ∗∗/R⊥⊥ ∼= (1 − f)Y ∗∗
completely isometrically. Similar results hold for left A-submodules L of Y ; there
exists a ‘support projection’ e ∈ B∗∗. If N is an A − B-submodule of Y , then by
following the proof of 2.8 and 2.9, one sees that the left support projection f of N
is in the center of A∗∗, the right support projection e is in the center of B∗∗, and
f yˆ = yˆe = f yˆe for all y ∈ Y .
There is also a generalization of 2.4 to left and right submodules of an equivalence
A−B-bimodule, which is more or less identical to 2.4. Since we shall not explicitly
need this it is therefore omitted, although it is useful in placing the proof of the
next theorem in context.
On asking Kirchberg, we ascertained that the results such as the next one are
known to him, but at this point it does not appear in the literature as far as we
know. This next result is the ‘nonunital’ version of 2.7:
Theorem 2.11. Let T : X → Y be a complete isometry from an operator space
into an equivalence A − B-bimodule Y . Then there are projections e ∈ B∗∗ and
f ∈ A∗∗, such that
T̂ (x)e = fT̂ (x) = fT̂ (x)e
for all x ∈ X, and such that if we define i : X → Y ∗∗ by i(x) = (1 − f)T̂ (x) =
T̂ (x)(1 − e) = (1 − f)T̂ (x)(1 − e), and set W to be the triple subsystem of Y ∗∗
generated by i(X), then (W, i) is a triple envelope of X.
Thus if X is a subspace of a triple system Y , then we may identify the triple
envelope of X with a certain triple subsystem of Y ∗∗.
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Proof. Let Z be the triple subsystem of Y generated by T (X), and let (T (X), j)
be a triple envelope of X . By the universal property of T (X) discussed in our
introduction, there exists a surjective triple morphism µ : Z → T (X) such that
µ(T (x)) = j(x) for all x ∈ X . Thus if N = Ker µ, then Z/N is a triple system,
and there is a triple isomorphism ξ : T (X)→ Z/N with ξ(j(x)) = T (x)+N for all
x ∈ X . Let e and f be the right and left support projections of the sub-bimodule
N of the triple system Z. So e ∈ (Z∗Z)∗∗, for example, and we have exactly as in
2.9, that zˆe = f zˆ = f zˆe for all z ∈ Z. We will view e and f as projections in A∗∗
and B∗∗ respectively. Consider the map ρ : Z/N → (1 − f)Y ∗∗(1 − e), defined by
ρ(z +N) = zˆ(1− e). If ρ(z +N) = 0, then zˆ = zˆe. Thus
zˆ ∈ Zˆ ∩ Z∗∗e = Zˆ ∩N⊥⊥ = Nˆ
using 2.1 (4). Therefore z ∈ N , so that ρ is 1-1. Since zˆe = f zˆ = f zˆe for all z ∈ Z,
we have that
x̂y∗z(1 − e) = xˆ(1− e)yˆ∗zˆ(1− e)
for x, y, z ∈ Z. Thus ρ is a 1-1 triple morphism. The composition ρ ◦ ξ is therefore
a 1-1 triple morphism of T (X) onto W , which maps j(x) to i(x), for each x ∈ X .
This completes the proof.
The following is a ‘nonsurjective Banach-Stone theorem’ for triple systems:
Corollary 2.12. If T : Z → Y is a (not necessarily surjective) complete isometry
between triple systems, then there exist projections e and f in the second duals of
the C*-algebras Y ∗Y and Y Y ∗ respectively, such that
(1− f)T̂ (z) = T̂ (z)(1− e) = (1− f)T̂ (z)(1− e)
for all z ∈ Z, and that these expressions define a 1-1 triple morphism from Z into
Y ∗∗.
Proof. This follows from the previous result, together with the fact that if (W, i) is
a triple envelope of a triple system, then necessarily i is a triple isomorphism. This
last fact is clear from the universal property of the triple envelope.
A similar corollary, but for unital complete isometries between C*-algebras, fol-
lows from 2.7. We will say more on this case in 3.2.
The last result says that if T : Z → Y is a complete isometry between triple
systems, then there exists a ‘reducing ∧-compression of T ’ which is a triple mor-
phism. Indeed with a little thought one may see that if one takes the ‘universal
representation’ of the triple system Y ⊂ B(Ku, Hu) (derived in an obvious way
from the universal representation of the ‘linking C*-algebra’ of Y ), then there are
projections e and f on Ku and Hu respectively, such that (1 − f)T (·)(1 − e) is
a reducing compression of T in the sense of the introduction, and is a 1-1 triple
morphism. Since we will not explicitly use this we omit the details.
3. Banach-Stone theorems for C*-algebras.
In the following we will often identify B with the subset Bˆ of B∗∗. In particular
if b ∈ B and p is a projection in B∗∗, then we will often write b(1 − p) for the
expression bˆ(1 − p).
Theorem 3.1. Let T : A → B be a completely contractive linear map between
C∗-algebras. Then the following are equivalent:
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(i) T is a complete isometry,
(ii) there exists a C∗-subalgebra D of B, a closed two-sided ideal I in D, a *-
isomorphism π : A→ D/I, and a partial isometry u ∈ B∗∗, such that
T̂ (a)(1− p) = uπ(a)
and such that u∗uπ(a) = π(a), for all a ∈ A, where p is the support projection
for I in D∗∗, viewed as an element of B∗∗. We are viewing π(A) in the
equations above as a subset of (1− p)B∗∗(1− p) via the identifications D/I ⊂
D∗∗/I∗∗ = (1− p)D∗∗(1 − p) ⊂ (1− p)B∗∗(1− p),
(iii) there is a left ideal J and a right ideal K of B, such that qJ+K ◦ T is a 1-1
partial triple morphism from A to B/(J +K),
(iv) T possesses a reducing ∧-compression which is a 1-1 triple morphism,
(v) there is a projection p in B∗∗, a partial isometry u in B∗∗(1 − p), and a 1-1
*-homomorphism θ : A→ (1− p)B∗∗(1 − p), such that
T̂ (·)(1− p) = uθ(·)
and such that u∗uθ(·) = θ(·).
Further, if A is unital, then these are equivalent to
(vi) there is a left ideal J of B, a 1-1 *-homomorphism π : A→M00(B/(J+J
∗)),
and a partial isometry u in B/J such that
qJ(T (a)) = uπ(a) & π(a) = u
∗qJ(T (a))
for all a ∈ A, where qJ is the canonical quotient map B → B/J (Notations
as in the first and fifth paragraphs after 2.4).
(vii) there exists a C∗-subalgebra D of B containing T (A)∗T (A), a closed two-sided
ideal I in D, and a *-isomorphism π : A→ D/I, such that
qN (T (a)) = U π(a)
for all a ∈ A, where q is the canonical quotient triple morphism from the
triple subsystem Z = T (A)D of B, onto the quotient of Z by the triple ideal
N = ZI, and where U is a unitary of the triple system Z/N .
The u in (vi) (resp. U in (vii)) may be taken to be qJ (T (1)) (resp. qN (T (1))).
The projection p ∈ B∗∗ above in (ii) and (iv) may be chosen to commute with (the
image in B∗∗ of) T (A)∗T (A). One may take either J or K to be {0} in (iii) if one
wishes.
If A is nonunital then the u in (ii) and (v) may be taken to be a weak* limit
point in B∗∗ of {T̂ (eα)(1− p)}, for some c.a.i. {eα} of A.
Proof. We leave it as an exercise for the reader that any one of (ii)-(vi) imply (i).
For example, given (v), then we have for a ∈ A that
‖T (a)‖ ≥ ‖T (a)(1− p)‖ = ‖uθ(a)‖ ≥ ‖u∗uθ(a)‖ = ‖θ(a)‖ = ‖a‖.
Thus T is an isometry. A similar calculation shows that T is a complete isometry,
giving (i).
Henceforth in the proof we will assume that T is a complete isometry. Then
(iv) follows immediately from 2.12 (or one may see it from the proof below). To
see (iii), we follow the proof of 2.12 and 2.11, letting Z be the triple system in B
generated by T (A), and setting N to be the kernel of the surjective triple morphism
ρ : Z → A such that ρ(T (a)) = a for all a ∈ A. Then A is triple isomorphic to
Z/N via the map ξ : a → T (a) + N . Apply 2.8 to Z/N . We obtain a 1-1 partial
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triple morphism ψ : Z/N → B/(J +K), and by composition, a 1-1 partial triple
morphism θ : A→ B/(J +K). We have θ(a) = T (a) + (J +K). This implies (iii).
To see (ii), consider again the triple isomorphism ξ : A → Z/N above. Via the
proof of Lemma 2.8 we may view Z/N as a triple subsystem W = Zˆ(1 − p) of
B∗∗(1 − p), via the map z + N 7→ zˆ(1 − p). We saw in the proof of 2.8 that p
commutes with the image of Z∗Z in B∗∗. Thus
T (a1)
∗T (a2)(1− p) = (1− p)T (a1)
∗T (a2) = (1− p)T (a1)
∗T (a2)(1 − p)
for all a1, a2 ∈ A. Let D = Z
∗Z, I = N∗N . By Lemma 2.10 we have T (a)(1−p) =
uπ(a), for a partial isometry u ∈ B∗∗(1 − p), and a *-isomorphism π′ from A
onto W ∗W , which may be defined to be π′(a) = u∗T (a)(1 − p); or alternatively,
π′(a∗1a2) = (1 − p)T (a1)
∗T (a2)(1 − p) if a1, a2 ∈ A. We saw in Lemma 2.10 that
u may be taken to be a weak* limit point of {T (eα)(1 − p)} in B
∗∗, for any c.a.i.
{eα} of A. From the basic theory of Morita equivalence of quotients (see [23]), or
the basic theory of quotients of triple systems [12], W ∗W ∼= (Z∗Z)/(N∗N) = D/I
*-isomorphically, via the natural map. Write σ for the *-isomorphism A → D/I
corresponding to π′; it is clear that σ(a∗1a2) = T (a1)
∗T (a2)+I, for a1, a2 ∈ A. This
gives (ii), and also (v).
Tracing the proof above of (v), we see that θ maps into (1 − p)Z∗Z(1 − p) ⊂
cJ+J∗(B/(J + J
∗)). Set π = c−1J+J∗ ◦ π
′ = t ◦ σ (where t is as in Lemma 2.6), and
u = qJ(T (1)), to obtain (vi).
If Z,N,D, I, ξ are as in our proof of (ii), and if one applies Lemma 2.10 to ξ, and
uses the fact (also essentially used in the proof of (ii)) that the right C∗-algebra of
the triple system Z/N is *-isomorphic to D/I, one obtains (vii).
From (iv) of the theorem above we separate the following fact:
T (a)T (b)∗T (c)(1− p) = T (ab∗c)(1− p)
for all a, b, c ∈ A.
Remarks. 1). In the proof of (vii) we have D = Z∗Z and I = N∗N . By the
theory of quotient Morita equivalences [23] or quotient triple systems, Z/N is a full
right C∗-module over D/I, so that the product in the displayed equation in (vii)
makes perfect sense.
2. It is not mentioned explicitly in the theorem, but looking at the details of the
proof, one sees that there is a canonical projection q ∈ B∗∗ such that (1− q)T̂ (a) =
T̂ (a)(1− p) for all a.
3. It is easy to recover Holstynski’s theorem 1.1 directly from (vi) of the last
theorem. We leave this as an exercise for the reader (the point is that firstly, because
the isometry maps between subspaces of C(K) spaces, it is completely isometric
([20] Theorem 3.8); and secondly in the commutative case left ideals are two-sided,
so that J = J∗ = J + J∗. Then B/J = C(E) for some closed subset E, and
now Holstynski’s result is immediate using the well known correspondence between
compact topological spaces and commutative C*-algebras).
4. The known Banach-Stone theorem for surjective complete isometries between
C*-algebras is, formally, easy to derive from 3.1. That is, if T is also surjective
then it is easy to see that the *-homomorphism in 3.1 maps onto B, and that u is
a unitary of M(B). However this result also follows from much more elementary
arguments.
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Corollary 3.2. Let T : A → B be a unital completely contractive linear map
between unital C∗-algebras. Then saying that T is a complete isometry is equivalent
to any one of (ii)-(vi) in the previous theorem, but with the following changes: One
may omit all mention of u, change ‘triple morphism’ to ‘*-homomorphism’, and K
to J∗, in (iii) and (iv), and note that the expression T (a)(1−p) in (ii) and (iv) now
coincides with (1− p)T (a)(1− p). Indeed one may change the displayed equation in
(vii) to read qI(T (a)) = π(a) for all a ∈ A; and Z = D and N = I in this case.
We leave the proof of this as an exercise.
We remark that Corollary 3.2 may be generalized to the case of completely
isometric linear maps T : A→ B such that T (1A) is a unitary of the C
*-algebra B.
For in this case, if u = T (1A), then T
′ = u∗T (·) is a unital complete isometry A→
B. One may then apply 3.2 to obtain a nice form for T ′, and then use the fact that
T = uT ′(·). For example, one obtains the existence of a projection p ∈ B∗∗ such
that T ′(·)(1 − p) is a 1-1 *-homomorphism π : A→ B∗∗, then T̂ (·)(1 − p) = uˆπ(·),
with uˆ unitary of B∗∗. Clearly also we may write T (·)(1− p) = vπ(·), where v is a
unitary of the corner (1 − q)B∗∗(1 − p) of B∗∗; namely v = uˆ(1− p).
More generally still we have:
Proposition 3.3. Suppose that T : A → B is a complete isometry between unital
C*-algebras, and suppose that T (A) contains a unitary (resp. isometry, coisometry)
of B. Let p, q be the associated projections in B∗∗ as in 3.1 (see Remark 3 after
3.1). Then U = T̂ (1)(1 − p) is a unitary (resp. isometry, coisometry) of the
corner (1− q)B∗∗(1− p) of B∗∗, and T̂ (·)(1− p) = Uπ(·) on A, where π is the 1-1
*-homomorphism A→ (1− p)B∗∗(1− p) considered in (v) of 3.1.
Proof. As in 3.1 we have that T̂ (·)(1− p) is a 1-1 triple morphism A→ B∗∗(1− p).
Let Z be the triple system T̂ (A)(1 − p) = (1 − q)T̂ (A) = (1 − q)T̂ (A)(1 − p). By
2.10, U is a unitary of Z. If v = T (a0) is an isometry (resp. coisometry) of B, then
V = vˆ(1 − p) = (1 − q)vˆ is an isometry (resp. coisometry) of (1 − q)B∗∗(1 − p)
clearly. Therefore 1 − p is the identity of Z∗Z if v is an isometry, so that in this
case U∗U = (1− p). Similarly in the ‘coisometry’ case.
Remark. If T (A) contains a unitary v of B, and if we let T ′ = v∗T (·), then the
triple system Z ′ in B generated by T ′(A) is a C*-algebra equal to v∗Z, where Z is
the triple system generated by T (A) as in the proof above. As in the proof of 3.1
we obtain a triple morphism θ′ : Z ′ → A, and N ′ = Ker θ′ is easily seen to equal
v∗N . Thus the support projection p′ ∈ B∗∗ for N ′∗N ′, equals p. We also have that
the associated support projection q for NN∗ (see Lemma 2.9) equals vpv∗, since
vpv∗z = vv∗zp = zp for all z ∈ Z. Thus q is unitarily equivalent to p.
Let us amplify item (iv) of Theorem 3.1 in the case that T (1A) = 1B. Recall that
the projection p discussed in the theorem lives in B∗∗. Thus if Hu is the Hilbert
space of the universal representation of B, then p may be viewed as a projection
on Hu. Let K = Ran p. We may write T = (1 − p)T (·)(1 − p) + pT (·)p. Setting
S = pT (·)p (a completely positive unital map into B(K⊥)) and θ = (1−p)T (·)(1−p)
(a unital *-homomorphism into B(K)), we have T = π ⊕ S. That is,
Corollary 3.4. Let T : A→ B be a unital linear map between unital C∗-algebras.
Let Hu be the Hilbert space of the universal representation of B, Then T is a
COMPLETE ISOMETRIES INTO C∗-ALGEBRAS 15
complete isometry if and only if there exists a projection p ∈ B′′ with respect to
which Hu splits as L⊕ L
⊥, and with respect to which T may be written as
T (a) =
[
π(a) 0
0 S(a)
]
,
for a unital 1-1 *-homomorphism π : A → (1 − p)B′′(1 − p) ⊂ B(L), and for a
completely positive unital S : A→ pB′′p ⊂ B(L⊥). Thus a compression of T to the
reducing subspace L of Hu, is a 1-1 *-homomorphism.
Of course a similar statement holds in the nonunital case.
In the previous corollaries, and in 3.1, one may not hope to have p ∈ B in
general, even if B is a W*-algebra. Indeed if B ⊂ B(H), one cannot hope to have
the important projection p above in B(H) (unless H = Hu as we just discussed).
See Example 3.7. Of course if B is finite dimensional, then p ∈ B:
Lemma 3.5. Suppose that T : Mm,n → Mr,s is a triple morphism which is not
identically zero. Then T is 1-1, and there exist unitary matrices U and V of
appropriat sizes, such that T (A) = Udiag{A,A, · · · , A, 0}V .
Proof. This is essentially elementary, thus we merely sketch the proof. By [12] 2.1
(iv), we may view T as the 1-2-corner of a *-homomorphism π : Mm+n,m+n →
Mr+s,r+s. Since Mm+n,m+n is simple, π (and therefore also T ) is 1-1. It is well
known that such *-homomorphisms are unitarily equivalent to a map of the form
B 7→ (B⊗ Ik) ⊕ 0. Indeed looking at the elementary proof of this latter fact gives
the desired result, on inspection of the ‘1-2-corner’.
Corollary 3.6. Suppose that T : Mm,n → Mr,s is a linear map. Then T is a
complete isometry if and only if there exist unitaries U and V of appropriate sizes,
such that
UT (x)V =
[
x 0
0 S(x)
]
,
where S :Mm,n →Mr−m,s−n is a complete contraction.
Proof. We apply 2.12 to see that there exist projections e and f in Ms and Mr
respectively, such that
(1− f)T (z) = T (z)(1− e) = (1− f)T (z)(1− e)
for all z ∈Mm,n, and such that that these expressions define a 1-1 triple morphism
θ from Mm,n into Mr,s. That is, a reducing compression of T is a triple morphism.
Now apply the last lemma to θ.
This corollary generalizes a result of Seth Hain (the case n = 1,m = r = s)
obtained by different methods during a Research Experiences for Undergraduates
project in the summer of 2000, supervised by the first author [10].
The case that m = n and T (1) = 1 is essentially 7.1 in [7].
It is easy to generalize the corollary to maps between finite dimensional triple
systems [13].
Example 3.7.
In the light of the previous results, one might expect that if H is infinite dimen-
sional, and if T :Mn → B(H) is a complete isometry, then there exists a projection
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p in B(H) with respect to which T (A) = Udiag{A,S(A)}V as in the previous
corollary. The following example shows that nothing like this is possible.
Suppose that {ǫk} is a sequence of numbers in (0, 1) strictly decreasing to 0.
Define ϕ1k ∈ (ℓ
∞
n )
∗ by ϕ1k((a1, a2, · · · , an)) = a1(1 − ǫk) +
ǫk
n−1
∑n
j=2 aj . Note that
ϕ1k is a state of ℓ
∞
n . Similarly define states ϕ
r
k(
→
a ) = ar(1−ǫk)+
ǫk
n−1
∑
j 6=r aj . Define
ψk : ℓ
∞
n → ℓ
∞
n by ψk(
→
a ) = (ϕ1k(
→
a ), · · · , ϕnk (
→
a )). Then ψk is a unital contraction,
and hence is completely contractive and completely positive. Note also that
|ϕrk(
→
a )| ≥ |ar|(1− ǫk)− |
ǫk
n− 1
∑
j 6=r
aj | ≥ |ar| − 2ǫkmax
k
|ak|,
from which it is easy to see that
‖ψk(
→
a )‖∞ ≥ (1− 2ǫk)max
k
|ak| = (1− 2ǫk)‖
→
a‖∞.
Thus supk ‖ψk(
→
a )‖∞ = ‖
→
a‖∞, for all
→
a ∈ ℓ∞n .
Define a map Φ : ℓ∞n → ℓ
∞(ℓ∞n ) by Φ(
→
a ) = (ψk(
→
a ))k. Then Φ is a unital
isometry between subspaces of C(K) spaces, and is therefore a complete isometry
([20] Theorem 3.8). We consider the canonical ‘main diagonal’ *-representation
π : ℓ∞(ℓ∞n ) → B(H), where H = ⊕
∞
k=1Hi, and each Hi is a copy of C
n. Let
Ψ = π ◦ Φ. Then Ψ is a unital complete isometry. We claim that if there exists a
projection p ∈ B(H) such that
(1− p)Ψ(·) = Ψ(·)(1 − p)
is a *-homomorphism, then p = 1 and this *-homomorphism is the zero map. Here
Ψ : ℓ∞n → B(H), but it is easy to see how Ψ may be extended to a unital complete
isometry Mn → B(H) (extend the ψk above to maps Mn →Mn by viewing ℓ
∞
n as
the ‘main diagonal’ and multiplying off-diagonal terms by 1− ǫk). Let A = Mn or
ℓ∞n .
To this end, note that if there were such p, then p commutes with Di
def
= Ψ(
→
ei) for
each i = 1, · · · , n. Suppose that Aij = PipPj , where Pi is the projection of H onto
Hi. Let Eij be the matrix units inMn. Note that ψk(
→
e1) = ((1−ǫk),
ǫk
n−1
, · · · , ǫk
n−1
),
so that Ψ(
→
e1) is the matrix
D1 = diag{(1− ǫ1),
ǫ1
n− 1
In−1, (1− ǫ2),
ǫ2
n− 1
In−1, · · · }.
That p commutes with D1 implies that Aij = 0 if i 6= j; and that Aii commutes
with E11 for all i. Since p is a projection we obtain AiiE11 = E11 or AiiE11 = 0.
A similar argument applied to Dr for 2 ≤ r ≤ n implies that AiiErr equals Err or
0. Thus p and 1− p are ‘diagonal matrices’, with either 0’s or 1’s on the diagonal.
Since (1− p)Ψ(·) is a *-homomorphism, we know that (1− p)Dr is a projection for
each r. However then it is clear from the form of 1−p and Dr, that (1−p)Dr must
be the zero projection for every r. Also, p = 1. Therefore (1 − p)Ψ(·) is the zero
map.
Indeed suppose that there exists projections p, q ∈ B(H) such that
(1− q)Ψ(·) = Ψ(·)(1 − p)
is a triple morphism ψ. Inserting 1, gives p = q, and so ψ(A) is a triple sys-
tem containing (1 − p). Hence ψ(A) is a unital C*-algebra, and ψ is a unital
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*-homomorphism. This puts us back in the previous case, so that p = q = 1 and ψ
is the zero map.
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