Abstract. Extraction of local features constitutes a first step of many algorithms used in 3 computer vision. The choice of keypoints and local features is often driven by the optimization of a 4 performance criterion on a given computer vision task, which sometimes makes the extracted content 5 difficult to apprehend. In this paper we propose to examine the content of local image descriptors 6 from a reconstruction perspective. For that, relying on the keypoints and descriptors provided by 7 the scale-invariant feature transform (SIFT), we propose two stochastic models for exploring the set 8 of images that can be obtained from given SIFT descriptors. The two models are both defined as 9 solutions of generalized Poisson problems that combine gradient information at different scales. The 10 first model consists in sampling an orientation field according to a maximum entropy distribution 11 constrained by local histograms of gradient orientations (at scale 0). The second model consists in 12 simple resampling of the local histogram of gradient orientations at multiple scales. We show that 13 both these models admit convolutive expressions which allow to compute the model statistics (e.g. 14 the mean, the variance). Also, in the experimental section, we show that these models are able 15 to recover many image structures, while not requiring any external database. Finally, we compare 16 several other choices of points of interest in terms of quality of reconstruction, which confirms the 17 optimality of the SIFT keypoints over simpler alternatives. 18
1. Introduction. 
33
In this paper, we propose to discuss the role of such keypoints and descriptors, from 34 a reconstruction point of view. and empirically compare three different strategies for that purpose.
103
Motivated by privacy issues (since the descriptors may be transmitted on an 
137
Instead of building a uniquely defined inversion technique (using regularization),
138
another way to perform reconstruction from the image representation ϕ is to sample 139 from a stochastic model that explores the set of pre-images of ϕ(u). This is particu- This manuscript is for review purposes only. 
212
The Gaussian scale-space associated with u is then defined by the convolution
214
Another way to parameterize the scale-space is to use a time parameter t = σ 2 215 and the kernel k t = g √ t which satisfies
217
In other words, (x, t) → L u (x, √ t) is the solution of the heat equation on R 2 with 218 initial condition u (in particular, it is a C ∞ function on R 2 × (0, ∞)).
219
Then we consider the scale-normalized Laplacian of Gaussian σ 2 ∆g σ . The PDE 220 satisfied by k t gives after change of variables that
The detection of keypoints will be based on the local extrema of the function
224
The following proposition which is recalled without proof shows that these key-
225
points are covariant to several image transformations.
226
Proposition 1 ([31]). We have the following invariance properties. vector f ∈ R 128 , which is thresholded and normalized
and finally quantized to 8-bit integers. we consider the oriented keypoints extracted by the original SIFT method. However,
275
we will only work with simplified SIFT descriptors in the sense that we extract hard- We thus denote by (s j ) j∈J the collection of SIFT subcells, s j ⊂ Ω (if a 3σ × 3σ 279 subcell is not entirely contained in Ω, then we replace it with its intersection with Ω).
280
The SIFT subcells must not be confounded with the SIFT cells: in a SIFT cell, there 281 are 16 SIFT subcells so that different subcells s j can correspond to the same keypoint.
282
We will denote by (x j , σ j , α j ) the oriented keypoint associated with s j . For y ∈ Ω, we 283 denote by J (y) = {j ∈ J | y ∈ s j } the set of indices of SIFT subcells containing y.
284
See Fig. 1 for an illustration.
285
For technical reasons, the statistics that are used in the two proposed models are rectangle. We will denote by T = R/2πZ the set of angles, and T Ω the set of all 307 possible orientation fields θ = (θ(x)) x∈Ω on Ω.
308
Extracted Statistics. For simplicity, in contrast with the usual SIFT method,
309
in this section we only extract gradient orientations at scale 0 and besides we adopt 310 the same quantization bins for all SIFT subcells
312
(i.e. we do not adapt quantization to the principal orientation of the keypoint).
313
For all j ∈ J and 1 8, we thus consider the real-valued function defined on 314 orientation fields by
Thus f j, (θ) is the proportion of points x ∈ s j having their orientation θ(x) in B .
317
Maximum Entropy Distribution. We are then interested in probability dis-
where θ 0 = Angle(∇u 0 ) is the orientation field of the original image u 0 , and where
321
Θ is a random orientation field with probability distribution P . In other words, we precisely set the gradient orientation distribution at each point.
329
There are many probability distributions P on T Ω that satisfy (5), and we will be 330 mainly interested in the ones that are at the same time as "random" as possible, in the 331 sense that they are of maximal entropy. The following theorem shows the existence 332 of such maximal entropy distributions.
333
Theorem 2. There exists a family of numbers λ = (λ j, ) j∈J ,1 8 such that the 334 probability distribution
where the partition function Z λ is given by
isfies the constraints (5) and is of maximal entropy among all absolutely continuous 338 probability distributions w.r.t. the Lebesgue measure dθ on T Ω satisfying the con-339 straints (5).
340
Proof. This result directly follows from the general theorem given in [47] . The 341 only difficulty is to handle the hypothesis of linear independence of the f j, . In our 342 framework, the f j, are not independent (in particular because 8 =1 f j, = 1, and also
343
This manuscript is for review purposes only. However, once a solution P λ has been computed, and if P is an absolutely continuous 350 probability distribution satisfying (5), one can write the Kullback-Leibler divergence 351 using the entropy H(P ):
which shows that maximizing H(P ) under (5) is equivalent to minimize D(P ||P λ ).
354
In particular, this shows that the maximal entropy distribution under (5) is unique
355
(because of the strict concavity of the entropy) even if there may be several sets of 356 parameters λ corresponding to that solution.
357
Independence Property of the MaxEnt Model.
358
Proposition 3. Under P λ the values Θ(x) are independent. Besides, the prob-359 ability density function of Θ(x) is given by
Proof. Taking the logarithm of (6), one can group the terms corresponding to the 364 same pixel x so that
367
We thus obtain that P λ can be written in a separable form.
368
On the one hand, this proposition shows that for a given λ, one can easily sample 369 from the model P λ . On the other hand, it also allows to compute several statistics 370 associated with this model. In particular, we can compute for any bounded measurable
It also allows to compute the expected value of the statistics f (Θ) in the model P λ
374
(which will be useful in Section 3.3)
375
(13)
But it remains to show how to estimate λ in order to satisfy the constraints (5).
377
These constraints can be rewritten as
379
Notice that this system is highly non-linear and is in general difficult to solve.
380
A simple case: non-overlapped SIFT subcells. When a SIFT subcell s j is 381 not overlapped, then we have for any x ∈ s j , |J (x)| = 1 and therefore
Then (14) gives
which gives the marginal distribution on any x ∈ s j :
387
So when the subcells do not overlap, the maximum entropy distribution only amounts 388 to independent resampling of the local HOGs, as expected. Notice that we indeed 389 obtain a unique maximal entropy distribution. However, the solutions λ are only 390 unique up to the addition of a constant: indeed the last calculation shows that for a 391 non-overlapped subcell s j , there exists a constant c j > 0 such that the minus-log-likelihood function can be written as
The gradient of Φ can be obtained by differentiating the partition function
which gives
403
Notice that ∇Φ(λ) = 0 if and only if P λ satisfies the constraints (5).
404
Similarly, we can also obtain the second order derivatives 
Let us also mention that since Φ is convex smooth, it would be possible to use 420 higher-order optimization schemes to minimize Φ. However, Newton's method will be 421 in general too costly because of the dimension of the system and because the Hessian 422 may be ill-conditioned. 
The aim of the Poisson reconstruction is to compute an image whose gradient is 
the problem can be expressed in the Fourier domain with Parseval formula since
Thus, for each ξ we have a barycenter problem which is simply solved by
and U (0) = 0.
462
Let us emphasize (with the capital letter U ) that the solution of this problem is 463 random because the target field V is random.
464
This manuscript is for review purposes only.
Using the notation
Notice that ν(ξ) ∈ C 1×2 and V (ξ) ∈ C 2×1 so that (30) is equivalent to
468
In other words, ν is the (vector-valued) convolution kernel associated to the Poisson 
• Draw a sample θ according to the distribution P λ .
• Compute the corresponding target vector field It is even possible to consider multiscale statistics using ∇g σj * u instead of ∇u (as 486 it will be the case in Section 4). But the analog of Proposition 3 would not hold for 487 these models, so that sampling should rely on a Gibbs strategy. Its cost would be clearly prohibitive in the multiscale case due to the large Markov neighborhood size. This manuscript is for review purposes only.
515
In view of resampling, this local HOG can be identified to a piecewise constant density
.
518
Notice that, in contrast to the statistics (4) used in the MaxEnt model, the quanti-519 zation here depends on the local orientation α j .
520
Target Vector Fields at Multiple Scales. Using the local orientation distri-521 butions h j , we define vector fields V j : Ω → R 2 that will serve as objective gradients 522 at scale σ j in the SIFT subcell s j . We propose to set
where the orientations γ j (x) are independently sampled according to the distribu- 
where g σ is the Gaussian kernel of standard deviation σ, V j = (V j,1 , V j,2 ) T is the 534 objective gradient at scale σ j , and {w(σ j ), j ∈ J } is a set of weights. In our applica-535 tion, since there are more keypoints in the fine scales (i.e. with small σ j ), and since 536 the keypoints at fine scales are generally more informative, a reasonable choice is to 537 take all weights w(σ j ) = 1. But we keep these weights in the formula for the sake of Fourier domain as
543
As for the monoscale Poisson problem, the solution U is still a barycenter given by 544 U (0) = 0 and
Let us remark that in the above formula, we have g σj (ξ) ∈ R since g σj is even.
547
Regularization. Notice that, depending on the finest scale, the denominator 548 may numerically vanish in the high frequencies because of the term g σj (ξ) (as it is the 549 case in a deconvolution problem). Therefore, it may be useful to add a regularization then we get the well-defined solution U given by U (0) = 0 and
As we will see in Section 5.1, the parameter µ allows to attenuate the noise 555 generated by the randomly sampled gradient fields in the fine scale SIFT subcells.
556
We will see (empirically) that the value µ = 50 realizes a good compromise between 557 recovered details and smoothness.
558
We end this paragraph by summarizing the MS-Poisson sampling algorithm.
559

Algorithm: Sampling the MS-Poisson Model
• In each subcell s j , draw independent orientations γ j (x), x ∈ s j according to the p.d.f. h j .
• Compute U by solving the MS-Poisson problem (41) with targets V j , with w(σ j ) = 1 and µ = 50. 
and ν j (0) = 0.
568
Then, as in Section 3.2 we get the convolutive expression
570
From this expression we can compute the moments of U . By linearity
so that computing this expectation only amounts to compute E(V j ) = 1 σj 1 sj E(e iγj ).
573
We can also compute the variance. Since the objective fields (V j ) j∈J are inde-574 pendent, we have
Also, the V j (y) for different pixels y are independent so that 
585
More generally, we can compute the covariance between two pixel values of U in 586 a similar way, which gives first remark is that both models are able to retrieve several geometric structures of the 604 original image, so that much semantic content of the image can still be understood.
605
For both models, one can observe that the samples are very close to the expected 606 image, which will be later confirmed by the variance analysis on Fig. 8 .
607
One crucial difference between MaxEnt and MS-Poisson is that they do not rely to cope with and may force us to erroneously amplify the noise in the reconstruction. (1 8).
744
We can thus sample the MS-Poisson model using the ( H j, ) values as a substitute for 745 the extracted multiscale HOG (H j, ).
746
On Fig. 11 adapted to "dense SIFT" (i.e. SIFT descriptors computed on a dense set of patches)
774
and not "sparse SIFT" (i.e. SIFT descriptors computed around the keypoints).
775
They are also minor differences in the extracted information because both these are completely lost in the SIFT descriptors (global contrast, or also color information). image g 2 * u. The threshold is adapted in order to get the same number n kp of 820 keypoints than the ones provided by the SIFT method.
821
The second and third choices ("Random-unif" and "Random-grad") consists in 822 selecting keypoints in a random manner. More precisely, for the choice "Random- which is proportional to the gradient magnitude of the smoothed image g 2 * u.
831
For these new sets of keypoints, we computed the average image of the MS- 
