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Summary
Materials shape the modern world: they appear everywhere in our daily life. To respond to new
challenges, we need to understand and explore materials, bringing us a step closer to ground-
breaking technologies. Our goal is to comprehend what governs the material’s properties, in order
to tailor them to meet our needs. Many properties, e.g. bandgaps, electronic density distribution,
and chemical bonds, are determined by the electronic structure. In quantum mechanics, we
find many answers to the description of the electronic structure, but we need to translate this
knowledge into practice.
Most predictions regarding materials follow from computational physics, in particular density-
functional theory (DFT). This theory, based on quantum mechanics, returns ground-state
properties, such as the ground-state electron density. However, it fails to provide excited-state
energies and, consequently, bandgaps. Therefore, to describe excited states we have to recourse
to a higher degree of theory. One can make use of many-body perturbation theory (MBPT).
MBPT takes into account many-body effects explicitly, whereas in the practical implementations
of DFT, these interactions are approximated by a mean-field where particles move independently
from each other. Within MBPT, the most popular framework is the GW approximation (GWA),
where electrons are described as quasiparticles (QP). These are electrons “dressed” with their
interaction with all other electrons, screening the electrostatic repulsion between electrons, and
giving rise to the screened Coulomb interaction W . This screening affects the propagation
of the QP, described by a one-body Green’s function G. The difference in energy between a
non-interacting particle and a QP is called the self-energy, Σ. In GWA, the product of the Green
function G and W , returns Σ, leading to the true excitation energy of the QP. In principle,
the GWA is self-consistent, where all quantities are related to each other, directly or indirectly.
Unfortunately, G is unknown and therefore, it is usually approximated by a non-interacting
propagator operator G0.
Alternatively to self-consistent GW , DFT results can be corrected once by adding a term
containing Σ, known as G0W0. However, the electronic structure calculated through G0W0 shows
a starting-point dependence with respect to the initial DFT results. Self-consistency can solve
this source of error.
This PhD project consists in the implementation of the self-consistent quasiparticle GW
(QSGW) in the exciting code. This software package uses the all-electron linearized augmented
planewave (LAPW) method, treating every electron on equal footing. Starting from DFT, the
QSGW method optimizes the one-particle Hamiltonian through a self-consistent search for an
optimized exchange-correlation potential. At the end of the iterative process, the QSGW method
provides eigenfunctions and eigenvalues of the QPs. Considering nine crystalline solids, we
present their electronic structure by means of QSGW. We present the bandstructures and density
of state diagrams, comparing QSGW results to DFT and G0W0 results. In addition, we study
the electronic charge density and wavefunction in selected materials.
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Zusammenfassung
Materialien formen die moderne Welt: Sie umgeben uns in unserem allta¨glichen Leben. Auf
neue Herausforderungen zu reagieren erfordert, dass wir Materialien verstehen und erforschen,
und uns so schrittweise bahnbrechenden Technologien na¨hern. Unser Ziel dabei ist zu verstehen,
wodurch die Materialeigenschaften bestimmt sind, um diese dann nach unseren Bedu¨rfnissen
maßzuschneidern. Viele Materialeigenschaften wie Bandlu¨cken, Elektronendichteverteilung und
chemische Bindungen werden durch elektronische Zusta¨nde bestimmt. Die Quantenmechanik
ha¨lt die Antworten zur Beschreibung der elektronischen Struktur bereit, aber es bedarf einer
U¨bersetzung dieses Wissens in die Praxis.
Die meisten Vorhersagen in Bezug auf Materialien entstammen der rechnergestu¨tzten Physik,
insbesondere der Dichtefunktionaltheorie (DFT). Diese auf der Quantenmechanik beruhende
Theorie ermittelt Grundzustandseigenschaften wie z.B. die Grundzustandselektronendichte. Sie
kann jedoch keine Energien —und damit auch keine Bandlu¨cken— von angeregten Zusta¨nden
liefern. Um angeregte Zusta¨nde zu beschreiben, bedarf es daher einer ho¨herstufigen Theorie.
Die Vielteilchen-Sto¨rungstheorie (MBPT) la¨sst sich zu diesem Zwecke nutzen. Die MBPT
entha¨lt explizit die Wechselwirkungen der Elektronen untereinander, wa¨hrend in den DFT-
Implementierung diese Wechselwirkungen durch ein mittleres Feld, in welchem sich die Teilchen
unabha¨ngig voneinander bewegen, gena¨hert werden.
Im Rahmen von MBPT ist das u¨blichste Verfahren die GW -Na¨herung (GWA), worin Elek-
tronen als Quasiteilchen (QP) beschrieben werden. Diese QP sind Elektronen, die die Wech-
selwirkungen mit allen anderen Elektronen mit sich tragen. Diese Wechselwirkung schirmt die
elektrostatische Abstoßung zwischen den Elektronen ab und erzeugt somit eine abgeschirmte
Coulomb-Wechselwirkung. Dieser Abschirmungseffekt beeinflusst die Bewegung der QP, was
sich durch die Einteilchen-Greenfunktion G beschreiben la¨sst. Der Energieunterschied zwischen
einem nicht-wechselwirkenden Teilchen und einem QP wird als Selbstenergie Σ bezeichnet. In
GWA ergibt sich Σ als Produkt aus G und W und fu¨hrt zu der wahren Anregungsenergie von
QP. In Prinzip ist GWA selbstkonsistent und alle Gro¨ßen stehen entweder direkt oder indirekt
in Beziehung zueinander. G ist jedoch leider unbekannt und wird u¨blicherweise durch den
nicht-wechselwirkenden Propagator G0 gena¨hert.
Alternativ zu selbstkonsistentem GW kann DFT durch Addition eines Terms korrigiert
werden, welcher Σ entha¨lt, was mit G0W0 bezeichnet wird. Allerdings zeigt die mit G0W0
berechnete elektronische Struktur eine Anfangswertabha¨ngigkeit in Bezug auf die urspru¨nglichen
DFT-Ergebnisse. Selbstkonsistenz kann diese Fehlerquelle beheben.
Diese Doktorarbeit beinhaltet die Implementierung von selbstkonsistentem Quasiteilchen-GW
(QSGW) im exciting Code. Dieses Software-Paket benutzt die Linearized-Augmented-Plane-
Wave-Methode (LAPW), welche alle Elektronen gleichberechtigt behandelt. Beginnend mit DFT
optimiert die QSGW-Methode den Einteilchen-Hamiltonoperator durch eine selbstkonsistente
Suche eines optimierten Austausch-Korrelationspotentials. Am Ende des iterativen Prozesses
liefert die QSGW-Methode Eigenfunktionen und Eigenwerte der QP. Wir pra¨sentieren mit
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QSGW ermittelte elektronische Strukturen von neun kristallinen Festko¨rpern. Wir pra¨sentieren
die zugeho¨rigen Bandstrukturen und Zustandsdichtediagramme und vergleichen anhand dieser
die QSGW-Ergebnisse mit Ergebnissen von DFT und G0W0. Zusa¨tzlich untersuchen wir die
elektronische Ladungsdichte und Wellenfunktion in ausgewa¨hlten Materialien.
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Chapter 1
Introduction
Materials play a major role in our daily life. Thus, exploring and understanding their properties
and functionalities is not only scientifically exciting, but also an important topic in view of
possible applications. Macroscopic properties as well as functions of materials are, to a large
extent, governed by what happens on the electronic scale. Prerequisite for any application and
possible tailoring of materials is the basic understanding of phenomena on this scale. This is where
theoretical physics comes in, particularly quantum mechanics, as it can provide valuable insight
into the fundamental particle interactions therein. However, theory requires solving complex
equations, which humans alone cannot overcome. To bridge theory and practice, computational
materials science develops algorithms, which are designed to solve these complex equations.
Among the rich variety of physical phenomena in materials, many are determined by the
electronic structure. Characteristic to every material, it reveals information on the energy of
electrons, their effective masses and/or the conductivity and polarizability of the material. This
PhD project focuses on the electronic structure of crystalline solids. Studying the electronic
structure, we face the many-body Schro¨dinger equation (SE) which, except from a few simple
cases, is impossible to solve exactly, neither analytically nor numerically. The difficulty of
its solution lies in the large number of variables. Therefore, it has been necessary to develop
alternative methods which can solve the many-body problem.
A first approximation to the many-body SE is to treat the ions as static charged particles,
known as the Born-Oppenheimer approximation, hence the only variables are the electronic
coordinates [1]. Even if this approximation simplifies the many-body problem to a many-electron
problem, the solution remains unknown. Hohenberg and Kohn demonstrated that the knowledge
of the electron density is enough to derive the properties of a system of electrons and nuclei in a
solid, therefore the energy of the system can be written as a functional of the density[2]. This
way, Hohenberg and Kohn established the density-functional theory (DFT). For the past decades,
DFT has been the most popular numerical method to calculate properties of many-electron
systems [3, 4]. In practice, DFT is implemented within the Kohn-Sham (KS) scheme, which
decomposes the many-body problem into one-body equations, where we select the N solutions
representing the state of a non-interacting, fictitious particles with lowest energies. In this scheme,
the electron-electron interaction is approximated to a mean-field exchange-correlation potential,
vxc. The KS equations are solved iteratively, updating the electronic density after every iteration
until the change in density, and hence energy, between consecutive iterations is below some
tolerance. For a large number of materials, DFT provides accurate results for ground-state
properties, in particular those derived from the total energy. In theory, DFT only describes the
groundstate (GS) and this theory is not justified for high-energy states. In addition, the system
of fictitious particles presented by the KS scheme does not provide real one-electron energies.
Despite these drawbacks, the band structure calculated with DFT gives a first insight in the
electronic structure of the system.
In order to access the one-electron energies for excited states, we have to go beyond DFT. For
this purpose, one can use many-body perturbation theory (MBPT). Within MBPT, electrons are
described as quasiparticles (QP). These are electrons “dressed” with their interaction with all
other electrons, which translates into a screening of the electrostatic repulsion between charges,
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turning the strong Coulomb interaction into a weak screened Coulomb interaction, W . The
propagation of the QP, described by a one-body Green’s function G, is affected by this screening.
The QP acquires an energy, called the self-energy Σ(ω), due to the perturbation it causes in
the system when moving through the solid. Unfortunately, the explicit formula for the full
self-energy is very complex. In order to describe QPs, we express this dynamical potential
through approximations. The state-of-the-art in MBPT is implementing the GW approximation
(GWA) for quasiparticle calculations [5]. In GWA, Σ is the integral of the product GW .
Central to the GWA, the Green’s function provides the true propagation of the electron upon
its removal from or addition to the system in the GS [6]. Unfortunately, G is a complicated
object defined by the eigenstates of the interacting QP, which are unknown. In practice, G of
the interacting QP is approximated to a single-particle, non-interacting Greens’s function, G0.
Usually, G0 is calculated using the wavefunctions and energies given by an independent particle
scheme. This initial Green’s function can be updated by solving the Hedin’s equations iteratively.
Alternatively, G0, together with the screened Coulomb interaction W , can provide a self-energy
Σ, which serves as a perturbative correction to the KS eigenvalues, known as one-shot GW or
G0W0 [7]. The eigenvalues from the independent particle scheme can be regarded as good starting
point for the perturbative calculations. The G0W0 method has proven success for calculating
band gaps. However, G0 build upon KS results will depend on the calculated energies and
eigenstates provided by the chosen vxc. The resulting quasiparticle bandgaps calculated through
the G0W0 method show considerable variations depending on the underlying approximation to
vxc. This phenomenon is known as starting-point dependence [8, 9].
A solution to the starting-point dependence is performing the quasiparticle self-consistent
GW (QSGW) method [10–12]. In the realm of GWA, we express all operators, e.g., W and Σ,
based on the interacting G , although this is unknown. The QSGW method pursues the search
for the “best” possible candidate for G0, that is the closest to the interacting G . To carry out
the optimization of the Green’s function, we make use of the QSGW method to calculate an
optimized exchange-correlation potential self-consistently, replacing the approximated vxc in the
Hamiltonian. This iterative optimization of the Hamiltonian —and consequently of the Green’s
functions— corresponds to the minimization of the difference between the Hamiltonian of the
true interacting system and that of non-interacting particles. The strength of this method lies
in its consideration of conservation laws, and its practical recipe using already implemented
schemes, like KS and G0W0, to build the iterative procedure.
This PhD project consists in the implementation of QSGW in the exciting code. In order
to describe the one-electron states, this all-electron package uses the basis set as prescribed
in the linearized augmented planewave (LAPW) method. The LAPW treats all electrons on
equal footing, without the need for pseudopotentials. The first part of this thesis consists in
four chapters introducing the theory required for the QSGW method. Chapter 2 presents the
many-body problem in general, followed by approximations and concepts used in electronic
structure theory. Chapter 3 introduces MBPT and its main concepts, e.g, what a QP is and what
the the self-energy of the QP embodies. In this chapter, we explain Hedin’s equations, leading to
the GWA, and the G0W0 method. Chapter 4 is dedicated to the QSGW method, in particular
the physical and mathematical justification behind the optimized exchange-correlation potential
in QSGW, which leads to the optimized G0. Closing the theory part, Chapter 5 explains the
APW and LAPW methods. It also introduces the concept of local orbitals and the basis set for
excited-state calculations.
The implementation of QSGW in exciting, presented in detail in Chapter 6, enables the
calculation of the electronic structure of a wide range of solids. This goal was successfully met
by a careful study of nine semiconductors and insulators, presented in Chapter 7. The results
provide (i) features in the electronic structures by means of the all-electron basis, (ii) new
14
CHAPTER 1. INTRODUCTION
findings in view of QSGW within the LAPW method, which is seldom present in the literature,
(iii) insight in the role of off-diagonal terms in the self-energy, and (iii) optimized wavefunctions
and densities for the considered materials. These aspects allow for a complete study of the
electronic structure of the sample set. Having successfully tested our implementation, we can
expand the use of the QSGW method in exciting to cover other materials in future studies.
Finally, we suggest future improvements for our implementation.
15

Part I
Theory
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Chapter 2
Electronic-Structure Theory
In quantum mechanics, the time-independent Schro¨dinger equation (SE) describes the stationary
states of a many-body system of interacting electrons and nuclei:
HˆΦ(r,R) = E Φ(r,R). (2.1)
The Hamiltonian operator Hˆ acts on the wavefunction of the total system, Φ(r,R), returning
its energy, E [13]. The operator and the wavefunction (WF) depend on both the ensemble
of the spatial coordinates of the N electrons, r ≡ {ri, i = 1 . . . N}, and of the N ′ nuclei,
R ≡ {RI ; I = 1 . . . N ′}. In this dissertation, vectors appear in bold font, where ri and RI denote
the position of electron i and nucleus I, respectively.
Unfortunately, the solution of the Schro¨dinger equation involves 3N + 3N ′ variables, usually
a very large number, thus unmanageable. Furthermore, the storage of the complete information
regarding the WF, a high dimensional object, is an almost impossible task. The following section
shows how science has taken on the challenge to describe many-body systems in solids.
2.1 Electronic Many-Body Problem
A common attempt at describing many-particle system in practice is to conduct numerical
calculations. As an example, we may employ a mesh storing each discretized coordinate in
real space entering the WF. Neglecting spin and nuclear coordinates and assuming the WF to
be real, for the case of N electrons in a mesh holding 20 grid points we need 203N values to
describe the electronic WF on the mesh. Illustrating the burden of storage for the case of the
oxygen atom, with its 8 electrons, it would require 1.67 · 1031 entries for the mentioned grid [14].
Counting 8 bytes of memory per floating-point entry, this amounts to a total of ≈ 1.34 · 1032
bytes, or 1.34 · 1020 petabytes (PB). Just for comparison, as per today the largest supercomputer
in the USA has a 120 PB storage capacity for its file system [15]. The search for an alternative
formulation of the SE is imperative! It has therefore been necessary to develop and efficiently
implement mathematical methods which can provide approximate solutions to such eigenvalue
problems.
The Hamiltonian of the total system, Hˆ, is an Hermitian operator, which, in units of Hartree,
can be written as:
Hˆ = −
∑
i
∇2i
2
+
1
2
∑
i 6=j
1
|ri − rj | −
∑
i,I
ZI
|ri −RI | +
1
2
∑
I 6=J
ZIZJ
|RI −RJ | −
∑
I
∇2I
2MI
. (2.2)
For nucleus I, the nuclear mass is MI , and ZI the atomic number. In Eq. 2.2, the first and
second term are the electronic kinetic energy Tˆ and the electron-electron interaction Uˆ . The
third and fourth term are the Coulomb attraction between electrons and nuclei VˆeN , and the
Coulomb repulsion between nuclei VˆNN . The last term represents the nuclear kinetic energy TˆN .
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2.1. ELECTRONIC MANY-BODY PROBLEM
Many contributions throughout the last century made possible to tackle the complexity of the
SE. The time-line in Fig. 2.1 depicts a selection of such contributions, all of which introduce
theories and approximated solutions to the many-body problem. As for the vast majority of
computational calculations at present, these seminal works are essential to this project. Endless
number of books discuss in detail the scientific breakthroughs displayed below, therefore I restrict
this section to expose the main ideas guided by their chronological appearance [4, 16–18].
1926
Thomas,
Schro¨dinger
1927
Hartree,
Born,
Oppenheimer
1928
Fermi,
Bloch
1929
Fock,
Slater
1964
Kohn,
Hohenberg
Hedin,
Kohn,
Sham
1965
time
Figure 2.1: Time-line of selected contributions to quantum calculations.
Thanks to its general form, Equation 2.2 is valid for liquid, gas or solid systems. In the
latter case, condensed matter physics deals with ions that are barely moving in contrast to the
surrounding electrons. Taking this into consideration, Max Born and Robert Oppenheimer
introduced in 1927 the Born-Oppenheimer approximation [1]. The physical meaning behind this
approximation is that the time evolution of the nuclei, being much slower than the electronic
one, is decoupled from the electronic degrees of freedom. In this approximation, nuclei in solids
remain at fixed positions, being the nuclei kinetic energy, TˆN , considerably lower than the
electronic kinetic energy. The repulsion between nuclei, VˆNN , becomes then a constant in the
Hamiltonian. Summing a constant to an operator increases its eigenvalue by that constant, leaving
the eigenfunctions of the operator unchanged. On the other hand, nuclei are assumed to reside in
the potential energy surface arising from the fast-moving electrons. Therefore, the total system
can be split in two parts: the electronic and nuclear system. The total wavefunction is re-written
as a product of an electronic, Ψ(r;R), and a nuclear, X(R), function: Φ(r,R) = Ψ(r;R)X(R).
Based on this approximation, the total Born-Oppenheimer Hamiltonian is written as the sum of
the nuclear and electronic Hamiltonian: Hˆ = HˆN + Hˆe. The present work regards exclusively
the electronic Hamiltonian (the subscript e is left out) and the SE for the electronic system is:
Hˆ(r1, r2, . . . , rN ;R) Ψ(r1, r2, . . . , rN ;R) =
[
Tˆ (r) + Vˆ (r;R) + Uˆ(r)
]
Ψ(r;R) = EΨ(r;R).
(2.3)
The operators in the electronic Hamiltonian are:
Tˆ = −1
2
∑
i
∇2i (2.4)
Vˆ =
∑
i
vˆ(ri;R) (2.5)
Uˆ =
1
2
∑
i 6=j
1
|ri − rj | , (2.6)
where the sums run over all electrons. The operator Uˆ represents the internal potential energy
given by the Coulomb interaction between electrons. Though the operator Vˆ can include any
other potential, in this work we only regard the lattice potential given by the electron-nucleii
interaction. Omitting in the next the explicit dependence on R, the solution to the electronic
Hamiltonian eigenvalue problem is the electronic wavefunction Ψ(r), which is normalized, in
Dirac’s notation, as 〈Ψ|Ψ〉 = 1.
The first two terms in the Hamiltonian in Eq. 2.3 do not include interactions among electrons;
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i.e., together they describe independent non-interacting particles exactly. Neglecting electronic
interactions, the N -electron problem boils down to N single-particle problems, where the i-th
electron in state ψi(r) has energy i, and the total energy of the non-interacting system is
EIP =
∑
i i. It would be convenient, however, to include the electron-electron interaction, while
keeping the spirit of an independent single-particle description.
the main task of Electronic-structure theory is to solve Eq. 2.3. The next section describes
the different methods and approximations that (i) solve the all-electron problem through a
single-particle approach and (ii) allow for the inclusion of the electron-electron interaction.
2.2 Independent-Particle Approximation
In the same year as Born’s and Oppenheimer’s innovation came to light, Douglas Hartree proposed
a self-consistent scheme to solve the SE of a many-electrons system within a single-particle
framework [19]. In this paper, he introduced a local effective potential, an approximation to the
classic Coulomb potential via a mean-field potential, called Hartree potential, vˆH(r). It expresses
the electrostatic potential which originates from the electronic density, ρ(r). Solving the Poisson
equation for this potential ∇2vˆH(r) = −4piρ(r) gives:
vˆH(r) =
∫
ρ(r′)
|r− r′| dr
′. (2.7)
This potential fits in the independent-particle picture, since each electron interacts with this
electrostatic potential independently. Together with Eqs. 2.4 and 2.5, we define the effective
single-particle Hamiltonian, hˆeff(r), which acting on a single-particle state, ψnk(r), returns its
Hartree-eigenvalue, Hnk:
hˆeff(r) ψnk(r) =
[
−∇
2
r
2
+ vˆ(r) + vˆH(r)
]
ψnk(r) = 
H
nk ψnk(r), (2.8)
where k is a vector in the unit cell of the reciprocal lattice (first Brillouin zone) and n the band
index. The solutions of the Schro¨dinger-like equation above are the independent one-electron
wavefunctions ψnk(r).
In crystals, all electrons are subject to the same external potential, where the atoms are
organized in a determined fashion, repeating this pattern along the three dimensions in space. In
1928, Felix Bloch added new information to the electronic problem looking at this ordered atomic
structure in solids [20]. The Bloch theorem says that if the potential acting on the single electron
follows the periodicity of the lattice, the single-particle eigenfunction ψnk(r) of the effective
Hamiltonian can be written as:
ψnk(r) = e
ik·r unk(r), (2.9)
with a function unk(r) whose periodicity is that of the lattice. Thus, we can describe the
one-electron states as Bloch functions. Yet, the final aim is describing the total electronic
wavefunction, Ψ(r). It is useful to describe Ψ(r) in terms of single-particle functions ψν(r),
inserting band index and wave number in the subindex ν.
John Slater’s contribution in 1929 targets the description of the total electronic WF for an
independent particle system, such as the one treated in the Hartree approximation. He proposed a
new construction of the WF to properly include the antisymmetry of fermions —the permutation
of electronic coordinates brings about a sign change in the total wavefunction—, respecting
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Pauli’s principle, i.e., every one-electron state has a unique set of quantum numbers [21]. In this
new architecture of Ψ(r), the occupied one-electron functions ψν(r) are arranged as columns
in a matrix. Making up the rows we find the coordinates xi consisting of spin, σi, and space
coordinates, ri, collected in the set: x ≡ {xi = (ri, σi), i = 1, . . . , N}. For N electrons, the total
wavefunction, ΨSD(x), is the resulting determinant of the matrix:
ΨSD(x) =
1√
N !
∣∣∣∣∣∣∣∣∣∣
ψ1(x1) ψ2(x1) · · · ψN (x1)
ψ1(x2) ψ2(x2) · · · ψN (x2)
...
ψ1(xN ) ψ2(xN ) · · · ψN (xN )
∣∣∣∣∣∣∣∣∣∣
(2.10)
The prefactor (
√
N !)−1 is the normalization factor. Each ψν(r) is a spin orbital, i.e., a product
of the spatial wavefunction and the spin functions. Taking only the spatial part —called spatial
orbital— into account the probability of finding the electron in the volume element dr centered
at r is |ψν(r)|2dr. The set of spatial orbitals is assumed to be orthonormal, the same holds for
the spin functions. Having two equal columns in the determinant Eq. 2.1 corresponds to having
two electrons occupying the same spin orbital. In this case the determinant is zero, thereby
respecting Pauli’s principle.
To this point, the developments to solve the independent-particle SE are: (i) including an
approximation to the Coulomb interaction via vˆH(r), (ii) incorporating translational symmetry
based on Bloch’s theorem, and (iii) combining the single-particle functions ψν(r) to build the
total electronic state using Slater’s determinant, ΨSD(x). The coming sections revise the main two
methods to solve the single-particle SE, yet accounting for electronic interactions via mean-field
approximations.
2.2.1 Hartree-Fock Approximation
In 1929, Vladimir Fock extended the quantum description of the electronic system by including
exchange effects in the single-particle Hamiltonian [22]. The exchange operator follows auto-
matically by inserting Ψ(x) in Eq. 2.3 as a single Slater determinant, constructed by occupied
one-electron spin orbitals ψν(x).
1 Fock, already acquainted of Hartree’s work, proposed to
include the exchange operator in the self-consistent-field method developed by his colleague.
This additional potential alongside with the Hartree potential form the basis of what is known
as Hartree-Fock approximation (HFA).
Exchange effects emerge as the total WF is antisymmetrized, meaning its square amplitude
|Ψ(x)|2 remains invariant to the exchange of space and spin coordinates of two electrons. To
reveal the origin of the exchange potential, lets take two electrons with coordinates r1 and r2
—neglecting spin for the rest of the chapter— occupying two orbitals: ψν and ψµ. The Slater
determinant for this system is
ΨSD(r) =
1√
2
[ψν(r1)ψµ(r2)− ψµ(r1)ψν(r2)] .
The expectation value of the Coulomb interaction in Eq. 2.6 with respect to this two-body
WF returns four terms. Considering that |r1 − r2|= r12 = r21, we can interchange integration
1Unoccupied orbitals, i.e., excited states, can also be included. For simplicity, this introductory section only
takes occupied states into account.
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variables and we reduce the terms to two:
〈Ψ|r−112 |Ψ〉 =
∫ ∫
ψ∗ν(r1)ψ
∗
µ(r2) r
−1
12 ψν(r1)ψµ(r2) dr1 dr2−
∫ ∫
ψ∗ν(r1)ψ
∗
µ(r2) r
−1
12 ψµ(r1)ψν(r2) dr1 dr2.
This basic example can be extended for larger determinants, as the operator always acts pairwise
on the orbitals. The first term on the right-hand side is the energy given by the averaged
interaction between the electron occupying orbital ψν and the electron in ψµ, taking all possible
r1, r2 coordinates. The second double-integral term is the electron exchange energy. For N
electrons, each pairwise Coulomb interaction contributes with both terms. Unsurprisingly, the
kernel in the first double-integral is the Hartree potential vˆH(r) introduced in the previous section.
Unlike vˆH(r), the second term in the right-hand side is the exchange energy of electrons between
two orbitals and it does not have a classical counterpart. This last integral is related to the
the exact-exchange operator or Fock operator, Σˆx(r, r
′). Finally, these operators acting on an
electron in state ψµ(r) read:
vˆH(r)ψµ(r) =
∑
ν
∫ |ψν(r′)|2
|r− r′| ψµ(r)dr
′ =
∫
ρ(r′)
|r− r′|ψµ(r)dr
′ (2.11)
−Σˆx(r, r′)ψµ(r) =
∑
ν
∫
ψ∗ν(r′)ψµ(r′)
|r− r′| ψν(r)dr
′. (2.12)
The action of vˆH(r) on an electron has an unphysical component, because by interacting with
the electronic density, the electron also interacts with itself; this is called self-interaction error.
But if the exchange and the Hartree potentials act on the electron in ψν(r
′), both terms cancel
and cure this error.
Often in quantum physics, the Hamiltonian includes operators that are either local or non-local.
An example of the former is vˆH(r), whereas Σˆx(r, r
′) is a standard case of the latter. We can
calculate the value of the Hartree energy of an electron in ψµ(r) just by taking a specific point
r, while Σˆx(r, r
′) acting on ψµ(r) depends on the values of ψµ throughout space; not only at r.
Non-locality appears also in the coming chapters and will prove essential to describe delocalized
electronic states.
In practice, the one-electron orbital set {ψν} in the HFA is approximated, so the expectation
value of the many-electron Hartree-Fock Hamiltonian, HHF, leads to an upper-bound of the
ground-state energy E0:
E0 ≤ 〈ΨHF0 |HHF|ΨHF0 〉 =
∑
ν
∫
ψ∗ν(r)
[
−1
2
∇2 + v(r)
]
ψν(r) dr+
1
2
∑
ν,µ
[∫
ψ∗ν(r)ψ
∗
µ(r
′)
1
|r− r′|ψν(r)ψµ(r
′) drdr′ −
∫
ψ∗ν(r)ψ
∗
µ(r
′)
1
|r− r′|ψν(r
′)ψµ(r) drdr′
]
,
(2.13)
where ΨHF0 (r) is the Slater determinant for the ground state in the HFA. The one-half prefactor
in front of the square bracket makes up for the double counting of the exchange and Hartree
potential between two electrons.
To find the most adequate candidates for the single-particle WF—or spin-orbitals—we
minimize Eq. 2.13. As a minimization constrain, the one-electron wavefunctions are subject
to ortho-normalization:
∫
ψ∗ν(r)ψµ(r) dr = 〈ν|µ〉 = δνµ. Based on the variational method and
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Lagrange’s principle, we define a functional of the spin-orbitals
L[{ψ}] = E0[{ψ}]−
∑
ν,µ
µν(〈ν|µ〉 − δνµ),
where νµ serves as Lagrange multiplier and δνµ is the Kronecker delta. We minimize L by
varying the spin orbitals ψµ → ψµ + δψµ and setting the variation on L to zero. This does not
immediately lead to a standard eigenvalue equation, but through a unitary transformation of the
spin-orbitals we attain a canonical form of the integro-differential Hartree-Fock equation: 2[
−1
2
∇2 + vˆ(r) + vˆH(r)
]
ψHFν (r) +
∫
Σˆx(r, r
′) ψHFν (r
′) dr′ = HFν ψ
HF
ν (r), (2.14)
where the term in brackets is hˆeff(r) in Eq. 2.8. The operators are functionals of the Hartree-
Fock spin-orbitals, ψHFν (r), which, in turn, are the solutions to these equations. Due to this
non-linearity, the problem has to be solved iteratively.
2.2.2 Density-Functional Theory
HFA, while treating exchange exactly, it does not account for the correlation between electrons.
This section presents an alternative approach to the wavefunction-based HFA, the density-
functional theory (DFT). This theory maps the many-electron problem into an electronic-density
problem.
Since Llewellyn Thomas’s and Enrico Fermi’s article in 1926, it took many decades to pick up
the early development of density functionals to solve the SE [24, 25]. In 1964, Pierre Hohenberg
and Walter Kohn delivered a theorem which is the formal justification for the DFT [2]. This
theorem does not lay out any form of the single-particle Hamiltonian, but a year later Walter
Kohn and Lu Jeu Sham proposed a practical scheme to obtain an effective single-particle SE
based on DFT. Currently, there are various software packages aiming at solving scientific problems
based on DFT. The success of DFT ascribes to its simplicity and the approximations of the
exchange-correlation potentials (sections Sec. 2.2.2 and Sec. 2.2.2). We first explain the theoretical
background, followed by an introduction to the one-particle equations in the Kohn-Sham scheme.
Hohenberg-Kohn Theorem
According to the Hohenberg-Kohn theorem, all properties of an electron system can be derived
from the electronic ground-state density. For N electrons, the particle density ρ(r) is the number
of electrons per volume at the position r in space:
ρ(r) = N
∫
|Ψ(r, r2, . . . , rN )|2 dr2 · · · drN . (2.15)
The density is constrained to the total number of electrons by
∫
ρ(r) dr = N . Through a simple
and elegant proof, Hohenberg and Kohn stated the one-to-one correspondence between ρ(r)
in the groundstate (GS) and the external potential, Vˆ . Equivalently, we can say that if the
density changes, it also modifies the potential Vˆ . Also, we know that by modifying the external
potential, for instance by reallocating the nuclei, the electronic quantum state changes accordingly.
2The variational principle is summarized in Appendix A.1, and the derivation of the Hartree-Fock equations
can be found in full detail in Ref. [23], Chapter 3.
24
CHAPTER 2. ELECTRONIC-STRUCTURE THEORY
Therefore, if Vˆ is bound to a unique density, so is the ground-state electronic wavefunction,
ΨGS(r).
Since the total ground-state energy, E0, depends on both Vˆ and ΨGS(r), it must also be
uniquely defined by the density. Finally, we write the ground-state energy, the wavefunction,
and the external potential as density functionals, denoted E[ρ], ψ[ρ], and Vˆ [ρ], respectively. A
functional depends only on the form of the function and not on the function’s variable, i.e.,
leaving the operators depending solely on ρ(r) and not on the space coordinates. DFT reduces
largely the number of variables entering the SE, in contrast to the inclusion of all electronic
coordinates in space, as in WF-based methods.
Kohn-Sham Ansatz
The idea presented by Kohn and Sham consists mainly in regarding an auxiliary system of
fictitious non-interacting fermions with equal ground-state density as the real system [26]. The
total ground-state energy functional of the auxiliary system, Es[ρ], is equal to that of the real
system, E[ρ], given this property is uniquely defined by the electronic density both systems share.
The one-electron wavefunctions in the Kohn-Sham scheme (KS) are one-particle spin-orbitals,
ψKSν (x), called Kohn-Sham orbitals. They form the Slater determinant, ΨSD(x), of the total
electronic quantum state and the electronic density:
ρ(r) =
∑
ν
|ψKSν (r)|2. (2.16)
From Eq. 2.4 and Eq. 2.7, and disregarding spin, we take the expectation values of the
independent particle kinetic energy, Ts, and the Coulomb interaction:
Ts[ρ] ≡ 〈ΨSD(r)|Tˆ |ΨSD(r)〉 =− 1
2
∑
ν
∫ [
ψKSν (r)
]∗∇2ψKSν (r) dr (2.17)
〈ΨSD(r)|Uˆ |ΨSD(r)〉 =1
2
∫
ρ(r) ρ(r′)
|r− r′| dr dr
′ + Ex. (2.18)
Besides the defined density functional Ts[ρ], there is an interacting component to the total kinetic
energy whose expression remains unknown. Likewise, the Coulomb energy has an unknown
contribution which corresponds to correlation effects. In order of appearance, the two terms in
the right-hand side of Eq. 2.18 are the Hartree energy, EH , and the exchange energy Ex. KS
gathers all exchange-correlation interactions beyond the independent particle approach under
the exchange-correlation density functional, Exc[ρ]. In addition to the energy contributions from
Ts and Eh, there is the expectation value of the external potential in Eq. 2.5. Altogether, they
return the expression of the energy as a functional of charge density:
E[ρ] =
∫
ρ(r) υ(r) dr− 1
2
∑
ν
∫
ψ∗ν(r)∇2 ψν(r) dr+
1
2
∫
ρ(r) ρ(r′)
|r− r′| dr dr
′ + Exc[ρ]. (2.19)
Analogous to the variational method in the HFA (Sec. 2.2.1), we define a functional
L[{ψ∗}] = E[ρ]−
∑
νµ
νµ(〈ψν |ψµ〉 − δνµ),
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where the constraint in the square brackets is the normalization of Kohn-Sham orbitals and νµ is
the Lagrange multiplier. We minimize L by varying the spin-orbitals ψ∗ν and setting the variation
on L to zero. Following the variational principle, the minimization of the energy functional in
Eq. 2.19 returns:
[
−∇
2
2
+ vˆ(r) +
∫
ρ(r′)
|r− r′| dr+ vˆxc(r)
]
ψν(r) =
∑
µ
νµ ψµ(r), (2.20)
with vˆxc(r) =
δExc[ρ]
δρ
. (2.21)
Just like in the HFA, this equation does not have the canonical form of the eigenvalue equation.
The Kohn-Sham orbitals undergo a unitary transformation, i.e., rotation, and the matrix of
Lagrange multipliers is diagonalized, leading to the Schro¨dinger-like Kohn-Sham equations:[
−1
2
∇2 + vˆ(r) + vˆH(r) + vˆxc(r)
]
ψKSν (r) = 
KS
ν ψ
KS
ν (r). (2.22)
To start with, KS orbitals from an initial guess return, through Eq. 2.16, some charge density.
This result builds the density functionals, and Eq. 2.22 provides a new set of orbitals. This new
set {ψKSν } is plugged in Eq. 2.16 and the cycle repeats. This procedure, known as self-consistency
cycle, lasts till a convergence criteria is met, e.g., a certain threshold in charge density variation
between consecutive iterations. Although the densities of the auxiliary and real systems are
equivalent, and so their total energies, the one-particle energies KSν are bare mathematical tools
and do not correspond to the real single-state eigenvalues. This will prove crucial for the study
of excited states.
E[ρ] is, strictly speaking, partially unknown. We have a clear hold on the first three summands
at the right in Eq. 2.22. The remainder —unknown interactions— is wrapped in the exchange-
correlation energy Exc[ρ] = −
∫
exc(r, [ρ]) dr, with exc the exchange-correlation energy taken per
unit volume.
Local and Semi-Local Exchange-Correlation Potentials
The numerous approximations to exc are classified in what is called the Jacob’s ladder, depending
on the variables entering the function [27]. If exc depends only on density, the approximation
to the exchange-correlation functional is at the bottom of the ladder. In the next step we find
those approximations considering the modulus of the density gradient, |∇ρ|, in addition to
the density. The third stage includes functionals of those two variables plus another, e.g., the
second-order density gradient. Finally, approximations in the fourth rank include the exact
exchange introduced in Sec. 2.2.1 and in higher ranks, they include unoccupied KS orbitals.
In this project, we look at approximations in the first, second and fourth levels of the Jacob’s
ladder. Those depending on ρ(r), either by itself or together with its variation in space, are so
called implicit density functionals. On the other hand, the exact exchange is an explicit density
functional; although it depends on the density, it cannot be written as a functional of such.
Section 2.2.3 deals with explicit approximations. This section shortly summarize the two main
implicit approximations, along with important theoretical aspects underlying their performance.
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Local-Density Approximation (LDA)
The local-density approximation (LDA) proposes an exchange-correlation functional, ELDAxc [ρ],
based on the homogeneous electron gas (HEG); a system of interacting electrons under a spatially
fixed potential. In this model, the electronic charge distribution is constant in space and
neutralized by a positive, uniformly distributed charge density. However, systems treated in DFT
show, by and large, an inhomogeneous charge distribution. The approximation lies precisely in
treating the inhomogeneous density of the system in question as the density of the HEG, ρ0(r),
locally. In the LDA, the exchange-correlation energy per volume in the HEG, denoted eHEG, has
a very short range. The exchange potential per volume, vHEGx (r), is given by
vHEGx (r) =
d eHEGx (ρ0)
d ρ0
∣∣∣∣
ρ0=ρ(r)
= −β ρ1/3(r), (2.23)
and the low-density limit of the correlation part is
vHEGc (r) =
d eHEGc (ρ0)
d ρ0
∣∣∣∣
ρ0=ρ(r)
∼ e−α r/3. (2.24)
The latter decays exponentially in the asymptotic region of finite systems. In Eq. 2.23 and
Eq. 2.24, α and β are constants. Apart from the low- and high-density limits, the exact correlation
potential for the HEG is unknown. Thus it poses a higher challenge than its exchange counterpart,
which has a well-known form. vHEGc (r) is usually implemented as an analytic function with some
fixed parameters.
This rough approximation predicts bond lengths and lattice constants for a large number
of materials surprisingly well. However, LDA performs poorly when it comes to atomization
energies and predicting the nature of chemical bonds. In those cases, LDA fails by treating the
local charge density as homogeneous, which is rarely the case in nature. Improvements to LDA
bring us a step higher in the Jacob’s ladder.
Generalized Gradient Approximation (GGA)
To account for changes in the density distribution, the expression of Exc may include the modulus
of the density gradient, |∇ρ(r)|. Defined within an infinitesimal neighborhood centered at r, the
gradient, and therefore Exc, are not purely local. Such semi-local functionals, called generalized
gradient approximations (GGA), are of the general form:
EGGAxc [ρ] =
∫
f(ρ(r), |∇ρ(r)|) d3r, (2.25)
where the function f may take up several forms, where each type of f defines a particular GGA.
We focus on the most commonly implemented —including the present work— known as PBE
after the name of their authors: Perdew-Burke-Ernzerhof [28]. In this GGA functional, the kernel
depends on the local Seitz radius, rs, and the relative spin polarization, ζ = (ρ↑ + ρ↓)/ρ, with
ρ↑ for spin-up density and ρ↓ for spin down (removing coordinate variables for simplicity). We
shortly give the general form of EPBExc , given e
HEG
c and e
HEG
x were already defined in Sec. 2.2.2.
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The correlation and exchange energy functionals are:
EPBEc [ρ] =
∫
ρ
[
eHEGc (rs, ζ) +M(rs, ζ, t)
]
dr ; EPBEx [ρ] =
∫
ρ eHEGx (ρ)Fx(s) dr. (2.26)
The gradient of the density enters in a dimensionless function s = |∇ρ|/2 kFρ , with kF being
the modulus of the Fermi wavenumber. Embedded in the function M , there is the dimensionless
density gradient t, analogous to s. Likewise, the exchange part includes a damping function
Fx(s). In addition to the system-dependent variables, the functions M and F rely upon a set
of constants and universal parameters. These are determined so as to comply with a set of
conditions for both the correlation and exchange part.
The function M , owning a simple algebraic expression, guarantees that when the density
gradient is in the (i) slowly varying limit, M is proportional to a second-order gradient expansion,
(ii) rapidly varying limit, correlation will vanish, and (iii) uniform scaling to the high-density
limit, the correlation energy scales to a constant. These three conditions also apply to the
exchange part and, in addition, EPBEx is subject to further constraints. Most importantly, it
recovers both the uniform gas limit when s = 0 and the linear response of the electron gas when
ζ = 0, i.e., spin-unpolarized. In the words of its authors, the goal of PBE is to satisfy those
conditions which are energetically significant. The functions M and Fx are mainly tools to reach
this goal. PBE outperforms LDA at describing chemical bonds, where the density gradient plays
a major role, as in many other properties.
2.2.3 Generalized Kohn-Sham Scheme
DFT has had an undeniable success predicting ground-state properties of materials such as total
energy and lattice constants. However, the electronic structure calculated with DFT has some
serious drawbacks. Because this electronic structure is based on the total density, the electron in
the system interacts with all electrons, including itself. The self-interaction error largely leads
to an underestimation of the bandgap of semiconductors.3 In addition, the bandgap energy,
Eg, in the KS scheme is typically calculated as the energy difference between two one-electron
states: the lowest-unoccupied (LU) and highest-occupied (HO) states. Regarding the LU as an
excitation energy, Eg is no longer a ground-state property, hence it falls beyond the framework
of the KS theory. To solve the self-interaction error, the KS theory can be expanded to the
generalized Kohn-Sham (GKS) scheme. In this approach, the density of the GS follows the same
principle as in KS, yet it takes into account long-ranged exchange-correlation effects, as well as
non-locality, via an extended exchange-correlation potential.
Hybrid Functionals
The self-interaction error is partly corrected by hybrid functionals —belonging to the fourth
level in the Jacob’s ladder— which include a certain amount of exact exchange. Carlo Adamo
and Vincenzo Barone modified the PBE functional, introducing a hybrid functional, known as
PBE0, which has a fixed ratio of 3 : 1 between semi-local EPBEx and non-local exchange Σx [29].
Since the self-interaction error varies among different systems, the share of exact exchange is
heavily material-dependent and can be tuned to a specific compound. However, we aim at a
parameter-free description of the electronic interactions.
3As mentioned in Sec. 2.2.1, this error is absent in the HFA.
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Many-Body Perturbation Theory
In the independent-particle (IP) schemes, electronic interactions are described by a mean-field
potential, which simulates the effect of the surrounding electrons (or holes) on a particle. This
simplified picture returns one-electron states and their respective eigenvalues, which may fall
short to explain the intricacies of the real system as they approximate many-body effects to
a mean-field potential. To assess many-body interactions properly, we must take into account
the distortion of the potential in the neighborhood of a particle due to its charge. With this
goal in sight, a non-interacting system may evolve to an interacting system in a perturbative
manner. This is the task of many-body perturbation theory (MBPT). The perturbative techniques
in MBPT enable the transition from the simplified KS/HFA particles to a more realistic view of
correlated electrons and holes.
To describe the electronic structure of a material in view of the many-body problem, we look
at the propagation of particles in an interacting many-body system. Instead of accounting for
all possible interactions for the particles individually, the interaction between one particle and
the rest of the system already gives the information we search for, i.e., the energy spectrum. A
powerful tool is the one-body propagator function, called Green’s function G , which returns the
probability amplitude of propagation of the particle between two distinctive quantum states, as
will be described in Sec. 3.2. Employing perturbation techniques, we are able to express G using
the independent Green’s function, G0, usually a known object, and the Coulomb interaction, as
explained in Sec. 3.3. Finally, the GW approximation (GWA) in Sec. 3.4 suggests a formula for
the self-energy; a dynamical operator that includes exchange-correlation effects between a particle
and the rest of the system. Every concept in this chapter covers only the spinless fermionic case
for T = 0 in the thermodynamic limit. With the exception of field operators, we drop the hat on
the operators to simplify the notation.
3.1 Weakly Interacting Fermions
Following individually all propagating bodies is impossible, as hundreds interact directly with
each other. On the other hand, consistent with observations in nature, many-body systems often
behave as if they consisted of weakly interacting particles. Therefore, an alternative is to consider
the quantities describing the behavior of electrons (or holes) as expectation values with respect
to the total state, and treat the particles as weakly interacting quasiparticles (QPs).
We find many types of QP in nature, e.g., atomic vibrations in the crystal lattice (phonons),
but in this work we focus exclusively on quasielectrons and quasiholes in crystalline solids. These
QPs appear as elementary excitations; an independent entity in the system which gathers together
the particle and the distortion it causes in its surroundings [30, 31]. In principle, the QP concept
is only valid in the neighborhood of the Fermi surface, where excitation energies are close to the
chemical potential and can be treated as perturbations to the equilibrium state. An idealized
metal serves as explanatory example. Here, a positively charged background neutralizes the
uniform distribution of the electronic density, ρ. By introducing a charge Q in this system, we
create a new potential Φ(r), which induces a change in the density. Compared to the unperturbed
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electronic density distribution, ρ, the probed charge changes the density distribution by:
∆ρ =
[ 2m(µ− eΦ(r)) ]3/2
3pi2h¯3
, (3.1)
where m and e are the electron mass and charge, respectively, and µ is the chemical potential.
We assume µ eΦ, and then expand ∆ρ(r) in powers of Φ(r) to the lowest order. Thereupon,
the Poisson equation, ∇2Φ(r) = −4pie∆ρ, reduces to an ordinary differential equation and the
potential, under some1 constraint, takes the form:
∇2Φ(r) = 1
λ2TF
Φ(r) ====⇒ Φ(r) = Q
r
e−r λ
−1
TF , (3.2)
with λTF being the Thomas-Fermi length. By comparing the decay of the induced potential
—exponential at a distance of order λTF from Q— to that of the Coulomb potential (in the order of
1/r), we attest the presence of screening. The charge Q will be surrounded by a cloud of opposite
charged particles, creating the screening. Consequently, if Q were a hole, electrons attracted to
it form a negatively charged cloud. Vice versa, an electron repels neighboring electrons, creating
a vacuum around itself which exposes the ionic background; a positively charged cloud spawns
around the electron. The charge Q plus its surrounding cloud make up the QP. In the following,
particles without screening cloud are called bare particles. Naturally, when the QP propagates,
it brings its cloud along, changing its effective mass, m∗, in relation to the bare particle. Two
important aspects are: (i) The point particle Q acquires a finite size when it forms a QP. (ii)
The QP conserves the charge and momentum of the bare particle.
Lev Landau first proposed this treatment of interacting particles as QPs, introducing the Fermi
liquid theory (FLT) based on liquid 3He (hence the name) as model for a weakly interacting
gas [32]. In 1958, Viktor Silin extended the FLT to electrons, serving electronic structure
studies [33]. There exists a one-to-one correspondence between the non-interacting particles
and the interacting QPs, as long as the non-interacting system evolves continously —without
phase transitions— into the interacting system [34]. It is indeed much easier to deal with weakly
interacting QP than with bare electrons, yet it is compelling to find a proper method to describe
particle interactions.
3.2 Propagation function in a one-body quantum theory
The QP concept simplifies the task of describing many-body interactions, but it renders necessary
to develop a mathematical tool to work with. In order to familiarize with the main tool, the
Green’s functions, G , we look at a general single-particle propagation. The one-body propagator
describes the average behavior of one particle, rather than looking at every detailed individual
trajectory. The one-particle propagator is the probability amplitude of a particle at position r
and time t will be found at position r′ at time t′.
In terms of wavefunctions (WFs), the propagation follows the superposition principle: Each
point at the wave front acts like a second emitter. Accordingly, we can describe Ψ(r, t) in terms
of a propagator K(r, t; r′, t′) acting on another wavefunction, Ψ(r′, t′), at an earlier point in time:
Ψ(r, t) =
∫
K(r, t; r′, t′) Ψ(r′, t′) dr′, t > t′ (3.3)
1We regard solely the immediate vicinity of the injected charge, where other electrons are absent , and assume
an homogeneous environment around Q.
30
CHAPTER 3. MANY-BODY PERTURBATION THEORY
The kernel K(r, t; r′, t′), describing the propagation of the wave function, turns zero when the
time t′ lies ahead of t, i.e., t < t′, known as the causality principle. In the time-dependent
Schro¨dinger equation (SE), the WF can be replaced by the expression at the right in Eq. 3.3.
This leads to an homogeneous, first-order differential (in time) equation valid for all t > t′:
[
ih¯
∂
∂t
−H(r)
]
Ψ(r, t) = 0 ====⇒
[
ih¯
∂
∂t
−H(r)
]
K(r, t; r′, t′) = 0. (3.4)
In the following, we use the above to find the Green’s function, following Ref. [35]. Often in
quantum mechanics, we are faced with two time-dependent differential equations: inhomogeneous,
[ih¯∂t −H(r)] Ψ(r, t) = f(r, t), and homogeneous, [ih¯∂t −H(r)] ψ(r, t) = 0, for which we find a
function G that obeys:
[ih¯
∂
∂t
−H(r)] G(r, t; r′, t′) = ih¯δ(r− r′) δ(t− t′). (3.5)
G is the Green’s function, named after the mathematician George Green who developed the
theory in the early 19th century. K in Equation 3.4 and G in Eq. 3.5 are connected because the
latter can be a combination of different Ks, together with a step function, θ. 2
In the same way as the time-dependent G in Eq. 3.5, the time-independent SE has a time-
independent G assigned to it: [ z −H(r) ]G(r, r′; z) = δ(r− r′), being z a complex variable. The
Hamiltonian, H(r), is a linear, time-independent differential operator, with eigenvalue problem
H(r) Φn(r) = En Φn(r), where {Φn} is a complete set of orthonormal eigenfunctions and En
their corresponding eigenvalues, each state labeled with n. Rewriting G as an expectation value,
in Dirac’s notation, we obtain the Green’s function in operator form:
G(r, r′; z) = 〈r|G(z)|r′〉 ⇒ G(z) = 1
z −H . (3.6)
Using the completeness property of {Φn}, we rewrite Eq. 3.6 in the so called Lehmann represen-
tation:
G(r, r′; z) =
∑
n
Φn(r) [Φn(r
′)]∗
z − En . (3.7)
Since H(r) is Hermitian, En is real and thus, G(r, r
′, z) is an analytic function everywhere in the
complex plane except for those values of z which are real and equal to En. In other words, the
poles of G(r, r′, z) give the discrete eigenvalues of H(r). If the spectrum of H(r) is continuous,
the Green’s function in the complex plane presents branch cuts rather than poles.
For the time-dependent G , we regard time differences —given H(r) is time-independent—
and define the variable τ = t − t′. Inserting the Fourier transform of the time-dependent G ,
expressed as
G(r, r′; τ) =
∫
dω
2pi
G(r, r′;ω)e−iωτ , (3.8)
into Eq. 3.5 returns (h¯ω −H)G(r, r′, ω) = δ(r− r′). This is equivalent to the time-independent
case with z = h¯ω, ergo the Lehmann representation also applies for the time-dependent G , which
is the relevant case for us. In the rest of this thesis h¯ = 1, treating energies and frequencies
indiscriminately, and we remove the explicit r dependence of operators in the text.
There are infinite solutions to G , but we are only interested on those under the same boundary
2The step function inserted in the time derivative gives the δ-function entering the definition of G .
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conditions governing ψ and Ψ. In solid state physics, it is custom to call propagator operators
“Green’s function”, though strictly speaking not all propagators are solutions to either differential
equations above.
Frequency Integration
To work with the Fourier transform of G in frequency space, the integral should converge in
the interval [−∞,∞], but it does not. By dividing the time domain in two, we achieve two
convergent integrals:
G(r, r′, ω) =
∫ 0
−∞
G(r, r′, τ)eiωτ+ητdτ +
∫ ∞
0
G(r, r′, τ)eiωτ−ητdτ, (3.9)
where eητ is a convergent factor, with η infinitesimally positive. We evaluate the complex Fourier
transform in the complex plane with frequencies ω± iη. It is convenient to add the step function
θ(τ), allowing to define two Green’s functions: the retarded Green’s function, GR(ω), which is
0 for t′ > t and an advanced Green’s function, GA(ω), which is 0 for t′ < t. GR(ω) obeys the
causality principle and the final state is ahead in time with respect to the initial state. On the
contrary, by allowing t′ > t, the new state will be in the past with respect to the initial state. At
first counterintuitive, this is the case for holes propagating in a system.
Green’s Functions in Second Quantization
The physical meaning of G comes to light by looking at its formulation in second quantization.
We define the one-body propagators G> and G<. These are equivalent to K in Eq. 3.4, but now
the initial state can exist at earlier times than the final state, i.e., t′ > t. Since G≷ involve just
one body, we take the average for the whole system in the groundstate, Ψ0:
G>(r, t; r′, t′) = −i〈Ψ0|ψˆ(r, t)ψˆ†(r′, t′)|Ψ0〉 , G<(r, t; r′, t′) = i〈Ψ0|ψˆ†(r′, t′)ψˆ(r, t)|Ψ0〉,
(3.10)
with field operators in the Heisenberg picture (Eq. B.16). G > describes the creation of an
electron at r′ in the groundstate at time t′, followed by its annihilation at r at time t , whilst G<
describes the same events in the reverse order. Note that the annihilation of an electron equals
the creation of a hole. The probability amplitude of a particle being at a final state starting from
a particular initial state is given by both expressions in Eq. 3.10, namely the overlap of both
states. Alternatively, we can define these functions as dynamic correlation functions which link
two fermionic states at different times. The correlated quantities —in the statistical sense— are
the field operators.3
Since G≷ are solutions to Eq. 3.4, their combinations build the Green’s functions in Eq. 3.5.
Based on this principle, we build the retarded and advanced Green’s functions:
GR(r, t; r′, t′) = θ(t− t′) [G>(r, t; r′, t′)−G<(r, t; r′, t′)] (3.11)
GA(r, t; r′, t′) = θ(t′ − t) [G<(r, t; r′, t′)−G>(r, t; r′, t′)] . (3.12)
GR describes the propagation of an electron which can take place by either process described
with G≷ . GA is analogous to the previous, but for negative times, treating hole propagation. In
3Two quantities are correlated if the product of the expectation value for each quantity differs from the
expectation value of the product of both quantities.
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the rest of this thesis, G≷ do not appear by themselves, since we are interested in solutions to
Eq. 3.5, rather we look at retarded or advanced Green’s functions, GR/A. Both GR and GA are
encapsulated in the time-ordered GT, referred to as simply G from now on.
GT = G(r, t; r′, t′) = −i〈Ψ0|T
[
ψˆ(r, t) ψˆ†(r′, t′)
]
|Ψ0〉. (3.13)
The time-order operator T acts on the field operators, such that the most recent in time stands at
the right. In conclusion, the time-dependent SE may have a homogeneous or an inhomogeneous
solution, ψ and Ψ, respectively, both of which can be described by the same G obeying Eq. 3.5.
Unperturbed Green’s Function: G0
The time-independent Hamiltonian of an independent particle system, in general H0, is a
Hermitian, space-symmetric one-body operator. The corresponding eigenstates ψ0n(r, t) are
solutions to [ih¯∂t −H0(r)] ψ0n(r, t) = 0. For that SE, the Green’s function obeying Eq. 3.5 is
the unperturbed one-body Green’s function, G0. The Lehmann representation for G0, with
z = ω ± iη and single particle eigenvalues 0n, is diagonal in the basis of ψ0n:
G0(r, r
′;ω) = lim
η→0+
∑
n
ψ0n(r, t)[ψ
0
n(r
′, t′)]∗
ω − 0n + iη sgn(0n − µ)
(3.14)
The propagating electron has energy 0n > µ, whereas the hole has energy 
0
n < µ, and we take
the sgn function to distinguish both cases.
3.3 Connecting Non-Interacting and Interacting Systems
As any G0 is specific to an independent particle Hamiltonian H0, so is G specific to a Hamiltonian
H describing the whole system. In operator form, G and G0 are:
G(ω) =
1
ω −H , G0(ω) =
1
ω −H0 . (3.15)
The full Hamiltonian can be divided in the non-interacting and an interacting contribution:
H = H0 + H1, where H1 may depend on time. This sum replaces H in Eq. 3.15, to form the
Dyson equation:
G(ω) = (ω −H0 −H1)−1 =
[
1− (ω −H0)−1H1
]−1
(ω −H0)−1 = [1−G0(ω)H1]−1G0(ω)
(3.16)
G(ω) = G0(ω) +G0(ω)H1G(ω), (3.17)
Inserting the geometric series,
[1−G0(ω)H1]−1 = 1 +G0(ω)H1 +G0(ω)H1G0(ω)H1G0(ω) + . . .
into the first equation, recasts G as a sum over terms containing G0H1, called a Born series,
where these terms describe single, double, etc..., scattering processes, with H1 being the scattering
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potential.
The G above holds the information of everything regarding the single QP in the system. It
is instructive to ask what information we are looking for. H is a complicated unknown object
and it encloses the interactions of the whole system. While H0 is a one-body operator, the same
cannot be assumed of H1. A deep discussion on the matter is out of the scope of this thesis,
but is to be found in detail in Chapter 7 of Ref. [36]. We merely give the basic conclusions: (i)
We are only interested in a subsystem of the whole system; the quasiparticles. (ii) QPs are
connected to the whole system through a dynamical mean-field that will replace H1 in Eq. 3.17.
(iii) The G of this subsystem returns solutions to the SE describing QPs, that is to say the set
of eigenvectors and eigenvalues, {ψQPn , QPn }. (iv) From the definition in Eq. 3.13, G(r, t; r, t+)
yields the electronic density ρ(r):
− iG(r, t; r, t+) = ρ(r). (3.18)
As an example of the above discussion, in the KS picture the object of interest: independent
particles in a mean-field. The Green’s function for the KS scheme, according to Eq. 3.17, is
GKS = G0 +G0 (vH(r) + vxc(r))G
KS. Here the interacting part of the Hamiltonian, i.e., H1, is a
one-body static potential, and the solutions are the optimized one-electron Kohn-Sham orbitals
{ψKSn (r)}. The Kohn-Sham particles are bound to the rest of the system through this H1.
We aim at describing QPs, described by G , starting from a bare particle, for which G0 is
known. To describe the changes in time caused by the propagation of a QP, the interaction
potential H1 needs to include a dynamical screening. We go about this task by treating the
interaction as a perturbation in the system, not a trivial assignment since its contribution to the
energy is comparable to that of H0.
3.3.1 Diagrammatic expansion of G
As pointed out in Sec. 3.1, the transition from the non-interacting system to the interacting one
has to preserve the original total momentum and the individual propagation of the particles. As
a gedankenexperiment, we can picture the Coulomb interaction to be turned on adiabatically
—slow enough as to remain in equilibrium— among non-interacting particles in the groundstate
|Ψ0〉. When the interaction is fully present, the particles become dressed with their screening
cloud and we reach the interacting groundstate, |Ψ〉.4
The Heisenberg picture assigns the time evolution to operators, such as the interaction
potential, V (t), and the field operators, while states are static. This picture relates to the
interacting and Schro¨dinger pictures in that, regardless of the chosen framework, the matrix
elements are the same. Since G in Eq. 3.13 is taken as an expectation value, its formulation in
the Heisenberg picture and the interaction picture have equal results. We write these expectation
values with respect to the intermediate states, |Ψ±η〉, in the adiabatic turning-on of the interaction,
with subscript H and I for the Heisenberg and interaction picture, respectively :
〈Ψ+ηH |T
[
ψˆ(r, t) ψˆ†(r′, t′)
]
|Ψ−ηH 〉 =〈Ψ+ηI |T
[
ψˆI(r, t) ψˆ
†
I(r
′, t′)
]
|Ψ−ηI 〉 (3.19)
=〈Ψ0|UηI (∞, t)T
[
ψˆI(r, t) ψˆ
†
I(r
′, t′)
]
UηI (t,−∞)|Ψ0〉 (3.20)
At times t0 = ±∞, there is no interaction and the system is in state |Ψ0〉 and at time t it reaches
the intermediate interacting state |Ψ−η〉 when evolving from the past, and |Ψ+η〉 coming from
4Such a connection of these groundstates is known as the Gell-Mann-Low Theorem.
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the future. Equation 3.20 respects the time ordering by placing the state in the future to the left.
As we turn on the interaction, the evolution operator in the interaction picture, UI , acts on the
state |Ψ0〉, returning |Ψ±η〉. Because UI depends on the interaction potential, it also changes
adiabatically, and we add a superscript η. At the end, we take the limit η → 0 to recover the
interacting groundstate |Ψ〉, and the interaction becomes the full Coulomb interaction. Time-wise,
this corresponds to time t = 0, i.e., the present, and the G of the interacting groundstate is:
G(1, 2) = −i〈Ψ|T
[
ψˆ(1) ψˆ†(2)
]
|Ψ〉 = −i
〈Ψ0|T
[
ψˆI(1)ψˆ
†
I(2)S
]
|Ψ0〉
〈Ψ0|S|Ψ0〉 , (3.21)
where the space coordinates r1 at time t1 of particle one are gathered under variable 1, and
t+1 = limη→0+ t1 + η, with η infinitesimal positive. Here, the product of evolution operators
UI(−∞, t)UI(t,+∞) = UI(−∞,+∞) defines the operator S. The denominator in Eq. 3.21
fulfills the normalization criteria and avoids divergent phase factors. We expand UI according to
Eq. B.24, with interaction potential
VI(t) =
1
2
∫ ∫
ψˆ†I(r, t)ψˆ
†
I(r
′, t)v(r, r′)ψˆI(r′, t)ψˆI(r, t)dr dr′, (3.22)
where v(1, 1′) = δ(t1 − t′1)v(r1 − r′1) is the Coulomb interaction. After the expansion, the
numerator in Eq. 3.21 becomes:
G0(r, t; r
′, t′) +
∞∑
n=1
(
1
2
)n 1
n!
∫ ∫
d1 d1′ . . .
∫ ∫
dn dn′ v(1, 1′) . . . v(n, n′)
xG02n+1(r, t, 1, 1
′, . . . , n, n′; r′, t′, 1, 1′, . . . , n, n′) (3.23)
Disregarding the sum in Eq. 3.23, the lowest order approximation to G is simply G0. The next
term is the sum of non-interacting, many-body Green’s functions G02n+1, which describe the
propagation of two, three, and more particles. Using Wick’s theorem (explained extensively in
Ref. [37]), higher-order non-interacting Green’s functions can be expressed in terms of products
of one-body G0:
G02n+1((r, t), 1, 1
′, . . . , n, n′; (r′, t′), 1, 1′, . . . , n, n′) =
∑
P
(−1)P
xG0((r, t), (r˜′, t˜′)) . . . G0(n, n˜)G0(n′, n˜′), (3.24)
with P the permutation of two indexes, P the number of permutations, and n˜ the permuted
indexes. Inserting this definition of G02n+1 in Eq. 3.23, the interacting G , taken as expectation
value of independent particle states, depends on an infinite sum over products of one-body G0 and
the Coulomb interaction. This definition shows that the propagations of different (independent)
particles are concatenated by the bare Coulomb interaction.
The Self-Energy
Using Wick’s theorem, Eq. 3.23 becomes an infinite sum of Feynman diagrams. Certain
diagrams can be split into two simpler diagrams by cutting one line; these lower-order diagrams
can be joined by a non-interacting propagator. The lower-order diagrams which are topologically
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distinct, are called irreducible diagrams. The sum of the irreducible diagrams is the self-energy,
Σ. We define Σ as the energy of the QP due to the perturbation in the system caused by its own
presence. In other words, it is the kernel which couples the bare quantity G0 to the dressed
solution G , described in the Dyson equation:5
G(ω) = G0(ω) +G0(ω)Σ(ω)G(ω). (3.25)
Recalling the opening of this section, Σ couples the QPs to the rest of the many-body system.
Analogously, we regard a bare quantity, the Coulomb interaction v, and a dressed dynamical
quantity, the screened Coloumb interaction W .
W (ω) = v + vP (ω)W (ω) (3.26)
Figure 3.1: The diagram at the right represents the right-hand side of the Dyson equation for G (black
propagation line). G0 is the grey propagation line and Σ is the dark circle. Analogous, the
diagram at the left corresponds to the rhs of the Dyson equation for W (wiggly line). v is the
dashed line and P is represented by the dark ellipse.
Weaker than the bare Coloumb interaction v, the screened Coulomb interaction arises from
the screening cloud of the QP. As shown in Fig. 3.1, the coupling kernel between both quantities
is the irreducible polarizability, P , defined as the change in charge density due to changes in the
total potential.
3.3.2 Equation of motion for G
To find the explicit function of Σ, we look at the equation of motion of G in the Heisenberg
picture. The derivation on time returns a higher-order Green’s function:6[
i
∂
∂t1
−H0(r1)
]
G(1, 1′) + i
∫
v(r1, r2)G2(1, 2, 1
′, 2+) dr2
∣∣∣∣
t2=t
+
1
= δ(1, 1′). (3.27)
H0 includes the kinetic energy potential and the crystal potential, and G2 is the two-body
Green’s function. Equation 3.27 is a differential equation which does not comply with the Green’s
function definition in Eq. 3.5. However, it is still called a Green’s function. We can plug in the
non-interacting Green’s function in the equation of motion, as shown below:[
i
∂
∂t1
−H0(r1)
]
G0(1, 1
′) = δ(1, 1′) =⇒ G−10 = i
∂
∂t
−H0
G(1, 1′) = G0(1, 1′)− i
∫
G0(1, 2) v(2, 3)G2(2, 3
+, 1′, 3++) d2 d3
(3.28)
By inserting G2 in the equation of motion, a third-order Green’s function arises. Any order
Green’s function depends on a higher-order Green’s function, establishing a hierarchy of infinite
order. Since we aspire at a solvable form of G , we need to approximate this family of Green’s
5The rigorous definition is proper or irreducible self-energy. Since we are not working with the reducible type,
the discrimination between both does not apply here.
6The derivation of the equation of motion for G can be found in Refs. [31] and [38].
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functions. G2 represents the contributions to the energy of the QP beyond the non-interacting
particle:
G2(2, 3
+, 1′, 3++) = G(2, 1′)G(3+, 3++)−G(2, 3++)G(3+, 1′)
+
∫
Γ(2˜, 3˜+, 1˜′, ˜3++)G(2, 2˜), G(3+, 3˜+)G(1′, 1˜′)G(3++, ˜3++). (3.29)
Taking this definition, the product of G2 with v in Eq. 3.28 reveals two known contributions to
the self-energy, the Hartree and exact-exchange operators:
−i
∫
v(2+, 3)G(3, 3+) d3 = vH(2) (3.30)
i
∫
v(2+, 3)G(2, 3) d2 d3 = Σx(2, 3), (3.31)
where in the first line we used Eq. 3.18. The third term in Eq. 3.29 carries the interaction among
two-body propagations, the vertex function, Γ. Neglecting this interaction, G agrees with the
HFA. However, the part of the self-energy beyond HFA includes important many-body effects
described by Γ. Fortunately, we can brake the complexity of Γ down into several approximations,
providing workable solutions for G and Σc.
3.4 Hedin’s Equations
In 1965, Lars Hedin introduced an approximation to the self-energy based on functionals of G
[5]. It led to a set of equations which calculates the one-body Green’s function self-consistently.
To do so, Hedin wrote all the quantities involved as an expansion in W .
Comparing the equation of motion of the one-particle Green’s function to the Dyson equation,
we collect the unknowns in the self-energy. The interacting one-body Green’s function follows
the equation:
G(1, 1′) = G0(1, 1′) + i
∫
G0(1, 2)Σ(2, 3)G(3, 1
′) d2 d3. (3.32)
The Σ in Eq. 3.32 includes vH and Σx, plus the contribution from Γ. Hedin did not address
this last term directly, whose definition is cumbersome; it involves the sum of all disconnected
diagrams. Rather, his paper works with a three-point vertex, Γ˜, derived through functional
derivative methods (explained in Appendix A of Ref. [5]):
Γ˜(1, 2; 3) = − δG
−1(1, 2)
δUeff (3)
∣∣∣∣
U=0
=δ(12)δ(13) +
δΣ(12)
δUeff (3)
(3.33)
δG(1, 2)
δU(3)
∣∣∣∣
U=0
=G(12)G(33+)−G(1323+). (3.34)
The effective potential, Ueff , is the sum of a test potential U —set to zero at the end—
and the Hartree potential. From Eq. 3.34, we replace G2 in Eq. 3.28 and end up with
v(2, 3)[G(12)G(33+) − δU G(1, 2)]. The first term includes the Hartree potential, and the
other includes the exchange-correlation self-energy, Σxc. The derivative of G in Eq. 3.34 relates
to the derivative of G−1 (Eq. A15 in Ref. [5]), so we may also define Σxc in terms of Γ˜.
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Expansion of the Self-Energy
Hedin used the known formula of W to incorporate the partial derivative of G−1, summarized
here:7
W (1, 2) = v(1, 2) + i
∫
v(1, 3) v(2, 4)G(4, 5)
∂G−1(5, 6)
∂U(3)
G(6, 4+) d3 d4 d5 d6 (3.35)
= v(1, 2) +
∫
W (1, 3)P (3, 4) v(2, 4) d3 d4 (3.36)
using
∂
∂U(1)
=
∫
∂Ueff (2)
∂U(1)
∂
∂Ueff (2)
(3.37)
P (3, 4) = i
∫
G(4, 5)G(6, 4+)
∂G−1(5, 6)
∂Ueff (3)
d5 d6. (3.38)
Equation 3.36 is reminiscent of the Dyson equation for W . In general, we arrive at P , defined
as ∂ρ(1)/∂Ueff (2), by replacing ρ with G , and using functional derivative. The functional
derivative in Eq. 3.38 is the Γ˜, as defined in Eq. 3.33. We can now write Σxc as
Σxc(1, 2) = i
∫
W (1+, 3)G(1, 4)Γ˜(4, 2; 3) d3 d4, (3.39)
The original product v(2, 3)δU G(1, 2), the starting point of this derivation, is equivalent to
Eq. 3.39. It is of interest to express W , P , and Σxc as functionals of G, relating them to each
other. The three-points vertex can be expanded in its derivative of Σxc. Taking the first two
terms of this expansion, the self-energy reads:
Σ(1, 2) = iG(1, 2)W (1+, 2)−
∫
G(1, 3)G(3, 4)G(4, 2)W (1, 4)W (3, 2)d3 d4 + . . . (3.40)
Finally, Σxc, W , and P are functionals of G and depend on the bare Coulomb interaction, which
has a known expression. Using the Lehman representation, G can be obtained self-consistently
from the QP eigenfunctions, ψQP, or by solving the Dyson equation. In turn, ψQP can be derived
from the quasiparticle equation in the frequency, or equivalently, the energy domain:
H0(r)ψ
QP
nk (r) +
∫
Σ(r, r′; QPnk )ψ
QP
nk (r
′) dr′ = QPnk ψ
QP
nk (r). (3.41)
This time H0 includes the Hartree potential, besides the kinetic and crystal lattice potential.
This equation was derived by Julian Schwinger in 1951 and then studied for electrons by G.
Pratt Jr. [40]. A clear-cut derivation is to be found on pages 353 - 354 of Ref. [41].
Random Phase Approximation (RPA)
After introducing GWA, the question which prevails is the number of ingoing terms in Eq. 3.40
in order to yield an adequate approximation of the self-energy. The first order approximation
to Γ˜ is its diagonal form, i.e., it equals one. This approximation is called the random phase
approximation (RPA). Within the RPA, the polarizability is PRPA ≡ GG, arriving at a the
inverse dielectric function −1 = (1−PRPAv)−1, which is the Lindhard equation. In diagrammatic
7The formulation of W in terms of the density correlation function —which in turn can be defined in terms of
G — was introduced by John Hubbard [39].
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form, the first three terms in the expansion of WRPA in its Born series, WRPA = v+ vPRPAW =
v + vPRPAv + vPRPAvPRPAv + . . . , are:
Every term inserts a new electron-hole pair, connected by the bare interaction. Therefore, it
is also called the bubble approximation. It was first introduced by David Bohm and David Pines
in a collection of papers in the early fifties [42–45]. 8 The authors explained that the response
from electrons to the Coulomb interaction among them consists in a long-ranged collective
component and an individual short-ranged screened interaction. The RPA amounts to treating
the long-range contributions as an external perturbation.
GW Approximation (GWA)
Hedin suggested to take Γ˜ as in the RPA; that is neglecting higher order contributions to its
expansion. By assuming Γ˜(1, 2; 3) = δ(1, 2)δ(1, 3), the self-energy reduces to the product of G
and W . Pointing to this product, this approximation is known as the GW Approximation or
GWA. In frequency space, the Fourier transform of Hedin’s equations reduces to:
P0(r, r
′;ω) = − i
2pi
∫
G0(r, r
′;ω + ω′)G0(r′, r;ω′)eiω
′η dω′ (3.42)
(r, r′;ω) = δ(r, r′)−
∫
v(r, r1)P0(r1, r
′;ω) dr1 (3.43)
W (r, r′;ω) = v(r, r′) +
∫ ∫
v(r, r1)P0(r1, r2;ω)W (r2, r
′;ω) dr1 dr2 (3.44)
=
∫
−1(r, r1;ω)v(r1, r′) dr1 (3.45)
Σ(r, r′;ω) =
i
2pi
∫
G0(r, r
′;ω + ω′)W (r′, r;ω)eiω
′η dω′ (3.46)
As a common practice, we approximate G in Eq. 3.42 to lower order, i.e., G ≈ G0, and write
PRPA as P0.
3.4.1 One-shot GWA
Hedin’s equations within the RPA approach should, in principle, be solved iteratively. However,
it has proven sufficient to correct independent-particle eigenvalues to first-order using the self-
energy calculated as in Eq. 3.46 [7]. We build the G0 from the eigenvectors calculated with some
independent-particle scheme, for example the Kohn-Sham method. Doing so, the quasiparticle
eigenvalue for a state with band index n and wave-vector k is:
QPnk = 
KS
nk + 〈ψKSnk (r) |Re[Σ(r, r′; QPnk ]− vxc(r)δ(r− r′)|ψKSnk (r′)〉, (3.47)
where vxc(r) is the exchange-correlation potential in the independent-particle scheme. The
energy-dependence of Σ makes Eq. 3.47 non-linear, but we can expand the self-energy around
8In its early stages, the RPA used planewaves and the authors focused on the exemption of random phases in
the sum of exponential terms for response functions, hence the name.
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ω = KSnk :
Σ(r, r′; QPnk ) ≈ Σ(r, r′; KSnk ) + (QPnk − KSnk )
∂Σ(r, r′; KSnk )
∂ω
. (3.48)
We define the renormalization factor, leading to the new quasiparticle energy, QP:
Znk =
[
1−
(
∂Σ(r, r′; KSnk )
∂ω
)]−1
(3.49)
(3.50)
QPnk =
KS
nk + Znk〈ψKSnk (r) |Re[Σ(r, r′; KSnk ]− vxc(r)δ(r− r′)|ψKSnk (r′)〉 (3.51)
This successful method, called one-shot GW or G0W0, improves the independent-particle eigen-
values, approaching experimental results. To justify for the perturbative correction of eigenvalues,
Hybertsen and Louie argued that the wavefunctions of the quasiparticle and that of IP schemes
have sufficient overlap and can be assumed equal [7].
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Chapter 4
Quasiparticle Self-Consistent GW
In this chapter, we examine the main subject of this dissertation: the Quasiparticle Self-Consistent
GW, QSGW for short. The first section introduces the theoretical framework, succeeded by a
section showing the mathematical background to the QSGW. To harmonize the terminology, in
the last section we discuss how to categorize this ab initio approach.
Before wading in the theory of QSGW, we draw some connections to previous sections in
this thesis. The inclusion of the electron-electron interaction, v(r, r′) differs greatly among the
theories and approximations. For instance, in the independent particle approaches, the direct
electronic interaction is replaced by a mean-field.
However, based on the opening argument in Chapter 3, many-body perturbation theory
(MBPT) offers a better description of interactions in the system. Theoretically, the dynamical
exchange-correlation potential in MBPT, Σxc(ω), comes from a universal functional Φ,
Σxc(ω) = 2pii
δΦxc[G]
δG(ω)
, (4.1)
called the Luttinger-Ward (LW) functional, which is the sum of an infinite number of “skeleton”
diagrams [34]. Here and in the following, we suppress spatial arguments of the quantities involved
(with a few exceptions) and regard them as matrices. This infinite sum in the LW theorem can
be truncated, thus realizing solvable solutions for the self-energy. One of this solution is the GW
Approximation, which works with a sub-set of diagrams in the LW theorem.
Because IP or MBPT methods manage the electrostatic interaction to different degrees of
approximations, the picture of the fermion in question changes. A very successful description
of interacting fermions are quasiparticles , introduced in Sec. 3.1. When the particle is not
surrounded by a screening cloud, we call it bare QP and when it does, it is the dressed QP. In
this regard, the Kohn-Sham particles are bare QPs, and QPs described by Hedin’s equations are
dressed QPs. Because the description of the QP falls back to the Hamiltonian, we known that
the connotation “bare” or “dressed” reflects the treatment of the Coulomb interaction. Most
importantly, the “bare” QP has to have a one-to-one correspondence to the “dressed” QP to
follow the Fermi liquid theory, which we exploit in the following.
We aim at evolving the bare QP —with properties given by a known G0— into the dressed
QP. An alternative is the corrective perturbation in G0W0, but this does not return eigenvectors
of the dressed QP and it depends on the underlying IP scheme [11, 46, 47]. In addition, G0W0
is not conserving, unlike the GWA. This last aspect is indeed crucial; conservation laws are a
reliable measuring stick to judge the adequacy of an approximation. To cure the problems of
G0W0, we resort to self-consistency.
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4.1 Self-Consistent GW
The GWA is in principle self-consistent. Through the Dyson’s equation, we may update the G
—within the random phase approximation (RPA)— using an initial guess for the self-energy, so as
to repeat the cycle of Hedin’s equations till convergence, a scheme called fully self-consistent
GW (scGW). The G in scGW is indeed conserving, but unfortunately the screened interaction,
W (ω), is not. In the scGW, the RPA polarizability does not fulfill the definition ∂ρ/∂U when
calculated with the G from scGW. Likewise, the imaginary part of the diagonal −1 also does
not fulfill the f -sum rule, directly linked to particle conservation number [48, 49]. 1
Kotani, Schilfgaarde, and Faleev suggested an alternative self-consistent GW method: the
QSGW [10–12]. Their proposal is best understood through the adiabatic connection of a bare
QP, described by a known H0, to a dressed QP. The difference between both types of QPs is the
interaction potential, yet their one-to-one correspondence allows the non-interacting system to
evolve into the interacting one. Prior to the turning-on of the interaction, the bare QPs interact
through an effective potential, veff , which holds the lattice and Hartree potentials plus an
exchange-correlation potential, vxc. The initial, independent-particle Hamiltonian, H0, is made
up by the effective and kinetic potentials. To introduce QSGW in general terms, we leave the
form of the effective potential in H0 open to any static, local or non-local, exchange-correlation
potential. The authors of QSGW split H into H0 and a residual part, H0 − H. This last
contribution has to be small to be considered a perturbation, thus leaving the movement of the
central bare QP unaffected. To search for the smallest possible residual part, we have to search
for an optimal effective potential. Kotani and coworkers derived the optimal effective potential
through a norm-functional formalism, a derivation which we recast according to Ref. [50] in
Sec. 4.2. For now, we give the QSGW equation for the optimized exchange-correlation potential
entering veff :
vxcopt =
1
2
∑
ij
|ψi〉{Re[Σxc(i)]ij +Re[Σxc(j)]ij}〈ψj |, (4.2)
For the single-particle states, ψi, we collect band number and k-point in the index i, and the
expression [ ]ij signals matrix elements with respect to these states. Once the new effective
potential is available, we can update the Hamiltonian perturbatively and solve the secular
equation. With the new {ψi}, a new veff stands for the next correction to H0. After convergence,
the single-electron state ψi becomes the quasiparticle wavefuntion Ψi with associated eigenvalue
Ei.
Like in all other methods discussed here, QSGW is not exempt of approximations. Because the
self-energy in Eq. 4.2 follows the GWA, it inherits the approximations therein; namely, neglecting
vertex corrections. In addition, the optimized potential is static, i.e., the evaluation at the two
eigenvalues removes the energy dependence of the self-energy, and also hermeticity is forced.
Although the neglected imaginary part of the self-energy does have a physical meaning (related
to the life-time of QPs), it does not influence the electronic structure.
1Sum rule: ∞∫
0
ωIm{−1GG(k, ω)} dω = −2piρ,
being ρ the electron density. In words: The sum of all excitations (or oscillations in occupation numbers) does not
change the overall particle number [18].
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4.2 Energy Minimization
Based on the work and findings of Ismail-Beigi in Refs. [50–52], we explain the background to
Eq. 4.2. The optimized exchange-correlation potential, vxcopt, in the QSGW guarantees that the
energy functional of G reaches its lowest value upon variation. The measure by which we define
lowest is the squared length of the functional derivative. To clarify this minimization procedure,
we look at the variation principle behind the KS scheme.
Equation 2.19 defines the energy functional in the KS scheme, E[ρ0], with respect to the
non-interacting density, ρ0. As explained in Sec. 2.2.2, when the variation of E[ρ0] is set to zero,
tight to the constraint of normalized eigenvectors, the solution corresponds to the groundstate of
the system. Baring in mind the equivalence between ρ and G , the definition of Σxc from the
variation of the exchange-correlation functional Φxc in the LW theory (Eq. 4.1) resembles the
DFT case. Based on these analogies and the variational principle, it is tempting to copy the
procedure in DFT and try to minimize the total energy functional of G to find the GS of the
interacting system. Much like ρ0 in DFT, the extremizing G of the energy functional leads to the
ground-state energy of the interacting system of dressed QPs. To date, the minimization a` la KS
of such functional is, unfortunately, an impossible task. If we were to find the extremizing G , we
cannot tell whether it is physically possible, nor can we say if the solution is unique. Instead of
searching for a minimum in the energy functional, we search for the lowest value of the variation.
For now, we assemble the Hartree potential (vH) and a general exchange-correlation potential
(vxc), local or non-local, in U0, building the independent-particle Hamiltonian: H0 = T + V +U0,
with kinetic energy T and lattice potential V . H0 returns the independent-particle states |n〉 and
their corresponding eigenvalue n. We recast G0 in the Dyson equation, using these single-particle
states as orthonormal basis:
G0(ω) = (ωI −H0)−1 =
∑
n
|n〉〈n|
ω − n + iηsgn(F − n) . (4.3)
In order to minimize the energy functional of G , we first need an energy functional. As in Ref.
[51], and borrowing the notation therein, we work with the Klein functional:
F [G,G0] =
∫ ∞
−∞
dω
2pii
eiω0
+
tr{H0G0(ω) + I −G0(ω)−1G(ω) (4.4)
+ ln[G0(ω)G(ω)]− U0G(ω)}+ EH [ρ] + Φxc[G],
(4.5)
with Hartree energy (re-writting the second term in the rhs of Eq. 2.18)
EH [ρ] =
1
2
∫ ∫
ρ(r)v(r, r′)ρ(r′) drdr′ =
1
2
∫
vH(r)ρ(r) dr. (4.6)
At a first glance, and assuming a rigid lattice, the variable components of the energy functional
in Eq. 4.5 are U0 and Σxc. The former conditions H0, also G0, but the latter changes Φxc and
G . To find the variation of F we must keep a component fixed and vary the rest accordingly.
Ismail-Beigi proves that F is independent of variations of U0 or, equivalent, G0 [52]. Thus,
keeping G fixed and varying G 0 is no option. As a side remark, this also means that the choice
of the initial guess does not influence the outcome. On the other hand, varying G with a fixed
43
4.2. ENERGY MINIMIZATION
G0 gives:
2
δF |G0=
∫ ∞
−∞
dω
2pii
eiω0
+
tr{−G−10 (ω)δG(ω) +G−1(ω)δG(ω) (4.7)
− U0δG(ω)}+ δEH [ρ] + δΦxc[G]. (4.8)
In the following, we leave out the argument ω for simplicity. Based on the definitions in Eqs. 4.1
and 4.6, the variation of EH and Φxc convey the Hartree potential and the self-energy, respectively,
each multiplied by δG. Splitting the independent-particle potential like U0δG = vHδG+ vxcδG,
the resulting vHδG term cancels with δEH . Factorizing δG out, the square parenthesis in the
functional variation reads [G−1 −G−10 + Σxc − vxc]δG. In order to replace δG, we use the Dyson
equation with fixed G0 to parametrize G by a trial self-energy, Σt:
G−1 = ωI − T − Vion − vH − Σt = G−10 − [Σt − vxc]⇒ δG = GδΣtG. (4.9)
The next challenge is to delimit our search space: what candidate for G is physically sound? It
is reasonable to choose G0 in order to replace G , because G0 is already connected to a physically
grounded Hamiltonian. Replacing G with G0 reduces the expression in the square parenthesis by
nullifying the first two terms in the trace. Replacing δG0 as prescribed in Eq. 4.9, the expression
becomes:3
2pii
δF
δΣt
=Tr{G0[Σxc − vxc]G0} (4.10)
with Tr{A} =
∞∫
−∞
dω
2pii
eiω0
+
tr{A}. (4.11)
Equation 4.10 is indeed the target question: which trial self-energy brings the gradient to its
lowest value? We take the square of the length of the matrix in Eq. 4.10, symbolized as ||D0||2,
and calculate its value in the basis of |n〉, advantageous in that G0 is diagonal in this basis:
||D0(ω)||2=
∞∫
−∞
∑
nl
|〈n|Σxc(ω)− vxc|l〉|2
[(ω − n) + η2][(ω − l) + η2] . (4.12)
vxc is to be freely chosen, aiming at the smallest ||D||2 possible. We look inside the sum, and
search for the most adequate choice of vxc, which fulfills our goal for every pair (n, l) in the
integral. The integral transforms in a closed contour integral in the upper-half of the complex
plane.4
• Case n= l
To simplify the notation, and because we center the attention on the poles coming from
the denominator, we write the nominator N(ω) = |〈n|Σxc(ω) − vxc|n〉|, with derivative
2Here we use the relation of determinants δtr{ln(A)} = tr{A−1δA}.
3We make use of the cyclicity of the trace: tr(G0δΣG0) = tr(G0G0δΣ)
4We make use of the standard Cauchy integral formula
2piif ′(a) =
∮
f(z)
(z − a)2
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N ′(ω) = 〈n|dΣxc(ω)/dω|n〉. We investigate the poles at n + iη. The denominator is recast
in a product, [(ω − n)2 + η2]2 = [ω − n + iη]2[ω − − iη]2 to fit the Cauchy formula
2pii
d
dω
{
N2(ω)
[ω − n + iη]2
}∣∣∣∣
ω=n+iη
=
pi
2η3
N2(ω)− ipi
η2
N(ω)N ′(ω). (4.13)
The leading term scales as η−3, and the poles coming from N(ω) contribute to a lesser
extent than the two terms above. The resulting matrix has real and imaginary parts,
N(ω) = 〈n|Re[Σxc(ω)]− vxc|n〉+ 〈n|Im[Σxc(ω)]|n〉. Because the only tunable component,
〈n|vxc|n〉, returns a real number, to make the leading term in the integral reach zero, the
imaginary part is necessarily zero. We are left with 〈n|Re[Σ(n)]|n〉 = 〈n|vxc|n〉 as the only
choice for the lowest square gradient, such that the leading term in Eq. 4.13 disappears,
and the only contribution comes from the poles in N(ω), which scale as η−1. Concerning
the term ∝ η−2NN ′, it cancels out when we expand Eq. 4.13 in series in η.
• Case n 6= l
We recycle the notation from the previous case, but only now N(ω) refers to off-diagonal
matrix elements. The denominator provides the largest contribution, namely two poles:
n + iη and l + iη. We go about this integral (the same as in Eq. 4.12) following the steps
explained in the previous case. The contributions from these two simple poles are:
pi
η
N2(n) +N
2(l)
(n − l)2 , (4.14)
where we evaluate Σxc at different energies. For the first term in the numerator, we
have 〈n|Re[Σ(n)]|l〉 and 〈n|vxc|l〉 to the second power, but also −2〈n|vxc|l〉〈n|Re[Σ(n)]|l〉,
since we neglect the imaginary part. Putting both terms in the numerator together,
we end up with a quadratic, whose derivative we set to zero. The derivative is greatly
simplified by regarding only variable terms, namely those including the matrix elements
(vxc)nl = 〈n|vxc|l〉:
d
d(vxc)nl
[−2 〈n|vxc|l〉 ( 〈n|Re[Σ(n)] |l〉+ 〈n|Re[Σ(l)] |l〉 ) + 2 〈n|vxc|l〉2 ] = 0 (4.15)
〈n|vxc|l〉 = 〈n|Re[Σ(n)]|l〉+ 〈n|Re[Σ(l)]|l〉
2
(4.16)
For the special case of degenerate states, i.e., n = l, the integral in Eq. 4.12 becomes
Eq. 4.13, though the matrix elements are 〈n|Σxc(ω)− vxc|l〉.
In conclusion, the choice of the optimized potential in QSGW delivers the shortest gradient of
the Klein functional. This mathematical formulation treats a general self-energy, which does not
necessarily fit the GWA definition. 5 However, in this project we follow the recipe suggested in
Ref. [12] and stay within the GWA. The dependence on vxc to obtain n, and later Σxc, leads to
non-linearity, implying a self-consistency search for the optimized potential.
5The choice of self-energy is not without preconditions: Σxc must fulfill Eq. 4.1.
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4.3 Independent or Interacting Systems?
QSGW “scans” the space of non-interacting G0 to find the best candidate; namely, the closest
to G . If successful, this operation leads to the G0 for which ||D|| is minimized, and however
close it is to G it is strictly speaking a non-interacting Green’s function. Despite this, and in
order to straighten out the terminology for the coming chapter, we differentiate the initial guess
for the Green’s function from the converged one given by the QSGW: the first remains G0 and
the second simply G . Also, G is describing “bare” QPs that are very close to their “dressed”
counterpart. That is, the IP system evolves to a many-body problem, where interactions between
QPs are embedded in the Σxc.
Also to clarify the wording for the coming chapters, electrons in any mean-field approach are
simply called particles. For all other frameworks including many-body effects, such as screening,
we refer to quasiparticles. The first purpose is to avoid the adjectives “bare” and “dressed”, its
continuous usage may confuse. The second goal is to connect the particles in the IP schemes to
the non-interacting, or bare, particles in the Landau-Silin picture.
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Linearized Augmented Planewaves
In any mean-field approximation, the solution to the single-particle Schro¨dinger-like equations
require a suitable representation of the one-electron states. This Chapter details the representation
of the wavefunctions (WF), for groundstate (GS) and excited states calculations. Hereby, we
denote the single-particle WF after its k-dependency and band index: ψnk(r).
Since ψnk(r) is an infinitely differentiable function —continuous in an interval—, it can be
expressed as a linear combination of an complete basis function set, {φp(r), p = 1, . . .∞}, made
up by functions which are orthonormal in that interval. In general, the expansion of the n-th
WF for a particular k-vector in the first Brillouin zone is:
ψnk(r) =
∑
G
CknG φk+G(r), (5.1)
with expansion coefficient CknG —variational coefficients— and G a reciprocal lattice vector. In
the following, I discuss three choices of basis set {φk+G} and the truncation of the series to a
finite number. At the end, I examine the treatment of core states and the implementation in
exciting of a mix basis set for excited states calculations.
5.1 APW Basis
Planewaves (PWs), which follow Bloch’s theorem for the crystal potential, are an example of
a complete basis set. They are suitable for the description of independent particles which can
justifiably represent electrons near the Fermi surface. However, the rapid varying potential near
the nucleus demands a very large number of PWs for the accurate description of the WF in
this region. Alternatively, through an augmentation, i.e., modification of PW, the WF can be
carefully represented near the core. This approach is known as Augmented Planewaves (APW)
method, introduced by Slater in 1937 [53]. He aimed at a better representation of low-energy
electrons, for which PW methods converged far too slowly. Although today the APW basis by
itself is rarely used, it sets the ground for improved methods, employed here.
The APW basis rests in the similarity between the potential near the nucleus in a periodic
crystal and that of the free atom. In the neighborhood around the nucleus, the potential energy
becomes infinitively negative and away from the nucleus, it approaches a constant. Dividing
the space accordingly, non-overlapping spheres centered at the nucleus delimit the region called
muffin tin (MT), shown in Fig. 5.1. The center of the sphere is placed at the nucleus and has
position rα and radius R
α
MT , where the subindex α refers to the atom. Away from the nucleus,
the spherical potential varies slowly and it smoothly joins the potential near the next nucleus.
Following this space partition, the APW describes the WF inside the spheres as solutions to the
atomic SE. These solutions transfer their atomic-like character to the electron wavefunction in
this region. Beyond RαMT , linear combinations of PW build the WF, filling the interstitial region
(IR) between the MT spheres, called interstitial PW (IPW).
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Figure 5.1: 3D representation of space partition of the unit cell in the APW method. Spherical coordinates
define angles between arbitrary position vector r (green) and x-axis (black). In red, rα is the
position vector of the center of the nucleus, RMT is the MT radius. Positions in space are
saved in a grid within the MT.
In a unit cell of volume Ω, a basis function at position r (see Figure 5.1) in the APW method
is defined as:
APWφk+G(r) =

1√
Ω
ei(k+G)·r, r ∈ IR
∞∑
l=0
−l∑
m=−l
Ak+Glmα uαl(r
′, nk)Y ml (r̂′), r ∈MT
(5.2)
with r′ = r− rα, and l and m the azimuthal quantum number and the magnetic quantum number,
respectively. rˆ′ is the direction of the r′ vector given by the angles in Fig. 5.1. The basis set
within the MT spheres consists of solutions to the equation:
[
− d
2
dr2
+
l(l + 1)
r2
+ Vα(r)− nk
]
r ulα(|r− rα|, nk) = 0, (5.3)
and spherical harmonics, Y ml (rˆ
′), defined in Eq. C.1.
In Eq. 5.2, the expansion coefficients, Ak+Glmα , guarantee the continuity of APW at the sphere
boundary, thus they are called matching coefficients. To determine A for a specific lm-component
and (k+G)-vector, we set φMT (RαMT ) = φ
IR(RαMT ) , since, for continuity, the value of both the
MT basis function and PW should be equal at the sphere boundary. We arrive at (to simplify,
RMT is R):
Ak+Glmα =
il 4pi ei(k+G)·R√
Ω ulα(R,Eαl)
jl(|k+G|R) [Y ml ]∗(k̂+G), (5.4)
with jl(kr) the spherical Bessel function. The sum over l in Eq. 5.2 is in principle infinite, though,
in practice, we truncate it to a finite number, lmax. This parameter is chosen in order to match
the maximal numbers of nodes of φk+G inside and outside the MT on the MT surface. The
maximal value of nodes on the MT surface is 2lmax, given the inbuilt Legendre polynomial,
Pml , from Y
m
l (rˆ
′). In the circumference of the MT, 2piRαMT , this maximum number of nodes is
lmax/piR
α
MT . From the opposite side of the MT boundary, the PW has two nodes per unit length
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(with largest wave-number kmax and shortest period 2pi/kmax), returning a maximal number of
nodes of kmax/pi. Taking both maximum number of nodes, an acceptable choice for the cutoff is:
lmax = R
α
MT · kmax [54].
Preferably, RαMT should not change much among species in the unit cell, making the choice of
lmax useful for different atoms. Besides lmax, the number of basis functions is largely determined
by the number of PW, given by kmax = |k + G|max. To set the cut-off of the PW basis, a
reasonable parameter is the dimensionless product RαMT · |k+G|max.
An inconvenient aspect of the APW method is the non-linearity of Eq. 5.3 due to the
dependence on nk [55]. Because this energy enters the basis functions, the Hamiltonian also
depends on nk. In principle, nk is an eigenvalue of the secular equation for the one-particle
Hamiltonian, hence unknown apriori, and the secular equation becomes a non-linear problem.
Alternatively, we may choose an energy, El, for each l, entering Eq. 5.3 and fix it. The first
disadvantage of this scheme lies in its inability to describe bands with equal l, but different
principal quantum number. It is reasonable to separate core states —highly localized within the
MT— from valence states. Unfortunately, this task is not straightforward for poorly localized
core electrons, called semi-core states. In addition, some bands, for instance d-orbitals, in the MT
may have non-spherical character, making it impossible to assign a unique Eαl for these cases. A
second problem, is the deviation from the band energy, nk, introduces an error O(Eαl − nk) for
calculated WF and O(Eαl− )2 for the total energy. Also counterproductive to the APW method
are the values of nk for which ulα(|r− rα|, nk) = 0, known as the asymptotic problem, because
of the vanishing denominator in Eq. 5.4. Due to these drawbacks, it is desirable to improve upon
the APW method, targeting these issues.
5.2 LAPW basis
By fixing the energy in Eq. 5.3, we enter an error in the solution, due to the approximation
nk ≈ Elα. In 1975, Ole Krogh Andersen proposed the Linearized Augmented Planewaves
(LAPW) method, which reduces this error in APW [56]. This method introduces the derivation
of ulα(|r− rα|, nk) with respect to energy, u˙lα(|r− rα|, Elα), through a Taylor-like expansion of
the radial solution. This approach returns a linearized APW, hence the name of the method.
The basis in the interstitial part in LAPW follows Eq. 5.2, while the MT part, using fixed Eαl
values, is defined as:
LAPWφk+G(r) =
∑
lm
[
Ak+Glmα ulα(|r− rα|, Elα) + BG+klmα u˙lα(|r− rα|, Elα)
]
Y ml (rˆ
′). (5.5)
We evaluate ulα and its derivative at a fixed Eαl, called linearization energy. The functions
ulα(|r− rα|, Elα) and u˙lα(|r− rα|, Elα) are orthogonal to each other, facilitating the calculation
of the Hamiltonian matrix elements. Analogous to A, the coefficient B ensures the continuity
of u˙lα(|r− rα|, Elα) at the sphere boundary. Whenever ulα(|r− rα|, Elα) = 0, its derivative is
non-zero, fixing the asymptotic problem of APWs.
To appoint a value to Eαl, we base our criteria on the Wigner-Seitz rules [57]. It is usually
taken as the energy of the middle of the band; an average between the top and bottom energies of
the band. In exciting, given an initial energy, the algorithm scans upwards through a number
of equidistant energy values till ulα(|r − rα|, nk) becomes zero at the MT boundary. The El
fulfilling this criteria is the top band value. Restarting from this point, the search through
energy values takes place downwards, till u˙lα(|r − rα|, Elα) becomes zero. This last energy is
the energy at the bottom of the band, and we calculate the average. For occupied states, the
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values of atomic bands energies are already a good initial value for El, which are employed in
exciting [58].
For the sake of continuity, the values of both the radial function and its slope match that of
the PW at the MT boundary. Adding u˙lα(|r− rα|, Elα) complicates the continuity with respect
to APW method, as the LAPW need to match two functions at the MT boundary, not just
ulα(|r − rα|, nk). The inclusion of u˙lα(|r − rα|, Elα) changes the form of the basis functions
within the MT, where the LAPW method demands more basis functions to reach a smooth
transition from MT to IR [59].
5.3 (L)APW+LO basis
LAPW cures many of the mentioned defects in APW, nevertheless semi-core states —i.e. extended
core states— are troublesome to describe when fixing El. As an example, some states may lie
too low in energy to be considered valence states, and at the same time may be too delocalized
to be treated as a core state. There is hardly a parameter El which fits the description of those
semi-core states at the same time as describing valence states sharing the same l number. If a
certain value for Eαl is suitable to describe a semi-core state, it may already be employed to
describe a higher-energy valence state. Likewise, the linearization energy in the (L)APW basis
may be far too low for high-energy states, i.e., excited stated.
In addition, the difference (Eαl − nk) accounts for error, although to a lesser extent after
linearization of the radial functions. It would be convenient to linearize the MT basis functions
in the APW, without the need to increase the number of IPW.
An option is to improve the (L)APW basis functions by adding new functions, called local
orbitals (LO), with fixed energy parameter [60, 61]. Outside the MT, these functions disappear.
This extra set of functions serves particularly well to describe semi-core states and excited states,
because it employs new energy parameters not included in the LAPW radial functions. Semi-core
and valence states are treated on equal footing, by including explicitly the energy of the former
state in LOs. For conduction bands, higher linearization energies can be included in LOs, which
were not originally present in LAPWs, giving the LAPW+LO basis enough flexbility to tailor
the description of excited states. For the APW method, this extra set of functions enables for
linearization within the MT, without the augmentation of PWs outside the MT. Local orbitals
are defined as:
LOφµ(r) =
{
δααµδllµδmmµ [aµ ulα(|r− rα|, Elα) + bµ u˙lα(|r− rα|, Elα)]Y ml (rˆ′), r ∈MT
0, r ∈ I.
(5.6)
Much like in Sec. 5.2, an expansion of the ulα(|r − rα|, Elα) to first-order (or higher-order)
derivatives lowers the error in the calculated total energy. Ultimately, second- or higher-order
derivatives may also enter the linear combination of Equation 5.6, achieving an O(Eαl − )8 error
in total energy. The coefficients aµ and bµ in Eq. 5.6 ensure that
LOφµ(r) goes to zero at the
boundary and that its integral throughout the MT volume equals one. This method, named
(L)APW + LO, allows for more flexibility by tailoring basis sets to physically meaningful states
at a very low cost; the basis set size increases by a few numbers.
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5.4 Core States
These low-energy electron states remain within the MT sphere, thus their functions don’t need to
match a PW of the interstitial region. All-electron schemes, such as (L)APW, usually solve the
secular equations for core electrons independently from the rest of the electrons. It is custom to
set this eigenvalue problem within boundary conditions resembling the isolated atom. Therefore,
the resulting density of core electrons is spherically symmetrical. In this project we treat core
electrons explicitly, in the independent particle schemes as well as in the many-body approaches.
5.5 Mixed Basis Set
Often the product of two functions ψnk appears in the matrix form of operators in the Hedin’s
equations. To simplify matters and avoid recalculating these products, we make use of a basis
set {χqi }; namely the mix basis set, or MB for short, to expand the product of WFs [62, 63].
The expansion coefficients are labeled M inm(k,q), where n and m stand for states of the WFs
making up the product, and i is the index of the MB function. Employing the MB, we represent
two-body operators in matrix form, represented by Oij(r, r
′;ω), with frequency dependence
not necessarily present. The expansion of the wavefunctions product, its coefficients, and the
expansion of two-body operators in the MB and its matrix representation are summarized below:
ψnk(r)ψ
∗
mk−q(r) =
∑
i
M inm(k,q)χ
q
i (r) , M
i
nm(k,q) ≡
∫
Ω
[χqi (r)ψmk−q(r)]
∗ψnk(r) dr
(5.7)
O(r, r′;ω) =
BZ∑
q
∑
ij
χqi (r)Oij(q, ω)[χ
q
j (r
′)]∗ , Oij(q, ω) =
∫
V
[
χqi (r)
]∗
O(r, r′;ω)χqj (r
′) dr dr′,
(5.8)
with the whole crystal space V = NcΩ and Nc the number of unit cells. Within V , the functions χ
q
i
are normalized to unity. These functions are Bloch functions, such that χqi (r−R) = e−iq·Rχqi (r),
with R a Bravais lattice vector. This property allows for the integration over one unit cell rather
than the whole volume.
Following the APW method, the construction of the MB functions employs the space partition
between interstitial region (IR) and muffin tin (MT) spheres. A function χqi belongs to either
the former or the latter space, giving rise to two types of MB functions: (i) products of radial
functions together with spherical harmonics or (ii) products of plane waves.
Inside a sphere surrounding an atom labeled α, the product of two MT basis functions is:1
u∗αl(r
α)Y ∗lm(rˆα)uαl′(r
α)Yl′m′(rˆα). (5.9)
The resulting radial product functions are neither normalized nor orthogonal. An effective
method to ensure linear independence among the products of radial functions is to diagonalize
their overlap matrix, calculated as an integral over space within the MT:
Oll′;l1l′1 =
∫ RαMT
0
uαl(r
α)uαl′(r
α)uαl1(r
α)uαl′1(r
α)(rα)2 drα, (5.10)
1Here, α = α′, because the product of MT functions from different spheres is zero.
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which will return a set of eigenvalues and eigenvectors, {λN , cll′,N} [62]. All eigenvalues with
values larger than to a certain threshold, correspond to eigenvectors assumed to be linearly
dependent and therefore discarded [62]. Next, we build the product of radial functions as a
linear combination consisting of the eigenvectors corresponding to selected eigenvalues and radial
functions:
ναNL(r
α) =
∑
ll′
cll′,N uαl(r
α)uαl′(r
α). (5.11)
The product of two radial functions ul and u
′
l is subject to two conditions: (i) l and l
′ fall under
a threshold lMBmax, further reducing the MB size, and (ii) l and l
′ meet the triangular condition
|l − l′|≤ L ≤ l + l′.
For the angular part, the product of two spherical harmonics can be expanded in a linear
combination of spherical harmonics YML expressed in Eq. C.3. For each wavevector q, and
according to crystallographic translations, we arrive at the mixed product basis for the MT:
γqαNLM (r) = e
iq·rαναNL(rα)YML (rˆ
α) (5.12)
The set {ναNL} does not include the derivate of the radial function in Eq. 5.5 due to its negligible
contribution, setting BG+klm in Eq. 5.5 to zero and therefore reducing the LAPW basis set to
APW [62]. However, in exciting we include the functions u˙lα(|r− rα|, Elα) from local orbitals
by absorbing them in the coefficients of the expansion at the left in Eq. 5.7.
For the IR, the product of two IPWs returns a PW, however these PWs are not necessarily
orthonormal. Analogous to Eq. 5.10, we calculate the overlap matrix of the plane wave products:
OGG′ =
1
Ω
∫
Ω
θ(r) ei(G−G
′)·r dr. (5.13)
The step function θ(r) guarantees that the integral is zero if r resides outside the IR. In the
integral above, we see the Fourier transform of the step function which has the solution:
θ˜G =

1−∑
α
V αMT
Ω , G = 0
−3∑
α
V αMT
Ω e
iG·rα sin(GRMTα )−GRMTα cos(GRMTα )
(GRMTα )
3 , G 6= 0
(5.14)
V αMT stands for the volume of the MT. After diagonalizing the overlap matrix OGG′ and dividing
each eigenvector by the square root of its eigenvalue, S˜Gi ≡ SGi/
√
λi, we arrive at the IPW for
each wavevector q in the MB:
Pqi (r) ≡
1√
Ω
∑
G
S˜Gie
i(q+G)·r θ(r) (5.15)
The sum is truncated at a value Gmax. Finally, the MB is as follows:
{χqi (r)} = {γqαNLM (r), Pqi (r)}. (5.16)
Crucial for the calculation of the self-energy and the polarizability matrix are the expansion
coefficients M inm. In order to arrive to those coefficients, one basis function in the MB in the set
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of Eq. 5.16 enters Eq. 5.7. For the MT region, this reads:
M inm(k,q) ≡
∫
Ω
[γqαNLM (r)ψmk−q(r)]
∗ψnk(r) dr =∫
Ω
∑
l1m1
∑
l2m2
eiq·rαAnk,αl1m1Amk−q,αl2m2ναNL(r)uαl1(r)uαl2(r)Yl1m1(rˆ)Yl2m2(rˆ)YLM (rˆ)dr,
(5.17)
with Ank,αlm =
∑
GC
k
nGA
k+G
lmα , the sum over products of expansion coefficients in Eq. 5.1
and Eq. 5.2. The definition of the Gaunt coefficients in Eq. C.4 replaces the angular integral
over the product of the three spherical harmonics. Finally, we have to solve the integral:∫ RαMT
0 ναNL(r)uαl1(r)uαl2(r)r
2dr.
Conversely, for the interstitial region, the product of two step functions is also a step function
and the product of three PWs is a PW as well, simplifying the calculation. The resulting step
function is Fourier transformed according to Eq. 5.14.
M inm(k,q) ≡
∫
Ω
1√
Ω
[
∑
G1
S˜∗G1i e
−i(q+G1)·r ψmk−q(r)]∗ψnk(r) dr =[
1√
Ω
]3∑
G1
∑
G
∑
G′
θGθG′S˜
∗
G1i e
−i(q+G1)Cnk,G ei(G+k)·rC∗mk−q,G′ e
−i(G′+(k−q))·r
=
1
Ω
3
2
∑
G1GG
′
Cnk,GC
∗
mk−q,G′ θ˜G−G′−G1S˜
∗
G1i (5.18)
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Chapter 6
Implementation
This chapter is dedicated to the implementation of QSGW in exciting, exposed in general in
Sec. 6.1. Numerical calculations based on any independent particle (IP) scheme —introduced
in Sec. 2.2— produce a set of independent-particle eigenfunctions and eigenvalues, denoted
{ψIPmk(r), IPmk}, by which we obtain an initial non-interacting Green’s function, using Eq. 3.14.
For the rest, we leave out the argument r in the text, but include it in the equations. With these
results, we calculate the matrix form of the operators in Hedin’s equations: the screened Coulomb
interaction, W (ω), and the polarizability, P0(ω), followed by the bare Coulomb interaction,
v, and the dielectric function, (ω), presented in Sec. 6.2. Section 6.3 details the calculation
of the exchange-correlation self-energy, Σxc, and Section 6.4 addresses the generation of the
optimized Hamiltonian in QSGW, whose diagonalization returns eigenvectors, and eigenvalues.
At the end of the iterative procedure, i.e., when the variation of the electronic density between
consecutive cycles reaches a threshold minimum, we obtain the quasiparticle states and energies,
{ψQPmk(r), QPmk}.
The exciting code implements the (L)APW+LO method (see Chapter 5) for the DFT
calculations, treating all electrons on equal footing. As for excited-states calculations, the
one-electron wavevectors in the LAPW basis, ψmk, build a new basis set, presented in Sec. 5.5.
The large number of basis functions and unoccupied states makes the QSGW method in an
all-electron code very involved. Section 6.5 summarizes the parallelization scheme on the k-grid,
which speeds up calculations.
6.1 General Implementation Scheme
The QSGW implementation involves several operators in matrix form, classified in three groups:
• First group: Operators within the GS calculations building the IP Hamiltonian, H0k, exposed
in the two secular equations: Eq. 2.14 and Eq. 2.22. With the exemption of the Fock
exchange operator, the numerical details of these calculations are explained in Ref. [58].
• Second group: Non-local operators from Hedin’s equations, implemented in exciting as
presented in Ref. [64]. Because of their importance and deviations from the original
publication, we revise them in the coming sections.
• Third group: The non-local, exchange-correlation potential vxcopt in Eq. 4.2. The matrix
elements of this potential, diagonal and off-diagonal, are calculated in the mixed basis (MB),
successively undergoing a basis transformation to return to LAPW basis representation.
The general implementation is sketched in Fig. 6.1. The first step in the implementation is to
perform IP calculations, which involves operators in the first group, providing the initial vectors
and energies. The following step is to construct the operators in the second and third group in
matrix form for the first iteration. After having calculated the operators in the three groups
for the first time, we replace the exchange-correlation potential in the IP scheme by the new
potential vxcopt, defined in Eq. 4.2. Keeping this potential fixed, we repeat the GS calculations,
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solving the secular equations with the updated H0k. This last step includes an iterative scheme,
here called inner cycle. From the eigenvectors and eigenvalues produced in the inner cycle, we
re-calculate the operators from the second and third groups in matrix form, and the steps above
repeat. This will eventually enable the transition {ψIPmk(r), IPmk} → {ψmk, mk} → {ψQPmk(r), QPmk}.
The complete procedure is called the outer cycle 1. Due to the lack of total energy calculations,
we take the charge density as the only measure of self-consistency. Finally, if two consecutive
iterations in the outer loop bring about a variation in charge density under a certain threshold,
we conclude that the vxcopt is converged.
H0 = -
∇2
2 + vH + vext + v
xc
opt {ψm, m}
M inmP
0
ij(ω)ij(ω)Σ
x
nlΣ
c
nl(ω)
vxcopt
Figure 6.1: Flowchart of the QSGW implementation in exciting. The starting point is the independent
particle Hamiltonian H0. In the first iteration, which is not explicitly included in the figure,
exchange-correlation potential and the resulting output {ψIPmk(r), IPmk} correspond to an IP
scheme. The optimized potential in the violet block, defined in Eq. 4.2, is the central quantity
in the QSGW method.
Figure 6.1 presents the implementation of the QSGW in exciting in diagrammatic form,
where the block outlined with the dashed borders represents the inner cycle. The light-green
blocks represent the optimized independent-particle Hamiltonian and also its output, i.e. the
eigenvectors and eigenvalues. The lower block displays the main quantities in the second group
of operators. Every new potential vxcopt (violet block) is plugged into the Hamiltonian in the GS
block. In the first iteration, vxc corresponds to the exact exchange in the case of HFA, LDA in
DFT, and PBE0 for the calculations using hybrid functionals.
For a consistent transition between the inner and outer cycles, operators in the three groups
encounter the same calculation parameters. That is, (i) the k-grid is shared by both cycles, unlike
the implementation in Ref. [12], and it is the same as the q-grid, (ii) the same unoccupied states
enter the GS and GWA operators, (iii) all core electrons enter in the self-energy operator, in
contrast to the all-electron implementation in Ref. [12], (iv) The operators from the three groups
count with the same basis set parameters, e.g., Elα, R
α
MT · |k+G|max. The only exception is
that the self-consistency criteria for charge density is much stricter in the inner than the outer
cycle.
It is very important to mention that radial functions, and their integrals, are calculated in
the first iteration, but otherwise remain fixed. Due to the non-locality of the new potential it is
impossible to solve Eq. 5.3. This has been tested in our implementation, by including the updated
density from the optimized H0k into the local potential Vα, but it returns unphysical results. To
treat the non-linearity of the product of functions ulα(|r − rα|, nk), as explained in Sec. 5.5,
we discard eigenvalues λN of the overlap matrix above 1 · 10−4 Ha. In this implementation, we
restrict the radial functions entering the MB by a cutoff parameter lMBmax = 3, though without
loss of accuracy.
1Kotani, Schilfgaarde and Faalev [12] refer to the inner cycle and outer cycle as “inner loop” and “large loop”,
respectively.
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6.2 GWA Equations in Matrix Form
In this section, we address the operators in the second group and write them in matrix form.
Not every operator is written in the MB representation, as detailed below. For instance, G0(ω)
never acquires an explicit matrix form, rather it is multiplied with the correlation part of the
screened Coulomb interaction to give rise to a product of coefficients M inm(k,q). From Eq. 3.45,
the correlation contribution to the screened interaction is W c(ω) = W (ω)− v. In matrix form,
W c(ω) reads:
W cij(q, ω) =
∑
l,m
v
1
2
i,l(q)[
−1
l,m(q, ω)− δl,m]v
1
2
m,j(q), (6.1)
and it depends on the bare Coulomb interaction v and the dielectric function (ω), both examined
in the next sections. As a previous step to arrive at the dielectric function, the polarizability is
expanded in the MB:
Pi,j(q, ω) =
∫
Ω
∫
Ω
[
χqi (r)
]∗
P0(r, r
′;ω)χqj (r
′) drdr′. (6.2)
According to the random phase approximation (RPA), introduced in Sec. 3.4, we enter the
Lehmann representation of G0(ω) in the basis ψmk (Eq. 3.14), thus P0(ω) becomes:
P0(r, r
′;ω) = − i
2pi
∫
G0(r, r
′;ω + ω′)G0(r′, r;ω′)eiω
′η dω′
= − i
2pi
∫ ∑
nk
ψnk(r) [ψnk(r
′)]∗
ω + ω′ − nk − iη sgn(F − nk)
∑
mk−q
ψmk−q(r′) [ψmk−q(r)]∗
ω′ − mk−q − iη sgn(F − mk−q)e
iω′η dω′
= 2
∑
nk
∑
mk′
fnk(1−fmk′)ψnk(r)ψ∗mk′(r)ψ∗nk(r′)ψmk′(r′)·
{
1
ω − mk′ + nk + iη
− 1
ω + mk′ − nk − iη
}
,
(6.3)
where the integration over frequency is carried out analytically, with m being an occupied state
(negative iη) and n an unoccupied states (positive iη). Here we have introduced the variable:
k′ = k− q. The factor fnk is the occupation number of the state nk, and the prefactor 2 makes
up for the spin degeneracy. Inserting 6.3 in the MB expansion, and using the definition of
M inm(k,q) in Eq. 5.7, the matrix form of P0(ω) reads:
Pi,j(q;ω) =
1
Nc
BZ∑
k
∑
nm
Fnm(k,q;ω)M
i
nm(k,q)
[
M jnm(k,q)
]∗
, (6.4)
with Fnm(k,q;ω) = 2 fnk (1− fmk−q)
{
1
ω − mk′ + nk + iη
− 1
ω + mk′ − nk − iη
}
. (6.5)
6.2.1 Coulomb Potential
The matrix form of the bare Coulomb interaction in the MB representation reads:
vij(q) = Nc
∫
Ω
∫
Ω
[
χqi (r)
]∗∑
R
v(r, r′ −R)e−iq·Rχqj (r′) drdr′. (6.6)
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It has three distinctive contributions, depending on the region of space where χi resides (displayed
in the header of Table 6.1). The matrix elements of vij are calculated using two mixed-basis
functions in a MT, two PWs, and a function in a MT and a PW.
Table 6.1: Most important equations for the three blocks constituting the vij matrix.
χi ∈ MT χi ∈ MT
χj ∈ IR
χi ∈ IR
1
|r−r′| =
∞∑
l=0
4pi
2l+1
rl<
rl+1>
l∑
m=−l
Y ml (rˆ)Y
m∗
l (rˆ
′) 1V
∑
qG
ei(q+G)r 4pi|q+G|e
−i(q+G)r′
Laplace Expansion Fourier Expansion
Overlap
IMT = 1√
Ω
∫
Ω
[γqαNLM(r)]
∗
ei(q+G)dr =
4pi√
Ω
eiG·r
α
iLY m∗l (eˆq+G)
∫ RαMT
0
jL(|q + G|)ναNL(r)r2dr
Integrals IIR = 1√
Ω
∫
Ω
[P qi (r)]
∗
ei(q+G)dr =
∑
G′
θ˜G−G′S˜∗G′i
For the case where r and r′ lie inside the MT, we employ the Laplace expansion provided in
Table 6.1, with r< representing the smaller value among (r,r’) and r>, and the larger one. Also
within the MT, we define eˆq+G as the direction of the vector q+G in the overlap integral IMT
(Table 6.1). The latter includes the Bessel function jL. Otherwise, if at least one of the position
vector lies in the IR, we make use of the Fourier expansion. The most simple case is where both
basis functions belong to the IR. In this case, we insert the Fourier expansion in Eq. 6.6, ending
up with a sum over G containing the product of the second overlap integral in Table 6.1, IIR, its
conjugate, and a factor 4pi/|q+G|, and it reads:
vij(q) =
∑
G
IIR 4pi|q+G|2
[IIR]∗ . (6.7)
Also straightforward is the case where one position vector belongs to the interstitial region and
one to a MT; the mixed case. Here, inserting the Fourier transform in Eq. 6.6 returns the two
types of overlap integrals shown in Table 6.1, 2
vij(q) =
1
Ω
∑
q′G′
4pi
|q′ +G′|2
∑
R
e−i(q−q
′)·RIMT [IIR]∗ (6.8)
=
4pi√
Ω
∑
G′
1
|q+G′|2 S˜
∗
G′ii
LY m∗l (eˆq+G′)
∫ RαMT
0
jL(|q+G′|)ναNL(r)r2dr. (6.9)
For the mixed case, vij = v
∗
ji. Finally, the most complex case is when both basis functions belong
to a MT. We obtain the Coulomb matrix in the MT by replacing χi with e
iq·rαναNL(rα)YLM (rˆα)
in Eq. 6.6. Here, we identify two possibilities: both position vectors, r = r1 and r
′ = r2, belong
to the same MT sphere or to different MT spheres. The former contains the case R = 0, and in
2We exploit two identities to arrive to Eq. 6.9: e−iG·R = 1 and
∑
R
e−1(q−q
′)·R = Ncδqq′ .
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the latter case it is possible to separate the spatial integrals. To arrive at the final equations,
the derivation employs identities and properties of spherical harmonics, all of which appear in
Appear C. To shorten the lengthy derivation of the equations, we refer to Appendix C in Ref.
[65]. In the following, we merely give a basic recipe and lay out the equation for vij in the MT.
• Case α 6= α′
We define three variables: Rαα′ = R + rα − rα′ , rα1 = r1 − rα, and rα
′
2 = r2 − rα
′
. Here,
r< = r
α′
2 −rα1 and r> = Rαα′ . For the case Y ml (rˆ<), we use the addition theorem in Eq. C.5
to disentangle rα
′
2 from r
α
1 and be left with two separate integrals over the different MT
spheres. As usual, integrals over the MT are separated in radial and angular parts. We
define the lattice structure constant Sαα′ll′mm′(q) = (−1)lCmm
′
ll′ Ξ, with coefficients C defined
in Eq. C.6. The lattice sum, Ξ, for this case is
∑
R 6=0
eiq·Rαα′Y ml (Rˆαα′)/R
l+1
αα′ . Altogether,
this leads to
vij(q) = (−1)MSαα′LL′MM ′
RαMT∫
0
ναNL(r
α
1 )(r
α
1 )
2(rα1 )
L drα1
RMT
α′∫
0
να′NL(r
α′
2 )(r
α′
2 )
2(rα
′
2 )
L drα
′
2 .
(6.10)
• Case α = α′
. R = 0
∗ The Coulomb matrix reads:
vij(q) =
4pi
2L+ 1
∫ RαMT∫
0
rL<
rL+1>
ναNL(r
α
1 )(r
α
1 )
2ναNL(r
α
2 )(r
α
2 )
2 drα1 dr
α
2 . (6.11)
. R 6= 0
∗ Same as for the case α = α′, but here we replace rα1 with r1.
∗ The lattice structure constant S is the same here as in the previous case, but
with Ξ =
∑
R 6=0
eiq·RY ml (Rˆ)/R
l+1.
Basis Transformation
The Coulomb interaction matrix in the MB has three distinctive blocks, according to the three
cases discussed above. A diagonal form of the Coulomb matrix is desirable as it presents
convenient mathematical properties: The matrix multiplication simplifies, and the treatment of
the singularity at q = 0 for the dielectric function is limited to the first matrix element (head,
abbreviated H) and the first column and row (wings, abbreviated W), while the rest (body,
abbreviated B) holds no singularity. Unlike matrices in the MB representation, response-function
matrices, and similar quantities, in a PW representation decomposes in head, wings and body.
Seeking to recover this advantageous matrix form of response functions, the MB set has to
undergo a basis transformation [66]. We start by building a diagonal form of the Coulomb
interaction matrix. Since vij is a Hermitian operator, its matrix representation in the basis of
its eigenvectors is diagonal. We summarize this basis transformation writing vectors in Dirac’s
notation:
|χqµ〉 =
∑
i
|χqi 〉Uqµi. (6.12)
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We build a transformation matrix by means of the eigenvectors of the Coulomb interaction matrix
vij (Eq. 6.6). The i-th component of the µ-th eigenvector of vij(q) is denoted by U
q
µi in Eq. 6.12.
In this new basis, the Coulomb matrix vij becomes diagonal, hence this basis is called ”v-diagonal
basis” [66]. We stress that this transformation does not imply an approximation; both Coulomb
matrices are equivalent. Regarding the selection of physically significant eigenvectors, we consider
eigenvectors whose corresponding eigenvalues fall under a threshold. Since eigenvalues disclose
the probability of elastic scattering between two particles, the discarded values have a negligible
contribution to the total interaction [66]. In this QSGW implementation, the chosen threshold
of, 0.05 Ha, remains fixed, yet with every new iteration a different numbers of eigenvectors is
discarded till, after some iterations, the dimension of the v-diagonal stands unchanged.
6.2.2 Dielectric Matrix
As previously defined in Eq. 3.43, the dielectric function in the GWA includes an integral over
the product of the polarizability and the bare Coulomb interaction. The latter introduces a
numerical challenge due to its singularity in reciprocal space as q goes to zero. We go about
this divergence carefully by symmetrizing the dielectric function. The symmetrization is carried
out using the v-diagonal basis, where matrix elements in this representation carry the subscripts
µν. The H, W, and B structure of the dielectric matrix follows from this representation of the
Coulomb interaction. Conveniently, the divergence for the gamma point appears only in H and
W (see previous section), and we treat it with the k · p-perturbation technique [67], leading to:
H(0, ω) = 1− 4pi
NcΩ
∑
k
∑
n
δ(F − nk)(pnnk · qˆ0)
2
ω2
+
∑
n 6=n′
Fnn′(k, 0;ω)
∣∣∣∣pnn′k · qˆ0n′k − nk
∣∣∣∣2

(6.13)
Wµ(0, ω) =−
[√
4pi
Ω
]
1
Nc
∑
k
∑
n′ 6=n
Fnn′(k, 0;ω)
pnn′k · qˆ0
n′k − nk M˜
µ
nm(k, 0) (6.14)
Bµν(0, ω) = δνµ − 1
Nc
∑
k
∑
n′n
Fnn′(k, 0;ω)M˜
µ
nm(k, 0)
[
M˜νnm(k, 0)
]∗
. (6.15)
For all q points, we use the matrix form in the v-diagonal representation, with the polarizability
given in Eq. 6.4:
ij(q, ω) = δij −
∑
lm
v
1
2
il (q)Plm(q, ω)v
1
2
mj(q) (6.16)
= δij − 1
Nc
BZ∑
k
∑
nm
∑
lm
Fnm(k,q;ω)v
1
2
il (q)M
l
nm(k,q)[M
m
nm(k,q)]
∗ v
1
2
mj(q) (6.17)
= δij − 1
Nc
BZ∑
k
∑
nm
Fnm(k,q;ω)M˜
i
nm(k,q)
[
M˜ jnm(k,q)
]∗
. (6.18)
Equation 6.18 holds a contraction between the square root of the Coulomb matrix and the
coefficients M inm(k,q), in the v-diagonal basis representation:
M˜νnm(k,q) ≡
∑
µ
√
vνµ(q)M
µ
nm(k,q). (6.19)
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Using this form will prove highly efficient. The square-root of a symmetric matrix is given by
the square root of its eigenvalues, which we already have from the diagonalization procedure.
6.3 Calculation of the Self-Energy
Finally, we arrive at the main object of interest: the self-energy. In this section, we explain the
implementation of its two distinct contributions: the correlation self-energy —being the most
demanding in terms of computational costs— and the exchange term. The latter is calculated
as suggested by Betzinger and coworkers [68]. Both self-energies include a mixing of states,
embodied in the off-diagonal terms of the respective matrices. Expectations values taken with
respect to two different states, say n and l, make up the upper triangle of the self-energy matrix,
the lower one is given exploiting hermeticity. In the following, these off-diagonal elements are
denominated nl-terms.
6.3.1 Correlation Self-Energy
We compute Σ(ω) according to Eq. 3.46, taking into account that we deal with the correlation
term of the screened Coulomb potential, W c(ω). Keeping track of the function’s arguments,
we replace G0(ω + ω
′) with Eq. 3.14, followed by the insertion of the MB expansion of W c(ω),
and finally we employ the definition of M inm(k,q) in Eq. 5.7. Following these steps, the matrix
elements of the correlation self-energy, Σcnlk(ω) = 〈ψnk|Σ(ω)|ψlk〉 become:
Σcnlk(ω) =
i
2pi
∑
mk′
∫ ∫ ∫
[ψnk(r)]
∗ψmk′(r)W c0 (r′, r;ω)ψlk(r′)[ψmk′(r′)]∗
ω + ω′ − ˜mk′
dω′ dr dr′ (6.20)
=
i
Nc2pi
∑
mq
∑
ij
∫ ∫ ∫
χqi (r)[ψnk(r)]
∗ψmk′(r)W cij(q, ω)ψlk(r
′)[ψmk′(r′)χ
q
j (r
′)]∗
ω + ω′ − ˜mk′
dω′ drdr′
(6.21)
=
1
Nc
i
2pi
BZ∑
q
∑
m
∑
i,j
∫ ∞
−∞
[M inm(k,q)]
∗W ci,j(q, ω
′)M jlm(k,q)
ω + ω′ − ˜mk−q dω
′. (6.22)
In the above equation, k′ = k − q, and the tilde above the  signals that the sign function is
included, i.e., ˜nk ≡ nk+iηsgn(F −nk). The product M∗W cM is the most involved calculation
in our implementation. We replace W ci,j(q, ω) with the right hand side of Eq. 6.1, making use of
the v-diagonal basis and the contraction in Eq. 6.19, and obtain:
MWM =
∑
µν
[M˜µnm(k,q)]
∗[−1µν (q, ω
′)− δµν ]M˜νlm(k,q). (6.23)
For the off-diagonal matrix elements, the product MWM is a three-dimensional tensor whose
size depends on the number of frequencies, number of states (unoccupied, valence, and core
states) and total number of nl-terms.
Frequency Integration
Since the self-energy carries the product of two functions with singularities, its calculation poses
a numerical challenge. The scientific community has developed several ways to go about this
frequency-dependent calculation. The integral in Eq. 6.22 can be carried out directly on the
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real axis [69], or by means of contour deformation [63, 70]. Our method of choice is the analytic
continuation [71]. The convolution integral over frequency in Eq. 6.22 has poles infinitesimally
close to the real axes. To achieve accurate results requires a large number of frequencies. In
exciting, we compute Σc(ω) in reciprocal space and on the imaginary axis, and we change
the integration variable to iω [72, 73]. This is justified since (i) it has been shown that if G is
determined on the imaginary axis, it is thus also on the real axis [74], and (ii) W (w) = W (iw).
Given the inversion symmetry of W ci,j(q, iω) = W
c
i,j(q,−iω) on the imaginary axis, and using
i
2pi
∫ ∞
−∞
1
ω + iω′ − + iη sgn(F − ) d(iω
′) = − 1
2pi
∫ ∞
0
[
1
ω + iω′ −  +
1
ω − iω′ − 
]
dω′ ,
we arrive at:
Σcnlk(iω) =
1
Nc
1
pi
BZ∑
q
∑
m
∑
i,j
[M inm(k,q)]
∗
∫ ∞
0
(m,k−q − iω)W ci,j(q, iω′)
(m,k−q − iω)2 + ω′2
dω′M jlm(k,q). (6.24)
It is clear that in the case of ω = ω′ and m,k−q = 0, the integrand above becomes singular. For
small values of m, we avoid direct numerical integration. To achieve a smooth integrand in
Eq. 6.24, we add and subtract the following term [75]:
1
2pi
∫ ∞
0
(m,k−q − iω)W ci,j(q, iω)
(m,k−q − iω)2 + ω′2
dω′ =
1
2
sgn(m,k−q)W ci,j(q, iω). (6.25)
Finally, we arrive at the correlation self-energy:
Σcnlk(iω) =
1
Nc
1
2pi
BZ∑
q
∑
m
∑
i,j
[M inm(k,q)]
∗
∫ ∞
0
2(m,k−q − iω)[W ci,j(q, iω′)−W ci,j(q, iω)]
(iω − m,k−q)2 + ω′2
dω′M jlm(k,q)
+
1
2
sgn(m,k−q)W ci,j(q, iω). (6.26)
To solve the semi-infinite integral of the form I =
∫∞
0 f(ω
′)dω′ we use the double Gaussian
quadrature. We split the integration interval into two subintervals, i.e., from 0 to ω0 and from ω0
to ∞. The integration depends on the choice of ω0, as shown in Ref. [64]. Therefore, we evaluate
the parameter ω0 at different values and choose the most suitable for the number of frequency
points entering the numerical integration. Each of the subintervals in the integral,
I = I1 + I2 =
ω0
2
∫ 1
−1
f
[
(u+ 1)
ω0
2
]
du + 2ω0
∫ 1
−1
f
[
2ω0
u+ 1
]
(u+ 1)−2 du, (6.27)
can be computed using the standard Gaussian quadrature [76]. For the first interval I1, we
perform a change of variables: u = 2ω′/ω0 − 1 and dω′ = ω0/2 du. For the second interval
I2, the change of variables is u = 2ω0/ω′ − 1 and dω′ = −2ω0/(u + 1)2 du. The correlation
self-energy is then mapped onto the real axis by means of Pade’s Approximants, as described in
Appendix E.
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6.3.2 Exchange Self-Energy
Analogous to the correlation part, we take the expectation value of the exchange self-energy
with respect to two one-electron states, n and l. We replace G0(ω) with Eq. 3.14 and use the
expansion of v in MB functions, finally employing the contracted form of M inm(k,q) in the
v-diagonal basis:3
Σxnlk =
i
2pi
∑
mk′
∫ ∫ ∫
[ψnk(r)]
∗ψmk′(r)v(r′, r)ψlk(r′)[ψmk′(r′)]∗
ω + ω′ − ˜mk′
eiω
′η dω′ drdr′ (6.28)
=−
∑
mk′
∫ ∫
fmk′ [ψnk(r)]
∗ψmk′(r)v(r
′, r)ψlk(r′)[ψmk′(r
′)]∗ drdr′ (6.29)
=− 1
Nc
BZ∑
q
∑
ν
occ∑
m
[
M˜νnm(k,q)
]∗
M˜νlm(k,q). (6.30)
The occupation number, f , for state mk′ is replaced by one since all states m are occupied. From
Eq. 6.29, we see that the exchange self-energy is the expectation value of the Fock operator.
6.3.3 Singularities of the Self-Energy
The self-energy has poles coming from G0, but also singularities from the Coulomb potential
in the limit q → 0. Here we describe the treatment of the first term, i.e., q = 0, within the
sum in the self-energy and define the singularity terms. exciting makes use of the technique
proposed by Masidda and coworkers, where auxiliary functions F1 and F2 are added to Σ
xc when
q = 0 [77]. These auxiliary functions have singularities similar to the Coulomb interaction.
F1(q→ 0) = 1
q
+
∑
G 6=0
e−β|q+G|2
|q+G| , F2(q→ 0) =
1
q2
+
∑
G 6=0
e−β|q+G|2
|q+G|2 , (6.31)
where the parameter β in exciting (and also in other codes) is β = (Ω/6pi2)1/3. With this two
auxiliary functions, we calculate the prefactors
Cs1 =
Ω
(2pi)2β
− 1
Nc
∑
q
e−β|q+G|2
|q+G| , Cs2 =
Ω
(2pi)2
√
pi
β
− 1
Nc
∑
q
e−β|q+G|2
|q+G|2 (6.32)
which, multiplied by the singularity terms, may be added to the self-energy at q = 0. Both
contributions to the self-energy, in Eq. 6.26 and in Eq. 6.30, contain a sum over q-points.
Following the treatment exposed in detail in Ref. [64], we separate the first term in the sum over
q-points from the rest. For this term, in the exchange self-energy Σx, we add one term:
4pi
Ω
Cs2, (6.33)
3The integral over frequency is only non-zero for occupied states,∫
eiω
′η
ω′ − mk′ + iη sgn(F − mk′) dω
′ = 2piθ(F − mk′).
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and two to Σc:
Cs2
4pi
Ω
(H(0, ω))−1 (6.34)
Cs1
√
4pi
Ω
∑
µ 6=0
[
(Wµ(0, ω))
−1M˜µnn(k, 0) + (Wµ(0, ω))
−1[M˜µnn(k, 0)]
∗
]
, (6.35)
where we include the inverse of the head and wings, defined in Eq. 6.13 and Eq. 6.14, respectively.
6.4 Optimized Hamiltonian in QSGW
Once we arrive at the matrix form of the correlation self-energy in Eq. 6.26 and the exchange
self-energyy in Eq. 6.30, we sum these matrices, forcing hermeticity as an approximation [12].
This final matrix cannot be inserted into the Hamiltonian as such, because the matrix form of
the Hamiltonian is represented in the LAPW basis, {φk+G}, as:
HkGG′ = 〈φk+G|−
1
2
∇2r + v(r) + vH(r) + vxc(r)|φk+G′〉, (6.36)
where the one-body operators are described in Chapter 2, while vxcopt is not represented in the
LAPW basis. In exciting, the secular equation for the Hamiltonian matrix in the LAPW
representation is
HkCk = EkSkCk, (6.37)
with the overlap matrix
SkGG′ = 〈φk+G|φk+G′〉, (6.38)
where C is the matrix formed by the expansion coefficients in Eq. 5.1, and E is the matrix
holding the n eigenvalues for a specific k-point [58].
To replace vxc in Eq. 6.36 with v
xc
opt (in the following we drop opt and xc, being understood we
deal with this specific potential) and solve Eq. 6.37, we need to perform a basis transformation
from the basis set {ψnk} to {φk+G}, to obtain the matrix elements vkGG′ . To change the basis of
a matrix representation, we need a matrix U such that vGG′ = U
−1 vnlU. In our case, U is the
product of the overlap matrix and the vector of the expansion coefficients, detailed in Ref. [68]:
vkGG′ =
∑
nl
[∑
G′′
(
SkGG′′
)∗
CknG′′
]
vknl
[∑
G′′
(
CklG′′
)∗
SkG′′G′
]
. (6.39)
6.5 Parallelization
The exciting code uses the message passing interface (MPI) parallelization. Every MPI process
belongs to a specific rank, which can host one or many MPI processes. Following the categories in
Sec. 6.1, the operators in the first group are k-dependent, making the parallelization over k-points
the most suitable scheme. We distribute the numerical tasks among several ranks, depending
on memory and computational-power requirements. The code assigns a specific k-point to one
rank, and it will solve the tasks related to that particular point, including the diagonalization of
the Hamiltonian. At the end of the inner cycle, one rank collects the information of all MPI
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processes.
This scheme is also valid for the second group of operators. However, as expressed in the
matrix form of the operators, there is a sum over q-points, and we distribute the MPI tasks
according to the q-grid. At the end of the loop, the code gathers the contributions of each
q-point under the corresponding k-point.
The analytic continuation is carried out after the loop over k-points. Specifically for the QSGW
implementation, the analytic continuation of the correlation self-energy is parallelized. The
need to do so clearly stems from the large number of off-diagonal matrix elements. The QSGW
requires the evaluation of every Σnlk term at energies nk and lk, as shown in Eq. 4.2. Therefore,
we parallelize this portion of the code again over k-points. Likewise, the basis transformation of
the optimized potential matrix (Sec. 6.4) is also parallelized over k-points.
6.6 Computational Requirements
In exciting, the nl-terms of the self-energy pose the greatest computational burden in QSGW
calculations. For any material, the QSGW calculation for N empty and M occupied (including
core ) states, demands computing
[
(N +M + 1)2 − (N +M + 1)] /2 off-diagonal terms in the
self-energy matrix. These terms are calculated for each MPI process, i.e., each k-point, separately,
and finally gathered in one matrix. Equation 6.24 shows the product of three matrices MWM ,
which in turn is a three dimensional complex matrix of size (number of nl-terms × (N+M) ×
number of frequencies). Since the columns in the matrix vµν do not include all eigenvectors of
vij , the dimensions in the v-diagonal basis can be lowered by as many eigenvalues fall under the
threshold. This translates in a smaller matrix size of M˜νnm(k,q), as defined in Eq. 6.19.
Time-wise, the central processing unit (CPU) works on the tasks uninterruptedly till it reaches
the point after which the calculation resumes from the last performed iteration, if not converged.
Taking into account all of the iterations till convergence and the number of CPUs, we estimate the
run time for boron nitride, the most demanding material in our sample set. The calculation for
BN employs a large basis set, which, using 128 CPUs, requires ten iterations to reach convergence.
For this calculation, we distributed the 64 MPI processes evenly on 8 nodes, each with 16 logical
and 16 physical cores and 128 GB memory space.
Table 6.2: Computational requirements for QSGW calculations in the case of BN. For the matrix elements
in the correlation self-energy, saved as complex numbers —they count as double floating points—
each entry takes up 16 bytes of memory.
Total nr.
states
Total nr.
nl-terms
Total nr.
MB functions
Memory [GB]
for MWM
64 k-points
CPU time [hours]
per iteration
357 53956 1069 587.8 8832
Each QSGW calculation demands a different workload, depending on the material and its
set-up. In this project, we assess the task distribution and memory allocation demands for each
individual material according to the resources available. While Table 6.2 displays numbers for
BN, the workload distribution and CPU time for different materials may look very different.
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Electronic Structure of Selected Materials
by Means of QSGW
The implementation of the QSGW method in exciting aims at acquiring information from
all-electron calculations on electronic structures of different types of materials. From the analysis
of our results, a large share of the information derives from bandstructures and densities of
states, discussed in Sec. 7.3. From a method-development perspective, a closer look at individual
aspects of the QSGW method uncovers additional particularities of the material. To exploit this
aspect, Section 7.4 deals with contributions from the off-diagonal terms of the self-energy to the
overall bandstructure by comparing QSGW calculations with the full self-energy matrix and with
the diagonal terms only. To underline the inter-band interactions behind the off-diagonal matrix
elements, we call them nl-terms, where n and l are two band indexes. The nl-terms are absent
in the widely used G0W0, and their role in QSGW is also discussed in literature, with varying
opinions [50, 78, 79]. The off-diagonal contributions also affect the curvature of the bands, and
hence the electron effective masses, presented in Sec. 7.4.
Another interesting aspect in QSGW is the starting-point (in)dependence, reviewed in Sec. 7.5,
which we study by analyzing QSGW results from different initial mean-field potentials. In
this account, we compare results among different materials and also against G0W0 results. To
complete this investigation on electronic structure by means of QSGW, we take into consideration
the initial and converged wavefunctions (WFs). In Sec. 7.6, we study the density re-distribution
taking place when calculations performed using the Kohn-Sham (KS) scheme are performed
using the QSGW method instead. The electron density differences in space expose the impact
of the many-body iterative scheme on the allocation of the charge given by KS, and how far
or close is the initial result to QSGW. In the final section, we deal with the WFs, mainly the
differences between electronic states calculated using the KS scheme and the QSGW method. As
an introduction, the following sections present the choice of materials and the computational
details for the QSGW calculations.
7.1 Materials
To cover different features of electronic structures, our sample set consists of nine materials,
ranging from small bandgap semiconductors to insulators, and heterogeneous and homogeneous
compounds. These are the semiconductors SiC, Si, BN, C (diamond), GaAs, the non-magnetic
oxides MgO and CaO, the salt LiF, and the noble element Ar in bulk form. In Table 7.1,
the computational parameters are displayed for each material with their corresponding lattice
parameters.
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Table 7.1: Selected materials together with their structure types and lattice parameters, a, and the
corresponding input parameters that enter the calculations. Here we use the abbreviation
RGK for RMT|G+ k|max.
Structure
type
a(A˚) RGK RMT
(bohr)
Nr. of
empty states
Nr. of
nl-terms
MB size
at Γ
SiC zinc blende 4.340 [80] 11 1.6 350 46360 1460
Si diamond 5.431 [81] 10 2.1 300 48828 1373
BN zinc blende 3.615 [82] 11 1.4 350 53956 1315
MgO rocksalt 4.211 [83] 11 1.6 350 54946 1443
CaO diamond 4.810 [84] 11 Ca 2.0
O 1.8
350 43956 1383
LiF rocksalt 4.010 [80] 11 1.6 400 45753 1275
Ar fcc 5.260 [82] 11 2.75 350 60378 741
C diamond 3.567 [85] 10 1.4 300 46360 1143
GaAs zinc blende 5.653 [86] 11 2.2 350 42195 1779
7.2 Computational Details
For this project, the selected semiconductors and insulators are taken in bulk form, having
all cubic structure. The lattice constants a, listed in Table 7.1, are taken from experiment.
Calculations based on many-body perturbation theory, i.e., G0W0 and QSGW, were performed
on a 4x4x4 k-point grid (k-grid), whereas independent particle (IP) calculations employed a
6x6x6 k-grid. Whenever a MBPT method is applied on top of eigenvalues and eigenvectors from
an IP approach, we denote it MBPT@IP. In general, the underlying IP calculations employ the
LDA potential, dropping the label @LDA unless the starting-point dependence is probed.
The basis functions in the (L)APW+lo method depend on the muffin tin (MT) radius, RMT,
which —apart from calcium oxide1— is taken to be the same for both elements in binary
compounds. The number of planewaves is determined by RMT|G+ k|max, abbreviated as RGK
in Table 7.1, which we chose to be 10 or 11, values that guarantee high numerical precision.
The radial functions depend on the maximum azimuthal number, lAPWmax , here set to 12 for all
materials. Apart from these parameters, those specific to the mixed basis (MB), detailed in
Sec. 6.1, also restrict the number of radial functions. The final size of the MB is given in Table 7.1
for the Γ point.
For the integration over frequency, we take 32 frequencies into account for the calculations
of the self-energy, and ω0 = 1 Ha is chosen in the double Gaussian quadrature algorithm (see
1For the calcium atom, the description of the nodal structure of 4p-orbitals required either a large amount of
PWs or a large RMT, for which we chose the latter option. For the oxygen atom, a smaller radius sufficed.
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Eq. 6.27). For the nl-terms in the self-energy matrix, we choose an energy threshold, maxnl ;
only states n and l with energies below maxnl build the upper triangle of the self-energy. 
max
nl is
chosen so that the nl-terms always include the first 300 states. Based on our tests, disregarded
higher-energy states have no effect on the final result. The second-last column in Table 7.1
displays the final number of nl-terms.
In general, for QSGW calculations, the bandgap energy and the energies at the valence band
maximum (VBM) and conduction band minimum (CBM) converge after the same number of
iterations, as shown in Fig. 7.1. The required number of iterations to reach convergence in
QSGW varies considerably among materials; bulk argon takes only five iterations to converge,
while BN requires eleven and Si nine.
To test the convergence with respect to the number of unoccupied states, we calculated
argon with 300, 350, 360, and 400 empty states. The calculation using 300 empty states returns
Eg = 15.30 eV, while all the other calculations give Eg = 15.33. Similarly, for LiF we performed
calculations using 300, 350, 400, and 450 empty states. The calculation employing 300 unoccupied
states returns Eg = 17.03. Among the other numbers of empty states for LiF, the bandgap
energy changes in very small numbers till it reaches Eg = 17.10 for the two largest numbers of
empty states.
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Figure 7.1: Convergence of the bandgap energy (solid line), and the band energies of the VBM (dotted
dashed line) and of the CBM (dashed line) for the QSGW calculations. The first iteration
corresponds to the initial KS calculation and is not shown in the plots.
7.2.1 Set-up of Local Orbitals
For all calculations —IP and MBPT schemes— a number of local orbitals (LO) adhere to the
(L)APW basis set. Based on previous calculations with exciting, eigenvalues corrected by the
G0W0 scheme show convergence with 3 meV precision with respect to LOs when six l-channels
are included, therefore we set lLOmax = 6 for all materials [87]. Since the radial functions are fixed in
QSGW, the choice of linearization energies, Elα, requires special care. Through the optimization
process indicated in Sec. 5.2, following the Wigner-Seitz rules, we search for Elα and tailor the
(L)APW+LO basis set for each atom with a specific RMT.
As an example, Table 7.3 presents the set-up of LOs for the first three l-channels for GaAs.
Adjusting the notation we use in Chapter 5, we write r = |r− rα| and leave out the subscript α,
adding instead the band index n to the linearization energy, Enl. Otherwise the formulation in
Table 7.3 follows Chapter 5. Besides the search process prior to the calculations, the linearization
energies carrying a t —it stands for search set to true— undergo an extra optimization in the
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first QSGW iteration. For lLO = 3 . . . 6 in GaAs, local orbitals have the same linear combination
as in lLO = 0 (Table 7.3), though the number of LOs for the two highest lLO-values reduces
to two per channel. In average, the number of LOs for each material is roughly half of those
employed in the GaAs case, as displayed in Table 7.2.
Table 7.2: Total number of local orbitals per unit cell for each material considered in this work.
SiC Si BN GaAs MgO CaO LiF Ar C
Nr. of LOs 155 164 138 312 168 136 140 127 146
Table 7.3: Configuration of LOs in GaAs for the first three l-channels. For each atom, in the left column
there is the set-up of the LOs and at the right the linearization energy value Enl (Ha) for state
n and angular momentum l.
l Ga As
s aµ u0(r, E10) + bµ u˙0(r, E10) E10 = 0.1500
t aµ u0(r, E10) + bµ u˙0(r, E10) E10 = −0.3000t
aµ u0(r, E20) + bµ u˙0(r, E20) E20 = 5.1427 aµ u0(r, E20) + bµ u˙0(r, E20) E20 = 4.4889
aµ u0(r, E30) + bµ u˙0(r, E30) E30 = 12.8164 aµ u0(r, E30) + bµ u˙0(r, E30) E30 = 11.9675
p aµ u1(r, E11) + bµ u˙1(r, E11) E11 = 0.1500
t aµ u1(r, E11) + bµ u˙1(r, E11) E11 = 0.1500
aµ u1(r, E21) + bµ u˙1(r, E21) E21 = 5.7991 aµ u1(r, E21) + bµ u˙1(r, E21) E21 = 5.1086
aµ u1(r, E31) + bµ u˙1(r, E31) E31 = 13.3397 aµ u1(r, E31) + bµ u˙1(r, E31) E31 = 12.5606
p aµ u2(r, E12) + bµ u˙2(r, E12) E12 = −0.4000t aµ u2(r, E12) + bµ u˙2(r, E12) E12 = −1.1500
aµ u2(r, E22) + bµ u˙2(r, E22) E22 = 2.0859 aµ u2(r, E12) + a
′
µ u2(r, E22) E22 = 0.1500
aµ u2(r, E31) + bµ u˙2(r, E31) E32 = 6.7683 aµ u2(r, E22) + bµ u˙2(r, E22)
7.3 Bandstructures and Densities of States
To obtain the electronic structure from G0W0 and QSGW results on a denser k-grid than the used
in the calculations, we interpolate the results using maximally localized Wannier functions [88–90].
This interpolation has already been used for QSGW results, with very good results [91, 92].
The creation of the Wannier orbitals and the subsequent calculation of bandstructure and
DOS diagrams uses the Wannier interpolation scheme as implemented in exciting, which also
calculates effective masses at the CBM and the VBM [93, 94].
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Figure 7.2 shows band diagrams and the densities of states for all considered materials. In
general, the DOS from LDA, G0W0, and QSGW calculations present the same overall features
for the valence bands, albeit shifted energies. With no exception, the VBM in QSGW is shifted
downwards in energy with respect to G0W0 and LDA, while the opposite is true for the CBM.
Comparing the direct bandgap at the Γ-point and indirect bandgap along the X − Γ direction in
Table 7.4, we see that the changes in these band energies due to self-consistency is not monotonic,
i.e, it is not a rigid shift relative to LDA. In the next, we look at different aspects in the
bandstructures and DOS diagrams in individual examples.
In most cases, the shifts in energy relative to LDA due to the perturbative correction in G0W0
follow the same trend as the QSGW results, i.e., differences throughout the k-grid, but with
smaller changes. SiC is an exception to this trend, since the shift in energy in G0W0 with respect
to (wrt.) LDA is the same for both indirect and direct bandgaps (Table 7.4), unlike in QSGW.
GaAs shows that the when comparing QSGW and LDA results, the increases in the bandgaps
are in a ratio 2:1 for the direct and the indirect bandgaps. For the G0W0 results, the increase wrt.
LDA is the same, meaning that in numbers, the change in the direct bandgap is 0.5 eV larger
than in the indirect bandgap. In contrast, in QSGW this change amounts to ≈ 1 eV. Despite
the same ratio, G0W0 for GaAs is closer to a rigid shift, while QSGW shows more pronounced
differences between the widenings of direct and indirect bandgap.
Like in QSGW, the differences between LDA bandgaps and G0W0 bandgaps show dependency
on the point in the k-grid where the bandgap is taken. Noteworthy, for MgO the change in
the direct bandgap is the same as in the indirect bandgap, for QSGW and G0W0 results. In
this case, we know that QSGW bandgaps at other points in the k-grid (see Fig. 7.2) undergo
changes to varying degrees relative to the LDA results. Therefore, we conclude there is no
rigid shift for MgO in QSGW wrt. LDA. Regarding the energy values of the bandgaps, results
from G0W0, in most instances, are closer to the experimental values than those calculated with
QSGW (Table 7.4). However, G0W0 results are prone to change depending on the underlying
independent particle scheme, casting doubts on their reliability, which is thoroughly discussed in
the literature [11, 46, 47].
In the QSGW results, the deviation of band energies with respect to experiment is not only
present at the VBM and the CBM, but also in the low-energy states. As an example of the latter
states, the energies of the 3d-orbitals in GaAs show substantial improvement in QGSW results
relative to the energies in LDA. As shown in Table 7.3, we use a large number of LOs taking up
a broad range of energy parameters for QSGW and LDA calculations, enabling more flexibility
to tailor the description of low-energy bands. Taking the energy of the valence band top, Γ1v, as
reference, the 3d-orbitals lie 19.39− 19.47 eV below the valence band edge in the QSGW results.
This is in good agreement with the experimental value of 18.8 eV [98]. On the contrary, LDA
puts these states at 14.94 eV below the reference, ≈ 4 eV away from experimental values. G0W0
lowers the LDA energy values for the 3d-orbitals to 18.1 below the reference. These values may
also change with another starting point, but it is a substantial improvement over LDA.
We see that peaks from the QSGW results differ in both position and shape from their LDA
counterpart. In the DOS from G0W0 calculations, we see that this first perturbative correction
shifts the LDA peaks closer to their position in the DOS from QSGW. Despite the difference
in the positions of the peaks, the DOS for every material with both MBPT methods have, at
least close to the gap, virtually the same shape for the valence band. For the conduction band,
the DOS from G0W0 calculations resembles in shape the one given by QSGW calculations, but
to a lesser extent than for occupied states. In fact, the peaks in the G0W0 and QSGW in the
conduction band of diamond present disparate features, opposite to the situation for the valence
band, where peaks are very similar. Instead, for the two oxides, MgO and CaO, the peaks in the
DOS from both MBPT methods share the same height and show the same features in both the
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conduction and valence bands. Although the DOS diagram converges for calculations on denser
k-grids than the one presented here, the diagrams in Fig. 7.2 give a good qualitative picture.
In some QSGW calculations, the changes in curvature at the CBM and the VBM with respect
to LDA are very significant, like for GaAs (Fig. 7.2). For this compound, QSGW not only shifts
the energy values of the bands, but also changes the slope of the band curve. This was also
concluded from similar calculations of GaN [99] and GaAs [100]. For GaAs, the QSGW bands
(Fig. 7.2) have a smaller curvature than it appears in the band diagram in Ref. [78]. However, in
this publication, the QSGW implementation is modified by mixing the optimized potential voptxc
in the QSGW method (Eq. 4.2) with the LDA potential, possibly leading to a mismatch with
our results. Comparing our band curve in the first conduction band at Γ for GaAs with the one
reported by Chantis and coworkers [100], our results show a much larger change in slope relative
to LDA. In this publication, voptxc also included a portion of the LDA potential in some of the
studied cases and the authors found that replacing a percentage of voptxc with the LDA potential
reduces the effective mass, or equivalently, increases the slope of the curve2. At least for GaAs,
it appears that the difference in the slope of the band curve between LDA and QSGW may be
inherent to the use of the potential vxcopt, which flattens the curvature. Despite the difference in
curvature to our results, Chantis and coworkers report a (direct) fundamental gap, including
spin-orbit coupling contribution, only ≈ 0.4 eV smaller than our result, without the mixing of
both potentials.
The QSGW bandstructure of argon (Fig. 7.2) may appear to show a rigid shift of bands upon
the LDA results, but a closer look shows that this is not the case. Hamann and Vanderbilt [91]
discuss the differences in bandstructure in argon between LDA and QSGW schemes beyond the
shift in energies. In line with our results, they observe, that the curvature of the bands in QSGW
digress from the LDA bands, although, by and large, the general shape is kept. For all materials,
the effect on the shape of the bands is less visible than the shift in energy, which we study next.
For argon, with weakly interacting atoms, and LiF, an ionic compound, the QSGW yields
a very large correction over LDA values. Though, the increase in Eg for these materials is
percentage-wise less than for the covalent material BN. In contrast to the two previous materials,
the QSGW fundamental bandgaps in simpler semiconductors show a more moderate effect, in
absolute terms, of self-consistency in LDA results. However, percentage-wise, the increase here is
the same as for oxides. This means that in relative numbers, corrections to LDA bandgaps in
large-bandgap semiconductors are not necessary larger than for small-bandgap semiconductors.
Based on these comparisons, we do not observe a systematic increase in our QSGW bandgaps
relative to LDA bandgaps. From our observations, the extent at which the band energies change
between methods depends strongly on the material, and cannot be necessarily attributed to the
size of the bandgap.
In the following, we address the overestimation of the fundamental bandgap Eg by the QSGW
method with respect to experimental values (see Table 7.4). The widening of the bandgaps is
the consequence of both a lowering of the valence bands and a shift upwards in the conduction
bands, leading in all studied cases to gaps which are wider than in experiment. This phenomenon
is already known from the literature, where the causes have often been discussed [12, 47, 82].
For instance, the fundamental QSGW bandgaps for SiC and GaAs are both overestimated ≈
0.5 eV with respect to experiment, but the porcentual increase in Eg from LDA to QSGW is
43% and 12% for SiC and GaAs, respectively. In other words, for these examples, the absolute
number in energy units by which the QSGW method widens the LDA bandgap does not show a
clear correlation to the overestimation of Eg wrt. the experimental value. As an example, we
take the (direct) fundamental bandgap Eg in argon and lithium fluoride. Within our sample set,
2Chantis and coworkers choose the amount of potential in QSGW to be replaced by LDA potential in order to
reproduce the experimental Eg at 0 K.
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we find the largest correction to Eg in argon (7.15 eV), with an overestimation of 1.13 eV to
the experimental value. In LiF, the correction to Eg (8.16 eV) is larger than in argon, but the
overestimation amounts to 2.62 eV (unlike in argon, here the experimental value is corrected for
zero-point renormalization). We can conclude that we do not observe a systematic overestimation
of the bandgaps.
This suggests that the causes behind the overvalued Eg depend on how many-body effects
play out in different materials. The overestimation of Eg cannot be entirely explained by the
size of the bandgap in the semiconductors or the degree of correction to the initial values; it is a
rather complex interplay of causes. The reason behind the overestimation of the bandgaps is
manifold, here we focus on three: (i) contributions from the zero-point renormalization (ZPR), (ii)
spin-orbit coupling (SOC) effects and, (iii) lack of vertex corrections. Corrections to experimental
fundamental bandgap, as expressed in Table 7.4, account for some of these aspects.
In our calculations, the atomic vibrations are neglected, i.e., total absence of phonons, which
affects some results more than others. The impact of electron-phonon coupling varies even among
tetrahedral sp-semiconductors [101]. For instance, the electron-phonon coupling contributions
play a more important role in the bandgap for diamond than in other elemental semiconductors,
such as Si [102]. In the case of diamond, the ZPR correction added to the experimental Eg
(Table 7.4) is 0.41 eV, while for Si this correction only amounts to 0.05 eV. This correction
depends on the points in the Brilloiun zone at which is calculated, and may not be available in
the literature at specific directions in k-space, which hampers the comparison between theory
and experiment. Regarding the values of the ZPR corrections, there exist discrepancies in the
literature. For diamond, Si and SiC, the corrections included in the experimental Eg in Table 7.4
stem from first-principle calculations, using the LDA potential in the DFT scheme [103, 104]3. As
suggested by Antonius and coworkers for diamond [105], many-body effects have a considerable
impact on the calculated corrections for the bandgap, leading to a correction of 0.628 eV to
calculated Eg. Substracting the latter correction for diamond to our Eg, it reduces to 5.60 eV,
which indeed comes closer to the non-corrected experimental value Eg = 5.48 eV [95]. With this
in mind, we point out that the choice of ZPR correction may lead to misinterpretations of results.
Nonetheless, its inclusion in the calculated electronic structure is a must in many cases, whereas
in others it may be neglected [102].
In addition, the lattice also has an impact on the dielectric function in polar components.
Atomic displacements in the lattice of polar compounds cause longitudinal and transversal optical
phonons, affecting the electric field of the QP. The coupling of these optical modes to the electric
field in the lattice contributes to the screening of the QP. Botti and Marques included this
contribution to the screened Coulomb interaction of polar binary compounds on top of QSGW
results [106] and found a significant narrowing of the bandgaps with respect to standard QSGW.
For example, for LiF, the (direct) fundamental bandgap Eg, reduces from 15.81 eV to 13.69 eV
and for MgO, it reduces from 8.94 eV to 7.71 eV. In our calculations, the bandgaps of MgO
and LiF are 2 eV larger than in experiment (Table 7.4). From our set of materials, these are
the materials with the largest measured longitudinal phonon frequency at the center of the
Brillouin zone, i.e., 0.081 eV for LiF and 0.089 eV for MgO [106]. This signals the importance of
the coupling between the lattice and the electric field experienced by the QP, and the need to
incorporate this effect when calculating the electronic structure of polar materials.
The second physical phenomenon omitted in the present calculations is SOC, proven of
great importance in some cases [107]. The original GWA proposed by Hedin does not include
a term in the Hamiltonian to make up for this phenomenon. The inclusion of SOC in QSGW
calculations appears in the literature in either a perturbative or an iterative correction to the
optimized Hamiltonian [92, 100, 108]. For the former scheme, the SOC term enters the optimized
3For diamond, the ZPR correction was based on an extrapolation of experimental data using DFT results.
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Hamiltonian in QSGW after it reached convergence, to return corrected eigenvalues. Following
this approach, all-electron linear muffin-tin orbital (LMTO) calculations showed that the band
splitting in GaAs due to SOC amounts to 0.366 eV for the first conduction band at Γ [100].
Similarly to the case of ZPR corrections, we find diverse values for the SOC correction for GaAs in
the literature. Even among QSGW calculations, there are differences in SOC for GaAs, although
these are moderate (≈ 0.03 eV) [78, 109]. However, the SOC alters results (considerably) only
in GaAs, therefore we do not consider it a major source of error in our results. For future
improvements, we comment in the Conclusions on different ways to include SOC in the QSGW
implementation in exciting.
The third aspect contributing to the overestimation of Eg relates to the polarizability in the
RPA, see Sec. 3.4. Adopting this form of polarizability amounts to setting the vertex in Eq. 3.33
to one, i.e., neglecting electron-hole interactions. Lack of such interactions leads to an underesti-
mated dielectric screening, which is reflected in the overestimation of the bandgap [110]. To make
up for the lack of electron-hole interaction in the dielectric matrix, Chen and coworkers [111]
included an exchange-correlation kernel in the polarizability in the QSGW implementation. The
authors found that this indeed reduces the QSGW bandgaps of a vast number of semiconduc-
tors [111]. Results for C, Si, SiC and BN without vertex correction, reported in Ref. [111], depart
in general by less than 0.2 eV from ours. On the other hand, when using the polarizability with
the vertex correction, the results in this publication with depart by 0.3-0.5 eV for C, and SiC, and
almost 1 eV for BN from our results. As an exception, the corrected result for Si in Ref. [111] is
lower than our fundamental bandgap by 0.09 eV. The difference for MgO and GaAs between
the uncorrected results and our results is 0.68 eV and 0.49 eV, respectively, while between the
corrected results and our results is 1.67 eV and 0.73 eV. The findings in Ref.[111] are backed by
QSGW calculations with a different exchange-correlation kernel [112]. Ref. [112] shows results
prior to vertex corrections, which are less than 0.5 eV difference for C, SiC, SiC, BN, and GaAs
and 0.8 eV for MgO apart from our results. After including the kernel in the polarizability, these
differences are twice as large. Ref. [111] shows that including vertex correction in the iterative
scheme closes the bandgap in Si and SiC by less than 0.4 eV, whereas in MgO by as much as
1 eV and in LiCl by 1.11 eV. Although the last compound is not included here, it serves as
guidance for LiF. The vertex correction together with the above-mentioned lattice effects on the
dielectric function for polar compounds, explain the large deviation of our Eg for LiF and MgO
from experimental values. Generally, we anticipate a significant decrease on all our calculated
energies by including a vertex correction, where the extent of its impact on the bandgaps is
material-dependent.
The difficulty to cross-check our results with the literature is that the published results
differ considerably among the different software packages. Bruneval and coworkers [47] claim
that the deviation in results from pseudopotentials to those of all-electron methods is far from
worrisome. In fact, the fundamental bandgap of Si reported by them (Eg = 1.47 eV), employing
pseudopotentials, lies close to our value (1.39 eV), also their reported indirect bandgap (1.60
eV) is specially close to our findings (1.59 eV). On the other hand, their result for the (direct)
fundamental bandgap in argon (14.84 eV) deviates roughly half an eV from our result (15.33
eV). Comparing to another QSGW implementation based on pseudopotentials, results collected
in Ref. [82] diverge strongly from our results, with differences exceeding 1 eV in several cases.
However, the same authors, Shishkin and Kresse, using QSGW in a modified scheme than in the
previous article, report Eg values within the RPA that are indeed closer to our results, but still
smaller [112]. In the previous paragraph, commenting on vertex corrections, we discussed the
non-corrected results in Ref. [112] for C, Si, SiC, and BN. In Ref.[112], they also reported Eg for
argon, which is 0.4 eV lower than our result.
Reflecting on the methods behind the QSGW scheme, Gao [113] argues that the overestimation
80
CHAPTER 7. ELECTRONIC STRUCTURE OF SELECTED MATERIALS
BY MEANS OF QSGW
of Eg for BN (7.13 eV in his publication) may be also due to artifacts of pseudopotentials in the
QSGW implementation. In any case, BN presents a larger overestimation of Eg with QSGW in
our all-electron calculations than in published data from pseudopotentials calculations; this is
not only true for Eg reported by Gao, but also in Ref. [112] (BN Eg = 7.14 eV). This difference
between all-electron and pseudopotential codes is more marked for materials with large bandgaps.
Previously, discussing the work of Botti and Marques, and Chen and Pasquarello, we show that
calculations based on pseudopotential for LiF and MgO return values of Eg at least ≈ 1 eV lower
than ours, taking only the uncorrected values in this comparison. From all these references, we
conclude that our results for simple semiconductors are roughly half an eV below pseudopotential
results, with larger differences for wide bandgap materials.
With this in mind, we look at QSGW results in the literature within the all-electron realm to
look into possible systematic divergences among results. The question is: Is our implementation
of QSGW on a par with others in the all-electron framework? For the case of argon, literature
for all-electron QSGW results is in indeed difficult to find. The precise value for the bandgap
of CaO calculated with QSGW has not been reported4, and the experimental bandgap was
measured 42 years ago. However, LMTO results on other materials are readily available, for
which the bandgaps of Si, C, SiC, and GaAs are reported to be 1.25 eV, 5.97 eV, 2.53 eV and 1.97
eV, respectively [12]. To illustrate the dependence of QSGW results on the choice of the basis
set, we compare our results with another implementation of QSGW using the LAPW method,
though the self-energy there is linearized [114]. In this case, the results are: 1.41 eV, 6.71 eV,
3.08 eV, and 2.08 eV, hence much closer to our results than the LMTO results. Reference [114]
also presents calculated bandgaps for MgO and LiF. For these two materials, our bandgaps are
larger by ca. 0.3 eV for MgO and 0.5 eV for LiF compared to Ref. [114]; roughly a third of the
deviation with respect to pseudopotential results.
From the perspective of the LAPW method, there are only few examples of the QSGW
implementation. Yet, QSGW calculations using the full-potential linearized augmented-planewave
(FLAPW) formalism have been tried on complex materials, but in a modified self-consistent
scheme [115]. Also within the all-electron realm, Ref. [116] reports ionization potentials for
molecules from QSGW calculations using the linear combination of atomic orbitals (LCAO)
method. Faleev and coworkers compared QSGW results based on the LAPW and LMTO methods
for silicon, and found that, for that particular case, the agreement between results was “generally
excellent” [11].
To predict bandstructures with QSGW, particularly in the LAPW method, solutions to the
overestimation of the bandgap were reviewed above. The array of different implementations may
also affect the reproducibility and benchmarking of predicted electronic structures, which we
also comment in the Conclusion.
7.4 Effect of Off-diagonal Matrix Elements
In this section, we look into an aspect specific to the QSGW method: the off-diagonal matrix
elements of the self-energy, or nl-terms. To investigate the impact of these terms, we focus
on their effect on the bandstructure. For this purpose, we performed two QSGW calculations
following Eq. 4.2: (i) with state n equal to state l, i.e., diagonal form of the self-energy matrix ,
and (i) with n 6= l, i.e., full self-energy matrix (standard QSGW).
Analyzing the results of both calculations, shown in Fig. 7.3, it is clear that the removal of
off-diagonal terms opens the bandgaps. Moreover, unphysical features, such as the wrong VBM,
may arise when neglecting these terms in the iterative scheme. The role of the off-diagonal terms
4In Ref. [10], Eg for CaO calculated with QSGW is plotted as a dot in Fig.1, but the values is not provided.
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Fi g u r e 7. 3: B a n d st r u ct u r e s of  Ar, Si C,  B N, a n d di a m o n d b y  m e a n s of  Q S G W e m pl o yi n g t h e di a g o n al
s elf- e n er g y  m at ri x ( d a s h e d li n e) a n d t h e f ull s elf- e n er g y  m at ri x ( s oli d li n e).
i n s elf- c o n si st e nt G W c al c ul ati o n s h a s al r e a d y b e e n di s c u s s e d i n lit er at u r e.  U si n g a s elf- c o n si st e nt
G W s c h e m e si mil ar t o  Q S G W,  A g uil er a a n d c o w or k er s [ 1 1 5 ] c o n cl u d e t h at i n s o m e t o p ol o gi c al
i n s ul at or s, l e a vi n g o ut o ff- di a g o n al t er m s i n t h e s elf- e n er g y l e a d s t o “ u n p h y si c al b a n d di s p er si o n
i n t h o s e p art s of t h e  B rill o ui n z o n e  w h er e t h e b a n d s h y bri di z e st r o n gl y ”. I n a d diti o n, t h e nl -t er m s
i n  Q S G W h a v e p r o v e n t o b e al s o cr u ci al t o p r o p erl y d e s cri b e el e ct r o ni c st at e s i n  m ol e c ul e s [1 1 7 ].
H e r e  w e st u d y t h e e ff e ct of nl -t er m s i n t h e b a n d st r u ct u r e of  Ar, Si C, di a m o n d, a n d  B N.
T h e d e gr e e of i n fl u e n c e of t h e nl -t er m s i s  m at eri al d e p e n d e nt.  F or a si m pl e s p- s e mi c o n d u ct or
s u c h a s Si C, t h e e ff e ct i s l e s s d r a m ati c,  w hi c h h a s al s o b e e n o b s er v e d  w h e n i n cl u di n g nl -t er m s i n
a p e rt u r b ati v e c orr e cti o n t o I P ei g e n v al u e s [ 4 6 ].  A m o n g t h e s el e ct e d  m at eri al s, ar g o n s h o w s t h e
m o st p r o n o u n c e d e ff e ct d u e t o t h e o mi s si o n of nl -t er m s i n t h e p ot e nti al.  N e gl e cti n g t h e s e t er m s
l e a d s t o a n u n p h y si c al i n di r e ct b a n d g a p,  wit h t h e  V B M at k = [ 0 .0 0 .4 4 0 .4 4] st a rti n g f r o m a
di r e ct  L D A b a n d g a p.  O n t h e c o nt r ar y, i n cl u di n g nl -t e r m s i n t h e s elf- e n er g y r et u r n s a di r e ct
Q S G W b a n d g a p, s h o w n i n t h e i n s et f or ar g o n i n  Fi g. 7. 3, li k e it i s o b s er v e d i n e x p eri m e nt s.
I n t h e c a s e of Si C, t h e i n di r e ct b a n d g a p c al c ul at e d  wit h t h e di a g o n al s elf- e n e r g y  m at ri x i s
3 .8 7 e V, c o m p ar e d t o 3 .0 0 e V f o r t h e f ull  m at ri x.  F or t hi s si m pl e s e mi c o n d u ct or, t h e b a n d
c u r v at u r e c h a n g e s sli g htl y n e ar t h e b a n d e d g e.  F or t h e f u n d a m e nt al b a n d g a p E g of di a m o n d,
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the full-matrix case returns Eg = 6.23 eV; that is 0.39 eV lower than in the diagonal matrix case.
Physically, this means that here contributions from the self-energy between different states are
less determinant than in the case of SiC. Figure 7.3 bottom right reflects a low degree of band
mixing for diamond compared to the other materials.
Like in SiC and diamond, in cubic boron nitride (Fig. 7.3 bottom left), the overall shape of
the bands is barely affected by the nl-terms. However, the lack of off-diagonal contributions
shifts the conduction band upwards and the valence band downwards relative to the standard
QSGW, widening the fundamental bandgap by 1.3 eV. In this material, we also notice that a
number of band crossings in the electronic structure vanish or reappear in one case with respect
to the other. BN exemplifies an interesting aspect about the effect of nl-terms on the curvature
of the first conduction band in the X −W direction: it depends on the direction in k-space.
From the inset for BN in Fig. 7.3, the slope of the curve in the full-matrix bandstructure is much
steeper than in the diagonal-matrix counterpart , while coming from the opposite direction the
slope presents less variation.
According to our results, the nl-terms in the self-energy play an important role, not only
in shifting bands, but also in their curvature. In spite of their indisputable effect on many of
our results, in some cases these terms are less determinant; the extent of their impact differs
among materials. Contrary to these findings, Shishkin and coworkers report that the inclusion of
off-diagonal terms in the QSGW Hamiltonian increases the bandgaps [82]. In addition, Ref. [50]
shows that the numerical contribution from nl-terms is very small with respect to the diagonal
elements. The findings in Ref. [50] were discussed in Sec. 4.2, where it was shown that nl-terms
scale as η−3, whereas diagonal terms scale as η−1. Even if the values of the nl-terms are, in
practice and theory, much smaller than the diagonal elements, they may still have an impact.
We look at this last aspect in our results. To exemplify the ratio between diagonal and
off-diagonal matrix elements, we concentrate on the three occupied states in BN and Diamond at
the VBM. In both materials, these states are degenerate and belong to the special case introduced
in Sec. 4.2. Considering the self-energy between these states, the optimized potential is calculated
using matrix elements 〈n|Σxc(n) − vxc|l〉, with l = n. While the diagonal components for
BN and Diamond are of the order 10−1 Ha, these degenerate nl-terms are of orders 10−3 Ha.
To compare with the non-degenerate nl-terms, we consider now the first unoccupied states l
and the previous valence states at VBM, which we denote n. We look at the values of Σnl
taken with respect to these states. BN and diamond show marked differences: the former shows
these nl-terms have magnitude up to 10−2 Ha, and the latter shows a maximum value in the
order of 10−4 Ha. In practice, off-diagonal terms are much smaller than the diagonal elements,
backing the mathematical argument given by Ismail-Beigi [50]. However, there are difference
between degenerate and non-degenerate off-diagonal matrix elements. Both semiconductors
share the same ratio between diagonal and degenerate nl-terms. The difference is given by the
non-degenerate nl-terms, which in BN approach the diagonal terms in value, whereas in diamond
they have a negligible contribution to the final optimized potential.
Taking an arbitrary k-point at [0 0.5 0] in diamond and in BN, we investigate non-degenerate
nl-terms, with n for occupied state and l for the first unoccupied states. Some of these terms
reach values of 10−1 Ha in both materials, a higher value than non-degenerate nl-terms at Γ.
Although these higher numbers make up only a small portion of the total number of nl-terms,
they hint to some level of k-dependency in the off-diagonal matrix elements. The diagonal and
degenerate nl-terms at this k-point show the same magnitudes as in Γ.
For argon, with low overlap between atomic orbitals, the nl-terms from degenerate states
are very small for occupied states. At the high-symmetry point closest to k = [0.0 0.44 0.44]
(VBM for the diagonal-matrix case), the value of Σnn for the highest occupied valence band is
higher in the full matrix than in the diagonal matrix. However, numerous contributions from
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non-degenerate nl-terms, with values of orders ranging from 10−1 to 10−3 Ha, balance the large
diagonal terms and lower the eigenvalue of this state at k = [0.0 0.44 0.44] relative to the Γ point.
This returns the VBM of the full-matrix calculation in Fig. 7.3. On the other hand, off-diagonal
contributions at Γ are negligible and do not lower nor increase the eigenvalue with respect to the
diagonal-matrix result.
Besides the literature referenced in this section, to date little has been studied on the effects
of nl-terms in solids. These elements, absent in G0W0 and LDA, have an important physical
meaning: the mixing of states. In the case of the noble solid, we observe that off-diagonal
terms prove essential to describe the electronic structure. In fact, Bruneval and coworkers [47]
compared the wavefunctions of argon in LDA and QSGW calculations and show that away from
high-symmetry points, the overlap between them is poor for the conduction bands.
Effective Masses
Analyzing the electronic structure in Sec. 7.3, we discussed the changes in the bandstructures
in QSGW with respect to LDA. The slope of the dispersion and the curvature of the band
vary depending on the chosen electronic-structure method. Consequently, the effective masses
extracted from the dispersion also varies with the given methods. In the literature, effective
masses calculated with QSGW show good agreement with experiment [78, 99, 100, 118].
We calculated the longitudinal electron effective masses, m∗e, for Si, BN, and diamond from the
dispersion curve in the interpolated bandstructure. For silicon, where the longitudinal direction
is (1 0 0), m∗e is 0.81, in units of the free electron mass, mo. Compared to the experimental value
(0.91mo), our result underestimates the real effective mass [119]. This underestimation is present
also in diamond for the standard (full self-energy matrix) QSGW calculation, see Table 7.5. From
literature, the longitudinal m∗e calculated with QSGW for GaN [99] and for diamond [118] are
smaller than in experiment, while for GaAs (with the correction to voptxc explained in Sec. 7.3), is
only slightly under the measured value [78].
Additionally, we calculated the effective mass of the heavy hole, m∗h, for BN and diamond in
the (1 0 0) direction at the CBM. Unfortunately, it is difficult to draw a general trend for the
ratio between m∗e and m∗h based only on two materials. As well, for diamond, the discrepancies
among experimental values, and also theoretical results, hinder the comparison of such ratio to
published data.
Table 7.5: Effective masses in the Γ −X direction for diamond and BN employing the full self-energy
matrix (first column) and diagonal self-energy matrix (second column), in units of the free
electron mass mo. References to experimental [120, 121] and theoretical [118, 122, 123] data
are given in the last column.
Full QSGW Diag. QSGW Reference values
m∗e m∗h m
∗
e m
∗
h m
∗
e m
∗
h
C 1.05 0.77 1.65 0.65 1.4 [120] 1.56 [121] 0.32 [118] 0.50 [122]
BN 0.81 0.76 0.50 1.13 0.81 [123] 0.54 [123]
As explained in the previous section, the band dispersion changes when excluding nl-terms.
SiC and BN, zinc blende structures with longitudinal direction Γ−X, show very similar response
to the inclusion of nl-terms. For the VBM, the heavy hole is heavier for the diagonal self-energy
calculations, as the curvature is smaller than in the bandstructure given by the full self-energy,
see Table 7.5. Regarding the effect of nl-terms at the VBM, the dispersion changes markedly
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for BN (inset Fig. 7.3) in one direction more than the other. The nl-terms are important not
only to predict energies, but also the effective masses. This may explain, in part, the differences
between effective masses from G0W0 and QSGW calculations reported in the literature[10, 118].
In the case of diamond, the band curvature at VBM is slightly affected by nl-terms, as
reflected in the hole effective mass m∗0 in the (1 0 0) direction. A drawback when calculating
m∗h for diamond is that the dispersion at the VBM is less parabolic, adding uncertainty to our
results. For m∗e in diamond, the result from the diagonal self-energy calculation is closer to
the experimental value than the result with the full matrix. This quantity was also calculated
bv Lo¨f˚as and coworkers [118] using QSGW, shown in Table 7.5. This publication reports a
longitudinal effective electron mass of 1.2mo calculated with QSGW, which indeed is close to
our standard QSGW result of 1.05mo. The calculation of m
∗
e in diamond demands a finer k-grid,
because the CBM lies away from a high-symmetry point, challenging the Wannier interpolation
in that vicinity. Despite this aspect,our results give a qualitative picture of the effect of nl-terms
on the effective masses of diamond.
7.5 Starting-Point Dependence
Despite its success in predicting the electronic structure of many materials, the G0W0 method
suffers from an intrinsic flaw: the dependence on the underlying eigenvectors and eigenvalues,
referred to as starting-point dependence. The IP schemes treat the particle interactions through
different mean-fields (see Sec. 2.2), depending on the approximation. Reportedly, G0W0 results
show noticeable variations depending on the previously chosen IP scheme [95, 124]. As explained
in Chapter 4, self-consistency cures the starting-point dependence of perturbative corrections.
Contrary to this argument, Liao and Carter [125] did find a considerable starting-point dependence
in QSGW for hematite Fe2O3. However, the vast majority of publications, referenced below,
show that QSGW cures the starting-point dependence. This is indeed the case for our QSGW
calculations on Ar, SiC, and C, employing three initial choices of exchange-correlation potential:
PBE0, HFA, LDA. We chose these materials in order to sample bandgaps with very different
sizes.
As depicted in Fig. 7.4, the QP eigenvalues in the case of argon are practically the same
for all three starting points bandstructures. The same holds for diamond and silicium carbide;
the indirect Γ − X bandgap for these materials vary almost negligibly among the different
starting-points, see Table 7.6.
Table 7.6: E∆ (eV) at high-symmetry points for C, SiC, and Ar together with the number of iterations
till convergence. As reference, the two last columns show the results of the G0W0 calculations
on top of LDA and PBE0 results, taken from Ref. [95].
QSGW@LDA QSGW@PBE0 QSGW@HF G0W0@LDA G0W0@PBE0
E∆ Iterations E∆ Iterations E∆ Iterations E∆ E∆
C Γ-X 7.01 6 7.00 7 6.99 10 5.95 6.26
SiC Γ-X 3.00 5 3.03 8 3.03 6 2.43 3.13
Ar Γ-Γ 15.33 5 15.34 4 15.33 3 12.99 13.28
Supported by these finding, we conclude that, in these cases, the self-consistency cures the
starting-point dependence on the initial G0. On the contrary, G0W0 results show that the
perturbative corrections vary considerable depending on the initial choice of the exchange-
correlation potential (for example, 0.7 eV difference in results for SiC).
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Fi g u r e 7. 4: C al c ul at e d b a n d st r u ct u r e of s oli d ar g o n  wit h  Q S G W @ L D A ( s oli d bl u e li n e),  Q S G W @ H F
( p u r pl e ci rl c e s), a n d  Q S G W @ P B E 0 ( pi n k di a m o n d s).
It i s n ot e vi d e nt f r o m  T a bl e 7. 6 t h at t h e cl o s er t h e u n d erl yi n g r e s ult s f r o m I P s c h e m e s ar e t o,
f o r i n st a n c e, t h e e x p eri m e nt al v al u e, t h e f e w er t h e n u m b er of it er ati o n s n e e d e d f or c o n v er g e n c e.
I n s ul at or s s u c h a s  Ar g o n d o p r o fit f r o m i niti al r e s ult s ( fi r st it er ati o n) u si n g  H F A.  F or t hi s  m at eri al,
t h e i niti al E g ( di r e ct E ∆ i n  T a bl e 7. 6) i n t h e  Q S G W @ H F c al c ul ati o n i s 1 4. 9 6 e V, v e r y cl o s e t o
t h e c o n v er g e d v al u e, a n d t h u s t hi s c al c ul ati o n s r e q ui r e s s u c h a l o w n u m b er of it er ati o n s.
Yet, t h e s a m e i s n ot t r u e f or di a m o n d,  w h er e t h e i niti al i n di r e ct b a n d g a p i n t h e  Q S G W @ P B E 0
c al c ul ati o n ( 6. 1 0 e V), alt h o u g h  m u c h cl o s er t o t h e fi n al v al u e t h a n i n t h e  Q S G W @ L D A ( 4. 1 2 e V),
c o n v er g e s  m or e sl o wl y.  M o st c o u nt eri nt uiti v e i s t h e c a s e of Si C,  w h er e t h e f u n d a m e nt al b a n d g a p
E g ( t h e i n di r e ct E ∆ i n  T a bl e 7. 6) i n t h e  Q S G W @ P B E 0 c a s e i s 2. 0 7 e V, i. e., t h e cl o s e st t o t h e
fi n al r e s ult, b ut t h e f a st e st c o n v er gi n g c al c ul ati o n i s  Q S G W @ L D A,  wit h a n i niti al E g of 1. 2 5 e V.
I n f a ct, t h e  Q S G W @ H F c al c ul ati o n f or Si C st art s  wit h E g = 5 .1 9 e V, a n d still c o n v er g e s f a st er
t h a n  Q S G W @ P B E 0. I n c o nt r a st,  K o v al a n d c o w or k er s st u di e d c o n v er g e n c e of  Q S G W @ L D A a n d
Q S G W @ H F o n s m all  m ol e c ul e s, i n a n all- el e ct r o n s c h e m e, a n d f o u n d t h at b ot h c al c ul ati o n s t o o k
t h e s a m e n u m b er of it er ati o n s t o r e a c h c o n v er g e n c e [ 1 1 6].
I n li n e  wit h o u r r e s ult s, t h e st arti n g- p oi nt i n d e p e n d e n c e i s al s o t e st e d f or ot h er t y p e s of h y b ri d
f u n cti o n al s.  E x a m pl e s of  Q S G W c al c ul ati o n s o n c o m pl e x o xi d e s  wit h t h e  H e y d- S c u s eri a- E r n z h of
( H S E) f u n cti o n al a s i niti al p ot e nti al s h o w t h at di ff er e nt i n p ut p ar a m et er s r et u r n t h e s a m e E g [1 2 6 ].
I n a st u d y p erf or mi n g  Q S G W c al c ul ati o n s o n o xi d e s, t h e i niti al  G G A p ot e nti al c o m bi n e d di v er s e
i niti al v al u e s of t h e  H u b b ar d-t y p e c or r e cti o n U , a n d h er e a s  w ell t h e fi n al r e s ult s  w er e o nl y  w e a kl y
d e p e n d e nt o n t h e a m o u nt of U i n v ol v e d [1 2 7 ].  Al s o i n  m ol e c ul e s,  K a pl a n a n d c o w or k er s [1 1 7 ]
f o u n d t h at t h e c o n v e r g e d r e s ult s i n  Q S G W di d n ot v ar y  w h e n c al c ul at e d o n t o p of  P B E  wit h
di ff er e nt p r o p orti o n s of e x a ct e x c h a n g e.  T h e s e st u di e s t o g et h er  wit h o u r o b s er v ati o n s hi nt at
t h e g e n er alit y of t h e  Q S G W r e s ult s,  w hi c h ar e n ot b o u n d t o t h e i niti al p ar a m et ri z ati o n of t h e
p ot e nti al i n t h e I P s c h e m e.  H o w e v e r, c h o o si n g t h e ri g ht st arti n g p oi nt  m a y s a v e s o m e it er ati o n s
i n  Q S G W,  w hi c h i s c o m p ut ati o n all y v er y i n v ol v e d, li k e i n t h e c a s e of ar g o n.
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7.6 Charge Density
The charge density is a telling property, its distribution in space is related to the nature of the
chemical bond between atoms. For example, in ionic compounds the electronic density is more
present closer to the electronegative atoms than in covalent compounds. Thus, the accurate
description of the material depends on the electronic density distribution given by the electron
wavefunctions, as defined in Eq. 2.15. DFT provides wavefunctions which are close to the QP
wavefunctions [7], however for some cases, poor overlap between both wavefunctions shows they
differ considerably [47]. Through the iterative update of the wavefunctions, we expect a change in
the charge density distribution going from the Kohn-Sham (KS), employing LDA, to the QSGW
method. To investigate the effect of self-consistency on the density, we plot the charge-density
difference ∆ρ(r) between LDA and QSGW calculations, which in theory reads:
∆ρ(r) = N
∫
|ΨLDA(r)|2−|ΨQP(r)|2 dr2 · · · drN . (7.1)
Different isovalues, corresponding to a specific value of ∆ρ(r) in space, were chosen to better
visualize where in the unit cell the larger and smaller changes in density take place.
(a) isovalue ± 0.006 e/bohr3 (b) isovalue ± 0.008 e/bohr3
(c) isovalue ± 0.02 e/bohr3
Figure 7.5: Charge-density differences between QSGW and LDA calculations for LiF. Positive difference is
blue, and negative is red. Yellow spheres depict fluorine, while green spheres represent lithium
atoms.
We take as a first example the salt LiF, a highly ionic compound with a large difference in
electronegativity between the components. For the electronic-density calculations we take a dense
grid, 400 points in each spatial direction, allowing for a careful follow up on density displacements
due to self-consistency on top of LDA. Regarding the LDA results as the initial electron density,
we infer that the many-body iterative scheme produces a shift in density towards the atoms, at
expense of some of the density from the inter-atomic space.
The three isosurfaces in Fig. 7.5 depict the charge-density difference in LiF between calculations.
For the higher isovalue, the isosurface in Fig. 7.5 (c) shows that, in contrast to the LDA density,
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(a) isovalue ± 0.01 e/bohr3 (b) isovalue ± 0.0015 e/bohr3
(c) isovalue ± 0.00035 e/bohr3
Figure 7.6: Charge-density difference plot for CaO. The center atom, in white, is oxygen. Orange spheres
depict the calcium atoms, positioned at the corners of the unit cell.
in the QSGW results the space between ions is less filled with charge density, whereas the vicinity
of the anion holds a higher charge density. In fact, Kaplan and coworkers have shown that
QSGW gives a dipole moment in good agreement with experiment, while DFT (using PBE)
underestimates it [117]. For low-energy states in the QSGW and LDA calculations, we remove
the 1s state of lithium from the core states and treat it as a valence state. This approach allows
us to tailor the description of semi-core states by including LOs, whose linearization energies
are in the range of −40 eV. Through the iterations, the first occupied valence state lowers its
energy by 10 eV from its initial LDA value, explaining the shift in electron density towards the
nuclei. However, at low ∆ρ, Fig. 7.5 (a), we see a modest increase in density at inter-atomic
spaces. At this small isovalue (± 0.006 e/bohr3), the number of non-zero scalar points is much
smaller than for the two other isovalues. This shows that the total change in density for LiF
takes place mostly in large amounts in the spaces surrounding the atoms.
Although there is plenty of DFT electronic structure calculations on calcium oxide, listed in
Ref. [128], it has been less studied with MBPT methods [129], making it difficult to compare our
results with the literature. From x-ray spectra, we know that the charge density at a distance of
0.18 bohr from the nucleus is about four times higher around calcium than around oxygen [130].
In QSGW, the metal atom experiences an increase in charge density around it relative to LDA.
On the other hand, in Fig. 7.6 (a), a cross section cut around the oxygen atom —at isovalue
± 0.01 e/bohr3— shows that the immediate neighborhood around the oxygen is less populated
with electronic charge than in the QSGW calculations. Apart from this small region, QSGW
calculations enhance a larger electronic density around calcium and oxygen atoms.
The situation away from the red-sphere (see Fig. 7.6) around the oxygen is somewhat different.
Band widths of the O(2s) and O(2p) orbitals calculated with LDA are larger by ≈ 0.5 eV than
band widths extracted from electron momentum spectroscopy measurements (EMS) [131]. QSGW
cures in part the delocalization of these electrons in LDA, by adding density to the surroundings
of oxygen, clearly represented by the positive ∆ρ at the center in Fig. 7.6 (b). At higher isovalues,
the number of scalar values in the grid, which are positive, are fewer in number than at lower
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isovalues. This means that charge depletion after the QSGW iterations occurs in small amounts
and re-distribution of charge is moderate. For the rest, ∆ρ(r) in CaO resembles the case of LiF;
by implementing the optimized potential, charge density moves away from interstitial space and
closer to the alkali-metal atom, confirming a localization of electronic density when going from
the mean-field approach to the many-body iterative scheme.
From all the ∆ρ(r) points in the volumetric data, those in the LiF are much higher valued
—two orders of magnitude— than in CaO. This points to less overlap between initial and converged
total wavefunction in LiF than in the oxide, see Eq. 7.1. Isosurfaces at higher values in CaO tend
to disappear, but the opposite trend is true for the salt. At isovalues of ± 0.15 e/bohr3, where
a positive charge-density difference surrounds fluorine and a negative surrounds lithium, the
density difference is still clearly visible, although much less present than compared to Fig. 7.5 (c).
In other words, the shift in density for the LiF takes place mostly by removing larger amounts of
density from determined regions of space, and re-distributing to different regions in the unit cell
to varying degrees.
7.7 Quasiparticle Wavefunctions
As mentioned in the previous section, the wavefunctions of the LDA calculations may differ
from their counterparts in the QSGW method. However, for a number of semiconductors, we
know from literature that the wavefunctions in LDA serve as a good starting point for MBPT
calculations. To know how LDA and QSGW wavefunctions compare to each other, we are
interested in studying this aspect in more detail in MgO, where this aspect has not been yet
studied. For this purpose, we focus on particular electronic states in magnesium oxide, rather
than looking at the whole density. We plot the square modulus of the wavefunction in space,
i.e., the probability amplitude distribution, for both the LDA wavefunction (LDA-WF) and the
quasiparticle wavefunction (QP-WF) at the CBM and the VBM.
Figure 7.7: The figure shows the isosurface (blue) of the squared norm of the LDA-WF (left) and QP-WF
(right) at Γ for the first conduction band in MgO. The isovalue has been chosen as 3 · 10−4
e/bohr3. Brown spheres at the corners depict the magnesium atoms, and the red sphere at
the center represents oxygen.
In MgO, the CBM obtained from QSGW is shifted up 2.30 eV with respect to LDA. On that
account, we expect the state at the CBM to become less attached to the center of the atom.
Accordingly, the lowest conduction state, plotted in Fig. 7.7, is visibly more delocalized when
calculated with QSGW than LDA. For this analysis, we took the largest isovalue for which the
isosurface is visible for both calculations. For the highest probability amplitude, the LDA-WF
on the left remains very close to the oxygen atom, while the QP-WF on the left spreads out.
This delocalization is also present at the VBM (Fig. 7.9), but to a higher-order isovalue, i.e.,
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larger probability amplitude.
The VBM in MgO is formed by hybridization of oxygen p-orbitals, which form three degener-
ated bands. To compare the LDA-WF and the QP-WF, we look at one p-orbital in the highest
occupied band at the Γ point, plotted in Fig. 7.8 with both panels rotated with respect to the
previous figure. In this last example, we also choose the largest isovalue for which the isosurface
is visible. It appears that the p-orbital is more delocalized in QSGW calculations, although it
lies at lower energy (see bandstructure of MgO in Fig. 7.2). To achieve a thorough conclusion,
we need to complete the observation by looking at the sum of the squared norms of the three
degenerate states.
Figure 7.8: The figure shows the isosurface of the squared norm of the p-orbital state in LDA (left) and
in QSGW (right) at Γ for the highest occupied band in MgO. The isovalue has been chosen
as 1 · 10−3 e/bohr3. Different rotations in space of the unit cell with respect to Fig. 7.7 are
meant to facilitate visual comparison. Color code like in Fig. 7.7.
For a wide range of isovalues, the sum of the squared norms of the three degenerate electronic
states, ψ, at the VBM has a spherical shape, which besides being slightly larger for the QP-WF,
does not differ much between methods. However, the differences are at the very high and very
low values of probability amplitudes. At larger probability amplitudes, as displayed in Fig. 7.9,
the isosurface at the VBM calculated with QSGW forms a sphere around the oxygen, while the
LDA-WF does not return probability amplitudes in this range. According to these observations,
the probability of finding the charge near the oxygen is higher in QSGW than in LDA. Despite
the difference in magnitude, the probability amplitudes at the VBM show the same trend in both
methods; the closer to the oxygen, the higher the probability to find the electron. We ask the
question whether the QP-WF may be more localized than the LDA-WF. In order to refute or
accept this hypothesis, we look at the behavior of the |ψ|2 isosurface at much lower isovalues.
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Figure 7.9: The figure shows the isosurface of the squared norms of the of the three degenerate LDA-WFs
(left) and QP-WFs (right) at Γ for the highest occupied band in MgO. The isovalue has been
chosen as 5 · 10−3 e/bohr3. Color code like in Fig. 7.7. The spheres depicting atoms have
reduced radii compared to the last figure.
Figure 7.9 and Fig. 7.10 show two extrema in the spatial grid of the volumetric data. Physically,
this means we look at when the probability of finding the electron is very high and when it is
very low. Relative to QSGW results, the isosurface of |ψ|2 in LDA exhibits a similar spherical
shape around the oxygen for isovalues around 1 · 10−3 (not plotted here). On the contrary, at
very small values of |ψ|2 (Fig. 7.10), we see the isosurface covering a larger area for LDA results,
i.e., in QSGW calculations the probability amplitude decreases more abruptly when moving
away from the oxygen atom.
Figure 7.10: The figure shows the isosurface of the squared norms of the of the three degenerate LDA-WFs
(left) and QP-WFs (right) at Γ for the highest occupied band in MgO. The isovalue has been
chosen as 1 · 10−6 e/bohr3. Color code like in Fig. 7.7.
Comparing the probability amplitude at these two values (Fig. 7.9 and Fig. 7.10), we conclude
that the charge at the VBM by means of QSGW gathers around oxygen, while its presence in
the space between atoms is less probable. On the other hand, the probability amplitude in LDA
is more evenly distributed in space than in QSGW. We conclude that, at the VBM, LDA shows
larger delocalization of the charge as in QSGW. In QSGW, the probability of finding the electron
near oxygen is much higher than in LDA.
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Chapter 8
Conclusions and Outlook
In this doctoral work, we have successfully implemented the quasiparticle self-consistent GW
(QSGW) method in exciting, employing the linearized augmented planewaves (LAPW) method.
We calculated the electronic structure of nine materials and, by means of the Wannier interpolation,
obtained their bandstructures and the densities of states. Characteristic of the QSGW method
is the inclusion of off-diagonal terms in the self-energy matrix. To study the contribution
of these matrix elements to the overall electronic structure, we perform additional electronic
structure calculations using the diagonal self-energy matrix in four cases, comparing QSGW
results obtained with the full and the only-diagonal self-energy matrix. Additionally, we included
calculations of effective masses on diamond and boron nitride. To investigate the starting-point
(in)dependence of the QSGW method, we performed QSGW calculations in Ar, BN, diamond,
and SiC based on three different initial mean-field schemes. We conclude that the final results
vary negligibly with respect to the initial eigenvectors and eigenvalues. To complete the picture
of the electronic structure, we look into the total charge density and probability amplitudes
of electronic states in QSGW relative to LDA. To investigate the first aspect, we took lithium
fluoride and calcium oxide to exemplify the changes in the electronic density of LDA calculations
caused by the iterative scheme in QSGW. As for the probability amplitudes, we chose magnesium
oxide to show the behavior of the wavefunction at the valence band minimum and conduction
band maximum, using the QSGW method in contrast to the initial wavefunction given by LDA
calculations.
The implementation of the QSGW method in exciting offers new possibilities to include
every core state at all stages of the calculations. In addition, the inclusion of local orbitals is
available for semi-core and valence electrons. Due to these features and the basis functions in the
LAPW method, the radial functions ulα(r, Elα) appear very often in our implementation, with
the search for the energy parameter carried out either previously to or in the first iteration of the
QSGW calculation. To calculate the radial functions, the local potential entering the Schro¨dinger
radial equation makes use of the electronic density. Although this procedure is standard in
DFT, it is not possible in the implementation of QSGW, due to the non-locality of the potential
in this approach. The electronic density given by the optimized potential in QSGW does not
necessarily return physically valid solutions when inserted in the local potential of the radial
equation. Therefore, the radial functions remain fixed in the QSGW implementation. This opens
the door to a new challenge: how to effectively update radial functions —together with their
derivatives— participating in the basis set of the LAPW and APW methods, and local orbitals.
As well, we express operators in many-body perturbation theory (MBPT) as matrices in the
mix basis representation, which includes an integral of the product of three radial functions. It
remains unknown at which extent the fixed integral affects the final outcome of the calculations.
Because of all these aspects, it is desirable to be able to update radial functions according to the
updated density throughout the iterations. Likewise, if radial functions were updated, the energy
parameters of these functions could also be re-optimized on demand, as the case may be.
From the computational perspective, the next step is to work with symmetrized quantities
in our implementation, such as Coulomb interaction, dielectric function, and polarizability.
This measure would improve the numerical accuracy among degenerate states and speed up
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considerably our calculations by reducing the points in reciprocal space involved in the calculations.
On top of the symmetrization, which would benefit the already parallelized structure over k-
points, we consider parallelizing the code for the integration in the correlation self-energy. In
this way, every frequency point would correspond to a MPI process.
Finally, we address the faults in the predictions of the electronic structure. Although our
results are in good agreement with the literature, the bandgaps are overestimated compared
to experiment. As exposed in Sec. 7.3, there are three main reasons for the overestimated
fundamental bandgaps. Preferably, the corrections to the zero-point renormalization could be
calculated with exciting, at the degree of theory suitable for each case; it may be DFT or
MBPT, depending on the material. This way, we could bypass the discrepancies among published
corrections. As well, for future improvements on our implementation, the electron-phonon
coupling can be integrated in the optimized Hamiltonian, either perturbatively or iteratively.
The current QSGW implementation in exciting is designed to unite all the features of the
code, so that the secular equation in the self-consistent scheme can gather contributions from
elsewhere in the code. This applies for the addition of an exchange-correlation kernel to the
polarizability operator in QSGW. This can be done in exciting using the exchange-correlation
kernel implemented in the code, modified as proposed by Chen or Shishkin [111, 112]. This last
possibility offers a cure for the lack of vertex corrections, which play an important role in results
concerning polar compounds. Analogous, spin-orbit coupling, which translates into an extra term
in the Hamiltonian, namely the spin-orbit operator, can be included in future QSGW calculations,
either perturbatively or iteratively. In order to include spin-orbit coupling in exciting, we
solve the second-variational secular equation, as explained by Gulans and coworkers [58]. A
clear outlook to our current QSGW implementation is to perform this calculation on top of the
optimized Hamiltonian.
The QSGW implementation in exciting is not a separated tool working with additional
scripts: it is nested in the basic structure of the code. Therefore, eigenvectors are written as
usual output files, and all features in exciting may use them as input for post-processing or as
starting points for other calculations. For the case of external post-processing analysis, alternative
interpolation schemes may be tested, specially for effective masses where the dispersion curve
is non-parabolic. To account for excitonic effects, the BSE, already available in exciting [132],
can be applied on top of the converged wavefunctions and energies in QSGW.
Regarding the analysis of wavefunctions, we can gain new information by looking at the
overlap between LDA and QSGW eigenvectors at other k-points besides Γ. A, perhaps, better
assessment of bonds and hybridization can be reached by looking and comparing wavefunctions
from the full and diagonal self-energy, to study the effect of band mixing.
The natural outlook of this project is to calculate the electronic structure of complex materials.
For surfaces and interfaces, this goal will be reached in the near future by optimizing the current
implementation as suggested above. Besides symmetrization and parallelization, the code may
gain efficiency from better practices for memory allocation. For more complex crystalline solids,
the present QSGW implementation in exciting is up to the challenge and ready for use.
On a final note, we conclude that the present research has contributed to understanding the
impact of the QSGW method on the calculated electronic structure of solids using an all-electron
basis set. The electronic structures presented here show considerable improvement relative
to their LDA counterpart. Compared to G0W0, the QSGW method cures the starting-point
dependence, and it also provides quasiparticle wavefunctions. In this PhD project, we have
added new results to calculations on electronic structure by means of the QSGW method within
the LAPW framework, an approach, which despite being less represented in literature, is very
promising.
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Appendix A
The Variational Method
The time-independent Schro¨dinger equation in Dirac’s notation, Hˆ|Φ〉 = E|Φ〉, has infinite
solutions, which we label with a greek letter. The eigenvectors are orthonormal and, assuming
they form a complete set, we employ them as a basis set. The matrix elements of H in this
basis are 〈Φβ |Hˆ|Φα〉 = E δαβ . Any vector |Φ˜〉 sharing the same boundary conditions as the set
{Φα} can be expressed as a linear combination of these eigenvectors, |Φ˜〉 =
∑
α cα|Φα〉, with
coefficients cα.
A.1 Variational Principle
|Φ˜〉 is the wavefunction of the many-body system, and as such is normalized: 〈Φ˜|Φ˜〉 = 1.
Inserting the completeness requirement,
∑
α|Φα〉〈Φα|= 1 and, accounting for the orthonormality
of the basis, we arrive at:
〈Φ˜|Φ˜〉 =
∑
αβ
〈Φ˜|Φα〉〈Φα|Φβ〉〈Φβ |Φ˜〉 =
∑
αβ
〈Φ˜|Φα〉δαβ〈Φβ |Φ˜〉 =
∑
α
|〈Φα|Φ˜〉|2= 1. (A.1)
We write E0 for the expectation value of the Hamiltonian with respect to the ground state.
Unless the wavevector describes the groundstate, i.e., |Φ˜〉 = |Φ˜0〉 the expectation value of the
Hamiltonian with respect to |Φ˜〉 will be higher than E0.
〈Φ˜|Hˆ|Φ˜〉 =
∑
αβ
〈Φ˜|Φα〉〈Φα|Hˆ|Φβ〉〈Φβ |Φ˜〉 =
∑
αβ
〈Φ˜|Φα〉Eδαβ〈Φβ |Φ˜〉 =
∑
α
Eα|〈Φα|Φ˜〉|2 (A.2)
Because Eα ≥ E0, we can write 〈Φ˜|Hˆ|Φ˜〉 ≥
∑
αE0|〈Φα|Φ˜〉|2= E0
∑
α|〈Φα|Φ˜〉|2= E0. As long as
|Φ˜〉 is an approximate solution to the ground state, the expectation value of the energy will be
higher than true groundstate energy. The better the approximation, the closer it is to the true
minimum energy. Provided the trial wavefunction |Φ˜〉 depends on known parameters, we can
vary those to reach the minimum value of the Hamiltonian’s expectation value.
A.2 Linear Variational Problem
The set of parameters in the trial function |Φ˜〉 will necessarily enter the function 〈Φ˜|Hˆ|Φ˜〉.
The latter is a rather complicated function and impedes finding the set of parameters to minimize
itself. Instead, we take a linear combination representation of the trial function with fix basis set
of N functions and equal number of variable coefficients
|Φ˜〉 =
N∑
i
ci|Ψi〉. (A.3)
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We assume the basis functions are real and orthonormal. We normalize our trial function:
〈Φ˜|Φ˜〉 =
∑
ij
cicj〈Ψ|Ψ〉 =
∑
i
c2i = 1. (A.4)
With help of Lagrange’s method of undetermined multipliers the problem reduces to a matrix
diagonalization, restricting the search to suitable coefficients, rather than the whole set of
parameters1. We organize the coefficients ci in a vector c and the eigenvalues in a diagonal
matrix E. Re-writing Hˆ in its NxN matrix representation H —in the basis of {|Ψ〉}— and
constructing a matrix C with the vectors c made up by the coefficients as columns, we arrive at
the standard problem for the matrix H:
HC = CE, (A.5)
which returns N orthonormal solutions. The lowest eigenvalue corresponds to the approximate
solution to the real groundstate, with the remaining energy values representing upper bounds to
the successive excited states.
1The proof can be find in ref. [23], pages 34-35
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Second Quantization and Pictures in Quan-
tum Mechanics
The theoretical representation of many-body systems in quantum field physics proves to be a
useful framework for condensed matter as well. Therefore we make use of the notation found
in this theory; namely the second quantization. In this appendix we briefly present the main
concepts and terminology. Chapter 2 in Ref. [37] accounts for a detailed description of this
formulation. This Appendix is restricted to half-spin, indistinguishable particles, i.e., fermions.
B.1 Fock Space
A single-particle state, |α〉, has a distinctive set of quantum numbers. According to Pauli’s
principle, this state cannot be occupied by more than one particle at the time and are normalized
such that 〈α|β〉 = δαβ. For a particular state, there are N ! physically equivalent ways to
arrange the set of states, {|αi〉 , i = 1 . . . N}. Working with such large determinants impedes
calculating matrix elements of operators smoothly. It is convenient to change to occupation
number representation, also known as second quantization. We change to a vector space, Fock
space, which is the sum of the vacuum state, |0〉, the single-particle states {|α〉}, and the complete
set of antisymmetric states. Each single-particle state has an occupation number n, with value 0
or 1, so that a state |αi〉 is represented also as |ni〉. In Fock space, states with different occupation
numbers are orthogonal.
B.2 Creation and Annihilation Operators
Operators such as position or momentum operators act on a N-particle system to return a
N -particle system. In order to move away from a space with fixed particle number, we introduce
two operators: the creation a†i and the annihilation ai operators. The former creates a particle in
state |αi〉 and the latter, its adjoint, removes a particle in this state. On acting on a N -particles
system, these operators return an antisymmetric N±1-particles state. The most important
relations are:
a†i |n1 . . . , ni, . . . 〉 =
{
(−1)Si |n1 . . . , ni + 1, . . . 〉, ni = 0
0, ni = 1
(B.1)
ai|n1 . . . , ni, . . . 〉 =
{
(−1)Si |n1 . . . , ni − 1, . . . 〉, ni = 1
0, ni = 0
(B.2)
Si is equal to
∑
nj , with j = 1, . . . , i− 1. This makes the prefactor take the appropriate sign
whenever there is an exchange of operators by bringing ai or a
†
i to position i. The action of the
annihilation operator on an empty state renders zero. Likewise, the creation of an electron on
an occupied state gives zero, thus respecting Pauli’s principle. In line with this principle, if the
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creation operator acts twice on the same state returns zero. The order in which these operators
appear plays an important role, giving rise to the following anticommutation rules:
{ai, aj} = 0, {a†i , a†j} = 0, {ai, a†j} = δij . (B.3)
From these anticommutation rules, we define the particle number operator, which by acting on
the total state returns the number of particles occupying a particular state:
nˆi |n1 . . . ni . . . 〉 = a†iai |n1 . . . , ni, . . . 〉 =ni |n1 . . . , ni, . . . 〉 (B.4)∑
i
ni = N (B.5)
Field operators
Alternatively, second quantization creation and annihilation operators can be recast into other
operators with the same properties. These are called creation field operator ψˆ†(r) and annihilation
field operator ψˆ(r), which create and annihilate respectively a particle at position r. Using a
complete basis set {ψi}, we can construct a linear combination with the annihilation and creation
operators:
ψˆ†(r) =
∑
i
ψ†i (r)a
†
i , (B.6)
ψˆ(r) =
∑
i
ψi(r)ai (B.7)
The complete basis is the independent-particle states, {ψi(r)}, where i = 1 . . . N , being formally
N =∞. To differentiate these operators from wavefunctions, we mark them with a hat everywhere
in this thesis. For these operators, it yields the following anticommutation rules:
{ψˆ(r), ψˆ(r′)} = 0, {ψˆ†(r), ψˆ†(r′)} = 0, {ψˆ(r), ψˆ†(r′)} = δ(r− r′) (B.8)
B.3 Schro¨dinger Picture
In the Schro¨dinger picture, the state, |α(t)〉 carries the time-dependence. The states in this
reference frame obey the time-dependent Schro¨dinger equation:
ih¯
∂
∂t
|α(t)〉 = Hˆ|α(t)〉, (B.9)
where Hˆ may or may not include a time-dependent potential, otherwise only the state holds
the time-dependency. If the wavefunction of the system at any initial time t0 is known, we can
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deduce the later state of the system using the evolution operator in the Schro¨dinger picture, US :
|α(t)〉 =US(t, t0)|α(t0)〉 (B.10)
US(t, t0) = e
−i ∫ tt0 Hˆ(t′)dt′/h¯ (B.11)
US(t− t0) = e−i(t−t0)Hˆ/h¯ (B.12)
Equation B.11 equals Eq. B.12 if Hˆ is time-independent. An important property of the evolution
operator is that it is unitary, and its action on a state corresponds to a unitary transformation.
Also, US(t0, t0) = I, where I is the identity matrix, and US(t, t0) = U
†
S(t0, t).
B.4 Heisenberg Picture
In the Heiseinberg picture the states are static, also equal to a state in the Schro¨dinger picture
at a time tα, which we set to 0. The time-dependence in this reference frame is entirely upon the
operators. Operators and states in this picture are labeled with a subscript H. States in this
representation relate to those in the Schro¨dinger picture by:
|αH(t)〉 = e−iHˆt|α(t)〉 = e−iHˆtUS(t− 0)|α〉 =|α〉, (B.13)
confirming the time-independence of the states in the Heisenberg picture. An operator in the
Heisenberg picture, OˆH , relates to the static operator in the Schro¨dinger picture as:
OˆH(t) = e
iHˆt/h¯OˆSe
−iHˆt/h¯, (B.14)
which inserted in the equation of motion returns:
ih¯
∂
∂t
OˆH = ih¯
[
∂
∂t
eiHˆt/h¯
]
OˆS e
−iHˆt+ih¯ eiHˆt/h¯OˆS
[
∂
∂t
e−iHˆt/h¯
]
=
[
OˆH , Hˆ
]
= eiHˆt/h¯
[
OˆS , Hˆ
]
e−iHˆt/h¯,
(B.15)
which confirms that if OˆS and Hˆ commute, then OˆH reduces to a constant of motion. Specially
important in Chapter 3, the field operators in the Heisenberg picture relate to their definition in
Schro¨dinger picture in appendix B.2:
ψˆ(r, t) = U †S(t)
ˆψ(r)Us(t) , ψˆ
†(r, t) = U †S(t)ψˆ
†(r)Us(t) (B.16)
Because the time argument distinguishes the Heisenberg picture from the Schro¨dinger picture,
we leave out the subsccript H for field operators.
B.5 Interaction Picture
Also known as Dirac picture, this framework is particularly useful when the Hamiltonian is
divided in two parts: Hˆ = Hˆ0 + Vˆ , with Hˆ0 a time-independent, non-interacting Hamiltonian
and Vˆ the interaction among particles, where generally both operators do not commute and the
order of appearance is important. A usual choice of Hˆ0 is an independent-particle Hamiltonian,
such as the Kohn-Sham Hamiltonian, and the interaction Vˆ in the electronic calculation cases is
the full Coulomb potential. Time-dependency in this picture falls on both wavefunctions and
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operators, marked with subscript I. The state of the system in the interaction picture relates to
Hˆ0 and the state in the Schro¨dinger picture, it reads:
|αI(t)〉 = eiHˆ0t/h¯|α(t)〉. (B.17)
We insert this state in the equation of motion, and using the result of Eq. B.9, we arrive at:
ih¯
∂
∂t
|αI(t)〉 = Vˆ (t)|αI(t)〉. (B.18)
Because |αI(t)〉 evolves according to the action of the evolution operator in this picture, and
comparing it with equation Eq. B.17, we define the evolution operator and its equation of motion
in the interaction picture:
|αI(t)〉 = UˆI(t, t0)|αI(t0)〉 = eiHˆ0t/h¯e−iHˆ(t−t0)/h¯eiHˆ0t0/h¯|αI(t0)〉 (B.19)
ih¯
∂
∂t
UˆI(t− t0) = Vˆ (t)UˆI(t− t0) (B.20)
UˆI(t, t0)− UˆI(t0, t0) =− i
h¯
∫ t
t0
Vˆ (t′)UˆI(t′, t0) dt′ (B.21)
From the evolution of the state, we see that UˆI(t0, t0) = 1. Together with this property, and by
iterating UˆI in Eq. B.21, we write the expansion of the evolution operator. To keep the right
order of the operators in the expansion, we make use of the time-order operator, T :
UˆI(t, t0) = 1 +
(
i
h¯
)∫ t
t0
Vˆ (t′) dt′ +
(
i
h¯
)2 ∫ t
t0
∫ t′
t0
Vˆ (t′)Vˆ (t′′) dt′ dt′′ + . . . (B.22)
=
∞∑
n=0
(
i
h¯
)n ∫ t
t0
∫ t1
t0
. . .
∫ tn
t0
Vˆ (t1)Vˆ (t2) . . . Vˆ (tn) dt1 dt2 . . . dtn (B.23)
=
∞∑
n=0
(
i
h¯
)n 1
n!
∫ t
t0
dt1
∫ t
t0
dt2 . . .
∫ t
t0
dtnT
[
Vˆ (t1)Vˆ (t2) . . . Vˆ (tn)
]
(B.24)
= T
[
e
−i
h¯
∫ t
t0
Vˆ (t′) dt′
]
(B.25)
The first line in the expansion is the direct iteration of Eq. B.21, then the sum in the second line
arises from the term by term summation of the expansion. The prefactor in the third line above
is due to the number of possibilities how to arrange the operators and the integration variables
(see page 57 in Ref. [38] or appendix A in Ref. [37]). Finally, the power-series expansion gives a
compact version of the evolution operator. This last form is used in the diagrammatic expansion
of G in Sec. 3.3.1.
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Appendix C
Spherical Harmonics
This project employs spherical harmonics functions for the (L)APW+LO method, as well as for
the construction of mixed basis set in the QSGW implementation and the Laplacian expansion
of the Coulomb interaction. The definition of this function in spherical coordinates is:
Y
|m|
l (θ, φ) = (−1)m
√
2l + 1
4pi
√
(l − |m|)!
(l + |m|)!P
|m|
l (cos θ)e
imφ,
{
l = 1, 2, . . .
m = −l, . . . , 0, . . . , l. (C.1)
where P
|m|
l (cos θ) is the Legendre polynomial. Two important relations are: the complex
conjugated Y −ml (θ, φ) = (−1)m [Y ml (θ, φ)]∗ and the inverse Y ml (rˆ′) = (−1)lY ml (−rˆ′). The
Rayleigh equation defines a plane wave at a position r an expansion about a vector rα into
spherical harmonics:
eik·r = eik·rα4pi
∞∑
l=1
−l∑
m=l
iljl(kr
′)Y |m|l (θ, φ)Y
|m|
l (θi, φi) = e
ik·rα4pi
∞∑
l=1
−l∑
m=l
iljl(kr
′)Y |m|l (rˆ′)Y
|m|
l (kˆ),
(C.2)
with r′ = r− rα and r′ = |r− rα|. The jl is the Bessel function, and the kˆ and rˆ′ are unitary
vectors in the direction of k and r′, respectively. These directions are also given by angles θi, φi
and θ, φ, respectively. A useful relation is the product of two spherical harmonics:
Y ml (rˆ)Y
m′
l′ (rˆ) =
l+l′∑
L=|l−l′|
L∑
M=−L
Glml1m1;l2m2YML (rˆ), (C.3)
The Gaunt’s coefficients G, examined in Ref. [133], define the integral over three spherical
harmonics:
Glml1m1;l2m2 =
∫
Y ml (rˆ)Y
m′
l′ (rˆ)Y
M
L (rˆ)d(rˆ) (C.4)
The addition theorem, or expansion theorem, can be combined with the previous properties of
spherical harmonics to return:1
4pi
2L′ + 1
1
|r1 − r2|L′+1Y
M ′
L′ (eˆr1−r2) = (−1)L
′+M
∞∑
l=0
l∑
m=−l
CM ′mL′l
rl1
rL
′+l+1
2
Y ml (rˆ1)
[
Y m−M
′
L′+l (rˆ2)
]∗
,
(C.5)
1An easy version of its derivation is in Ref.[134]. Being γ the angle between Ω1 and Ω2, then:
Pm=0l (cosγ) =
4pi
2l + 1
∑
m
[Y ml (Ω1)]
∗ Y ml (Ω2)
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CM ′mL′l = (4pi)3/2
1√
(2L′ + 1)(2l + 1) [2(L′ + 1) + 1]
√
(L′ + l +m−M ′)! (L′ + l −m+M ′)!
(L′ +M ′)! (L′ −M ′)! (l +m)! (l −m)! .
(C.6)
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Appendix E
Pade’s Approximants
The idea behind the Pade’s Approximants is to match the Taylor series expansion of a particular
function as far (in number of terms) as possible [135]. For that purpose, we approximate the value
of a function to a rational fraction. Henri Pade defined the approximants L,M as approximants
to a function A(x) of the form:
[L/M ] = PL(x)/QM (x) (E.1)
where PL(x) is a polynomial of degree at most L and QM (x) is a polynomial of degree at most
M [136]. The polynomial in the denominator is subject to the normalization condition QM (0) = 1.
For a given set, {zi}, of n points in the complex plane, there is a series expansion of a function
associated with each point in the set. The representation of the function for a complex point zi
is:
mi−1∑
j=0
uij(z − zi)j +O [(z − zi)mi ] . (E.2)
For the fitting of a function with these characteristics, we search for a rational fraction
PL(z)/QM (z). The degrees of the numerator and the denominator satisfy:
L+M = n =
n∑
i=1
mi − 1 (E.3)
To fit a rational fraction to a set of function values, we use the Thiele’s reciprocal difference
method [137]. Following this scheme, we get a fraction-type expansion of a function Σ:
Σ(z) =
a0
1 + (z−z0) a1
1+
(z−z1) a2
1+
...(z−zn−1) an
1+(z−zn) gn+1(z)
, (E.4)
where Σ(z0) = a0. For the values at the points to be fitted, we define:
g0(z) = Σ(z) , gn(z) =
gn−1(zn−1)− gn−1(z)
(z − zn−1)gn−1(z) , (E.5)
with n ≥ 2. We find an = gn(zn) given by the recursion above. Σ is then generated for a fit on
n points by means of the following recursion formulas, where P = A and Q = B are of orders
L = (n− 2)/2 and M = n/2, respectively:
Σn =
An
Bn
,
An+1
Bn+1
=
An + (z − zn)an+1An−1
Bn + (z − zn)an+1Bn−1 , (E.6)
with A−1 = 0, B−1 = 1, A0 = a0 and B0 = 1.
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