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Abstract
We consider a reaction-diffusion system for two densities lying in adjacent domains
of RN . We treat two configurations: either a cylinder and its complement, or two half-
spaces. Diffusion and reaction heterogeneities for the two densities are considered, and
an exchange occurs through the separating boundary.
We study the long-time behavior of the solution, and, when it converges to a positive
steady state, we prove the existence of an asymptotic speed of propagation in some
specific directions. Moreover, we determine how such a speed qualitatively depends
with respect to several parameters appearing in the model.
In the case N = 2, we compare such properties to those studied in [6–9] for a model
with a line representing a road of fast diffusion at the boundary of a half-plane, which
can be seen as a singular limit of the problem studied here.
Keywords: Reaction-diffusion systems, Fisher-KPP equations, adjacent domains, diffusion
heterogeneities, reaction heterogeneities, asymptotic speed of propagation, Robin eigenvalue
problems, Bessel functions.
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1 Introduction
In this paper we study the following system of two reaction-diffusion equations, one of which
is set in the interior of a cylinder Ω := R × BR(0) ⊂ RN , N ≥ 2, and the other one in its
complement, i.e. 
ut −D∆u = g(u) in Ω× R+
vt − d∆v = f(v) in (RN \ Ω)× R+
D∂nu = νv − µu on ∂Ω× R+
−d ∂nv = µu− νv on ∂Ω× R+,
(1.1)
where we denote by BR(0) the ball of radius R centered at the origin of RN−1. The constant
D > 0 represents the diffusion coefficient of u(x, t), while v(x, t) has a possibly different
coefficient d > 0, again constant.
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The third and fourth equations of (1.1), in which ∂n denotes the derivative in the
outward normal direction to Ω, describe an exchange given by a balanced flux through ∂Ω:
a constant fraction µ > 0 of the density u passes from Ω to its complement, while a constant
fraction ν > 0 of v goes from the complement to Ω.
It is important to notice that the two densities are related only through this flux con-
dition, and we do not impose any continuity (u = v) on the boundary. Instead, for every
point x0 ∈ ∂Ω, u(x0, t) and ∂nu(x0, t) are defined by continuity on Ω × R+, and, likewise,
v and ∂nv are defined by continuity on (RN \ Ω)× R+.
The reaction term g will be assumed to be of Fisher-KPP type, i.e. a locally Lipschitz
function, differentiable at 0 and satisfying
g(0) = g(1) = 0, 0 < g(s) ≤ g′(0)s for s ∈ (0, 1), g(s) < 0 for s > 1, (1.2)
and, for some results, we will in addition require the following assumption, known as strong
KPP property:
s 7→ g(s)
s
is decreasing for s > 0. (1.3)
Regarding the reaction term f , we will consider two possibilities: either Fisher-KPP
again, i.e. we assume f(s) to be a locally Lipschitz function satisfying
f(0) = f(S) = 0, 0 < f(s) ≤ f ′(0)s for s ∈ (0, S), f(s) < 0 for s > S (1.4)
for some S > 0, and, in some cases,
s 7→ f(s)
s
is decreasing for s > 0, (1.5)
or we will take f(s) = −ρs with ρ > 0, which amounts to put a mortality term in the
complement of Ω.
To sum up, system (1.1) describes the spatial and temporal evolution of two densities
in an environment which presents diffusion and reaction heterogeneities in two adjacent
domains, with transmission (exchange) conditions at the interface of the two domains. Our
main goal is to analyze the effect of such heterogeneities on the asymptotic behavior of the
solutions of (1.1) starting from a compactly supported initial datum (u0, v0).
The motivation for studying such a system arises from the observation that some biolog-
ical species or diseases diffuse or reproduce along specific directions faster than in the rest
of the habitat. For example, the pine processionary caterpillar is believed to move faster
on paths inside European forests (see [21]), wolves in Western Canada preferentially use
seismic lines (see [20]), and the early spread of HIV in the Democratic Republic of Congo
was enhanced by transport networks like railways and rivers (see [12]).
With the purpose of describing such situations, the series of works [6–9] has introduced
the following road-field model with a line of fast diffusion at the boundary of a half-plane
ut −D∂2x1x1u = g(u) + νv − µu in R× {x2 = 0} × R+
vt − d∆v = f(v) in R× {x2 > 0} × R+
−d ∂x2v = µu− νv on R× {x2 = 0} × R+,
(1.6)
and it has been proved (see [7]) that, under assumptions (1.2), (1.3), (1.4) and (1.5), problem
(1.6) admits a unique positive, bounded steady state (U, V (x2)), and that there exists a
quantity crf > 0 such that
(i) for all c > crf , limt→∞ sup|x1|≥ct
x2≥0
(u, v) = (0, 0),
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(ii) for all 0 < c < crf and a > 0, limt→∞ sup |x1|≤ct
0≤x2≤a
|(u, v)− (U, V )| = 0.
These two properties amount to say that crf is the asymptotic speed of propagation of
problem 1.6 in the x1 direction. Moreover, the qualitative properties of such a speed have
been studied: precisely, it has been showed that, if we set cf := 2
»
df ′(0),
crf = cf if
D
d
≤ 2− g
′(0)
f ′(0)
, while crf > cf otherwise, (1.7)
that, in the latter case, the function D 7→ crf(D) is increasing and, in addition,
lim
D→+∞
crf(D)√
D
∈ (0,+∞) (1.8)
(in particular limD→+∞ crf(D) = +∞).
We recall that the quantity cf is the asymptotic speed of propagation (in any direction)
for the homogeneous Fisher-KPP equation vt − d∆v = f(v) in RN , N ≥ 1 (see [2, 14, 17]).
As a consequence, (1.7) establishes for which values of the parameters the heterogeneity
introduced in (1.6) by the presence of the road enhances the propagation speed, while (1.8)
shows that such an enhancement becomes arbitrarily large when a sufficiently large value
of the diffusion D is considered on the line.
With respect to (1.6), our configuration in (1.1) with N = 2 represents the case in
which the road of fast diffusion is replaced by a strip. Therefore, the goal of this work is
to study whether the properties of the road-field model studied in [7] still hold true with a
thick region, and what is the behavior for higher spatial dimensions. In particular, we prove
the existence of an asymptotic speed of propagation, and we study when an enhancement
with respect to the homogeneous case takes place, as well as the behavior of the asymptotic
speed of propagation as the diffusion D and the radius of the cylinder vary. Our first result
is the following.
Theorem 1.1. Assume (1.2), (1.3), (1.4), (1.5) and let (u0, v0) be non-negative, bounded
and continuous. Then, there exists a steady state (U, V ) of (1.1) such that the solution
(u, v) of (1.1) with (u0, v0) as an initial datum satisfies limt→+∞(u, v) = (U, V ).
Moreover, for 2 ≤ N ≤ 5, if (u0, v0) has compact support, there exists c∗ > 0 satisfying:
(i) for all c > c∗, limt→∞ sup|x1|≥ct(u, v) = (0, 0), uniformly in (x2, . . . , xN ) ∈ RN−1;
(ii) for all 0 < c < c∗, limt→∞ sup|x1|≤ct |(u, v) − (U, V )| = 0, locally uniformly in
(x2, . . . , xN ) ∈ RN−1.
In addition, c∗ ≥ cf , and the following qualitative properties hold true:
(iii) there exists C = C(D, d,N,R, µ, ν) ≥ 0 such that
c∗ > cf if and only if
D
d
> 2− g
′(0)
f ′(0)
+ C. (1.9)
For N = 2, 3 C = 0, otherwise C > 0;
(iv) for D → +∞, c∗(D)/√D converges to a positive real number;
(v) When (1.9) holds true for D ∼ 0, then
lim
D→0
c∗(D) =: c0 = g′(0)
√
d
g′(0)− f ′(0)
{
= cf if g
′(0) = 2f ′(0)
> cf if g
′(0) > 2f ′(0).
(1.10)
Otherwise, limD→0 c∗(D) = cf ;
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(vi) the function R 7→ c∗(R) is strictly increasing whenever c∗ > cf . Moreover, it satisfies:
lim
R↓0
c∗(R) = cf , lim
R→+∞
c∗(R) = c∗∞ :=

cf if
D
d ≤ 2− g
′(0)
f ′(0)
cg if
d
D ≤ 2− f
′(0)
g′(0)
ca otherwise,
(1.11)
where, in analogy with the notation used above, cg := 2
»
Dg′(0) denotes the Fisher-
KPP speed corresponding to the diffusion and reaction inside Ω, while
ca :=
|Df ′(0)− dg′(0)|»
(D − d)(f ′(0)− g′(0))
. (1.12)
As we see from part (iii) of the previous result, the spatial dimension has a direct effect
on the threshold for the enhancement of the asymptotic speed of propagation, since such a
threshold is strictly larger than the road-field one when N = 4, 5. The limitation N ≤ 5 in
Theorem 1.1 is due to a technical point in the construction of the sub- and supersolutions
that allow us to characterize c∗, and it is related to the singular behavior of the modified
Bessel function of second kind, as it will be apparent in Section 3.2. However, we will be
able to determine when the asymptotic speed of propagation coincides with cf in more
general situations (see Remark 3.6(v)), and we will prove (see Proposition 3.7) that it is
the case, for example, for sufficiently large N . This means that the cylinder looses its effect
for large dimensions, which can be explained since the relative volume of Ω with respect to
any cylinder with radius R′ > R goes to 0 as the dimension goes to +∞.
In contrast with (1.6), in Theorem 1.1 we do not give any monotonicity result of the
asymptotic speed of propagation with respect to D. Indeed, we will show that in some cases
it is not monotonic (see Remark 3.6(iv)), which, up to our knowledge, is a phenomenon
established in this work for the first time.
Passing to comment part (vi), it establishes that, also in the limit R ↓ 0, the cylinder
does not have any effect on the propagation, thus there is no direct relation of (1.1),
considered with N = 2, with the road-field system (1.6). Nonetheless, we will prove that,
up to performing a singular rescaling in the exchange coefficient µ, we recover the road-field
speed of propagation crf as R ↓ 0. The precise result is the following.
Theorem 1.2. Problem
ut −D∆u = g(u) in R× (−R,R)× R+
vt − d∆v = f(v) in R× {|y| > R} × R+
±D∂x2u = νv − µ˜(R)u on R× {y = ±R} × R+
∓d ∂x2v = µ˜(R)u− νv on R× {y = ±R} × R+,
(1.13)
where µ˜(R) is a positive function satisfying
lim
R↓0
µ˜(R)
R
= µ, (1.14)
µ being the parameter appearing in problem (1.6), admits an asymptotic speed of propaga-
tion in the x1 direction c˜
∗(R) which converges, as R → 0, to crf , the asymptotic speed of
propagation of problem (1.6) in the x1 direction.
In addition, we will study the behavior of c˜∗(R) when other rescalings, different from
(1.14), are performed (see Proposition 3.9).
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Regarding the limit as R→ +∞ we will show that it coincides with the asymptotic speed
of propagation in the x1 direction of the following problem posed in adjacent half-spaces:
ut −D∆u = g(u) in {xN < 0} × R+
vt − d∆v = f(v) in {xN > 0} × R+
D∂xNu = νv − µu on {xN = 0} × R+
−d ∂xN v = µu− νv on {xN = 0} × R+
(1.15)
(actually, due to the symmetries of such a problem, the speed of propagation is the same
in any direction satisfying xN = 0). This establishes a continuous dependence of the
asymptotic speed of propagation or problem (1.1) with respect to the domain. Indeed, one
can think one point of the boundary ∂Ω to be fixed; thus, as R → +∞ and the curvature
of the cylinder converges to 0, one part of the boundary approaches the hyperplane which
separates the half-spaces, while the rest of the boundary disappears at +∞. In fact, to
prove this result, we will first construct the asymptotic speed of propagation for problem
(1.15), then the one for problem (1.1) and, comparing both constructions, we will show the
latter converges to the former.
In the final part of the paper (Section 4), we analyze the case in which the reaction f
describes a (linear) mortality term in the complement of Ω, i.e. we consider the following
problem 
ut −D∆u = g(u) in Ω× R+
vt − d∆v = −ρv in (RN \ Ω)× R+
D∂nu = νv − µu on ∂BR(0)× R+
−d ∂nv = µu− νv on ∂BR(0)× R+.
(1.16)
A motivation for treating also this kind of reaction terms is given by the propagation
of Scentless Chamomile in the region of Saskatchewan in Western Canada, which, being
transported by agricultural vehicles, spreads faster along roads, but faces the competition
of hostile weeds in the surrounding fields (see [11]). Once again, we want to compare the
situation in which u occupies a thick domain with the analogous road-field version in a
half-plane, which has been considered, with g ≡ 0, in [9]. First, we state a summary of our
results - we send the reader to Section 4 for a complete perspective -, and then we compare
them with the road-field case.
Theorem 1.3. Assume (1.2) and (1.3). Then, the solution of (1.16) starting from a
non-negative, bounded, continuous (u0, v0) converges to a positive steady-state of (1.16) as
t→ +∞ if and only if
g′(0)
D
> β20 , (1.17)
where β20 = β
2
0(D, d,N,R, µ, ν, ρ) is the principal eigenvalue of the Robin eigenvalue problem
(4.9). Otherwise, the solution converges to (0, 0), uniformly in each domain.
Moreover, in the former case, assuming in addition that N ≤ 5 if D < d, and (u0, v0)
to have compact support, there exists and asymptotic speed of propagation, denoted by c∗m.
In [9, Theorems (2.5) and (2.6)] a necessary and sufficient condition for invasion was
established also for the road-field analogue. As it is natural to expect, the condition there
does not depend neither on R, which is not present, nor on N , which is fixed to be equal
to 2. Nonetheless, it does not depend on D either, as it is the case in (1.17) instead.
In this work, we establish when (1.17) holds true as these quantities, taken one by one,
vary. When it is the case, we focus on the qualitative behavior of the asymptotic speed c∗m.
The results are summarized in the following theorem.
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Theorem 1.4. (i) Condition (1.17) does not hold true for sufficiently large N . As a
consequence, under the assumptions of Theorem 1.3, the solution of (1.16) starting
with a non-negative, bounded initial datum (u0, v0) satisfies limt→+∞(u, v) = (0, 0),
uniformly in each domain.
(ii) There exists R0 > 0 such that (1.17) holds true if and only if R > R0. Moreover, the
function R 7→ c∗m(R) is increasing and satisfies
lim
R↓R0
c∗m(R) = 0, lim
R→+∞
c∗m(R) = c
∗
m,∞ :=
cg if dD ≤ 2 +
ρ
g′(0)
cm,a otherwise,
(1.18)
where
cm,a :=
Dρ+ dg′(0)»
(d−D)(ρ+ g′(0))
. (1.19)
(iii) If
µ(N − 1)
Rg′(0)
≤ 1 + ν√
dρ
Kτ
Ä»
ρ
dR
ä
Kτ+1
Ä»
ρ
dR
ä , (1.20)
where Kτ is the modified Bessel function of second kind, then (1.17) holds true for
every D > 0. Moreover,
• if strict inequality holds true in (1.20), then limD→+∞ c∗m(D)/
√
D ∈ (0,+∞);
• if equality holds true in (1.20), then lim supD→+∞ c∗m(D) < +∞.
Otherwise, if (1.20) does not hold true, there exists D0 ∈ (0,∞) such that (1.17) holds
true if and only if D < D0, and limD↑D0 c∗m(D) = 0.
Part (i) of the previous result is a counterpart for this problem of the fact that, for large
N , the cylinder does not enhance the propagation speed of (1.1), since its effect becomes
negligible with respect to the complement. The difference here is that, since the exterior
domain is hostile, the good environment provided by Ω cannot prevent the densities to go
extinct.
Along the same line, part (ii) establishes that, all the other parameters being fixed,
the densities can survive only if the good environment has a sufficiently large section. In
addition, in analogy with problem (1.1), the larger the section of Ω, the larger the asymptotic
speed of propagation, and the limit as R → +∞ will be characterized as the asymptotic
speed of spreading of the problem corresponding to (1.16) in two adjacent half-spaces.
To conclude the analysis of our results, we observe from part (iii) that, on the one hand,
when (1.20) does not hold true, we obtain, for D ∼ D0, another example in which the
asymptotic speed of propagation is not monotone in D. On the other hand, we see that
the role of D is more subtle, even in the case in which c∗m(D) is defined for all D, since the
asymptotic speed of propagation can be bounded as D → +∞, which was not the case in
(1.1) and in all the road-field problems treated in the literature before.
Once presented the results of this paper, we conclude the introduction by relating them
with those of other previous works.
Related works and further comments. The notation ca used in (1.12) stands for
anomalous speed. Such a name has been introduced in [25] in the context of some co-
operative systems of equations set in the same domain (see also [15] for a system of two
coupled Fisher-KPP equations again in the same domain) and reflects the fact that such
speed of propagation is greater than both of the Fisher-KPP speeds at which each density
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would invade its domain if it was isolated - incidentally, this will be also apparent from the
construction of c∗∞ in Section 2.2 (see Proposition 2.9(i)). Analogously, we have used the
notation c∗m,a in (1.18)-(1.19) for the anomalous speed of propagation arising in the limit
R→ +∞ for problem (1.16).
It turns also out that c∗∞ coincides with the asymptotic speed of propagation of another
system, recently studied in [10], describing the evolution of two densities that represent
two parts of a population with different phenotypes. Such subpopulations are assumed to
compete between each other, and to diffuse and grow each with its own rate. A difference
with (1.1) is that in [10] the two densities share the same environment and can mutate from
one type to the other. The rates of mutation play the role of the exchange coefficients that
in our system allow each of the densities to pass to the adjacent domain.
Passing to the work [5], as an application of the main result, a unique reaction-diffusion
equation has been considered in the plane, with Fisher-KPP reaction f and discontinuous
diffusion coefficients: d in the upper half-plane and D in the lower one. At least formally,
this corresponds to consider (1.15) for N = 2 and let µ = ν → +∞, even if the rigorous
treatment of such a limit and the relation between the two problem is a very interesting open
question which deserves further work. In [5], the authors have determined the asymptotic
speed of propagation in every direction and, in particular, they have proved that, in the
x1 direction, it coincides with the maximum of the two Fisher-KPP speeds cf and cg, as it
happens for the asymptotic speed of (1.15), c∗∞, if f ′(0) = g′(0), as it can be seen from the
diagram in Figure 1.
Regarding the result of Theorem 1.2, in [18], the authors have considered a similar
situation with a strip whose thickness goes to 0 and, by performing a singular rescaling
to the diffusivity D, they have obtained a problem with effective boundary conditions on
a line, which exhibits an enhanced speed of propagation with respect to the Fisher-KPP
one. However, the problem in [18] is essentially different from the one here, since the model
there has only one density and discontinuous diffusion coefficients. Moreover, the speed of
propagation of the limiting problem is not related to the speed crf of (1.6), as it is the case
in Theorem 1.2, where the singular rescaling is performed on µ instead.
As already commented above, the limitation in the spatial dimension that arises in
Theorems 1.1 and 1.3 is due to the singularity at 0 of the modified Bessel functions of
second kind Kτ , that we use because the domain has axial symmetry with an unbounded
component. This was not the case in [22], where a Fisher-KPP reaction inside a cylinder
in RN , with a different diffusion on the boundary has been studied. In such work, since the
section of the domain was bounded, it was not necessary to use the functions Kτ , and a
precise asymptotics speed of propatagion has been determined for all N ≥ 2. We believe
that the limitation here is only technical and that it can be overcome by constructing other
supersolutions which allow to continue the curves in Sections 3.2 and 4.2, in the spirit of
the proof of Proposition 2.7, or, alternatively, by using completely different approaches.
The first mortality condition in the context of road-field models has been introduced
in [23], where a system like (1.6), with g(u) ≡ 0 and the field consisting in the strip
R × (0, R) has been studied, obtaining a necessary and sufficient condition for invasion to
occur. However, differently from (1.16) and [9], the mortality condition in [23] was not
modeled through the reaction term, but through the boundary condition v = 0 at x2 = R.
Finally, we mention other works that treat systems of reaction-diffusion equations posed
in a domain and on its boundary, in the vein of road-field models, but with a bounded
domain: [19] is focused on the phenomenon of the formation of Turing patterns in the interior
and/or on the boundary of the domain, while [13] considers a nonlinear coupling between
the domain and its boundary, and proves the exponential convergence of the solution to the
equilibrium.
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Structure of the paper. The paper is distributed as follows: in Section 2 we study
(1.15), i.e., the case of two adjacent half-spaces with Fisher-KPP nonlinearities in both of
them; in Section 3 we pass to our main problem (1.1), i.e., we consider the same type of
nonlinearities in a cylinder and its complement. Later, in Section 4, we treat the mortality
case for v in both configurations of the domain. Finally, in Appendix A, we recall some
facts on Bessel functions that arise in the study of the cylindrical case, and we prove some
results related to them which are of independent interest.
2 Two adjacent half-spaces with Fisher-KPP nonlinearities
For the sake of clearness in the exposition, we start by studying system (1.15) with g
and f both of Fisher-KPP, i.e. satisfying (1.2) and (1.4), respectively. Indeed, for such
a problem we will not need to introduce the Bessel functions which, on the contrary will
appear in the treatment of the cylindrical domain. Moreover, the construction itself of the
asymptotic speed of propagation for problem (1.15) will be necessary later to prove some
of the qualitative properties of the one of (1.1).
In the first part of the section we study the long-time behavior of the solutions of such
a system, while in the second part we determine the asymptotic speed of propagation, and
we prove some of its properties.
2.1 Long-time behavior for system (1.15)
In order to determine the asymptotic of the solutions as t→ +∞, we will use some compar-
ison results, which can be shown to hold true with the same techniques of [6, Proposition
3.2], to prove the existence, uniqueness and some symmetries of positive steady states, i.e.
solutions of (1.15) which do not depend on t. We start with the following result.
Proposition 2.1. Assume (1.2) and (1.4). Then, for every continuous, bounded and non-
negative (u0, v0), there exist two positive bounded stationary solutions (Ui, Vi) of (1.15),
i ∈ {1, 2}, which depend only on xN and such that the solution of (1.15) starting from
(u0, v0) satisfies
(U1, V1) ≤ lim inf
t→+∞ (u, v) ≤ lim supt→+∞ (u, v) ≤ (U2, V2) (2.1)
locally uniformly in each domain.
Proof. If we set
u := max
ß
1, ‖u0‖∞, ν
µ
S,
ν
µ
‖v0‖∞
™
, v :=
µ
ν
u, (2.2)
(u, v) is a (positive) stationary supersolution of (1.15). Thanks to the parabolic strong
comparison principle, the solution of (1.15) starting from (u, v) is decreasing in time, and -
being positive, thus bounded - it converges to a stationary state (U2, V2). Moreover, since
(u, v) lies above (u0, v0), the solution of (1.15) with (u0, v0) as an initial datum maintains
the same order for all t > 0. Taking the lim sup as t → +∞, the last inequality in (2.1)
is therefore proved. Fix now any i ∈ {1, . . . , N − 1}; as the initial datum (u, v) does not
depend on xi, the same property holds true for the unique solution of (1.15), thanks to the
invariance of the problem by translations with respect to xi. Ultimately, the limit (U2, V2)
inherits the same symmetries.
In order to find the other steady state, we perform quite a classical construction of a
stationary subsolution with compact support. To this end, consider the eigenvalue problem® −∆φ = λφ in BL := B((0, . . . , 0,−(L+ 1)), L)
φ = 0 on ∂BL,
(2.3)
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where B((0, . . . , 0,−(L+1)), L) denotes the ball of radius L > 0 and center (0, . . . , 0,−(L+
1)) ∈ {xN < 0}. It is well known that (2.3) admits a smallest eigenvalue λ = λ1(L),
which is positive and to which a positive eigenfunction φ1, that will be normalized so that
maxBL φ1 = 1, is associated. Moreover λ1(L)→ 0 as L→ +∞, thus, if we take a sufficiently
large L so that λ1(L) <
g′(0)
D , there exists ε0 > 0 such that, by setting
u :=
®
φ1(x) for x ∈ BL
0 for x ∈ {xN < 0} \BL,
ε(u, 0) is a strict non-negative stationary subsolution of (1.15) for all ε ∈ (0, ε0). Reasoning
as above, we have that the solution of (1.15) starting from ε(u, 0) converges, now strictly
increasing, towards a positive steady state (U1, V1). Moreover, up to reducing ε0 if necessary,
we can assume that ε(u, 0) lies strictly below the solution (u, v) evaluated at t = 1. The
comparison principle thus ensures that the order is preserved, and, by taking the lim inf as
t→ +∞, we obtain the first inequality in (2.1).
To conclude, we need to prove that (U1, V1) is xi-independent for every i ∈ {1, . . . , N−1}.
Since the domain and the system are invariant by rotations around the axis {x1 = . . . =
xN−1 = 0}, it is sufficient to prove the invariance with respect to x1. As ε(u, 0) has compact
support and the solution starting from it is increasing in time, we have that it lies strictly
below (U1, V1). Thus, that there exists h0 > 0, h0 ∼ 0, such that ε(u(x1−h, x2, . . . , xN ), 0),
which is still a subsolution of (1.15) by the invariance of the problem by translations in x1,
lies below (U1(x1, . . . , xN ), V1(x1, . . . , xN )) for all h ∈ (−h0, h0). From the uniqueness of
the Cauchy problem associated to (1.15), we obtain that the solution of the system, with
the translated subsolution as initial datum, converges to the corresponding translation of
(U1, V1). Thus, by comparison, (U1, V1) is smaller than small translations in the x1 direction
of itself, which proves that it does not depend on x1.
Thanks to the previous result, we are lead to consider bounded steady states which
depend only on xN , for which we obtain the following proposition.
Proposition 2.2. Assume (1.2) and (1.4). Then, there exists a unique positive, bounded
steady state of problem (1.15) that does not depend on x1, . . . , xN−1. Such a steady state
will be denoted by (U, V ).
Proof. The existence part has been proved in Proposition 2.1, thus we focus on uniqueness.
Using the symmetries of the steady states that we are considering, (1.15) reduces to the
following system of ordinary differential equations
−DU ′′(y) = g(U(y)) in {y < 0}
−dV ′′(y) = f(V (y)) in {y > 0}
DU ′(0) = νV (0)− µU(0)
−d V ′(0) = µU(0)− νV (0),
(2.4)
for which we will show that there exists at most one bounded positive solution. Thanks to
the assumptions on f and g, the origin is a center in the phase planes associated to each of
the differential equations, thus any positive bounded solution must satisfy
U(−∞) = 1, U ′(−∞) = 0, V (+∞) = S, V ′(+∞) = 0.
We will now prove that one of the following mutually exclusive possibility occurs in the
whole domain of definition of the functions:
• U and V are both decreasing, 0 < U < 1 and V > S,
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• U and V are both constant, U = 1 and V = S,
• U and V are both increasing, U > 1 and 0 < V < S.
Indeed, we distinguish three cases according to the value of U(0): 0 < U(0) < 1, U(0) = 1,
or U(0) > 1. In the former one, if by contradiction there exists y0 < 0 for which U(y0) ≥ 1,
then, since U(−∞) = 1, U will have a maximum value equal to or greater than 1. Such a
maximum cannot be equal to 1, because, at any maximum point yM , U
′(yM ) = 0, and the
uniqueness of the Cauchy problem associated to the differential equation for U will imply
U ≡ 1, against our assumption on U(0). If the maximum was greater than 1, then, at any
maximum point,
0 ≥ DU ′′(yM ) = −g(U(yM )) > 0,
again a contradiction. Once we know that 0 < U < 1 for every y < 0, the sign of g entails
that g is concave and, since U ′(−∞) = 0, U is decreasing.
The third and fourth equations of (2.4) give that dV ′(0) = DU ′(0) < 0, thus, for V not
to vanish somewhere, the sign of f forces V (0) > S and, by reasoning as we have done for
U , it follows that V > 1 everywhere, and that it is decreasing.
Analogously, it is possible to show that if U(0) = 1 (respectively U(0) > 1) the second
(respectively the third) possibility occurs.
To conclude the proof, we show that in any of the three cases, system (2.4) admits at
most one solution. Let us start with the first case: by multiplying the differential equations
of (2.4) by U ′ and V ′ respectively and then integrating, we obtain that the quantities
1
2
U ′2(y) +
1
D
∫ U(y)
U(0)
g(s) ds and
1
2
V ′2(y) +
1
d
∫ V (y)
V (0)
f(s) ds (2.5)
are constant for every y and, evaluating them at the extrema of their respective domains,
we get the following identities∫ 1
U(0)
g(s) ds =
D
2
U ′(0)2,
∫ S
V (0)
f(s) ds =
d
2
V ′(0)2. (2.6)
The left-hand side of the first equation is decreasing with respect to U(0), thus so is U ′(0)2
and, as ®
d V ′(0) = DU ′(0)
νV (0) = µU(0) + dV ′(0) = µU(0) +DU ′(0), (2.7)
V ′(0)2 is decreasing. Since V ′(0) is negative, it is an increasing function of U(0), and the
second relation of (2.7) gives that V (0) also increases with U(0). Finally, we observe that∫ S
V (0) f(s) ds =
∫ V (0)
S (−f(s)) ds, thus these integrals are increasing with respect to U(0).
These considerations entail that the second relation in (2.6) has at most one solution as
U(0) varies in (0, 1).
In the second case it is easy to see that, since 1 and S are the unique positive zeros of
g and f respectively, the unique solution of (2.4) is (U, V ) ≡ (1, S).
Finally, the third case can be treated as the first one, by interchanging the roles of U
and V and showing that the first relation in (2.6) has at most one solution as V (0) varies
in (0, S).
By combining the two previous results, we get the following long-time behavior for
system (1.15).
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Theorem 2.3. Assume (1.2) and (1.4). Then, for every continuous, bounded and non-
negative (u0, v0), the solution of (1.15) starting from (u0, v0) satisfies
lim
t→+∞(u, v) = (U, V )
locally uniformly in each domain, where (U, V ) is the steady state given by Proposition 2.2.
2.2 Asymptotic speed of propagation for (1.15)
In this section we construct super- and subsolutions to (1.15) moving with certain speeds
that will provide us with upper and lower bounds, respectively, for the asymptotic speed
of propagation for problem (1.15) in the xi direction, i ∈ {1, . . . , N − 1}. Thanks to the
symmetry of the problem under rotations around the axis {x1 = . . . = xN−1 = 0}, it will
suffice to consider the positive x1 direction; accordingly, we will detail all the constructions
in such a case.
In order to obtain supersolutions, we consider the linearization of (1.15) around (0, 0),
which reads 
ut −D∆u = g′(0)u in {xN < 0} × R+
vt − d∆v = f ′(0)v in {xN > 0} × R+
D∂nu = νv − µu on {xN = 0} × R+
−d ∂nv = µu− νv on {xN = 0} × R+,
(2.8)
and we look for the values of c for which such a system admits (super)solutions of the
following type
(u, v) = e∓α(x1∓ct)
Å
1,
µ
ν
ã
, (2.9)
where α is a positive constant to be determined. Indeed, thanks to the Fisher-KPP hypoth-
esis (1.2) and (1.4), (super)solutions of (2.8) provide us with supersolutions of the nonlinear
problem (1.15). The result is the following.
Proposition 2.4. Let c∗∞ the quantity defined in (1.11). Then, problem (2.8) admits
supersolutions of the form (2.9) for every c ≥ c∗∞.
Proof. Observe that the functions of the form (2.9) satisfy the third and the fourth equations
in (2.8). Thus, by plugging (2.9) into the system, we have that such a guess is a supersolution
if and only if ®
Dα2 − cα+ g′(0) ≤ 0
dα2 − cα+ f ′(0) ≤ 0.
This shows that we have to look, according to the different values of D, d, g′(0), f ′(0), for
the values of c > 0 for which the parabolas
ΣD(c) := {Dα2 − cα+ g′(0) = 0}, Σd(c) := {dα2 − cα+ f ′(0) = 0},
have real roots and the regions on the positive α axis lying between such roots intersect.
The roots are given, respectively, by
r±D(c) :=
c±
»
c2 − c2g
2D
, r±d (c) :=
c±
»
c2 − c2f
2d
, (2.10)
thus we observe that, for them to be real, necessarily c ≥ max{cf , cg}. In addition, the
graphs of the parabolas decrease in the region {α > 0} as c increases. After these prelimi-
nary observations, we distinguish several cases and subcases.
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Case 1 (cf < cg). In this case, for c = cf , the parabola Σd(c) intersects the axis {α > 0}
but ΣD(c) does not, and the same configuration persists until c = cg, when the parabola
ΣD touches the axis for the first time. We distinguish three cases according to the relative
position of Σd(c) and ΣD(c) for c = cg:
(i) if r−d (cg) ≤ r±D(cg) = cg2D ≤ r+d (cg), which can be equivalently written as
cg
∣∣∣∣ 12D − 12d
∣∣∣∣ ≤
»
c2g − c2f
2d
,
and it is easy to see that such a relation holds true if and only if the second condition
in (1.11) is satisfied, then the monotonicity of the parabolas with respect to c entails
that the regions under consideration intersect for every c ≥ cg;
(ii) if r±D(cg) > r
+
d (cg), there is are no intersections on the axis for c = cg and, in order to
get them, c has to be increased up to the value such that r−D(c) = r
+
d (c), which equals
ca;
(iii) similarly, if r±D(cg) < r
+
d (cg), we have intersections for every c starting from the value
satisfying r+D(c) = r
−
d (c), which is again ca.
Case 2 (cf = cg). In this case, the parabolas Σd(c) and ΣD(c) touch the axis at the
same time for c = cf = cg and we have to distinguish three cases according to the relative
position of such double roots:
(i) if r±d (cg) = r
±
D(cg), which is equivalent to d = D and f
′(0) = g′(0), we have that Σd(c)
and ΣD(c) coincide for every c, thus intersection occurs for every c ≥ cf = cg;
(ii) if r±d (cg) > r
±
D(cg), which holds true if and only if d < D (and, as a consequence
f ′(0) > g′(0)), we have intersection starting from the value of c for which r−d (c) =
r+D(c), which coincides again with ca;
(iii) if r±d (cg) < r
±
D(cg), then the smallest value of c for having the desired intersections is
the one for which r+d (c) = r
−
D(c), again ca.
Case 3 (cf > cg). This case can be handled by reasoning as in case 1, by interchanging
the roles of the parameters in the upper and the lower half-planes, which explains also the
emergence of the condition in the first line of (1.11), which is obtained from the condition
in the second line by replacing d with D, f ′(0) with g′(0), and vice versa.
We now pass to the construction of compactly supported stationary subsolutions for
the following auxiliary problem, which has an additional transport term cux1 , for speeds
c < c∗∞, c ∼ c∗∞: 
ut −D∆u+ cux1 = g(u) in {xN < 0} × R+
vt − d∆v + cvx1 = f(v) in {xN > 0} × R+
D∂nu = νv − µu on {xN = 0} × R+
−d ∂nv = µu− νv on {xN = 0} × R+.
(2.11)
As a first result, we obtain that arbitrarily small subsolutions of the desired type exist for
all 0 < c < cg.
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Proposition 2.5. For every 0 < c < cg, there exist ε0 = ε0(c) > 0 and L = L(c) > 0 such
that, for every 0 < ε < ε0, problem (2.11) admits a compactly supported subsolution of the
form ε(u, 0), where
u :=
{
e
c
2D
x1ψD(x) in BL
0 otherwise,
BL = B((0, . . . , 0,−(L+ 1)), L), and ψD is the positive solution of the following eigenvalue
problem 
−D∆ψ = λ1(L)ψ in BL
ψ = 0 on ∂BL
maxBL ψ = 1.
Proof. Fix c ∈ (0, cg) and take θ = θ(c) > 0 so that
g′(0)− c
2
4D
− θ > 0. (2.12)
Since λ1 decreases in L and converges to +∞ as L→ 0 and to 0 as L→ +∞, there exists
a unique value of L for which λ1 equals the quantity in (2.12). For such an L, u satisfies
the linear equation −D∆u + cux1 = (g′(0) − θ)u in BL, thus thanks to the Fisher-KPP
hypothesis (1.2), for ε small enough, εu is a subsolution of the first equation in (2.11). It
is then immediate to see that ε(u, 0) is a subsolution of the whole system.
By reasoning analogously in the upper half-space, we immediately obtain the following
result.
Proposition 2.6. For every 0 < c < cf , there exist ε0 = ε0(c) > 0 and L = L(c) > 0 such
that, for every 0 < ε < ε0, problem (2.11) admits a compactly supported subsolution of the
form ε(0, v), where
v :=
{
e
c
2d
x1ψd(x) in BL
0 otherwise,
BL = B((0, . . . , 0, (L + 1)), L), and ψd is the positive solution of the following eigenvalue
problem 
−d∆ψ = λ1(L)ψ in BL
ψ = 0 on ∂BL
maxBL ψ = 1.
The last result is the construction of arbitrarily small, compactly supported, stationary
subsolutions of (2.11) for c < c∗∞, c ∼ c∗∞, when the quantity c∗∞ defined in (1.11) is given
by ca.
Proposition 2.7. Assume
D
d
> 2− g
′(0)
f ′(0)
and
d
D
> 2− f
′(0)
g′(0)
. (2.13)
Then, for c < c∗∞ = ca, c ∼ c∗∞, there exist arbitrarily small, non-negative, compactly
supported, stationary subsolutions of (2.11).
Proof. Since the proof is quite long and requires many constructions, we divide it in several
steps: in Step 1 we consider a penalized truncated version of the linearizion of (2.11)
around (0, 0), and we introduce and study some auxiliary curves associated to it; in Step 2
we define, using the curves of Step 1, an approximate speed of propagation c∗L and construct
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compactly supported subsolutions for c < c∗L, c ∼ c∗L; finally, in Step 3, we show that, as
L→ +∞, c∗L converges to ca. This, together with Step 2, will imply, by taking a sufficiently
large L, the existence of the desired subsolutions for c smaller and arbitrarily close to ca.
Step 1. We first look for stationary solutions of a penalized version of the linearizion
of (2.11) around (0, 0), i.e. solutions of (2.11) with additional transport in the x1 direction
and g(u) and f(v) respectively replaced by (g′(0)− θ)u and (f ′(0)− θ)v, θ ∼ 0.
In addition, since we will look for compactly supported subsolutions, we require u and
v to vanish at points {(x2, . . . , xN ) : ‖(x2, . . . , xN−1)‖ = L, |xN | = L}, where L is a large
number to be fixed later, as explained at the beginning of this proof, and the condition on
the euclidean norm ‖(x2, . . . , xN−1)‖ has to be taken into account only if N ≥ 3. In analogy
with the guess (2.9), we seek solutions having an exponential profile in the x1 variable, while
the vanishing condition leads us to consider three types of profile in the variable xN :
(ui, vi) = e
αx1ψ(x2, . . . , xN−1) (φu,i(xN ), γφv,i(xN )) , i ∈ {1, 2, 3}, (2.14)
where α and γ are positive constants, ψ (which is present only if N ≥ 3) is the positive
eigenfunction of problem® −∆ψ = λ2(L)ψ in B := BN−2(0, L)
ψ = 0 on ∂B,
normalized so that ψ(0) = 1, BN−2(0, L) is the ball of radius L centered at the origin of
RN−2, and
(φu,1, φv,1) = (sin(β(xN + L)), sin(δ(L− xN ))), with β, δ ∈
(
0, piL
)
,
(φu,2, φv,2) = (sin(β(xN + L)), sinh(δ(L− xN ))), with β ∈
(
0, piL
)
, δ > 0,
(φu,3, φv,3) = (sinh(β(xN + L)), sin(δ(L− xN ))), with δ ∈
(
0, piL
)
, β > 0.
By plugging (2.14) for i = 1 into the penalized version of (2.8), we obtain the following
system for the unknowns α, β, γ, δ:
cα−Dα2 +Dλ2(L) +Dβ2 = g′(0)− θ
cα− dα2 + dλ2(L) + dδ2 = f ′(0)− θ
Dβ cos(βL) = νγ sin(δL)− µ sin(βL)
dγδ cos(δL) = µ sin(βL)− νγ sin(δL).
(2.15)
From the last equation of (2.15) we find
γ =
µ sin(βL)
ν sin(δL) + dδ cos(δL)
,
and, in order γ to be positive, we take 0 < δ < δ, where δ ∈ ( pi2L , piL) is the first value of
δ for which the denominator vanishes. Then, we substitute such a value of γ in the third
equation of (2.15), obtaining
χu,1(β) := Dβ cot(βL) =
−µdδ cos(δL)
ν sin(δL) + dδ cos(δL)
=: χv,1(δ). (2.16)
The function χu,1 is analytic and decreasing in
(
0, piL
)
, positive in
(
0, pi2L
)
, negative in
( pi
2L ,
pi
L
)
and satisfies
lim
β↓0
χu,1(β) =
D
L
, lim
β↓0
χ′u,1(β) = 0, lim
β↑ pi
L
χu,1(β) = −∞. (2.17)
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On the other hand, χv,1 is analytic and increasing in
Ä
0, δ
ä
, negative in
(
0, pi2L
)
, positive in( pi
2L ,
pi
L
)
and satisfies
lim
δ↓0
χ′v,1(δ) = 0, lim
δ↑δ
χv,1(δ) = +∞.
After all the considerations, if we denote by β ∈ ( pi2L , piL) and δ ∈ Ä pi2L , δä the unique values
of β and δ satisfying, respectively, χu,1(β) = limδ↓0 χv,1(δ) and χv,1(δ) = limβ↓0 χu,1(β), the
implicit function theorem gives the existence of a 1-1 function δ1(β) : (0, β) → (0, δ) such
that relation (2.16) holds true if and only if δ = δ1(β). Such a function is analytic in (0, β),
decreasing and satisfies limβ↓0 δ′1(0) = 0.
In a similar way, if we pass to the case i = 2, we obtain the system
cα−Dα2 +Dλ2(L) +Dβ2 = g′(0)− θ
cα− dα2 + dλ2(L)− dδ2 = f ′(0)− θ
Dβ cos(βL) = νγ sinh(δL)− µ sin(βL)
dγδ cosh(δL) = µ sin(βL)− νγ sinh(δL),
(2.18)
whose the last equation gives
γ =
µ sin(βL)
ν sinh(δL) + dδ cosh(δL)
,
and no restriction on δ is necessary now. By substituting such an expression into the third
equation, we obtain
χu,2(β) := Dβ cot(βL) =
−µdδ cosh(δL)
ν sinh(δL) + dδ cosh(δL)
=: χv,2(δ). (2.19)
The function χu,1 coincides with χu,2, while χv,2 is analytic, negative, decreasing and sat-
isfies
lim
δ↓0
χv,2(δ) = lim
δ↓0
χv,1(δ) > lim
δ→+∞
χv,2(δ) > −∞, lim
δ↓0
χ′v,2(δ) = 0.
Thus, if β is as above, and we denote by β ∈
Ä
β, piL
ä
the unique value of β such that
χu,2(β) = limδ→+∞ χv,2(δ), there exists a 1-1 analytic function δ2(β) : (β, β) → (0,+∞)
such that relation (2.19) holds true if and only if δ = δ2(β). Such a function is increasing
and satisfies limβ↑β δ
′
2(β) = +∞.
Finally, for i = 3, the system obtained by plugging (2.14) into the linearization reads
cα−Dα2 +Dλ2(L)−Dβ2 = g′(0)− θ
cα− dα2 + dλ2(L) + dδ2 = f ′(0)− θ
Dβ cosh(βL) = νγ sin(δL)− µ sinh(βL)
dγδ cos(δL) = µ sinh(βL)− νγ sin(δL),
(2.20)
whose last equation gives
γ =
µ sinh(βL)
ν sin(δL) + dδ cos(δL)
,
which is positive for 0 < δ < δ, and, once substituted in the the third equation, yields to
χu,3(β) := Dβ coth(βL) =
−µdδ cos(δL)
ν sin(δL) + dδ cos(δL)
=: χv,3(δ). (2.21)
The function χv,3 coincides with χv,1, while χu,3 is analytic, positive and increasing in
(0,+∞), and it satisfies
lim
β↓0
χu,3(β) =
D
L
, lim
β↓0
χ′u,3(β) = 0, lim
β→+∞
χu,3(β) = +∞. (2.22)
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Thus, recalling that we have set δ ∈
Ä
pi
2L , δ
ä
to be the value satisfying χv,3(δ) =
D
L =
limβ↓0 χu,3(β), there exists a 1-1 increasing analytic function δ3(β) : (0,+∞) → (δ, δ)
such that relation (2.21) holds true if and only if δ = δ3(β). In addition, δ3 satisfies
limβ↓0 δ′3(0) = 0.
Now we glue the functions defined above as follows
d(β) :=

δ21(β) for β ∈ (0, β),
−δ22(β) for β ∈ (β, β),
δ23(−β) for β ∈ (−∞, 0),
(2.23)
and we claim that d ∈ C1(−∞, β) and that it is analytic in (0, β). For the latter point,
since we already know the analyticity of δ1 and δ2 in their respective domains, it remains
to check it at the gluing point. To this end, consider the extended function δ1 : (0, β)→ C
obtained by applying the complex version of the implicit function theorem to relation (2.16).
As cosh(ix) = cos(x) and sinh(ix) = i sin(x) for every x ∈ C, by comparing (2.16) and
(2.19), the uniqueness given by the implicit function theorem entails that, for β ∈ (β, β),
δ2(β) = iδ1(β). Thus δ
2
2(β) = −δ21(β), and we obtain that, by construction, d(β) is analytic
at β = β. Passing to the continuity and differentiability in 0, such a property follows from
the definition of δ1 and δ3, together with the first two relations in (2.17) and (2.22).
With this definition of d(β) and recalling the monotonicities of the functions δi discussed
above, we have that d(β) is decreasing and bounded from above. Thus, if we set
c := inf{c > 0 : ∃!β ∈ (−∞, β) s.t. c2 = 4d
Ä
f ′(0)− θ − dλ2(L)− dd(β)
ä
}, (2.24)
for every c > c we have that the second equation of each of the systems (2.15), (2.18) and
(2.20) can be solved for α as a function of β as follows
α±d (c, β, L) :=
c±
»
c2 − 4d [f ′(0)− θ − dλ2(L)− dd(β)]
2d
, (2.25)
with β lying in the corresponding domain as in (2.23) and, additionally, β ∈ (−∞, β˘(c)),
where β˘(c) ∈ (−∞, β) is the unique value of β for which the argument of the square
root in (2.25) vanishes. Moreover, β 7→ α−d (c, β, L) is increasing in its domain, while
β 7→ α+d (c, β, L) is decreasing. Gluing together these curves gives a differentiable curve,
namely
Σd(c, L) :=
¶Ä
β, α±d (c, β, L)
ä
: β ∈
Ä
−∞, β˘(c)
ä©
.
Turning now to the first equation of systems (2.15), (2.18) and (2.20), we can handle
all of them together by setting, when the quantities appearing are defined,
α±D(c, β, L) :=

c±
√
c2−4D[g′(0)−θ−Dλ2(L)+Dβ2]
2D for β < 0
c±
√
c2−4D[g′(0)−θ−Dλ2(L)−Dβ2]
2d for β ≥ 0.
(2.26)
In order to study in detail the domain of definition of such a function, if 0 < c <
2
»
D [g′(0)− θ −Dλ2(L)], we denote by βˆ(c) the unique positive value of β such that
4D2β2 = 4D(g′(0) − θ −Dλ2(L)) − c2, while, if c ≥ 2
»
D(g′(0)− θ −Dλ2(L)), we define
βˆ(c), as the unique negative value of β such that 4D2β2 = c2−4D(g′(0)−θ−Dλ2(L)). With
this notation, α±D(c, β, L) is defined for β ≥ βˆ(c), and we consider in the upper half-plane
(β, α) the curve
ΣD(c, L) :=
¶
(β, α±D(c, β, L)) : β ≥ βˆ(c)
©
.
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The right part of ΣD, corresponding to the case β ≥ 0 in (2.26), consists of the branches
of an hyperbola, while the left one, corresponding to the case β < 0, consists, when it is
defined, of a half-circle with center
(
0, c2D
)
and radius
√
c2−4D[g′(0)−θ−Dλ2(L)]
2D . In addition,
it is easy to see that, even when ΣD is defined both for β < 0 and β ≥ 0, such a curve is
differentiable.
Step 2. We now analyze the behavior with respect to c of the curves that we have
introduced in the previous step. First of all, since δ3(β) ∈ (δ, δ) ⊂
( pi
2L ,
pi
L
)
, we can fix L
sufficiently large so that δ2(β) is arbitrarily close to 0 uniformly for β ∈ (−∞, 0) and, as
a consequence, so that the quantity c introduced in (2.24) is strictly positive. In such a
case, as c ↓ c, β˘(c)→ −∞, while βˆ(c)→ βˆ(c), entailing that Σd(c, L) and ΣD(c, L) do not
intersect for c > c, c ∼ c.
In addition, we observe that c 7→ α+d (c, β, L) is increasing, while c 7→ α−d (c, β, L) is
decreasing whenever α−d (c, β, L) > 0, which is the case that we consider, since we look for
positive α’s. The same monotonicities hold true for α±D.
Finally, as c→ +∞, βˆ(c)→ −∞, β˘(c)→ β, and the curves α−d and α−D converge to 0,
while α+d and α
+
D to +∞, always in their domain of definition.
As a consequence, all these considerations and the differentiability of the curves Σd and
ΣD imply that there is a smallest value of c (greater than c), denoted by c
∗
L, for which such
curves intersect, being tangent.
By construction, the curves Σd(c, L) and ΣD(c, L) have no real intersections for c < c
∗
L,
c ∼ c∗L. Nonetheless, if the tangency point for c = c∗L, which will be denoted by (β∗L, α∗L),
satisfies β∗L 6= 0, i.e. it lies in the region in which the curves are analytic, by using Rouche´’s
theorem as in [22, Theorem A.1], it is possible to find complex intersections for c < c∗L,
c ∼ c∗L, giving rise to a complex (u, v). The real part of (u, v), which is still a solution of
the linearized system, oscillates in x1, but, by taking one positive bump, extending to (0, 0)
in the complement, and multiplying by a small positive constant, we obtain a nonnegative,
compactly supported subsolution of (1.15).
If β∗L = 0, instead, we can consider the curves only for β ≥ 0, extend them analytically
for β < 0, β ∼ 0 and apply now Rouche´’s theorem to such analytic continuation to get
compactly supported subsolutions of (1.15).
Step 3. We finally show that c∗L converges to ca as L→ +∞. For convenience we prove
it for θ = 0 and, since all the constructions performed here depend in a differentiable way
on θ, the same will hold true for θ ∼ 0.
To achieve our purpose, we need to study the behavior of ΣD(c, L) and Σd(c, L) as
L → +∞. As already shown, when L → +∞, δ2(β) → 0 uniformly for {β < 0}, and
λ(L) → 0. Recall that β → δ2(β) is increasing; thus, if c < cf and L is large, we have
c2 − 4d(f ′(0) − dλ2(L) − dδ2(β)) < 0 for all β < β, entailing that Σd(c, L) is not defined.
Thus, we consider c ≥ cf . In such a case, since c2−4d(f ′(0)−dλ2(L)−dδ2(β)) is positive for
β = 0 and L large, we have β˘(c) > 0. Moreover, β˘(c) < β < piL thus β˘(c)→ 0 as L→ +∞.
This, together with the monotonicity of β → δ2(β), shows that the curve Σd(c, L) converges
in the Hausdorff distance, for all c ≥ cf , to the following set
Σd(c,+∞) :=
¶Ä
β, r±d (c)
ä
: β < 0
©⋃¶
(0, α) : r−d (c) ≤ α ≤ r+d (c)
©
. (2.27)
The behavior of ΣD(c, L) is simpler, since, by continuity, it converges to the curve which
is just obtained by neglecting the term Dλ2(L) in (2.26) and, as a consequence, is of the
same type as ΣD(c, L).
Now we prove that c∗L < ca for sufficiently large L. Indeed, recall from Proposition 2.4
that ca > max{cf , cg}, and, as shown above, this implies β˘(ca) > 0 and βˆ(ca) < 0 for large L.
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Moreover, from the definition of ca (see again Proposition 2.4), we have r
+
d (ca) = r
−
D(ca) or
r−d (ca) = r
+
D(ca). Let us treat the first case, the other one being analogous. The expression
of the curves gives
α+d (ca, 0, L) > r
+
d (ca) = r
−
D(ca) > α
−
D(ca, 0, L),
and, since the left and the right quantities converge to the central ones for L → +∞, we
have that Σd(ca, L) lies inside the circle forming the left part of ΣD(ca, L) for β ∼ 0, while
it lies outside for very negative β, entailing that the curves intersect and, by definition,
c∗L < ca.
In order to conclude and prove the desired limit, we distinguish three cases, as we did
in the proof of Proposition 2.4, according to the relative position of cf and cg.
If cf < cg, then, for c = cg, ΣD(c, L) converges, as L→ +∞, to the degenerate hyperbola
{(β, cg2D±β), β ≥ 0}, which, thanks to the assumption (2.13), does not intersect the limiting
curve (2.27). By continuity, the curves ΣD(cg, L) and Σd(cg, L) do not intersect for large
L, implying lim infL→+∞ c∗L > cg. If, by contradiction, lim infL→+∞ c
∗
L < ca, a similar
reasoning shows that the curves ΣD(c, L) and Σd(c, L) do not intersect for large L, against
the definition of c∗L.
The other cases can be handled similarly, thus we do not provide the details.
Once that we have constructed, on the one hand, supersolutions consisting in a fixed
profile that decays to 0 at infinity in the x1 direction, and moving with speed c ≥ c∗∞ and,
on the other hand, stationary subsolutions with compact support for the problem with
transport term with speed c < c∗∞, c ∼ c∗∞, again in the x1 direction, we are able to prove
that c∗∞ is the asymptotic speed of propagation for problem (1.15) in the direction x1. As
a consequence of the invariance of the problem by rotations around the axis {x1 = . . . =
xN−1 = 0}, we will immediately obtain that it gives the value of the asymptotic speed of
propagation in every direction xi, 1 ≤ i ≤ N − 1.
Theorem 2.8. Assume (1.2) and (1.4) and recall the quantity c∗∞ introduced in (1.11).
Then, for any i ∈ {1, . . . , N − 1} and every non-negative, continuous, bounded, compactly
supported initial datum (u0, v0), the solution (u, v) of (1.15) satisfies:
(i) for all c > c∗∞, limt→∞ sup|xi|≥ct(u, v) = (0, 0), uniformly in xj, for all j 6= i,
(ii) for all 0 < c < c∗∞, limt→∞ sup|xi|≤ct |(u, v)− (U, V )| = 0, locally uniformly in xj, for
all j 6= i, where (U, V ) is the unique steady state of problem (1.15) given by Proposition
2.3.
Proof. As remarked above, using the symmetry of the problem, we can assume without
loss of generality that i = 1. For part (i), we consider the supersolution (u, v) of the form
(2.9) with the “−”sign and c = c∗∞. If we multiply it by a positive constant k, we still
have a supersolution of the linearized problem (1.11), thus a supersolution of (1.15). As
a consequence, since the initial datum is bounded, k(u, v) lies, for large k, above (u0, v0).
Take now c > c∗∞ and x1 ≥ ct; the comparison principle gives
(u, v) ≤ ke−α(x1−c∗∞t)
Å
1,
µ
ν
ã
≤ ke−α(c−c∗∞)t
Å
1,
µ
ν
ã
→ (0, 0) as t→ +∞. (2.28)
The result for x1 ≤ −ct follows either by taking into account the symmetry of the problem
with respect to the change of variable x1 7→ −x1 or by taking the supersolution with the
“+”sign in (2.9).
The uniform convergence with respect to the variables xj , j 6= i, follows by observing
that we can take the supremum in each xj in (2.28) before passing to the limit in t.
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For part (ii), take c < c∗∞, c ∼ c∗∞ and consider
(u˜, v˜)(x1, . . . , xN , t) := (u, v)(x1 + ct, x2, . . . , xN , t).
In order to conclude by applying [7, Lemma 4.1] (see also [22, Lemma 4.4] for a proof of
it), it suffices to show that (u˜, v˜) converges to (U, V ) as t → +∞. First of all, we observe
that it solves (2.11) and has (u0, v0) as an initial datum. Thus, thanks to the strong
comparison principle, it is strictly positive at any positive time. As a consequence, at time
t = 1, we can place below such a solution the arbitrarily small stationary subsolutions of
(2.11) constructed either in Proposition 2.5 or in Proposition 2.6 or in Proposition 2.7.
By reasoning as in Proposition 2.1 and Proposition 2.2, we can prove that the solution of
the parabolic problem starting from the subsolution converges, locally uniformly, to (U, V ).
Therefore, the same occurs to (u˜, v˜), as we wanted.
We conclude this section with a diagram (see Figure 1) that summarizes the possible
values of c∗∞ according to the different ranges of the diffusion and reaction parameters
(D, d, g′(0), f ′(0)) appearing in the system, and we prove the following qualitative properties
of c∗∞.
0 1
D
d
1
0
g ' (0)
f ' (0)
Figure 1: The value of the asymptotic speed of propagation c∗∞ for problem (1.15), as
defined in (1.11): in red, below the line Dd = 2 − g
′(0)
f ′(0) , the region of the parameters for
which c∗∞ = cf and in blue, above the upper hyperbola
d
D = 2 − f
′(0)
g′(0) , which is obtained
from the previous line by interchanging the diffusion parameters and the derivatives at 0
of the reaction terms, the region where c∗∞ = cg. In between, the region (containing the
purple hyperbola Dd =
f ′(0)
g′(0) , corresponding to cf = cg) where c
∗∞ equals the anomalous
speed ca introduced in (1.12). The dotted regions correspond to the cases in which the last
inequality in (2.29) is strict.
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Proposition 2.9. The asymptotic speed of propagation c∗∞ of problem (1.15) satisfies the
following properties:
(i) the following inequalities hold true
max{cf , cg} ≤ c∗∞ ≤ 2
»
max{D, d}max{g′(0), f ′(0)}, (2.29)
and the last inequality it is strict if and only if either D > d and f ′(0) > g′(0), or
D < d and f ′(0) < g′(0);
(ii) the function c∗∞(d,D, f ′(0), g′(0)) is continuous;
(iii) the map D 7→ c∗∞(D) is non-decreasing;
(iv) limD→+∞
c∗∞(D)√
D
∈ (0,+∞).
Proof. (i) The first inequality follows immediately from the construction of c∗∞ performed
in Proposition 2.4.
Regarding the second one, up to interchanging the role of the two half-spaces, it will
suffice to treat the case D > d. The inequality is trivial if c∗∞ = cf , since in this case, as it
can be seen from Figure 1, necessarily f ′(0) > g′(0), thus
c∗∞ = cf < 2
»
Df ′(0) = 2
»
max{D, d}max{g′(0), f ′(0)}.
If c∗∞ = cg and g′(0) ≥ f ′(0), then
c∗∞ = cg = 2
»
Dg′(0) = 2
»
max{D, d}max{g′(0), f ′(0)},
thus equality holds true. Moreover, if c∗∞ = cg and g′(0) < f ′(0), then
c∗∞ = cg = 2
»
Dg′(0) < 2
»
Df ′(0) = 2
»
max{D, d}max{g′(0), f ′(0)},
as desired. Finally, when c∗∞ = ca, recalling the expression of ca (see (1.12)), our goal is to
show that |Df ′(0)− dg′(0)|»
(D − d)(f ′(0)− g′(0))
< 2
»
Df ′(0),
which is equivalent to
y2 − y(6x− 4x2) + 4x− 3x2 < 0, where we have set x := D
d
, y :=
g′(0)
f ′(0)
.
Direct computations show that, if x > 1 and 0 < y < 1, the region in the diagram satisfying
such a relation contains the one that we are considering, which is 2− x < y < x2x−1 .
By analyzing all the previously treated cases, we also immediately see when the inequal-
ity is strict or large, obtaining the desired result.
(ii) It is obvious that c∗∞ is continuous in the interior of the regions where it coincides
with cf , cg or ca, thus we only have to prove the continuity when we pass from one region
to the other. Direct computations show that relation ca > cg can be equivalently rewritten
as
(y(2x− 1)− x)2 > 0, where x := D
d
, y :=
g′(0)
f ′(0)
,
thus we see that, as y converges to the hyperbola x2x−1 , which is the one that separates
the two regimes, the value of ca converges to cg. (Incidentally, this also shows that indeed
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ca > cg in the region where c
∗∞ = ca). Similarly, ca > cf is equivalent to (y− (2− x))2 > 0,
thus ca converges to cf as y approaches the line 2− x.
(iii) Once that we know the continuity from the previous point, in order to obtain the
monotonicity of c∗∞(D) is suffices to prove the monotonicity in each region separately. Once
again, the result is direct when c∗∞ = cf or c∗∞ = cg. Let us focus on the case when c∗∞ = ca
for D > d and f ′(0) < g′(0) (the other case can be treated analogously): we have
c∗
′
∞(D) =
Ñ
Df ′(0)− dg′(0)»
(D − d)(f − g)
é′
=
Df ′(0)− 2df ′(0) + dg′(0)
2(D − d)3/2(f ′(0)− g′(0))1/2 ,
and the numerator in the last expression is positive, since we are in the region where
D
d > 2− g
′(0)
f ′(0) .
(iv) This property follows immediately by analyzing the expressions of cg and ca.
Remark 2.10. It is not possible to expect, in general, higher regularity than the one
stated in Proposition 2.9(ii), since, if we consider g′(0) = f ′(0), we observe that c∗∞(D) is
not differentiable at D = d, since it passes from being constant to take the value 2
»
Dg′(0).
3 Cylinder and its complement with Fisher-KPP nonlinear-
ities
We pass now to problem (1.1), i.e. we consider a cylinder with Fisher-KPP nonlinearities
both in the interior and its complement. For this geometry, it will be convenient to denote
x := x1 and y := (x2, . . . , xN ).
As in the previous section, we will first determine the long-time behavior for system
(1.1), while, in the second part, we characterize its asymptotic speed of propagation in the
x direction, as well as some qualitative properties of such a speed.
3.1 Long-time behavior for system (1.1)
The first result that we obtain is the counterpart of Proposition 2.1 for this new geometry.
Proposition 3.1. Assume (1.2) and (1.4). Then, for every continuous, bounded and non-
negative (u0, v0), there exist two positive bounded stationary solutions (Ui, Vi) of (1.1),
i ∈ {1, 2}, which are x-independent, invariant by rotations around the axis {y = 0}, and
such that the solution of (1.1) starting from (u0, v0) satisfies
(U1, V1) ≤ lim inf
t→+∞ (u, v) ≤ lim supt→+∞ (u, v) ≤ (U2, V2)
locally uniformly in each domain.
Proof. The same supersolution defined in (2.2) can be used here to show the existence
of (U2, V2) and its x-invariance as in the proof of Proposition 2.1. In addition, the axial
symmetry of the supersolution is inherited by the steady state.
As for the stationary subsolution that allows us to construct (U1, V1), we have to reason a
little differently, since now Ω has a bounded section. In this case, we consider the eigenvalue
problem ® −∆yφ = λφ in AL := A(R+ 1, L)
φ = 0 on ∂AL,
(3.1)
21
where ∆y denotes the Laplacian with respect to the y variables and A(R+1, L) the annulus
of points in RN−1 such that R + 1 < |y| < L. If λ1 = λ1(L) is the principal eigenvalue of
(3.1) and φ1 the associated positive eigenfunction, normalized so that maxAL φ1 = 1, we
fix α :=
√
f ′(0)
2d , and we take a sufficiently large L so that dα
2 + dλ1(L) < f
′(0), then there
exists ε0 > 0 such that, setting
v :=
®
cos(αx)φ1(y) for x ∈
(−pi
2α ,
pi
2α
)
, y ∈ AL
0 otherwise,
ε(0, v) is a strict non-negative stationary subsolution of (1.1) for all ε ∈ (0, ε0) which is,
in addition, axially symmetric. We then conclude the proof by reasoning as in Proposition
2.1.
The next question is the uniqueness of the steady state with the properties described
in the previous proposition. Numerical observations that we have performed show that,
without adding additional hypothesis on the nonlinearities, uniqueness does not hold in
general. For this reason we assume the strong KPP conditions (1.3) and (1.5). Moreover,
we provide a different proof than the one for the analogous result in Section 2, which is
based on PDE techniques and is inspired by [4].
Proposition 3.2. Assume (1.2), (1.3), (1.4) and (1.5). Then, there exists a unique posi-
tive, bounded and x-independent and axially symmetric steady state for problem (1.1), which
will be denoted by (U, V ).
Proof. The existence of a steady state with the properties of the statement follows from
Proposition 3.1. Let now (U, V ) be any such a steady state. As a first step, we prove that
inf
Ω
U > 0 and inf
RN\Ω
V > 0.
Since (U, V ) is positive and x-independent, it is excluded that it tends to 0 as x → ±∞.
Moreover, the strong positivity property excludes the existence of an interior point in which
either U or V vanish. In addition, the fact that neither of them approaches 0 at a point
(x0, y0) ∈ ∂Ω can be excluded using the Hopf boundary lemma. Indeed, if for example
U(x0, y0) = 0, then
0 > D∂nU(x0, y0) = νV (x0, y0) ≥ 0, (3.2)
a contradiction. The case V (x0, y0) = 0 can be excluded analogously. Finally, using the
rotational symmetry of (U, V ) and reasoning on its profile, it is possible to show as in
Proposition 2.2 that V (y) converges to S > 0 as |y| → +∞.
Assume now that there exist two steady states (Ui, Vi), i ∈ {1, 2}, with the above-
mentioned properties. Since (U1, V1) is positive and bounded, for γ = 0 we have γ(U2, V2) <
(U1, V1), while γ(U2, V2) > (U1, V1) for large γ. By continuity, if we set
γ∗ := sup {γ > 0 : γ(U2, V2) < (U1, V1)} ,
which is positive and finite, we have U1 − γ∗U2 ≥ 0, V1 − γ∗V2 ≥ 0, and
inf
Ω
U1 − γ∗U2 = 0 or inf
RN\Ω
V1 − γ∗V2 = 0. (3.3)
Let us show that γ∗ ≥ 1, which will entail that (U1, V1) ≥ (U2, V2). By exchanging the roles
of (U1, V1) and (U2, V2) and repeating the same argument, we conclude that the two steady
states coincide. Assume by contradiction γ∗ < 1 and consider the several possibilities given
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by (3.3). Suppose, for example, that U1 and γ
∗U2 touch in a point (x0, y0) ∈ Ω. Then,
the function ZU := U1 − γ∗U2 is non-negative, vanishes at (x0, y0) (thus has an interior
minimum), and, thanks to (1.3) and the contradiction hypothesis γ∗ < 1, it satisfies
−D∆ZU = g(U1)− γ∗g(U2) > g(U1)− g(γ∗U2) = g˜(z)ZU in Ω, (3.4)
where g˜(z) is the bounded function defined as g(U1(z))−g(γ
∗U2(z))
U1(z)−γ∗U2(z) if the denominator does
not vanish and, for example, as 1 otherwise. The strong positivity property thus implies
that ZU = 0 everywhere, which contradicts (3.4).
In the same way we exclude the possibility of a contact point between V1 and γ
∗V2 in
RN \ Ω, while the existence of a contact point between on ∂Ω can be excluded as in (3.2).
Finally, if there existed a sequence (yn)n∈N such that |yn| → ∞ and infn∈N(V1(yn) −
γ∗V2(yn)) = 0, then, thanks to elliptic estimates, the functions
Vn,1(y) := V1(y + yn), Vn,2(y) := V2(y + yn),
which are bounded and bounded away from 0, would respectively converge pointwise to
some bounded, non-negative functions V∞,1 and V∞,2, which are defined in RN , satisfy
−D∆V∞,i = f(V∞,i) for i ∈ {1, 2}, and such that ZV := V∞,1− γ∗V∞,2 is non-negative and
vanishes in 0. By reasoning as in (3.4), we exclude also this last possibility.
An immediate consequence of Propositions 3.1 and 3.2, we obtain the proof of the
invasion result in Theorem 1.1.
3.2 Construction of the asymptotic speed of propagation for (1.1)
The general scheme of construction of the asymptotic speed of propagation for problem
(1.1) is the same as in Section 2. Nonetheless, the different geometry entails some technical
changes in the study of the linearization of (1.1) around (0, 0), which we detail hereafter.
Indeed, due to the symmetry of the problem, we now look for positive axially symmetric
(super)solutions to such a system of the following type
(u, v) = e∓α(x∓ct)|y|−τ (Jτ (β|y|), γKτ (δ|y|)) , (3.5)
where Jτ is the Bessel function of first kind and Kτ the modified Bessel function of second
kind of order τ = N−32 (observe that τ is either integer or half-integer and τ ≥ −1/2), while
α, β, γ, δ are positive constants to be determined.
If we denote by jτ the first positive zero of Jτ , we will require βR < jτ , in order u to be
positive in Ω. Moreover, thanks to (A.3), u is well defined and regular in the whole domain.
On the other hand, Kτ (r) is positive and defined for all r > 0.
Since Jτ (resp. Kτ ) satisfies the Bessel equations (A.1) (resp. (A.10)), we have that
e±α(x∓ct)u (resp. e±α(x∓ct)v) is a positive solution of −∆yφ = β2φ in {|y| < R} (resp. of
∆yφ = δ
2φ in {|y| > R}).
In addition, taking into account the relations involving their derivatives given in (A.4)
and (A.13), we have that looking for positive solutions (respectively supersolutions) of the
form (3.5) of the linearized problem around (0, 0) is equivalent to find positive solutions of
the following system (respectively with the “ = ” sign replaced by “ ≥ ”) which involves
the parameters α, β, γ, δ:
cα−Dα2 +Dβ2 = g′(0)
cα− dα2 − dδ2 = f ′(0)
−DβJτ+1(βR) = νγKτ (δR)− µJτ (βR)
dγδKτ+1(δR) = µJτ (βR)− νγKτ (δR).
(3.6)
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From the third equation we obtain
γ =
µJτ (βR)−DβJτ+1(βR)
νKτ (δR)
, (3.7)
and, by plugging this expression in the fourth equation, we obtain
χv(δ) =: dδ
Kτ+1(δR)
Kτ (δR)
=
νDβJτ+1(βR)
µJτ (βR)−DβJτ+1(βR) := χu(β), (3.8)
which, by using the functions introduced in (A.6) and (A.15), can be equivalently rewritten
as
χv(δ) =
d
R
hv(δR) =
νDhu(βR)
µR−Dhu(βR) = χu(β). (3.9)
From the expression of χu(β) given in (3.8), if we denote by
β<
jτ
R
the first positive zero of the function β 7→ µJτ (βR)−DβJτ+1(βR), (3.10)
which is positive for β ∼ 0 and negative for β = jτ/R (see (A.2)), we have that γ in (3.7)
is positive, and χu(β) is positive and well defined for β ∈ [0, β).
Thanks to Lemma A.1, hu is increasing in (0, jτ ), while (A.7) gives that hu(0) = h
′
u(0) =
0. Collecting all these properties, we have
χu(0) = χ
′
u(0) = 0, χu(β) > 0 < χ
′
u(β) for β ∈ (0, β), lim
β↑β
χu(β) = +∞.
On the other hand, using (A.16) and (A.12), we obtain
lim
δ↓0
χv(δ) =
d
R
max{0, N − 3}, lim
δ↓0
χ′v(δ) =

d if N = 2, 4
+∞ if N = 3
0 otherwise.
(3.11)
Moreover, thanks to (A.15), we have that χv is increasing, while (A.11) gives
lim
δ↑+∞
χv(δ)
δ
= d.
Let us denote by β the unique value of β ∈ [0, β) such that limδ↓0 χv(δ) = χu(β). From the
first relation of (3.11), we have that
β = 0 for N = 2, 3, (3.12)
and, for N ≥ 4,
β > 0 satisfies hu(βR) =
µR
D
d(N − 3)
νR+ d(N − 3) . (3.13)
Thanks to all these properties and the implicit function theorem, there exists an analytic
function δ(β) : (β, β) → (0,+∞) which satisfies χv(δ(β)) = χu(β). By differentiating this
relation we obtain
χ′v(δ(β))δ
′(β) = χ′u(β), (3.14)
therefore δ(β) is increasing and, thanks to (3.11), satisfies
lim
β↓β
δ(β) = 0, lim
β↑β
δ(β) = +∞, lim
β↓β
δ′(β) =

0 if N = 2, 3
χ′u(β)
d > 0 if N = 4
+∞ if N ≥ 5.
(3.15)
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This analysis allows us to reduce the search for solutions (respectively, supersolutions)
of (3.6) to the search for solutions of the following system for the variables α, β and the
parameter c (respectively, the corresponding one with the “ ≥ ” signs)®
cα−Dα2 +Dβ2 = g′(0)
cα− dα2 − dδ2(β) = f ′(0). (3.16)
In the first quadrant of the (β, α) plane, the first equation describes an hyperbola ΣD(c)
that can be parameterized through the graphs
α±D(c, β) :=
c±
»
c2 − c2g + 4D2β2
2D
, (3.17)
which are defined for β ≥ βˆ(c), where
βˆ(c) := min{β ≥ 0 : c2 ≥ c2g − 4D2β2}. (3.18)
Observe that c 7→ βˆ(c) is continuous, non-increasing, and that
βˆ(c) =
 
g′(0)
D
for c = 0, βˆ(c) ∈
(
0,
 
g′(0)
D
)
for c ∈ (0, cg), βˆ(c) = 0 for c ≥ cg.
Note also that α−D
Å
c,
√
g′(0)
D
ã
= 0 for every c > 0.
The second equation of (3.16) represents, instead, a curve which will be denoted by
Σd(c) and can be parameterized through the positive functions
α±d (c, β) =
c±
»
c2 − c2f − 4d2δ2(β)
2d
. (3.19)
Thus, α±d (c, β) is not defined for c < cf , for c = cf it consists of the point
Ä
β, c2d
ä
, and, for
c > cf , if we set β˘(c) ∈ (β, β) to be the unique value of β such that c2 = c2f + 4d2δ2(β),
then α±d (c, β) is defined for β ≤ β ≤ β˘(c) and looks like a deformed arc of circle which is
symmetric about α = c2d .
By analyzing the behavior of these curves with respect to c, we have that, for i ∈ {d,D}
and within their domain of definition in the first quadrant of the (β, α) plane,
c 7→ α+i (c, β) increases to +∞, c 7→ α−i (c, β) decreases to 0. (3.20)
Finding solutions of (3.16) corresponds to find intersections between the curves ΣD(c)
and Σd(c) respectively, while finding supersolutions amounts to find intersections between
the region lying between the curves α±D, which will be denoted by SD(c), and the region
lying between α±d , which will be denoted by Sd(c).
Observe that a necessary condition for the existence of this kind of (super)solutions is
c to be not smaller than cf , in order Sd(c) to be non-empty. If the curve Σd(c) arises, for
c = cf , inside SD(c), which is equivalent to
α−D(cf , β) ≤
cf
2d
≤ α+D(cf , β), (3.21)
then supersolutions of the considered form will exist for all c ≥ cf and, in this case, we
set c∗ := cf . Otherwise, we define c∗ as the first value of c > cf for which ΣD(c) and
Σd(c) intersect. Observe that such a value of c exists by continuity and thanks to (3.20).
Moreover, (3.20) also guarantees that supersolutions to (3.16) will exist for every c ≥ c∗.
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Claim. If N ≤ 5 and c∗ > cf , then the curves ΣD(c∗) and Σd(c∗) are tangent.
Using the definition of c∗ and the regularity of the curves, the claim will follow if we show
that β∗ > β at any intersection point (β∗, α∗) between ΣD(c∗) and Σd(c∗).
Let us assume by contradiction that β∗ = β (we implicitly consider α±D(c
∗, β) to be
defined, otherwise no intersection can occur). By evaluating some of the derivatives of the
curves with respect to β at (c∗, β), we will show that c∗ is not the first value of c for which
the curves intersect, obtaining a contradiction.
We consider the following derivatives
∂β α
±
d (c, β) = ∓
2dδ(β)δ′(β)Ä
c2 − c2f − 4d2δ2(β)
ä1/2 , (3.22)
∂2ββ α
±
d (c, β) = ∓2d
(
δ′(β)2 + δ(β)δ′′(β)
) Ä
c2 − c2f
ä
− 4d2δ3(β)δ′′(β)Ä
c2 − c2f − 4d2δ2(β)
ä3/2 , (3.23)
∂β α
±
D(c, β) = ±
2DβÄ
c2 − c2g + 4D2β2
ä1/2 , (3.24)
∂2ββ α
±
D(c, β) = ±
2D
Ä
c2 − c2g
äÄ
c2 − c2g + 4D2β2
ä3/2 , (3.25)
and assume for example that α−d (c
∗, β) = α+D(c
∗, β) (the case α+d (c
∗, β) = α−D(c
∗, β) can be
treated analogously).
For N ∈ {2, 3}, i.e. when β = 0, (3.15), (3.22) and (3.24) give that ∂β α−d (c∗, 0) = 0 =
∂β α
+
D(c
∗, 0), thus we consider the second derivatives of such curves with respect to β. To
this end, we have to compute limβ↓0 δ′′(β): we invert (3.9), obtaining
δ(β) =
1
R
kv
Å
R
d
χu(β)
ã
,
where kv : (0,+∞) → (0,+∞) is the inverse function of hv introduced in (A.15), and
elementary differentiations give
δ′′(β) =
R
d2
k′′v
Å
R
d
χu(β)
ã
χ′2u (β) +
1
d
k′v
Å
R
d
χu(β)
ã
χ′′u(β), (3.26)
with
k′v(hv(r)) =
1
h′v(r)
, and k′′v (hv(r)) = −
h′′v(r)
h′v(r)3
. (3.27)
On the one hand, (A.7), entails χ′u(0) = 0 and χ′′u(0) ∈ (0,+∞); on the other hand,
for N = 2, (A.14) implies that kv(r) = r/d, while, for N = 3, (A.12) and (3.11) imply
limr↓0 k′v(r) = limr↓0 k′′v (r) = 0. Thus, (3.26) gives, in both cases, limβ↓0 δ′′(β) ∈ [0,+∞)
and, as a consequence, limβ↓0 δ(β)δ′′(β) = 0. From (3.23) and (3.25), we obtain
∂2ββα
−
d (c
∗, 0) = 0 <
2D»
c∗2 − c2g
= ∂2ββα
+
D(c
∗, 0),
thus, by continuity, α−d (c
∗, β) will lie below α+D(c
∗, β) for β ∼ 0. But α+d (c∗, β) lies, again
for β ∼ 0, above ΣD(c∗), and this means that c∗ is not the first value of c for which Σd(c)
and ΣD(c) intersect, which gives the desired contradiction.
For N = 4, we have β > 0 and (3.15) gives that limβ↓β δ(β)δ′(β) = 0. The same holds
true for N = 5 since, from (3.14), we have
χ′v(δ(β))
δ(β)
δ(β)δ′(β) = χ′u(β), (3.28)
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and, as β ↓ β, the right-hand side converges to χ′u(β) > 0, while the first factor on the
left-hand side converges to χ′′v(0), which, thanks to (A.12), equals +∞. Thus, for N = 4, 5,
(3.22) and (3.24) give
∂βα
−
d (c
∗, β) = 0 <
2Dβ»
c∗2 − c2g + 4D2β2
= ∂βα
+
D(c
∗, β),
and we obtain a contradiction by reasoning on the relative positions of the curves, as before.
To conclude, we observe that, for N ≥ 6, thanks again to (A.12), we have χ′′v(0) =
2dR
N−5 , thus, using (3.28), limβ↓β δ(β)δ
′(β) ∈ (0,+∞), and we cannot derive an immediate
contradiction as above, valid for general values of the parameters.
As done in Section 2, the next step is the construction of compactly supported, small,
stationary subsolutions of (2.11) for c < c∗, c ∼ c∗. The first result covers the case in which
c∗ = cf .
Proposition 3.3. For every 0 < c < cf , there exist ε0 = ε0(c) > 0 and L = L(c) > R + 1
such that, for 0 < ε < ε0, problem (2.11) admits a compactly supported subsolution of the
form ε(0, v), where
v :=
®
e
c
2d
x cos(αx)ψ(y) in (− pi2α , pi2α)×AL
0 otherwise,
AL := {y ∈ RN−1 : R+ 1 < |y| < L}, ψ is the positive solution of the following problem
−∆yψ = λ1(L)ψ in AL
ψ = 0 on ∂AL
maxAL ψ = 1,
and, once fixed a small enough θ > 0,
α =
√
1
d
Ç
f ′(0)− c
2
4d
− θ − dλ1(L)
å
.
Proof. The proof follows as the one of Proposition 2.5, once observed that v solves −d∆v+
cvx = (f
′(0)− θ)v and λ1(L)→ +∞ as L→ +∞.
As a second result, we construct arbitrarily small, compactly supported, stationary
subsolutions to (2.11) for c < c∗, c ∼ c∗, when c∗ > cf . The key point will be the Claim
proved in the construction of the supersolutions; for this reason the limitation N ≤ 5 arises.
Proposition 3.4. Assume N ≤ 5 and c∗ > cf . Then, for c < c∗, c ∼ c∗, there exists
arbitrarily small, non-negative, compactly supported, stationary subsolutions of (2.11).
Proof. As in Proposition 2.7, we look for solutions of a penalized version of the linearizion
(2.8), i.e. with g′(0) and f ′(0) respectively replaced by g′(0) − θ and f ′(0) − θ, θ ∼ 0.
In addition, we require v to vanish at |y| = L  R. Thus, in analogy with the previous
construction of this section, such solutions will be sought of the form
(u, v) = eαx|y|−τ
Ç
νJτ (β|y|)
µJτ (βR)−DβJτ+1(βR) ,
Kτ (δ|y|)Iτ (δL)− Iτ (δ|y|)Kτ (δL)
Kτ (δR)Iτ (δL)− Iτ (δR)Kτ (δL)
å
,
where I(r) is the modified Bessel function of first kind (see Appendix A). Observe that v is
positive for |y| < L, since the function r 7→ r−τ (Kτ (δr)Iτ (δL)−Iτ (δr)Kτ (δL)) is decreasing
thanks to (A.13) and (A.17), and vanishes for r = L.
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With similar computations as in the first part of this section, the search for such solutions
can be reduced to the search for intersections between the curve Σ˜D(c), which is obtained
by replacing g′(0) in ΣD(c) by g′(0)− θ, and the curve
Σ˜d(c, L) := {(β, α˜±d (c, β, L))},
where
α˜±d (c, β, L) :=
c±
√
c2 − c2f − 4d2δ˜2(β, L)
2d
,
and δ˜(β, L) is implicitly defined through
dδ˜
Kτ+1(δ˜R)Iτ (δ˜L) + Iτ+1(δ˜R)Kτ (δ˜L)
Kτ (δ˜R)Iτ (δ˜L)− Iτ (δ˜R)Kτ (δ˜L)
=
νDβJτ+1(βR)
µJτ (βR)−DβJτ+1(βR) .
Since Kτ (r)Iτ (r) → 0 as r → +∞, thanks to (A.11) and (A.18), it is easy to see that, as L→ +∞,
δ˜(·, L) converges, locally uniformly for β ∈ (β, β) to the δ(·) implicitly defined by (3.8).
As shown in the Claim above, the tangency point between ΣD(c
∗) and Σd(c∗) satisfies
β∗ > β, thus, by continuity, the curves Σ˜d(c, L) and Σ˜D(c) have no real intersections in a
neighborhood of (β∗, α∗), for sufficiently large L, small θ, and c < c∗, c ∼ c∗. Using Rouche´’s
theorem as in the proof of Proposition 2.7, it is possible to find complex intersections for
c < c∗, c ∼ c∗ and, consequently, to construct the desired subsolutions, again along the
same lines of the proof of Proposition 2.7.
With these elements, the proof of parts (i) and (ii) of Theorem 1.1, which assert that
c∗ is the asymptotic speed of propagation of (1.1) in the x direction, follows in the same
lines as the one of Theorem 2.8.
3.3 Properties of the asymptotic speed of propagation of (1.1)
The main goal of this section is to prove, among other results, the rest of Theorem 1.1
and Theorem 1.2, i.e. we will deal with the study the qualitative behavior of the speed
of propagation c∗ as several parameters appearing in (1.1) vary. For this reason, we will
explicitly point out the dependence of the quantities introduced in the previous section on
the parameters taken into consideration in each case. Moreover, unless differently specified,
we will consider 2 ≤ N ≤ 5, i.e. the values of the dimensions for which we have been able
to establish a precise geometrical characterization of c∗.
By construction, we know that c∗ ≥ cf . The first result of this section establishes for
which values of the parameters c∗ coincides with c∗f , i.e. when the cylinder has no effect
on the propagation. As an immediate consequence, we will obtain the complementary
result on then c∗ is strictly larger than cf , i.e. when the presence of diffusion and reac-
tion heterogeneities inside the cylinder enhance the global propagation with respect to the
homogeneous case.
Proposition 3.5. The asymptotic speed of propagation of problem (1.1) satisfies c∗ > cf
if and only if
D(f ′(0)− dβ2(D)) > d(2f ′(0)− g′(0)), (3.29)
where β(D) is the one given in (3.12)–(3.13). More precisely:
(i) if N = 2, 3, c∗(D) > cf if and only if
D
d
> 2− g
′(0)
f ′(0)
; (3.30)
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(ii) if N = 4, 5 and R
√
f ′(0)
d ≥ jτ , then there exists D ≥ 0 such that c∗(D) > cf if and
only if D > D. In particular, if 2f ′(0) ≤ g′(0), then D = 0, otherwise D > 0;
(iii) if N = 4, 5 and R
√
f ′(0)
d < jτ , then, by setting M := minD>0D(f
′(0) − dβ2(D)), we
have M ∈ (−∞, 0) and
(a) if 2f ′(0) − g′(0) < Md or 2f ′(0) − g′(0) ≥ 0 , then there exists D ≥ 0 such that
c∗(D) > cf if and only if D > D. In the former case, D = 0, while in the latter
D > 0;
(b) if Md ≤ 2f ′(0) − g′(0) < 0, then there exist 0 < D1 ≤ D2 < +∞ such that
c∗(D) = cf if and only if D ∈ [D1, D2].
Proof. As already pointed out in Section 3.2, c∗ = cf if and only if (3.21) holds true, which
can be easily shown to be equivalent to the complementary condition to (3.29). Part (i)
then follows directly by recalling from (3.12) that β(D) ≡ 0 if N = 2, 3. When N = 4, 5,
instead, we have to study the function β(D) > 0. From its definition in (3.13), we have
β(D) =
1
R
ku
Ç
µR
D
d(N − 3)
νR+ d(N − 3)
å
, (3.31)
where ku : (0,+∞) → (0, jτ ) is the inverse of the function hu introduced in (A.6). Thus,
β(D) is continuous, positive, decreasing, and satisfies
lim
D↓0
β(D) =
jτ
R
, lim
D→+∞
β(D) = 0. (3.32)
As a consequence, the function ζ(D) := D
Ä
f ′(0)− dβ2(D)
ä
converges to 0 as D ↓ 0 and
to +∞ as D → +∞. In addition, we now prove that ζ is convex. Indeed, from (3.31), we
have
ζ ′′(D) = −2d
Ä
2β(D)β′(D) +Dβ′2(D) +Dβ(D)β′′(D)
ä
= −2dµ
2A2
D3
Å
k′2u
Å
µRA
D
ã
+ ku
Å
µRA
D
ã
k
′′
u
Å
µRA
D
ãã
where we have set A := d(N−3)νR+d(N−3) ∈ (0, 1). Thus, thanks to the analogous relation of (3.27)
satisfied by ku, showing that ζ
′′(D) > 0 for D > 0 amounts to prove that rh
′′
u(r)−h′u(r)
h′3u (r)
> 0 for
r ∈ (0, jτ ), which holds true, since both the numerator and the denominator are positive,
the former by Proposition A.2 and the latter by Lemma A.1.
As a consequence, under the assumption of part (ii), ζ ′(0) = f ′(0) − d j2τ
R2
≥ 0, and the
existence and properties of D now follow immediately.
On the contrary, with the assumption of part (iii), ζ ′(0) < 0, and there exists D0 > 0
such that ζ(D), which still vanishes for D = 0, is negative for D < D0, positive for D > D0
and has a unique critical point which is a global minimum. With this analysis, the other
properties readily follow.
Remark 3.6. (i) From the previous proposition, (3.12) and (3.13), we immediately ob-
tain the proof of Theorem 1.1(iii) by setting C :=
Dβ2
f ′(0) .
(ii) Observe that condition (3.30) for c∗ to be greater than cf is the same found for c∗∞
(which in turn is the same found for the planar road-field problem (1.6), as already
remarked).
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(iii) Case (iii)(b), which occurs, for example, for R ∼ 0 and 2f ′(0) < g′(0) ≤ 2f ′(0) − Md
(observe that M does not depend on g′(0)), shows that the set of D’s for which
the speed of propagation is enhanced can be non-connected. This is a remarkable
difference with respect to both the other cases described by Proposition 3.5 and c∗∞
(compare, e.g., with Figure 1).
(iv) Another consequence of case (iii)(b) in Proposition 3.5 is that c∗(D) can be decreasing
in certain ranges of D, in contrast with c∗∞ and crf , which are non-decreasing in D, as
proved in Proposition 2.9(iii) and as it can be seen from the construction of crf given
in [7].
(v) By combining the construction of supersolutions of Section 3.2 and Proposition 3.3,
we can give a characterization of c∗ also for N ≥ 6; precisely we obtain that, if the
complementary condition of (3.29) holds true, which reads
D(f ′(0)− dβ2(D)) ≤ d(2f ′(0)− g′(0)), (3.33)
then c∗ = cf is the asymptotic speed of propagation of problem (1.1).
Despite the fact that we are not able to characterize precisely c∗ for N ≥ 6, Re-
mark 3.6(v) gives us a sufficient condition, with no restriction on the spatial dimension,
for Ω not to have any effect on the propagation. In the following result, we use such a
result to show that, fixing all the other parameters, c∗(N) = cf for N sufficiently large.
This can be interpreted by considering any cylinder with section BN−1(r), with r > R so
that it contains Ω, and observing that the ratio of the volumes of the sections is given by( r
R
)N−1, entailing that the volume that has to be filled by the solution of (1.1) grows to
+∞ as N → +∞, or, the other way around, the relative volume of Ω becomes negligible.
Proposition 3.7. The other parameter being fixed, there exists N0 ≥ 4 such that, for every
N ≥ N0, c∗(N) = cf .
Proof. Observe that the argument of ku in (3.31) converges to µR/D as N → +∞. In
addition, (A.9) implies that hu converges to 0 locally uniformly as N → +∞, thus its
inverse ku converges to +∞ locally uniformly. This, together with (3.31), shows that
β(N)→ +∞ as N → +∞, (3.34)
and Remark 3.6(v) allows us to conclude.
We pass now to the study of the asymptotic behavior of c∗ as D varies, proving parts
(iv) and (v) of Theorem 1.1.
Proof of Theorem 1.1(iv) and (v). (iv) Observe that, by Proposition 3.5, c∗(D) > cf . for
large D. First of all, we prove that c∗(D) is unbounded. Assume by contradiction that c∗(D)
is bounded for D → +∞. Then, for large D, c∗(D) < cg = 2
»
Dg′(0) and c
∗(D)
2D <
c∗(D)
2d .
These considerations entail that, for c = c∗(D), the curves α−d (c, β) and α
+
D(c, β) are tangent
at a point satisfying β > 0.
In order to get a contradiction we perform the change of variable β′ = β
√
D. In this
way, we have that the curve
α+D
Ç
c∗(D),
β′√
D
å
=
c∗(D) +
»
c∗2(D)− 4D(g′(0)− β′2)
2D
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is defined for β′ greater than or equal to a value βˆ′(c∗(D)) converging to
»
g′(0) as D → +∞,
and it goes to 0 locally uniformly in β′ as D → +∞. Regarding the other curve, we have
to study the behavior of δ
(
β′√
D
, D
)
, which, according to (3.9), is given through
χv(δ) =
νDhu
(
β′√
D
R
)
µR−Dhu
(
β′√
D
R
) .
Thanks to (A.7), the right-hand side converges, as D → +∞, to νβ′2R
µ(N−1)−β′2R locally uni-
formly in β′. Thus the curve α−d
(
c∗(D), β
′√
D
)
converges for D → +∞ to a curve that
lies away from {α = 0}, and cannot be tangent to α+D
(
c∗(D), β
′√
D
)
, giving the desired
contradiction.
Next, we establish the order of convergence of c∗(D) to +∞. By performing the same
change of variable β′ = β
√
D as above, we observe that the curves α±D
(
c, β
′√
D
)
converge to
0 as D → +∞, while α±d
(
c, β
′√
D
)
converges to a curve lying away from {α = 0}, thus, for
large D, the tangency at c = c∗(D) occurs between α+D and α
−
d . Such a tangency condition
can be rewritten as
1
D
(
1 +
√
1− 4Dg
′(0)
c∗2(D)
+
4Dβ′2
c∗2(D)
)
=
1
d
Ö
1−
Ã
1− c
2
f
c∗2(D)
−
4d2δ2
(
β′√
D
, D
)
c∗2(D)
è
⇐⇒
c∗2(D)
D
(
1 +
√
1− 4Dg
′(0)
c∗2(D)
+
4Dβ′2
c∗2(D)
)
=
4f ′(0) + 4dδ2
(
β′√
D
, D
)
1 +
 
1− c
2
f
c∗2(D) −
4d2δ2
Ä
β′√
D
,D
ä
c∗2(D)
and, since the last term converges to a positive constant as D → +∞, this implies that the
same occurs for c∗2(D)/D, as we wanted.
(v) The last claim is trivial, since, when (3.33) holds true for D ∼ 0, then Proposition 3.5
ensures that c∗(D) ≡ cf for D ∼ 0.
We pass now to the opposite case in which (3.29) holds true for D ∼ 0. We know that
Σd(c) arises, for c = cf , outside SD(c) and, since α+D(c, β) converges to +∞ as D ↓ 0,
this implies that Σd(c) arises, in the first quadrant, below α
−
D(c, β). As a consequence, for
c = c∗(D), α+d (c, β) is tangent to α
−
D(c, β). Regarding the latter curve, we have
α−D(c, β) =
2(g′(0)−Dβ2)
c+
»
c2 − c2g + 4D2β2
→ g
′(0)
c
(3.35)
as D ↓ 0, locally uniformly in {β ≥ 0}.
In order to conclude, we study the behavior of α+d (c, β,D) as D → 0. To this end, we
observe that
β(D)→ jτ
R
for D → 0, (3.36)
where β is the one defined in (3.10).
When N = 2, 3, since χu(β) and h
′
u(r) converge to 0, for D → 0, locally uniformly
in (0, jτ/R), we have that δ(β) and δ
′(β) converge to 0, and α+d (c, β,D) converges to the
horizontal segment
c+
√
c2−c2
f
2d locally uniformly in (0, jτ/R).
For N = 4, 5, (3.32) and (3.36) give that α+d (c, β,D) converges, for D → 0, to the
vertical segment
®Ä
jτ
R , α
ä
: c2d ≤ α ≤
c+
√
c2−c2
f
2d
´
.
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This, together with the geometric characterization of c∗(D) and (3.35), entails that c0
is the unique value of c for which
c+
»
c2 − c2f
2d
=
g′(0)
c
,
which is given by the expression in (1.10) (we remark that such a value is well defined,
since Proposition 3.5 implies that, when c∗(D) > cf for D ∼ 0, necessarily we have g′(0) ≥
2f ′(0) > f ′(0)). The fact that c0 = cf if g′(0) = 2f ′(0) (resp. c0 > cf if g′(0) > 2f ′(0)) can
be obtained though simple computations, using the expression of these quantities.
Remark 3.8. By comparing with the diagram in Figure 1 and recalling the expression of ca
given in (1.12), we readily observe that the limit of c∗(D) as D → 0 coincides with the same
limit for c∗∞. Indeed, using (3.32), we observe that condition (3.29) for the enhancement
reduces to g′(0)/f ′(0) > 2 for D = 0, the same for c∗∞.
We pass now to study the qualitative properties of the speed of propagation c∗ as a
function of the radius of the cylinder Ω, giving the proof of Theorem 1.1(vi).
Proof of Theorem 1.1(vi). Recall that, when c∗ > cf , c∗ is the first value of c for which the
curves ΣD(c) and Σd(c) are tangent. On the one hand, ΣD(c) does not depend on R; on
the other one, we will now show that
R 7→ α+d (c, β,R) is decreasing, R 7→ α−d (c, β,R) is increasing, (3.37)
which will imply the desired monotonicity. In order to prove (3.37), we show that, in its
domain of definition, R 7→ δ(β,R) is increasing. To this end, observe that (3.8), which
implicitly defines δ(β,R), can be rewritten as
dδ
Kτ+1(δR)
Kτ (δR)
=
νDβ
µ Jτ (βR)Jτ+1(βR) −Dβ
.
The right-hand side increases with R thanks to Lemma A.1, while (A.14) implies that the
left-hand side is non-increasing in R. This, together with the fact that χv is increasing in
δ, allows to conclude (3.37).
Proof of the first limit in (1.11). For N = 2, 3, we have that the threshold for enhance-
ment, given by (3.30), does not depend on R. Thus, if (3.30) does not hold true, then
c∗(R) ≡ cf for every R > 0 and the first limit in (1.11) trivially follows.
Otherwise, from (3.10), we observe that
β(R) =
1
R
ku
Å
µR
D
ã
; (3.38)
thus, (A.8) implies that β(R)→ +∞ for R ↓ 0. Moreover, from (3.8) we obtain
δ(β,R) =
χu(β,R)
d
kv
(
Rχu(β,R)
d
)
Rχu(β,R)
d
, (3.39)
where kv : (0,+∞)→ (0,+∞) is the inverse function of hv, and we observe from (A.7) that
lim
R↓0
χu(β,R) = 0 locally uniformly in β. (3.40)
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Thus, the first factor of the right-hand side of (3.39) tends to 0, while the second one to
k′v(0), which, from (3.27) and (3.11), can be shown to be a positive constant for N = 2 and
equal to 0 for N = 3.
We conclude that limR↓0 δ(β,R)=0 locally uniformly in β and, therefore, the graphs of
the curves α±d converge, in the same way, to the horizontal lines
c±
√
c2−c2
f
2d . Thus, for every
c > cf , there are intersection with ΣD(c) for R ∼ 0, and, as a consequence, cf < c∗ < c,
which concludes the proof in this case.
For N = 4, 5, we recall that β(R) is defined as the unique positive solution smaller than
jτ/R of
Rχu(β(R), R) = d(N − 3).
If β(R) was bounded as R ↓ 0, such a relation, together with (3.40), would give a contra-
diction. Thus limR↓0 β(R) = +∞, which entails that (3.33) holds true for R ∼ 0. As a
consequence, c∗(R) ≡ cf for small R, and the limit trivially follows.
Proof of the second limit in (1.11). First of all observe that, if the first condition in
the definition of c∗∞ in (1.11) holds true, then (3.33) is also satisfied. Thus, in this case,
c∗(R) = cf = c∗∞ for every R, and the same obviously holds true for the limit R→ +∞.
In addition, since δ(β,R), is defined for β ∈ (β(R), β(R)) and β(R) < jτ/R, we have
that the domain of δ(β,R) shrinks to 0 as R → +∞, and the curve Σd(c,R) collapses to
the vertical segment (0, α) : c−
»
c2 − c2f
2d
≤ α ≤ c+
»
c2 − c2f
2d
 . (3.41)
Finally, we observe that the extrema of such a segment are exactly the quantities r±d (c)
introduced in (2.10) and used in the construction of c∗∞, while the endpoints of the region
SD(c) ∩ {α = 0} coincide with r±D (see again (2.10)). This shows that limR→+∞ c∗(R) can
be characterized by repeating exactly the construction of c∗∞ performed in Proposition 2.4
and, therefore, that the two quantities coincide in all the cases.
In the last part of this section, we consider problem (1.1) in the specific case N = 2.
Up to a translation in the y direction and using the symmetry of the domain and of the
equations, it reduces to
ut −D∆u = g(u) in R× (−R, 0)× R+
vt − d∆v = f(v) in R× {y > 0} × R+
Duy = νv − µu on R× {y = 0} × R+
−d vy = µu− νv on R× {y = 0} × R+
uy = 0 on R× {y = −R} × R+.
(3.42)
Our main purpose is to prove Theorem 1.2, which establish the relationship between (3.42)
and the road-field problem (1.6), through a singular rescaling of the exchange parameter µ
as R→ 0.
Proof of Theorem 1.2. Observe that problem (1.13) is obtained by replacing µ by µ˜(R) in
(3.42). By reasoning as in Section 3.2 for N = 2 (see (3.6)–(3.8) and (A.14)), we therefore
have that c˜∗(R) can be geometrically characterized as the smallest value of c for which the
regions delimited by the curves®
cα− dα2 − dδ2 = f ′(0),
cα−Dα2 +Dβ2 = g′(0), (3.43)
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where β and δ are related through
dδ =
νDhu(βR)
µ˜(R)R−Dhu(βR) , (3.44)
intersect.
If Dd ≤ 2− g
′(0)
f ′(0) (observe that this threshold does not depend neither on µ, nor on µ˜(R),
nor on R), we have, from Proposition 3.5(i) and (1.7), that both c˜∗(R) and crf coincide with
cf , thus the result trivially holds true.
On the other hand, for Dd > 2 − g
′(0)
f ′(0) , we briefly recall that in [7, Section 4], following
the same strategy of this work, crf is characterized as the smallest c for which the system®
cα− dα2 − dδ2 = f ′(0)
cα−Dα2 = g′(0)− µdδν+dδ ,
(3.45)
possesses real solutions.
By comparing (3.43) with (3.45), in order to conclude, it is sufficient to prove that, if we
use (3.44) to express β as a function of δ (and of R), we have, locally uniformly in {δ > 0},
Dβ2(δ,R)→ µdδ
ν + dδ
as R ↓ 0. (3.46)
To this end, we explicitly compute β from (3.44) getting
β(δ,R) =
1
R
ku
Ç
µ˜(R)R
D
dδ
ν + dδ
å
,
and, by taking the limit as R→ 0, using (1.14) and (A.8), we finally obtain (3.46).
The last result of this section complements the ones of Theorem 1.1(vi) and Theorem
1.2, since we determine the behavior of the speed of propagation c˜∗(R) in the x direction
of problem (1.13) for all the possible behaviors of the positive function µ˜(R).
Proposition 3.9. The asymptotic speed of propagation c˜∗(R) in the x direction of problem
(1.13) satisfies:
(i) if (3.30) does not hold true, limR↓0 c˜∗(R) = cf ;
(ii) if (3.30) holds true, then
• if limR↓0 µ˜(R)R = +∞ and limR↓0 µ˜(R)R exists, then limR↓0 c˜∗(R) = cf ;
• if limR↓0 µ˜(R)R = 0, then limR↓0 c˜∗(R) = c∗∞ > cf .
Proof. (i) As already remarked, since the threshold given in (3.30) does not depend on µ˜
nor on R, we have c˜∗(R) ≡ cf .
(ii) Under the assumption of this part, the curve Σd arises, for c = cf , outside SD(c).
When limR↓0
µ˜(R)
R = +∞ we can reason as in the proof of Theorem 1.1(vi) to show that
β(R)→ +∞. Recall, indeed, (3.38). By setting l := limR↓0 µ˜(R)R ∈ [0,+∞], if l > 0, then,
since ku
(
µ˜(R)R
D
)
converges as well to a positive constant as R ↓ 0, the conclusion follows
directly from (3.38). Otherwise, if l = 0, (A.8) gives β
2
(R) ∼ 1D µ˜(R)R → +∞ as R ↓ 0.
Moreover, since limR↓0
µ˜(R)
R = +∞, (3.44) and (A.7) imply that δ(β,R) → 0 locally
uniformly for {β ≥ 0}. Thus, Σd converges locally uniformly to two horizontal lines, and it
intersects SD(c) for every c > cf , which gives the desired result.
Finally, when limR↓0
µ˜(R)
R = 0, by using (3.38) with µ replaced by µ˜(R) and (A.8), we
have that β(R)→ 0 as R ↓ 0, thus Σd(c) converges to the vertical segment (3.41). Thanks
to the assumption of part (ii), such a segment arises, for c = cf , outside SD(c), and we can
reason as in the proof of Theorem 1.1(vi) to show that limR↓0 c˜∗(R) = c∗∞.
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4 The case of mortality for v
In this last section we consider the system with the mortality term (1.16) and the corre-
sponding one set in two adjacent half-spaces, starting, as done in the first part of the paper,
with the latter case, since it is easier.
Since many constructions and arguments are similar to those of the previous sections,
we will only detail the main differences.
4.1 Two half-spaces with mortality
When f(s) = −ρs, system (1.15) reads
ut −D∆u = g(u) in {xN < 0} × R+
vt − d∆v = −ρv in {xN > 0} × R+
D∂xNu = νv − µu on {xN = 0} × R+
−d ∂xN v = µu− νv on {xN = 0} × R+.
(4.1)
and the long-time behavior for (4.1) follows the same patterns as system (1.15), as shown
in the following result.
Theorem 4.1. Assume (1.2). Then, problem (4.1) admits a unique bounded positive steady
state (U, V ) which depends only on xN , and for every continuous, bounded and non-negative
(u0, v0), the solution of (4.1) starting from (u0, v0) satisfies
lim
t→+∞(u, v) = (U, V )
locally uniformly in each domain.
Proof. The proof follows most of the lines developed in Section 2. Indeed, the same super-
and subsolutions allow to prove a result like the one given in Proposition 2.1, while for the
uniqueness result of the bounded positive steady states with the desired symmetries, it is
easy to see that, in this case, the unique possibility for V is V (xN ) = V (0)e
−
√
ρ/dxN . Thus,
reasoning as in the proof of Proposition 2.2, we obtain that U is decreasing and lies in (0, 1)
for all xN < 0. With these elements, we have that the second relation in (2.5) has to be
replaced by
V ′(0)2 =
ρ
d
V (0)2,
and, by studying as in Proposition 2.2 the monotonicities of V ′(0)2 and V (0)2 when U(0)
varies in (0, 1), we conclude that such a relation has at most one solution.
Turning to the asymptotic speed of propagation, we have the following analogue of
Theorem 2.8.
Theorem 4.2. Assume (1.2), and recall the quantity c∗m,∞ introduced in (1.18). Then, for
any i ∈ {1, . . . , N − 1} and every non-negative, continuous, bounded, compactly supported
initial datum (u0, v0), the solution (u, v) of (4.1) satisfies:
(i) for all c > c∗m,∞, limt→∞ sup|xi|≥ct(u, v) = (0, 0), uniformly in xj, for all j 6= i,
(ii) for all c < c∗m,∞, limt→∞ sup|xi|≤ct |(u, v) − (U, V )| = 0, locally uniformly in xj, for
all j 6= i, where (U, V ) is the unique steady state of problem (1.15) given by Theorem
4.1.
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Proof. The proof relies on the construction of super- and subsolutions moving with appro-
priate speeds, along much the same lines of Section 2.
Starting with the former ones, it is possible to show that supersolutions of type (2.9)
exist for c ≥ c∗m,∞. Indeed, one has to study when the parabolas
ΣD(c) := {Dα2 − cα+ g′(0) = 0}, Σd(c) := {dα2 − cα− ρ = 0},
have real roots and the regions on the positive α axis lying between such roots intersect.
The parabola Σd(c) now has real roots of opposite sign for every c > 0, and the positive
one is given by r+d (c) :=
c+
√
c2+4dρ
2d . Thus we only have to consider c = cg and distinguish
the case in which 0 <
cg
2D ≤ r+d (cg), which leads to the first case in the definition of c∗m,∞,
or
cg
2D > r
+
d (cg), which leads to the second one.
The construction of compactly supported subsolutions for 0 < c < cg follows exactly
as in Proposition 2.5, whose proof works also in the case considered here, while, when
d
D > 2 +
ρ
g′(0) , the proof of Proposition 2.7 can be adapted with small modifications to this
case, the main difference being that f ′(0) has to be replaced by −ρ everywhere. This entails
that the analogue of the quantity c defined in (2.24) is now equal to 0 and β˘(c) > 0 for all
c > 0. As a consequence, the curve Σd(c, L) converges, as L→ +∞, to
Σd(c,+∞) :=
¶Ä
β, r+d (c)
ä
: β < 0
©⋃¶
(0, α) : 0 ≤ α ≤ r+d (c)
©
,
which allows us to repeat the same arguments as in Proposition 2.7.
By reasoning as in Section 2, it is possible to show that the analogue of the qualitative
properties of Proposition 2.9(ii)–(iv) hold true for c∗m,∞, seen as a function of d. These proofs
follow, mutatis mutandis, as those of Proposition 2.9, thus we do not give the details.
4.2 Cylinder with exterior mortality
We conclude by studying problem (1.16); thus, as in Section 3 we use the notation x := x1
and y := (x2, . . . , xN ). As we did in the previous sections, we start by analyzing the
long-time behavior. The first result provides the counterpart of the upper bound given in
Propositions 2.1 and 3.1, and its proof follows exactly along the same lines.
Proposition 4.3. Assume (1.2), and let (u, v) be the solution of (1.16) starting with a
non-negative, bounded initial datum (u0, v0). Then, there exists a non-negative, bounded
steady state (U2, V2) which is x-independent, invariant by rotations about the axis {y = 0},
and such that
lim sup
t→+∞
(u, v) ≤ (U2, V2)
locally uniformly in each domain.
Regarding the lower bound, things go different here with respect to the previous sec-
tions. Indeed, it may happen that the unique steady state of (1.16) with the symmetries
specified in Proposition 4.3 is (0, 0). In Propositions 4.4 and 4.7 we will provide a necessary
and sufficient condition for the existence of positive steady states with the considered sym-
metries, which will allow us to obtain also a lower bound for the solutions of the parabolic
problem (1.16).
Before that, we begin with a preliminary discussion, that will lead us to an equivalent
problem: the x-independent, axially symmetric and bounded stationary solutions of (1.16)
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are of the form (Φ(r),Ψ(r)), with such profile functions satisfying
−DΦ′′ −DN−2r Φ′ = g(Φ) r ∈ (0, R)
−dΨ′′ − dN−2r Ψ′ = −ρΨ r > R
DΦ′(R) = νΨ(R)− µΦ(R)
−dΨ′(R) = µΦ(R)− νΨ(R)
Φ′(0) = 0.
(4.2)
Since the positive bounded solutions of the second equation in (4.2) have the form
Ψ(r) = γr−τKτ
Å…
ρ
d
r
ã
, (4.3)
with γ > 0 and τ = N−32 (see (A.10)), the exchange conditions (third and fourth relation
in (4.2)), together with (A.13), then give{
DΦ′(R) = dΨ′(R) = −γR−τ√dρKτ+1
Ä»
ρ
d R
ä
µΦ(R) = νΨ(R)− dΨ′(R) = γR−τ
Ä
νKτ
Ä»
ρ
d R
ä
+
√
dρKτ+1
Ä»
ρ
d R
ää
,
(4.4)
thus, on ∂Ω, U(y) = Φ(|y|) satisfies the Robin boundary condition
D∂nU + κU = 0, with κ :=
µ
√
dρKτ+1
Ä»
ρ
d R
ä
νKτ
Ä»
ρ
d R
ä
+
√
dρKτ+1
Ä»
ρ
d R
ä > 0. (4.5)
Vice versa, if U(y) = Φ(|y|) is a positive solution of the first and last equations in (4.2)
which also satisfies (4.5), then, by inverting (4.4), we have that V (y) = Ψ(|y|), where Ψ is
given by (4.3), satisfies the remaining equations of (4.2). Thus, the problem of existence and
uniqueness of positive bounded solutions of (4.2) with the specified symmetries is equivalent
to the existence and uniqueness of positive radial solutions of the following boundary value
problem ® −D∆yU = g(U), in BN−1(R)
D∂nU + κU = 0 on ∂BN−1(R).
(4.6)
We begin with a non-existence result for problem (4.6), for which we assume a slightly
more restrictive condition on g than (1.2), precisely
g(0) = g(1) = 0, 0 < g(s) < g′(0)s for s ∈ (0, 1), g(s) < 0 for s > 1. (4.7)
Proposition 4.4. Assume (4.7) and that
g′(0)
D
≤ β20 (4.8)
where β20 = β
2
0(R,D) is the principal eigenvalue of the following Robin eigenvalue problem® −∆yφ = β20 φ, in BN−1(R)
D∂nφ+ κφ = 0 on ∂BN−1(R).
(4.9)
Then, problem (4.6) has no positive radial solution.
Proof. Assume by contradiction that there exists a positive radial solution U .
First of all, we prove that 0 < U < 1 in B, where we denote B := BN−1(R). Indeed,
assume by contradiction that maxU ≥ 1. Such a maximum has to be achieved in an
interior point y0, since, if it was achieved at the boundary, then ∂nU ≥ 0 and the boundary
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condition in (4.6) would not hold true. Moreover, if U(y0) = 1, the uniqueness of the
Cauchy problems associated to the differential equation satisfied by the profile of U would
give U ≡ 1, against the boundary condition in (4.6) again. Finally, if U(y0) > 1, then
−D∆yU(y0) ≥ 0 > g(U(y0)), again a contradiction. In a similar way, with the help of
Hopf’s lemma, we can exclude the existence of a minimum point where U vanishes.
After these considerations, by taking a positive eigenfunction φ associated to β20 , and
using Green’s identity in B, we obtain
−
∫
B
∆yUφ = −
∫
B
U∆yφ+
∫
∂B
(U∂nφ− φ∂nU) = β20
∫
B
Uφ. (4.10)
On the other hand, by multiplying the differential equation of (4.6) by φ and using (4.7)
and (4.8), we get
−
∫
B
∆yUφ =
∫
B
g(U)
D
φ <
∫
B
g′(0)
D
Uφ ≤ β20
∫
B
Uφ,
yielding a contradiction with (4.10).
As an immediate consequence of Propositions 4.3 and 4.4, we obtain the extinction
result of Theorem 1.3.
Before continuing, we give an useful characterization of the principal eigenvalue of prob-
lem (4.9) in terms of the notation introduced in Section 3.2.
Proposition 4.5. The principal eigenvalue of problem (4.9) satisfies
0 < β0 < β <
jτ
R
, (4.11)
where β is the quantity defined in (3.10). Moreover, such an eigenvalue is given by the
unique solution satisfying (4.11) of the following relation:
χu (β0) = χv
Å…
ρ
d
ã
, (4.12)
where χu and χv are the functions defined in (3.8). As a consequence,
β0 > β, (4.13)
where β is the quantity introduced in (3.12) and (3.13).
Proof. The unique solutions of the differential equation in (4.9) which are defined in the
whole BN−1(R) are φ(y) = γ|y|−τJτ (β0|y|), with γ > 0. In order φ to be positive, β0R has
to lie in (0, jτ ). In addition, the boundary relation in (4.9) is equivalent to
hu (β0R) =
µR
D
√
dρKτ+1
Ä»
ρ
d R
ä
νKτ
Ä»
ρ
d R
ä
+
√
dρKτ+1
Ä»
ρ
d R
ä , (4.14)
while, from (3.10), hu
Ä
βR
ä
equals µRD , which is greater than the right-hand side of (4.14).
As a consequence, since hu(βR) is increasing in β, we have that β0 < β and, now, (4.12)
follows from (4.14) with easy computations.
The previous results allow us to determine the long-time behavior of the solution of
(1.16) for large N , the other parameters of the problem being fixed, providing us with the
proof of Theorem 1.4(i).
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Proof of Theorem 1.4(i). From (3.34) and (4.13), we have that β0(N)→ +∞ as N → +∞.
Thus, the conclusion follows by applying the extinction result in Theorem 1.3.
In addition, the characterization of β0 given in Proposition 4.5 allows us to establish
the following properties of β0 as a function of R.
Proposition 4.6. The function R 7→ β0(R) is continuous and decreasing.
Proof. The continuity (actually differentiability) of this function follows directly from (4.12),
since all the quantities appearing there are differentiable in R. Moreover, by explicitly
indicating the dependence on R in (4.12), we obtain χu (β0(R), R) = χv
Ä»
ρ
d , R
ä
, and
differentiating this relation with respect to R gives
∂βχu (β0, R)β
′
0(R) + ∂Rχu (β0(R), R) = ∂Rχv
Å…
ρ
d
,R
ã
.
Thus, we obtain β′0(R) < 0, since, as shown in Sections 3.2 and 3.3, ∂βχu > 0, ∂Rχu > 0
and ∂Rχv ≤ 0.
We are now able to give a positive lower bound for the solution of (1.16) when condition
(1.17) holds true.
Proposition 4.7. Assume (1.2), (1.17), i.e.
g′(0)
D
> β20 , (4.15)
and let (u, v) be the solution of (1.16) starting with a non-negative, not equal to (0, 0),
bounded initial datum. Then, there exists a positive bounded steady state (U1, V1) which
is x-independent, invariant by rotations about the axis {y = 0}, and such that, locally
uniformly in each domain,
(U1, V1) ≤ lim inf
t→+∞ (u, v).
Proof. As for the lower bound in Proposition 3.1, we will show that, under assumption
(4.15), it is possible to construct an arbitrarily small positive stationary subsolution (u, v)
of (1.16) with compact support and which is invariant by rotations around {y = 0}. The
existence of (U1, V1) and its symmetries then follow along the same lines.
If we are able to find a non-negative, not identically equal to zero, compactly supported
pair (u∗, v∗) satisfying
−D∆u ≤ (g′(0)− θ)u in R× {|y| < R}
−d∆v = −ρv in R× {|y| > R}
D∂nu(x,R) ≤ νv(x,R)− µu(x,R) on R× {|y| = R}
−d ∂nv(x,R) ≤ µu(x,R)− νv(x,R) on R× {|y| = R},
(4.16)
with θ > 0 sufficiently small, then, thanks to (1.2), there exists ε0 > 0 such that (u, v) =
ε(u∗, v∗) is a compactly supported stationary subsolution of (1.16) for ε ∈ (0, ε0).
Consider R to be fixed, and let φ1 be a positive eigenfunction of (4.9) with R replaced
by R1, where R1 is smaller than R and sufficiently close to it so that β
2
0(R1) <
g′(0)
D , which
is possible thanks to (4.15) and the continuity given by Proposition 4.6. By considering
the analytical extension of φ1 to BN−1(R) - which will still be denoted by φ1 -, and by
taking R1 closer to R if necessary, we can assume without loss of generality that φ1 > 0 in
BN−1(R).
We distinguish two cases: if D∂nφ1 + µφ1 ≤ 0 on ∂BN−1(R), then
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u∗ :=
®
cos(αx)φ1(y) if (x, y) ∈
(− pi2α , pi2α)×BN−1(R)
0 otherwise,
v∗ := 0,
satisfies (4.16) for α ∼ 0 and θ ∼ 0 so that α2 + β20(R1) < g
′(0)−θ
D .
Otherwise, if
D∂nφ1 + µφ1 > 0 on ∂BN−1(R), (4.17)
then (u∗, v∗) can be taken as
u∗ :=
®
cos(αx)φ1 (y) if x ∈
(− pi2α , pi2α), |y| ∈ (0, R)
0 otherwise,
v∗ :=
®
cos(αx)ψ1(y) if x ∈
(− pi2α , pi2α), |y| ∈ (R,L)
0 otherwise,
for α ∼ 0 and θ ∼ 0 satisfying α2 + β20(R1) < g
′(0)−θ
D as above, L > R to be chosen, and
where ψ1 is the unique (radial) solution of
∆yψ =
(ρ
d + α
2
)
ψ, in {|y| ∈ (R,L)}
d∂nψ = D∂nφ1 on ∂BN−1(R)
νψ = D∂nφ1 + µφ1 on ∂BN−1(R).
(4.18)
From Appendix A, we get that ψ1 is given by
ψ1(y) = |y|−τ
Å
C1Iτ
Å…
ρ
d
+ α2 |y|
ã
+ C2Kτ
Å…
ρ
d
+ α2 |y|
ãã
,
where Iτ is the modified Bessel function of first kind, and, in order to satisfy the initial
conditions in (4.18), C1 = C1(α) and C2 = C2(α) are given by
C1(α) =
(
νKτ
(
r(α)
d R
)
+ r(α)Kτ+1
(
r(α)
d R
))
D∂nφ1 + µr(α)Kτ+1
(
r(α)
d R
)
φ1
R−τνr(α)
(
Iτ
(
r(α)
d R
)
Kτ+1
(
r(α)
d R
)
+Kτ
(
r(α)
d R
)
Iτ+1
(
r(α)
d R
)) , (4.19)
C2(α) =
1
Kτ+1
(
r(α)
d R
) ÇC1Iτ+1Çr(α)
d
R
å
− D∂nφ1
r(α)R−τ
å
,
where we have set r(α) :=
√
dρ+ d2α2, and φ1 and ∂nφ1 are evaluated for |y| = R.
We claim that C1(0) < 0. Indeed, the denominator in (4.19) is always positive, while,
for α = 0, the numerator reduces toÅ
νKτ
Å…
ρ
d
R
ã
+
√
dρKτ+1
Å…
ρ
d
R
ãã
D∂nφ1 + µ
√
dρKτ+1
Å…
ρ
d
R
ã
φ1,
which is negative if and only if
D∂nφ1 + κφ1 < 0. (4.20)
Assume by contradiction that (4.20) does not hold true. Then, by reasoning as in the proof
of Proposition 4.5, we would have
hu (β0(R1)R) ≤ µR
D
√
dρKτ+1
Ä»
ρ
d R
ä
νKτ
Ä»
ρ
d R
ä
+
√
dρKτ+1
Ä»
ρ
d R
ä ,
and, comparing with (4.14) and using the monotonicity of hu(β), this would give β0(R1) ≤
β0(R), which is impossible by Proposition 4.6.
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This proves our claim and and by reducing α if necessary, we have C1(α) < 0 by
continuity. As a consequence, since ψ1 is positive on ∂BN−1(R) thanks to (4.17) and the
last equation of (4.18), while it is negative for large |y| since Iτ (r) → +∞ and Kτ (r) → 0
for r → +∞, by taking L as the first value of |y| for which ψ1 vanishes, all the desired
conditions are satisfied.
The last step which is necessary to the study of the long-time behavior is the uniqueness
of positive solutions of (4.6), which is obtained in the next proposition.
Proposition 4.8. Assume (1.3). Then, problem (4.6) admits at most one positive solution.
Proof. Suppose by contradiction that there exists two positive solutions U1 6= U2 to (4.6).
First of all, we prove that they cannot be ordered. Assume indeed, without loss of generality,
that U1 ≤ U2 in BN−1(R). Then, using Green’s identity, and thanks to (1.3), we obtain
the following contradiction
0 =
∫
BN−1(R)
D∆U2U1 −D∆U1U2 =
∫
BN−1(R)
g(U1)U2 − g(U2)U1 =
=
∫
BN−1(R)
Ç
g(U1)
U1
− g(U2)
U2
å
U1U2 > 0,
the last inequality being strict since U1 6= U2. Thus, neither U1 ≤ U2, nor U1 ≥ U2.
Nevertheless, kU1 > U2 for k large enough, while kU1 < U2 for k ∼ 0, since U1 and U2 are
positive. Thus, there exists
k∗ := inf{k > 1 : kU1 > U2 in BN−1(R)}.
Observe that k∗ > 1, because we have proved that U1 ≥ U2 cannot hold true in BN−1(R).
Take now M large enough so that the function g˜(s) := g(s) + Ms is increasing for s ∈[
0, k∗maxBN−1(R) U1
]
, which is possible since g is locally Lipschitz -, and set W := k∗U1 −
U2 ≥ 0. It satisfies®
(−D∆y +M)W = g˜(k∗U1)− g˜(U2) ≥ 0, in BN−1(R)
D∂nW + κW = 0 on ∂BN−1(R);
thus, since W vanishes in (at least) one point by the definition of k∗, the strong maximum
principle and Hopf’s lemma imply that W ≡ 0, thus U2 ≡ k∗U1 > U1, which is impossible.
Remark 4.9. As shown in the proof of Proposition 4.4, any positive solution of (1.16)
satisfies 0 < U < 1. Thus, by examining the previous proof, we have that the conclusion
of Proposition 4.8, as well as all the subsequent results, still holds true if we assume the
monotonicity of (1.3) only for 0 < s < 1.
Moreover, it is immediate to get that (1.3) implies that the large inequality in (1.2) is
actually strict, as required in (4.7).
We are finally able to conclude the study of the long-time behavior for the solutions of
(1.16). The result is an immediate consequence of Propositions 4.7 and 4.8 and provides us
with the invasion result of Theorem 1.3.
Theorem 4.10. Assume (1.2), (1.3) and (4.15). Then, the solution of (1.16) starting from
a non-negative, not identically equal to (0, 0), bounded initial datum satisfies
lim
t→+∞(u, v) = (U, V )
locally uniformly in each domain, where (U, V ) is the unique positive bounded steady state
of (1.16) which is x-independent and invariant by rotations about {y = 0}.
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When invasion occurs, we want to study the speed of propagation c∗m at which it takes
place. For this reason, we assume without further reference (4.15), which, thanks to (4.11),
(4.12) and the monotonicity of χu(β), can be equivalently written as
g′(0)
D
> β20 ⇐⇒
 
g′(0)
D
≥ β¯ or

√
g′(0)
D < β¯
χv
Ä»
ρ
d
ä
< χu
Å√
g′(0)
D
ã
.
(4.21)
The construction of c∗m follows most of the lines as the one for problem (1.1), thus, we
point out the only main differences. Exactly as in Section 3.2, we look for solutions of the
linearization of problem (1.16) around (0, 0) of the form (3.5), where δ is implicitly given
in terms of β though relation (3.9).
This leads to look for intersections between the curves ΣD defined in (3.17) and Σ˜d(c) =
{(β, α˜±d (c, β))}, where
α˜±d (c, β) :=
c±
»
c2 + 4dρ− 4d2δ2(β)
2d
.
This curve is very similar to the one in (3.19), except for the fact that it is defined for all
c > 0 independently of the other parameters. Indeed, recalling (3.9) and (4.12), we have
δ(β0) =
»
ρ
d ; thus, for every c > 0, there exists β˘(c) ∈ (β0, β) such that α˜±d (c, β) is defined
for β ∈ [β, β˘(c)]. The function c 7→ β˘(c) is continuous, increasing and satisfies
lim
c↓0
β˘(c) = β0, lim
c↑∞
β˘(c) = β.
In analogy with the notation introduced above, we the denote by S˜d(c) the region in the
first quadrant of the (β, α) plane lying between the curves α˜±d .
Another major difference is that the construction performed in Proposition 3.3 of sub-
solutions for c < cf supported in RN \ Ω cannot be repeated here, due to the fact that we
are no longer considering a Fisher-KPP nonlinearity in such domain.
Nonetheless, we will now show that, analogously to what occurs in [23] and [9] for
the road-field problems considered there, the regions SD(c) and S˜d(c) are separate for
c ∼ 0. Indeed, ΣD(0) is defined for β ≥
√
g′(0)
D , while Σ˜d(0) is defined for for β ≤ β0, and
β0 <
√
g′(0)
D thanks to (4.15).
As a consequence, c∗m can be constructed, as in Section 3.2, as the smallest value of
c > 0 for which ΣD(c) and Σ˜d(c) intersect, being tangent, for β > β. Observe that, if
D ≥ d, it is possible to show that the curves that touch, in the first quadrant, for the first
time are α˜−d and α
+
D, thus the first intersection necessarily occurs for β > β0 > β. When
D < d, instead, in order to guarantee the tangency for β > β, we have to restrict to N ≤ 5
as in Section 3.2.
After these preliminaries, one can show that the desired supersolutions exist for all
c ≥ c∗m, while compactly supported subsolutions of the problem with additional transport
term can be obtained, for c < c∗m, c ∼ c∗m, by considering a truncated problem with v = 0
for |y| = L, L  R, and adapting the construction of Proposition 3.4. In this way we
have proved the last part of Theorem 1.3, asserting that c∗m is the asymptotic speed of
propagation of problem (1.16).
Before concluding with the proof of the remaining qualitative properties of c∗m stated in
Theorem 1.4, we present an auxiliary result in the spirit of Theorem 1.1(iii), which gives a
sufficient condition for c∗m to be smaller than the Fisher-KPP speed cg.
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Proposition 4.11. If
(d−D)cg − 2dβ ≤ 0, or
(d−D)cg − 2dβ > 0d
D (1− C)2 ≤ 2 + ρg′(0) − 2C,
(4.22)
where C :=
β√
Dg′(0)
, then c∗m < cg.
Proof. Since α˜−d (c, β0) = 0 for every c > 0, and α
−
D(cg, β) is a straight line passing through
the points
(
0,
cg
2D
)
and
Å√
g′(0)
D , 0
ã
, we have that, if the uppermost point of Σ˜d(cg), which
lies at β = β, lies not below α−D(cg, ·), which is equivalent to
α˜+d (cg, β) =
cg +
»
c2g + 4dρ
2d
≥ cg
2D
− β = α−D(cg, β), (4.23)
then the tangency occurs before cg, giving that c
∗
m < 2
»
Dg′(0). Simple computations show
that (4.23) is equivalent to (4.22).
Proof of Theorem 1.4(ii). Starting with the existence of R0, by using Proposition 4.6, it
will suffice to show that
lim
R→0
β0(R) = +∞, lim
R→+∞
β0(R) = 0 (4.24)
and to take R0 as the unique value of R for which
β20(R0) =
g′(0)
D
. (4.25)
The second limit in (4.24) follows directly from (4.11). Regarding the first one, we obtain
from (4.14) and (4.5) that
β20(R) =
1
R2
k2u
Ñ
µR
D
√
dρKτ+1
Ä»
ρ
d R
ä
νKτ
Ä»
ρ
d R
ä
+
√
dρKτ+1
Ä»
ρ
d R
äé = 1
R2
k2u
Å
κR
D
ã
. (4.26)
Since
√
dρKτ+1(
√
ρ
d
R)
νKτ(
√
ρ
d
R)+
√
dρKτ+1(
√
ρ
d
R)
∈ (0, 1) is non-decreasing in R, thanks to (A.14), the
argument of ku in (4.26) converges linearly to 0 as R→ 0. As a consequence, (A.8) implies
that limR→0 β20(R)R ∈ (0,+∞), and the desired result follows.
The monotonicity of c∗m(R) follows as in the proof of Theorem 1.1(vi). Moreover, from
the definition of R0 given in (4.25), we have that β
2
0(R) ↑ g
′(0)
D as R ↓ R0, thus, if l :=
limR↓R0 c∗m(R) was positive, then
lim
R↓R0
β˘(c∗m(R), R) ≥ lim
R↓R0
β0(R) =
 
g′(0)
D
> βˆ(l),
and the curves ΣD and Σ˜d would intersect for R ∼ R0, against the construction of c∗m.
The proof of the limit for R → +∞ follows also along the same lines of the one of
Theorem 1.1(vi), with the only difference, here, that Σ˜d(c) converges to the vertical segment®
(0, α) :
c−√c2 + 4dρ
2d
≤ α ≤ c+
√
c2 + 4dρ
2d
´
.
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Proof of Theorem 1.4(iii). To prove this result, we use the equivalent formulation of (4.15)
given by (4.21). First of all, we prove that the function Dβ(D)2 is increasing. From (3.10),
we have
β(D) =
1
R
ku
Å
µR
D
ã
, (4.27)
thus (
Dβ
2
(D)
)′
=
1
R2
ku
Å
µR
D
ãÅ
ku
Å
µR
D
ã
− 2µR
D
k′u
Å
µR
D
ãã
,
and Dβ
2
(D) is increasing if and only if 2sk′u(s) < ku(s) for every s > 0, which, by setting
s = hu(r), is equivalent to show that, for all r ∈ (0, jτ ),
2 < r
h′u(r)
hu(r)
= 2 + r
Ç
Jτ+1(r)
Jτ (r)
− Jτ+2(r)
Jτ+1(r)
å
, (4.28)
where, to get the last relation, we have used the definition of hu given in (A.6), and (A.4).
It remains only to observe that the last addend in (4.28) is positive thanks to (A.5).
From (4.27) and (A.8), we obtain that
lim
D→∞
Dβ
2
(D) =
µ
R
(N − 1),
thus, if µR(N − 1) ≤ g′(0), we have that the first possibility in (4.21) holds true for every
D > 0, and the first part of Theorem 1.4(iii) is proved.
We consider now the case in which strict inequality holds true in (1.20): thanks to
(3.32), (4.22) holds true for large D, thus c∗m(D) < cg. Then, we reason as in the proof of
Theorem 1.1(iv): if we assume by contradiction that c∗m(D) is bounded, we obtain that the
tangency would occur between α˜−d and α
+
D. Moreover, by combining (4.26) and (A.8), we
obtain, for D ∼ ∞,
β20(D) =
κ(N − 1)
R
1
D
− N − 1
N + 1
κ2
D2
+ o
Ä
D−2
ä
, (4.29)
thus, since strict inequality holds true in (1.20), we have that limD→∞Dβ20(D) < g′(0), and
the curves α˜−d
(
c∗m(D),
β′√
D
)
and α+D
(
c∗m(D),
β′√
D
)
would be separate apart for large D (see
the details in the proof of Theorem 1.1(iv) and observe that we have performed the change
of variable β′ = β
√
D as in that proof). This contradicts the construction of c∗m and shows
that c∗m(D) is unbounded as D → +∞.
To conclude this case, we observe that the rate of convergence to +∞ follows again as
in the proof of Theorem 1.1(iv).
Passing to the case in which equality holds true in (1.20). As already remarked in the
previous cases, for large D and every fixed c > 0 we have c2D <
c
2d . Thus, for c = c
∗
m,
the tangency occurs between α+D and α˜
−
d and βˆ(c
∗
m(D), D) > β0(D), because otherwise the
curves will be secant. This last relation and the definition of βˆ(c) given in (3.18) yield to
c∗2m (D) = 4D(g
′(0)−Dβˆ2(c∗m(D), D)) < 4D
Ä
g′(0)−Dβ20(D)
ä
.
The desired result now follows by taking the lim sup for D → +∞ in the last relation, using
(4.29) and the fact that now, since equality holds true in (1.20), we have κ(N−1)R = g
′(0).
Finally, if µR(N − 1) > g′(0), since ku is bounded, we have that limD↓0Dβ
2
(D) = 0 and
there exists D1 > 0 such that 
g′(0)
D
≥ β(D) for D ≤ D1,
 
g′(0)
D
< β(D) for D > D1, lim
D↓D1
 
g′(0)
D
= β(D1).
(4.30)
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As a consequence, (4.21) holds true for D ≤ D1 and, for D > D1 if and only if χv
Ä»
ρ
d
ä
<
χu
Å√
g′(0)
D
ã
, which reads
√
dρ
Kτ+1
Ä»
ρ
dR
ä
Kτ
Ä»
ρ
dR
ä < νg′(0)R Jτ+1(s(D))s(D)Jτ (s(D))
µ− g′(0)R Jτ+1(s(D))s(D)Jτ (s(D))
,
where we have set s(D) :=
√
g′(0)
D R. The right-hand side is decreasing in D, since so is
s(D) and thanks to Lemma A.1. Moreover, from the last relation in (4.30), it converges to
+∞ as D ↓ D1 and to νg
′(0)R
µ(N−1)−g′(0)R as D →∞, thanks to (A.7). It is easy to see now that
D0 is given by the unique value of D for which
χv
Å…
ρ
d
ã
= χu
( 
g′(0)
D0
)
. (4.31)
The limit of c∗m(D) for D ↑ D0 follows by reasoning as in Theorem 1.4(ii), since, from (4.21)
and (4.31), we have that β20(D) ↑ g
′(0)
D0
as D ↑ D0.
Remark 4.12. Theorem 1.4(iii) implies that, when (1.20) does not hold true, c∗m(D) is
decreasing for D < D0, D ∼ D0, giving another example, in addition to the one commented
in Remark 3.6(iv) for problem (1.1), in which the asymptotic speed of propagation is not
increasing with respect to D. We point out that, from the construction performed in [9]
(with g ≡ 0), it is possible to show that, instead, the speed of propagation of the road-field
problem corresponding to (4.1) is increasing.
Appendix A Some properties of Bessel functions
In this Appendix we gather several facts on Bessel functions of the first kind and modified
Bessel functions of the first and second kind that we use used in this work. When no
reference is explicitly given, we send the interested reader to the complete monograph [24].
We provide only the proofs of the results for which we have not been able to find any
reference, since we think that they can be of independent interest.
The Bessel function of the first kind Jτ (r), τ > −1, is a solution which is defined for
r ≥ 0 of the differential equation
r2w′′(r) + rw′(r) + (r2 − τ2)w(r) = 0. (A.1)
It has a first positive zero which will be denoted by jτ , it is positive for r ∈ (0, jτ ), and we
have (see [24, p. 508, (3)]) that
τ 7→ jτ is increasing. (A.2)
The following asymptotic expansion holds true (see [24, pp. 40, 41])
Jτ (r) =
Å
r
2
ãτ Ç 1
Γ(τ + 1)
− r
2
4Γ(τ + 2)
+O(r4)
å
for r ∼ 0, (A.3)
where Γ is the Gamma function, as well as the following relation for the derivative (see [24, p.
45])
(r−τJτ (r))′ = −r−τJτ+1(r). (A.4)
Moreover, we have the following monotonicity property for the quotient of Bessel functions
of the first kind.
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Lemma A.1. For every ε > 0, α ≥ −ε and τ > −1, the function r 7→ rα Jτ+ε(r)Jτ (r) is
increasing for r ∈ (0, jτ ).
Proof. By using (A.4), we obtainÇ
rα
Jτ+ε(r)
Jτ (r)
å′
=
Ç
rα+ε
r−(τ+ε)Jτ+ε(r)
r−τJτ (r)
å′
= (α+ ε)rα−1
Jτ+ε(r)
Jτ (r)
+
+ rα
Jτ+ε(r)Jτ+1(r)− Jτ+ε+1(r)Jτ (r)
J2τ (r)
,
which, in the considered range of r, is the sum of non-negative terms, since Jτ and Jτ+ε
are positive by (A.2), and since, as shown in [3, Remark 2, p. 289], the function
τ 7→ Jτ+1
Jτ
is decreasing for r ∈ (0, jτ ) and τ > −1, (A.5)
thus Jτ+1(r)Jτ (r) >
Jτ+ε+1(r)
Jτ+ε(r)
.
Thanks to the previous lemma, the function
hu(r) : (0, jτ ) → (0,∞)
r 7→ rJτ+1(r)
Jτ (r)
(A.6)
is increasing, invertible and, by (A.3), it satisfies
hu(r) =
r2
2(τ + 1)
Ç
1 +
r2
4(τ + 1)(τ + 2)
+ o(r2)
å
as r ∼ 0, (A.7)
while its inverse, which will be denoted by ku(r) and is also increasing, thanks to the
previous relation satisfies
k2u(r) = 2(τ + 1)r −
τ + 1
τ + 2
r2 + o(r2), for r ∼ 0. (A.8)
Another monotonicity property related to quotients of Bessel functions of the first kind
is given in the following proposition.
Proposition A.2. For τ > −1 and r ∈ (0, jτ ), the function h
′
u(r)
r is increasing.
Proof. Using (A.4), direct computations give
h′u(r)
r
= 2
Jτ+1
rJτ
+
J2τ+1 − Jτ+2Jτ
J2τ
= 2
Jτ+1
rJτ
+
∑
n∈N
4(τ + 2 + 2n)
Å
Jτ+2+2n
rJτ
ã2
,
where the last equality comes from Lommel’s formula (see [24, p. 152]). We then conclude
by observing that the first summand in the right-hand side is increasing thanks to Lemma
A.1 applied with ε = −α = 1, and the same occurs for each term of the series thanks to
Lemma A.1 applied with ε = 2 + 2n and α = −1.
The last property that we recall is the following asymptotic expansion for large orders
(see [1, § 9.3.1]):
Jτ (r) ∼ 1√
2piτ
Å
e r
2τ
ãτ
as τ → +∞. (A.9)
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Passing to the modified Bessel function of the second kind Kτ (r), it is a solution of the
differential equation
r2w′′(r) + rw′(r)− (r2 + τ2)w(r) = 0 (A.10)
which is positive and defined for all r > 0, and decays to 0 as r → +∞, since (see [24, p.
202])
lim
r→+∞Kτ (r)
Å
pi
2r
ã− 1
2
er = 1. (A.11)
On the other hand, the following asymptotic expansions, where we take N ∈ N, N ≥ 2 and
τ = N−32 , hold true for r > 0, r ∼ 0 (see [24, p. 80]):
Kτ (r) ∼

r−
1
2
»
pi
2
Ä
1− r + r22 +O(r3)
ä
if N = 2, 4
C − log(r) + r24 (1 + C − log(r)) + o(r3) if N = 3
r−1
Ä
1− r24 (1 + 2C − 2 log(r))
ä
+ o(r3) if N = 5
r−τΓ(τ)2τ−1
(
1− r24(τ−1) + o(r3)
)
if N ≥ 6.
(A.12)
In addition, we have the following relation (see [24, p. 79])
(r−τKτ (r))′ = −r−τKτ+1(r), (A.13)
and, thanks to [24, p. 79] and [16, Lemma 2.4] respectively, we have, for all r > 0,
K1/2(r)
K−1/2(r)
= 1, r 7→ Kτ+1(r)
Kτ (r)
is decreasing for τ > −1/2. (A.14)
Moreover,
hv(r) := r
Kτ+1(r)
Kτ (r)
is increasing for r > 0, (A.15)
since K ′τ (r) = − rKτ−1(r)+τKτ (r)r (see [24, p. 79]), thusÇ
r
Kτ+1(r)
Kτ (r)
å′
= r
Kτ+1(r)Kτ−1(r)−Kτ (r)2
Kτ (r)2
,
and the numerator in the last expression is positive (see [16, (1.7)]).
By using (A.12), and recalling that Γ
Ä
3
2
ä
=
√
pi
2 , we have that
lim
r↓0
hv(r) = max{0, N − 3}. (A.16)
Finally, we briefly recall some properties of the modified Bessel function of first kind
Iτ (r), which is a solution of (A.10) that is linearly independent with respect to Kτ (r), is
positive for all r > 0, increasing, since
(r−τIτ (r))′ = r−τIτ+1(r), (A.17)
(see [24, p. 79]), and it satisfies (see [24, p. 203])
lim
r→+∞ Iτ (r) = +∞. (A.18)
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