In a recent paper Levin and Shea give sufficient conditions in order that a bounded solution x(t) of an integral equation can be expressed in the form
INTRODUCTION
In a three part paper [2] , Levin and Shea study the asymptotic behavior as t + cc of solutions of certain integral equations. Specifically they seek conditions on these equations in order that a bounded solution x(t) can be expressed in the form where 7(t) -0 as t + cc, {y& is a sequence of solutions of the limiting equations, and {&} is a # sequence, a concept we shall define in Section 2.
In their paper, Levin and Shea consider several types of integral equations; however, in our applications we shall restrict our attention to three of these, namely, the autonomous equation the nonautonomous equation as well as the Volterra equation
x(t) = f(t) + j" t a(& s) g(x(s), s) ds, O<t<co (V 0 which is a special case of (NA). Under certain reasonable assumptions concerning f, g, and A, they show that if x(t) is a bounded solution of (A), (NA), or (V) that satisfies the Tauberian condition tjiy+o I x(, + t) -x(t)1 = 0, then x(t) can be expanded in the form (E). We proposed to show in this paper that these results of Levin and Shea follow from a general principle from topological dynamics. The topologicaldynamical result, when applied to the skew product flow for integral equations constructed by Miller and Sell [3] , lead to the Levin-Shea results. We shall see that the Tauberian condition (T), which is well understood in the theory of linear equations (cf., for example, Karlin [l] ), is needed for the general theory in order to guarantee that the trajectory generated by (A), (NA), or (V) be positively compact in an appropriate topology.
In Section 2 we shall give the definition of a # sequence and state a basic lemma proved by Levin and Shea. In Section 3 we shall show how this lemma can be applied to arbitrary continuous flows in a topological space, and in Section 4 we shall present the applications to integral equations.
t+h SEQUENCES
Let {tm} be an increasing sequence of real numbers that satisfy lim(t, -tm-l) = co. "Z-t% A # sequence (associated with {a}) .
is a sequence of real-valued Cm functions &(t) that satisfy il $w) = 1, -co<t<co;
II An l/m -0 as m+ co;
as for t-co;
t > t,; 
The following lemma is a straightforward generalization of Lemma 3.1 of [2] .
LEMMA. Let x: R --f B be continuous, where B is a Banuch space with the norm topology, and assume that lim SUP~+~ 11 x(t)11 < 00. Let r be a nonempty collection of bounded continuous functions y: R -+ B, and assume that holds for every d > 0. Then there exist sequences {tm> C R, (ym> C r, and {#m} and a continuous function 7: R + B, where (t, -t,-J + 00 as m -+ co, {I&J is a # sequence associated with {tm}, 11 T(t)/1 -+ 0 as t--f co, and 44 = 5 95?&>Y&) + ?(a --co<<<<.
T?Z=l
Notice that it follows from the definition of a 4 sequence that the infinite series in (7) contains no more than two terms for any t E R.
CONTINUOUS FLOWS
Let X be a Hausdorff topological space and let r be a continuous flow (local dynamical system) on X. That n is a continuous mapping of a set D = ((x, t) E X x R: ~1% < t < pz> into X satisfying the following properties:
(ii) n(x, 0) = x for all x E X.
(iii) n(n(x, s), t) = n(x, s + t) in the sense that if the left-hand side is defined, then the right-side is defined and equality holds.
(iv) The intervals I, = (aZ , /3.J are lower semicontinuous, that is, if x, -+ x then I, C lim inf I, .
(v) Each interval 1% this maximal in the sense that either I, = R or the set yf(x) = (7(x, t): 0 < t < 8%)
does not lie in a compact set when /3z < 00, and the set y-(x) = {7r(x, t): 01, < t < oj does not lie in a compact set when -cc < (Ye .
The properties of flows which we will need here are proved, at least when X is a uniform space, in [5] . The uniform space setting will be adequate for the applications we wish to make to integral equations; however, the properties we require in this section are equally valid in general topological spaces.
A motion 7(x, t) is said to be positively compact if H+(x) = Cl r+(x) is compact. We see that in this case /3$ = + co and that the w-limit set is a nonempty compact invariant set in H+(x). Moreover, if y E Q, , then 1, = R, that is, n(y, t) is defined for all t E R, Also ~(y, t) E Q, for all t E R.
We can now state our main theorem. THEOREM 1. Let r(x, t) be a positively compact motion in a flow on X. Let P : X -+ B be a continuous mapping of X into a Banach space B. Then there exist seq=-&J C R iym> C -Qz , NJ, and a continuous function 'I: R + B such that (t, -tmpl) + CO as m + co, {&J is a sequence associated with {tm}, I/ T(t)11 + 0, as t -+ CO, and p+% t> = f A&> JYYm > t> + m, o<t<co.
(8) m=l
Proof. We will apply the Levin-Shea lemma. Let x(t) = Pr(x, t) for t > 0 and x(t) = Px for t < 0. Since ~(x, t) remains in a compact set H+(x) for all t > , 0 and since P is continuous, we see that I/ x(t)/1 is bounded. Define r bY f = (P?T(y, ,): y E QJ.
Since Qn, is nonempty compact and invariant we see that F is a nonempty collection of bounded continuous functions defined on R. It remains only to prove that Eq. (6) is satisfied. Since ~(x, t) is positively compact, it follows that for every sequence {TV}, with 7, -+ KJ, there is a subsequence (which we shall denote by (TV}) and a point y E J2, , such that r(x, T, + t) + ~(y, t) uniformly for t in compact sets. In particular, for every d > 0, .~T(x, 7, + t) + rr(y, t) uniformly for Itl <d. Now assume that Eq. (6) fails. Then for some d > 0 there is a sequence {slz}, s, -co, and an E > 0 such that for all s, one has II p+, s, + t) -WY, s, + t)ll >, E (9) for all 1 t 1 < d and all y E Q, . Since +n(y, s,), t) = ~(y, s, + t), we see that Eq. (9) can be rewritten as for all 1 t 1 < d and ally E Q, . Now, by selecting a subsequence if necessary, pick a point y E 52, such that n(x, s, + t) + +y, t) uniformly for 1 t 1 < d. Since P is continuous, one has PQT(X, s, + t) + Pn(y, t) uniformly for 1 t 1 < d, but this contradicts Eq. (10) and completes the proof of the theorem.
In the applications to integral equations we shall be interested in a semiflow instead of a flow. This differs from a flow in that the mapping n(x, t) is defined only for non-negative time 0 < t < fie . Theorem 1 can be extended to include semiflows in several ways. First one observes that Eq. (8) holds for t >, 0, which makes sense for both flows and semiflows. Since the problem of "backing up" a semiflow is a rather messy technical question, it seems that the simplest way to extend Theorem 1 is note that Eq. (6) holds for every d > 0 if and only if for every d > 0. Next define r to be the collection of all functions y(t) such that for some y E Q, one has y(t) " WY, 9, t>O = PY, t < 0.
Now by restricting the time t to be non-negative, one can use the argument of Theorem 1 to extend the result to semiflows.
APPLICATIONS
The method for applying the last theorem to integral equations can perhaps be best understood by considering first the Volterra integral equation (V). The other applications are simply variations on the same theme. We begin with a very brief summary of the essential topological-dynamical theory for (V). For simplicity only we take the point of view used by Miller and Sell in [3] . Among other things, this point of view requires that the solutions of the Volterra integral equation be uniquely determined. However, recently developments (see [4] and [6] ) p ermit us to drop this uniqueness assumption for the applications of Theorem 1 to integral equations.
We consider (V), wherefe C = C(R+, R") and a(t, S) andg(x, s) belong to compatible topological spaces A and G, respectively. Let v(t) denote the unique solution of (V) defined on a maximal interval 0 < t < /3 and define T7f = T,(f, g, 4 by
TTf(e) = f (7 + '4 + 1' 47 + ~,s) &(4, ~1 as 0 for 0 < Q-< fl and 0 < B < co. Then T,f E C and at 8 = 0 one has T, f (0) = ~47).
Let gT(X, t) = g(x, 7 + t) and uT(t, S) = a(~ + t, T + s). Then the mapping +f, g, a; 4 = (Tif, g, ,a,) defines a semiflow on C x G x A, where C has the topology of uniform convergence on compact sets.
The question of positively compact motions is also studied in [3] and the following theorem is proved. THEOREM 2. Assume that f, g, and a are chosen so that (i) {f7: 0 < 7 < a} lies in a compact set ila C, (ii) {g7: 0 < 7 < CD} lies in a compact set in G, and (iii) {q: 0 < 7 < KI} lies in a compact set in A.
If v(t), 0 < t < co, is a bounded solution of (V) that satisfies the Tuuberiun condition (T), then the trajectory n(f, g, a; t) is positively compact. Now define P: C x G x A + R" by P(f, g, 4 = f (0).
Then Pn-(f, g, a; t) = T, f (0) = q(t). If the hypotheses of Theorem 2 are satisfied, then the hypothesis of Theorem 1 is satisfied and we get p?(t) = f flmz%n(t) + rl(t), o<t<co WL=l where (TV} is a sequence of solutions of the limiting equations, {I/~} is a 4 sequence, and v(t) + 0 as t --f cc. (We refer the reader to [3] for the formula for the limiting equations of (V).)
It is well-known that condition (i) of Theorem 2 is satisfied if and only if f(t) is bounded and uniformly continuous for t 3 0, cf. [4] , for example. A special case of condition (i) occurs when f(t) +f(oc) as t + co.
Conditions (ii) and (iii) of Theorem 2 are studied extensively in the MillerSell memoir. In order to complete the connection between our results and those of Levin and Shea we shall present here sufficient conditions that (ii) and (iii) be satisfied in the case that g(x, t) is continuous. One can similarly give sufficient conditions that (ii) and (iii) be satisfied in the case that g(x, t) satisfies a CarathCodory hypothesis.
Conditions (ii) and (iii) in Theorem 2 do, of course, depend on the topologies on G and A, respectively. In the notation of [3] we shall now restrict our attention to the case that G = G,* and A = A,*. [One could formulate similar results for the pairs of spaces (G,*, A,*), 1 < p < co, as well as (G, , A,), 1 <p < co, where g is allowed to satisfy a Caratheodory hypothesis.]
If g(x, t) satisfies the hypothesis (I) where (I): g(x, t) is bounded and uniformly continuous on sets of the form K x Rf, where K is a compact set in R n, then g satisfies condition (ii) of Theorem 2 (see [3] , p. 36 and compare with hypothesis H,,(g) in [2] ).
Similarly a(t, s) will satisfy condition (iii) of Theorem 2 if a satisfies hypothesis (II), see [3] , pp. 46-47:
II: (a) For each t E Rf, there is a real number B such that I 7+1 I 4cs)l ds < B T for all 7 >, 0, and (p) for each compact set J C Rf, every locally bounded function 5: R+ -R", and every E > 0 there is a 6 > 0 such that for / h 1 < 6 one has j I'" [a@ + h, s) -4, s)] t(s) ds j < 6 (T >, 0) uniformly for t E J.
It is now easy to give many special cases of hypotheses (I) and (II) which would lead to the Levin-Shea results as applied to (V). We shall give four such illustrations here. Of course, we assume here, as do Levin and Shea, that there exists a bounded solution v(t) of (V) that satisfies the Tauberian condition (T). Each of these cases lead to the expansion formula (E). Before turning to the Eqs. (A) and (NA) let us briefly comment on the form of the flow for Volterra integral equations in the event that the solutions are not uniquely determined. In this case we observe that the map T,f also depends on the particular solution 9, so one could write T7f = T&t f, g, 4
The semiflow is then given by where q+(t) = p)(~ + t). The phase space for rr is constructed using appropriate generalizations of the viewpoint of [6] . The continuity of n follows from standard arguments, see [4] , for example. The mapping P is given as in the case of uniqueness.
The problem of extending this application to Eqs. (A) and (NA) now reduces to the construction of a suitable flow or semiflow for these equations. This construction with all the concomitant topological and analytical details is the subject matter of a forthcoming paper by the author. We will show here only how to formally construct the flow and how to define the mapping P required by Theorem I.
For (A) one considers the solution x(t) as known for all s, -co < s < t. Then Q) = x(t + e>, -co<e<o describes the path of the solution in a function space F,( -cc, 01. Similarly, f belongs to a related function space F,(-co, cc). The semiflow is given by and the mapping P is given by P(x, f) = x(O).
The semiflow for (NA) is a bit more complicated since one has to translate the terms g and dA too. If one defines g&G t) = g(x, 7 + t) and dA,(t, s) = dA(T + t, 7 + s), then the semiflow is given by 4% f, g, u; 4 = (XT 7 fT 9 g, 9 d&l and the mapping P is given by P(x, f, g, dA) = x(O).
