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THE HILBERT-KUNZ FUNCTION OF SOME QUADRATIC QUOTIENTS OF
THE REES ALGEBRA
FRANCESCO STRAZZANTI AND SANTIAGO ZARZUELA ARMENGOU
Abstract. Given a commutative local ring (R,m) and an ideal I of R, a family of quotients of the
Rees algebra R[It] has been recently studied as a unified approach to the Nagata’s idealization and
the amalgamated duplication and as a way to construct interesting examples, especially integral
domains. When R is noetherian of prime characteristic, we compute the Hilbert-Kunz function of
the members of this family and, provided that either I is m-primary or R is regular, we also find
their Hilbert-Kunz multiplicity. Some consequences and examples are explored.
1. Introduction
The Hilbert-Kunz function and the Hilbert-Kunz multiplicity were introduced by Monsky in [20],
even though they were already present in the work of Kunz [18, 19]. For a noetherian commutative
ring of prime characteristic they provide a theory very similar to the Hilbert-Samuel theory in
some respects but very different in others. For this reason in the last decades these notions have
been explored by many researchers becoming probably one of the main topic in the study of
noetherian rings of prime characteristic, see e.g. Huneke’s survey [15]. To be more precise, let
(R,m) be a d-dimensional local noetherian commutative ring with identity of prime characteristic
p. If m = (f1, . . . , fr) and e is a non-negative integer, we set m
[pe] = (fp
e
| f ∈ m) = (fp
e
1 , . . . , f
pe
r ).
The Hilbert-Kunz function of R is given by the map N → N, e 7→ ℓR(R/m
[pe]), whereas the
Hilbert-Kunz multiplicity of I is defined as
eHK(R) := lim
e→∞
ℓR(R/m
[pe])
ped
.
Monsky [20] proved that this limit always exists. This is a positive real number, but it can be also
irrational, see [5]. One of the most interesting results related to the Hilbert-Kunz multiplicity is
that R is regular if and only if eHK(R) = 1. Hence, eHK(R) can be seen as a measure of how far R
is from being regular.
Given an ideal I ofR, the Rees algebra of R with respect to I is defined as R[It] = ⊕i≥0I
iti ⊆ R[t],
where t is an indeterminate. Consider the polynomial t2+at+b with a, b ∈ R and let (I2(t2+at+b))
denote the contraction to R[It] of the ideal generated by t2+at+b in R[t]. In [2] the family of rings
R(I)a,b := R[It]/(I
2(t2 + at + b)) is studied. It can be considered as a unified approach to some
well-studied constructions: R(I)0,0 is isomorphic to the Nagata’s idealization R⋉I [1, 21], R(I)−1,0
is isomorphic to the amalgamated duplication R ✶ I of R along I [7, 9], R(I)0,b is isomorphic to the
pseudocanonical double cover of R [12, 13] provided that I is a canonical ideal of R. Recently the
properties of this family have been investigated by many researchers, e.g. in [3, 4, 10, 11, 14, 23, 24].
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Also, in [22] the family is used to construct one-dimensional Gorenstein local rings having decreasing
Hilbert function. The aim of this paper is to compute the Hilbert-Kunz function and the Hilbert-
Kunz multiplicity of the rings R(I)a,b. In particular, if (R,m) is a local noetherian ring, in Theorem
2.3 we prove the following formula for the Hilbert-Kunz function of R(I)a,b:
ℓR(I)a,b
(
R(I)a,b
n[q]
)
= ℓR
(
R
m[q]
)
+ ℓR
(
I
m[q]I
)
− ℓR
(
m[q]I +BqI
[q]
m[q]I
)
,
where q = pe, n is the maximal ideal of the local ring R(I)a,b and Bq is an element of R depending
only on a, b, and q. We also provide many cases in which Bq is always invertible (Remark 2.4) or
always zero (Corollary 2.7) for every q. Moreover, if I is an m-primary ideal or R is regular, we prove
that eHK(R(I)a,b) = 2eHK(R), see Theorem 2.3 and Corollary 2.5 respectively. We also include some
examples showing that the existence of the second coefficient of Hilbert-Kunz function of R (resp.
R(I)a,b) does not imply the existence of the same coefficient for R(I)a,b (resp. R). Finally we give a
method to produce infinitely many integral domains whose second coefficients of the Hilbert-Kunz
function is periodic.
2. The Hilbert-Kunz function of R(I)a,b
Let R be a commutative ring, let I be an ideal of R and let a, b ∈ R. In Introduction we have
defined the rings R(I)a,b. Since R(I)a,b ∼= R ⊕ I as R-modules, we denote the elements of R(I)a,b
by r + it, where r ∈ R and i ∈ I. With this notation, the multiplication in R(I)a,b is given by
(r+it)(s+jt) = rs−bij+(rj+si−aij)t. If (R,m, k) is a noetherian local ring with dimension d, also
R(I)a,b is a d-dimensional noetherian local ring with maximal ideal n = {m+ it | m ∈ m, i ∈ I} and
R(I)a,b/n ∼= k, see [2]. Moreover, there is a natural injective homomorphism of rings R → R(I)a,b
and, since the two rings have the same residue field, this implies that every R(I)a,b-module M is
an R-module and ℓR(M) = ℓR(I)a,b(M), where ℓS(·) denotes the length as module over a ring S.
Proposition 2.1. Let R be a commutative ring, let I be an ideal of R and let a, b ∈ R. Then, for
every r + it ∈ R(I)a,b and every n ∈ N, it holds
(r + it)n =
rn + n∑
j=2
(
n
j
) ∑
u,v∈N
u+2v=j−2
(
u+ v
u
)
(−a)u (−b)v+1 ij rn−j
+
 n∑
j=1
(
n
j
) ∑
u,v∈N
u+2v=j−1
(
u+ v
u
)
(−a)u (−b)v ij rn−j
 t.
Proof. We prove it by induction on n. The base case is trivial, so we assume that the formula is
true for (r + it)n and consider the first term of (r + it)n+1 = (r + it)n(r + it), that is
rn+1 +
n∑
j=2
(
n
j
) ∑
u,v∈N
u+2v=j−2
(
u+ v
u
)
(−a)u (−b)v+1 ij rn+1−j +
+
n∑
j=1
(
n
j
) ∑
u,v∈N
u+2v=j−1
(
u+ v
u
)
(−a)u (−b)v+1 ij+1 rn−j =
THE HILBERT-KUNZ FUNCTION OF SOME QUADRATIC QUOTIENTS OF THE REES ALGEBRA 3
= rn+1 +
n∑
j=2
(
n
j
) ∑
u,v∈N
u+2v=j−2
(
u+ v
u
)
(−a)u (−b)v+1 ij rn+1−j +
+
n+1∑
j=2
(
n
j − 1
) ∑
u,v∈N
u+2v=j−2
(
u+ v
u
)
(−a)u (−b)v+1 ij rn+1−j =
= rn+1 +
n+1∑
j=2
(
n+ 1
j
) ∑
u,v∈N
u+2v=j−2
(
u+ v
u
)
(−a)u (−b)v+1 ij rn+1−j.
On the other hand, the coefficient X of the second term is equal to
X :=
n∑
j=1
(
n
j
) ∑
u,v∈N
u+2v=j−1
(
u+ v
u
)
(−a)u (−b)v ij rn+1−j +
+irn +
n∑
j=2
(
n
j
) ∑
u,v∈N
u+2v=j−2
(
u+ v
u
)
(−a)u (−b)v+1 ij+1 rn−j +
+
n∑
j=1
(
n
j
) ∑
u,v∈N
u+2v=j−1
(
u+ v
u
)
(−a)u+1 (−b)v ij+1 rn−j =
= nirn −
(
n
2
)
ai2rn−1 +
n∑
j=3
(
n
j
) ∑
u,v∈N
u+2v=j−1
(
u+ v
u
)
(−a)u (−b)v ij rn+1−j + irn − nai2rn−1+
+
n∑
j=2
(
n
j
) ∑
u,v∈N
u+2v=j−2
(
u+ v
u
)
(−a)u (−b)v+1 +
∑
u,v∈N
u+2v=j−1
(
u+ v
u
)
(−a)u+1 (−b)v
 ij+1 rn−j.
If j ≥ 2, we note that
∑
u,v∈N
u+2v=j−2
(
u+ v
u
)
(−a)u (−b)v+1 +
∑
u,v∈N
u+2v=j−1
(
u+ v
u
)
(−a)u+1 (−b)v =
=
∑
u,v∈N,v 6=0
u+2v=j
(
u+ v − 1
u
)
(−a)u (−b)v +
∑
u,v∈N,u 6=0
u+2v=j
(
u− 1 + v
u− 1
)
(−a)u (−b)v =
=
∑
u,v∈N
u+2v=j
(
u+ v
u
)
(−a)u (−b)v .
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Therefore, it follows that
X = (n+ 1)irn −
(
n+ 1
2
)
ai2rn−1 +
n∑
j=3
(
n
j
) ∑
u,v∈N
u+2v=j−1
(
u+ v
u
)
(−a)u (−b)v ij rn+1−j +
+
n+1∑
j=3
(
n
j − 1
) ∑
u,v∈N
u+2v=j−1
(
u+ v
u
)
(−a)u (−b)vij rn+1−j =
=
n+1∑
j=1
(
n+ 1
j
) ∑
u,v∈N
u+2v=j−1
(
u+ v
u
)
(−a)u (−b)v ij rn+1−j. 
It will be useful to specialize the formula in the previous proposition for some particular members
of the family R(I)a,b.
Corollary 2.2. Let R be a commutative ring and let I be an ideal of R. Let r ∈ R, i ∈ I and
n ∈ N.
(1) In R(I)−1,0 ∼= R ✶ I we have (r + it)
n = rn +
∑n
j=1
(
n
j
)
ij rn−j t.
(2) In R(I)0,b we have
(r + it)n =
⌊n2 ⌋∑
j=0
(
n
2j
)
(−b)j i2j rn−2j +
⌊
n−1
2 ⌋∑
j=0
(
n
2j + 1
)
(−b)j i2j+1 rn−2j−1
 t.
(3) In R(I)−1,−1 we have (r + it)
n = rn +
∑n
j=2
(
n
j
)
Fj−1 i
j rn−j +
∑n
j=1
(
n
j
)
Fj i
j rn−j t, where
Fk denotes the k-th Fibonacci number.
Proof. Using the previous lemma, the first two formulas follow by an easy calculation. As for the
last one, we note that Fj =
∑⌊ j−1
2
⌋
v=0
(
j−1−v
v
)
=
∑
u,v∈N
u+2v=j−1
(
u+2v−v
v
)
=
∑
u,v∈N
u+2v=j−1
(
u+v
u
)
. 
Now we are ready to prove a formula for the Hilbert-Kunz function of R(I)a,b. From now on R
will be a commutative noetherian ring with identity.
Theorem 2.3. Let (R,m) be a local ring of prime characteristic p, let a, b ∈ R and let I be a
non-zero ideal of R.
(1) For every q = pe with e ∈ N, it holds (r + it)q = rq +Aqi
q + (Bqi
q)t, where
Aq =
∑
u,v∈N
u+2v=q−2
(
u+ v
u
)
(−a)u (−b)v+1, Bq =
∑
u,v∈N
u+2v=q−1
(
u+ v
u
)
(−a)u (−b)v
are elements of R and depend only on a, b, and q. In particular, if R is F -finite, then also
R(I)a,b is F -finite for every a and b.
(2) For every q = pe with e ∈ N, it holds
ℓR(I)a,b
(
R(I)a,b
n[q]
)
= ℓR
(
R
m[q]
)
+ ℓR
(
I
m[q]I
)
− ℓR
(
m[q]I +BqI
[q]
m[q]I
)
.
(3) If I is m-primary, then eHK(R(I)a,b) = 2eHK(R).
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Proof. (1) The formula follows from Proposition 2.1, since p divides
(
q
j
)
for every j 6= 0, q. Assume
now that R is F -finite. Since R(I)a,b is a finite extension of R, we obtain that R(I)a,b is a finite
extension of Rp. As Rp ⊂ (R(I)a,b)
p, we get that R(I)a,b is F -finite too.
(2) Every element in n[q] is a finite sum of elements in the form
(mq +Aqi
q +Bqi
qt) (s+ jt) = mqs+Aqi
qs− bBqi
qj + (mqj +Aqi
qj +Bqi
qs− aBqi
qj)t
for some m ∈ m, i, j ∈ I and s ∈ R. It follows that n[q] ⊆ {m + (m′i + Bqi
′)t | m,m′ ∈ m[q], i ∈
I, i′ ∈ I [q]} and it is easy to see that this is an equality. Therefore, there is an isomorphism
n[q] ∼= m[q]⊕ (m[q]I+BqI
[q]) as R-modules and, since the length as R(I)a,b-module and as R-module
is the same, we get
ℓR(I)a,b
(
R(I)a,b
n[q]
)
= ℓR
(
R⊕ I
m[q] ⊕ (m[q]I +BqI [q])
)
= ℓR
(
R
m[q]
)
+ ℓR
(
I
m[q]I +BqI [q]
)
.
Hence, the formula in (2) follows from the exact sequence
0→
m[q]I +BqI
[q]
m[q]I
→
I
m[q]I
→
I
m[q]I +BqI [q]
→ 0.
(3) Computing the limit of the equality in (2) divided by qd for e→∞, we get
eHK(R(I)a,b) = eHK(R) + eHK(m, I)− lim
e→∞
ℓR
(
m[q]I+BqI [q]
m[q]I
)
qd
,
where eHK(m, I) denotes the Hilbert-Kunz multiplicity of I as R-module. Applying [15, Corollary
3.12] to the exact sequence 0→ I → R→ R/I → 0, we get eHK(R) = eHK(m, I) + eHK(m, R/I) =
eHK(m, I), where eHK(m, R/I) is zero because dimR/I < dimR. Moreover,
0 ≤ ℓR
(
m[q]I +BqI
[q]
m[q]I
)
≤ ℓR
(
m[q]I + I [q]
m[q]I
)
= ℓR
(
I [q]
m[q]I ∩ I [q]
)
by the second Isomorphism Theorem. Since I [q]I ⊆ (m[q]I ∩ I [q]), it is enough to prove that
(⋆) lim
e→∞
ℓR
(
I [q]/I [q]I
)
qd
= 0.
Since I is an m-primary ideal, applying [15, Proposition 3.11] to the short exact sequence 0→ I →
R→ R/I → 0 and using the short exact sequence 0→ I/I [q]I → R/I [q]I → R/I → 0, we get
ℓR
(
R
I [q]
)
= ℓR
(
I
I [q]I
)
+ ℓR
(
R/I
I [q]R/I
)
+O(qd−1) =
= ℓR
(
R
I [q]I
)
− ℓR
(
R
I
)
+ ℓR
(
R
I
)
+O(qd−1) =
= ℓR
(
R
I [q]I
)
+O(qd−1),
because I [q]R/I = 0. This equality and the short exact sequence 0 −→ I [q]/I [q]I −→ R/I [q]I −→
R/I [q] → 0 give
ℓR
(
I [q]
I [q]I
)
= ℓR
(
R
I [q]I
)
− ℓR
(
R
I [q]
)
= O(qd−1)
that implies Equality (⋆). 
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Remark 2.4. It is possible to find Bq for some interesting values of a, b ∈ R. For instance, we
notice the following three cases:
• If a = b = 0, then R(I)0,0 ∼= R⋉ I and Bq = 0 for every q > 1;
• If a is invertible in R and b = 0, then Bq is invertible in R for every q > 1;
• If a = b = −1, then Bq is equal to the q-th Fibonacci number Fq. In particular Bq = 0 for
every q if p = 5, while Bq is invertible for every q if p 6= 5.
The first two cases follows by definition of Bq. We also notice that the second case includes
R(I)−1,0 ∼= R ✶ I. As for the last one we have already seen that Bq = Fq in the proof of Corollary
2.2. Therefore, when p = 5, we get gcd(Fq, F5) = Fgcd(q,5) = F5 = 5 and, thus, Bq = 0. On
the other hand, if p 6= 5, it is well-known that p divides either Fp−1 or Fp+1 and in both cases
gcd(Fq, Fp±1) = Fgcd(q,p±1) = F1 = 1. Hence, Fq is not divided by p.
If (R,m) is a d-dimensional local ring of prime characteristic p, we set fe(R) = (1/p
ed)ℓR(R/m
[pe]).
We note that lime→∞ fe(R) = eHK(R). Moreover, if p is a prime ideal of R, we set fe(p) = fe(Rp).
In [19, Proposition 3.3] it is proved that fe(p) ≤ fe(q), provided that p ⊆ q are prime ideals and R
is locally equidimensional.
Corollary 2.5. If R is a regular local ring of positive characteristic, I is a non-zero ideal of R and
a, b ∈ R, then eHK(R(I)a,b) = 2.
Proof. Let p be a minimal prime of I and let q be a prime ideal of R(I)a,b that lies over p. Note
that the ideal q always exists because R(I)a,b is an integral extension of R (in [11, Proposition 1.2]
it is given an explicit and complete description of the possible q). Since I ⊆ p, by [11, Proposition
1.4] it follows that (R(I)a,b)q ∼= Rp(Ip)a,b. Moreover, (Rp, pRp) is a regular local ring and Ip is a
pRp-primary ideal. Thus, Theorem 2.3 implies that eHK(Rp(Ip)a,b) = 2eHK(Rp) = 2. Consequently,
2 = eHK((R(I)a,b)q) = lim
e→∞
fe(q) ≤ lim
e→∞
fe(n) = eHK(R(I)a,b) ≤ 2,
where the last inequality follows by Theorem 2.3 (2) because I has positive height and, therefore,
eHK(m, I) = eHK(R). Hence, eHK(R(I)a,b) = 2. 
Remark 2.6. Let A be a 2-dimensional Cohen-Macaulay local ring. In [25, Theorem 5.4] it is
proved that eHK(A) = 2 if and only if A is either a non-F-rational double point or A is the “ordinary
triple point”, i.e. Â ∼= k[[x3, x2y, xy2, y3]]. If A is not Cohen-Macaulay, it is possible to use the
previous corollary to show that this classification is far from being true. More precisely, it is possible
to construct a 2-dimensional local ring A with eHK(A) = 2 and Hilbert-Samuel multiplicity n for
every integer n > 2. Consider a 2-dimensional regular local ring (R,m). By the previous corollary we
have eHK(R(I)a,b) = 2eHK(R) = 2 for every a, b. Moreover, by [2, Proposition 2.3] and [8, Corollary
5.9], the Hilbert-Samuel multiplicity of R(I)a,b is e(R(I)a,b) = e(R) + ℓR(I/mI) = 1 + n − 1 = n,
because m is a minimal reduction of itself.
Since the Nagata’s idealization is isomorphic to R(I)0,0, it is easy to see that the last term of
the formula in Theorem 2.3(2) is zero, as it is possible to prove directly. The next corollary collects
other cases in which this occurs.
Corollary 2.7. Let (R,m, k) be a local ring of prime characteristic p, let a, b ∈ R and let I be a
non-zero ideal of R. Consider the following properties:
(1) I ⊆ m[p];
(2) R = k[[x1, . . . , xn]]/J , both I and J are monomial ideals and I is contained in m
[2];
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(3) a = b = −1 and p = 5;
(4) a = 0 and p = 2.
If one of the previous properties holds, then
(a) ℓR(I)a,b
(
R(I)a,b
n[q]
)
= ℓR
(
R
m[q]
)
+ ℓR
(
I
m[q]I
)
for every positive integer q. In particular, eHK(R(I)a,b) = eHK(R) + eHK(m, I).
Proof. By Theorem 2.3 it is enough to show that I [q] ⊆ m[q]I for every integer q = pe with e ∈ N
and e ≥ 1. Moreover, we can reduce ourselves to consider only the generators f q of I [q], where f is
a generator of I.
(1) Since I ⊆ m[p], we have f =
∑n
i=1 rim
p
i for some ri ∈ R, mi ∈ m and n ∈ N. Therefore, we get
f q =
(
n∑
i=1
rim
p
i
)(p−1)pe−1 ( n∑
i=1
rim
p
i
)pe−1
= f (p−1)p
e−1
n∑
i=1
rp
e−1
i m
q
i ∈ Im
[q].
(2) Since I ⊆ m[2] = (m2 | m ∈ m), we can write f =
∑n
i=1 rim
2
i for some ri ∈ R and mi ∈ m.
Moreover, we can assume that n = 1 because both I and J are monomial ideals. Thus, we have
f = rm2 with r ∈ R and m ∈ m. It follows that f q = (mq)(rm2)(rq−1mq−2) ∈ mqI.
(3)-(4) In these cases Bq = 0 by Remark 2.4 and by definition of Bq respectively. 
Remark 2.8. To ensure that Equality (a) of the previous corollary holds, it is not enough neither
to assume that I ⊆ m[p−1] in the first condition nor to drop the monomial hypothesis on I in the
second condition. For instance, if we consider k = Z/3Z, R = k[[x, y]], I = (x2 − y2) ⊆ m[2],
a = −1 and b = 0, then R(I)a,b ∼= R ✶ I and Bq = 1 for every q. We claim that in this
case x2q − y2q ∈ I [q] \ m[q]I and, therefore, the equality (a) does not hold for every q. Clearly,
x2q − y2q = (x2 − y2)q ∈ I [q], moreover x2q − y2q = (x2 − y2)(x2q−2 + x2q−4y2 + · · · + y2q−2) and,
since I is principal, it is enough to show that the second factor is not in m[q]. On the other hand,
all of its addends are in m[q] except xq−1yq−1 and, so, it is not in m[q].
Corollary 2.7 says that, under appropriate conditions, the Hilbert-Kunz function of R(I)a,b is
the sum of the Hilbert-Kunz functions of R and I, where the latter is seen as an R-module. The
previous remark shows that in general this is not true. Also, if Bq is invertible for every q and
I = m, it is easy to see that ℓR((m
[q]I + BqI
[q])/m[q]I) is equal to the number of the minimal
generators of m[q]. In general the length of this module can lead to Hilbert-Kunz functions whose
behaviour is very different from the one of R.
3. Examples for the second coefficient of the Hilbert-Kunz function
If ℓR(R/m
[q]) = eHK(R)q
d+βqd−1+O(qd−1) for some real number β independent of q, we refer to
β as the second coefficient of the Hilbert-Kunz function of R. It is well-known that this coefficient
may not exist, even though its existence has been proved for large families of rings.
Example 3.1. Consider the ring R = k[x, y]/(x3 + y3) with k a field of prime characteristic p and
let m = (x, y) and I = (x). Assume also that p ≡ 2 mod 3. Then, it is not difficult to see that
ℓR
(
R
m[q]
)
= ℓR
(
I
m[q]I
)
= 3q − 2.
8 FRANCESCO STRAZZANTI AND SANTIAGO ZARZUELA ARMENGOU
Indeed, I and R are isomorphic as R-modules and R/m[q] ∼= k[x, y]/(xq, yq, x3 + y3). If q ≡ m
mod 3, then a Gro¨bner basis of (xq, yq, x3 + y3) with respect to the lexicographic order x > y is
{yq, x3 − y3, xmyq−m} and, so, its initial ideal is J = (yq, x3, xmyq−m). Therefore, the non-zero
monomials of k[x, y]/J are xiyj for i = 0, 1, 2 and j = 0, . . . , q− 1 except xmyq−m and x2yq−1, that
are 3q − 2.
Despite this, if Bq is invertible for every q, the second coefficient of the Hilbert-Kunz function of
R̂(Î)a,b does not exist. Indeed, (m
[q]I +BqI
[q])/m[q]I = (xq, xyq)/(xq+1, xyq) and
ℓR
(
(xq, xyq)
(xq+1, xyq)
)
=
{
2 if e is odd
1 if e is even
because xqy is in (xq+1, xyq) if and only if q ≡ 1 mod 3, i.e. e is even, whereas xqy2 is always in
(xq+1, xyq). Since the completion does not affect the length, if Bq is invertible for every q, we get
ℓ
R̂(Î)a,b
(
R̂(Î)a,b
n[q]
)
=
{
6q − 6 if e is odd
6q − 5 if e is even,
where n is the maximal ideal of R̂(Î)a,b. For instance, this occurs when a ∈ k and b = 0, as in the
case of the amalgamated duplication, or when a = b = −1 and p 6= 5, see Remark 2.4.
It is also possible to have the opposite behaviour: the second coefficient of the Hilbert-Kunz
function of R does not exist, but the one of R(I)a,b exists for every a, b ∈ R and a suitable ideal I.
Example 3.2. Let k = Z/3Z and R = k[x, y]/(x4 + x3y + x2y2 + xy3 + y4). It is easy to see
that the reduced Gro¨bner basis G(J) of J = (x4 + x3y + x2y2 + xy3 + y4, xq, yq) with respect to
the lexicographic order x > y depends on the congruence of q modulo 5. More precisely, if we set
f = x4 + x3y + x2y2 + xy3 + y4, we have
G(J) =

{yq, f, xyq−1} if q ≡ 1 mod 5
{yq, f, x2yq−2} if q ≡ 2 mod 5
{yq, f, x3yq−3, x2yq−1} if q ≡ 3 mod 5
{yq, f, x3yq−3 + x2yq−2 + xyq−1} if q ≡ 4 mod 5.
It is a straightforward calculation to find the initial ideal of J and the length of k[x, y]/J , therefore,
since the completion does not affect this length, we get
ℓ
R̂
(
R̂
m̂[q]R̂
)
=
{
4q − 4 if e is odd
4q − 3 if e is even,
where m = (x, y). On the other hand, if we consider the ideal I = (x3, y3, f) of R, we can find the
Gro¨bner basis of m[q]I + (f) seen as ideal of k[x, y] obtaining
G(m[q]I + (f)) =

{yq+3, f, xyq+2, x2yq+1, x3yq} if q ≡ 1, 4 mod 5
{yq+3, f, x2yq+1, x3yq} if q ≡ 2 mod 5
{yq+3, f, xyq+2, x3yq} if q ≡ 3 mod 5.
This, together with the equalities ℓR(I/m
[q]I) = ℓR(R/m
[q]I) − ℓR(R/I) and ℓR(R/I) = 8, easily
implies that
ℓR
(
I
m[q]I
)
=
{
4q − 1 if e is odd
4q − 2 if e is even.
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Hence, since I = m[p], Corollary 2.7 implies that the Hilbert-Kunz function of R(I)a,b is equal to
8q − 5 for every a and b, in particular the second coefficient exists.
We notice that the ring R̂ of the previous example is a local domain, because f is homogeneous
and irreducible in k[x, y]. The second coefficient of the Hilbert-Kunz function has been systemat-
ically studied for the first time in [16], where it is proved its existence for excellent local normal
domains with a perfect residue field. Actually, the condition normal domain can be replaced by
ring regular in codimension one, see [6, 17]. It is well-known that it is not possible to drop this
condition, see e.g. the previous examples or the one in [20], and our last example shows that it is
not possible to drop the regularity in codimension one, even if R is assumed to be an integral do-
main. We also notice that, starting from such a domain, it is very easy to construct other domains
with the same property using the rings R(I)a,b, in contrast of the idealization and the amalgamated
duplication which are never domains. For instance, if in the previous example we consider a, b ∈ R̂
such that t2+at+ b is irreducible in the total ring of fractions of R̂, we get that R̂(I)a,b is a domain
for every ideal I of R̂ by [2, Remark 1.10]. As explicit examples, the rings R̂(m̂)0,−1 and R̂(m̂)−1,−1
are always domains and in this case Bq is always invertible by Remark 2.4. Moreover, Theorem 2.3
implies that for every q = pe with e ∈ N their Hilbert-Kunz function is equal to
ℓR
(
R
m[q]
)
+ ℓR
(
m
m[q]m
)
− ℓR
(
m[q]
m[q]m
)
= ℓR
(
R
m[q]
)
+ ℓR
(
m
m[q]
)
= 2ℓR
(
R
m[q]
)
− 1.
Therefore, it is equal to {
8q − 9 if e is odd
8q − 7 if e is even.
If R1 = R̂(m̂)0,−1 and m1 is the unique maximal ideal of R1, also the second coefficient of the
Hilbert-Kunz function of R2 = R1(m1)0,−1 is periodic and, continuing in this way, it is possible to
construct infinitely many domains whose second coefficient is periodic.
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