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Abstract
A companion matrix is determined by the zeros of its characteristic polynomial. We determine the location
of the zeros which yields an elliptic numerical range. In particular we show that given any two complex
numbers z1 and z2 there exists a third complex number z3 such that the companion matrix of the polynomial
(z − z1)(z − z2)(z − z3) will have elliptic numerical range with foci at z1 and z2.
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1. Introduction
The numerical range of a matrix A is a subset of the complex plane defined by
W(A) = {〈Ax, x〉 : x ∈ Cn, ‖x‖ = 1},
The eigenvalues of the matrix A are contained in the numerical range which is a closed and
convex set. If A is 2 × 2 then W(A) is always an ellipse (possibly degenerating into a circle or
line segment) whose eigenvalues are located at the foci of the ellipse. Other properties of W(A)
can be found in [4]. In the 3 × 3 case conditions were given in [5] that determine if W(A) is an
ellipse. The conditions can be stated as follows:
Theorem 1.1 (see [5, Theorem 2.4]). If A is a 3 × 3 matrix with eigenvalues z1, z2, and z3, then
W(A) is an ellipse with foci at z1 and z2 if and only if the following conditions are satisfied:
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(1) d = trace(A∗A) −∑3j=1 |zj |2 > 0.
(2) z3 = trace(A) + (1/d)
(∑3
j=1 |zj |2zj − trace(A∗A2)
)
.
(3) z3 lies inside the ellipse with foci z1, z2 and minor axis length
√
d.
If conditions 1–3 are satisfied then the ellipse has minor axis of length
√
d. The main goal of
this paper is to show that given any complex numbers z1 and z2 it is always possible to find z3
so that the conditions of Theorem 1.1 are satisfied where A is the companion matrix constructed
from z1, z2 and z3.
2. Companion matrices
Given three complex numbers z1, z2 and z3 we construct the polynomial p(z) = (z − z1)(z −
z2)(z − z3) = z3 + az2 + bz + c where a = −(z1 + z2 + z3), b = z1z2 + z1z3 + z2z3 and c =
−z1z2z3. The companion matrix associated with p(z) is
A =
⎛




The characteristic polynomial of A is p(z) and its eigenvalues are z1, z2 and z3. A matrix is
reducible if it is unitarily equivalent to the direct sum of two other matrices. The following results
from [2] are useful in studying numerical ranges of companion matrices.
Theorem 2.1 (see [2, Theorem 1.1]). A 3 × 3 companion matrix A is reducible if and only if its
eigenvalues can be partitioned into two sets {aω1, aω2} and {(1/a¯)ω3} where a /= 0 is a complex
number and ω1, ω2 and ω3 refer to the three cube roots of unity.
Knowing this result relieves us from having to verify condition (3) of Theorem 1.1 for matrices
that are not reducible because if z3 is not inside the ellipse then the numerical range would be
cone shaped (the convex hull of an ellipse and a point outside the ellipse). In this case z3 would
be a reducing eigenvalue and implies the matrix is reducible. The reducible case will be looked
at separately.
Lemma 2.2 (see [2, Lemma 2.8]). If A is a companion matrix, then λA is unitarily equivalent to
a companion matrix for any λ with |λ| = 1.
This lemma will allow us to make an additional assumption about the zeros since we can now
rotate them through any angle we please. In [2] it is proven that it is possible to find companion
matrices whose numerical range is a circular disc about any given complex number z1 = z2. The
numerical range is a circular disc when the two eigenvalues that would be the foci of an ellipse
coincide and become the center of the disc. In order to simplify the proof of this result Lemma
2.2 was used in [2] to assume that the given complex number z1 = z2 was real.
We intend to give two separate arguments for the existence of companion matrices whose
numerical ranges are ellipses. In the first argument we are going to assume that we are given
two complex numbers z1 and z2 with |z1| = |z2|. With this additional assumption we can give
a more concrete proof using an argument similar to that in [2]. By rotation, using Lemma 2.2,
we can assume z2 = z¯1. There are several interesting cases covered by this result including the
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case z1 = aω1 and z2 = aω2 which overlaps with the reducible case, the case z2 = z1 in which
the numerical range is a circular disc, and the case z2 = −z1 in which the solutions can be found
explicitly. The second of the two arguments does not assume |z1| = |z2| but is more theoretical
in nature.
3. The case when |z1| = |z2|
Theorem 3.1. Given any two complex numbers z1 and z2 such that |z1| = |z2| there exists at least
one (and at most three) complex numbers z3 such that the companion matrix constructed as in
(1) has an elliptic numerical range with foci at z1 and z2.
Proof. Let z1, z2 and z3 be any three complex numbers and let A be the associated companion
matrix. In order for the numerical range of A to be an ellipse with foci at z1 and z2 the three
conditions of Theorem 1.1 must be satisfied. We have already mentioned that condition 3 will
be true provided the other two are true unless z1, z2 and z3 correspond to the case when A is
reducible. We will deal with that case separately later. Condition 1 is also always true provided
the matrix is not normal. The number d is a unitary invariant and is equal to the sum of the squares
of the absolute values of the entries above the diagonal of an upper triangular matrix. This number
will always be greater than zero unless the matrix is diagonal. All matrices are unitarily equivalent
to an upper triangular matrix and those that are unitarily equivalent to a diagonal matrix are called
normal. The only normal companion matrices in the 3 × 3 case are unitary and have eigenvalues
of the form aω1, aω2 and aω3 where ω1, ω2 and ω3 are the three cube roots of unity and |a| = 1
(see [2] corollary 1.2). This case is a subset of the reducible case and will be dealt with separately.
Therefore we now concentrate on condition 2 of Theorem 1.1 and for the moment assume d > 0.
If we multiply both sides of the equation in condition 2 by d, move all the terms to the left
side, and make the following substitutions t = z1z2, s = z1 + z2, and z = z3 then the equation
becomes
z¯[(|t |2 + |s|2)z2 + sz − t] + [(t¯s + s¯)z2 + z − s] = 0. (2)
Now, since |z1| = |z2| it is possible to rotate the complex plane so that z2 = z¯1. This is justified
by Lemma 2.2. Therefore t = z1z¯1 = |z1|2  0 and s = z1 + z¯1 = 2Re(z1) are both real which
implies that all the coefficients in Eq. (2) are real. We intend to show that the only solutions are
also real. If t = 0 then s = 0 and Eq. (2) has solution z = 0, so from now on we assume t > 0.
It is convenient to write the equation in a slightly different form
(t2 + s2)z|z|2 + (s(t + 1))z2 + s|z|2 + z − t z¯ − s = 0. (3)
If we let P(z) denote the left side of Eq. (3) then it has the form P(z) = 0. Therefore also P(z) = 0
and so after some manipulation we have the following:
P(z) − P(z) = (z − z¯)[(t2 + s2)|z|2 + (s(t + 1))(z + z¯) + 1 + t] = 0. (4)
In order for this equation to have a solution either z = z¯ which implies z is real or
(t2 + s2)|z|2 = −(s(t + 1))(z + z¯) − 1 − t. (5)
We intend to show that this second possibility cannot happen so for the moment assume Eq. (5)
is true and substitute it into Eq. (3) to get
z[−(s(t + 1))(z + z¯) − 1 − t] + (s(t + 1))z2 + s|z|2 + z − t z¯ − s = 0.
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Several terms cancel and this can be solved for z + z¯ to yield
z + z¯ = −s|z|2 − s
t
which can then be substituted back into Eq. (5) to give





− 1 − t.
Multiplying the right hand side out and collecting the |z|2 terms on the left
t (t − s2)|z|2 = 1
t
(s2 + s2t − t2 − t) = 1
t
(s2 − t)(t + 1)
solving for |z|2 we have
|z|2 = − t + 1
t2
but this is impossible since t > 0. Therefore the only way Eq. (4) and therefore Eq. (3) can be
satisfied is if z is real. Letting z = x, Eq. (3) can now be written as
(t2 + s2)x3 + (s(t + 1))x2 + sx2 + x − tx − s = 0. (6)
Since this is a third degree polynomial with real coefficients it has at least one real solution
and possibly as many as three. 
What we have proven is that given any two complex numbers z1 and z2 with |z1| = |z2| we
can always find a third complex number z3 that solves the equation in condition 2 of Theorem
1.1 provided we are not in the potentially reducible or normal cases which we will deal with
in a moment. By rotation we assumed z2 = z¯1 and in that case we showed that z3 was a real
number. By rotating back, we can say that for arbitrary |z1| = |z2| the solution z3 will lie on the
perpendicular bisector of the line segment connecting z1 and z2. We now look at some special
cases.
4. Special cases of Theorem 3.1
4.1. The reducible and normal cases
Using Lemma 2.2 to rotate the zeros, the potentially reducible and normal cases occur when
z1 = ae2π i/3 and z2 = ae−2π i/3 where a > 0 is a real number. The normal/unitary case corre-
sponds to a = 1. With these values t = z1z2 and s = z1 + z2 become a2 and −a respectively.
Substituting these into Eq. (6) yields the following:
(a4 + a2)x3 − (a3 + 2a)x2 + (1 − a2)x + a = 0
which can be factored as
((a2 + 1)z + a)(az − 1)2 = 0.
Therefore the solutions are z = 1/a and z = −a/(a2 + 1). The value z = 1/a yields a companion
matrix that is reducible or normal (if a = 1), hence the numerical range is possibly cone shaped
or triangular in the normal case, whereas the second value yields a matrix that has an elliptic
numerical range. So even in the potentially reducible case there is a choice of z that gives a matrix
whose numerical range is elliptical.
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When z = 1/a and the matrix is reducible condition (3) of Theorem 3.1 may not be true in
which case the numerical range is the convex hull of an ellipse and a point outside the ellipse.
It is not hard to compute that when z = 1/a, d = (a2 − 1)2 and to check that condition (3)
does become true for a  2 and so the numerical ranges of these matrices, even though they are
reducible, will be elliptical. From d = (a2 − 1)2 we also see that d = 0 when a = 1 which is
what is expected in the normal/unitary case when the numerical range is a triangle with vertices
at the eigenvalues.
4.2. The circular disc case, z2 = z1
Another interesting case when Theorem 3.1 applies is when z2 = z1. By rotation we can assume
they are both equal to a real number a and then Eq. (6) becomes
(a4 + 4a2)x3 + (2a3 + 4a)x2 + (1 − a2)x − 2a = 0.
This is exactly the equation developed in [2] when a theorem similar to Theorem 3.1 was proven
for the case of a circular disc. This equation of course has at least one solution but what is
interesting to note is that in order for the numerical range to be a circular disk it is not necessary
for all three of the eigenvalues to agree. However one might ask if it is possible to have all three
eigenvalues agree for a companion matrix and have a circular numerical range. If we let x = a
in the last equation it gives the following:
a7 + 6a5 + 3a3 − a = a(a6 + 6a4 + 3a2 − 1) = 0.
This equation has three real solutions: a = 0 and a ≈ ±0.476111. This last number can be shown




3 cos 50◦ − 2. So what we can say is that the companion matrix constructed
from equal eigenvalues has a circular numerical range if and only if all the eigenvalues are




3 cos 50◦ − 2. It would be inter-
esting to know if there is a similar number other than zero in higher dimensions that would
determine a circular numerical range when all the eigenvalues agree. If all the eigenvalues are
zero then the companion matrix is the Jordan block J3. In [2] it was shown that the Jordan
blocks Jn are the only companion matrices that have circular numerical ranges centered at the
origin.
4.3. Opposites, z2 = −z1
An example of this case, which also satisfies z2 = z¯1 is z1 = ai and z2 = −ai where a is a
real number. In this case t = a2 and s = 0 therefore Eq. (6) becomes
a4x3 + (1 − a2)x = 0.
It has solutions x = 0 and if a  1, x = √(a2 − 1)/a4, so in this case the solutions can be given
explicitly. When we take x = 0 we get d = (a2 − 1)2 + 1 and when we take x = √(a2 − 1)/a4
we get d = (a2 − 1)2 + a2.
5. Existence theorem
We now turn to the proof of the following more general theorem.
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Theorem 5.1. Given any two complex numbers z1 and z2 there exists at least one complex number
z3 (and at most five) such that the companion matrix constructed as in (1) has an elliptic numerical
range with foci at z1 and z2.
Proof. The fact that there are at most five solutions will be dealt with in the next section when
we describe a numerical method of computing z3 given z1 and z2. The proof that there is at least
one solution begins by noting that the arguments in Theorem 3.1 remain valid up to and including
Eq. (2). That equation has the following form:
z¯(az2 + bz + c) + (dz2 + ez + f ) = 0,
where a, b, c, d, e, and f are complex numbers with a = |t |2 + |s|2 > 0 and e = 1 /= 0. We now
present a lemma which shows that equations of this form with some conditions on the coefficients
which are satisfied in the present situation always has at least one solution and that will complete
the proof. 
Lemma 5.2. Let a, b, c, d, e, and f be complex numbers with a /= 0 and either d /= 0 or e /= 0
then the following equation:
z¯(az2 + bz + c) + (dz2 + ez + f ) = 0 (7)
has at least one complex valued solution z.
Proof. The reason we need a /= 0 is to avoid equations like z¯z + 1 = 0 which has no solutions
since z¯z = |z|2. If f = 0 then z = 0 is an obvious solution so from now on we also assume f /= 0.
If we multiply (7) by z it becomes the following:
|z|2(az2 + bz + c) + (dz3 + ez2 + f z) = 0. (8)
Now for r  0 define
Pr(z) = r2(az2 + bz + c) + (dz3 + ez2 + f z).
For every r  0, Pr(z) is either a second or third degree polynomial depending on whether
d = 0 or not, therefore by the fundamental theorem of algebra, it has at least two zeros counting
multiplicity. If one of these zeros also satisfies |z| = r > 0 then it will satisfy Eq. (8) and therefore
also (7). Our goal is to show that for some r > 0 there will be a zero of Pr(z) that also satisfies
|z| = r and that will complete the proof. When r = 0 the polynomial P0(z) = dz3 + ez2 + f z
has exactly one zero at z = 0, since we are assuming f /= 0, and at least one other zero different
from z = 0, since either d /= 0 or e /= 0. The zeros of a polynomial vary continuously with the
coefficients so for small values of r , say 0 < r < , there will be at most one zero of Pr(z) inside
the disk |z|  r . We will show that as r → ∞ eventually there will be at least two zeros inside the
disk |z|  r . This will mean, again because the zeros move about in a continuous manner, that for
some r value one of the zeros will actually be on the circle |z| = r which is what we are trying to
show. In particular this will happen when r = l.u.b.{r: there is at most one zero of Pr(z) inside
|z|  r}. This is an instant when Pr(z) goes from having just one zero inside |z|  r to having
two. To show that for large r the polynomial Pr(z) has at least two zeros inside |z|  r we will
appeal to Rouche’s theorem from complex analysis. We will compare the polynomial Pr(z) to
the polynomial gr(z) = ar2z2 (recall a /= 0). The polynomial gr(z) has a double zero at z = 0,
so it has two zeros inside the circle |z| = r . Rouche’s theorem will imply that Pr(z) also has the
same number of zeros inside |z| = r if we can show that |Pr(z) − gr(z)| < |gr(z)| on the circle
|z| = r . We have the following estimates when |z| = r
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|Pr(z) − gr(z)| = |br2z + r2c + dz3 + ez2 + f z|
 |b|r3 + |c|r2 + |d|r3 + |e|r2 + |f |r  Mr3
for some constant M when r  1. On the other hand |gr(z)| = |a|r4 when |z| = r and so if
r > M/|a| then |Pr(z) − gr(z)| < |gr(z)| and therefore Pr(z) does have exactly two zeros inside
the disk |z|  r . That completes the proof. 
6. Numerical method of computing solutions to Eq. (7)
Equation (7) has the form z¯P (z) + Q(z) = 0 where P(z) = az2 + bz + c and Q(z) = dz2 +
ez + f . Define P(z) = a¯z2 + b¯z + c¯ and similarly Q(z) = d¯z2 + e¯z + f¯ . Assume z is a solution
to
z¯P (z) + Q(z) = 0.
If P(z) = 0 then also Q(z) = 0 so P and Q would share a common factor which can be factored




















now multiply both sides by the denominator and an additional factor of P(z)2 and move all the














The left hand side of this equation is at most a fifth degree polynomial in z (no z¯’s), so its roots
can be found using any standard polynomial root finding program. The steps we used in arriving
at this polynomial are not strictly reversible and there will in general be extraneous solutions. The
roots can be tested in Eq. (7) to see which are solutions to the original problem. Typically there
will be 1 or 3 solutions with 4 or 2 extraneous solutions. If P(z) and Q(z) have real coefficients as
they do when z2 = z¯1 then P = P , Q = Q and it can be shown that the polynomial constructed
as above has a factor of the form (zP + Q). To give a few results of this method consider first
the case z1 = 2 + i and z2 = 2 − i. In this case, the polynomial gives one solution (≈.356809)
and four extraneous solutions. On the other hand when z1 = 1 + 2i and z2 = 1 − 2i the polyno-
mial gives three solutions (≈.375104,−.440122,−.417741) and two extraneous solutions. As
an example when z2 /= z¯1 consider z1 = 3 and z2 = 2 + i. In this case, there are again three
solutions (≈−.48 − .12i,−.44 − .11i, .31 + .072i) and two extraneous solutions. It is not clear
how to determine in advance if you will get one or three solutions. From numerical results it
seems as though in all cases that |z3|  1/2. This seems to be a reasonable conjecture since the
value 1/2 is the maximum absolute value of the expression −a/(a2 + 1) in the reducible case as
well as the maximum value of the expression
√
(a2 − 1)/a4 in the opposites case.
Equation (9) is an example of an equation of the form z¯ = r(z) where r(z) is a rational
function. A recent result in connection with equations of this type can be found in [6] where it
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was proven that the number of solutions cannot exceed 5n − 5 where n = deg r = max (deg P ,
deg Q) > 1. This agrees with our result when n = 2 (at most 5 solutions). Also in [6] an example is
given whenn = 2 that does have 5 distinct solutions: z¯(z2 − (3/2)z + 1) − (z2 + z − (1/2)) = 0,
however these coefficients cannot be achieved in the form of Eq. (2) that results from our study of
companion matrices. We do not know of any equations in this restricted form that have 5 solutions.
The author thanks the referee for providing this reference.
7. Conclusion
In this paper we have been studying 3 × 3 companion matrices. We showed that given two
complex numbers z1 and z2 it is always possible to find at least one complex number z3 such
that the companion matrix constructed using these numbers has a numerical range in the shape
of an ellipse with foci at z1 and z2. The values of z3 can be found by solving a polynomial of
degree at most five. When one moves on to higher dimensions there are similar questions that can
be asked. For instance in dimension four one could ask if it is possible to construct companion
matrices whose numerical range would be an ellipse with prescribed foci z1 and z2. In this case
one would look for conditions similar to those in Theorem 1.1 that could be solved for z3 and
z4. This has been done in [1] in the 4 × 4 case. Condition 2, however, has been replaced by three
other conditions. This means that it would be necessary to solve a system of three equations
involving two unknown complex variables and their conjugates. The author has not attempted
to do this. It is not known whether any similar conditions have been developed for matrices of
dimension larger than four. In dimension four there are two different Kippenhahn curves (see [7])
that may produce an elliptical numerical range. Either the curve consists of an ellipse and two
isolated points or it consists of two ellipses. The numerical range will be an ellipse in the first
case if the two isolated points (z3, z4) lie inside the ellipse (foci z1, z2) or in the second case if
the second ellipse (foci z3, z4) lies completely inside the first ellipse (foci z1, z2). The reducible
case in higher dimensions is more clear because the only reducible companion matrices have their
roots partitioned according to the theorem in [2] referred to before. Results have been obtained
in dimensions four and six (see [3]) to determine which of these matrices would have elliptical
numerical ranges.
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