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Abstract: The application domains of portable embedded real-time systems range from safety-critical applications like
electronic control units in the automotive sector to entertainment applications like digital cameras and setup boxes in
the consumer electronics sector. These systems attract users with multiple and sophisticated functionalities in a single
system. The developments in VLSI technology have enabled IC manufacturers to incorporate more features in a single
die, which facilitates these multipurpose systems. The increase in features and functionalities has a direct impact on
power consumption and has to be strictly accounted for in the design of these embedded systems. The possibility of
achieving low power consumption is obtained by using only effective software techniques along with the hardware powersaving methods. The dynamic power management techniques with the support of real-time operating systems (RTOSs)
provided in recent microcontrollers enable better power management using software control. The scheduling of tasks
in real-time systems is based on the worst-case execution time (WCET), whereas tasks based on their environmental
conditions may complete their execution before the WCET. This leads to increased laxity (slack time) and reduced
utilization of the CPU. This paper proposes Fixed Window DynaClam, a dynamic reclamation algorithm, to effectively
utilize slack time. The clock frequency of the processor is slowed down by reclaiming the available slack time to reduce
the energy consumption. The Fixed Window DynaClam algorithm is implemented for nonpreemptive periodic tasks in
the controllers with dynamic voltage and frequency scaling power management features. The novelty of the algorithm
is that the clock frequency is not only adjusted based on the real-time demands of the tasks but also does not overload
the kernel of the RTOS as the complexity is on the lower side.
Key words: Real-time task scheduling, nonpreemptive tasks, energy-optimized, dynamic voltage and frequency scaling,
dynamic slack reclamation

1. Introduction
The performance of embedded real-time systems is characterized by power consumption for two reasons: one,
for extending the battery life, and two, for handling the heat dissipation [1]. Numerous static and dynamic
energy-efficient techniques are proposed by experts and researchers since conservation of energy is the need of
the day. The slack time is reclaimed in static algorithms using worst-case execution time (WCET) and actual
execution time (AET) in dynamic algorithms. Many researchers have proposed tools and techniques for the
exact estimation of WCET as the slack reclamation is based on the predefined nature of the tasks in static
algorithms. The upper bound for utilization of the processor in static algorithms has to be definitely kept at
a reduced level since they do not have any control during the runtime. Dynamic techniques overcome these
drawbacks and have precise control of the system at the cost of additional system resources. Thus, a dynamic
∗ Correspondence:

kvm.ece@psgtech.ac.in

2746
This work is licensed under a Creative Commons Attribution 4.0 International License.

KANNAIAN and PALANISAMY/Turk J Elec Eng & Comp Sci

technique with less computational complexity and less usage of system resources can be an effective solution.
DPM and DVFS are the two power management techniques popularly used in real-time systems. In DPM,
the processor is either switched to low power modes with essential peripherals working at low frequency or the
processor is switched to sleep mode. The drawback in this technique is that the processor requires additional
time and energy to move between low power and normal mode. In DVFS, the operating frequency of the
processor is reduced by reducing either the supply voltage or the operating frequency. The DVFS technique has
time and energy overhead due to frequency switching. This paper deals with the dynamic technique to reclaim
the available slack time and applies DVFS to reduce the clock frequency of the processor without missing the
deadline of the tasks. The paper is organized as follows: existing research using the dynamic reclamation
method is discussed in Section 2, system models are characterized in Section 3, and a motivational example is
illustrated in Section 4. The proposed technique is explained in Section 5 and the results and discussions are
given in Section 6. Finally, the conclusion of this paper is presented in Section 7.
2. Related work
The energy-efficient scheduling of real-time tasks employs either static or dynamic algorithms. Researchers have
also proposed a few algorithms that initially calculate the task frequency using static slack and further refine it
using dynamic slack. Each task in the task set is operated at a different frequency depending on the available
slack time. Static techniques are always preferred to avoid failure in hard real-time systems. The concepts and
tools used for the better estimation of WCET and few algorithms for slack reclamation are presented in this
section.
2.1. Analysis of worst-case execution time
Authors [2] have discussed the following three approaches for the estimation of WCET: measurement-based,
static, and hybrid. Furthermore, they have elaborated on the concepts of the measurements and WCETaware source code optimization techniques. Authors [3] have integrated the WCET analyzer with the compiler
infrastructure and used the following process:
1. Low-level intermediate representation (LLIR) of the compiler was translated into the WCET analyzer
aiT’s exchange format, CRL2.
2. Timing analysis was performed.
3. WCET data produced by the WCET analyzer aiT were imported into LLIR for further compiler optimizations.
aiT is available for ARM7, Power-PC, TI TMS320C33, and the Infineon Tricore c1.3. Authors [4] have discussed
WCET analysis tools for commercial (BounD-T, AbsInt) and research (Heptane) purposes. They have analyzed
the industrial code using the aiT WCET analysis tool for the ARM7TDMI processor. They have conducted
the experiments on system calls, interrupt regions, and other functions. METAMOC [5] was developed to
estimate the WCET for programs that run on platforms with caching and pipelining. Analysis was performed
for ARM7, ARM9, and ATMEL AVR 8-bit platforms. The doctoral dissertation of Timon Kelter [6] dealt with
the WCET analysis of single-core and multicore processors. In PROARTIS [7], a probabilistic timing analysis
method for analyzing the timing behavior of the next generation of real-time embedded systems was elaborated.
Authors have devised two methods, static probabilistic timing analysis (SPTA), a static method that derives a
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priori probabilities from the processor or software model, and measurement-based probabilistic timing analysis
(MBPTA), a method that derives probabilities from the complete run of the program under study.
2.2. Slack reclamation techniques
Authors [8] have considered four speed variation models: continuous, discrete, Vdd-hopping, and incremental.
The continuous model has been formulated using geometric programming and the Vdd-hopping model using a
linear program. Authors [9] have used the DVFS feature to optimize the power consumption in multiprocessor
systems-on-chip (MPSoCs). The offline method explores the static slack using a greedy and integer linear
programming approach and the online algorithm calculates the dynamic slack time by subtracting the AET
from the WCET. The new processor speed is computed using Eq. (1) only if the calculated dynamic slack is
greater than the worst-case voltage switching time (WCVST).
f′ = f

W CET
,
W CET + W CRST + slack

(1)

where W CV ST is the voltage switching overhead.
Authors [10] have applied guided-search heuristics in a JPEG2000 decoder application to find the right
frequency level to utilize the slack. Authors [11] have proposed a low-power fluid slack analysis (lpFSA) algorithm
to estimate slack online. After exploring the slack, a rate monotonic algorithm was used to schedule the tasks.
In [12] the authors used deterministic stretch to fit (DSF) in ARM processors; the slack thus obtained from
the current task was utilized by the next task in the queue. They applied the algorithm to ARM1176JZF-S
and Cortex-A9 processors. In [13], the authors proposed multiple voltage frequency selections for the DVFS
algorithm. Two voltage frequencies were calculated and applied to the processors with discrete frequency levels.
Authors [14] have proposed two dynamic approaches: greedy procrastination and look-ahead procrastination.
In [15], the dynamic slack reclamation method was applied to a multimedia application based on SoCLib. The
authors in [16] proposed a dynamic slow-down factor computation algorithm called energy-aware proportionate
slack management (EAPSM) for multiprocessors.
3. System model
3.1. Task models
A periodic task is represented by the tuple ( Ti , Di , Ci ). Ti is the period of task i , Di is the relative deadline
of task i, and Ci is the computation time of task i . The laxity L i of the task is defined as the difference
between the deadline and the computation time as given in Eq. (2):
Li = Di − Ci .

(2)

3.2. Processor model
The power consumption of the processors is directly proportional to the clock frequency as shown in Eq. (3)
[17]:
Pactive = S ∗ f 3 .
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Two processor models, continuous and discrete, are taken into consideration in this work. In the
continuous model, the processor clock frequency is continuously varied from minimum to maximum whereas
in the discrete model it is varied with fixed steps from minimum to maximum frequency. The ratio between
calculated processor frequency and maximum frequency is called the slow-down factor, which is denoted as η .

4. Motivational example
Consider the task set with three tasks: (15, 15, 3), (30, 30, 4), and (45, 45, 3). The hyper period (lcm(

∑n
i=0

Ti ))

is 90 and the total utilization is 0.4. Uniform slow-down with frequency inheritance (USFI) [18] and the
hyperperiod-based method (HPBM) [19] are the two static methods taken for consideration and applied for the
given task set. After applying the USFI algorithm to the above task set, the total utilization was increased
to 0.918 with the slow-down factors of 0.4667 ( η1 ), 0.4083 ( η2 ), and 0.4083 ( η3 ) with an available slack time
of 7.34 time units in the hyperperiod. Total utilization of the tasks using two static reclamation algorithms is
shown in Figure 1. The results were taken by varying the number of tasks in the task set with different initial
total utilization. The processor is still underutilized even for WCET using static algorithms and certainly
the utilization will further reduce during the execution since AETs of tasks will be lesser than WCETs. The
objective of this paper is to devise an algorithm to dynamically adjust the slow-down factor based on the online
task requirements. Furthermore, the complexity of the algorithm should be the lowest possible as it works
dynamically.
Total Utilization
1.00
U=0.3 U=0.6

U=0.3 U=0.6

U=0.3 U=0.6

Utilization

0.95
0.90
0.85
0.80
0.75
0.70
N=10

N=20
Task sets

USFI

N=50
HPBM

Figure 1. Total utilization of the tasks using static reclamation algorithms.

5. Fixed Window DynaClam: a dynamic reclamation technique
Initially, the slow-down factor is calculated based on the WCET and then it is further refined using the slack
time reclaimed based on AET. The slow-down factor is recalculated for the pending tasks after the completion
of the current task. The process of computing the slow-down factors employing the Fixed Window DynaClam
algorithm is shown in Figure 2. The algorithm explores the slack for a slot of size that is twice the period of a
high priority task ( ηhp ) (Eq. (4)):
∑m
η=

i=0 Ci
,
Dm − t

(4)

where Dm is twice the deadline of the highest priority task and t is the instantaneous scheduling time.
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Figure 2. Fixed Window DynaClam algorithm: computation procedure.

5.1. Illustrative example
The task set shown in Table 1 is taken for illustration and the steps for computation of the slow-down factor
are as follows;
1. Calculate the sum of the execution time for all tasks in ready queue and the next instance of task 1 ( τ11
for the first time).
2. Initialize t with zero.
3. Assign the deadline of τ11 to Dm .
4. Calculate the slow-down factor using Eq. (4) and assign to all the pending tasks.
5. Recalculate the slack time and slow-down factor after the completion of current task.
6. Repeat the process for a fixed window ( Dm ).
The results at the completion of each step for the example task set in Table 1 with a clock frequency
of 20 MHz are shown in Table 2. At time t = 0 , the sum of the execution time of the two instances ( τ10 and
τ11 ) of task 1 and one instance of tasks 2 and 3 ( τ20 and τ30 ) are computed and the resulting frequency is 18
2750
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MHz. The frequency of operation becomes 17.8 MHz if the 0th instance of task 1 completes at time t = 1 . The
recalculated clock frequency for tasks 3 and 1 is 15.4 MHz, if task 2 completes pdf-latex-vat time t = 3.5 . The
calculation for the first instance of task 1 is performed at time t = 8 , which is also the completion time of task
3. Now the execution of tasks within the first fixed window slot (10 time units) is completed and the algorithm
continues with the second window. The deadline for the second fixed window is 20 time units and the total
number of tasks to be executed is 3 ( τ22 , τ13 and τ14 ).
Table 1. Example task set.

Task
τ1
τ2
τ3

Ti
5
10
20

Di
5
10
20

Ci
1
3
4

Table 2. Slow-down factor calculation using DynaClam algorithm.

Fixed window = 1
Deadline = 10 No. of tasks in Dm
f = 20 MHz
Total Ci
η
fclock
Fixed window = 2
Deadline = 20 No. of tasks in DN
f = 8.71 MHz Total Ci
η
fclock

t=0
4
9
0.9
18
t=0
3
10
1.0
10

t=1
3
8.888
0.988
17.8
t = 3.5
2
8.0
1.23
12.3

t = 3.5
2
5.624
0.865
15.4
t = 8.5
1
2.46
1.64
20.0

t=8
1
1.3
0.65
10

Theorem 1 The reclaimed slack time after execution of the current task is used for the pending tasks in the
ready queue.
Proof The algorithm calculates slack time for the tasks in the ready queue based on WCET and for the
completed tasks based on AET. The slack time is recalculated at the end of the execution of the current task
and the slow-down factor is calculated to spread the tasks within the fixed window time.
⌉
n ⌈
∑
t
Wn (t) =
Ci
Pi
i=0

(5)

Ln (t) = 2Ph − Wn (t)

(6)

The execution time of tasks in the ready queue is given by Eq. (5) at the time instance t and the
remaining laxity in the fixed window is as per Eq. (6).

2

Theorem 2 All the tasks in the ready queue within the fixed window are operated with the same clock speed,
which reduces the overhead in frequency switching.
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Proof The slow-down factor for all the tasks in the ready queue within the fixed window is calculated based
on the WCET. All the tasks will operate with the same clock frequency if the AET of all the tasks in the fixed
window is equal to WCET. The transition delay and energy overhead for an Intel Core2 Duo E6850 processor
for moving from 3 MHz to 2.67 MHz is 52,688 cycles and 344.1 µ J. To move between 3 MHz and 2.00 MHz, it
takes 113,409 cycles with energy overhead of 1161 µ J [20]. The change in clock frequency is only marginal and
hence the energy and time overhead involved in frequency switching is on the lower side.

2

6. Results and discussion
The performance of the algorithm is analyzed with the testing tool SPARK [21], developed in MATLAB. The
task set input to the scheduling algorithm can be selected as either user-given task sets or automatic task sets
generated by the tool. SPARK has a facility to automatically reduce the AET for the task set to perform
the testing of dynamic algorithms. The task set in Table 1 is given as the input to SPARK manually and the
schedule created is shown in Figure 3. The laxity has reduced from 6 to 1.22 time units and the energy has
decreased to 50% for one hyperperiod of the schedule using regular RMS for nonpreemptive tasks along with
DynaClam.
DynaClam - RMS
T 3
a
s
k 2
s
1
0

5

10
Time in msec

15

20

Figure 3. DynaClam algorithm: RMS schedule.

The power consumption is calculated using Eq. (3), where f is the frequency of tasks after slow-down.
The energy is calculated by multiplying the task frequency by its AET. The maximum clock speed for the CPU
is set as 20 MHz and a task set with 10 tasks with the periods ranging from 10 to 200 time units with initial total
utilization ( Ui ) of 0.3 and 0.6 is used for analysis. The normalized energy for the task set with two different
initial utilizations is shown in Figure 4 and the corresponding normalized laxity is shown in Figure 5. Using
the DynaClam algorithm, the energy consumption of the task set is reduced by 50% and 20% when compared
with the static algorithms USFI and HPBM, respectively. Normalized laxity also decreases significantly by 40%
for the same task sets. The reason for the significant decrease in energy consumption is due to reduced clock
frequency and effective utilization of the slack time.
7. Conclusion and future work
Algorithms employing static reclamation of the laxity can help to reduce the energy consumption of tasks only
to a certain extent. The processor is underutilized and the laxity is still available even after using the slowdown because of the difference in the AET and WCET. This laxity can be effectively utilized only by dynamic
reclamation algorithms. The Fixed Window DynaClam algorithm has been proposed to reclaim the slack time
dynamically and the results depict a significant decrease in energy consumption. Moreover, the overhead due to
frequency switching is also less because the laxity recovered is utilized immediately for the tasks to be executed
in the fixed window. The greatest advantage of this algorithm is that it can either decrease or increase the
2752
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Normalized Laxity

Normalized Energy
USFI

0.6

HPBM

0.4

MPSoC

0.2
0

Dynaclam
10

20
50
10
Number of tasks in Task set
U i = 0.3

Laxity

Utilization

0.8

0.8

USFI

0.6

HPBM

0.4

0

20

MPSoC

0.2

Dynaclam
10

20

50

10

20

Number of tasks inTask set
U i = 0.3

Ui = 0.6

Figure 4. Normalized energy: DynaClam algorithm.

Ui = 0.6

Figure 5. Normalized laxity: DynaClam algorithm.

operating frequency depending on the demand of tasks within the fixed window. The time taken to execute the
algorithm is 5 µ s, which is 10 times lower than HPBM and so the algorithm does not overload the kernel of the
RTOS. The algorithm is applied and tested using periodic nonpreemptive tasks, which can be further extended
to preemptive and sporadic tasks.
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