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Introduction
The relevance of oil in the world economy is undisputable. According to Eni (2006) Given the relevance of oil in the world economy and the peculiar characteristics of the oil price time series, it is hardly surprising that considerable effort has been devoted to the development of different types of econometric models for oil price forecasting.
Several specifications have been proposed in the economic literature. Some are based on financial theory and concentrate on the relationship between spot and futures prices ("financial" models). Others assign a key role to variables explaining the characteristics of the physical oil market ("structural" models). These two main groups of models have often been compared to standard time series models, such as the random walk and the pure first-order autoregressive model, which are simple and, differently from financial and structural models, do not rely on additional explanatory variables.
It should be noticed that most of the econometric models for oil price forecasting available in the literature are single-equation, linear reduced forms. Two recent noticeable exceptions are represented by Moshiri and Foroutan (2006) and Dees et al. (2007) The empirical literature is very far from any consensus about the appropriate model for oil price forecasting that should be implemented. Findings vary across models, time periods and data frequencies. This paper provides fresh new evidence to bear on the following key question: does a best performing model for oil price forecasting really exist, or aren't accurate oil price forecasts anything more than a mere illusion?
Relative to the previous literature, the paper is novel in several respects.
First of all, in this paper we test and systematically evaluate the ability of several alternative econometric specifications proposed in the literature to capture the dynamics of oil prices. We have chosen to concentrate our investigation on single-equation, linear reduced forms, since models of this type are the most widely used in the literature and by the practitioners. In this respect, our study complements the empirical findings presented in Moshiri and Foroutan (2006) , which are focused on the forecasting performance of a single non-linear model.
Second, this paper analyses the effects of different data frequencies (daily, weekly, monthly and quarterly) on the coefficient estimates and forecasts obtained using each selected econometric specification. The factors which potentially affect the goodness of fit and forecasting performance of an econometric model are numerous, the most important being sample period and data frequency. The fact that no unanimous conclusions could be drawn by previous studies on the forecasting performance of similar models may depend, among other things, upon the particular data frequency used in each investigation.
Third, in this paper we compare different models at different data frequencies on a common sample and common data. For this purpose, we have constructed specific data sets which enable us to evaluate different types of econometric specifications involving different explanatory variables on the same sample period. Within our composite data base, the WTI spot oil price as well as the majority of the explanatory variables are recorded at different frequencies.
Fourth, we evaluate the forecasting performance of each selected model using static and dynamic forecasts, as well as different measures of forecast errors. In contrast with previous studies, which generally employ only fixed estimation and forecasting sample periods, in this paper static and dynamic forecasts are calculated by means of fixed as well as rolling forecasting windows. The latter method is of particular importance for time series exhibiting numerous price swings, as in the case of the WTI spot price.
Finally, we propose a new class of models which combine the relevant aspects of the financial and structural specifications proposed in the literature. Our "mixed" models generally produce forecasts which are more accurate than the predictions generated by the traditional financial and structural equations.
The paper is organized as follows. In Section 2 we briefly review the existing empirical literature related to oil price forecasting. Section 3 presents and describes the data collected for the empirical analysis. In Section 4 the empirical results obtained by forecasting oil prices with alternative econometric models are discussed. The performance of each model is analysed using different measures of forecasting ability and graphical evaluation "within" each class of models (i.e. financial, structural, time series and mixed models). Section 5 summarizes the forecasting performance of the alternative specifications, with particular emphasis on "between"-class analogies and differences. Some conclusions and directions for future research are presented in Section 6.
The existing literature on oil price forecasting
The literature on oil price forecasting has focused on two main classes of linear, singleequation, reduced-form econometric models. The first group ("financial" models) includes models which are directly inspired by financial economic theory and based on the market efficiency hypothesis (MEH), while models belonging to the second class ("structural" models) consider the effects of oil market agents and real variables on oil prices. 2 Both financial and structural models often use pure time series specifications for benchmarking. 
Financial and time series models
In general, financial models for oil price forecasting examine the relationship between the oil spot price at time t (S t ) and the oil futures price at time t with maturity T (F t ), analyzing, in particular, whether futures prices are unbiased and efficient predictors of spot prices. The reference model is:
2 As pointed out in the Introduction and at the beginning of Section 2, the models analysed in this paper are linear, single-equation, reduced-forms. In this context, we use the term "structural model" to identify a specification whose explanatory variables capture the real and strategic (as opposed to financial) aspects of the oil market. 3 Interesting exceptions are Pyndyck (1999) and Radchenko (2205) , who propose alternative forecasting models in a pure time series framework. See Section 2.2 for details.
where the joint null hypothesis of unbiasedness (β 0 =0 and β 1 =1) should not be rejected, and no autocorrelation should be found in the error terms (efficiency). A rejection of the joint null hypothesis on the coefficients β 0 and β 1 is usually rationalised by the literature in terms of the presence of a time-varying risk premium.
A sub-group of models, which are also based on financial theory but have been less investigated, exploits the following spot-futures price arbitrage relationship:
where r is the interest rate, ω is the cost of storage and δ is the convenience yield.
4 Samii (1992) attempts at unifying the two approaches described in equations (1) and (2) by introducing a model where the spot price is a function of the futures price and the interest rate. Using both daily (20 September 1991 -15 July 1992 and monthly (January 1984 -June 1992 ) data on WTI spot price and futures prices with three-and six-month maturity, he concludes that the role played by the interest rate is unclear and that, although the correlation between spot and futures prices is very high, it is not possible to identify which is the driving variable.
An overall comparison of financial and time series models is offered by Zeng and Swanson (1998) , who evaluate the in-sample and out-of-sample performance of several specifications. The authors use a daily dataset over the period 4 January 1990 -31 October 1991 and specify a random walk, an autoregressive model and two alternative Error Correction models (ECM, see Engle and Granger, 1987) , each with a different definition of long-run equilibrium. The deviation from the equilibrium level which characterizes the first ECM is equal to the difference between the futures price tomorrow and the futures price today, i.e. the so-called "price spread". In the second ECM, the error correction term recalls the relationship between spot and futures prices, which involves the cost of storage and the convenience yield, as reported in equation (2). The predictive performance of each model is evaluated using several formal and informal criteria. The empirical evidence shows that the 4 The arbitrage relationship (2) means that the futures price must be equal to the cost of financing the purchase of the spot asset today and holding it until the futures maturity date (which includes the borrowing cost for the initial purchase, or interest rate, and any storage cost), once the continuous dividend yield paid out by the underlying asset (i.e. the convenience yield) has been taken into account. See, among others, Clewlow and Strickland (2000) and Geman (2005) for details on the arbitrage relationship (2) for energy commodities.
ECM specifications outperform the others. In particular, the ECM based on the cost-ofstorage theory performs better than the ECM which specifies the error correction term as the spot-futures price spread. Bopp and Lady (1991) investigate the performance of lagged futures and spot oil prices as explanatory variables in forecasting the oil spot price. Using monthly data on spot and futures prices for heating oil during the period December 1980 -October 1988, they find empirical support to the cost-of-storage theory. 5 The authors also compare a random walk against the reference financial model. In this case, the empirical evidence suggests that both models perform equally well. Serletis (1991) analyses daily data on one-month futures price (as a proxy for the spot price) and two-month futures price (quoted at NYMEX) for heating oil, unleaded gasoline and crude oil, relative to the period 1 July 1983 -31 August 1988 (the time series of gasoline starts on 14 March 1985). He argues that the presence of a time-varying premium worsens the forecasting ability of futures prices.
In the empirical literature on oil prices there is no unanimous consensus about the validity of MEH. For instance, Green and Mork (1991) The unreliability of unbiasedness and MEH is also pointed out by Moosa and AlLoughani (1994) , who analyse WTI monthly data covering the period January 1986 -July 1990. The authors exploit cointegration between the series on spot price and three-month and six-month futures contracts using an ECM, and show that futures prices are neither unbiased nor efficient. Moosa and Al-Loughani apply a GARCH-in-mean model to take into account the time-varying structure of the risk premium. Gulen (1998) Another interesting application of financial models to the oil spot-futures price relationship is proposed by Abosedra (2005) , who compares the forecasting ability of the futures price in model (3) with a naïve forecast of the spot price. Specifically, assuming that the WTI spot price can be approximated by a random walk with no drift, he forecasts the daily one-month-ahead price using the previous trading day's spot price and constructs the naïve monthly predictor as a simple average of the daily forecasts. Using data for the period January 1991 -December 2001, he finds that both the futures price and the naïve forecast are unbiased and efficient predictors for the spot price. The investigation of the relationship between the forecast errors of the two predictors allows the author to conclude that the futures price is a semi-strongly efficient predictor, i.e. the forecast error of the futures price cannot be improved by any information embedded in the naïve forecast.
Structural and time series models
Structural models emphasise the importance of explanatory variables describing the peculiar characteristics of the oil market. Some examples are offered by variables which are strategic for the oil market (i.e. industrial and government oil inventory levels), "real" variables (e.g. oil consumption and production), and variables accounting for the role played by OPEC in the international oil market. Kaufmann (1995) models the real import price of oil using as structural explanatory variables the world oil demand, the level of OECD oil stocks, OPEC productive capacity, as well as OPEC and US capacity utilisation (defined as the ratio between oil production and productive capacity). The author also accounts for the strategic behaviour of OPEC and the More recently, Kaufmann (2004) and Dees et al. (2007) specify a different forecasting model on a quarterly dataset. In particular, the first paper refers to the period 1986-2000, while the second contribution considers the sample [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] . In these studies the authors pay particular attention to OPEC behaviour, using as structural regressors the OPEC quota (defined as the quantity of oil to be produced by OPEC members), OPEC overproduction (i.e. the quantity of oil produced which exceeds the OPEC quota), capacity utilisation and the ratio between OECD oil stocks and OECD oil demand. Using an ECM , the authors show that OPEC is able to influence real oil prices, while their econometric specification is able to produce accurate in-sample static and dynamic forecasts.
A number of authors introduce the role of the relative oil inventory level (defined as the deviation of oil inventories from their normal level) as an additional determinant of oil prices, for this variable is supposed to summarize the link between oil demand and production. In general, two kinds of oil stocks can be considered, namely industrial and governmental. The relative level of industrial oil stocks (RIS) is calculated as the difference between the actual level (IS) and the normal level of industrial oil stocks (IS*), the latter corresponding to the industrial oil inventories de-seasonalised and de-trended. Since the government oil stocks tend to be constant in the short-run, the relative level of government oil stocks (RGS) can be obtained by simply removing the trend component. Ye et al. (2002 Ye et al. ( ), (2005 and (2007) In the pure time series framework, two models, which are particularly useful for forecasting oil prices in the long-run, are proposed by Pindyck (1999) and Radchenko (2005) .
The data used by the authors cover the period 1870-1996 and refer to nominal oil prices deflated by wholesale prices expressed in US dollars (base year is 1967). Pindyck (1999) specifies the following model: (7) on the full dataset and three sub-samples, namely 1870-1970, 1970-1980 and 1870-1981. Model (6) offers a better explanation of the fluctuations of oil prices, while specification (7) produces more accurate forecasts.
Radchenko (2005) 
The forecasting horizons are 1986-2011, 1981-2011, 1976-2011 and 1971-2011 . Overall, the empirical findings confirm Pindyck's results, although the model is unable to account for OPEC behaviour, leading to unreasonable price declines. Nevertheless, the author suggests that forecasting results can be improved significantly by combining specification (8) with a random walk and an autoregressive model, which can be considered a proxy for future OPEC behaviour.
The data
We have constructed four different datasets, with the following frequencies: daily, weekly, monthly and quarterly. Prices refer to WTI crude oil spot price (S) and WTI crude oil futures prices contracts with one-month, two-month, three-month and four-month maturity (F1-F4), as reported by EIA. Weekly, monthly and quarterly data have been obtained by aggregating daily observations with simple arithmetic means, taking into account that the futures contract rolls over on the third business day prior to the 25th calendar day of the month preceding the delivery month. The sample covers the period 2 January 1986 -31
Due to the limited availability of structural variables at high frequencies, the daily and weekly datasets include observations on the WTI prices only. Therefore, we have concentrated our analysis on financial and time series models at daily and weekly frequencies, whereas we have estimated the structural specifications using monthly and quarterly data. Moreover, we have constructed the following variables: OPEC overproduction (OV), as the difference between OPEC oil production and OPEC quota; OPEC capacity utilization (CU), as 100 times the ratio between production and productive capacity; OPEC spare capacity (SC), given by the difference between PC and OP.
The complete list of the variables employed in the empirical analysis is summarized in Table 1. Table 2 reports some descriptive statistics, disaggregated by frequency. It is worth noticing that the annualized standard deviation for financial prices is highest for the daily frequency and decreases as frequencies decrease. Conversely, the coefficient of variation shows a homogeneous behaviour of the WTI prices for all frequencies. The large majority of the other variables seem to be less volatile when the quarterly frequency is considered.
Prior to estimation, we have checked for the presence of unit roots in the variables using standard Augmented Dickey-Fuller tests. All variables are integrated of order one, or ( )
with the exception of industrial oil stocks (at monthly and quarterly frequencies) and of world (i.e. OPEC and non-OPEC) crude oil production, which turn out to be stationary, or I(0) (see Table 3 ). Moreover, we have tested for bi-variate cointegration between the WTI spot price and each futures price using the Johansen test. The empirical results (see Tables 4-7) are always supportive of the presence of one cointegrating relationship between the spot price and each futures price.
Empirical results
We have evaluated the forecasting performance of different econometric models available in the existing literature, which can be reconducted to the two main classes described in Section 2, namely "financial" and "structural" models. We also propose a new class of models which combine the relevant aspects of financial and structural models ("mixed" models), and are based on the assumption that the interaction between financial and macroeconomic variables can improve the understanding of oil price behaviour. Financial, structural and mixed models are confronted with pure time series specifications, such as the random walk with drift and the first-order autoregressive model. 6 ii) dynamic forecasts with fixed estimation and forecasting samples; 7 iii) static forecasts with a two-year-width rolling estimation and 6 A static forecast for the oil spot price is defined as a one-step-ahead forecast for S t . Assume that the reference model is: S t = αS t-1 +βX t +ε t , where X t is a generic regressor and ε t is a classical error term. The fixed estimation sample is t=1,…,T, whereas the forecast sample is t=T+1,…,T+k. The reference model is estimated on the fixed estimation sample to obtain OLS estimates of the parameters, i.e. α and βˆ. Then, the sequence of static forecasts is calculated as:
7 A dynamic forecast for the oil spot price is a multi-step-ahead forecast for S t . Assume that the reference model is identical to the model described in Footnote 6. As in the static forecast framework, the reference model is estimated on the fixed estimation sample to obtain OLS estimates of the parameters, i.e. α and βˆ. Then, the sequence of dynamic forecasts is calculated as:
, etc. It is evident that one-step-ahead static and dynamic forecasts are identical, while, for n>2, n-step-ahead static forecasts differ from the corresponding n-step-ahead dynamic forecasts, since the sequence of actual values S T+1 , forecasting window; iv) dynamic forecasts with a two-year-width rolling estimation and forecasting window.
The computation of rolling forecasts involves the following steps. First, the base equation is estimated on a rolling window, whose width has been chosen to be equal to two years.
Second, dynamic and static forecasts are produced on a two-year width forecasting window using the estimated coefficients obtained in the first step, and different measures of forecasting performance are computed. Third, we iterate on steps one and two by rolling both the estimation and forecast window by one period, until the end of sample is met. A direct evaluation of the impact of the forecasting approach (i.e. fixed sample versus rolling window) on the forecasting performance of each estimated model is obtained by calculating, for each forecasting measure, the simple arithmetic mean of its values obtained at each iteration. 
Financial models
In Section 3 we have pointed out that, independently of the frequency considered, the WTI spot price and the four WTI futures prices involved in the empirical analysis are ( ) While RMSE and MAE are scale-dependent and should be used to compare forecasts for the same variable across different models, MAPE and Theil are scale-invariant. Moreover, Theil ranges from 0 to 1, with zero indicating perfect fit.
are I(0), for T equal to one month, two months, three months and four months, respectively.
The presence of cointegration between t S and t F can be exploited via the following ECM representation:
where the error correction term (ECT) is given by the residuals of model (9).
The estimation results and the forecasting performance of model (10) for different frequencies and futures price contracts are reported in Tables 8-11 . For each data frequency and futures price, the constant term α is not significant, while the coefficient β is significantly different from zero and close to one. These findings support the hypothesis that futures prices are unbiased predictors of spot prices. The coefficient of adjustment γ is always significant and negative; its absolute value decreases as futures maturity increases, indicating that convergence to the long-run equilibrium is faster for one-month than for ourmonth futures contracts.
For all data frequencies, with the exception of weekly data, the goodness of fit of the estimated model, summarized by the adjusted-R 2 , decreases with the maturity of WTI futures prices. Moreover, models with the most satisfactory explanatory ability are all estimated on monthly and quarterly data.
Residual autocorrelation has been investigated with the Breusch-Godfrey Lagrange multipliers (LM) test. 9 Results highlight the presence of high-order serial correlation in the residuals for all models, except for the specification estimated on monthly data.
The presence of heteroskedasticity in the residuals has been checked with the White LM test. 10 The null hypothesis of homoskedasticity is rejected by the models estimated on daily, 9 The null hypothesis of the Breusch-Godfrey (BG) test is no residual autocorrelation of order p. Under the null hypothesis, the BG test statistic has an asymptotic 2 χ distribution, with p degrees of freedom.
10 The null hypothesis of the White (W) test for heteroskedasticity is that the squared regressors and regressors cross-products do not contribute to the explanation of the model squared residuals. Under the null hypothesis of homoskedasticity, the W test statistic is asymptotically Table 12 . There are no significant differences in the coefficient estimates with respect to model (10), although the overall explanatory power of the regression is slightly lower. Each forecasting measure shows the reduced forecasting ability of model (1) with respect to the ECM specification (10). In particular, MAE and RMSE are much higher than the corresponding values obtained for model (10).
Structural and mixed models
Structural and mixed models have been estimated only for monthly and quarterly frequencies, due to the lack of data on the structural variables at higher frequencies.
For monthly data we propose two different specifications. In the basic mixed model the WTI spot price is regressed on the WTI futures price, OPEC consumption, the relative inventory industrial level of the previous month and a step dummy for 1999 (S99), which accounts for a structural change of the OPEC's behaviour in the international oil market: The structural specification considers as explanatory variables the relative oil inventory level of the previous month as well as of the previous year, the world oil production of the previous month, the commodity price index, the step dummy S99 and a set of dummy variables capturing the effects of 11 September 2001 (D01): 
The empirical findings show that the mixed model (11) has a much higher explanatory ability than the structural model (12). Moreover, the residuals of the mixed model (11) are less affected by serial correlation and heteroskedasticity (see Table 13 ).
The lagged relative industrial oil stock levels negatively affects the oil spot price, irrespective of the number of lags, although the estimated coefficients are very small in both
specifications. An increase in the world oil production causes a reduction in the WTI spot price, as expected. On the contrary, in model (11) the rise of OECD oil consumption leads to an increase of the WTI oil spot price. There is also evidence that the commodity price index and the oil spot price move in the same direction. Finally, from inspection of (15) is purely structural, while models (14) and (16) are structural specifications, where the lagged dependent variable is introduced among the regressors to solve for residual autocorrelation.
The mixed model (13) outperforms the other three specifications in term of explanatory power: the adjusted-R 2 is 0.99 for the mixed model (13), close to 0.94 for models (15) and (16), and equal to 0.83 for model (14). The diagnostic tests for serial correlation and heteroskedasticity do not highlight any problem in the residuals of each model (see Table 14 ).
As already discussed for monthly data, OPEC oil production and the industrial oil stocks variable, irrespective of the way it enters the specification (i.e. level or relative level), have a negative impact on the oil spot price. The world oil demand appears in three of four specifications, with a positive influence on the oil spot price. The forecasting performance of the mixed model (13) is clearly superior for both fixed and rolling forecasts. A comparison among the other three models shows that specification (14) provides the most favourable values for each forecasting indicator, although its explanatory power is the lowest.
In Tables 15-17 short-run and long-run marginal effects, as well as short-run and longrun elasticities are reported. With monthly data (see Table 15 ), the effects exerted by the relative oil inventories level ( RIS ) over the oil spot price are very small and exhibit a negative sign. In model (12) both short-run and long-run marginal effects are negative. In particular, in the long-run, as expected, the marginal effects of the relative oil inventories level over the oil spot price are larger, in absolute value, than in the short-run.
Larger short-run impacts are generated on the oil spot price by lagged world oil production (WP ) and commodity prices index ( PPI ), being negative for the former and positive for the latter.
Estimation results of structural models (15) and (16) on quarterly data are reported in Table 17 . The relative oil inventories level has still a negative marginal effect on oil spot prices, both in the short-run and in the long-run. OPEC oil production ( OP ) has a negative effect on the spot oil price. On the contrary, total oil demand (i.e. OD NOD + ) positively affects the WTI spot price.
In Table 16 short-run and long-run elasticities of the oil spot price to different explanatory variables are presented. Within the mixed model (13), the response of the oil spot price to a contemporaneous change in industrial inventories ( IS ) is negative: the shortrun elasticity is equal to -1.049, indicating that a variation in industrial oil stocks is associated with a decrease in the spot price of the same amount. When structural model (14) is estimated, the oil spot price is more reactive to industrial oil inventories. In this case, the short-run elasticity is equal to -2.101. The long-run elasticity, which represents the average response of the oil spot price to a change in industrial oil inventories within the estimation period, is equal to -6.256, showing a very high sensitivity of the oil spot price to oil inventories. Both shortrun and long-run elasticities of the oil spot price to total oil demand are positive, being equal to 0.964 and 2.871, respectively, and indicate a strong reactivity of prices to quantities.
Time series models
When the model for the oil spot price is a random walk, the implicit assumption is that the best predictor for the oil price tomorrow is the oil price today. On the contrary, if we believe that the data generating process underlying the oil spot price is first-order autoregressive, we assume that the current value of the oil spot price does not embed the total amount of information needed for accurate forecasting. Instead, we are saying that the oil price today strictly influences the realization of the oil price tomorrow, the strength of this effect depending on how the autoregressive coefficient is close to zero or one. Tables 18 and 19 The drift α is not significant for all frequencies. The adjusted-R 2 is rather high: when daily and weekly data are considered, it is equal to 0.99 and 0.93, respectively, and it slightly decreases with the data frequencies. Serial correlation has been detected for all frequencies except the quarterly data, whereas heteroskedasticity affects model residuals for all data frequencies.
The proposed measures of forecasting evaluation, calculated on the static forecasts with fixed estimation and forecasting sample, suggest that the oil spot price today is a good predictor of the oil spot price tomorrow, but also that its forecasting ability decreases with data frequency. Similar conclusions emerge from the inspection of the values of MAE, RMSE, Theil and MAPE calculated for rolling static forecasts.
Conversely, both fixed and rolling dynamic forecasts exhibit an unexpected behaviour. In the first case, lagged oil spot price seems to be a better predictor for actual oil spot price when the model is estimated with daily and monthly data. In the second case, more accurate rolling dynamic forecasts are produced by the model estimated on weekly and monthly data.
When the data generating process for the oil spot price is supposed to be first-order autoregressive, the oil spot price is modelled as:
Our empirical analysis shows that the constant term is statistically insignificant for daily and weekly data, while it becomes significant at 5 percent when model (18) 
Overall comparison
In Section 4 the forecasting performance of financial, structural and mixed models is evaluated, in order to verify whether it is possible to identify, within each class, a best performing model. Simple time series specifications have been included in the evaluation procedure as benchmarks against which each model, "within" each class, can be compared.
This section aims at emphasizing the relevance of "between"-class comparisons for a thourough evaluation of the forecasting ability of each econometric specification.
Financial models generally exhibit, for all frequencies, a more satisfactory forecasting behaviour than pure time series specifications. While time series models seem to produce more accurate forecasts when fitting daily data, financial models are preferable with monthly and quarterly frequencies. It is interesting to notice that, within the class of financial models, monthly forecasts are the most accurate and outperform the forecasts obtained on quarterly data.
For all frequencies, the explanatory power of time series models is quite high when compared to more complex models, indicating that the inclusion of the lagged dependent variable captures most of the dynamics in the oil spot price. For forecasting purposes, however, we notice that pure time series models are less accurate than financial specifications for all frequencies, as all measures univocally indicate. Furthermore, the forecasting ability of pure time series models seems to be more sensitive to data frequency: the volatility of the values recorded by the majority of the indicators of forecasting performance is larger for time series models at different data frequencies.
The comparison between time series models and structural models suggests that the latter perform significantly better than the former at the estimation level for monthly and quarterly frequencies. However, this superiority dies away when the focus is on forecasting. On this respect, the only specifications which outperform the pure time series models are the mixed models, which include the oil futures price among the explanatory variables.
Within the class of mixed models, the most reliable forecasts are generated with monthly data, while for structural models the quarterly frequency produces better results. If, on the one hand, the quarterly dataset permits to propose several specifications for both structural and mixed models, on the other hand the use of monthly data allows us to estimate only two specifications, both affected by serial correlation and heteroskedasticity. One possible interpretation for the in-sample statistical inaccuracy of the models estimated on monthly data concentrates on data frequency: temporal aggregation of the data may help to eliminate error serial dependence and volatility clustering. However, we cannot exclude that the difficulty with monthly specifications is directly linked to the limited number of variables entering the estimated mixed and structural specifications. Nevertheless, model (10) is of little use in a true out-of-sample forecasting framework.
Actually, model (10) requires the prediction of the futures price, which shares the same difficulties as predicting the spot price.
The graphical comparison among financial model (10), mixed model (13), structural model (16) and the random walk (17) is reported in Figure 3 . The quarterly financial and mixed models (10) and (13) perform fairly well, due to the presence of the futures contract among the explanatory variables. The random walk model (17) seems to capture the trend in the data, but fails to produce reliable forecasting values. Finally, the performance of structural model (16) is severely insufficient in capturing the oil price dynamics.
Although it is not possible to provide a rigorous ranking of the estimation and forecasting performance of the competing models, the empirical findings presented in this paper can be summarized as follows. First, financial models in levels do not produce satisfactory forecasts for the WTI spot price, since the forecasted price values generally "follow" the actual price values. Second, the financial ECM specification yields accurate in-sample forecasts. Financial ECM takes into account the short-run and long-run contemporaneous relationships between oil spot and futures prices, but it can hardly be employed for true out-of-sample forecasting, due to the presence of the oil futures price among the regressors. Third, real and strategic variables alone are insufficient to capture the oil spot price dynamics in the forecasting sample. This result explains the generally poor forecasting performance of the structural models, which are also heavily dependent on the correct specification of the forecasting mechanism for the exogenous variables. Fourth, our proposed mixed models, which exploit the combination of financial, real and strategic explanatory variables, are statistically adequate and exhibit accurate forecasts. Fifth, different data frequencies seem to affect both estimation and the forecasting ability of the models under analysis. In general, models estimated on low frequency data tend to generate more accurate forecasts. Finally, although pure time series models allow the researcher to compute true out-of-sample forecasts, their in-sample forecasting performance is far from being satisfactory.
Conclusions
The relevance of oil in the world economy as well as the specific characteristics of the oil price time series explain why considerable effort has been devoted to the development of different types of econometric models for oil price forecasting.
Several specifications have been proposed in the economic literature. Some are based on financial theory and concentrate on the relationship between spot and futures prices ("financial" models). Others assign a key role to variables explaining the characteristics of the physical oil market ("structural" models).
The empirical literature is very far from any consensus about the appropriate forecasting model that should be implemented. Findings vary across models, time periods and data frequencies.
First of all, we test and systematically evaluate the ability of several alternative econometric specifications proposed in the literature to capture the dynamics of oil prices. We have chosen to concentrate our investigation on single-equation, linear reduced forms, since models of this type are the most widely used in the literature and by the practitioners.
Second, we analyse the effects of different data frequencies (daily, weekly, monthly and quarterly) on the coefficient estimates and forecasts obtained using each selected econometric specification. The fact that no unanimous conclusions could be drawn by previous studies on the forecasting performance of similar models may depend, among other things, upon the particular data frequency used in each investigation.
Third, we compare different models at different data frequencies on a common sample and common data. We have constructed specific data sets which enable us to evaluate different types of econometric specifications involving different explanatory variables on the same sample period.
Fourth, we evaluate the forecasting performance of each selected model using static and dynamic forecasts, as well as different measures of forecast errors. In contrast with previous studies, in this paper static and dynamic forecasts are evaluated by means of fixed as well as rolling forecasting windows. The latter method is of particular importance for time series exhibiting numerous price swings, as in the case of the WTI spot price.
Although it is not possible to provide a rigorous ranking of the estimation and forecasting performance of the competing models, the empirical findings presented in this paper can be summarized as follows. Financial models in levels do not produce satisfactory forecasts for the WTI spot price. The financial ECM specification yields accurate in-sample forecasts. Real and strategic variables alone are insufficient to capture the oil spot price dynamics in the forecasting sample. Our proposed mixed models, which exploit the combination of financial, real and strategic explanatory variables, are statistically adequate and exhibit accurate forecasts. Different data frequencies seem to affect both estimation and the forecasting ability of the models under analysis. Although pure time series models allow the researcher to compute true out-of-sample forecasts, their in-sample forecasting performance far from being satisfactory.
The empirical results presented in this paper point out that a best performing econometric model for oil price forecasts is still to appear in the literature. For this reason, we suggest two promising directions for future work in this area. First, it could be useful to develop more accurate economic models for key financial and structural driving variables. Examples are provided by models which combine physical oil reserves with economic and regulatory variables (e.g. Moroney and Berg, 1999) , or which describe OPEC as well as non-OPEC behaviour (see, among others, Dees et al., 2007) . Models of this type can be used as forecasting mechanisms for the driving variables, and are likely to improve the out-of-sample forecasting performance of the financial and structural models currently available in the literature. Second, it is crucial to identify a set of variables which accurately reflect changes in oil market expectations, such as the non-commercial long positions on oil futures markets used to proxy oil futures prices (Merino and Ortiz, 2005) . Notes to Table 2 . For names of variables see Table 1 ; Obs = number of observations; Mean = sample mean; Median = sample median; Min. = minimum value in the sample; Max. = maximum value in the sample; Annualised Std. Dev. = std. dev. multiplied by the square root of the number of periods in the year (i.e. 250 days, 35 weeks, 12 months and 4 quarters); CV = Coefficient of variation, calculated as std. dev. divided by the mean. Critical values are from MacKinnon (1991 MacKinnon ( , 1996 ; p indicates the augmentation; the selection of p is based on the Schwartz Information Criterion; * (**) represents rejection of the null hypothesis of a unit root at the 0.05 (0.01) significance level. Notes to Table 13 . See Table 8 ; models (11) and (12) are described in Section 4.2. Notes to Table 14 . See Table 8 ; models (13)-(16) are described in Section 4.2. (10), (13), (16) and (17) -Quarterly data
