The problem of generalized pair decomposition (GPD) allowing two-way interconneetions for incomplete finite automata is studied. A pair of *-covers on the set of states of an automation M are naturally induced by each GPD of M. A necessary and sufficient condition on a pair of *-covers obtainable from a GPD of M is established. Input configuration between component automata is defined and a lower bound for the number of input configurations from one component to another is given. It is shown that one component can always be adjusted so the bound is met for the other.
I. INTRODUCTION AND PRELIMINARIES

A. INTRODUCTION
The problem of decomposing a finite atttomaton has been investigated by m a n y authors, Stearns and Hartmanis (1961) , Krohn and Rhodes (1963) , Kohavi (1964) , Hartmanis and Stearns (1964) , Yoeli (1965) and Zeiger (1965) , etc. However, their results were toward decomposing an automaton into series and parallel connections of automata. The present work is an extension to the problem of generalized decomposition where two-way interconnections between component automata are permitted. Our decomposition does not presuppose any particular form for the circuit of an automaton.
With the new technology, the problem of economical realization no longer lies in the actual complexity of the logical design in each building block. Aside from a given upper limit, the complexity is not reflected in the cost. Thus, subject to the restraint of the given limit on each block, our main object is to minimize the number of interconnections between blocks. Therefore, a large portion of this work is devoted to the study of input configurations between component automata of a generalized pair decomposition.
We first consider a pair automaton M' with component automata Mi = <S1, I '1, fl) , M2 --($2, T2 , f:>. We then give the definition of a generalized pair decomposition (GPD) of a given automaton M = (S, T,f>. A *-cover 92 of S is an l-tuple (Ai, • • • , Az) such that for each i, A i _c S and U~=i A i = S. We show that each GPD of M gives rise to a pair of *-covers 92, !~ of S. We then establish a necessary and sufficient condition for a pair of *-covers (~I, !B) of S to be obtainable in this manner from a GPD of M.
In discussing the properties of a GPD M" of M, we find that all properties are represented by M" as a partition pair decomposition of a larger subautomaton M' of M", where M is a homomorphic image of M ~. We introduce the notion of input configurations between component automata of a GPD and define the notion of connecting lines in terms of these input configurations. We deduce that to find the number of input configurations between component automata is actually a covering problem. In each GPD of M, we obtain a lower bound k for the number of the input configurations from one component to the other. This lower bound Ic, obtained from certain properties of an equivalence relation is much easier to compute than solving the covering problem. We then show that for certain GPD's of M, the number of input configurations from one component to the other actually achieves its lower bound k.
The known results on series and parallel decomposition of an automaton are shown to be special cases of our results.
B. PRELIMINARIES
An automaton M (non-deterministic, incomplete, finite) is a triplet <S, T, f) where S is a finite set of "states", T is a finite set of "input letters", and f is a transition function mapping S X T into P(S), the set of all subsets of S. Let D (f) = { (s, t) I f(s, t) # ~ 1. Without affecting the behavior of M, we may assume that the set S is the union of the first projection of D(f) and the set of elements in the image sets under f. Similarly we may assume the set T to be just the second projection of D (f). We denote by T* the set of all finite sequences of T, including the null sequence e.
The transition function f of an automaton can be extended to have domain S X T* by the following reeursive rules. If we denote this extended function again by f, then f(s, e) = {s} and for each t E T* and h q T,f(s, ttl) = U~Es(~,,)f(s, tl). (s, t) .
A deterministic automaton M --(S, T, f>
Throughout the context of this work, by an automaton we shall always mean a deterministic incomplete finite automaton, unless otherwise stated. Let $1 = {al, ... , a~}, $2 = {bt, ... , b~}. For each al C $I, we define a functionf~ from S~ X 3 into $2 such that for all (bj, a) C S~ X 3, f~(bj, a) = fl (a~, b~, a) . Similarly for each b: C S~, we define a function fbj from S~ X 5 into $1. These functions determine the interconnection between M~ and M2.
II. PAIR AUTOMATON AND GENERALIZED PAIR DECOMPOSITION
Two states a~, a2 C S~ are said to be compatible;f~, Nf~ if and only if the two functions f~, f~ are the same mapping over their common domain. We consider a set of mutually compatible states as one input configuration from M~ to M~. Let F~ ~ (the number of input configurations from M~ to M2) denote the number of elements in a collection obtained above which has the least cardinality among all such collections. Similarly for F~, the number of input configurations from M~ to M~. For a collection of such input configurations from M~ to M~ and from M~ to M1, we mus~ encode it into alphabetical information. These, in turn, nmst be coded into binary signals. In fact, one can represent this compatible relation by a cover e of S~, i = 1, 2. Each member in this cover is a collection of mutually compatible elements in S~. Thus the problem of finding the number of input configurations (hence the number of connecting lines) is a covering problem, i.e., to find a minimum (in the sense of cardinality) subcovers C~ of the cover e. 
B. GENERALIZED PAIR DECOMPOSITION
Furthermore, M1 realizes M. Clearly, ~-1(f(~(81, s~), a)) may contain more than one element. For each choice we get a GPD of M whose associated triplet is the given <$1, $2, @.
We call such a triplet <$1 • $2, ~), a generalized pair decomposition triplet (GPDT) of M. Hence for a given GPD of M, there exists a unique GPDT of M. Conversely, for a given GPDT of M, there associates a non-empty set of GPD of M. Furthermore, we know exactly how to obtain each member of this set. Thus we may study the properties of GPD of M through the properties of GPDT of M. We note that a unique non-deterministic automaton can be constructed for each GPDT, namely, we define fl((s~ s2), a) -1 , = ~ (f@(sl, se), c~)).
III. *-COVERS
Allowing extreme generality, given a mapping ~ from a cartesian product S1 X $2 onto a set S, we show in Remark III.1 that ~ most naturally induces on the set S a pair of so-called *-covers, not just a pair of set systems. We shall now try to establish a theorem (Theorem III.2) in the other direction, namely, a necessary and sufficient condition for a pair of *-covers (9/, ~) of S to ensure the existence of ~ function ~ such that <S~, $2, ~) is a GPDT of M, where $1, S~, gives rise to ~I, ~5, respectively (that is, a parallel condition which generalizes the situation on a pair of set systems which ensures the existence of a series-parallel decomposition). Obviously, if we require the pair of *-covers 9/, ~ to have only trivial intersection, 9/O ~ = 0 (meaning A n B is either empty or a singleton for each coordinate A of 9/and B of ~), then a function ~ with the required property not only exists but is uniquely determined. However, we are interested in the general case where ~ does not have to be uniquely defined when given 9/, ~, but just the possibility to have at least one desired ~ defined. To do this we first obtain a weaker statement (Theorem III.1). Using that as a stepping stone, we arrived at our desired result.
In the following, let 9/ = (A~,..., Az), !3 = (B~, ..., B~) be . -covers of S. DEFINITION 111.3. A pair of *-covers (9/, ~) of S is said to be Mutually Distr~7~utive (MD) if and only if: (i) For each i, it is possible to distribute A~ over the coordinates of ~; i.e., 3 gi : A~ --~ ~ such that for all x E A~, x E g~(x).
(ii) For each j, it is possible to distribute Bs over 9/.
EXAMPLE III.1. Let S = {1, 2, 3, 4, 5}. Let 9/ = (A~ = {1,2,3},A~ = {3,4},A~ = {2, 5,4}),
Then the pair (9/, ~5) is MD. We note that the pair of *-covers defined in Remark III.1 is also NID.
Let 9/be a *-cover of S. Let s E S. For each i, where s E A~, 9/<~.~) is defined as the l-tuple (A1, ".-, A~_I, Ai -{8}, ... , Azl. For each s E S, M~(s) denotes the number of coordinates in 9/ containing s.
Let (9/, ~) be a MD pair of *-covers of S such that for all s E S, For the "only if" part of the theorem, we shall describe a process in assigning states into the entries of a table.
M~(s) ---M~(s) = m(s).
(1) For each column j, if Bj requires s in A ~ to distribute, then ~ssign s to the entry (i, j). Similarly, for each row i.
(2) For each column j, assign s in Bi to the entry (i, j) if Bi requires s in A~ to distribute with fixed ~, where a is the ~ssignment done previously. Similarly for each row.
(3) Repeat step (2) until now new assignment results. (4) Suppose for some row i, there is a state s ~ A¢ which has not been assigned. By the discussion before, there is a columnj, where s E Bj. which also has not been assigned. Assign s in this (i, j). Then perform steps (2) and (3) again until no new assignment results.
(5) Repeat step (4) until every 8 in every coordinate A~ of ~ has been assigned.
By the previous discussion and remarks, this process is exhaustive and complete.
To prove the "if" part, we assume that an l X m table exists. For each s, if s appears more than once in the table, we can delete the state s in the ith row and jth column, if s is in (i,j) . The resulting new pair of , -covers is still MD. We can perform this deletion for all s ~ S up to (re(s) -1) times. Hence (9/, ~) has DDP. This completes the proof.
Using above theorems as a stepping stone, we shall now establish a necessary and sufficient condition on a pair of *-covers (9/, ~) of S to ensure the existence of a function ~ satisfying (1), (2) 
IV. PROPERTIES OF GENERALIZED PAIR DECOMPOSITION
A. DECOMPOSITION MAT~L< Let M' = (S', T, f') be a generalized pair decomposition of M = (S, T, f). Then M' is a pair automaton and there exists a subautomaton M " = ($, T, f' I$} of M', also a homomorphism 9 from M ~p onto M. To study the interconnections between component automata Mx = (S~, T X S~, f~), M2 = {$2, T X $1,f2) of the pair automaton M' as a GPD of M is to study the connections between M~, M2 of the pair automaton M " as a GPD of itself. Thus in order to study the GPD's of M with interconnecting stimuli, it is only necessary to study pair automaton as a GPD of itself, namely in the associated triplet {S~, $2, ~}, is an isomorphism.
Let M' = (S', T, f') be a GPD of M = (S, T, f}, where in its associated G P D T ($1, $2, ~}, ~ is one-to-one from g ~ $1 X S~ onto S. Namely M is an isomorphic image of a sub-automaton ($, T, f'l~} of M'. Let 
(3) 01~ __c/-i(0~), O~i c ffi(o~l).
Then there exists a unique automaton M' = (S', T, f} such that
(ii) ~ is one to one where ($1, $2, q~) is the associated GPDT of M'. Proof. It can be easily verified by using the definition of 0~j and compatibility.
As discussed before, each O~j, i ~ j, can be represented by a cover of S. Let n(Oo') denote the number of elements in a minimum subcover of the cover of &j.. Then n(01~) and n(O~l) are the numbers of input configurations from the component automaton M1 to M~ and from M2 to M : , respectively. We note the following trivial results.
(1) A congruence relation of degree 1 is an ordinary congruence relation (i.e. an equivalence relation with substitution property).
(2) Let 01,02 be congruence relations of degrees kl,/c2 respectively. Then 01 n 0~, the g.l.b, of 01 and 02 is a congruence relation of degree <_ 1@2. Yet 01 U 02, the 1.u.b. of 01 and 02 may be of higher degree than kl/~2. Suppose 01t is of degree 1, an ordinary congruence relation, then it is easily seen that the number of input configurations from 21//2 to M1 is exactly 1, i.e. the number of lines from M~ to M1 is zero, hence the decomposition is a serial one.
Combining the result of Theorem IV.2 and the above theorem, we M1 and from MI to M2 , respectively. In the special case when 011,052 are both of degree 1 and 011 N 055 = 0. Then the numbers of input configurations from M2 to M1 and from M1 to M: are both 1, hence the decomposition is a parallel one.
C. SERIES AND PARALLEL DECOMPOSITIONS
We shall show that our results include the known results about series and parallel decomposition as special cases.
A set system ~ = (A1, As a result, if ~ is *-cover with SP, then there exists a GPD M' of M such that M' is a series connection of two component automata. M1, M2 (i.e., n(O2~) = 1) and M1 induces 011 which in turn induces ?I. Since a set system is a *-cover, our result clearly includes the known results for series decomposition. Together with Theorem IV.6 this theorem includes the known result for the parallel case.
D. ON THE LOWER BOUND OF INPUT CONFIGUR&TIONS
Let 011 be a congruence relation of degree k on S. Let M ' be a GPD of M with M1, M: as its components. We have shown that if the states of MI induce 011 on S, then, in general,/~ is only a lower bound on the number of input configurations from M: to M1. We shall now establish the result that this lower bound k can always be reached if we allow the component M2 to vary. We shMl obtain an upper bound on the number of states of such M2 and show that, if t~11 is non-trivial, this upper bound is always less than the number of states in the original automaton M. Thus, as a result, for each non-trivial congruence relation 011 on S of degree k, there always exists a non-trivial GPD M t of M with M1, M2 as components such that the number of input configurations from 21//2 to M1 is exactly k. This also shows that k is actually the best bound one can give in generM on the number of input configurations from component M1 to M~, where 3/1 induces the congruence relation 011 of degree k on S.
Let. M = (S, T,f) and ~ {S} = n. Let 011 be a given congruence relation of degree k. Denote by {P~ [ 1 < i < n(011)} the set of equivalence classes of ~11. Let ~( P ~) = n ( s, 011) , s E P. Let l~ denote the number of elements in each equivalence class P~. We shall choose P1 to be a particular equiva- The results in this section are very important. We shall summarize the significance as follows. Let M ' be a G P D of M = (S, T, f). In discussing the properties of a pair decomposition, it suffices to assume that all *-covers are of the partition type on some suitably chosen larger set S'. To find the numbers n(021), n(012) (input configurations from Ms to M1 and from M1 to M~ respectively) is a covering problem. Let 011 be an equivalence relation on S. If k is the degree of On, then k is the lower bound for n(021) for any choice of the equivalence relation 02: such that 0~1 I"1 023 = 0. If k = 1, then the lower bound is always achieved. Thus the series and parallel decompositions are included as special cases. If 0~i is a non-trivial congruence relation (i.e., i < n(011) < n) of degree k, then there always exists a non-trivial equivalence relation 02~ on S such that
