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Abstract
We describe noncommutative geometric aspects of twisted deformations, in
particular of the spheres in Connes and Landi [8] and in Connes and Dubois
Violette [7], by using the differential and integral calculus on these spaces
that is covariant under the action of their corresponding quantum symmetry
groups. We start from multiparametric deformations of the orthogonal groups
and related planes and spheres. We show that only in the twisted limit of these
multiparametric deformations the covariant calculus on the plane gives by a
quotient procedure a meaningful calculus on the sphere. In this calculus the
external algebra has the same dimension of the classical one. We develop
the Haar functional on spheres and use it to define an integral on forms. In
the twisted limit (differently from the general multiparametric case) the Haar
functional is a trace and we thus obtain a cycle on the algebra. Moreover we
explicitely construct the ∗–Hodge operator on the space of forms on the plane
and then by quotient on the sphere. We apply our results to even spheres and
we compute the Chern–Connes pairing between the character of this cycle,
i.e. a cyclic 2n–cocycle, and the instanton projector defined in [7].
1 Introduction
Noncommutative geometry is an active research field both in Physics and Math-
ematics. There are many examples of noncommutative spaces and many different
philosophies behind them. It is therefore instructive to study the geometry of specific
examples in order to gain a better understanding of the relations between different
approaches.
Quantum spaces related to standard quantum groups, i.e. FRT ([10]) matrix
quantum groups or Drinfeld–Jimbo quantum enveloping algebras, have a rich non-
commutative structure and display remarkable properties for many respects (their
connection with integrable models and invariants of knots, semiclassical structures,
etc...), but, on the other hand, present some triviality when considered under the
light of the noncommutative geometry a` la Connes. For instance, the C∗–algebra of
the standard Podles` quantum 2–spheres and of the quantum 4-sphere of [4] are iso-
morphic, i.e. the topology cannot distinguish inbetween the two different classical
dimensions. Indeed the study of [15] of Podles` 2-spheres shows that the Hochschild
dimension, that corresponds to the commutative notion of dimension, is zero and
periodic cyclic cohomology is generated by 0–traces. The drop of dimension ap-
pearing in this example seems to be a generic property of these kind of quantum
spaces.
In [8] a deformation S4q of the 4–sphere was introduced with the property that the
Hochschild dimension equals the commutative dimension. In [7] this program was
generalized to any dimension: a complete classification of 3–dimensional spherical
manifolds was given, while for generic dimension a family of deformed spheres,
called θ–deformed spheres, was introduced. In general [7] a θ–deformation Mθ of
a manifold M equipped with a smooth action of the n–torus T n is determined by
defining C∞(Mθ) as the invariant subalgebra (under the action of T
n) of the algebra
C∞(M × T nθ ) ≡ C∞(M)⊗̂C∞(T nθ ) of smooth functions on M × T nθ ; where T nθ is
the noncommutative n-torus. This construction allows for an easy definition of
smooth differential forms and of the ∗–Hodge operator. Although this calculus is
not connected with a quantum group action, it coincides with the covariant calculus.
In [23] (see also [20]) it was shown that S4q is an homogeneous space of a twisted
deformation of SO(5). Twisted quantum groups quantize Poisson–Lie groups de-
fined by classical r-matrices living in the Cartan subalgebra of the semisimple Lie
algebra. A useful point of view in order to understand the different geometry of
the standard and the twisted case is given by multiparametric deformations. Mul-
tiparametric quantum groups were defined by introducing in the FRT construction
[10] the multiparametric R–matrices [19]. These quantum groups depend on two
sets of parameters and contain as limit structures both the standard deformation
and the twisted deformation. Homogeneous spaces with respect to multiparametric
quantum groups are constructed in the same way as for standard deformations. It
is easy to verify that the 4–sphere of [8] appears as the limit, to the twisted struc-
ture case, of the multiparametric orthogonal 4–sphere (the 4–sphere covariant under
the action of the multiparametric quantum SO(5) group); similarly the θ-deformed
spaces and groups of [7] can be obtained as special limits to the twisted case of the
corresponding multiparametric quantum spaces and groups.
A basic tool in order to analize the geometry of (multiparametric) quantum
spaces is the covariant differential calculus. This calculus is constructed from the
requirement of covariance under the action of the corresponding orthogonal quantum
groups [18, 5]. It is closely related to the bicovariant noncommutative calculus on
quantum groups [24] (see also [13] and [1]). In the past years the bicovariant calculus
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has been studied and classification results are known. Nevertheless a relation with
the noncommutative geometry a` la Connes has lacked; in particular with the notion
of cycle over an algebra ([6]). Cycles are differential algebras provided with an
integral, which is a closed graded trace; they are in one–to–one correspondence
with cyclic cocycles and allow the computation of topological invariants like Chern
characters.
In this letter we show that quantum groups techniques, and in particular the
covariant differential calculus on quantum planes and spheres, are useful tools in
order to describe the noncommutative geometry of twisted deformations. In Section
2 we introduce multiparametric deformations of the orthogonal groups and of the
related planes and spheres. The multiparametric covariant differential calculus on
the plane is then studied, we see that only in the twisted limit the calculus ad-
mits a euclidean reality structure, the space of exterior forms is obtained (quantum)
antisymmetrizing the space of tensors and the quotient calculus on the sphere is
nontrivial (i.e. it is not 0–dimensional). The twisted limit of the multiparametric
calculus on the plane and of the multiparametric bicovariant calculus on the corre-
sponding orthogonal quantum group was first studied in [2]. In Section 3 we give
a self contained exposition of the Haar functional on twisted spheres and use it in
Section 4 to define an integral on forms. Since (differently from the case of standard
deformations) the Haar functional is a trace, the integral on forms turns out to be
a closed graded trace: we thus obtain a cycle on the algebra. A cycle defines a
cyclic cocycle, a basic tool in noncommutative geometry a` la Connes. In Section 5
we define the pairing (metric) between tensorfields and exploit the construction of
forms as antisymmetrized tensors in order to define the ∗–Hodge operator. Explicit
expressions for this operator and its properties are given. The ∗–Hodge operator is
shown to coincide with the one defined in [7]. Exterior forms, integration theory and
∗–Hodge operator are fundamental ingredients for the construction of field theories
and gauge theories.
In the last Section we apply these tools to even spheres. We make use of the
projector introduced in [8] and [7] which defines the instanton bundle and we com-
pute its charge as the Chern–Connes pairing with the character of the cycle defined
in Section 4.
2 Orthogonal Multiparametric Quantum Groups,
Planes and Spheres
The orthogonal multiparametric quantum groups are freely generated by the N2
matrix elements T a b (fundamental representation) and the identity 1, modulo the
quadratic RTT relations and the orthogonality relations discussed below. The non-
commutativity is controlled by the multiparametric R-matrix Rq,r
(Rq,r)
ab
efT
e
cT
f
d = T
b
fT
a
e(Rq,r)
ef
cd (1)
which satisfies the quantum Yang-Baxter equation. The multiparametric Rq,r matrix
is obtained from the uniparametric one Rr, via the transformation [19] (we follow
the notations of [2]): Rq,r = F
−1RrF
−1 where (F−1)abcd is a diagonal matrix in the
index couples ab, cd
F−1 ≡ diag(
√
r
q11
,
√
r
q12
, ...
√
r
qNN
) , (2)
and where the complex parameters qab, a, b = 1, ...N satify the following relations
qaa = r , qba =
r2
qab
, qab =
r2
qab′
=
r2
qa′b
= qa′b′ , (3)
in the last equality we defined primed indices as a′ ≡ N + 1− a. Relations (3) also
imply qaa′ = r, therefore the qab with a < b ≤ N2 give all the q’s. One can also easily
show that the non diagonal elements of Rq,r coincide with those of Rr. The matrix
F satisfies F12F21 = 1 i.e. F
ab
efF
fe
dc = δ
a
c δ
b
d, the quantum Yang-Baxter equation
F12F13F23 = F23F13F12 and the relations (Rr)12F13F23 = F23F13(Rr)12. Notice that
for r = 1 the multiparametric R matrix reduces to R = F−2. Let Rˆ be the matrix
defined by Rˆab cd ≡ (Rq,r)ba cd, then the multiparametric Rˆq,r is obtained from Rˆr
via the similarity transformation
Rˆq,r = FRˆrF
−1 ; (4)
the characteristic equation and the projector decomposition of Rˆq,r are therefore the
same as in the uniparametric case:
(Rˆ − rI)(Rˆ + r−1I)(Rˆ− r1−NI) = 0 (5)
Rˆ = rPS − r−1PA + r1−NP0 (6)
with
PS =
1
r+r−1
[Rˆ + r−1I − (r−1 + r1−N )P0]
PA =
1
r+r−1
[−Rˆ + rI − (r − r1−N)P0]
P0 = QN (r)K
QN(r) ≡ (gabgab)−1 = 1−r−2(1−r−N )(1+rN−2) , Kabcd ≡ gabgcd
I = PS + PA + P0
(7)
Orthogonality of T reads
gbcT a bT
d
c = g
ad1 , gacT
a
bT
c
d = gbd1 (8)
where gab = gab = δab′ . The consistency of (8) with the RTT relations is due to
gabRˆ
bc
de = (Rˆ
−1)cf adgfe , Rˆ
bc
deg
ea = gbf(Rˆ−1)ca fd . (9)
These identities hold also for Rˆ → Rˆ−1. A multiparametric determinant is defined
by detq,rT = ǫ
i1...iN
q,r T
1
i1
. . . TNiN cf. (21), it satisfies (detq,rT )
2 = 1. Imposing also
the relation detq,rT = 1 we obtain the special orthogonal quantum group SOq,r(N).
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The multiparametric orthogonal quantum plane is the algebra freely generated
by the elements xa with commutation relations
P abA cdx
cxd = 0 . (10)
The element c = xagabx
b is central and imposing the extra relation c = 1 we obtain
the multiparametric orthogonal quantum sphere.
The costructures of the orthogonal multiparametric quantum groups have the
same form as in the uniparametric case: the coproduct ∆, the counit ε and the
antipode S are given by ∆(T a b) = T
a
b ⊗ T b c , ε(T a b) = δab , S(T a b) = gacT d cgdb
the coaction on the quantum plane and sphere reads δ(xa) = T ab ⊗ xb.
Differential Calculus
There are only two SOq,r(N)-covariant first order differential calculi on the quantum
plane such that any 1-form can be uniquely written as sum of functions on the
quantum plane times the basic differentials dxi: fidx
i i.e. such that the bimodule
of 1-forms is generated as a left (or right) module by the differentials dxi. The
deformed commutation relations are [5] (the multiparametric case appeared in [3])
xadxb = rRˆabcddx
cxd , (11)
the other calculus is obtained by replacing rRˆabcd with r
−1Rˆ−1abcd (so that for r = 1
the calculus is unique). The exterior differential d by definition satisfies the Leibniz
rule and therefore, from (11) it follows that the algebra of exterior forms is generated
by xa and dxa modulo the ideal generated by the relations (10), (11) and
dxa dxb = −rRˆabcd dxc dxd ; (12)
recalling (6) and (7) this relation is equivalent to PS
ab
cddx
c dxd = P0
ab
cddx
c dxd = 0.
Partial derivatives can be defined so that da = dxc∂c(a). They satisfy the deformed
Leibniz rule and the commutation relations
∂cx
b = δbc1 + rRˆ
be
cdx
d ∂e , P
ab
A cd∂b∂a = 0 . (13)
Remark 1 The space of 2-forms defined by (12) is equivalent to the space of 2-forms
defined using the wedge product (here µ is an arbitrary coefficient)
dxa ∧ dxb ≡ µP abA cd dxc ⊗ dxd (14)
= dxa ⊗ dxb − (I − µPA)abcddxc ⊗ dxd (15)
Notice however that forall µ,
Λ ≡ (I − µPA) = µ
r + r−1
[−Rˆ + µ−1(µr − r − r−1)I − (r − r1−N)P0] (16)
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does not satisfy the braid equation. This situation differs from that of the GLq,r(N)-
covariant plane [18] and from that of exterior forms on quantum groups as described
in [24]. There the corresponding Λ matrix satisfies the braid equation so that the
space of k-forms (not only that of 2-forms) can be defined as the space of quantum
antisymmetric tensorfields. We have
dxi1 ∧ . . . dxik = W (dxi1 ⊗ . . . dxik) = W i1...ikj1...jkdxj1 ⊗ dxjk , (17)
where the numerical coefficients W1...k = W
i1...ik
j1...jk
give the alternating sum of k!
addends, these addends corresponding to the k! permutations of k elements. Since Λ
is not in general a representation of the permutation group each permutation must be
expressed via a minimal set of nearest neighbour transpositions, each transposition
is then represented via Λ. A recursion relation for W is
W1...k = I1...kW1...k−1, (18)
where I1...k = I − Λk−1,k + Λk−2,k−1Λk−1,k . . . − (−1)kΛ12Λ23 · · ·Λk−1,k and W ij =
Iij = δij. A recursion relation for I is
I1...k = I − I1...k−1Λk−1,k . (19)
A different space of 2-forms on the quantum orthogonal plane is defined imposing
only the relation PS
ab
cddx
c dxd = 0 , cf. [10]; this relation (and only this one for
generic r), is implied by the wedge product dxa∧dxb ≡ dxa⊗dxb−r−1Rˆabcddxc⊗dxd.
In this case Λ = r−1Rˆ satisfies the braid equation and the space of exterior forms can
be constructed as in (17)–(19). A differential calculus on the quantum orthogonal
plane with this exterior algebra is studied in [3]; it is obtained as a bicovariant
calculus ([24]) on the inhomogeneous orthogonal quantum group ISOq,r(N).
Remark 2 In the next sections we consider the r → 1 limit of the exterior algebra
defined by (12), equivalently (14). In this limit the Λ matrix (16) with µ = 2 equals
the Rˆq,r=1 matrix (cf. last paragraph in Remark 1), it satisfies the braid equation
and it also squares to the identity matrix, therefore defining a representation of the
permutation group. We can thus construct the space of exerior forms as in (17)–
(19). Here we show that the exterior algebra Im(W ) obtained as the image of the
antisymmetrizer map W is isomorphic to the exterior algebra Ω freely generated by
the elements dxi modulo the ideal generated by the relations (12). Indeed consider
the surjection φ : Ω −→ ImW defined by φ([T ]) = 1
k!
W (T ) where T is a polynomial
of degree k in the dxi, and [T ] denotes the equivalence class under (12). φ is well
defined, it is also injective because [T ] = [ 1
k!
W (T )]; this last relation is proven
observing that Λabcd[dx
cdxd] = −[dxadxb]. A similar argument shows that Ω ∼=
Im(W ) also for the GLq,r 6=1(N)–convariant plane.
Generalizing [11] to the multiparametric case, because of (12) and of the specific
expression of Rˆq,r, we have that any monomial dx
i1dxi2 . . . dxip can be rewritten
6
as sum of monomials dxj1dxj2 . . . dxjp with j1 < j2 < . . . < jp so that the graded
differential algebra of exterior forms on the quantum plane has dimension 2N as in
the classical case. In particular every N -form is proportional to the volume form1
VN = i
[N
2
] dx1dx2 . . . dxN , [N2 ] ≡ integer part of N2 . (20)
The epsilon tensor is defined by
ǫi1...iNq,r dx
1dx2 . . . dxN = dxi1dxi2 . . . dxiN . (21)
One can show that xaVN = r
NVNx
a .2 If we extend the quantum plane algebra
including the generator c−1, the exterior differential is then given by the 1-form [21]
ω = r
2
r+1
c−1dc as follows dθ = 1
1−r
[ω, θ]± where we use the commutator if θ is an
even form, the anticommutator if θ is odd. Notice that d is an inner differential
only if r 6= 1. The drop of dimension discussed in the introduction is related to this
property of the exterior differential. While this aspect may seem a trivialization
(from an outer d with r = 1 to an inner d with r 6= 1) it also hints that the
geometry is highly noncommutative, indeed d and the partial derivatives are finite
difference operators for r 6= 1.
It is natural to study how the calculus on the N + 1 dimensional quantum
plane induces a calculus on the N dimensional sphere. As in the commutative
case we define the exterior algebra on the sphere as the quotient of the exterior
algebra on the plane modulo the differential ideal generated by the relation c = 1.
Since c is not central in the differential algebra, i.e. c dxa = r2dxac and xadc =
dc xa + (1 − r−2)c dxa, we immediately have that dxa = 0 if r 6= 1. We conclude
that in the r 6= 1 case the quotient calculus on the sphere is trivial.
Real Forms
All real forms of (uniparametric) orthogonal quantum groups and their quantum
spaces are studied in [22], (see also [9]). Here we focus on the compact form
SOq,r(N,R) and on the multiparametric Euclidean quantum plane R
N
q,r and sphere
Sq,r
N . These are given by the conjugation
(T a b)
⋆ = geaT
e
fg
bf , (xa)⋆ = geax
e , (22)
that is compatible with the quantum group, plane and sphere defining relations
and with the coaction δ(xa) = T ab ⊗ xb if R¯abcd = Rdcba, i.e. qabq¯ab = r2, r ∈ R .
Conjugation (22) however, for r 6= 1, is not compatible with the differential calculus
on the quantum plane in the sense that (11) implies (dxa)⋆ 6= d(xa ⋆). Also, the
conjugated partial derivatives ∂⋆a are not linear combinations of the ∂a’s. Rather
(dxa)⋆ and ∂⋆ generate the other calculus on the quantum orthogonal plane [cf. line
1We show in Subsection 5.2 that VN is real.
2
Proof. In order to show ǫi1...iNq,r Rˆ
a1
i1a1
Rˆa12i2a2 . . . Rˆ
aN−1N
iNaN
= ±δaaN apply the SOq,r(N)-coaction
to VN , recall that (detT )
2 = 1 and consider the N×N representation of T c d given by Rˆacdb. Finally
the plus sign is singled out going to the commutative limit r = qab = 1.
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after (11)]. In [16], (dxa)⋆ and ∂⋆a are expressed nonlinearly in terms of the x, dx, ∂
algebra. We just mention that on the other hand the conjugations that give the
signatures n,m with n+m = N , and n−m = 0, 1, 2 give a real differential calculus
(dxa)⋆ = d(xa ⋆) [3].
Integration
Generalizing [21] to the multiparametric case3 , we obtain that there exists a unique
(normalized) integral of functions on the multiparametric sphere SNq,r such that it
is invariant under the SOq,r(N,R) coaction and it is analytic in r − 1 and qab −
r. We use the notation h(f) for the integral (Haar functional) of f ∈ SNq,r. On
the elements [xi1xi2 . . . xip ] ∈ SNq,r (the square brakets denote the equivalence class
w.r.t. the relation c = 1) we have h([xi1xi2 . . . xi2n+1 ]) = 0 and h([xi1xi2 . . . xi2n ]) =
λn∆
n(xi1xi2 . . . xi2n) with ∆ = gji∂i∂j and λn a proportionality factor depending
only on n and r. The Haar functional on SNq,r has the following reality, positivity
and quantum cyclicity properties:
h(f) = h(f ⋆) , h(f ⋆f) ≥ 0 , h(fg) = h(g Df)
where f, g,Df ∈ SNq . The map D is defined on the basic monomials [xi1xi2 . . . xip]
as D[xi1xi2 . . . xip] ≡ [Di1j1xj1Di2j2xj2 . . .D
ip
jpx
jp], where Dae ≡ gasges. This map
D is then extended by linearity to all of SNq,r. (It is easy to see that D is well
defined, in fact D[c − 1] = 0). In the twisted limit r → 1, we have Dae → δae
and we obtain the cyclic property h(fg) = h(gf). In the next section we give a
self-contained exposition of the Haar functional on twisted spheres, we also give the
explicit expression of the λn coefficients.
3 Twisted Spheres
The twisted quantum Euclidean planes and spheres RNq , S
N
q are obtained considering
the limit r → 1 of the corresponding multiparametric structures. We have (a′ =
N + 1− a)
Rˆ abq cd = qab δ
a
dδ
b
c , gab = g
ab = δab′ (23)
|qab| = 1 , qaa = qaa′ = 1 , qab = qa′b′ , qab = q−1ba = q−1ab′ . (24)
For each p we have that
ΠNi=1qip = 1 . (25)
3Hint: use induction on the number of deformation parameters. The positivity property
h([xi1xi2 . . . xi2n+1 ]) = h([xi2n+1
⋆
. . . xi2
⋆
xi1
⋆
]) holds because of gij ∈ R, (22), PAefih = PAihef and
PA
ih
efgjigkh = PA
ℓm
kjgmegℓf , cf. (8). Contrary to [21] reality of Rˆ is not needed.
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Explicitly, the twisted quantum Euclidean plane q-commutation relations are
xaxb = qabx
bxa (26)
The twisted quantum Euclidean sphere is the quotient algebra SNq = R
N+1
q /I, where
I is the ideal generated by the relation c = 1.
Remark 3 If we specialize to S4q the only independent deformation parameter is
q12 = q. The explicit relations are 2(x
1x5 + x2x4) + (x3)2 = 1, [x3, . ] = 0 and
x1x2 = qx2x1 , x1x4 = q−1x4x1 , x1x5 = x5x1 ,
x2x5 = qx5x2 , x4x5 = q−1x5x4 , x2x4 = x4x2 .
The explicit isomorphism with Connes-Landi sphere is given by λ = q, x3 = 2t− 1,
x1 =
√
2α, x5 =
√
2α⋆, x2 =
√
2β, x4 =
√
2β⋆. More generally, setting qab = e
iθab
forall a < a′, b < b′, the twisted planes and shperes coincide with the θ-deformed
ones defined in [7].
Integration of functions on the sphere
Let ∆ = gji∂i∂j be the Laplacian in R
N
q , where the partial derivatives now satisfy,
forall f ∈ RNq ,
∂s(x
af) = δasf + qasx
a∂sf , ∂a∂b = qab∂b∂a . (27)
A straightforward computation shows that (no sum on k)
∆ xkxk
′
= xkxk
′
∆ + 2 + 2xk∂k + 2x
k′∂k′ , (28)
so that
∆ c = c ∆+ 2N + 4xj∂j . (29)
Before introducing the Haar functional we have to show the following lemma.
Lemma 4 For each n > 0 we have that
∆n+1(cxi1 . . . xi2n) = 2(n+ 1)(N + 2n)∆n(xi1 . . . xi2n) . (30)
Proof. We first show that forall n and for each 0 ≤ k ≤ n we have
ak∆
n(xi1 . . . xi2n) + ∆n−k+1c∆k(xi1 . . . xi2n) =
ak+1∆
n(xi1 . . . xi2n) + ∆n−kc∆k+1(xi1 . . . xi2n)
(31)
with ak = 2k(N + 4n) − 4k(k − 1). Indeed recalling (29) and observing that
xj∂j(x
i1 . . . xi2(n−k)) = 2(n− k)xi1 . . . xi2(n−k) the l.h.s. of (31) equals
(ak + 2N + 8(n− k))∆n(cxi1 . . . xi2n) + ∆n−kc∆k+1(xi1 . . . xi2n) .
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Formula (31) is then shown by verifying that ak+1 = ak + 2N + 8(n − k). Prop-
erty (30) then follows by choosing in (31) k = 0 and k = n and observing that
∆n+1(xi1 . . . xi2n) = 0.
Recalling that (x, a)n = x(x+ a) . . . (x+ (n− 1)a) and (x, a)0 = 1, let us define
hR : R
N+1
q → C as the linear map that on monomials is given by
hR(x
i1 . . . xi2n) = λn∆
n(xi1 . . . xi2n) , λn =
1
2n n! (N, 2)n
. (32)
Proposition 5 Let f ∈ RN+1q and let [f ] ∈ SNq be its equivalence class. The linear
functional h([f ]) ≡ hR(f) is well defined on SNq and satisfies the following properties
(we omit to denote the equivalence class) :
a) h(1) = 1.
b) h(fg) = h(gf), for each f, g ∈ SNq .
c) 1⊗ h = (id⊗ h) ◦ δ (where here, 1 is the identity in SOq,r(N) ) .
d) h(f) = h(f ⋆) and h(f ⋆f) > 0, for each f ∈ SNq (reality and positivity of h).
Proof. From the definition of λn and from Lemma (30) we directly check that
hR(x
i1 . . . xi2n(c− 1)) = λn+1∆n+1(xi1 . . . xi2nc)− λn∆n(xi1 . . . xi2n)
= (2(n+ 1)(N + 2n)λn+1 − λn)∆n(xi1 . . . xi2n) = 0 ,
i.e. hR((c−1)RN+1q ) = 0 and h is well defined. Point a) is trivial. To prove point b)
let us remark that if h(xi1 . . . xi2n) 6= 0 then for every index ℓ ∈ {i1, . . . , i2n} there is
a companion index ℓ′ ∈ {i1, . . . , i2n}, i.e. {i1, . . . , i2n} = {j1, j′1 . . . jn, j′n}. It follows
h(xi1 . . . xi2n) = Π2nk=1qiki2nh(x
i2nxi1 . . . xi2n−1) = Πnk=1qjki2nqj′ki2nh(x
i2nxi1 . . . xi2n−1)
= h(xi2nxi1 . . . xi2n−1) .
Since the calculus is covariant, the partial derivatives satisfy the following property:
δ ◦ ∂ℓ = (S−1(T k ℓ)⊗ ∂k) ◦ δ .
The Laplacian ∆ is then SOq(N + 1)–invariant, i.e. (id⊗∆) ◦ δ = δ ◦∆, and point
c) is then proved.
In order to prove reality of h we first observe that RNq can be linearly generated by
the ordered monomials xe1 . . . xekxa1xa
′
1 . . . xasxa
′
s , with e1 ≤ e2 . . . ≤ ek and where
the ei indices do not have a companion e
′
i index. The action of x
k∂k (no sum on k)
on these monomials doesn’t depend on the qab, so that, thanks to (28), the value
of h on these monomials equals the classical value. Reality then easily follows from
10
the reality of the classical integral. Analogously, to prove positivity it is enough to
verify that if f is an ordered polynomial the terms of f ⋆f which contribute to h are
automatically ordered monomials.
We call h the Haar functional on SNq . We have seen that h on the ordered
monomials xe1 . . . xekxa1xa
′
1 . . . xasxa
′
s equals the commutative integral.
4 Calculus on RNq and S
N
q
The graded differential algebra Ω(RNq ) =
⊕N
k=0Ωk(R
N
q ) , with Ω0(R
N
q ) = R
N
q , is the
r → 1 limit of the multiparametric one. As shown in Remark 2, for r = 1 we can
consider Ω(RNq ) as the space of completely q-antisymmetrized tensors. The explicit
relations are (26) and
dxaxb = qabx
bdxa , dxa ∧ dxb = −qab dxb ∧ dxa . (33)
Conjugation (22) is now compatible with the differential calculus, we have xa ⋆ = xa
′
and (dxa)⋆ = d(xa ⋆). The volume form (20) is now central [this result follows also
directly from (25)].
We now define a differential graded algebra on SNq . Let J = J1+ J2 ⊂ Ω(RN+1q ),
where
J1 = {(c− 1)ω, ω ∈ Ω(RN+1q )} , J2 = {ω ∈ Ω(RN+1q ), ω ∧ dc = 0} .
Because c and dc are central, both J1 and J2 are graded ideals. Moreover it is easy
to verify that d(J) ⊂ J and δ(J) ⊂ SOq(N + 1) ⊗ J , i.e. J is a differential ideal
and left coideal. We have that
Ω(SNq ) ≡ Ω(RN+1q )/J ≡
N⊕
k=0
Ωk(S
N
q )
is a left covariant differential graded algebra with Ω0(S
N
q ) = S
N
q . In the following
we denote with [ω] ∈ Ωk(SNq ) the equivalence class of ω ∈ Ωk(RN+1q ); we have that
d[ω] = [dω].
Let ωk ∈ ΩN (RN+1q ) be defined by
ωk =
1
N !
i[
N+1
2
]ǫ
(q−1) s1...sNk
dxs1 ∧ . . . dxsN , (34)
where ǫ
(q−1)
is the epsilon tensor ǫ
(q−1),r=1
[c.f. (21) and (39)]. Thanks to (43) we have
that ωk ∧ dxℓ = δℓkVN+1 and therefore
xkωk∧dc = xkωk∧(xagabdxb+dxagabxb) = 2xkωk∧dxagabxb = 2xkVN+1gkbxb = 2cVN+1.
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From this formula, using that on a commutative sphere of unit radius we have
dc/2 = d (gabx
axb)
1
2 , we read off the volume form on Ω(SNq ):
VN = [xkωk] .
Any N forms on the sphere can be expressed in terms of VN as follows. Let ω ∈
ΩN (R
N+1
q ) so that ω ∧ dc/2 is proportional to VN+1, we set ω ∧ dc/2 = fωVN+1. We
then have
cω ∧ dc = 2fωcVN+1 = fωxkωk ∧ dc ,
and therefore cω − fωxkωk ∈ J2. Since ω − cω ∈ J1, we obtain that [ω] = [fωxkωk]
= [fω]VN .
We are now ready to define an integral on N -forms:∫
[ω] =
∫
[fω]VN = h([fω]) , (35)
where ω ∧ dc/2 = fωVN+1. This integral verifies the following Stokes’ Theorem:
Proposition 6 ∫
d[θ] = 0 ∀ [θ] ∈ ΩN−1(SNq ) .
Proof. Let θ = dxi1 ∧ . . . dxiN−1fi1...iN−1 ∈ ΩN−1(RN+1q ). By direct computation we
obtain that
dθ ∧ dc = (−1)N−12dxi1 ∧ . . . dxiN+1xℓ∂iN fi1...iN−1giN+1ℓ
= (−1)N−12ǫi1...iN+1q xℓ∂iN fi1...iN−1giN+1ℓVN+1 .
By using the definition (35) of the integral on N–forms we have that if fi1...iN−1 is
odd in the coordinates xi then
∫
d[θ] = 0, while if fi1...iN−1 is even and of degree 2n
in the coordinates xi we have∫
d[θ] = (−1)N−1ǫi1...iN+1q h(xℓ∂iNfi1...iN−1)gℓiN+1
= (−1)N−1ǫi1...iN+1q λn∆n(xℓ∂iN fi1...iN−1)gℓiN+1
= (−1)N−1ǫi1...iN+1q λn∆n−1(2∂tgtℓ + xℓ∆)∂iN fi1...iN−1gℓiN+1
= (−1)N−1ǫi1...iN+1q λn∆n−1(2∂iN+1∂iN fi1...iN−1 + giN+1ℓxℓ∆∂iNfi1...iN−1)
= (−1)N−1ǫi1...iN+1q λn∆n−1giN+1ℓxℓ∆∂iN fi1...iN−1 ,
where we used the relation [∆, xℓ] = 2gtℓ∂t and the q–antisymmetry of ǫq–tensor,
i.e. ǫ
i1...iN iN+1
q = −qiN iN+1ǫi1...iN+1iNq together with ∂iN+1∂iN = qiN+1,iN∂iN∂iN+1 . Since
∆∂k = ∂k∆ we can repeat the above argument and obtain∫
d[θ] = (−1)N−1ǫi1...iN+1q λngiN+1ℓxℓ∆n∂iN fi1...iN−1 = 0 ,
because deg(∂iNfi1...iN ) = 2n− 1.
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The integral (35) has also the property, for each [a] ∈ SNq and [ω] ∈ ΩN(SNq ),∫
[aω] =
∫
[afω]VN = h([afω]) = h([fωa])
=
∫
[fωa]VN =
∫
[fω]VN [a] =
∫
[ωa] .
Following the proof of Proposition III.4 (1 =⇒ 3) of [6] we can conclude that
the integral
∫
is a closed graded trace on Ω(SNq ). We summarize the results of this
section in the following proposition (for a definition of cycle see Section 6):
Theorem 7 (Ω(SNq ), d,
∫
) is a cycle.
For future reference, we denote with τ the character of the cycle (Ω(SNq ), d,
∫
),
τ(a0, a1 . . . aN) =
2[N/2]+1[N/2]!
i[N/2]N !
∫
a0da1 . . . daN , ai ∈ SNq . (36)
The normalization in this formula is chosen in order to fix the charge of the Bott
projector on the classical even sphere equal to 1. Indeed if pB is the Bott projector
for S2n it can be shown that its Chern character is ch(pB) = 1+
in(2n)!
2n+1n!
V2n (see [12]).
Since the definition of the Haar measure in Proposition 5 and in (32) doesn’t contain
q–factors, it is natural not to q–deform the normalization of the character τ .
5 Hodge Theory
5.1 Hodge Theory on RNq
We already observed that in the r → 1 limit the space of exterior forms is the
image of the q-antisymmetrizer W introduced in (17). Moreover since in this case
Λabcd ∝ Λ(q=1)abcd, every permutation W i1...ikj1...jk differs from the qab = 1 permutation
W(q=1)i1...ikj1...jk by at most a proportionality factor given by a monomial in the qab’s. In
particular (no sum on i’s)
W i1...iki1...ik =W(q=1)
i1...ik
i1...ik
since Λ(q=1)abcd never enters W(q=1)
i1...ik
i1...ik
. We also have ∀ i1, . . . iN , j1, . . . jN
ǫi1...iNq W
1...N
j1...jN
= W i1...iNj1...jN , (37)
indeed, applying both sides to dxj1 ⊗ . . . dxjN , we obtain the identity ǫi1...iNq dx1 ∧
. . . dxN = dxi1 ∧ . . . dxiN . If all j’s are different we have W j1...jNj1...jN = 1 and, using
(37), we also have
W i1...iN1...N = ǫ
i1...iN
q , (38)
W 1...Nj1...jN = ǫ(q−1)
j1...jN ≡ ǫ
(q−1) j1...jN
(39)
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where in the last line we have used that ǫj1...jNq is just a monomial in the qab’s and
that the inverse is therefore the same monomial with qab → q−1ab . The definition of
ǫ
(q−1)
with lower indices is just to preserve the index structure of W 1...Nj1...jN . Relation
(39) [as well as (38)] holds also for arbitrary j’s; indeed both the l.h.s. and the r.h.s.
are zero unless all j’s are different. From (38) and (39) we see that in W1...N the
upper indices are q-antisymmetric, while the lower indices are q−1-antisymmetric;
this is actually true [cf. (40)] for any W1...k. In other words, in the expression
α = 1
k!
αi1...ikdx
i1 ∧ . . . dxik we can consider αi1...ik with q−1-antisymmetrized indices.
Proposition 8
ǫi1...iklk+1...lNq ǫ(q−1) j1...jklk+1...lN = (N − k)!W
i1...ik
j1...jk
(40)
Proof. We use an induction procedure. Indeed relation (40) holds for k = N ; we
consider it holds for k and we show it holds for k − 1. We have to prove that
W
i1...ik−1ik
j1...jk−1ik
= (N − k + 1)W i1...ik−1j1...jk−1 (41)
or, by applying both sides of (41) to dxj1 ⊗ . . . dxjk−1 and using (18),
Ii1...ik−1ikb1...bk−1ikdxb1 ∧ . . . dxbk−1 = (N − k + 1) dxi1 ∧ . . . dxik−1 . (42)
Now from Λpikqik = δ
p
q and (19) we have TrkI1...k = N I − I1...k−1, where Trk means
trace on the k–factor of Ω⊗k(RNq ). Relation (42) is then proven by observing that
Λ
iv−1iv
bv−1bv
dxbv−1∧ dxbv = −dxiv−1∧ dxiv .
Notice that since the epsilon tensor up to a sign is invariant under cyclic permu-
tations [recall (25)] we also have
ǫlk+1...lN i1...ikq ǫ(q−1) lk+1...lN j1...jk = (N − k)!W
i1...ik
j1...jk
(43)
and therefore
W i1i2...iki1j2...jk = (N − k + 1)W
i2...ik
j2...jk
. (44)
The metric on RNq induces the following pairing
4 〈 , 〉 : Ω⊗k1 (RNq )⊗Ω⊗k1 (RNq )→
RNq (the tensor product ⊗ is over RNq ):
〈dxi1 ⊗ . . . dxik , dxjk ⊗ . . . dxj1〉 = (−1)
[ k
2
]
k!
gi1j1 . . . gikjk , (45)
4 The shell structure of this pairing is uniquely determined by requiring compatibility with the
wedge product, see (50). The sign (−1)[k2 ] = (−1) k(k−1)2 is introduced in order to obtain in the
commutative limit the standard metric on k-forms.
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extended to all Ω⊗k1 (R
N
q ) by 〈fθ, θ′ h〉 = f〈θ, θ′〉h where f , h ∈ RNq and θ, θ′ ∈
Ω⊗k1 (R
N
q ). It is also easy to see that 〈 , 〉 is a bimodule pairing, i.e.
〈θ f, θ′〉 = 〈θ, fθ′〉 . (46)
In order to study the pairing between forms we need the following properties among
metric and epsilon tensors
Lemma 9
det qg ≡ ǫi1...iNq g1i1 . . . gNiN = det g = (−1)[
N
2
] (47)
ǫj1...jNq gj1i1 . . . gjN iN = ǫ
i′1...i
′
N
q = ǫ
i1...iN
q det g (48)
ǫ
(q−1) j1...jN
= ǫjN ...j1q det g (49)
Proof. Relation (47) follows from gij = δij′ and ǫ
N,N−1...1
q = (−1)[
N
2
] ǫ1 2...Nq , a conse-
quence of (21) and (33).
In order to prove (48) we observe that if for a given N -tuple (i1, . . . k, l, . . . iN)
we have ǫi1...kl...iNq = ǫ
i′1...k
′l′...iN
q det g then also ǫ
i1...lk...iN
q = ǫ
i′1...l
′k′...iN
q det g. Since
ǫN,N−1...1q = ǫ
1 2...N
q det g, relation (48) can be proven by iterating this procedure.
Relation (49) follows from ǫ1 2...Nq = ǫ(q−1) 1 2...N = ǫ(q−1)N,N−1...1 det g and an iteration
argument similar to the previous one.
In the following proposition we describe the coupling between forms.
Proposition 10 The pairing 〈 , 〉 satisfies the following property
〈dxa1 ⊗ . . . dxak , dxik ∧ . . . dxi1〉 = 〈dxa1 ∧ . . . dxak , dxik ⊗ . . . dxi1〉 , (50)
and when restricted to forms reads
〈dxa1 ∧ . . . dxak , dxik ∧ . . . dxi1〉 = (−1)[ k2 ] gakbk . . . ga1b1 W ik...i1bk ...b1 . (51)
Proof. Relation (50) is equivalent to
gakbk . . . ga1b1 W ik...i1bk...b1 =W
a1...ak
b1...bk
gb1i1 . . . gbkik , (52)
which holds for k = N because of (40), and the previous lemma. Now, by induction,
if (52) holds for k then it holds for k − 1: indeed just multiply by gakik (summing
over both ak and ik) and recall (41) and (44).
The ∗–Hodge operator is defined as the unique map ∗ : Ωk(RNq ) → ΩN−k(RNq )
such that
α ∧ ∗β = 〈α, β〉VN α, β ∈ Ωk(RNq ) . (53)
We collect in the following proposition the main properties of the ∗–Hodge operator.
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Proposition 11 An explicit expression for ∗ is given by
∗(dxi1 ∧ . . . dxik) = CN,k ǫi1...iklk+1...lNq glk+1tk+1 . . . glN tN dxtN ∧ . . . dxtk+1 , (54)
where CN,k = (−i)[N2 ] (−1)[N−k2 ]/(N − k)!.
Forall α, β ∈ Ωk(RNq ), f, h ∈ RNq and γ ∈ ΩN−k(RNq ) we have
∗(fα h) = f(∗α)h RNq left and right linearity, (55)
∗1 = VN , ∗ VN = 1 , (56)
∗ ∗ α = (−1)k(N−k) α , (57)
α ∧ ∗β = (−1)k(N−k) ∗ α ∧ β , (58)
〈α, β〉 = 〈∗α, ∗β〉 , (59)
〈∗α, γ〉 = 〈α ∧ γ, VN〉 . (60)
Proof. In order to prove (54) we have to show that dxa1∧. . . dxak∧∗(dxi1∧. . . dxik) =
〈dxa1 ∧ . . . dxak , dxi1 ∧ . . . dxik〉VN where in the l.h.s. we use (54). Equivalently we
have to show
(−1)[N2 ] (−1)[N−k2 ]
(N − k)! ǫ
i1...iklk+1...lN
q glk+1tk+1 . . . glN tN ǫ
a1...aktN ...tk+1
q =
(−1)[ k2 ]gakbk . . . ga1b1 W i1...ikbk...b1 .
This last equality can be proven multiplying by gc1a1 . . . gckak , using (48) and (49),
recalling that the q-epsilon tensor is invariant (up to a sign) under cyclic permu-
tations and finally using (40). (55) follows from (46). The second relation in (56)
follows from 〈VN , VN〉 = 1. (57) can be proven as in the commutative case, for
example using twice (54) and then (48), (49) and W1...kW1...k = k!W1...k. Also (58)
can be proved using (54) as in the commutative case. (59) and (60) are then easily
shown using (53) and (58).
Remark 12 It is easy to verify that the ∗–Hodge operator defined in (53) coincides
with the one defined in [7]. Indeed let’s denote the relations on the n–torus T nθ by
U iU j = qijU
jU i, U i
∗
= U i
′
= U i
−1
and U i = 1 if i = i′, where i = 1, . . .N, N = 2n
or N = 2n + 1 and qαβ = e
iθαβ α, β = 1, . . . n. The exterior algebra Ω(RNq ) is
then homomorphic to Ω(RN ) ⊗ Calg(T nθ ) via the identification dxi1 ∧ . . . dxik =
dxi10 ∧ . . . dxik0 ⊗ U i1 . . . U ik where the x0’s are the coordinates on the commutative
plane. In particular [cf. (21)] we have ǫi1...iNq = ǫ
i1...iNU i1 . . . U iN . By applying
∗0⊗ id to dxi10 . . . dxik0 ⊗U i1 . . . U ik (where ∗0 is the commutative ∗–Hodge operator)
we obtain expression (54) thus showing that ∗ = ∗0 ⊗ id.
Conjugation
We now study the star structure that Ω(RNq ) inherits from R
N
q . We recall that
(xa)⋆ = xa
′
and that on 1-forms (fdh)⋆ = d(h⋆) f ∗. On Ω⊗k1 (R
N
q ) we define [24]
(dxi1 ⊗ . . . dxik)⋆ ≡ (−1) k(k−1)2 dxi′k ⊗ . . . dxi′1 .
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Notice that the complex conjugate of ǫii...iNq is ǫ(q−1) i1...iN , so that using (49) and (48)
ǫi1...iNq = ǫi
′
N ...i
′
1
q , then from (40) and (43) we have W
i1...ik
j1...jk
= W i
′
k...i
′
1
j′k...j
′
1
i.e.
(dxi1 ∧ . . . dxik)⋆ = (−1) k(k−1)2 dxi′k ∧ . . . dxi′1 , (61)
thus the space of exterior forms Ω(RNq ) naturally inherits the conjugation on Ω
⊗k
1 (R
N
q ).
In particular we have that the volume element VN is real: VN
⋆ = VN .
Proposition 13 Reality of the ∗–Hodge operator. For any form α
∗ α⋆ = (∗α)⋆ (62)
Proof. (62) can be proven by explicit computation, using (54), recalling (48),(49) and
again the invariance (up to a sign) of the q-epsilon tensor under cyclic permutations.
5.2 Hodge Theory on SNq
Recalling that the versor normal to the commutative unit sphere SN is dc/2, it is
easy to see that forall θ, θ′ ∈ Ω(SN), the metric on Ω(SN ) and on Ω(RN+1) are
related by 〈θ, θ′〉|
S
N = 〈θ ∧ dc2 , θ′ ∧ dc2 〉
∣∣
S
N . It is therefore natural to define in the
noncommutative case, forall [α], [β] ∈ Ωk(SNq ),
〈[α], [β]〉 = 1
4
[〈α ∧ dc, β ∧ dc〉] . (63)
Independence from the representatives α and β is easily proven. The ∗–Hodge map
is then the unique map ∗ : Ωk(SNq )→ ΩN−k(SNq ) such that
[α] ∧ ∗[β] = 〈[α], [β]〉 VN [α], [β] ∈ Ωk(SNq ) . (64)
It is also easy to check that J is a ⋆-ideal: J⋆ ⊂ J . Then
[α]⋆ = [α⋆] (65)
is a well defined ⋆-structure on Ω(SNq ). Since J is a differential ideal and a left coideal
we have d [α]⋆ = (d[α])⋆ and we have a SOq(N,R)-coaction on Ω(S
N
q ). Reality of
the volume form VN follows from reality of VN+1 and of c ; we have
xkωk ∧ dc = 2cVN+1 = (2cVN+1)⋆ = (−1)Ndc⋆ ∧ ω ⋆k xk⋆ = ω ⋆k xk⋆ ∧ dc
and therefore V ⋆N = [xkωk]⋆ = [ω ⋆k xk⋆] = [xkωk] = VN .
We collect in the following proposition the main properties of the ∗–Hodge op-
erator on Ω(SNq ).
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Proposition 14 An explicit expression for ∗ is given by
∗[dxi1 ∧ . . . dxik ] = C ′N,k ǫi1...ikalk+1...lNq gabglk+1tk+1 . . . glN tN [dxtN ∧ . . . dxtk+1 xb] ,
(66)
where C ′N,k = (−i)[
N+1
2
] (−1)[N−k2 ](−1)N−k/(N − k)!.
Forall β ∈ Ωk(RN+1q ), θ, η ∈ Ωk(SNq ), f, h ∈ SNq and ν ∈ ΩN−k(SNq ) we have
∗[β] = (−1)N−k[∗(β ∧ dc
2
)] , (67)
∗(fθ h) = f(∗θ)h SNq left and right linearity , (68)
∗1 = VN , ∗ VN = 1 , (69)
∗ ∗ θ = (−1)k(N−k) θ , (70)
θ ∧ ∗η = (−1)k(N−k) ∗ θ ∧ η , (71)
〈θ, η〉 = 〈∗θ, ∗η〉 , (72)
〈∗θ, ν〉 = 〈θ ∧ ν,VN〉 , (73)
∗ θ⋆ = (∗θ)⋆ reality of the ∗-Hodge . (74)
Proof. Relation (67) is equivalent to (−1)N−k[α] ∧ [∗(β ∧ dc/2)] = 〈[α], [β]〉VN i.e.
(use [c] = 1)
1
2
(−1)N−k[c α ∧ ∗(β ∧ dc)] = 1
4
[〈α ∧ dc, β ∧ dc〉xkωk] ;
this last relation holds because{
1
2
(−1)N−k c α ∧ ∗(β ∧ dc)− 1
4
〈α ∧ dc, β ∧ dc〉xkωk
} ∧ dc =
1
2
c α ∧ dc ∧ ∗(β ∧ dc)− 1
2
〈α ∧ dc, β ∧ dc〉 c VN+1 = 0 .
Relation (66) follows from (67) and (54). Relation (68) follows from (64) and (46).
Also (69) easily follows from (64). Relation (70) is equivalent to
1
4
(−1)N−k (−1)k[∗(∗(dxi1 ∧ . . . dxik ∧ dc) ∧ dc)] = (−1)k(N−k)[dxi1 ∧ . . . dxik ] .
(75)
Applying twice (54) and then (48) and (49) the l.h.s. equals
(−1)k(N−k) 1
k!
W i1...ikas1...skf [dx
s1 ∧ . . . dxskgabxfxb] =
(−1)k(N−k) [dxi1 ∧ . . . dxik c− Ii1...ik−1iku1...uk−1f dxu1 ∧ . . . dxuk−1 ∧ dc xf ]
where in the second line we used (18),(19) and Λvaukf = qvaδ
v
fδ
a
uk . Finally notice
that this last expression is the same equivalence class as the one in the r.h.s. of
(75). Relation (71) is equivalent to [α∧∗(β ∧ dc)] = (−1)k(N−k)[∗(α∧ dc)∧ β] (with
[α] = θ, [β] = η). This equality holds if
α ∧ ∗(β ∧ dc) ∧ dc = (−1)k(N−k) ∗ (α ∧ dc) ∧ β ∧ dc
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i.e.
(α ∧ dc) ∧ ∗(β ∧ dc) = (−1)(k+1)(N−k) ∗(α ∧ dc) ∧ (β ∧ dc)
and this last relation is true because of (58) (with N + 1 instead of N). (72) and
(73) are then easily shown using (64) and (71). The reality property of the ∗–Hodge
operator on Ω(SNq ) follows from that on Ω(R
N+1
q ) and from (α ∧ dc)⋆ = α⋆ ∧ dc.
6 Geometry of the instanton bundle on S2nq
The purpose of this section is to apply the calculus developed in the previous sections
to the twisted sphere S2nq , namely to study the geometric properties of the instanton
projector introduced in [8] for the 4–dimensional case and in [7] for the general case.
As shown in [7] its curvature is self dual – for a different and more explicit proof
in the 4–dimensional case see the first version of this paper, math.QA/0108136v1.
We here compute the charge, i.e. the Chern–Connes pairing between the projector
e and the character τ defined in (36).
We briefly recall some basic notions about the coupling between cyclic homology
and K–theory, (general references for this section are [6] and [14]). Let A be an
associative C–algebra. A projector e ∈ Mk(A), i.e. e2 = e, defines a finitely
generated projective module E = eAk, which we consider as the space of sections of
a quantum vector bundle. In the Grothendieck group K0(A) the module E defines a
class, that we still denote with e. Topological informations of this quantum bundle
are extracted by using cyclic homology and cohomology, which are defined as follows.
Let di : A
⊗(n+1) → A⊗n be defined as di(a0 ⊗ a1 . . . ⊗ an) = a0 ⊗ .. aiai+1.. ⊗ an,
for i = 0, . . . n − 1 and dn(a0 ⊗ a1 . . . ⊗ an) = ana0 ⊗ a1 . . . ⊗ an−1; the Hochschild
boundary is defined as b =
∑n
i=0(−1)idi and the Hochschild complex is (C∗(A), b),
with Cn(A) = A
⊗n+1. Let tn(a0 ⊗ a1 ⊗ . . . an) = (−1)na1 ⊗ . . . an ⊗ a0 be the cyclic
operator and Cλn(A) = A
⊗n+1/(1−t)A⊗n+1. The Connes complex is then (Cλ∗ (A), b);
its homology is denoted as Hλ∗ (A). Analogously we define H
∗
λ(A) as the cohomology
of the complex (C∗λ(A), b), where C
n
λ = {τ : A⊗(n+1) → C | τ ◦ tn = (−1)nτ} and
b(τ) = τ ◦ b.
Cycles give an alternative way of introducing cyclic cocycles. A cycle (Ω, d,
∫
)
over A of dimension n is given by a differential graded algebra (Ω =
⊕n
k=0Ωk, d),
a closed graded trace
∫
: Ωn → C and an algebra morphism ρ : A → Ω0. More
explicitly these data must satisfy:
d(ων) = (dω)ν + (−1)|ω|ωdν , d2 = 0∫
ων = (−1)|ω||ν|
∫
νω ,
∫
dω = 0 .
The character of the cycle (Ω, d,
∫
) over A, defined as τ : A⊗(n+1) → C ,
τ(a0 ⊗ . . . an) =
∫
ρ(a0)dρ(a1) . . . dρ(an) ,
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is a cyclic n–cocycle; we still denote its class in Hnλ with τ . It can be shown that all
cyclic cocycles are characters of some cycle.
For each projector e ∈ Mk(A), i.e. e2 = e, the Chern character is a class in
cyclic homology and is defined as chλn(e) = 1/n! Tr(e
⊗2n+1) ∈ Hλ2n(A), where Tr :
Mk(A)
⊗n → A⊗n is the generalized trace, i.e. Tr(N (1) ⊗ . . .⊗N (n)) =∑αN (1)α1α2 ⊗
N
(2)
α2α3 . . .⊗N (n)αnα1 . For each 2n–cocycle τ the Chern–Connes pairing given by 〈e, τ〉 =
τ(chλn(e)) depends only on the class of e in K0(A) and of τ in H
2n
λ and can be
computed in the following way. Let (Ω, d,
∫
) be the cycle over A of dimension 2n
associated to τ . We canonically define a connection on E = eAk in the following
way. Let fα = evα, where (vα)β = δαβ; the Levi–Civita connection ∇e : E → E⊗AΩ1
is defined as
∇e(fα) =
∑
β
fβ ⊗ deβα .
The curvature F e = ∇2 : E → E ⊗Ω2 is A–linear and defines a k× k–matrix of two
forms given by F e = edede. The Chern–Connes pairing between the character of
the cycle and E is computed by the following formula:
〈e, τ〉 = 1
n!
τ(Tr(e⊗2n+1)) =
1
n!
∫
Tr((F e)n) . (76)
Let us come back to S2nq and let us introduce the Clifford algebra defined in [7].
We have that Cliff(R2n+1q ) is generated by 2n + 1 generators γ
i and the following
relations:
γiγj + qjiγ
jγi = 2gij ; (77)
let us remark that the chiral γ of [7] is included among the fundamental γ’s and
corresponds to γn+1. The unique irreducible representation is given on ⊗nC2 by
γi =
√
2
( −qi1 0
0 1
)
⊗ . . .⊗
( −qi,i−1 0
0 1
)
⊗
(
0 0
1 0
)
⊗ 1 . . . 1 , i < n (78)
γi
′
= γi† , γn+1 = ⊗n
(
1 0
0 −1
)
.
As a consequence of (77) e = 1
2
(1 + γi[xj ]gij) is a projector.
Let (Ω(S2nq ), d,
∫
) be the cycle over S2nq defined in Proposition 7, and let τ be its
character defined in (36). Let ∇e be the canonical connection with values in Ω(S2nq )
and let F e = edede be its curvature. As a consequence of e = e⋆ and of (61) F e
is antihermitian, i.e. F eαβ⋆ = −F eβα, α, β = 1, . . . 2n. Moreover in [8] and in [7] it
is shown that chλm(e) = 0 for m < n. In the following proposition we compute the
maximal Chern character and verify that the normalization of τ discussed in (36)
still guarantees the integrality of the pairing.
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Proposition 15 The charge of the instanton projector on S2nq , i.e. the Chern–
Connes pairing between e and τ , reads
〈e, τ〉 = 1
n!
τ(Tr[e⊗2n+1]) = 1 .
Proof. By the use of the faithful representation (78) it can be shown that
Tr(γi0 . . . γi2n) = 2
nǫ
(q−1) i0...i2n
.
Since thanks to Stokes’ Theorem we can ignore Tr([de]2n) (it can be shown that it
is zero anyway), we have that∫
Tr[e(de)2n] =
∫
1
22n+1
Tr(γi0 . . . γi2n)[x
i′0dxi
′
1 . . . dxi
′
2n ]
=
∫
1
2n+1
ǫ
(q−1) i0...i2n
[xi
′
0dxi
′
1 . . . dxi
′
2n ]
=
∫
(−1)n
2n+1
ǫ
(q−1) i0...i2n
[xi0dxi1 . . . dxi2n ]
=
∫
(2n)!
2n+1
in[xiωi] =
∫
(2n)!
2n+1
inV2n ,
where we used (48) in the third line and the definition (34) in the last line. The
result then follows by applying the definition (36) of τ .
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