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Abstract
Ions in the keV energy range are regularly used in the semiconductor industry for device fab-
rication. Irradiation with ions of higher energies can also induce favorable structural changes in
the irradiated samples. Among these, irradiation eﬀects of the so-called swift heavy ions (SHIs,
heavy ions with speciﬁc energies in the 1 MeV / amu range) in electrically insulating materials
are particularly interesting.
Despite the wide range of existing applications (ﬁlters, printed circuit boards and geological
dating) and application potential (fuel cells, cell mimicking membranes) of SHI irradiation, the
mechanisms by which SHIs interact with insulators are still under debate. Modelling of SHIs is
a very challenging task as, contrary to ions with lower energies, they mostly interact with elec-
trons, inducing lots of electronic excitations. Incorporating the latter with atomistic dynamics
is especially diﬃcult in insulators, and the methods have not yet been fully established.
SHIs can induce a cylindrical region of structural transformation known as an ion track. In crys-
talline silicon dioxide, a track consists of an amorphized region that is typically several microns
long and has a radius of less than ten nanometers. Furthermore, it was recently found out that
SHI irradiation can be used to induce a shape transformation in metal nanoclusters (NCs) that
are embedded in amorphous silicon dioxide. Spherical NCs (radius 1-50 nm) elongate along the
ion beam direction and are shaped into nanorods or prolate spheroids. The phenomenon can
be exploited to produce large arrays of equally aligned nanoclusters within a solid substrate,
which is diﬃcult to achieve otherwise.
In this thesis, ion track formation and the elongation of gold nanoclusters in silicon dioxide are
studied using so called two-temperature molecular dynamics simulations. The structure of the
tracks is studied and a mechanism is proposed for the nanoparticle elongation eﬀect. The work
presented here is a step towards the understanding of SHI related eﬀects in a broader range of
insulating materials for the SHI based applications.
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1Chapter 1
Introduction
Ion beams are small focused streams of charged particles. The study of materials with ion beams
spans over a century [1] and the research has resulted, in addition to a deep understanding of the
structure of matter, in numerous characterization and modiﬁcation techniques of materials. The
high impact of ion beam science on our daily lives is perhaps best demonstrated in the use of ion
implantation techniques to produce microchips to devices such as cell phones and computers
by the semiconductor industry [2]. Ion beam technology rightfully continues to draw great
attention in the research community for its strong potential to bring many new applications.
One of the key aspects in the advancement of electronics is that the basic building blocks
of devices are made smaller. Nowadays, the devices have been shrunk to the extent that the
relevant length scale in their design can be one billionth of a meter, i.e. a nanometer. Another
branch of science, nanoscience, aims to study and fabricate structures in the nanoscale in a
controlled fashion. By now it is clear that this is the way of the future technology. Although
much remains to be learned from this length scale, the ﬁrst steps to explore it has been be
taken.
There are multiple ways to modify material with ion beams at the nanoscale. Since making real-
time observations in the nanoscale is diﬃcult, sometimes only the end result from an irradiation
process can be observed, but the physical processes producing it remain poorly understood. In-
creasing the knowledge on these processes paves the way for enhanced controllability and new
applications in technological use.
Fundamental diﬀerences exists in the ways how an ion interacts with a material depending on
its velocity. At kinetic energies far below the MeV-range, the ion will transfer most of its energy
to the atomic nuclei in the material, in atomic collisions. At high energies, collisions with the
2atoms are rare and the ion interacts mainly with the electrons of the atoms in the material.
Heavy ions in this energy range are called swift heavy ions (SHIs) and they are the primary
focus of this work. Due to the much heavier mass of the SHIs compared to the electrons, they
penetrate the material almost along a straight line until they have lost most of their energy.
In this thesis, processes behind two diﬀerent SHI-irradiation induced eﬀects in silicon dioxide
are studied. Silicon dioxide is the most abundant chemical compound on earth [3]. It exists
as a crystalline or amorphous solid in room temperature and atmospheric pressure. The main
method of investigation is the molecular dynamics (MD) simulation technique [4]. It allows one
to simulate radiation eﬀects in the nanoscale, and study the movements of atoms precisely.
The ﬁrst eﬀect under study (publications II, III) is the formation of so called SHI tracks in
α-quartz (crystalline form of silicon dioxide). SHI tracks (hereby referred to simply as ’tracks’)
are regions of structural transformation left behind by an ion as it passes through the sample.
Tracks have typically a cylindrical structure and they can be up to tens of microns long, and
have a radius less than 10 nm [5, 6]. The mechanism by which they form is still under debate.
Regardless, they have found practical applications e.g. in industrial production of ﬁlters, printed
circuit boards [6] and fuel cells [7]. SHI irradiation can be used to build optical waveguides from
quartz [8] or as a mean to induce anisotropy to it for etching [9]. Moreover, the study of tracks
in silicon dioxide is a good starting point for understanding track formation in a wider range
of insulating materials with direct applications.
The second eﬀect being studied (publications I, IV, V) is the so called nanocluster elongation
eﬀect (often referred to just as ’elongation’). It was recently found out [10] that ion irradiation
can be used to induce a shape transformation in metal nanoclusters (NCs) that are embedded
in silicon dioxide. Spherical NCs elongate along the ion beam direction and are shaped into
nanorods or prolate spheroids. The phenomenon can be exploited to produce large arrays of
equally aligned nanocrystals, which is diﬃcult to achieve otherwise. The method could be used
as an alternative to the conventional lithography techniques [11].
3Chapter 2
Purpose and structure of this study
The purpose of this study was two-fold. First purpose was to study ion track formation in
α-quartz. In particular we wanted to explain the recent track radii measurement results obtained
from small angle X-ray scattering experiments. The second purpose of this study was to study
the elongation eﬀect, for the ﬁrst time, using MD simulations.
This thesis has the following structure. In chapter 3, a general level introduction to SHI ir-
radiation eﬀects and their theory is given. In chapter 4, the methods used in this study are
presented. In chapter 5 the results regarding ion track formation in α-quartz are presented
and in chapter 6 the results regarding nanoparticle elongation. Finally, conclusions are given in
chapter 7.
2.1 Summary of original publications
Publication I: Radiation eﬀects in nanoclusters embedded in solids
A. A. Leino, F. Djurabekova and K. Nordlund, Radiation eﬀects in nanoclusters embedded in
solids, European Physical Journal B 87, 242 (2014)
Radiation eﬀects of nanoclusters in solids are reviewed. Eﬀects from both the nuclear
stopping power and the electronic stopping regime are discussed. The applications
of the irradiation eﬀects are also discussed.
Publication II: Structural analysis of simulated swift heavy ion tracks in quartz
A. A. Leino, S. L. Daraszewicz, O. H. Pakarinen, F. Djurabekova, K. Nordlund, B. Afra, P.
4Kluth, Nucl. Instr. Meth. Phys. Res. B 326, 289 (2013)
Ion tracks in α-quartz are simulated using an energy deposition proﬁle that is de-
duced from two-temperature model calculations. The defect distributions along the
track are discussed and a reason between the diﬀerent track radii obtained by diﬀer-
ent experimental techniques is proposed.
Publication III: Atomistic two-temperature modelling of ion track formation in
silicon dioxide
A. A. Leino, S. L. Daraszewicz, O. H. Pakarinen, K. Nordlund and F. Djurabekova Europhysics
Letters 110, 16004 (2015)
Ion tracks in quartz are simulated using the two-temperature molecular dynamics
method. The model is parameterized using density functional theory calculations
and experiments. The saturation of the track radii using the small angle X-ray
scattering technique (SAXS) is explained by the so called velocity eﬀect.
Publication IV: A study on the elongation of embedded Au nanoclusters in SiO2
by swift heavy ion irradiation using MD simulations
A. A. Leino, O. H. Pakarinen, F. Djurabekova and K. Nordlund Nucl. Instr. Phys. Res. B 282,
76 (2012)
Elongation of Au nanoclusters in silica by SHI irradiation is studied using MD sim-
ulations with an instantaneous energy deposition proﬁle. The eﬀect of the Au-Silica
interface potential is studied. A slight change in the shape of Au nanoparticles is
obtained on the ﬁrst ion impact, but subsequent impacts do not result in further
shape change. The shape change is shown to be strongly correlated with the energy
deposition to the Au nanoparticle.
Publication V: Swift Heavy Ion Induced Shape Transformation of Au Nanocrystals
Mediated by Molten Material Flow and Recrystallization
A. A. Leino, O. H. Pakarinen, F. Djurabekova, K. Nordlund, P. Kluth, and M. C. Ridgway,
Materials Research Letters 2, 37, (2014)
5A mechanism for the elongation of Au nanocluster in silica under SHI irradiation is
proposed as a result of MD simulations. Continued elongation of the nanocluster (c.
f. publication IV) is obtained by introducing a recrystallization procedure between
each impact. The saturation width of the nanoclusters after a high dose is discussed.
2.2 Author’s own contributions
The author has performed all the simulations excluding the DFT calculations in publication III
(by Szymon Daraszewicz) and the ion track simulations in publication II (by Olli Pakarinen). In
publication I, the author was the main writer of the sections concerning nanoparticle elongation
under SHI irradiation, but not in other sections. In publications II and III there are contri-
butions in the text from Szymon Daraszewics. Otherwise, the texts are written by the author
with corrections from his supervisors (Olli Pakarinen, Flyura Djurabekova and Kai Nordlund).
Szymon Daraszewics implemented the 2TMD model to the classical MD code PARCAS used
for publication III. The author did some assisting development to the code.
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SHI Eﬀects on materials
3.1 Experimental observations
SHI tracks were ﬁrst observed in the 1950s by exposing LiF and mica to ﬁssion fragments [12,
13]. Tracks are mainly observed in dielectric materials [6], but also in amorphous semiconductors
and metals [14, 15]. Furthermore, it has been calculated that tracks might also form in metal
alloys [16]. Depending on the kinetic energy of the ions, the tracks can be up to tens of microns
long [6] and the radius of the track may change during this distance [5]. Tracks are not always
continuous, but may also consist of separate damage regions that are distributed along the ion
trail [14, 17, 18].
In crystalline materials tracks may consist of a fully amorphized region, or point defects or
agglomerates of defects [19, 21, 22]. Tracks in α-quartz can be seen as dark regions in the
transmission electron microscope (TEM) image in ﬁgure 3.1. In amorphous materials, tracks
may consists of a region with modiﬁed density, bonding character or electrical conductivity
[14, 23, 24].
SHI irradiation on amorphisable materials may also result in so called ion hammering eﬀect,
which makes the irradiated matrix contract in the direction parallel to the beam and expand
in the lateral direction. This eﬀect has been explained by the so called viscoelastic model [25].
An interesting SHI eﬀect occurs in germanium, where the ions were shown to produce bow-tie
shaped voids [14] as a result of inward solidiﬁcation after the impact, shown in ﬁgure 3.2. Voids
also appear in sapphire after SHI irradiation [18], but of spherical or rod-like shape. It is not
known if the formation mechanisms are related.
7Figure 3.1: Left: Plan-view TEM image of ion tracks in quartz. From Ref [19]. © IOP Publishing.
Reproduced with permission. All rights reserved. Right: Cross-sectional TEM image of an ion
track in quartz. Reprinted from Ref [20] with permission from Elsevier.
Figure 3.2: Left side shows a bow-tie shaped void in germanium after SHI irradiation. On the
right side a snapshot from a MD simulation of the formation of the void is shown. Reprinted from
reference [14] with permission from the authors. Copyright (2013) by The American Physical
Society.
8It is also not completely clear what characteristics of the materials (e.g. conductivity, strength,
melting point) lead to a strong SHI radiation response, although correlations between radiation
sensitivity and band gap [26] and exciton-self trapping [27] have been proposed.
Perhaps the most important technological aspect of SHIs is their ability to produce very small,
uniform holes in to material. In most cases, its not the SHI which produce the holes, but a
chemical reaction between the tracks and an etching agent. After irradiation, the sample is
exposed to an etchant that reacts with the track. The end result is a porous material with
small cylindrical holes that can be used as a ﬁlter. This technique is used by several industrial
companies [6, 28, 29]. The pores can also be used as a template to construct nanowires [28].
Another important use is SHI track based dating of minerals. It relies on the spontaneous
ﬁssion of the isotope 238U , whose half-life is well known. A ﬁssion event produces a high
energy ion that leaves behind an ion track. The age of the sample can be deduced from the
ratio of the number of 238U atoms in the unit volume to the number tracks per unit volume
[30]. Furthermore, the size distribution of the tracks may be used to reveal the thermal history
of a sample, since the dimensions of the tracks change when exposed to high temperatures
(shrinking) [31, 32].
The applications of SHI tracks are not limited to materials science and geology. In biological
research, ion tracks can be used to produce samples that mimic cell membranes to overcome
diﬃculties that arise from the use of real membranes [33]. In astronomy, ion tracks reveal
cosmic ray activity [34] from extraterrestrial samples. These are just some examples of the vast
application targets.
3.2 Embedded Nanoclusters
When metal nanoclusters that are embedded in amorphous silicon dioxide (silica) are irradiated
with SHIs, they elongate along the ion beam direction. Illustration of this process is given
in ﬁgure 3.3. The phenomenon was ﬁrst observed in 2003 by D’Orleans [10] and is not yet
understood from the theoretical point of view, although studied by several groups. In publication
I, the results from about 50 publications on the topic were reviewed.
In a typical experimental situation, Au nanoclusters in silica are irradiated with 10 - 200 MeV
ions. At ﬂuences between 1013 - 1014 cm2/s, a shape transformation can be observed [35–39]
and by continuing the irradiation rod-like nanoclusters are formed (see ﬁgure 3.4). The eﬀect
has been also seen for other metal nanoparticles, at least Ag [40], Bi [41], Co [10], Cu [41], Ni
9[42], Pb [41], Pt [41], Sn [43], V [44] and Zn [44] and a few compound ones, Aux Agy [45] and
ZnO [46].
Figure 3.3: Left side illustrates amorphous silicon dioxide matrix with embedded metal nan-
oparticles under SHI irradiation. On the right side, the same matrix after irradiation. The
nanoparticles have elongated on the ion beam direction.
A similar eﬀect is also seen when FePt particles are embedded in an alumina matrix [47].
Not much is known about the behavior of clusters consisting of other type of atoms than
elemental metals. However, irradiation of Ge particles in silica results in a more complicated
transformation where the particles either elongate perpendicularly to the ion beam direction
or parallel to it, depending on their size [48].
The elongated nanoclusters are stable at room temperature, which is ideal for applications,
albeit none have emerged so far. The method could serve as an alternative to the standard
lithography methods as a general tool to shape metal nanoparticles [11]. The method produces
large arrays of equally aligned metal nanoclusters, which is diﬃcult to achieve otherwise. It has
been speculated that such arrays could be used in plasmonic applications, since the shape of
embedded NCs controls the frequency at which plasmons are generated [39, 49]. Plasmons are
collective oscillations of electrons. Due to the high frequency of plasmons (that of light) and
the property that they can be conﬁned into a smaller space than light, it might be beneﬁcial to
use them as information transmitters in electronic devices [50]. Furthermore, the arrays exhibit
multiple nonlinear optical properties [51] that are interesting from the fundamental research
perspective, but could also lead to practical applications.
When the elongation eﬀect was studied as a function of irradiation ﬂuence, it was reported
that there exists a threshold ﬂuence below which the NCs remain spherical [36]. This ﬂuence
depended on the particle size and ion energy. Large particle size combined with high energy ir-
radiation lead to no observable threshold ﬂuence [36]. The simplest explanation to the threshold
ﬂuence is that elongation occurs only upon ion impact on the cluster, and that at low ﬂuences
there are simply not enough impacts on the clusters for the eﬀect to be measurable. Indeed, in
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Figure 3.4: Left: Cross-sectional transmission electron microscopy (XTEM) image of the initial,
spherical nanocrystals. Right: XTEM image of nanocrystals with the same initial radius after
SHI irradiation (direction indicated by arrows) with 54 MeV Au ions with a ﬂuence of 2 × 1014
ions/cm2. From publication V.
the work of Amekura et al., by using Monte Carlo simulations it was concluded that individual
impacts may cause a shape change in Zn clusters [52].
Several works report that small nanoparticles are not elongated under irradiation [37, 39, 41].
Furthermore, it has been demonstrated in the works of Kluth et al. and Ridgway et al. [37, 41]
that there exists a saturation width, i.e. the majority of the particles have the same minor
axis width after a high ﬂuence and that no particle has a minor axis larger than this width.
For several metal species (Au, Ag, Bi, Pb), the saturation width is equal to the track width.
However, for some metal species (Pt, Co, Cu) the saturation width is smaller than the track
width [41].
The eﬃciency of the shape transformation increases by increasing the electronic stopping power
(see section 3.3.2). Recent work by Amekura et al. suggests that the eﬃciency of the shape trans-
formation is correlated to the electronic stopping power of the ion in SiO2 (and not that of the
metal or nuclear stopping power) [53]. It is also known that eﬃciency of the elongation eﬀect is
dependent on metal species [52, 54]. For example, in the irradiation of Au and Ag nanoclusters
with similar irradiation conditions, only Au clusters became elongated [54]. Similarly, Co nan-
oparticles were demonstrated to elongate more eﬃciently than Zn, despite the fact that the
melting point of Co is much higher than that of Zn [52].
At low ﬂuences, the nanoclusters seem to elongate under volume conservation [36] but at
high ﬂuences the clusters may either lose [37] or gain volume [36, 39]. This is consistent with
an Ostwald ripening process [55]. It is also conceivable that the elongated clusters consist
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of a mixture of the host matrix and the metal nanocluster, the mixing taking place during
irradiation. This would lead to a volume change. However, no experimental evidence indicating
this eﬀect exists thus far. On the contrary, when the structure of elongated Au nanoclusters were
studied with TEM imaging, both single crystalline and twinned Au structures were observed
in the FCC conguration [56].
3.3 Theoretical models
One of the ultimate goals of the theoretical models in ion beam science is to be able to predict
the radiation eﬀect for any given ion/material combination. Despite the advancements made
since the beginning of 20th century, this goal still lies far ahead.
A central concept in irradiation physics is the stopping power which is a quantity that describes
the energy transferred to the sample per unit length. It can be accurately measured and is a
good starting point in understanding radiation eﬀects in material. It is customarily deﬁned as
[57]
S =
dE
dx
= Se + Sn + Sr = (
dE
dx
)e + (
dE
dx
)n + (
dE
dx
)r (3.1)
where E is is the kinetic energy of the ion and its derivative is the energy loss per unit length in
an inﬁnitesimal slab of thickness dx. Here the total energy loss is divided into three components.
Se denotes energy loss for electronic excitations, Sn energy being transferred to atomic nuclei
and Sr energy loss to the radiation emitted by the particle and nuclear reactions. The Sn
and Sr contributions are often rather negligible for SHIs. A graph depicting the electronic
and nuclear stopping power of Au ions in SiO2 is given in ﬁgure 3.5. It should be emphasized
that stopping power is not suﬃcient to estimate radiation eﬀect alone. For example, in case of
electronic stopping power, the eﬀect of the ion on the material greatly depends on how localized
the energy transfer from the excited electrons to the atoms actually is [27]. Furthermore, the
extent to which the initial damage is recombined after the impact may diﬀer between materials
[57].
Another interesting concept related to the stopping power is the combined eﬀect of the diﬀerent
energy loss contributions. That is, if one considers separately the radiation eﬀect by the energy
losses Se and Sn, is the ﬁnal eﬀect a sum of these two or something else [58]? Simulations
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performed at intermediate energies where both nuclear and electronic stopping are signiﬁcant,
suggest that there can be a signiﬁcant synergetic eﬀect of the two [59, 60].
3.3.1 Nuclear Stopping Power
The mechanisms of energy loss with interactions with the nuclei (excluding nuclear reactions) is
fully explainable from a classical mechanics point of view. While a great theoretical interest lies
in deriving classical mechanics from the Schrödinger equation of quantum mechanics [61], it is
typically simply just assumed that classical mechanics is suﬃcient to solve the nuclear equations
of motion that follow from the so called Born-Oppenheimer approximation (see section 4.1.1).
In the nuclear equations of motion, there are no electronic degrees of freedom and electrons
aﬀect the motion of nuclei through a potential energy term. In this problem the force acting
on the i:th nucleus, Fi, can then be written as (Newton’s second law)
Fi = miai = −∇V ({ri}) (3.2)
where mi and ai are the mass and acceleration of the i:th nucleus and V is the potential energy
(see chapter 4.1.1). Bold characters indicate vector quantities.
In principle, one could write down the equations of motion for an ion impacting on a material
and solve them using numerical methods. The calculation would then yield all information about
the radiation damage in the nuclear stopping regime. However, such an approach would be most
impractical and in fact various approximations are usually made to simplify the problem. At
suﬃciently high ion energies, the interaction between an incident ion and a nucleus in the
material is negligible unless the ion passes by the atom very close. Such impacts can be two
colliding bodies and calculation can be performed ‘one collision at a time’. This is the so called
binary collision approximation (BCA). Scattering of an ion from atomic nuclei in this approach
is then reduced to a two-body problem. The stopping power can be calculated provided that
the interaction potential between the ion and the atomic nucleus is known. Furthermore, if
the target is assumed amorphous, analytical formulas can be developed that give the stopping
power. These expressions involve closed form integrals (see Ref. [57], for example).
The classical interatomic potential is therefore the key ingredient in calculating the nuclear
stopping power. There are various quantum mechanical methods that can be used to calculate
it interaction potential, e.g. Density Functional Theory [62] and Hartree-Fock method [63] and
13
it’s successors like the Moller-Plesset perturbation theory [64]. The ﬁrst is the most employed
method nowadays in the physics community due to its eﬃciency.
In the BCA approach, most commonly the so-called ZBL potential is used. This potential
depends only on the separation distance r between the ion and the atomic nucleus and has the
form [65]
V (r) =
Z1Z2e
2
4pi0r
φ(r/a) (3.3)
This function is written in the form of familiar Coulomb interaction, complemented with a so
called screening function φ. It introduces screening of the interaction between the ion and the
atomic nucleus by the electron cloud. It’s parameters were evaluated by Ziegler, Littmark and
Biersack based on a ﬁt to energy vs. distance curve of various charge interaction pairs Z1 and Z2
from Hartree-Fock and Density Functional Theory calculations. The ﬁt is universal and can be
used to model for any ion-material combination, but suﬀers from about 10% inaccuracy. More
accurate description of the stopping power is obtained when using a potential that is constructed
for a speciﬁc combination (see e.g. Refs. [66, 67]). The ZBL potential was introduced in 1985
[65] but still widely in use, mainly due to its use in the popular computer software, ’Stopping
and Range of Ions in Matter’ (SRIM) [68].
3.3.2 Electronic Stopping power
Electronic stopping power is much more diﬃcult to calculate since the electronic excitations
are quantum mechanical by nature and in principle involve solving the Schrödinger equation.
It is possible, however, to develop a formula for the electronic stopping power from classical
considerations for high ion velocities. Such a formula is almost identical (missing a factor of
two) to a one developed by Hans Bethe from quantum mechanical considerations within the
so called Born approximation [57]. The formula describing the electronic stopping power will
not dwelled upon here; however, some characteristics of the (dE/dx) curve will be discussed
shortly.
The electronic stopping power curve can be divided into 4 regions, shown in ﬁgure 3.5. At the
region I, energy exchange between the ion and the electronic subsystem of the target material
becomes possible, and the electronic stopping power becomes ﬁnite [69, 70]. Experimental data
and theoretical calculations done on this regime remain scarce. In the second region, stopping
power increases linearly with the ion velocity. This can be roughly understood by noting that
the number of electrons available for excitations increases linearly as the ion velocity increases.
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Several theoretical considerations [71, 72] give the linear dependence. In the peak region (region
III), the charge state of the ion ﬂuctuates, which makes it diﬃcult to model. The peak in the
stopping power is known as the Bragg peak. Finally in the IV:th region the ion becomes fully
stripped of electrons. This region is described by the Bethe-Bloch theory [73].
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Figure 3.5: The electronic and nuclear stopping power of Au ions in α-quartz as calculated by
SRIM software. The numerals depict diﬀerent regions of electronic stopping power, and are
explained in the main text.
3.3.3 Theoretical Models of SHI induced eﬀects
As swift heavy ion passes through a material, it produces electrons with high kinetic energy
(keV range) known as delta electrons. The delta electrons then collide with electrons in the
atoms along the path of the ion. The collisions produce more high energy electrons (a so called
electron collision cascade forms) leaving in holes in deep shells which later decay to valence
band holes in a process called Auger decay. The initial collisions create a charged region along
the ion path, however, this charge neutralizes fairly fast. For example, the charge neutralization
time has been estimated to be less than 1 fs from laser experiments in silicon [27].
To describe the initial stages after the SHI passage, Monte Carlo simulations [74–76] or time
dependent density functional theory calculations (TDDFT) [77] can be applied.
A Monte Carlo simulation of particle transport utilizes the probability for a particle to scatter
in a given direction, deﬁned as the diﬀerential cross section dσ/dΩ, to randomly generate
scattering angles and distances between interactions. Also the products (high energy electrons)
from the scattering events are be traced. Techniques have been developed to obtain the cross
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sections from measurable experimental data, e.g. from the complex dielectric function of the
material. [78] However, the main limitation of the Monte Carlo technique is that the BCA
approximation that is used, breaks down at much shorter timescales than the actual radiation
damage is formed.
On basis of Monte Carlo simulations and empirical electron energy-range relations, analytical
expressions have been developed that describe the radial distribution of energy in the electronic
subsystem [79–81].
TDDFT simulations have been used to estimate the electronic stopping power [77]. In these
simulations, the electrons are given quantum mechanical description, derived from ﬁrst prin-
ciples. However, TDDFT simulations are limited to short (femtosecond) timescales due to their
high computational demand. Therefore it is often not possible to estimate the ﬁnal radiation
damage from these simulations alone.
Understanding how the ﬁnal SHI radiation damage is formed remains somewhat controversial
since exists no deﬁnitive method to study all relevant timescales. At least three diﬀerent path-
ways have been explored theoretically to explain SHI track formation. Thus far it has not been
possible to deﬁnitely distinguish between the models, and it seems likely that a single model
is not applicable to all materials [82]. It should be also noted that even if certain experimental
observations can be fully understood within the framework of a certain model, usually the
models involve adjustable parameters and thus they have only limited predictive power.
First possible explanation is a so called Coulomb explosion. Due to the charge escape with
delta-electrons, the region near the ion path is highly charged and high electric ﬁelds occur. It
was ﬁrst suggested by Fleischer et al. [83] that tracks could be formed to due ions moving in
these ﬁelds. The model has been applied to study track formation in ionic materials such as
KCl [84], LiF [85] and CaF2 [86]. The state-of-the-art method to simulate Coulomb explosion
involves coupling of the Coulomb part of the interatomic forces and particle in cell (PIC) plasma
simulations. However, it has been argued that not much energy can be transferred to the ions
because of the fast charge neutralization times and low energy density of Coulomb ﬁelds [27].
In the second scenario, the track is formed due to changes in the interatomic forces due to
electronic excitations (while the track region might be charge-neutral). This is known as the
bond weakening model, and it can result in so called ’cold melting’ of the atomic lattice [27, 82].
It is known for example that electronic excitations may turn attractive bonds into so called
antibonding states that are repulsive. [87] The duration of the energy transfer process from
electrons is in this scenario is very fast (<1 ps). The simulation methods for non-thermal melting
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have not yet been well established. Development of interatomic potentials for cold-melting under
laser excitations has been attempted [88].
The third possible explanation is the so called thermal spike model. In the broadest sense,
thermal spike could result from an initial Coulomb explosion [89] or changes in the interatomic
forces [27]. The key idea in thermal spike models is that the reordering of the lattice (e.g.
melting or boiling) occurs under conditions similar to thermal equilibrium (so that at least the
electronic subsystem is locally at thermal equilibrium), in a heating of the atomic lattice.
Analytical models have been proposed to quantify track formation in insulators by thermal
spike. In these models, the track radius is obtained by calculating the radius of the molten
region due to heating.
In the model by Szenes [90], the melt radius is obtained using the electronic stopping power
and assuming a Gaussian distribution of energy to the lattice.
In the works of Toulemonde et al. [26] the melt radius is deduced from a coupled system of
heat equations (this is also known as the inelastic thermal spike model). The foundation for
this model was developed by Lifshits [91] and Kaganov [92] for metals and was applied to study
laser [93] and SHI induced eﬀects in metals [94]. Its application to insulators remains somewhat
controversial and usually involves at least one ﬁtting parameter [26].
There are several ways how the two-temperature model can be used in conjunction with the
molecular dynamics method [95]. In this work, two of these methods were used and will be
covered in sections 4.1.3 and 4.1.4.
3.3.4 Models of Elongation
It is evident that the elongation eﬀect must be initiated by the electronic excitations occurring
at the electronic stopping region, since even in the lowest energies to reproduce the elongation
eﬀect, electronic stopping power is clearly dominating (see publication I). Having also strong
application potential (see section 3.2), the elongation eﬀect is in the ﬁrst place valuable to help
to establish the theoretical models describing SHI eﬀects.
The ﬁrst theoretical explanation was suggested by D‘Orleans et al. [96]. Here based on the
inelastic thermal spike model, the authors calculated that a large overpressure will be induced
to the metal nanoparticle. The magnitude of this pressure was shown to depend on the size
of the cluster, and to be larger than the track pressure in silica. Particles with a suitable size
17
would then undergo a shape transformation via the molten material ﬂow from the nanoparticle
to the track, leading to particle elongation. The elongated shape is later frozen in. The authors
also predicted that small nanoparticles would be vaporize, and that big enough particles would
not melt and therefore also not deform.
Second theoretical model to explain the elongation eﬀect relies on the ion hammering eﬀect
[49, 97]. The shrinkage of the SiO2 matrix in the ion beam direction and expansion in the
perpendicular direction leads to large lateral stresses. These stresses, especially when combined
with the softening of nanoparticle as a result of melting during the impact, might deform the
nanoparticle. Furthermore, there might be a threshold stress for the elongation, which would
also explain the existence of the threshold ﬂuence. However, calculations using the viscoelastic
model suggested that the stresses from the ion hammering were insuﬃcient even to shape a
void, and therefore not supportive of this deformation scenario [98].
Thus far very little work have been done to theoretically explain the ﬂuence dependence of
the elongation eﬀect. This is diﬃcult as even the basic mechanism by which the nanoparticles
deform is not yet known.
Several authors have applied the two-temperature model to explain the experimental results
and have concluded that the nanoparticles must be (at least partially) in a molten state in
order for the elongation to occur [11, 35, 42].
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Chapter 4
Methods
4.1 Molecular dynamics of SHI’s
4.1.1 Classical molecular dynamics method
Molecular dynamics (MD) is the art of solving equation 3.2 using numerical methods to study
movements of atoms. Its name is rooted in its ﬁrst use by Alder and Wainwright [99] to study
atom movements in molecules. Here, a brief overview is given on the potential energy function
V and other basic concepts of MD simulations.
The fundamental equation for material physics or chemistry is the Schrödinger equation (or its
relativistic variants) [61]
i~
∂
∂t
Ψ = HˆΨ (4.1)
where Hˆ is an diﬀerential operator that describes the interactions between the particles (for
brevity omitted here) and ~ is the reduced Planck constant. It gives the evolution of a physical
system in time in terms of a wave function
Ψ({re}, {ri}; t) (4.2)
where re and ri are the electronic and nuclear degrees of freedom, respectively. The square of
the wave function, |Ψ|2, is the probability density that the system is in a given conﬁguration.
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In the Born-Oppenheimer approximation, the total wave function is expanded to the product
of electronic (Φ) and nuclear (χ) wave functions
Ψ({re}, {ri}; t) =
∞∑
l=0
Φl({re}; {ri}; t)χl({ri}; t) (4.3)
Notation Φl({re}; {ri}; t) means that the nuclei are clamped (their coordinates are treated as
constants, not variables) and Φl are the solutions of time-independent Schödinger equation
HˆΦk = Ek({ri})Φk for clamped nuclei. This trial wave function is inserted to equation 4.1 to
yield [
−
∑
i
~
2Mi
∇2I + Ek({ri})
]
χk +
∑
l
Cˆklχl = i~
∂
∂t
χk (4.4)
whereMi is the mass of the i:th nucleus and Cˆkl is the so called nonadiabatic coupling operator,
which is set to zero in the Born-Oppenheimer approximation. It should be noted that in doing
so, the coupling between the electronic and the ionic motion is lost. If one assumes classical
dynamics, the time evolution of the system is given by equation 3.2. The potential V is then
the eigenvalues of the Schrödinger equation with clamped nuclei, Ek({ri}). Also a more formal
pathway to classical dynamics exists [61].
The practical approach to calculate Ek({ri}) is to use one of the ab initio software packages
available, such as VASP [100], GPAW [101], Gaussian [102] or Quantum Espresso [103]. How-
ever, the calculations are computationally expensive even under simplifying approximations. In
the classical molecular dynamics method, one precomputes an expression for the potential to
speed up the calculation. Since a direct tabulation of Ek({ri}) is not feasible for other than
very small systems, an analytical expression that depends on the conﬁguration of the neigh-
borhood of each atom is used. These expressions usually consist of several terms with diﬀerent
physical motivations (e.g. the Coulomb interaction of ionic bonds, a term with 1 / r depend-
ence) and have several adjustable constants. A good potential reproduces the exact solution of
Ek({ri}) with as few free parameters as possible, but doesn’t necessarily need to have strong
physical motivation. Potentials can be also constructed without ab initio calculations using ﬁts
to experimental data, like the lattice constants and bulk modulus.
In a simple approach to numerically solve eqn. 3.2, one expands each atomic coordinate to a
Taylor series and predicts each coordinate rN(t+ δt) at a later instance using the acceleration
of each atom as obtained from the interatomic potential. However, this approach is not very
eﬃcient and there are multiple better approaches available [104]. The simulation code used for
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this work, PARCAS [105], uses the GEAR5 algorithm which uses an additional correction step
after evaluation of rN(t+ δt) to arrive at the ﬁnal coordinate [106].
The time step δt is essential to any solver algorithm. It should be chosen so that making
it smaller does not change the simulation result anymore and that the result is physically
reliable (e.g. that the total energy of the system hasn’t changed drastically in an NVE ensemble
simulation).
To study material inside the bulk, periodic boundary conditions are applied. This means that
atoms near the border of the simulation cell jump to the opposite side. In choosing the system
size, the same logic (and as in any other free parameter in MD simulations) should be used
as with the timestep: the size should be increased until the physical quantity to be obtained
doesn’t depend on the chosen cell size.
From a statistical mechanics point of view, equation 3.2 gives evolution of the system in the mi-
crocanonical ensemble. NVE ensemble is the group of system conﬁgurations where the particle
number, volume and energy of the system are conserved. The average kinetic energy of the
particles is given by [107]
〈Ekin〉 = 3
2
NkbT (4.5)
where N is the number of particles, kb the Boltzmann constant and T the temperature. This
relation establishes a connection between macroscopic observable T and microscopic one Ekin
that can be extracted from MD simulations. Similarly, for the pressure P
PV = NkbT +
1
3
〈
N∑
i=1
ri · fi
〉
(4.6)
where ri is the position vector of the i:th nuclei and fi the force acting on it. V is the volume
of the system.
The brackets indicate so called ensemble averages (averages over all possible system conﬁgur-
ations), but in MD one can only extract time averages or instantaneous averages. They are
assumed to be equal. This is the so called ergodic hypothesis.
The relations can be also used to control the temperature and pressure in the simulations. The
simulation code PARCAS uses so called Berendsen thermostat that scales the atomic velocities
to achieve the desired temperature or the simulation cell size for pressure [108].
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4.1.2 Inelastic thermal spike
The inelastic thermal spike model assumes thermalization of the electron subsystem after the ion
passage. It is based on the work of Lifshits [91] for metals. The atomic and electronic subsystems
are given temperature whose evolution is calculated using coupled set of heat diﬀusion equations
Ce
∂Te
∂t
= ∇ · (κe∇Te)−G · (Te − Ta) + A(r⊥(v)), (4.7)
Ca
∂Ta
∂t
= ∇ · (κa∇Ta) +G · (Te − Ta) (4.8)
where Ce, Ca are the heat capacities, κe, κa the heat conductivities and Te, Ta the temperatures
of the atomic and electronic subsystems, respectively. G(Te) is the electron-phonon coupling
strength and A(r⊥(v)) the initial temperature distribution after thermalization. Charge neut-
rality is implied since charge is not explicitly taken into account.
Equations 4.7 and 4.8 are non-linear partial diﬀerential equations that are diﬃcult to solve
analytically. To predict the track radius, one solves these equations numerically and deduces
the melt radius from the temperature distribution.
In the model developed by Toulemonde et al. the initial distribution of energy is described by
the expression suggested by Waligorski et al [79]. This distribution is scaled to give stopping
power predicted by the SRIM software [68]. The expression was developed based on Monte
Carlo simulations of particle transport in water (see section 3.3.3) and it will be covered in
more detail in section 5.
The parameters for the atomic lattice are usually based on experimental data measured in
equilibrium conditions (i.e. Te = Tl). It should be noted that in general all parameters might
depend on the electronic temperature as well. While for metals the parameters of the electronic
subsystem can be estimated theoretically [92, 109], for insulators generally accepted ways to
estimate them do not exist. In Toulemonde’s model [26], the free electron gas model is used
to estimate the electronic heat capacity (Ce = 32Nekb where Ne is the electron density and kb
the Boltzmann constant) and conductivity (Ke = DeCe = (1/3)lvfCe, where De is the electron
diﬀusivity, l the electron mean free path and vf the Fermi velocity). G is ﬁtted to give the
correct value of the melt radius and usually given in terms of electron-lattice interaction mean
free path, deﬁned as λ =
√
Deτ (see below for the explanation of τ), which describes how
localized the energy transfer from electrons to the atoms is.
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When the temperature of the electronic subsystem is homogeneous and Ta >> Te, Ta can be
considered as a constant and the equations simplify
Ce
∂Te
∂t
= G · (Te − Ta) (4.9)
This equation has a solution that is proportional to exp(− tCe
g
). It is therefore useful to deﬁne
a relaxation time, deﬁned as τ = Ce/g, to characterize the decay of the temperature. This
decay constant can be determined using experimental methods and used to estimate G. In
graphene, a direct measurement of the electron temperature after a laser pulse using angle-
resolved photoemission spectroscopy (ARPES) in a pumb-probe setup yielded τ ≈ 150 fs [110].
The determination of G in metals is most often using reﬂectivity measurements. These experi-
ments rely on theoretical or experimental parametrization of the dependence of reﬂectivity to
the electron temperature [109].
4.1.3 Inelastic thermal spike in MD
In the thermal spike model the energy lost by the impinging ion is transferred from the elec-
tronic subsystem to the atoms and results in strong local heating regardless of the exact transfer
mechanism. Since the electronic stopping power can be evaluated from theory or from experi-
ments, a simplistic approach in to modelling SHI impacts in MD is to redistribute this energy
to the atoms as kinetic energy. Kinetic energy is given to atoms within a cylinder, [89, 111–113]
whose radius is usually left as a free parameter or chosen equal to the corresponding experi-
mental track radius. The total energy is chosen so that within the cylinder total of Seh, where
h is the height of the cylinder, is deposited.
The inelastic thermal spike model can also be used to calculate the energy deposition to the
atomic lattice. One solves equations 4.7 and 4.8 in time until the maximal lattice temperature
starts to decrease (in insulators, this occurs at timescales of about 100 fs). The temperature
proﬁle at this instance is then translated into kinetic energy per atom. This approach has been
widely used in SHI simulations [59, 60, 114]. To include the time-dependence of the energy
deposition as predicted by the inelastic thermal spike model, the kinetic energies deposited to
the atoms can also be calculated as a function of time [19].
The choice of the energy deposition model does aﬀect the simulation results. Signiﬁcant diﬀer-
ences in the sputtering rates as predicted by the inelastic thermal spike deposition and the
cylinder model was reported in Ref [112].
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Periodic boundary conditions are used to mimic bulk (all directions periodic) or surface (one
direction non-periodic) conditions. This brings about two simulation artefacts. First, the intro-
duction of energy results in pressure wave that travels through the periodic boundary back to
the location of the ion track, which is clearly unphysical. Secondly, there are not enough atoms
for the energy to dissipate to as in the experimental situation and the introduction of kinetic
energy brings in unnatural temperature increase after equilibration.
To mimic heat conduction to the bulk and to dampen the pressure waves from the track, the
velocities of the atoms near the boundaries of the simulation cell are scaled using Berendsen
thermostat. A more advanced method to cancel the pressure wave was introduced in Ref. [115].
4.1.4 Two-temperature molecular dynamics model (2TMD)
In the two-temperature molecular dynamics model, the energy from the electronic subsystem
to the atomic one is introduced via thermostat term in the MD equations of motion [116]
miai = Fi(t) + ξmivi (4.10)
where vi denotes the velocity vector of the i:th particle. The magnitude of ξ is chosen to be
ξ =
V G(Te) · (Te − Ta)∑
imiv
2
i
(4.11)
where Te is determined from the equation 4.7, which is solved concurrently with the molecular
dynamics simulation. The magnitude of ξ corresponds to the 3rd term in the equation 4.7 and
ensures that energy is conserved in the system. The simulation cell is divided into electronic
and atomic temperature cells (see ﬁg 5.2). V is the volume of each cell. In the electronic cells,
the electronic temperature Te is determined by solving equation 4.7 by means of the ﬁnite
diﬀerence method. The atomic temperature Ta is determined in each cell using equation 4.5
For the electron system, the electronic temperature is set to 300 K the boundaries (Dirichlet
boundary conditions). The atoms are uniformly cooled to 300 K to mimic heat dissipation into
to bulk in about 1 nm thick region at the boundaries (illustrated in ﬁgure 4.1).
In publication III, we used this method ﬁrst time to study ion track formation in SiO2. Fur-
thermore, we extended the model by Toulemonde by calculating the electronic heat capacity
from Mermin’s ﬁnite diﬀerence generalization of density functional theory [117]. The Munetoh
parametrization of the Tersoﬀ potential was used to describe V ({ri}).
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Figure 4.1: Visualisation of the 2TMD simulation cell used in publication II. In each cell of
the grid (black lines), a local electron and atom temperature is deﬁned. The actual number of
the cells used is bigger than in the visualisation (51x51x1, i.e. 9 cells within each cell shown).
Shown in blue is the boundary cooling region, in which the atom velocities are scaled down to
mimic heat dissipation into the bulk.
An alternative, more advanced derivation of the two-temperature MD model is based on the
Langevin thermostat [118]. The main diﬀerence is that the energy introduced with a term that
is stochastic in nature, whereas eq. 4.10 is deterministic.
4.1.5 Nanoparticle elongation in MD simulations
Prior to the work presented in this thesis, the nanoparticle elongation eﬀect had not been studied
using the molecular dynamics method. The methods used to study nanoparticle elongation in
publications IV and V are presented here brieﬂy. We chose to study gold nanoparticles, as they
are used in most experimental studies.
To create the initial atomic conﬁguration {ri}, we cut a sphere from FCC gold with a desired
diameter (typically between 5-12 nm). We then create an amorphous silica cell, where we cut
a spherical void in the middle, slightly bigger (1 Å) in diameter than the gold nanocluster.
Next, the gold sphere was compressed about 2% in radius and inserted to the void in silica.
This system is then relaxed in a MD simulation under zero pressure (0 GPa) and constant
temperature (300 K) for 100 ps to obtain the ﬁnal, relaxed conﬁguration.
Amorphous structure can be created in MD simulation by heating a crystalline cell until it
melts and then rapidly cooling it down. However, this method leaves quite many coordination
defects present to the matrix. These can be avoided using the method developed by Wooten,
25
Winder and Weaire (WWW-method). It uses so called bond-switching moves to construct an
amorphous network with a realistic short and long range structure from crystalline conﬁguration
[119]. We used the WWW-method to create the amorphous silica cell, which was subsequently
relaxed with the Watanabe-Samela potential [120]. This potential is used to describe silicon
dioxide interactions in publications II, IV and V.
Gold interactions were calculated using the EAM potential by Foiles, Baskes and Daw [121].
Gold-silica interactions were implemented using the ZBL pair potentials [65]. For silica-Au
interactions, we tested various pair potentials (see section 6).
As we studied the elongation process it came apparent that we needed to ﬁnd a way how
to construct an elongated, crystalline nanocluster of the same shape as the given amorphous
cluster (see section 6 for further explanation). To achieve this, we wrote a computer code which
reads in the shape of the amorphous nanocluster using cylindrical symmetry, r(z) (radius of
the nanoparticle from the axis of symmetry). It then calculates how many atoms in the FCC
conﬁguration can be ﬁtted within the shape and downscales the shape until the same amount of
atoms as in the initial conﬁguration are in the “recrystallized” nanocluster. The resulting shape
was then used to construct a new nanoparticle in silica as was described above for spherical
shapes. The shape and the atom count of the original cluster is conserved well (atom count
within +- 15 atoms).
Sometimes the aspect ratio of the nanoparticle was slightly increased in this process. If this
happened, the code makes to the cluster wider by scaling the r(z) values until the original
aspect ratio was reached. This was done to avoid any artiﬁcial increment in the aspect ratio.
For simulations of nanocluster elongation, we used the instantaneous energy deposition model
to mimic the eﬀect of a swift heavy ion. Schematics of the simulation is shown in ﬁg 4.2. The
energy deposition to silicon dioxide was based on the two-temperature model calculations (see
section 4.1.3) on 164 MeV Au ion. The kinetic energy deposition proﬁle was extracted at about
100 fs, when the lattice temperature had reached maximum (shown in ﬁgure 4.2).
Although possible (see Ref. [122]), the 2TMD model with a nanoparticle was not used. At the
times the simulations were performed, we did not yet have a 2TMD code available. Furthermore,
the metal-insulator interface poses a challenging problem. Since the electrons need to overcome
a barrier of about 4 eV to move from the conduction band of gold to the conduction band
of silicon dioxide [123], trapping of electronic heat is expected. It is not straightforward to
introduce this in the two-temperature model equations.
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Figure 4.2: Left: Schematics of the energy deposition to the simulation cell in elongation simu-
lations. The cube is 23 nm wide. The width of the boundary cooling region (∆X, ∆Y ) is about
1 nm. From publication IV. Right: The energy deposition as a function of radial distance for
silica and gold.
For most of our simulations, we used a uniform energy deposition of 0.5 eV/atom. This value in
line with the two-temperature model calculations [35, 122] and it heats the cluster to about 2000
K which is enough to melt it. We also tested diﬀerent values (and time-dependent depositions)
but the qualitative results from the simulations remained unchanged (for details see publication
IV).
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Chapter 5
Swift heavy ion simulations in α-quartz
In publications II and III, we studied ion track formation in silicon dioxide using the classical
MD and 2TMD models. The main results from these works are presented here.
In ion track studies, the experimental observable is the track radius, which is compared against
theory. The track radius can be obtained in various independent ways, i.e. transmission electron
microscope (TEM), Rutherford backscattering with channeling (RBS-c) and small angle X-ray
scattering (SAXS).
Recently, ion tracks in α-quartz were studied using SAXS [19]. The results were quite surprising
when compared to the previous RBS-c studies: at high stopping powers, the RBS-c track radii
were up to two times as high as with SAXS. Whereas the previous RBS-c [124] results showed
a monotonic increase in track radii with increasing stopping power, the SAXS radii saturate
after 10 keV/nm [19]. The inelastic thermal spike calculations explained quite well the RBS-c
radii, but not the new results obtained with SAXS.
The main motivation for our work was to understand the saturation of SAXS radii and the
diﬀerence between the experimental track radii yielded by the RBS-c and SAXS techniques.
In the RBS-c method, one irradiates the target with light ions (hydrogen or helium) and meas-
ures the energy spectrum of ions that are scattered back. The key idea is that in crystalline
materials, the atomic conﬁguration leaves in ‘channels’ through which the ions can move freely
without colliding with an atom. These channels are only formed along particular crystal direc-
tions. If the beam is aligned with a particular crystal orientation, fewer ions are scattered back
than when aligned with a random orientation.
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Figure 5.1: The structure of α-quartz according to Ref [126]. Silicon and oxygen atoms are drawn
as blue and red spheres, respectively. On the left and the middle, the unit cell is depicted along
and perpendicular to the c-axis, respectively. The rightmost ﬁgure shows the structure along
the c-axis direction as obtained by repeating the unit cell. The visualisations were created using
XCrySDen [127].
The structure of alpha quartz is shown in ﬁgure 5.1. Like any other polymorph of silicon dioxide,
it has as basic building block of the SiO4 ‘tetrahedron’. Each silicon atom is bonded to four
oxygen atoms, forming a tetrahedron. Each of the four oxygen atoms acts as a bridge to other
silicon atoms with a similar tetrahedron structure, which gives the overall SiO2 stoichiometry.
The bonding is covalent in nature [125]. The channels forming along the c-axis can be seen in
the ﬁgure on the right, where the unit cell is repeated to form the ﬁnal structure.
Once ion tracks or defects are introduced into the material, some of the crystal channels will be
blocked, which leads to enhanced backscattering. To determine the track radius with RBS-c,
three measurements are required. First measures the backscattering yield in channeling condi-
tions from the unirradiated sample, χv (i.e. sample with no tracks). Second measures the yield
under channeling conditions from the irradiated sample with tracks, χi. Third measurement is
performed on a random orientation, χr. From these, the fraction of damaged material to the
pristine one, Fd, is
χi−χv
χr−χv . Assuming the damage is contained in cylindrical region, the cross
section of a single track is A = pir2. Poisson law is used to account for the overlapping of tracks
to relate the fraction of damaged material, irradiation ﬂux φ and time and the cross-sectional
area through Fd = 1− exp(−Aφt) [124].
In SAXS method, one irradiates the sample with X-rays and measures the intensity of the X-rays
that passed through the sample at a plane of a detector placed far away from the sample. The
main advantage of the SAXS method is its insensitivity to surface eﬀects and good accuracy.
This technique is sensitive to the colloidal inhomogeneities in the electron density of the sample.
An ion tracks is one conceivable source of inhomogeneity. The resulting intensity pattern at
the detector plane oscillates in a way that is characteristic for a single source of inhomogeneity,
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but is a result of scattering from multiple sources. Assuming all the sources are identical, it is
possible to write an equation describing the intensity pattern. However, in order to do so, one
has to make assumptions about the nature of the scatterers. In ion track studies [19, 128] the
so called hard-shell model is often used, in which ion tracks are modelled as cylinders with a
uniform density that diﬀers from that of the rest of the material. Track radius and its change
along the track direction (track polydispersity) are obtained when the mathematical expression
for the intensity pattern is ﬁtted to the experimental one.
The measured signals from SAXS and RBS-c are therefore fundamentally diﬀerent. Track radii
from RBS-c and SAXS measurements are shown in ﬁg 5.2. The radii are comparable in size
when Se < 10 keV/nm, but at higher stopping powers the RBS-c are systematically higher.
One possible source of such diﬀerence is an existence of a defective halo around the ion track,
which is too weak in density contrast to show up in SAXS measurements, but prevents the ions
from channeling in RBS-c measurements. Also, whereas the SAXS radii saturate at a radius of
about 4 nm, the RBS-c radii increase in size as the stopping power grows. The increase makes
intuitive sense. However, the second RBS-c dataset does also exhibit saturation.
Previous MD simulations using the inelastic thermal spike energy deposition were unable to
explain the saturation of the track radii, or the RBS-c vs SAXS diﬀerence [19]. In publication
II, we studied the structure of ion tracks that are produced by the same simulation setup as in
Ref [19] to study if a defective halo is present in MD simulations. The energy deposition was
based on the inelastic thermal spike calculations (parameterization presented in Ref. [130]).
The lattice conductivity for equation 4.8 was set to zero and the energy deposition to the MD
lattice was time-dependent.
To study the structure of the simulated tracks we needed to evaluate the density and defect
concentration in the simulation cell. We observed that useful way to identify defects that are
displaced to the crystal channels is to seek atoms that have broken any of their initial bonds,
for typically only a little recrystallization occurs in the simulations. A common way to estimate
the density as a function of distance from the track center is to divide the simulation cell into
concentric cylindrical shells and divide their mass content by their volume. We found that,
instead, it is useful to calculate the density by calculating the average atomic volumes within
the shells and evaluate the density using ρSiO2 = (mSi + 2mO)/(〈VSi〉 + 2 〈VO〉). This value has
less noise than ρ =
∑
mi∑
Vi
and is less dependent on the choice of the cylinder width. Strictly
speaking, this value gives the correct density only when the atoms within each cylinder have
SiO2 stoichiometry (which is not true in the track center where many coordination defects are
present). Nevertheless the value is an indicator of a density contrast, which is suﬃcient for the
current purpose.
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Figure 5.2: Track radii produced by heavy ions as a function of the stopping power of the ion.
The RBS-c radii are from Refs [124] (1) and [129] (2) and SAXS radii from Ref. [19]. The stop-
ping powers are calculated at the surface. The errorbars of the SAXS radii are constructured
from the polydispersity (i.e. change of the track radius along the ion track). For a qualitat-
ive comparison with RBS-c, plotted is also the radius from the track center at which defect
concentration falls below 1% in the 2TMD simulations (the circles).
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Figure 5.3: A compilation of ﬁgures from publication II.
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To study the saturation of the track radii, we chose two ions, a 89 MeV Au and a 2.2 GeV Au.
By SAXS measurements, the track radii produced by the two ions have only a minor diﬀerence
(r=3.3 nm for 89 MeV Au and r=3.6 nm for 2.2 GeV Au). The resulting ion tracks from the
simulations are shown in ﬁgure 5.3. Here, also the density and the distribution of the defects
are shown as a function of distance from the track center. Furthermore, the amount of defected
channels that exists beyond the region of modiﬁed density are shown for clarity.
The graph shows that the amount of defected channels outside of the region of modiﬁed density
increases as the ion energy increases. This, at least qualitatively, supports the idea that defects
could be responsible for the RBS-c/SAXS diﬀerence at high stopping powers.
From the plots it is evident that there is a overdense, partially defective halo around the main
track and that the size of this halo increases as the energy of the ion (and thus the stopping
power) is increased. The density proﬁle does not correspond well to the SAXS assumption of a
track with a uniform density, and thereby such a radius cannot be unambiguously related to the
MD data. We measured the track radii two ways: from center to the beginning of the overdense
area and from the center to the end of the overdense region. Both ways show a signiﬁcant
increase in track radii (2x), which is contradictory to experiments.
On basis of publication II it was clear that the MD simulations, as implemented with the
time-dependent energy deposition derived from the inelastic thermal spike equations, could not
explain the saturation of track radii as observed in experiments. In publication III, we improved
simulation model with the purpose to observe whether the saturation could be explained within
the thermal spike formalism.
The Watanabe-Samela potential overestimates the melting point (simulated (3500 ± 500) K,
experimental is 2045 K). To account for this diﬀerence, rescaling of the energy deposition proﬁle
is needed (see Ref. [19] for details). In the new simulations, we replaced the Watanabe-Samela
potential with the Munetoh parametrization of the Tersoﬀ potential [131], as it reproduces the
melting point better (2450 K), and no rescaling is needed.
To make the energy deposition more accurate, we implemented the two-temperature molecular
dynamics model as described in section 4.1.4. We also explicitly calculated the electronic heat
capacity of α-quartz as a function of Te using Mermin’s generalization of DFT to ﬁnite tem-
peratures [117]. For the relaxation rate τ , we used the experimentally measured relaxation rate
of the number density of free carriers in fused quartz as an order of magnitude estimate (150
fs [132]).
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De was ﬁtted to the track radius, yielding the value of D = (0.6 ± 0.2) cm2/s. The error is
produced by the energy-conserving ﬁnite diﬀerence algorithm. This value can be justiﬁed using
the drift mobility of electrons in silica (see publication III), making the model formally free of
ﬁtting parameters.
We implemented the initial energy deposition A using the energy distribution given by Zhang
et al. [81] The energy density is expressed as
D(r) = C(Se)
(
1− r+Rmin
Rmax+Rmin
)1/α
r(r +Rmin)
(5.1)
C(Se) is a normalization constant (in units of the stopping power) that ensures
∫ Rmax
0
2piD(r)rdr =
Se, where Se is the stopping power as given by the SRIM software [68]. Rmin and Rmax are the
minimum and maximum ranges of electrons as calculated from the range relation R = (6×10−6
g /cm−2 keV−α)Eα/ρ. E is 10 eV (ionisation potential) for the minimum range Rmin and
2mec
2β2/
√
1− β2 (kinematically limited maximum delta ray energy) for the maximum range
Rmax. α is 1.079 for ion velocities β < 0.03 and when calculating the minimum range, and 1.667
otherwise. For quartz the density is ρ = 2.65 g/cm3.
Waligorski et al. suggested an additional correction term to equation 5.1 near the ion trail
(r < 2nm), which was used in the work of Toulemonde et al. However, we found that a better
agreement to Monte Carlo simulations was obtained for quartz without it. Shown in ﬁgure 5.4a
is the energy density as a function of distance to the ion trail as evaluated using equation 5.1
and obtained from Monte Carlo simulations [74].
The density proﬁles obtained from the 2TMD are somewhat diﬀerent than from the conventional
MD simulations in publication II. The density contrast near the track region is much sharper
and allows us to determine the track radius by ﬁtting a Fermi function
ρ(r) =
ρmax − ρ0
exp
[
r−rt
∆rt
]
+ 1
+ ρ0, r > r(ρmax) (5.2)
where ρmax is the maximum density of the overdense shell, ρ0 is the density outside of the track
and rt is the track radius. The parameter ∆rt characterises the width of the transition from
the modiﬁed density to the bulk density and was used as an error estimate for the track radius.
At the limit ∆rt → 0, the function becomes the step function that is used to model the density
change due to a single track in the ﬁts of the diﬀraction pattern in SAXS experiments. Shown
in ﬁgure 5.4b is an example density proﬁle and its ﬁt to equation 5.2.
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Figure 5.4
The system size used was 21 nm × 21 nm × 4 nm and the simulations were run for 45 ps.
Afterwards, an additional 5 ps simulations were run to cool the systems to room temperature.
All the reﬁnements in the model lead to signiﬁcant changes in the simulation results.
In ﬁgure 5.2 the track radii produced by the 2TMD model are shown. The speciﬁc masses of
the ions used in the simulations are the same as in SAXS experiments of Ref. [19]. The track
radii between 2TMD and SAXS match within the error bars and the calculations reproduce
the saturation of track radii as a function of stopping power.
The initial energy density in the vicinity of the ion trail strongly correlates with the resulting
track size (see the inset in ﬁgure 5.4a and compare to the track radii in Fig. 5.2). The main
contribution to the saturation is therefore given by equation 5.1 – the energy densities saturate
in a similar manner as the track radii. This means that the saturation is a consequence of the
so called velocity eﬀect: for two ions with equal stopping power, the one with a higher velocity
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will deposit its energy in a broader area. This reﬂects the fact that increasing the ion velocity
will also increase the electron velocity in a collision and lead to a longer electron travel path.
For a qualitative comparison with RBS-c, we calculated the radius at which the defect con-
centration falls below 1 % (see the circles in ﬁg 5.2). It can be seen that at high stopping
powers, the defects are distributed to a broader area than at low stopping powers. This, at
least qualitatively, supports the idea that the RBS-c/SAXS diﬀerence could be a consequence
of a defective trail that does not show up in the SAXS measurements. However, a rigorous
quantitative analysis would require explicit simulation of the RBS-c spectrum.
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Figure 5.5
It is important to notice that the tracks are up to tens of microns long, and along this distance
the track radius does not remain constant. Whereas the damage yield (and therefore also the
track radius) in RBS-c is evaluated at the very surface [124], the SAXS measurement probe the
tracks throughout their length.
With the current methodology, we can calculate the shape of the ion tracks. By integration of
the stopping power, the velocity and the stopping power of the ion can be evaluated at any
given depth and used as an input to equation 5.1. Shown in ﬁgure 5.5a is the predicted shape
of an 2.2 GeV Au ion track. At distances from 0 to 90 microns, the track radius varies between
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3 - 4 nm. Track production stops at about 95 microns, at a threshold stopping power of about
3.5 keV/nm.
The value that is provided by the SAXS ﬁt is the average track radius. In ﬁgure 5.2, we
constructed the uncertainty of the SAXS radius from the track polydispersity, which is the
change in track radius along the track and can be also obtained from the ﬁt. The uncertainty
associated with the ﬁt of the average radius is much smaller. A rigorous comparison of the MD
simulation would require an explicit calculation of the diﬀraction pattern from the shape of
the track, but a simpliﬁed comparison can be obtained by considering average stopping powers
and velocities. In ﬁgure 5.5b, we have calculated the average track radius by averaging stopping
power and velocity to the depth where the stopping power reaches the threshold of 3.5 keV/nm.
The resulting track radii curve has a striking resemblance to the experimental one obtained
from SAXS measurements.
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Chapter 6
Simulations of nanoparticle elongation
In publications IV and V, we studied the nanoparticle elongation eﬀect using MD simulations.
The simulation setup was described in section 4.1.5.
At the moment there exists only a single many-body potential parameterization for the Si-O-Au
system [133]. However, we were unable to reproduce it. Problems in the reproduction of the
potential were also reported by Ryu and Cai [134]. Since for gold and silicon dioxide there are
working, well-tested parameterizations (see section 4.1.5), we implemented silica-Au interactions
using pair potentials and studied the system as a function of this interaction. We constructed
several pair potentials to model the Si-Au, O-Au interactions by a ﬁt of Morse potential [135]
expression into dimer potential parameters for Au–Si [136] and Au–O [137]. The potential well
depth was scaled down with diﬀerent scaling factors (see below) to qualitatively account for
the bonding environment. We also used the ZBL potential as a limiting case of a totally inert
interface.
A gold nanoparticle, 9 nm in diameter, was embedded into amorphous silicon dioxide matrix as
described in section 4.1.5. After the initial energy deposition the simulations were ran for 95 ps.
During an additional 5 ps simulation, the system was cooled to 300 K. The choice of interface
potential resulted in a substantial diﬀerence in the qualitative behavior of the simulations. When
the potential well depth was increased larger than about 0.2 eV, dissolution of the nanoparticle
to the SiO2 matrix occurred without elongation. At lower well depths, some elongation occurs,
but the nanoparticle partially dissolves to the matrix. The purely repulsive ZBL potential gave
about 20% increment in the aspect ratio with an energy deposition of 0.5 eV/atom to the
nanocluster.
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Gold does not from chemical bonds with silicon dioxide (except for certain defect sites [138, 139])
and the penetration barrier of gold atoms through silica rings is high [140]. The inertness of the
Au-SiO2 interaction is also implied by the observation that a silica shell didn’t aﬀect the melting
point of small Au nanoparticles [141]. The ZBL potential does therefore seem to be a reasonable
approximation to model the inert surface and was chosen for the rest of the simulations.
Experiments indicate that single impacts can cause a measurable shape transformation in the
nanoclusters [52], and that subsequent impacts continue to shape the cluster. Using the same
energy deposition as in the initial runs, we simulated further ion impacts on the nanocluster
(see ﬁgures 6.1a and 6.1b). However, subsequent impacts did not result in further elongation.
Changing the impact position so that the ion intersects the cluster also on its sides did result
in a minor shape change (cluster becoming rounder), however, not in a noticeable increment in
the aspect ratio.
(a) Shown below are the lengths of the minor
and the major axis (Dmaj) of a gold nano-
cluster as a function of simulated impacts. The
three ﬁgures on top of the chart show a cross-
sectional view of the simulation cell before and
after ﬁrst and second impacts, respectively.
(b) Similar to Fig 6.1a, but the simulations are
performed so that the impact position with re-
spect to the cluster changes. The three ﬁgures
on top of the chart depict the simulation cell
after second, third and fourth impact, respect-
ively.
Figure 6.1: A compilation of ﬁgures from publication IV.
Since the total energy deposition to the gold nanocluster contains major uncertainty, we studied
the elongation eﬀect as a function of energy deposition to the gold nanocluster, while the energy
deposition to silicon dioxide was kept unchanged (corresponding to a two-temperature model
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calculation of a 164 MeV Au ion). A clear dependence of the elongation rate to the energy
deposition to the gold nanocluster (and hence it’s temperature) was observed as shown in
ﬁgure 6.2. Irrespective of the energy deposited to the gold nanocluster, the elongation stopped
at about 15-20 ps after the simulation started. This corresponds to the re-solidiﬁcation time of
the molten track.
Figure 6.2: Evolution of the aspect ratio a spherical gold nanoparticle (d=9nm) for several
diﬀerent energy depositions. From publication IV.
The observations made in publication IV suggest that the driving force behind the shape change
is the pressure associated with the thermal expansion of the liqueﬁed nanocluster. This pressure
pushes the material from the nanocluster inside the molten, underdense track which is formed
on top and beneath the cluster. However, we were unable to reproduce other than a minor
shape transformation (20% increase in the aspect ratio).
At the end of each impact simulation, the nanoparticle stays in an amorphous state, but evolves
towards a polycrystalline state. Given more simulation time, it is expected that the nanoparticle
would recrystallize. However, increasing the simulation time to the experimental scale was not
feasible due to the high computational cost. Judging from the experimental ﬂux densities (10−4
1
nm2s [35]) and typical cross sectional area of the nanoclusters (100-1000 nm
2), there is a delay
in the order of seconds (at least) between each impact. Hence it is natural to assume that in the
experiment, the cluster will recrystallize between each impact. Furthermore, TEM experiments
explicitly show that the elongated clusters are crystalline [56].
It might be expected that the nanocluster collapses into a sphere during recrystallization to
minimize surface energy. To study the recrystallization, we constructed a static (ﬁxed atom
coordinates) silica shell around the elongated nanoparticle and ran the simulation in an NVE
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ensemble (300 K) for 1 ns. While a slight decrease in the aspect ratio was observed, the shell
prevented the nanocluster from collapsing into a sphere. A similar simulation without shell did
result in expected surface minimization and the nanocluster becoming a sphere.
Motivated by the ﬁndings above, we reconstructed the nanocluster (see section 4.1.5) in the
FCC conﬁguration between each impact so that the shape of the cluster was conserved. The
results from these simulations were presented in publication V. With the reconstruction of the
nanoparticle, the elongation continues at later impacts, see ﬁgures 6.3a and 6.3c. There are two
reasons why the recrystallization is so crucial. First, the amorphous cluster has about 4% higher
volume than the crystalline cluster and therefore doesn’t expand as much on heating. Secondly,
the void to which the nanocluster is embedded also expands during impact. It undergoes a
plastic deformation and doesn’t fully revert to its original shape after cooling. This means there
is more free space surrounding the cluster after the impact. However, this is likely a simulation
artefact due to the short MD time scale and since we are missing the small dispersion force
[138] between gold and silica. A potential well would lead to an equilibrium interfacial distance.
Both the experiments and simulations indicate that there is a certain width towards which the
minor axis of the largest particles evolves to (see publication V). At high dose, the minor axis
of all the particles is either smaller than or equal to this width. To study the mechanism by
which the saturation of the widths occurs, we fabricated a rod like nanocluster (Dmin = 6 nm,
Dmajor = 18nm). Two diﬀerent simulations with two diﬀerent energy deposition proﬁles in
silica were then ran. The ﬁrst produces a track in which the width of the underdense region in
silica is about the same size as the minor axis of the rod (see ﬁgure 6.3b, Dmin = Du). The
second produces a track in which the width of the underdense region is clearly larger than the
width of the rod (Dmin < Du).
When Dmin = Du, the rod can only expand in the ion beam direction. This is because at the
sides of the nanocluster silica remains solid, but on top and beneath the cluster, it melts. The
molten material from the nanoparticle expands to the molten, underdense region in silica, i.e. in
the major axis direction. On the contrary, when (Dmin < Du), the nanoparticle is surrounded
by molten material and expands also in the minor axis direction. It is therefore evident that
the simulations lead to an identical width for the largest nanoparticles, as is observed in the
experiments.
Experimentally, the saturation width seems to be equal to the total ion track width in silica
for most metals [14]. This width includes also the overdense shell. However, on basis of our
simulations, one expects the saturation width of the nanoclusters to be equal to the width of
the underdense track.
41
1 2 3 4 5 6 7 8 9 10 11 12
15
17
19
21
23
25
M
ajo
r A
xis
 (n
m)
Number of ions
 
 
11.1
11.3
11.5
11.7
11.9
12.1
12.3
M
in
or
 A
xi
s 
(nm
)
major axis
minor axis
(a) The evolution of the major and minor axes
of initially spherical gold nanocluster (D =
12 nm) as a function of ion impacts. Between
each impact, the nanoparticle is rebuilt in the
crystalline conﬁguration. Shown is also a cross
section of the nanocluster before and after im-
pact.
Cylinder diameter (nm)
N
or
m
al
iz
ed
 d
en
sit
y 
(di
me
ns
ion
les
s)
D
u
Dtot
Core Shell Bulk
2 4 6 8 10 120.85
0.9
0.95
1
1.05
0 20 40
2.4
2.6
2.8
3
3.2
time (ps)
As
pe
ct
 ra
tio
 
 
D
min < Du
D
min = Du
Original aspect ratio
(b) Density of the track in silicon dioxide and
the evolution of the aspect ratio of a gold
nanorod (Dmin = 6 nm) during a SHI im-
pact simulation. Two energy deposition pro-
ﬁles in silica were used: one where the under-
dense track is wider than the expands in all
three dimensions, and no increase in aspect
ratio is observed.
(c) Cross-sectional views of the simulation cell.
Shown below each snapshot is the total number of
impacts. The black and white on the lower right is
an experimental TEM image of the elongated nano-
clusters. For comparison, shown on it’s left side is a
snapshot of a simulation cell after multiple impacts
with varying locations.
Figure 6.3: A compilation of ﬁgures from publication V.
In publication V, we speculated that some of the gain in aspect ratio is lost during recrystalliz-
ation and this is why, while Du determines if the aspect ratio will grow in an impact, the major
axis of the nanoparticle has to be larger than Du for positive net growth in the aspect ratio.
It is also possible that ion impacts to the sides of the cluster aﬀects the saturation width or
that the width of the track changes near the nanoparticle (note that Se of gold is much higher
than that of silica). To study these eﬀects, an accurate energy deposition scheme is needed that
takes into account the distance that the ions traverse in the nanocluster, stopping power etc.
Furthermore, one needs to simulate hundreds of impacts with random impact locations, which
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is not feasible due to the high computational demand. However, despite all the uncertainties,
we can conclude that the simulations do explain the existence of a saturation width.
The observations from publications IV and V can be summarised to suggest the following
elongation mechanism. On impact, the metal nanocluster melts. At the same timescales (< 10
ps), an underdense and molten track forms on top and beneath the nanoparticle. The driving
force for the shape transformation is the pressure associated with the thermal expansion of the
metal nanocluster. To relax this pressure, material is pushed into the molten, underdense track
core in silicon dioxide. This leads to a minor shape change so that the particle becomes more
elongated. The track resolidiﬁes much faster than the metal nanoparticle (< 50 ps). Silica then
acts as a cast for the molten metal. At longer timescales (> 100 ps) the metal solidiﬁes and
recrystallizes so that the elongated shape is frozen in. Multiple impacts continue to shape the
nanoparticles into nanorods, until they reach a width that is comparable to the molten track
radius.
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Chapter 7
Conclusions
We have implemented the 2TMD model and parameterized it for α-quartz. The model can be
used as a tool to study the properties of ion tracks in silica and, when parameterized with
the guidelines presented in this work, in other materials as well. Simulations performed with
the 2TMD model explain the saturation of SHI track radii as a function of stopping power,
as is observed in SAXS measurements. This counterintuitive result was determined to be a
consequence of the so called velocity eﬀect. Furthermore, the simulations indicate that the
diﬀerences in the measurements of SHI track radii using RBS-c and SAXS techniques could be
a consequence of their sensitivity to diﬀerent kind of defective structures.
Secondly we have, for the ﬁrst time using MD simulations, studied the elongation of metal nan-
oparticles in silica matrix under swift heavy ion irradiation. The simulations reveal a plausible
elongation mechanism that is supported by experimental observations. Key aspect of the mech-
anism is the formation of a molten, underdense ion track in silicon dioxide, to which molten
material from the pressurized nanocluster ﬂows to.
The work done in this thesis has increased the knowledge of swift heavy ion interactions with
material and paves the way for further applications based on SHI irradiation eﬀects. In the future
it will be possible to apply the 2TMDmodel for other materials than SiO2 for a wider veriﬁcation
of the model. The results demonstrated how important it is to accurately describe the initial
energy deposition to the electronic subsystem. A hybrid MC-MD method could be developed
that is independent of any semiempirical formulas. It will also be interesting to apply 2TMD
to the nanoparticle elongation problem – in the simulations performed here a simpliﬁed model
was used. Another important development that could be done to the elongation simulations is
to implement silica-metal interactions with high precision. Potential parametrizations to other
metals than Au might allow one to study the subtle, metal speciﬁc diﬀerences in the elongation
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eﬀect. However, it is unlikely that the MD method can be used to study the elongation problem
at high radiation doses in the near future. Therefore it might be necessary to build a hybrid
continuum model (possibly using MD simulations as an input) to build an accurate description
from irradiation dose and ion energy to the expected end result.
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