Abstract. Applying an attributed graph transformation rule to a given object graph always implies some kind of constraint solving. In many cases, the given constraints are almost trivial to solve. For instance, this is the case when a rule describes a transformation G ⇒ H, where the attributes of H are obtained by some simple computation from the attributes of G. However there are many other cases where the constraints to solve may be not so trivial and, moreover, may have several answers. This is the case, for instance, when the transformation process includes some kind of searching. In the current approaches to attributed graph transformation these constraints must be completely solved when defining the matching of the given transformation rule. This kind of early binding is well-known from other areas of Computer Science to be inadequate. For instance, the solution chosen for the constraints associated to a given transformation step may be not fully adequate, meaning that later, in the search for a better solution, we may need to backtrack this transformation step.
Introduction
Attributed graphs and attributed graph transformation play a significant role in most applications of graph transformation. In practice, an attributed graph This work has been partially supported by the CICYT project (ref. TIN2007-66523) and by the AGAUR grant to the research group ALBCOM (ref. 00516). transformation rule is like a normal rule, but some nodes or edges are labelled by expressions over some given variables. Then, defining a match m of a rule to a given object graph, whose attributes are some concrete values, means finding the values that must be assigned to the variables occurring in the rule, so that the value of each expression associated to each node or edge e on the left-hand side of the rule coincides with the value of the corresponding attribute associated to m(e) in the object graph. That is, defining a match of a rule means solving a set of constraints. In many cases, these constraints are trivial. For instance, when a rule describes a transformation G ⇒ H, where the attributes in H are obtained by some simple computation from the attributes in G, e.g. when the expressions used as attributes in the left-hand side of the rules are just variables, and more general expressions, defined over these variables, only occur in the right-hand side. However there are many other cases where the constraints to solve may be not so trivial and, moreover, may have several answers. For instance, when the transformation process includes some kind of searching (e.g. when the righthand side of a rule involves a variable which does not occur explicitly on the left-hand side). In existing approaches to attributed graph transformation these constraints must be completely solved when defining the matching of the given transformation rule. Then, finding a match means choosing one specific solution. This kind of early binding is well-known from other areas of Computer Science to be inadequate. One problem is that the solution chosen for the constraints associated to a given transformation step may not be fully adequate, meaning that we may need to backtrack this transformation step. The approach taken in areas like Constraint Logic Programming [8] , in which our approach is inspired, is to postpone solving the constraints as much as possible, checking meanwhile their satisfiability. Then, not only may we avoid some useless backtracking, but we have other advantages. On the one hand, checking satisfiability may be computationally simpler than solving a set of constraints, meaning that it may also be simpler to apply a transformation step. On the other hand, some constraints which may be difficult to solve at a given moment, may become simpler, even trivial, because of the interaction with constraints defined by later steps.
In [12] , when studying the problem of defining graph constraints over attributed graphs, we saw that the existing approaches [11, 1, 7, 3, 14] were not fully adequate for our purposes. These approaches presented different kinds of technical difficulties together with a limited expressive power for defining conditions on the attributes. To avoid these problems we presented a new formal approach which (we believe) is conceptually simpler and more powerful than existing approaches. It is simple because, in our approach, attributed graphs are not defined as some kind of combination of a graph and an algebra, as in [11, 1, 7, 3] , nor do we have to establish a difference between transformation rules and rule schemata, as in [14] . At the same time, our approach is expressively more powerful, not only because we can define graph constraints with arbitrary conditions on the attributes as we aimed, but also because we can define transformation rules that cannot be defined in other approaches, as shown in [13] . Graphs in our approach are called symbolic graphs, because the attributes in the graph are
