Abstract. We show, under some restrictions on the response function depending on a parameter α, that the tails of fixed points of transforms of a Poisson shot noise process are proportional at infinity to the exponential function of order −α if α ∈ (1, 2). We advance an argument in support of the conjecture that this result remains true for α ≥ 2.
Introduction, the result, and conjecture
Let P + be the set of probability measures on Borel subsets of [0, +∞), τ i the points of a Poisson process with intensity λ > 0, and ξ i , i = 1, 2, . . . , independent copies of a random variable ξ independent of the Poisson process. Assume that
is a Borel function; in what follows it is called the response function. By L(·) we denote the probability distribution of the random variable written in the parentheses. The shot noise transform T h,λ is introduced in [4] for fixed h and λ. It is defined on the set 
[1 ∧ h(s)y] ds µ(dy) < ∞ ,
assumes values in P + , and is given by
We study the behavior of tails of some fixed points nondegenerate at 0 of the shot noise transform T h,λ . Namely we study distributions such that
Without loss of generality, we assume that the response function h does not increase and is right continuous. Thus the generalized inverse function h ← is well defined by
0 o t h e r w i s e .
Note that h ← does not increase. If 
is a probability distribution without atom at zero (see Remark 3.1 in [4] ).
Let µ be a fixed point with the mean m, and let A, η, and η sb be independent random variables with distributions ρ, µ, and µ sb , respectively. The distribution µ sb is such that
The existence of a fixed point with a finite mean in the proposition and lemma below follows from Propositions 1.1(a) and 2.1(a) in [3] since
This inequality follows from λ
, which is a consequence of relation (2) and the Jensen inequality.
The following is the main result in this paper.
Proposition. If
for all fixed points µ of the shot noise transform T h,λ with a finite mean m > 0.
Taking (1) into account, we can apply Theorem 2 of [2] to study fixed points of shot noise transforms. In particular, a theorem of Grinčevicjus allows one to use the condition α > 1 instead of 1 < α < 2 in the case of nonarithmetic distributions L(ln A). Thus it is reasonable to conjecture that this can be done in the general case, too.
Conjecture.
The proposition holds for all α > 1.
Note that the Grinčevicjus theorem applied to arithmetic distributions L(ln
is bounded away from zero and infinity. Thus the proposition is new only in the case of arithmetic distributions. On the other hand, it has the advantage that it does not depend on the type of the distribution L(ln A).
The tails of the distributions of random variables
where M is a random variable, and ζ i , 1 ≤ i ≤ M , are random variables conditionally independent of (M, v 1 , v 2 , . . . ), are studied in [6] . Conditions in [6] are similar to those used in our proposition. The case of arithmetic distributions L(ln v 1 ) in [6] is, in fact, the corresponding part of the Grinčevicjus theorem. If the support of h is bounded (the random variable M in (3) has the Poisson distribution), then our proposition improves Theorem 2.2 of [6] , which correspond to the special case v i = h(τ i ). Proof. The function ϕ is such that
Without loss of generality we assume that m = 1. Consider a positive function whose derivative φ(s) := s −1 ω(s) is completely monotone. It follows from (4) that
Using the Maclaurin series with the Peano remainder term, we get
where ρ is a probability measure whose moment of order α − 1 equals 1. Using the same arguments as those in the proof of Lemma 3.3 in [4] we prove that there exist a positive function Λ whose derivative is completely monotone and, by the selection principle, a sequence t n → 0, n → ∞, such that
Note that Λ(0) = 0 and Λ(1) = 1. For a fixed v > 0 we have
Now we show that (5) and (6) imply
Since the tail is monotone, it follows from Theorem 2 in [2] that there are C 1 and C 2 such that C 1 , C 2 ∈ (0, +∞) and
where µ sb = L(η sb ) is defined by equality (1). Put φ α (z) := z 1−α φ(z). The latter inequality implies that
for all z > 0. Since
The Lebesgue dominated convergence theorem yields that
is a probability measure, and
for a fixed v > 0 and sufficiently large n ∈ N. Making the change z := e −u in the integral
we obtain the integro-differential Cauchy equation (with respect to Λ(e −v )). In view of relation (1.5) in [5] and the continuity of Λ, this Cauchy equation has a solution
The assumptions of the lemma imply that there is w ∈ supp(ρ) such that w ∈ (0, 1). Fix v 0 > 0. It follows from (7) and (8) that
for all n ∈ N. Since Λ(0) = 0, the latter relation yields p 1 (v 0 ) = 0. Thus
and
). Now we show that p 2 (v) = const. Since p 2 (v) is differentiable and periodic, there exists v 1 > 0 such that p 2 (v 1 ) = 0 and (9) p 2 (u n v 0 ) = 0 for u ∈ supp(ρ) and n ∈ N.
On the other hand, the functions v −1 Λ(v) and Λ (v) are nonnegative, convex, and nonincreasing. This implies that for 1 < α < 2 the equality (α − 1)v −1 Λ(v) = Λ (v) either is an identity or holds for at most two points (the graphs of the left-and right-hand sides either coincide or intersect at most at two points). Then p 2 (v) = 0 for at most two points contradicting (9). 
We repeat the same arguments as those after relation (6) , but now for a general sequence. This gives us the desired result:
The lemma is proved.
Proof of the proposition. Equality (1) holds under the assumptions of the proposition; moreover the distribution of L(η sb ) is nondegenerate and
Since EA α−1−ε < 1 for an arbitrary ε ∈ (0, α − 1), Proposition 2(a2) of [3] 
