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The evolution of the computer parallels human development. While
our earliest ancestors could solve their mathematical problems with the
simplest of computational devices, such as rocks or notched sticks, con-
temporary demands require high-speed, microcopy-run machines capa-
ble of rapidly computing complex figures. Between these two extremes
lie many evolutionary steps, each of which was, in its day, the state of the
art computational device. Just as it is uncertain when the first true com-
puter was developed, it is also not clear in which machine the concepts of
rapid calculation, storage capacity, and programmability coalesced. It is
certain, however, that a device capable of performing these three func-
tions was long dreamed of, and now that computers are a reality, they
will continue to grow in importance.
The history of computers probably started in Babylonia, present day
Iraq, about five thousand years ago when the abacus was invented.' The
abacus, a mechanical storage device used to perform manual arithmetic
computations, is operated by shifting valued beads or rods along a board
or guides. Counting the beads or rods in their assigned value columns
allows for simple calculation and is more rapid and accurate than calcu-
lating in one's head. Although ancient in origin, the abacus is still in use
today in some parts of the world.
Developments in calculating machines after the abacus largely relied
on its simple premise. One of the earliest improvements was made possi-
ble by an advance in mathematical theory. Logarithms, developed by
John Napier in 1614, are a series of numbers that reduce the more diffi-
cult mathematical operations of multiplication and division to the sim-
pler operations of addition and subtraction.2 Later, Napier toyed with a
machine that employed his concept of algorithms. "Napier's bones," as
the machine was called, was essentially a multiplication table with mova-
ble parts.' In 1617, Henry Briggs made the "bones" more useful by cre-
ating a table of the logs that made computation easier.4 Napier's
calculating machine, although an advance from the abacus, was still lim-
ited to the four basic mathematical operations of addition, subtraction,
multiplication, and division. "Napier's bones," largely through the work
1. STAN AUGARTEN, BIT BY BIT: AN ILLUSTRATED HISTORY OF COMPUTERS 3
(1984).
2. JOEL SHURKIN, ENGINES OF THE MIND 29 (1984).
3. AUGARTEN, supra note 1, at 9.
4. Id. at 7.
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of William Oughtred, was refined and improved until the slide rule was
developed.'
The slide rule emerged during the 17th Century, but was used very
little for almost two hundred years.6 James Watt, famed for the inven-
tion of the steam engine, improved on the slide rule as it then existed. A
nineteen-year-old Frenchman, Amadee Mannheim, gave the slide rule
the double-sided cursor, which made it the instrument which we recog-
nize today.7 Until very recently, the slide rule was a very popular "per-
sonal computer" because of its accuracy, portability, and low cost.
Indeed, it was only with the advent of the affordable pocket calculator in
the mid-1970s that the slide rule disappeared from high school and col-
lege campuses.
While the line of computing devices using the shifting of beads or
rods progressed from the abacus to the slide rule, there was a parallel
development of more intricate machines using gears, wheels, dials, and
levers. The first workable mechanical adding machine resulted from the
joint effort of William Schickard and Johannes Kepler.' This device was
improved in 1642 by Blaise Pascal who developed a device resembling
the modem adding machine.9 However this first improved machine,
known as the "Pascaline," was only capable of performing addition.' °
Between 1672 and 1674, another famed mathematician, Gottfried
Leibniz, also made a significant contribution to the advance of mechani-
cal calculators. Leibniz' "Stepped Reckoner," which could multiply, di-
vide, and extract square roots (although not very reliably until 1820),"
demonstrated the advantages of binary over decimal systems for mechan-
ical computing. "Conceptually, the 'Stepped Reckoner' was a remarka-
ble machine whose operating principles eventually led to the
development of the first successful mechanical calculator."' 2
The "Difference Engine," arguably the first "true" computer, was
developed by Charles Babbage in 1822. It relied on the mathematical
concept of differences. 3 Although not a large conceptual advance, the
"Difference Engine" served as a platform for Babbage's later more im-
portant work on the "Analytical Engine" which introduced a number of
5. See SHURKIN supra note 2, at 31.
6. WILLIAM ASPRAY ET AL., COMPUTING BEFORE COMPUTERS 31 (William Aspray ed.
1990).
7. Id. at 31.
8. Id. at 36.
9. See SHURKIN supra note 2, at 32-33.
10. See AUGARTEN supra note 1, at 25.
11. Id. at 31.
12. Id. at 32.
13. SHURKIN, supra note 2, at 44-45.
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concepts fundamental to modem computers. 14 Most important of these
is the concept of "conditional jump," which permits jumping to alternate
instructions or sets of instructions depending on the result of comparing
two values."5 The theory of the "Analytical Engine" is similar to mod-
em computers in that it was designed to choose between two alternative
sets of operations based on the results of its own prior calculations. 6 A
second feature of the "Analytical Engine" permitted numbers and in-
structions previously set into the machine to be modified based on the
results of a given calculation. Other theoretical features were the ability
to store up to 1,000 figures of 50 digits each, and the use of punched
cards to "input" both data and instructions.' The punched cards in-
structed the machine to perform the equivalent of the modem program-
ming loop and subroutine, both of which are important to computer
operations. A loop causes the machine to repeat one step continuously,
while a subroutine causes the machine to embark on a side program or
calculation before returning to the main task.18
Although it was never completed and put into operation, Babbage's
"Analytical Engine" was conceptually the world's first digital com-
puter.' 9 Although it was intended to perform mathematical work like a
calculator, and could not store programs, it was designed to be program-
mable like a computer.2°
While the architecture of computing machines was developing,
mathematical logic and computing media evolved as well. Napier's de-
velopment of algorithms was the first theoretical improvement allowing
subsequent mechanical advances. The second major advance was the de-
velopment of the binary system. George Boole's Treatise on Differential
Equations (1859) presented his development of symbolic logic and the
use of the binary ("Boolean") operators: AND, OR, and NOT, upon
which modem programming concepts are based.2' The binary system
allows all numbers to be expressed in terms of the digits "0" and "1l,"
which correspond to the "on" and "off" positions of relay switches in
machines. This system is extraordinarily simple and had a tremendous
influence on the development of the modem computer.
Konrad Zuse, working in the mid-1930s, built a working program-
controlled calculator that incorporated the Boolean system through the
14. See AUGARTEN supra note 1, at 60-61.
15. Id. at 63-64.
16. See SHURKIN supra note 2, at 58.
17. See ASPRAY ET AL. supra note 6, at 86.
18. See AUGARTEN supra note 1, at 63-64.
19. See SHURKIN supra note 2, at 56-58.
20. See AUGARTEN supra note 1, at 65.
21. See id. at 90.
HASTINGS COMM/'ENT L.J. [Vol. 14:215
INTRODUCTION TO COMPUTER LAW
first use of relays.22 Although he did not know he was using Boolean
logic, Zuse created a calculator using binary components.23
The next inventive step was a machine that could adjust itself to new
situations. "[Howard] Aiken wanted a machine that could compute the
whole formula for each value of [a variable] before going on to the next
iteration. That implied that the machine would have to alter the arith-
metic operations it performed on each input value automatically."24
Aiken also wanted the machine to alter the variables without human in-
tervention.25 In 1943, in alliance with International Business Machines
Co. (IBM), Aiken completed the "Automatic Sequence Controlled Cal-
culator" (ASCC), which could evaluate formulas.2 6 The ASCC merged
the elements of storage, computation, and adjustment into a set of in-
structions contained within one machine, and while not a true computer,
it was a major step in that direction.
Modem computers have evolved through four distinct generations,
each identified by the type of hardware technology. These are (1) vac-
uum tubes, (2) transistors, (3) printed circuits, and (4) integrated circuits,
respectively.27
The first generation of modern computers, based on vacuum tubes,
began in 1946 with the development of the Electronic Numerical Integra-
tor And Calculator (ENIAC). ENIAC, largely the work of John V.
Atanasoff, and later John William Mauchly and J. Presper Eckert, Jr.,
was the first all-purpose, all-electronic computing machine.28 ENIAC
was programmed using circuit plug boards on which each problem was
modeled by a different arrangement of external jumper connectors.
Thus, it was the "first machine that could solve complex numerical
problems electronically, and whose programming was flexible enough to
allow it to solve a variety of such problems."2 9 However, programming
the ENIAC required manual rewiring of the machine, by plugging in or
unplugging cables, each time a different problem was to be solved. Thus,
although the ENIAC required human assistance, its ability to handle dif-
ferent problems made it "programmable" like modern computers. 3' EN-
22. See ASPRAY ET AL, supra note 6, at 204.
23. AUGARTEN, supra note 1, at 89.
24. ASPRAY ET. AL., supra note 6, at 214.
25. RENE MOREAU, THE COMPUTER COMES OF AGE 30 (1984).
26. ASPRAY ET. AL., supra note 6, at 215.
27. NATIONAL COMMISSION ON NEW TECHNOLOGICAL USES OF COPYRIGHTED
WORKS, FINAL REPORT 9 (1978) [hereinafter CONTU REPORT].
28. ARTHUR W. BURKS, From ENIAC to the Stored-Program Computer: Two Revolu-
tions in Computers, in A HISTORY OF COMPUTING IN THE TWENTIETH CENTURY 331-32 (N.
Metropolis et al. eds., 1980).
29. ASPRAY ET AL., supra note 6, at 236.
30. See Burks supra note 28, at 327-33.
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IAC was more than 1,000 times faster than its electro-mechanical
predecessors and could execute up to 5,000 basic arithmetic operations
per second. However, because ENIAC's pre-transistor circuitry con-
sisted of thousands' of vacuum tubes, it had a failure rate of approxi-
mately one tube every seven seconds. This machine represented a
transition between the old mechanical computation machines and mod-
em programmable computers. It could solve myriad problems rapidly,
but was limited by the arduous and time consuming set-up process re-
quired to solve those problems.3'
The next significant step in computer development was the Elec-
tronic Discrete Variable Computer (EDVAC). Completed in 1952,
EDVAC was the first machine able to store instructions.3 2 Other notable
first-generation computers include the UNIVersal Automatic Computer
(UNIVAC I and II), Harvard Mark III, and IBM 701. UNIVAC cor-
rectly predicted the outcome of the 1952 Presidential election at 9:00
p.m., with only seven percent of the vote tallied. 3 This startling predic-
tion was the general public's first introduction to the capabilities of the
computer.
The second generation of computers was developed in the 1960s
when transistors replaced the cumbersome vacuum tubes of earlier ma-
chines. Transistors were developed at Bell Labs in New Jersey by Wil-
liam Shockley, Walter Brattain, and John Bardeen. 4 The Bell Labs
team first placed transistors in a computer in 1956, 3" but the great ad-
vances on the technology came in the following decade. The transistor
was smaller, more reliable, and consumed less power than the vacuum
tube. The transistor also emitted less heat, allowing more compact pack-
aging of components. The use of transistors, combined with improved
magnetic core memory, permitted the development of smaller, more effi-
cient, more reliable and faster computers.
During the 1970s, the third-generation computers emerged with the
advent of the integrated circuit (IC), a solid-state device made up of hun-
dreds of circuit elements, transistors, resistors and diodes, on a tiny
silicon chip. This device allowed further miniaturization, increased oper-
ating speeds, improved efficiencies, and further lowered the cost of main-
frame computers. a6 ICs also made possible the first minicomputers,
31. See ASPRAY ET AL. supra note 6, at 243.
32. See Burks supra note 28, at 338.
33. AUGARTEN, supra note 1, at 164.
34. SHURKIN, supra note 2, at 304.
35. See AUGARTEN supra note 1, at 230.
36. Id. at 245.
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which began to make computing economically accessible to factories,
laboratories, and even small to medium-sized businesses.
Large-scale integration (LSI) increased the number of circuit ele-
ments that could be placed on a single integrated circuit to thousands.37
LSI technology was applied in the development of the microprocessor
("computer on a chip"), and the random-access memory (RAM) chip.
This space saving technology paved the way for the development of
microprocessor technology and the personal computer.38
Further refinements in memory, microprocessor, and support chips
occurred during the 1980s in the fourth generation of computers. Very
large-scale integration (VLSI) permitted hundreds of thousands of circuit
elements to be packed onto a silicon chip only five millimeters square,
which led to still smaller and less costly devices. In turn, the smaller and
lower-priced chips spawned a large variety of affordable computers and
related products. Apple Computers, founded by Steven Jobs and Ste-
phen Wozniak, marketed their first successful computer, the Apple II, in
1977 and became a pioneer in personal computers. 39 Apple pushed the
industry to develop "user friendly" personal computers by commercializ-
ing innovative user interface systems, such as the "mouse," which en-
ables the computer user to manipulate graphic images (icons) on the
computer screen. Other consumer products utilizing chip technology in-
clude desktop and laptop computers, video games, modems, fax ma-
chines, and automatic teller machines.
The next computer generation has begun with developments in arti-
ficial intelligence, parallel processing, and supercomputers. In the area of
artificial intelligence, for example, knowledge-based systems are being de-
veloped that will help in performing medical diagnoses and legal analy-
ses, and formulating military, diplomatic, and business strategies, to
name a few. Other applications will include linguistics and speech recog-
nition. Adaptive reasoning concepts may eventually allow computers to
learn and to improve their own programs and hardware design.
II
Software
Along with the evolution of the computing machinery hardware,
there was the concurrent and necessary development of computer
software. The evolution of software, like that of the hardware it in-
structs, was slow at first but increased rapidly over the last 40 years. As
37. See SHURKIN supra note 2, at 309.
38. See AUGARTEN supra note 1, at 251.
39. Id. at 280.
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with the computer hardware, it is hard to pinpoint exactly what consti-
tuted the first computer software, for the evolution involved the borrow-
ing of one idea for use in another.
Software, though, does not date as far back as hardware. The aba-
cus and its descendent machines relied on symbolic logic, but were not
programmable. Individual beads or rods represented set numerical
amounts, but it was the operator who did the figuring, albeit more speed-
ily with the aid of the machine symbols. The operator assigned values to
the symbols and then manipulated those symbols by hand. True
software enables the computer to perform algorithmic functions, which is
the transformation of one set of symbols to another." Thus, the slide-
rule, Pascal's various machines, and even Leibniz' "Stepped Reckoner"
were not programmable, although all were advanced enough to incorpo-
rate numerals in place of the abacus' beads or rods. Babbage was the first
to conceive of a programmable calculating machine, the "Analytical
Engine."
The "Analytical Engine" consisted of a "mill," which was an early
version of a central processing unit (CPU), and a "store," which was a
crude memory bank. These two elements allowed the programmer to
instruct the machine to perform whatever arithmetic operation was de-
sired.41 The "Analytical Engine" was programmed by punched cards
that controlled the various barrels and axles of the machine, either by
restricting their motion, or freeing them to move. Babbage borrowed the
concept of punched cards from the automatic looms of the day, which
were designed by Joseph-Marie Jacquard, the developer of punched card
technology.42 The punched cards also allowed the machine to make sim-
ple decisions, such as the conditional jump, based on previous calcula-
tions.43 Thus, the punched card represented a rudimentary type of
software, since it served as a prearranged set of instructions that allowed
the machine to operate without constant attention by an operator.
In the 1880s, Herman Hollerith took Jacquard's invention further
while working for the U.S. Census Bureau." Hollerith found that by
placing the cards in a solution of mercury he could read them by passing
an electrical current through the holes in the card with pins, thereby
completing an electrical circuit.45 This system reduced the time required
to tally the 1890 census by two-thirds that of the 1880 census.4 6
40. See American Heritage Dictionary 93 (2d ed. 1985).
41. AUGARTEN, supra note 1, at 60-61.
42. Id. at 62-63.
43. Id. at 63-64.
44. See MOREAU supra note 25, at 21.
45. See AUGARTEN supra note 1, at 73-78.
46. Id.
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The 20th Century ushered in many changes in software beyond the
punched card technology. Punched tape, developed by Alan Turing in
the late 1930s, was a significant advance. The tape, combined with a
scanning machine, allowed Turing's machines to read not just numbers
on a card, but instructions.4 7 Turing's invention, the "Universal
Machine," represented the creation of a symbol-manipulating machine.4"
Earlier machines employed vacuum tubes as storage devices. The
ENIAC also allowed rudimentary programming through the plugging of
wires to control the machine's functions.4 9 Cathode ray tubes soon fol-
lowed as memory banks, but were in turn succeeded by magnetic cores or
magnetic drums which held magnetic charges that carried the binary
instructions. 50
The development of software occurred in three phases. In the 1950s
the discovery and description of program language concepts took place.
The 1960s elaborated the ideas of the 1950s, while the 1970s saw the
rapid development of software technology capable of making the dreams
of the previous two decades a reality.5 1 Put simply, computer programs
"are used in an almost limitless number of ways to release human beings
from ... mundane tasks." '52
Computer programs must be written in a language that the com-
puter can read. The instructions must be precise, for unlike humans,
computers cannot supply a missing step in a process. Thus, early com-
puter languages were limited to a flowchart programming process which
ensured that every step was explicit to the machine. From the early roots
of programming, two different types of languages evolved: a low level
language intended for programming systems software that controls the
machine itself, and a high-level language intended for the solution of user
problems.
FORmula TRANslator (Fortran), developed by John Backus in
1954 was the most influential of the high-level languages.53 It allowed a
computer to read an equation such as A = B + (C x D), and know that
it has to perform the multiplication of C and D before adding that result
to B.5 4 COmmon Business-Oriented Language (COBOL) and AL-
GOrithmic Language (ALGOL) were second generation high-level lan-
47. Id. at 142-43.
48. Id. at 142-45.
49. See Burks supra note 28, at 327.
50. See Augarten supra note 1, at 202.
51. Peter Wegner, Programming Languages-The First 25 Years, in PROGRAMMING LAN-
GUAGES: A GRAND TOUR 4 (Ellis Horowitz ed., 1983).
52. CONTU REPORT, supra note 27, at 9-10.
53. See MOREAU supra note 25, at 150.
54. Id. at 159-61.
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guages that addressed particular needs and were based on Fortran."
Other successful languages include Beginners All-purpose Symbolic In-
struction Code (BASIC), Pascal (named after Blaise Pascal), and LISt
Processor (LISP), which allows functions (algorithms) "to be expressed
directly in mathematical terms," without having to describe the terms to
the computer by use of a symbol.5 6 LISP is showing the most promise in
the burgeoning field of artificial intelligence research, an area that
promises to enable computers to overcome or account for missing steps
or other flaws in the programs they run.
Advances in programming languages have allowed a concurrent ad-
vance in the user software based on those languages. Examples of user
software include word processing systems, spread-sheet programs, and
the multitude of video games available to the consumer.
The most recent advance in programming technology is the intro-
duction of firmware, which occupies a middle ground between software
and hardware. Firmware, or microcode, as it is sometimes called, is a
computer chip that stores "electronic pulses (termed machine language
or object code) to which a computer program is converted just before it is
processed. The electronic pulses imprint upon a 3D array of transistors,
switching transistors either permanently on or off. The unique physical
pattern of the transistors records the original computer program."57
Computer languages have developed rapidly to fill the particular
needs of various disciplines, much as COBOL responded to the needs of
business. Software packages have developed even more rapidly to en-
lighten, assist, or entertain in seemingly limitless ways. The computer
programs of today make those of ten years ago seem as archaic as the
abacus, and with technology advances continuing unabated, it is certain




The rapid pace of technological development has presented a diffi-
cult challenge to the legal world, which has evolved concomitantly with
emerging issues in computer technology. Law has generally lagged be-
hind the faster evolving computer industry. Developments in computer
hardware, and especially in software have raised questions that test the
limits of traditional intellectual property law. Patent and copyright law
55. Id. at 167-76 (business needs in the case of COBOL).
56. Id. at 178.
57. James Chesser, Note, Semiconductor Chip Protection: Changing Roles for Copyright
and Competition, 71 VA. L. REV. 249, 251 n.13 (1985).
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have been unable to keep up with some of the innovations of the high-
tech world forcing Congress to modernize outdated laws. Courts have
stretched existing legal theories with varying success to incorporate new
developments. Finally, the common law has been tested as new licensing
schemes have required investigation into the validity of non-competition
agreements, the protection afforded by trade secret laws, and the enforce-
ability of "adhesion contracts." It remains an ongoing irony that as the
computer industry works feverishly to solve problems, it continuously
creates new problems for the slower moving legal world.
Lawyers, judges, and legislators must first confront the particular-
ized jargon of the high-tech world. This new computer vocabulary is
particularly difficult as it involves commonly used words that take on
different meanings when used in the context of computers. Terms as
"drive," "disk," "memory," and even "mouse" have new meanings in
the lexicon of computers. Further, the high-tech world uses acronyms so
divorced from their sources as to have made the original terms obsolete.
For example, the term "ROM" evolved from "Read-Only-Memory," but
to the layman, and perhaps even to some in high-tech fields, the source of
the acronym may have been lost. Legal practitioners encountering a
computer law project for the first time are confronted with the daunting
task of learning an entirely new language before they can begin to ad-
dress the legal questions.
Computer vocabulary is a problem not only for attorneys, but also
for the legislators, who must intelligently evaluate and modify existing
legislation, most of which was drafted long before the computer age.
Judges, legislators, and lawyers, often with a liberal arts background, find
themselves trying to manipulate traditional legal doctrines to cover new
high-tech concepts. For example, in Advent Systems Ltd. v. Unisys
Corp., 58 the federal court confronted the question of whether the term
"goods," as found in Pennsylvania's version of the Uniform Commercial
Code (U.C.C.), should apply to computer software. The court stated
that "[t]he importance of software to the commercial world and the ad-
vantages to be gained by the uniformity inherent in the U.C.C. are strong
policy arguments favoring inclusion."59
However, courts are not always able to resolve new problems with
existing law. In many instances the legislature, in order to protect evolv-
ing technology and to promote fairness, has been prompted to act. An
early example of congressional action with important ramifications for
the computer world was the enactment of the Copyright Act of 1909. o
58. 925 F.2d 670 (3d Cir. 1991).
59. Id. at 676.
60. Currently codified as amended at 17 U.S.C. §§ 101-914 (1988).
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In part, the Act of 1909 was responding to the decision in White-Smith
Music Publishing Co. v. Apollo Co.,61 a case involving, not computers or
software, but the perforated rolls used in player pianos. In White-Smith
the "unauthorized manufacture and sale of piano rolls was held not to be
an infringement since the music produced by the piano rolls could not be
visually perceived or read and the rolls were therefore not considered
copies within the statute's meaning."62 The 1909 Act extended copyright
protection, specifically, to piano rolls, although the rolls themselves were
still considered a component of the machine.63 Later, the Sound Record-
ing Act of 1971 (the Recording Act)" extended this protection to record-
ings themselves. The operation of piano rolls in player pianos is
analogous to that of computer software in computers. On their own,
without piano rolls and software, both player pianos and computers are
useless. Because of this similarity in operation, early efforts to protect
software by copyright relied on the reasoning behind the Recording Act,
namely, that although the "text" is not legible when copied, or "visually
perceived," it still merits protection as a creative product.
In 1974, Congress addressed the problems caused by rapidly devel-
oping technology when it created the National Commission on New
Technological Uses of Copyrighted Works (CONTU).65 The Commis-
sion's task was to study "computers and copyright as well as photocopy-
ing" and to draft a report to Congress containing specific
recommendations.66 This relatively early recognition of the problems
created by advances in technology has heavily influenced the field of in-
tellectual property as it applies to computer software.
The Commission issued its report on July 31, 1978, and in 1980
Congress adopted its recommendations almost word-for-word. The
changes, which approved earlier judicial decisions based on the Record-
ing Act, came in two parts. First, the Commission recommended adding
a definition of "computer program" to section 101 of the Copyright Act
of 1976.68 Second, a new section was added to the Copyright Act, plac-
ing limits on the extent of copyright protection extended to computer
61. 209 U.S. 1 (1908).
62. LEONARD D. DuBOFF, THE DESKBOOK OF ART LAW 745-46 (1977).
63. Copyright Act of 1909, 17 U.S.C. § le (repealed 1976).
64. 17 U.S.C. § 107 (1988).
65. Act of Dec. 31, 1974, Pub. L. No. 93-573, § 201, 88 Stat. 1873.
66. ALAN LATMAN ET AL., COPYRIGHT FOR THE NINETIES 160 (3d ed. 1989).
67. Id. at 169-70.
68. CONTU REPORT, supra note 27, at 12. "A 'computer program' is a set of statements
or instructions to be used directly or indirectly in a computer in order to bring about a certain
result." 17 U.S.C. § 101 (1988).
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programs.6 9 The Commission, however, stated that "[c]opyright... pro-
tects the program so long as it remains fixed in a tangible medium of
expression but does not protect the electro-mechanical functioning of a
machine."7
Congress again responded to advances in technology in 1984 when it
passed the Semiconductor Chip Protection Act (Chip Act) designed to
protect computer chip manufacturers from the theft of their chip pat-
terns.71 Manufacturing computer chips requires the creation of a "mask
work" which is a type of template for the chip. The mask work is a set of
patterns which is etched or embedded into sheets of glass. These etched
patterns are used to deposit layers of different material on the semicon-
ductor wafer to create an integrated circuit chip. Unfortunately, those
who purchase the chips can reverse engineer a chip and create an identi-
cal set of mask work. Once the mask work is recreated, it simply takes a
manufacturing process to make functional copies of the chip.72
Patent applications are processed too slowly to offer adequate pro-
tection for mask works, and as the mask works are "functional," copy-
right law does not appear to protect them either.73 It was this gap in
protection that Congress sought to fill with the Chip Act. For protection
to be available under the Chip Act, the mask work must be fixed in a
chip and be unique. Subsequent case law has determined that "[iut is
enough for recovery under the Chip Act if a finding is made that [the
infringing party] misappropriated a material portion of the mask
work."74 Thus, in the requirements set forth in the Act and in judicial
interpretation, the Chip Act is similar to copyright protection for artistic
works.
State legislatures were also spurred to draft legislation to protect
technical innovations and products. However, their efforts are somewhat
limited by the involvement of the federal government in the field and the
69. LATMAN, supra note 66, at 170. The text of the section, codified at 17 U.S.C. § 117 is
as follows:
Notwithstanding the provisions of sections 106 through 116 and 118, this title does
not afford to the owner of copyright in a work any greater or lesser rights with re-
spect to the use of the work in conjunction with automatic systems capable of stor-
ing, processing, retrieving, or transferring information, or in conjunction with any
similar device, machine, or process, than those afforded to works under the law,
whether title 17 or the common law or statutes of a State, in effect on December 31,
1977, as held applicable and construed by a court in an action brought under this
title.
70. CONTU REPORT, supra note 27, at 20.
71. 17 U.S.C. §§ 901-914 (1988).
72. LEONARD D. DuBOFF, HIGH TECH LAW (IN PLAIN ENGLISH) 123 (1991).
73. Id. at 189.
74. Brooktree Corp. v. Advanced Micro Devices, Inc., 757 F. Supp. 1088, 1095 (S.D. Cal.
1990).
1992]
resulting scope of preemption. In Vault Corp. v. Quaid Software Ltd., "
the federal court ruled that the Louisiana Software License Enforcement
Act, "which permits a software producer to prohibit the adaptation of its
licensed computer program by decompilation or disassembly, conflicts
with the rights of computer program owners under section 117 and
clearly 'touches upon an area' of federal copyright law." '76 The court,
therefore, held the Louisiana Act preempted. 77
The Quaid decision also touched on shrink-wrap licenses, which the
Louisiana Act specifically sought to make enforceable. 78 A shrink-wrap
license is written on computer software packaging and purports to re-
strict the software purchaser's rights. The license forbids the purchaser
from selling or transferring the program, and allows only individual use.
The purchaser accepts the terms of the licensing agreement by opening
the package or breaking the seal of the shrink-wrap. This type of "adhe-
sion contract" has been widely used by software publishers, and the re-
jection of the state statute by the Quaid court may drastically affect its
use by the software industry.79
Standard licensing agreements remain very important to the com-
puter industry. A license allows the licensee to use another's existing
technology rather than spend money on research and development to
develop his own.80 The licensor benefits by being able to avoid the diffi-
culty of marketing its own innovations, allowing it to focus on research
alone. Protection of the licensor's retained proprietary rights is afforded
by using confidentiality or non-disclosure agreements.8 '
The nature of licensing agreements in the high-tech world has been
contested in court by some of the major companies in the computer in-
dustry. In Xerox Corp. v. Apple Computer, Inc., 82 Xerox claimed that
Apple had infringed its copyrights for on-screen icons."' The court
found that the licensing agreement between the two companies allowed
Apple to have access to the new technology, and that since Apple had a
valid copyright for its subsequent developments, the court was without
the power to invalidate those copyrights.8 4 Subsequently, in Apple Com-
75. 847 F.2d 255 (5th Cir. 1988).
76. Id. at 270.
77. Id.
78. Id. at 268.
79. DUBOFF, supra note 72, at 236-37.
80. Id. at 216.
81. Id. at 221.
82. 734 F. Supp. 1542 (N.D. Cal. 1990).
83. Id. Icons are visual displays of software functions or stored documents which appear
on the computer screen and which the user can access by use of a mouse.
84. Id. at 1152.
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puter, Inc. v. Microsoft Corp., " Apple sought protection of the very tech-
nology it had worked on with Xerox. The court again ruled in favor of
Apple, strictly interpreting the licensing agreement with Microsoft as
granting Microsoft "the right to continue to market its application pro-
grams written for the Macintosh and to use the visual displays generated
by those application programs," but not including the Macintosh tech-
nology that allowed those visual displays (icons) to be manipulated.86
Computer companies' relationships also introduce legal problems
into the high-tech world, such as cooperative efforts by separate entities
on a project or hiring of independent contractors for different phases of a
project. The legal questions such arrangements raise involve, among
other things, the ownership of the rights to the components of such a
collaborative project. The question of copyright ownership becomes an
issue when a computer program is developed jointly or when an individ-
ual is "hired" by a firm to produce a particular piece of software.
The U.S. Supreme Court tackled this question in a landmark (non-
technology) case, Community for Creative Non-Violence v. Reid.87
CCNV argued that the sculpture created by Reid was a "work for hire,"
thereby vesting the copyright in CCNV, the employer."' The Court fo-
cused on section 101 of the Copyright Act,8 9 the definitional section, and
stated that it must first determine whether a work is created by an em-
ployee or an independent contractor.9 ° This evaluation must be made
using the common law principles of agency law.91 If copyrightable work
is created by an employee within the scope of employment, then section
201(b) vests the copyright in the employer.92 Since the artist, Reid, was
held to be an independent contractor, the copyright in the work would
85. 759 F. Supp. 1444 (N.D. Cal. 1991).
86. Id. at 1451.
87. 490 U.S. 730 (1989).
88. Id. at 738-39.
89. 17 U.S.C. § 101 (1988). In pertinent part, the statute reads:
A "work made for hire" is
(1) a work prepared by an employee within the scope of his or her employment;
or
(2) a work specially ordered or commissioned for use as a contribution to a collective
work, as a part of a motion picture or other audiovisual work, as a translation, as
a supplementary work, as a compilation, as an instructional text, as a test, as
answer material for a test, or as an atlas, if the parties expressly agree in a written
instrument signed by them that the work shall be considered a work made for
hire.
Id.
90. Reid, 490 U.S. at 738.
91. Id. at 739-40.
92. 17 U.S.C. § 201(b) (1988). The statute reads:
Works Made for Hire-In the case of a work made for hire, the employer or other
person for whom the work was prepared is considered the author for purposes of this
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belong to him under these sections of the statute unless the work was
"specially ordered or commissioned"93 within the enumerated catego-
ries9 4 and there was a writing stating that the work was a "work for
hire."" The Court found that the sculpture was not within the enumer-
ated categories set forth in section 101(2) of the Act and that there was
no writing96 between the parties covering this situation. However, the
case was remanded to determine whether CCNV and Reid had agreed
that their individual contributions to the sculpture merged into a "joint
work" within the meaning of section 101.97 Although Reid involved the
question of copyright ownership in a sculpture, it clearly applies to all
copyrightable work, including computer software."a
Another form of intellectual property used to protect new technol-
ogy and products is trade secret law. Simply put, a trade secret is an
operation, product, or process that is unique to a company. This process,
product, or operation is unique in that it is not common knowledge or
used by other companies. 99 A computer firm relying on trade secret law
may potentially protect its secret indefinitely, but it runs the risk of losing
protection through inadvertence, reverse engineering, or other legal tac-
tics of competitors. Thus, the trade secret route is a high risk gamble not
vested with the security, albeit limited in time, of patent protection.
In Jostens, Inc. v. National Computer Systems, Inc., 100 an employee
of Jostens, upon leaving the company for employment with National,
title, and, unless the parties have expressly agreed otherwise in a written instrument
signed by them, owns all of the rights comprised in the copyright.
Id.
93. Id. at § 101(2).
94. Id.
95. Id.
96. Lower court cases have held that non-exclusive licenses need not be in writing and
may even be implied from conduct. See, Effects Assocs. v. Cohen, 908 F.2d 555, 556 (9th Cir
1990), cert denied, Il1 S. Ct. 1003 (1991); MacLean Assocs. v. Mercer-Meidinger-Hansen, 952
F.2d 769, 778 (3d Cir. 1991).
97. Reid, 490 U.S. at 753. On remand, and after extensive negotiations between the par-
ties, a "Consent Judgment" was entered whereby Reid obtained the exclusive copyright for
three-dimensional reproductions, CCNV received exclusive ownership of the original sculpture
and both parties had joint ownership of the copyright for two-dimensional reproductions. As a
result of the agreement, Reid was in the position of having the three-dimensional rights but no
access to the original sculpture since CCNV refused to allow him access to the work to prepare
a mold. Federal District Judge Thomas Penfield Jackson resolved the situation by imposing an
"easement of necessity" on the sculpture in CCNV's possession, whereby Reid was granted the
opportunity to create a mold and promptly return the work to CCNV. Community for Crea-
tive Non-Violence, et. al. v. James Earl Reid, Civil Action No. 86-1507 (TPJ) October 16,
1991.
98. Note the amicus curiae briefs of Computer and Business Equipment Manufacturers
Association et al., and Intellectual Property Owners, Inc., listed in Reid, 490 U.S. at 732.
99. DuBOFF, supra note 72, at 115.
100. 318 N.W.2d 691 (Minn. 1982).
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took with him a computer program he had created that simplified the
manufacture of rings. Jostens was left without a legal remedy when the
court held that it had not established a valid trade secret in the program,
as the technology involved "was both generally known and readily ascer-
tainable."1 °1 The court, however, did state that "unique principles, engi-
neering, logic and coherence in computer software may be accorded
trade secret status." ' 2 The court further noted that "generally known
computer elements may gain trade secret protection from the nature of
their combination."10 3 Thus a trade secret, although not established in
Jostens, is a viable, although risky, method of protection.
Patent law may be applied to most aspects of computer technology.
Advances in computer hardware are most easily dealt with under the
patent law.1°4 Section 101 of the patent law states that "[w]hoever in-
vents or discovers any new and useful process, machine manufacture, or
composition of matter, or any new and useful improvement thereof, may
obtain a patent therefor."' °5 Thus, if a new hardware development meets
the requirements of "utility,"" ° "novelty, ' 17 and "non-obviousness,"' ' 0 8
then a patent should issue for that product's protection.1° 9
More difficult is patent law's treatment of computer software, as it
involves the elusive standards for patenting a useful "process." Patent
protection may be available in the "process" class for "in some circum-
stances, the operation of computer programs."1 "In its most basic
form, computer software is a set of commands or instructions that appear
to be analogous to a mathematical algorithm. Because of this resem-
blance, the patentability of computer software rests upon the uses of the
software rather than the software itself."' 11  In Diamond v. Diehr,11 2 a
process relying in part on a computer assisted program using a mathe-
101. Id. at 699.
102. Id. at 698 (citing Corn-Share, Inc. v. Computer Complex, Inc., 338 F. Supp. 1229,
1234 (E.D. Mich. 1971)).
103. Jostens, 318 N.W.2d at 699 (citing Cybertek Computer Products, Inc. v. Whitfield,
203 U.S.P.Q. (BNA) 1020 (1977)).
104. This is not to say there have not been battles. The celebrated fallout between
Atanasoff and Mauchly over who was more responsible for the creation of ENIAC was played
out in the courts using patent rights. This battle is perhaps best summarized in Sperry Rand
Corp. v. Control Data Corp., 319 F. Supp. 629 (D. Md. 1970).
105. 35 U.S.C. § 101 (1988).
106. Id.
107. Id. at § 101-102.
108. Id. at § 103.
109. Id. at 99 101-103.
110. DuBOFF, supra note 72, at 129.
111. Id. at 141.
112. 450 U.S. 175 (1981).
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matical equation was held patentable. The Court explained that the pat-
ent applications did
not seek to patent a mathematical formula. Instead, they [sought] pat-
ent protection for a process .... Their process admittedly employs a
well-known mathematical equation, but they [did] not seek to pre-
empt the use of the equation. Rather, they [sought] only to foreclose
from others the use of that equation in conjunction with all of the
other steps in their claimed process.113
The Court continued, stating "that a claim drawn to subject matter
otherwise statutory does not become non-statutory simply because it uses
a mathematical formula, computer program, or digital computer."' 4
Another type of patent available to the computer industry is the de-
sign patent, which addresses the appearance of a product. "Design pat-
ents have been granted on traditional articles of manufacture such as
ornamental computer designs, for example, the Macintosh computer
manufactured by Apple Computer Corporation."115 Recently, design
patents have been extended to such things as "the on-screen icons used in
menu-driven computer programs."' 16
The application of trademark law to the computer industry has been
smoother than either patent or copyright law. Trademarks as well as
servicemarks are afforded protection under the Lanham Act,' 17 both
before and after federal registration. Under the statute, protection is af-
forded any name, symbol, logo, or combination thereof, when used in
connection with any product or service.' Trademarks identify the
source or manufacturer of products, such as Apple computers. Ser-
vicemarks identify the source of services such as Computerland retail
stores. Today, under the federal statute, the registration process can be
started even before a mark is used in commerce. 1 9
In addition to federal trademark and servicemark protection, every
state has enacted a form of trademark law. 120 Unfortunately, state laws
are limited geographically. Remedies available for infringement under
them may be different from those afforded by the federal statute and in
some cases federal remedies are even better.12 1 In addition, it has been
113. Id. at 187.
114. Id.
115. DUBOFF, supra note 72, at 144.
116. Id.
117. 15 U.S.C. §§ 1051-1127 (1988).
118. Id. at § 1091(c) (1988).
119. Id. at § 1051 (1988).
120. See UNITED STATES TRADEMARK ASSOCIATION, STATE TRADEMARK AND UNFAIR
COMPETITION LAW (1989).
121. See, e.g., CAL. Bus. & PROF. CODE § 14340 (West 1987).
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held that conflicts between federally protected marks and those protected
under state law will be resolved in favor of the federal mark.122
As noted above, copyright law, like patent law, has undergone great
changes adjusting to the effects of advances in computer technology. The
question of whether software is protectable by copyright was clarified by
Congress when it enacted the 1980 Amendment.123 Whether databases
will enjoy similar protection is unclear. The uncertainty exists because of
the need for a measure of creativity in a work before it may enjoy copy-
right protection and because databases generally involve little creativity.
Still, "[t]he retrieval and reduplication of any substantial portion of a
data base, whether or not the individual data are in the public domain,
would likely constitute a duplication of the copyrighted element of a data
base and would be an infringement." 1 24
Nevertheless, a distinction must be drawn between the facts in the
database and the presentation of those facts, for "[e]ven where a party
does exercise some skill in arranging the data, the compilation may be
protected, but the underlying facts are not. Merely arranging material in
an obvious way through 'the sweat of one's brow' will not entitle the
material or its arrangement to copyright protection." 125
The "sweat of the brow" doctrine was eliminated, and the whole
question of the copyrightability of databases was taken up in Feist Publi-
cations, Inc. v. Rural Telephone Service Co., Inc. 126 The Court stated
that the "case concerns the interaction of two well-established proposi-
tions. The first is that facts are not copyrightable, the other, that compi-
lations of facts generally are." 12' Thus, the fundamental question
becomes: when does a set of facts become a compilation? The Court
resolved this dilemma by stating that "[a] factual compilation is eligible
for copyright if it features an original selection or arrangement of facts,
but the copyright is limited to the particular selection or arrange-
ment."' 128 The Court found that merely alphabetizing a list of names did
not satisfy the modicum of originality required. 129
While Feist narrowed the copyright protection available to
databases, Whelan Associates, Inc. v. Jaslow Dental Laboratory Inc. 130
moved in the other direction with respect to software. The Whelan court
122. Spartan Food Systems, Inc. v. HFS Corp., 813 F.2d 1279, 1284 (4th Cir. 1987).
123. See supra note 67 and accompanying text.
124. CONTU REPORT, supra note 27, at 42.
125. DuBOFF, supra note 72, at 13.
126. 111 S. Ct. 1282 (1991).
127. Id. at 1287.
128. Id. at 1290.
129. Id. at 1296-97.
130. 797 F.2d 1222 (3d Cir. 1986).
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held that "copyright protection of computer programs may extend be-
yond the program's literal code to their structure, sequence, and organi-
zation."'' In reaching this decision the court stated that "computer
programs are classified as literary works for the purposes of copy-
right,"' 32 which gives the legal community the more familiar copyright
laws to apply to computer software. Similarly, copyright protection has
been extended to firmware, as the courts have treated this latest program-
ming technology as simpler computer programs. 133 Thus in the area of
copyright, as in all the law, there is much movement and change in the
treatment afforded computer innovations.
IV
Conclusion
The material in this issue is representative of the work of exper-
ienced practitioners and legal scholars who have done extensive research
and in-depth analysis of their respective areas of computer law. These
pieces will respond more specifically to some of the interesting and diffi-
cult challenges of the computer industry. While the evolutionary process
will continue, the material in these pages serve as valuable guides for
those interested in tracing the evolution of computer law.
Richard Abramson's useful piece on litigation will help practitioners
prepare their cases. Alan Geraldi's article on the equitable defense of
misuse is a valuable contribution to the literature available to intellectual
property lawyers. The relatively recent availability of software patents
and their desirability is detailed by Willis Higgins and Richard Stallman.
Their dialogue should assist readers in determining the pros and cons of
this form of intellectual property protection. Protectability of the func-
tional aspects of computer software has been unclear. In Lotus Develop-
ment Corp. v. Paperback Software International34 the court addresses
this question and this landmark decision is analyzed by Dag Johansen in
his informative article.
This issue marks the second issue published by the Hastings Com-
munications & Entertainment Law Journal devoted to computer law. It
is likely that the rapid growth of the field will necessitate many more.
131. Id. at 1248.
132. Id. at 1234.
133. NEC Corp. v. Intel Corp., 10 U.S.P.Q.2d (BNA) 1177, 1178-79 (N.D. Cal. 1989); see
also Apple Computer, Inc. v. Franklin Computer Corp., 714 F.2d 1240 (3d Cir. 1983).
134. 740 F. Supp 37 (D. Mass. 1990).
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