Abstract. A new approximation for designing continuous
Introduction
The high-performance lowpass filter should exhibit high selectivity, low passband insertion loss, and small group delay variations in the passband. As these requirements are contradictory, a lowpass filter is often optimized for one of these parameters by using some of the well-known approximation methods: Chebyshev, Butterworth or Bessel among others. Chebyshev filter [1] exhibits higher selectivity than Butterworth filter but also has ripples and significant variations of group delay in the passband. On the contrary, Bessel filter exhibits maximally flat group delay but very low selectivity A particular class of the all-pole filters includes filters derived from the product of two orthogonal polynomial components such as products of Legendre polynomials [2] , product of Chebyshev polynomials [3] , transitional ButterworthChebyshev [4] , [5] , product of Chebyshev of the first kind and Chebyshev of the second kind [6] , Butterworth-Legendre [7] , etc. Filter synthesis using product of orthogonal Gegenbauer (ultraspherical) [8] polynomials is proposed in this paper.
The idea to use prototypes derived in this way comes from the consideration that they exhibit continuous behavior between Chebyshev and Butterworth prototypes, via the abovementioned prototypes derived from products of orthogonal polynomials.
The discrete-time filter design is based on expressing the squared magnitude function |H (e −jΩ )| 2 as a rational function of tan(Ω/2) or sin(Ω/2), where Ω is digital angular frequency in radians-per-sample1. Filters designed using this approach are popularly known as the tangent type and the sine type of filters or simpler tan and sine filters [9] . A new family of continuous-time and discrete-time filters, termed as product of Gegenbauer polynomials, has been proposed, and their performances analyzed.
Approximation
In general, the squared magnitude response of the lowpass prototype filter transfer function is represented as:
where x is a real frequency variable, φ n (x) is the approximating or characteristic function of the lowpass filter which at the passband edge holds φ n (1) = 1 and ε is a design parameter related to the maximal passband attenuation a max (in dB) as ε = √ 10 0.1a max − 1. Using (1), we introduce a new filters approximation with the characteristic function composed as the product of two Gegenbauer polynomials:
where C ν k (x) is a Gegenbauer polynomial [10] of order ν > −0.5 and degree k, n is the filter's degree, k is the interpolator factor, and: n (x), for k = n filter presents C ν 1 n (x), and for 0 ≤ k ≤ n the filter presents mixture of C
The desired transfer function can be generated from (1) by analytic continuation to the complex domain and selecting poles so that transfer function is stable.
Five degrees of freedom are available for the filter design by using the product of Gegenbauer polynomials: the filter degree n, the interpolator factor k, design parameter ε, and orders of Gegenbauer polynomials, ν 1 and ν 2 .
Continuous-Time Filters
The continuous-time transfer functions H n (s) are determined from H 2 n (x) by replacing frequency variable x with x = −js. At real frequencies is s = jω. The squared magnitude function (1) is transformed into:
The poles of (4) are zeros of the following equation:
The continuous-time transfer functions H n (s) have to be stable with all their poles lying in the left half of the s-plane. Symbolic toolbox package from Matlab can be used to find all zeros of the polynomial (5).
The transfer function of the proposed filter has one of the following forms:
where s i are poles of the transfer function H n (s) and h 0 = a n+1 H 2 n (0) is constant which ensures that magnitude response H n (ω) is bounded above by unity. If n is odd at the zero-frequency the characteristic function is also equal to zero, that is H n (0) = 1 which gives h 0 = a n+1 .
For filters considered here, the comparison of slope steepness at the cutoff frequency (cutoff slope) can be determined by calculating slope of the magnitude function taken with negative sign at the passband edge, defined by S ct = −|d|H n (jω)/dω|| ω=1 . Denoting the cutoff slope of the magnitude frequency response (1) at ω = 1 by S ct , we have:
where ε = 1 and The cutoff slope obtained by putting (8) into (7) is given by:
In Fig. 1 , the three-dimensional plot of the cutoff slope of the eight-degree filter obtained using the product of two Gegenbauer polynomials with k = 3 is given.
As an illustration, the frequency responses of continuous-time lowpass filters designed by proposed method are plotted in Fig. 2 for n = 8, k = 2, ν 1 = 3 and various values of ν 2 . In all cases the 3 dB (ε = 1) cutoff frequency is Ω c = 1.
Finally, in order to facilitate the practical application of these filter functions, the denominator coefficients of the continuous-time transfer functions (ε = 1, k = 2, ν 1 = 3 and ν 2 = 0.5) derived from (5) and (6) for n = 4 to 10 are presented in Tab. 1. In all cases the frequency is normalized so that ω 3dB = 1. Pascal matrix is a numerical algorithm by means of which it is possible to transform the coefficients of continuous-time filters (given in Tab. 1) to the coefficients of discrete-time filters [11] . Synthesis of the discrete-time filters directly in the z-domain is given in the following section. (ω)C 0.5 n−2 (ω).
Discrete-Time Filters
Discrete-time filters are specified by its squared magnitude function using procedure akin to continuous-time one. Accordingly, the corresponding discrete-time filter's magnitude function can be obtained from the magnitude response (1) by replacing x with sin (Ω/2) / sin (Ω c /2) for the sine filter and with tan(Ω/2)/ tan(Ω c /2) for the tan filter [7] , [12] , where Ω is discrete-time frequency, and Ω c discrete-time cutoff frequency. In the first case the so-called discrete-time sine filter or all-pole filter is obtained, whereas the second case gives the discrete-time tan filter or pole-zero filter [7] , [12] .
Sine Filters
The discrete-time sine transfer functions H n (z) are obtained from squared magnitude function (1) by replacing frequency variable x with x = −j(z − 1)/(2 β √ z), where z = e jΩ at the real frequencies. Thus, for the sine filters we have:
The poles of (10) are zeros of the following equation:
where β = sin(Ω c /2). Therefore, by finding all zeros of (11) and selecting poles inside the unit circle in the z-plane, H (z) is obtained. Poles that lie outside the unit circle corresponds to H (1/z). This method leads to the design of all-pole (polynomial) discrete-time filter :
where
. This system has n-th order zero at z = 0. Notice that any sine transfer function H n (z) of degree n can be implemented with only n + 1 multipliers and n adders with two inputs and one output. As an illustration, the frequency responses of the sine lowpass filters designed using this method are plotted in Fig. 3 for n = 8, k = 2, ν 1 = 3 and various values of ν 2 . In all cases the 3 dB cutoff frequency is Ω c = 0.3π. Corresponding coefficients of the eight degree transfer function, whose frequency responses are displayed in Fig. 3 , are given in Tab. 2.
Cutoff slope of the proposed sine filters is given by:
where S ct is given by (9) . The cutoff slope of the sine filter is steeper than that of the corresponding continuous-time filter, in the range 0 < Ω c < 0.2952π, but less than in the range 0.2952π < Ω c < π. 
Tan Filters
The discrete-time tan transfer functions are obtained from the squared magnitude function (1) by replacing frequency variable x with x = −j(z − 1)/(α(z + 1)), where z = e jΩ at the real frequencies. Thus, for the tan filters we use transformation:
known as the bilinear transformation. The poles of (14) are the zeros of the following equation:
where α = tan(Ω c /2). Therefore, by finding zeros of (15) and by selecting the ones that lie inside the unit circle, H (z) can be obtained. This method leads to the design of the pole-zero discrete-time filter which has a zero of order n at z = −1 :
This transfer function requires 2n +1 multipliers and n three-input and one output adders (carry-save 3-to-2 adder followed by a standard full-adder) for implementation.
As an illustration, the frequency responses of the tan lowpass filters, designed using this method, are plotted in Fig. 4 for n = 8, k = 2, ν 1 = 3 and various values of ν 2 . In all cases the 3 dB cutoff frequency is Ω c = 0.3π. Corresponding coefficients of the eight-degree transfer function whose frequency responses are displayed in Fig. 4 are given in Tab. 3.
At the cutoff frequency Ω = Ω c , the discrete-time tan filters magnitude response slope can be calculated as:
Since 0 < Ω c < π, that is sin(Ω c ) ≤ 1 it can be concluded that the tan filter has steeper or equal cutoff slope than the corresponding continuous-time counterpart.
Results of Approximation
In applications where high ripple values in the passband are not tolerable, one could use filter derived from the product of Gegenbauer polynomials of degrees k = 2 and n − 2 with orders ν 1 = 0.5 and ν 2 = 0.1 respectively. If n = 7 proposed filter has a small hump of about 0.0576 dB in the passband magnitude response, better group delay characteristic compared to Chebyshev filter and a higher cutoff slope than the Butterworth filter.
When Ω c 1, from (13) and (17) for the sine and tan filter are similar as shown in Fig. 5 , where 3 dB cutoff frequency is Ω c = 0.15π.
The sine filter compared to the tan one (i.e. standard approximation) proves to be more economical if narrow-band lowpass filter is to be designed, due to a lower hardware requirements for implementation: n multipliers less needed, and n three-input one-output adders replaced with standard n-bit carry propagate adder.
Comparison with Other Systems
The frequency response of the proposed tan filter (with k = 2 and n = 8) is compared with those of various 8th-degree filters derived from the product of orthogonal polynomials: Chebyshev, Legendre and transitional ButterworthChebyshev (TBC) as shown in Fig. 6 . The attenuation at the passband edge frequency, Ω c = 0.3π, equals to 3 dB (ε = 1) for all approximations. The tradeoff between the maximum pass-band ripple and the group delay deviation can be noticed.
The passband magnitude frequency responses of filters derived from product of Legendre, Gegenbauer and Butterworth-Chebyshev polynomials exhibit the attenuation whose maxima is increasing function of frequency, while filter derived from product of Chebyshev polynomials exhibit the attenuation whose maxima is decreasing function of the frequency. Note that if the attenuation maxima are a decreased function of frequency in the passband, the sensitivity is also decreased. The minimum amount of maximum passband ripple corresponds to a filter derived from the product of Legendre polynomials. However, cutoff slope of TBC filter (132.87) is greater than cutoff slope of proposed (116.37), Chebyshev (118.16) and Legendre (83.91) filters.
The group delay characteristics of these filters are also shown in Fig. 6 . The group delay of the proposed filter is similar to a group delay of filter derived from the product of Chebyshev polynomials. Increasement of ν 2 leads to a reduction of group delay peak value.
Conclusion
A new type of continuous-and discrete-time filters using products of two Gegenbauer polynomials are investigated in this paper. A number of known filter approximations can be also obtained by the specifications of the order and degree of the Gegenbauer polynomials.
The fact that the proposed filter has two degrees of freedom, i.e. order of Gegenbauer polynomials can be adjusted (keeping the same filter degree) to meet specific requirements, proves proposed filter to be a suitable alternative to many classical choices. These free parameters allow one to obtain continuous smoothing of the magnitude frequency response in the passband compared to Chebyshev and higher cutoff rate compared to Butterworth filter.
The passband and stopband performances of the discrete-time sine and tan filters have been studied. It is shown that the tan filter is superior in comparison to both continuous-time and discrete-time sine filter. The cutoff slope depends on the cutoff frequency and increases in the case of the tan filter, decreases in the case of the sine filter, as the cutoff frequency approaches half the sampling frequency. However, for narrow-band lowpass filter the sine filter solution is better solution because its implementation requires less hardware.
