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ОПТИМІЗАЦІЯ МЕРЕЖ IP/MPLS НА ОСНОВІ ІМІТАЦІЙНОГО 
МОДЕЛЮВАННЯ 
 
Розроблена імітаційна модель магістральної мережі  ІР/MPLS телекомунікаційної компанії МТС 
із застосуванням оптимізації у середовищі Network Simulator та проведено порівняння характе-
ристик продуктивності мережі з традиційним розподілом навантаження в ІР/MPLS мережах.  
 
Simulation model of IP/MPLS backbone networks for telecommunication company MTS using optimi-
zation in Network Simulator environment is developed and capability comparison of network with tradi-
tional traffic distribution in IP/MPLS is performed. 
 
Разработана имитационная модель магистральной сети ІР/MPLS телекоммуникационной компа-
нии МТС с использованием оптимизации в среде Network Simulator и проведено сравнение ха-
рактеристик производительности сети с традиционным распределением нагрузки в ІР/MPLS се-
тях. 
 
Постановка проблеми. Популярність технології IP/MPLS як однієї з 
основних технологій транспортного рівня NGN швидко зростає. Але 
IP/MPLS наслідує проблеми пакетної мережі IP. По-перше, це забезпечення  
поліпшення якості обслуговування переданого трафіку, тобто зниження за-
тримок, зменшення втрат та збільшення інтенсивності потоків трафіку. По-
друге, завантаження всіх ресурсів мережі повинно бути максимально можли-
вим для підвищення обсягів переданого трафіку.  
До недавнього часу задача оптимального використання ресурсів мережі 
вирішувалася найчастіше за допомогою перерозподілу ресурсів окремого ма-
ршрутизатора між різними потоками, що протікають через нього. У той же 
час такий потужній засіб, як вибір шляхів проходження трафіку через мере-
жу, традиційно застосовувалося в IP-мережах в дуже обмежених масштабах. 
Від шляхів прямування трафіку (при його фіксованій інтенсивності) залежить 
завантаження маршрутизаторів і каналів, а значить, і ефективність викорис-
тання мережі. 
В сучасних протоколах задача маршрутизації розглядається як вибір 
найкоротшого шляху до адресата на підставі одного з простих параметрів, 
наприклад, часу доставки (затримка). Питання оптимізації продуктивності не 
є для них основним, у результаті маршрутізація найкоротшим шляхом часто 
створює незбалансований розподіл трафіку і, як наслідок, неефективне вико-
ристання ресурсів мережі. Обраний шлях може бути більш раціональним, 
якщо в розрахунок приймається номінальна пропускна спроможність каналів 
зв'язку чи затримки, що вносяться ними, або менш раціональним, якщо вра-
ховується тільки кількість проміжних маршрутизаторів між вихідною та кін-
цевою мережами, але в будь-якому випадку вибирається єдиний маршрут на-
віть при наявності декількох альтернативних (рис. 1). 
 
 
Рисунок 1 – Неефективність завантаження ресурсів мережі шляхами, що ви-
значаються протоколами маршрутизації 
 
Для вирішення завдань мінімізації перевантажень у процесі керування 
трафіком найбільш перспективними є методи Traffic Engineering (ТЕ). 
Під терміном Traffic Engineering розуміють методи і механізми досяг-
нення збалансованості завантаження всіх ресурсів мережі за рахунок раціо-
нального вибору шляху проходження трафіку через мережу. Механізм керу-
вання трафіком надає можливість встановлювати явний шлях, за яким будуть 
передаватися потоки даних.  
Незважаючи на актуальність проблеми, до теперішнього часу немає чіт-
ко визначеного математичного апарату [7], який би здійснював оптимізацію 
мереж за допомогою TE. Тому для цього доцільне використання імітаційного 
моделювання, адже воно має такі переваги як легкість та наочність, а також 
можливість налаштування необхідної швидкості перебігу процесів у мережі. 
 
Аналіз літератури. У літературі, присвяченій IP/MPLS [1, 2, 5], дедалі 
більше уваги приділяється питанням керування трафіком. Але найбільш пер-
спективні методи – методи Traffic Engineering розглянуті досить поверхово, а 
офіційні документи по цій темі поки мають рекомендаційний характер [6, 7]. 
У статті [3] розглянуто проблеми керування трафіком у ІР мережах і засоби 
технології MPLS, які їх вирішують. Існуючі публікації, присвячені оптиміза-
ції мереж IP/MPLS [4, 8] мають складну практичну реалізацію і здебільшого 
призначені для мереж на етапі проектування. У роботах [9, 10] представлені 
варіанти оптимізації мережі із застосуванням імітаційного моделювання. Ре-
зультати роботи [12] доводять, що використання імітаційної моделі існуючої 
мережі дозволяє ефективно керувати трафіком і підвищувати продуктивність 
мережі. 
 
Метою статті є розробка імітаційної моделі мереж ІР/MPLS, що вико-
нує оптимізацію за критерієм максимальної продуктивності на основі мето-
дів Traffic Engineering. 
 
Імітаційна модель розроблена у середовищі Network Simulator (NS) 
[11]. Топологія ядра мережі відповідає топології магістральної мережі 
IP/MPLS оператора МТС, яка складається з 7 вузлів – великих міст України 
(рис. 2).  
 
 
Рисунок 2 – Топологія мережі MPLS, що моделюється 
 
Для передачі по мережі задано 5 потоків трафіку з постійною бітової 
швидкістю і фіксованою довжиною пакетів з напрямками: 0→16, 1→15, 
2→17, 3→18, 19→15. У процесі моделювання були задані пропускні спро-
можності каналів зв'язку 2-3 Мбіт/с. 
Після того, як були задані вимоги для передачі трафіку, необхідно роз-
поділити потоки трафіку. Трафік був заданий спеціально з урахуванням того, 
щоб мережа не змогла обслужити його повністю за найкоротшого шляху, що 
робить ефективність перенаправлення потоків наочною. Тобто такий варіант 
цілком може трапитися під час експлуатації реальної мережі. 
Імітаційна модель відображає поведінку мережі у часі, тому для зняття 
часових характеристик продуктивності будемо у певний момент часу зміню-
вати дизайн шляхів з комутацією по мітках (LSP) для можливості порівняння 
результатів роботи мережі у різних ситуаціях. Розглянемо ці ситуації. 
 
1. Використання стандартної маршрутизації для знаходження LSP  
При моделюванні мережі MPLS система NS автоматично виконала зна-
ходження маршрутів для передачі заданого трафіку між абонентами, виходя-
чи зі стандартних протоколів маршрутизації, які взаємодіють з MPLS. Згідно 
з ним для трафіку між граничними маршрутизаторами по мітках (LSR):  
– LSR12 і LSR13 був встановлений LSP, що проходить через LSR4, 
LSR5, LSR6, LSR7;  
– LSR11 і LSR14 був встановлений LSP, що проходить через LSR5, 
LSR6, LSR8;  
– LSR11 і LSR13 був встановлений LSP, що проходить через вузли 
LSR5, LSR6, LSR7 (рис. 3).  
Як бачимо, LSR5 не справляється з навантаженням, є втрати пакетів і 
зниження швидкості передачі. 
 
 
Рисунок 3 – Традиційна IР маршрутизація 
 
 
Рисунок 4 – Розподіл потоків з урахуванням оптимізації 
 
2. Розподіл LSP з урахуванням оптимізації 
Для розвантаження мінімального розрізу необхідно перенаправляти весь 
потік або частину потоку на альтернативний маршрут, якщо такий існує. Та-
ким чином замість використання тільки одного LSP з традиційним алгорит-
мом маршрутизації ми встановлюємо два LSP для кожного потоку і отриму-
ємо наступний дизайн LSP (рис. 4).  
Результатами моделювання є оцінка продуктивності MPLS в таких ви-
падках:  
1) при використанні тільки одного LSP для потоку між LSR12 і LSR13 і 
одного LSP між LSR11 і LSR14. Це відповідає часовому інтервалу 0-
3,5 с (рис. 5), після чого дизайн LSP змінюється;  
2) при передачі пакетів по двом LSP для потоку між LSR12 і LSR13 і 
по двом LSP між LSR11 і LSR14 (рис. 5).  
Оцінювалася динаміка зміни продуктивності магістралі. Ця процедура 
описує створення графіку, який ілюструє поведінку мережі у часі, а саме – 
програмує зняття через проміжки часу миттєвих значень швидкості надхо-
дження даних у визначених вузлах, що визначається у Мбіт/с. Отриманий 
графік представлений на рис. 5. 
Майже спочатку надходження трафіку у мережу спостерігається зни-
ження продуктивності через втрату пакетів у чергах.  
 
 
Рисунок 5 – Динаміка зміни продуктивності мережі від часу 
 
До 3,5 с, коли маршрути в мережі визначаються автоматично, спостері-
гається різке падіння обслуговування трафіка між вузлами 0 та 16, що добре 
видно на рис. 3. Тільки виконавши перерозподіл обох потоків, ми бачимо, що 
продуктивність мережі в цілому зросла і зникли перевантаження на усіх ма-
ршрутизаторах. 
Оскільки інтенсивність отриманого трафіку коливається, сумарна про-
дуктивність змінюється в границях від 2,5 до 2,9 Мбіт/c для першого сцена-
рію і досягає 4 Мбіт/с для останнього сценарію. Тобто перерозподіл потоків 
істотно впливає на продуктивність мережі. 
Висновки. Результати імітаційного моделювання продемонстрували не-
раціональність традиційної ІР маршрутизації і переваги використання опти-
мізації на основі методів Traffic Engineering. Дана модель використовує дані 
про топологію і поведінку трафіку, тому легко може застосовуватися при 
проектуванні та експлуатації магістральних мереж. Подальше вдосконалення 
розробки може поглибити подібність моделі до реальних характеристик ме-
реж. 
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