Abstract. In this paper we study, for n ≥ 1, the projection operators over R n , that is the multi-valued functions that associate to x ∈ R n and A ⊆ R n closed, the points of A which are closest to x. We also deal with approximate projections, where we content ourselves with points of A which are almost the closest to x. We use the tools of Weihrauch reducibility to classify these operators depending on the representation of A and the dimension n. It turns out that, depending on the representation of the closed sets and the dimension of the space, the projection and approximate projection operators characterize some of the most fundamental computational classes in the Weihrauch lattice.
Introduction
Projecting a point over a non-empty subset of the Euclidean space is an operation deeply grounded in our geometrical intuition of the spatial continuum and has many important applications in higher mathematics. More precisely, given x ∈ R n and A ⊆ R n we seek y ∈ A such that d(x, y) = d(x, A) (when A is closed, such a y does exist, although it might not be unique). In this paper we show that the intuitive, even empirical, naturalness of this problem leads to multi-valued function realizing some well-known levels of incomputability.
We work in the Weihrauch lattice, which has become a widespread tool to classify the level of incomputability of mathematical problems from several branches of Date: May 31, 2018. Marcone's research partially supported by PRIN 2012 Grant "Logica, Modelli e Insiemi" and by the departmental PRID funding "HiWei -The higher levels of the Weihrauch hierarchy". classical mathematics since [GM09] . Intuitively, given two (multi-valued) functions f and g on represented spaces, f is Weihrauch reducible to g if f can be computed by g, with computable translations from dom(f ) to dom(g), and, viceversa, from range(g) to range(f ), allowed. (More details are in §2.2 below.)
Recall that in this approach mathematical objects are encoded by sequences of infinite lengths whose information is based on the topological properties of the underlying spaces. For example, x ∈ R n (for a fixed n ≥ 1) is naturally represented by an effective Cauchy sequence in Q n converging to x. But if we want to project x onto a subset of R n we of course also need a suitable encoding for the set. We focus our investigation on closed sets (although we will also mention the special case of compact sets) and their standard topologies. The so-called negative representation for closed sets is based on the lower Fell topology A − (R n ) and consists in enumerating an open cover of the complement. In contrast, their positive representation is based on the upper Fell topology A + (R n ) and consists, for nonempty closed sets, in enumerating dense sequences of points in them. Finally, the total representation, corresponding to the Fell topology, is obtained by combining both kinds of information ([Sch03] ). More details about these representations will be given in §2.1 below. We thus obtain different projection operators, depending on the representation chosen for the closed set.
In the literature ( [BD10, Neu15] ) it has been proved that the projection operators, for some metric spaces and closed sets with optimal conditions (such as convexity, boundedness of A, uniqueness of the solution) are computable. But what does it happen when such optimal conditions fail? It is not surprising that the problem is then no longer computably solvable for any of the above mentioned representations on closed sets, so the goal becomes the classification, depending on the type of information involved, of the corresponding degrees of incomputability in the Weihrauch lattice.
In many concrete applications one may be content already with approximations of arbitrarily accurate precision. In other words, we investigate the computational complexity of operators selecting points y ∈ A such that d(x, y) ≤ (1 + ε)d(x, A) for some fixed ε > 0. Intuitively, we expect that the loss of accuracy results in a simpler computational complexity. We indeed prove that these operators are simpler than their exact counterparts, but still not computable for negative and positive representations of closed sets. In contrast, the approximate projection operators with total information are computable. Table 1 summarizes our main results. Quite surprisingly, it turns out that in most cases the projection operators are Weihrauch complete with respect to some fundamental computational class which is represented in the last column by its emblematic representative, already studied in the literature, and defined in §2.3 below. In other words, the notion of projection allows us, by varying the kind of projection, the representation of the closed sets, and the dimension of the space, to characterize some of the most fundamental degrees in the Weihrauch lattice. Exceptions are the exact projection with negative information and, in dimension 1, the exact projection with positive information, for which we cannot pinpoint the precise Weihrauch degree.
To see that the approximate projections are of practical importance we suggest a concrete application, which is actually the original motivation for our research. Whitney Extension Theorem was originally proved in [Whi34] and, roughly speaking, generalizes the well-known Urysohn-Tietze Extension Lemma to the case of differentiable functions. An expository paper on modern developments concerning Whitney Extension Theorem and its generalizations is [Fef09] . By using approximate projections in place of the exact ones originally used in the proof of Whitney Approx.
negative n ≥ 1 ≡ W C R 5.4 positive n ≥ 1 ≡ W Sort 5.8 total n ≥ 1 computable 5.9 Table 1 . Summary of main results: the first column indicates the kind of projection, the second column the representation of the closed sets, the third one the dimension of the Euclidean space R n , the fourth one our results, and the last one the references to the results in this paper where the results are proved.
Extension Theorem as exposed in the classical textbook [Ste70] 1 , we sketch the computability of this theorem. Full details of this result are postponed to a forthcoming paper.
We now explain the organization of the paper. In Section 2 we give a brief introduction to computable analysis, introduce the representations we will be using throughout the paper, and recall Weihrauch reducibility and some milestones in the Weihrauch lattice. Section 3 provides a new characterization of the Weihrauch degree of the function Sort, introduced by Neumann and Pauly ([NP18] ). Sections 4 and 5 are the core of the paper and are devoted respectively to the exact and approximated projection operators: after defining them we prove the results summarized in Table 1 . In Section 6 we briefly sketch the application of approximate projections to Whitney Extension Theorem.
Computable analysis: notation and terminology
This Section recalls basic definitions and terminology of computable analysis and of Weihrauch reducibilities (see [BGP] for a self-contained introduction to the subject). The reader familiar with the topics can safely skip it and refer back from the following sections as needed.
We work in the framework is the so called Type-2 Theory of Effectivity (TTE), which finds a systematic foundation in [Wei00] and provides a realistic and flexible model of computation. The salient features of TTE Turing machines are that they work on infinite sequences of bits and that no correction is allowed on the output. A partial function F :⊆ N N → N N is computable if it is in computed by some TTE Turing machine. An immediate consequence of the restraint concerning the output is that all computable functions are continuous.
2.1. Representations. To extend the notion of computability to functions between spaces different from N N we need the notion of representation. Recall that a representation σ X of a set X is a surjective function σ X :⊆ N N → X, and in this case we say that the pair (X, σ X ) is a represented space. If x ∈ X a σ X -name for x is any p ∈ N N such that σ X (p) = x. By routine syntactic pairing techniques it is 1 Stein himself suggests on p.172 the possibility of using approximate projections, although our use probably is not the one he was foreseeing.
straightforward to obtain representations for finite and countably infinite product of represented spaces. Given represented spaces (X, σ X ) and (Y, σ Y ) and a partial multi-valued function f :⊆ X ⇒ Y , we say that
We can now say that a function between represented spaces is computable if it has a computable realizer.
For representations σ X and σ ′ X of the same set X, we say that σ X is computably reducible to σ
The general notion of representation is too broad for practical purposes. Concretely, representations are associated to the final topologies they induce on the represented space, and only admissible representations for T 0 -spaces are considered. Such representations are those that make the use of realizers meaningful: if X and Y are admissibly represented, a single valued f :⊆ X → Y is continuous if and only if it admits a continuous realizer F :⊆ N N → N N with respect to the Baire topology (see [Wei00] and [Pau16] for introductions to the theory of admissible representations).
An important example is the Cauchy representation which is admissible with respect to the topology of a separable (computable) metric space.
Definition 2.1 (Computable metric spaces). A computable metric space is a triple (X, d, α), where d is a metric on X, α : N → X is a dense sequence in X, and d • (α × α) is a computable double sequence in R. We then represent X by the Cauchy representation δ X :⊆ N N → X, defined by
When δ X (p) = x we say that (α(p(i))) i is an effective Cauchy sequence, and that it converges effectively to x.
Notice that with this representation, the metric d : X × X → R is computable. A particularly important example is provided by the Euclidean spaces R n , which are computable metric spaces when we fix a function α : N → Q n enumerating in an effective way Q n . Here d : R n × R n → R is the usual Euclidean metric. By using the same effective numbering α : N → Q, there are other ways to represent real numbers, by changing the underlying topology over R. The representation ρ > is given by ρ > (p) := x iff n ∈ range(p) ⇐⇒ α(p(n)) < x, and analogously ρ > is given by ρ > (p) := x iff n ∈ range(p) ⇐⇒ α(p(n)) > x. These two representations are admissible with respect to the topologies R < and R > whose open sets are of the form ]x, ∞[ and ] − ∞, x[ respectively (see [Wei00] for more details).
Given a computable metric space (X, δ X ) we can effectively enumerate the open balls with center in range(α) and rational radius in an obvious way using a computable pairing function: to k = n, m ∈ N we associate the open ball B k := B(α(n), q m ), where (q m ) m is a standard enumeration of the nonnegative rational numbers (notice that B(α(n), q m ) = ∅ when q m = 0). We call these sets open basic balls. We denote the closed ball { x ∈ X : d(α(n), x) ≤ q m } by B(α(n), q m ) or B k (notice that in general this is not the same as the closure B(α(n), q m ) = B k of B k , although in R n they coincide).
Definition 2.2 (Closed set representations). Let (X, δ X ) be a computable metric space. By A − (X) we denote the hyperspace of closed subsets of X equipped with the negative information representation ψ
By A + (X) we denote the hyperspace of closed subsets of X equipped with the positive information representation ψ
Finally, by A(X) we denote the hyperspace of closed subsets of X equipped with the total information representation ψ X = ψ
It is clear from Definitions 2.1 and 2.2 that we can view A as an element of A − (X) if and only if we can semi-decide whether x / ∈ A for every x ∈ X. This means that to show that (a name for) some A ∈ A − (X) can be computed from some input z it suffices to give a definition of A by a Π 0 1 formula with parameter z. It is well known that the operations ∩, ∪ :
Remark 2.3. By [BP03, Theorems 3.7 and 3.8], in every complete computable metric space (X, δ X ), the positive information representation for nonempty closed sets is equivalent to the representation which assigns to a name p :
See also [Wei00, Lemma 5.1.10] for the case X = R n . As for the negative information, in the Euclidean space this is equivalent to the representation encoding a closed A ⊆ R n by enumerating all k such that A∩B k = ∅ ([Wei00, Lemma 5.1.10]).
We are also interested in representing the space of the compact subsets of a fixed computable metric space.
Definition 2.4 (Compact set representations). Let (X, δ X ) be a computable metric space. By K − (X) we denote the hyperspace of compact subsets of X equipped with the negative information representation κ
Analogously, one defines the hyperspace K + (X) of compact subsets of X equipped with the positive information representation κ + X , and the hyperspace K(X) of compact subsets of X equipped with the total information representation κ X , by replacing ψ Abstracting from the purely syntactic elements, representations often denote objects by enumerating sequences of objects. Therefore one is often allowed to skip the annoying linguistic aspects by describing the represented element directly through the corresponding sequence of objects. For instance, we see a point x in a metric space directly as x = lim i→∞ x[i], where, for all i, x[i] = α(p(i)) ∈ X with respect to some given Cauchy-name p of x. Analogously, we can describe a closed set A ∈ A − (X) directly as A := X \ i∈N B i , by meaning that B i (which really should be B ki ) is the i-th rational open ball enumerated by some ψ − X -name of A.
Weihrauch reducibility.
The original definition of Weihrauch reducibility between functions over represented spaces is due to Weihrauch in an unpublished report from 1992, and in the next decade the notion was explored in several thesis by some of Weihrauch's students. The authors [GM09] extended Weihrauch reducibility to multi-valued functions. Let f :⊆ X ⇒ Y and g :⊆ Z ⇒ W be partial multi-valued functions between represented spaces. We say that f is Weihrauch reducible to g, and write f ≤ W g, if there are computable
The intuition behind the definition is that f ≤ W g means that the problem of computing f can be computably and uniformly solved by using in each instance a single computation of g: K modifies (each name for) the input of f to feed it to g, while H, using also the original input, transforms (any name for) the output of g into (a name for) the correct output of f . Another characterization of Weihrauch reducibility is provided by the fact that f ≤ W g if and only if there is a Turing machine that computes f using g as an oracle exactly once during its infinite computation [TW11] .
A direct consequence of the definition of Weihrauch reducibility is the following Invariance Principle: f ≤ W g implies that for any given σ X -name p of some x ∈ dom(f ) there is some y ∈ f (x) with a σ Y -name q such that q ≤ T p ⊕ GK(p) (here ≤ T denotes the usual Turing reducibility). In other words, GK(p) provides an upper bound for the computational complexity of (some element in) f (x).
The relation ≤ W is reflexive and transitive and induces an equivalence relation denoted by ≡ W . The partial order on the sets of ≡ W -equivalence classes (called Weihrauch degrees) is a distributive bounded lattice [BG11b, Pau10b] with several natural and useful algebraic operations [BGM12] . As usual, we use f < W g to denote f ≤ W g and g ≤ W f , and f | W g to denote f ≤ W g and g ≤ W f .
The Weihrauch lattice can be used as a tool for comparing multi-valued functions arising from theorems from different areas of mathematics, once the theorems are translated into mathematical problems on represented spaces. This line of research has blossomed in the last few years [GM09, BG11a, BG11b, BdBP12, Pau10b, Pau10a, BGM12, BGH15b, BGH15a, DDH + 16, BGHP17, ADSS17] and this paper contributes to it by classifying the projection operators.
In some cases, one can prove the reducibility of f to g by using a computable K that does not access to the original input, that is, we have KGH ⊢ f whenever G ⊢ g. In this case we say that f is strongly Weihrauch reducible to g and write f ≤ sW g. We then use ≡ sW for the induced equivalence relation.
We notice that f ≤ sW g =⇒ f ≤ W g always hold, whereas f ≤ W g =⇒ f ≤ sW g holds when g is a cylinder, that is g ≡ sW g × id, where id is the identity function on the Baire space.
2.3. Some milestones in the Weihrauch lattice. Multi-valued functions f :⊆ X ⇒ Y can be seen as problems: given x ∈ dom(f ), find a y ∈ f (x). The algebraic structure of the Weihrauch lattice can provide a useful tool to determine the computational complexity of fundamental mathematical problems which are not computable, at least in the standard TTE-model. A typical example is to find the derivative f ′ of a differentiable real function. Other paradigmatic problems are those provided by fundamental theorems of classical mathematics. The idea here is to see a statement of the form (∀x ∈ X)(ϕ(x) → (∃y ∈ Y ) ψ(x, y)) as defining the multi-valued function f :⊆ X ⇒ Y with domain { x ∈ X : ϕ(x) } and f (x) = { y ∈ Y : ψ(x, y) }. It turns out that the Weihrauch degree of many mathematical problems can be evaluated with the help of few operators. Relevant for our work are the following:
, the computational version of the lesser limited principle of omniscience of constructive mathematics defined by i ∈ LLPO(p 0 , p 1 ) iff p i = 0 N , where for at most one j ∈ {0, 1} and one n ∈ N it holds p j (n) = 0;
, the Weak König's Lemma operator, mapping each infinite binary tree to its infinite paths; here a tree T ⊆ 2 <N is represented by its characteristic function t ∈ 2 N , that is, t(n) = 1 iff w n ∈ T for a recursive enumeration w 0 , w 1 , w 2 , . . . of all finite binary words; • C X :⊆ A − (X) ⇒ X, A → A, the closed choice operators, selecting members from any given non-empty closed set (encoded by negative information) in a computable metric space X;
members from any given non-empty compact set (encoded by negative information) in a computable metric space X;
N ⇒ X, the Bolzano-Weierstraß Theorem operators, that maps every sequence with compact range in a computable metric space X to its accumulation points.
For instance, the problem of finding the derivative f ′ of f is Weihrauch equivalent to lim. As for C X , K X , and BWT X , we obtain very important cases when we set X = N or X = R. For example, the (contrapositive of) the Baire Category Theorem is Weihrauch equivalent to C N . See [BGP] for a general overview of this program of classification of mathematical problems and for further references.
It is well known that LLPO ≡ sW C 2 (where 2 = {0, 1}) and WKL ≡ sW K R .
A multi-valued function f is called non deterministically computable if f ≤ W WKL, computable with finitely many mind changes if f ≤ W C N , and limit computable if f ≤ lim. This terminology arises from the non standard models of computation that make such f computable. For instance, f is computable with finitely many mind changes if it can be computed by a non standard TTE-machine that is allowed to revise the output with the restraint that only finitely many corrections can occur. See [BGP] for more details and further references.
Some degrees can be seen as the parallelization or composition of other degrees.
The composition of multi-valued functions is defined so that the range of the first function not necessarily has to be included in the domain of the second function. Intuitively, some computational transformation is allowed so that the two spaces can match. It is easier (but not necessary) to define such compositional product as an operation on degrees:
(here the leftmost occurrences of f and g must be understood as denoting the corresponding degrees, and the maximum as a degree defined by the partial order induced on the Weihrauch degrees by ≤ W ). It holds then BWT R ≡ W BWT 2 N ≡ W WKL * lim and C R ≡ W WKL * C N ≡ W C N * WKL. These equivalences justify the following terminology: f ≤ W BWT R is said to be non deterministically limit computable and f ≤ W C R is said to be non deterministically computable with finitely many mind changes.
Notice that lim is a cylinder, hence f ≤ sW lim ⇐⇒ f ≤ W lim, and the same holds for WKL and BWT R . Our results support the importance of this function, so that one might see it as a candidate for a new possible milestone in the Weihrauch lattice. To this end we first show that Sort is strongly Weihrauch equivalent to another natural function 2 . Consider the space ω + 1 :
This space is seen as a subspace of the represented space R, hence its members are represented as real numbers via Cauchy sequences of elements of the dense set of rationals in ω + 1, i.e., ω + 1 itself.
It is easy to see that this Cauchy representation δ ω+1 is computably equivalent to the representation ρ ω+1 with dom(
To see that ρ ω+1 ≤ c δ ω+1 , take any ρ ω+1 -name p of x ∈ ω + 1 and consider the Cauchy sequence (x n ) n such that x i := 2 −i if p(j) = 0 for all j ≤ i, and
and p(i) = 1 otherwise. Intuitively, according to the representation ρ ω+1 a name of x ∈ ω + 1 is a (computable!) oracle that for every i ∈ N replies "yes" or "no" to the question "is x = −2 −i ?"; if the answer is always "no" then x = 0. It is often more convenient to represent ω + 1 by ρ ω+1 . However, when representing the space of closed subsets of ω + 1 we will view ω + 1 as a computable metric space and use the standard enumeration of the basic open balls B(a, q), for a ∈ ω + 1 and q a nonnegative rational number, to obtain the representation ψ − ω+1 of A − (ω + 1).
As a subset of R, ω + 1 is also well-ordered by the usual order <. The single valued function min
N we construct a set A ∈ A − (ω + 1) that will provide us with the necessary information to compute Sort(p). More precisely, we define A := (ω + 1) \ s∈N B s , where B s := { −2 −m : m < n } if p(0), . . . , p(s) contains exactly n occurrences of 0. Let now r be a ρ ω+1 -name of min(A). By construction, r(n) = 0 if 0 occurs exactly n times in p. We obtain then q := Sort(p) as follows. We inspect r and as long as r(n) = 0, we let q(n) = 0, so that q = 0 N if r(n) = 0 for all n ∈ N. As soon as we find an n such that r(n) = 0, then we let q(m) = 1 for every m ≥ n, so that in the end q = 0 n 1 N . To prove min − ω+1 ≤ sW Sort argue as follows. Let A := (ω + 1) \ n∈N B n ∈ A − (ω + 1) be given as input to min − ω+1 . Our strategy consists simply in choosing at any stage s the smallest element of ω + 1 not contained in B 0 , . . . , B s and we want to write an input r ∈ N N for Sort that reflects our choice. At stage 0 let then x 0 be the least element of ω + 1 not contained in B 0 . If this is 0, then we write r(0) = 0. Otherwise, let it be −2 −n0 for some n 0 . Then we put 0 n0 1 as initial segment of the input r of Sort. At stage k + 1 we consider the sets B 0 , . . . , B k+1 . Let x k+1 be the least element not contained in i≤k+1 B i , and let w be the initial segment of r obtained at stage k. If x k+1 = 0, then we let r(|w|) := 0. Otherwise, if x k−1 = −2 −n k+1 for some n k+1 we extend w so to obtain a finite prefix ww ′ 1 with ww ′ containing exactly n k+1 occurrences of 0 (possibly |w ′ | = 0). In the end, by construction, r contains exactly n occurrences of 0 if min(A) = −2 −n for some n ∈ N, and r contains infinitely many 0 if min(A) = 0. We now inspect Sort(r) to compute a ρ ω+1 -name q of min(A). Recall that Sort(r) = 0 N if r contains infinitely many occurrences of 0, that is, min(A) = 0, otherwise Sort(r) = 0 n 1 N if r contains exactly n occurrences of 0, that is, min(A) = −2 −n . Therefore, to obtain a correct ρ ω+1 -name q, we let q(n) := Sort(r)(n) as long as Sort(r)(n) = 0. If suddenly Sort(r)(n) = 1, then we let q(n) := 1 and q(m) = 0 for all m > n. In this way we obtain exactly the ρ ω+1 -name of min(A).
Using Proposition 3.1, we now study the degree of Sort in more detail. The following result is given already in Proposition 24 of [NP18] but we give here a more direct proof of the same result in terms of computability with finitely many mind changes using min
Proof. By Proposition 3.1 we can substitute Sort with min
To prove that min
is not computable with finitely many mind changes.
Let p indeed be a ψ −i }, the temporary choice of any element of the form −2 −k will sooner or later force us to select a larger candidate. In this case we obtain the name of the correct output 0 only after infinitely many mind changes.
We should therefore choose 0 as the eventual output at some stage s, when only a finite initial segment of p has been read. However, this output is incorrect if the sequence encoded by p never mentions a specific element {−2 −m }, which is possible on the basis of the finite initial segment of p read by the computation at sage s.
The next result is also given in Proposition 24 of [NP18] :
Proof. It is easy to see that Sort ≤ sW lim. To prove that the opposite reduction does not hold, apply the Invariance Principle: Sort has only computable outputs, whereas lim maps some computable input to an incomputable output.
For the following results, we need the Bolzano Weierstraß operators BWT n , with n := {0, . . . , n − 1} for n ≥ 1, and the operators UBWT X :⊆ X N → X, which are the restrictions of the operators BWT X to the sequences with compact range for which the accumulation point is unique.
Proposition 3.4. For every n ≥ 1, min We now show that Sort is not non deterministically computable with finitely many mind changes. To this aim, we recall the notion of a total fractal: Definition 3.5 (Total fractals). A multi valued f :⊆ X ⇒ Y , for X and Y represented spaces, is a total fractal if there exists some total G :
Proof. We first show the weaker result that Sort ≤ W WKL. 
Exact projections operators
We start with the formal definition of the exact projection operators.
Definition 4.1. Given a metric space X, a point x ∈ X and a nonempty set A ⊆ X we say that y ∈ A is a projection point of
In other words, the projection points of x onto A are the points of A with minimal distance from x.
Notice that if x ∈ A then x itself is the unique projection point of x onto A. Obviously, projection points of x onto A exist if and only if the infimum in the definition of d(x, A) is actually a minimum. We will be mostly interested in the case where X = R n is an Euclidean space and A is closed; in this situation projection points of any x ∈ R n onto A do exist. If X is a computable metric space, projections points give rise to several multivalued functions, depending on the representation of A ⊆ X, which we will always assume to be at least closed.
Definition 4.2. Given a computable metric space X the (exact) negative, positive and total closed projection operators on X are the partial multi-valued functions Proj − X , Proj + X and Proj X which associate to every x ∈ X (with Cauchy representation) and every closed A = ∅ (with negative, positive and total representation, respectively) the set of the projection points of x onto A.
Thus Proj
The (exact) negative, positive and total projections operators for compact sets are defined by replacing A − (X), A + (X), and A(X) with K − (X), K + (X), and K(X) respectively. These are denoted Proj K − X , Proj K + X , and Proj K X . The first obvious observation is that the negative projection operators compute the corresponding choice operators. In some important cases, the inverse reduction holds as well. In the next result, a computable metric space X is computably compact when it is computable as a member of K − (X) (or, equivalently, of K(X)).
Proof. The inverse reductions of Fact 4.4 can be obtained by fixing a finite cover of X by basic balls and use it to show that id :
Proof. The inverse reductions of Fact 4.4 can be obtained as follows.
We first deal with the positive representation. According to Remark 2.3, let A := { a n : n ∈ N } ∈ A + (R n ) and x ∈ X. By [Wei00, Lemma 5.1.7] we can compute d(x, A) as an element of R > , hence we can determine a (natural) M > d(x, A). Given x we can also determine an upper bound N ∈ N for d(0, x). Let K := A ∩ B(0, M + N ). Using Remark 2.5, and since clearly K ⊆ B(0, M + N ), it suffices to compute a dense sequence in K. This is not difficult, starting from the positive information for A: we list all points in { a n : n ∈ N } with distance from 0 strictly less than M + N . Notice that all projection points of x onto A belong to K. Obviously, these points also are projections points of x onto K, so that an application of Proj K + R n to this new set releases a correct result. We now deal with the total representation. Let then A ∈ A(R n ) be given. We want to compute, as a suitable input for Proj K R n , some compact L with total information such that the projections points of x onto L should be also projection points of x onto A. However, we cannot set L := K (with K the same of the previous case). This is because the possible elements in A ∩ ∂B(0, M + N ) that are not accumulation points of the dense set enumerated in K do not belong to K, but they are inevitably preserved by the negative information on A and on R n \B(0, M +N ). Thus, the two descriptions needed to provide the total information of K can fail to be coherent. To obtain consistent information for both types of information, we add to K the whole set ∂B(0, M + N ). Therefore we define L to be
The left hand term of the equation guarantees that a ψ + R n -name of L can be effectively obtained, while the right hand side guarantees the same with respect to a ψ − R n -name. Finally, use Remark 2.5 and the fact that L ⊆ B(0, M + N ) to obtain a κ R n -name of L as a member of K(R n ).
We now consider the negative representation with the goal of showing that Proj
We make use of the homeomorphism f between R n and the open ball B(0, π 2 ) defined by
We claim that f is computable. The critical points are the vectors t close to 0, but we can handle them as follows: until the test arctan(d(t, 0)) > 0 fails and the parallel test arctan(d(t, 0)) < 2 −i succeeds, we let f (t)[i] = 0. Notice in fact, that for all t ∈ R n (including 0), d(f (t), 0) = arctan(d(t, 0)). Analogously, one can prove that f −1 is also computable. Now suppose we are given (x, A) ∈ dom(Proj − R n ). We compute a compact set H ∈ K − (R n ) as follows. The main idea is to use f to rescale A within the compact B(0, π 2 ). However, the function f produces unavoidable metric distortions, as fimages get closer to each other the more the original points are far from the origin. Hence, projections points of f (x) onto f (A) do not necessarily correspond to fimages of the projection points of x onto A. To solve this problem, we first translate the space so that x becomes the origin: in this way, the order relationships between distances from x are preserved by f . To take into account that possible "infinity points" of A get mapped to points on ∂B(0, π 2 ) we add the whole ∂B(0, π 2 ) to our compact set. Therefore we set
The second line provides a Π 0 1 definition of H with A as a parameter, and hence (a name for) H ∈ A − (R n ) is computed from (a name for) A ∈ A − (R n ). Since H ⊆ B(0, 
Thus the members of Proj K − R n (0, H) are exactly those of the form f (t − x) for some t ∈ Proj − R n (x, A). Therefore from y ∈ Proj K − R n (0, H) we can compute f −1 (y) + x ∈ Proj − R n (x, A). Notice that we are using x (which is part of the original input) in this final computation, so that we do not prove Proj
Since we are interested mainly in projections in Euclidean spaces, Theorem 4.6 allows us to concentrate on operators for closed sets.
The proof of the next theorem shows that we can obtain upper bounds for all three exact projection operators by using essentially the same argument.
Theorem 4.7.
(1) For n ≥ 1, Proj − R n and Proj + R n are non deterministically limit computable, that is Proj
(2) For n ≥ 1, Proj R n is non deterministically computable, that is Proj R n ≤ sW WKL.
Proof. We first show (2). Given x ∈ R n and A ∈ A(R n ) we can compute d(x, A) ∈ R by [Wei00, Lemma 5.1.7]. We use this distance to compute first C := ∂B(x, d(x, A)) as an element in A − (R n ), and then A ∩ C ∈ A − (R n ). This set obviously consists precisely of all projection points of x onto A.
We use then an upper bound N of d(x, 0) and an upper bound M of d(x, A) to translate A∩C into an element of K − (R n ): it holds in fact A∩C ⊆ C ⊆ B(0, N +M ). Finally, to determine a projection point of x onto A, it suffices to select a point from this compact set. This is the only non computable step in the construction, but it is non deterministically computable by [BG11a, Theorem 2.10]. This shows Proj R n ≤ W WKL, and Proj R n ≤ sW WKL follows because WKL is a cylinder.
When A is not provided with total information, we can initially use lim to obtain the total information about A. For the input A ∈ A + (X), this follows by [BG09, Proposition 4.2]. For the input A ∈ A − (X) this follows by [BG09, Proposition 4.5] (since R n is effectively locally compact). The remainder of the process remains unaltered. Therefore, the negative and the positive projection operators can be simulated by composing a limit computable procedure with a non deterministically computable one, i.e., they are non deterministically limit computable.
By [BGM12, Corollary 11.19] this means that Proj Proposition 4.9. BWT 2 ≤ sW Proj − R n for n ≥ 1. Proof. We will prove it for n = 1. For n > 1 the result will follow by transitivity as Proj
Given (a n ) n ∈ 2 N and for i ∈ {0, 1} we compute the sequences (x 
Notice that −1, 1 ∈ A = ∅. Let a ∈ Proj − R (0, A). If a < 0, then (a n ) n contains infinitely many 1's, i.e., 1 is an accumulation point of (a n ) n . Analogously, if a > 0, then (a n ) n contains infinitely many 0's, i.e., 0 is an accumulation point of (a n ) n .
Notice that in the previous proof the projection picks a side such that on the other one there is an accumulation point. This choose and discard strategy works precisely because there are only two options, and hence the proof does not generalize to spaces with more than two elements.
Proposition 4.10. lim ≤ sW Proj − R n for n ≥ 1. Proof. We show again the result only for n = 1.
We find convenient in the proof to replace lim by the Monotone Convergence Theorem operator MCT :⊆ R N → R, (a n ) n → sup{a n : n ∈ N}, where (a n ) n is non decreasing and bounded: it is well known that this operator is strongly Weihrauch equivalent to lim (see [BGM12, Fact 11.26] ). Given (a n ) n ∈ dom(MCT), we use the fact that the map a ∈ R → [a, ∞[∈ A − (R) is computable to compute A := [sup { a n : n ∈ N } , ∞[= n∈N [a n , ∞[∈ A − (R). We now have Proj − R (a 0 , A) = sup { a n : n ∈ N } = MCT((a n ) n ). Let (a n ) n ∈ dom(BWT R ) be given as input. We want to find a cluster point of this sequence. We consider the points (in polar coordinates) b n = (1+2 −n , arctan(a n )). Let now A := { b n : n ∈ N } ∈ A + (R 2 ). Notice that (1, ± π 2 ) / ∈ A because (a n ) n is bounded, while (1, α) ∈ Proj + R 2 (0, A) if and only if tan(α) is a cluster point of (a n ) n . Thus if (r, α) ∈ Proj + R 2 (0, A) then r = 1 and tan(α) ∈ BWT R ((a n ) n ). Corollary 4.13. Proj + R n ≡ sW BWT R for n ≥ 2. Proof. By Theorem 4.7.(1) and Proposition 4.12.
For n = 1 it is possible to prove that the exact positive projection operator is harder than lim.
Proposition 4.14.
Proof. Let (a n ) n ∈ 2 N be given as input. We compute the sequence (y n ) n , where y n := −1 − 2 −n when a n = 0, and y n := 1 + 2 −n when a n = 1. Now let A := {y n : n ∈ N} ∈ A + (R). If −1 ∈ Proj + R (0, A) then (a n ) n contains infinitely many 0, while if 1 ∈ Proj + R (0, A) then (a n ) n contains infinitely many 1. Thus, an application of Proj + R to (0, A) computes a cluster point of (a n ) n . Proposition 4.15. lim ≤ sW Proj + R . Proof. As in the proof of Theorem 4.10 we can consider MCT in place of lim. First, observe that the supremum of a non decreasing and bounded sequence of real numbers coincides with the limit of the sequence. Given now (a n ) n non decreasing and bounded in R as input, using the fact that arctan is computable, we can compute A := { arctan(a n ) : n ∈ N } ∈ A + (R). Notice that (arctan(a n )) n is also non decreasing and bounded by π 2 . Moreover π 2 / ∈ A because (a n ) n is bounded. Hence Proj + R ( π 2 , A) = sup { arctan(a n ) : n ∈ N } = lim n→∞ arctan(a n ). By applying tan to it we obtain lim n→∞ a n = sup { a n : n ∈ N }, by (sequential) continuity of tan.
Proof. The proof is analogous to that of Corollary 4.11, using Propositions 4.14 and 4.15.
4.3. Exact total projection operators. For the case of total information we can fully characterize the Weihrauch degree of Proj R n already for n = 1. We start by determining the following upper bound:
Proof. Let the input (x, A) be given with A ∈ A(R). It holds obviously that 0 < | Proj R (x, A)| ≤ 2, and in fact Proj R (x, A) = {x − r, x + r} ∩ A for r := d(x, A). By using the total information on A we can compute the exact value of r via approximations that become at every stage more reliable. We produce then a valid input p 0 , p 1 for LLPO in the following way. At stage s, by considering the initial segment of the negative information on A that we have read so far, if both points x − r and x + r still are plausible candidates as members of A we let p 0 (s) := 0 =: p 1 (s). Otherwise, suppose that we realize that one of the two points, say x − r, is not in A. Then we put p 0 (s) := 1 = 0 =: p 1 (s). We then let p 0 (s + m) := 0 =: p 1 (s + m) for all m > 0. If instead we realize that x + r / ∈ A then we switch the roles of p 0 and p 1 .
Given now i ∈ LLPO( p, q ) we compute (again) x − r or x + r, depending on whether i = 0 or i = 1, finding an element of Proj R (A, x).
Notice that in the above proof the use of the original input after the application of LLPO is essential: Proj R ≤ sW LLPO cannot hold for mere cardinality reasons. But the opposite reduction even holds for the strong version of Weihrauch reducibility:
Proof. Let p 0 , p 1 ∈ dom(LLPO). We construct then a valid input (x, A) for Proj R according to the following idea: if a point of Proj R (0, A) is negative, then p 0 = 0 N , and if a point of Proj R (0, A) is positive, then p 1 = 0 N . If we do this then by checking the sign of an element of Proj R (0, A) we determine an element of LLPO( p 0 , p 1 ).
The construction of A proceeds as follows. We immediately remove from For n > 1 we see instead that a precise characterisation is given by WKL. Theorem 4.20. WKL ≤ sW Proj R n for n ≥ 2.
Proof. We prove the statement for n = 2 by replacing WKL through its well known strongly Weihrauch equivalent version C [0,1] . The cases n > 2 are then as usual proved by transitivity of ≤ sW .
Let then A ∈ A − ([0, 1]) be given, which means that we are provided with a sequence of rational open intervals (I n ) n such that [0, 1] \ A = n∈N I n . We now construct the new closed set K ∈ A(R 2 ) as the set of all points (with polar coordinates, as in the proof of Proposition 4.12) (r, α) satisfying the following three conditions:
(
Intuitively, we draw in R 2 part of the circular crown between the circles of radius 1 and 2 centered at the origin. We then remove around a point (1, α) a little open portion of the crown as soon as we know that α / ∈ A (see Figure 1 ). It is immediate to see that if (r, α) ∈ Proj R 2 (0, K) then r = 1 and α ∈ A. Hence it remains to prove that we can compute a name of K ∈ A(R 2 ). To see that (a name for) K as an element of A − (R 2 ) is computable from (the given name for) A, observe that all the conditions (1)-(3) are Π 0 1 in (I n ) n . To see that also (a name for) K as an element of A + (R 2 ) is computable from (the given name for) A, observe that K is the closure of the set
We claim that we can enumerate, and even decide, this subset of Q × Q effectively from (I n ) n . The conditions 1 < r ≤ 2 and 0 ≤ α ≤ 1 are immediately decidable for rational numbers. Hence, to determine whether (r, α) ∈ K it remains only to analyze the condition (3) in the definition of K. To this aim, for 1 < r ≤ 2, let then m ∈ N be minimal such that 1 + 2 −m+1 ≤ r. Then, for 1 ≤ α ≤ 2 condition (3) is equivalent to α / ∈ n<m I n . Since r and α are rational numbers, we can find effectively such m and then decide whether α ∈ n<m I n .
Therefore the set C is decidable and we can enumerate its members (as pairs of real numbers) for the positive information on K.
Corollary 4.21. Proj R n ≡ sW WKL for n ≥ 2.
Proof. By Theorem 4.7.(2) and Theorem 4.20
Approximate projections
Since, as we have seen, the (exact) projection operators are computationally quite hard, it might be reasonable to consider some approximate versions of them. In many practical circumstances, we may indeed be content of finding points that lie at a distance comparable with the smallest one.
Definition 5.1. Given a metric space X, ε > 0, a point x ∈ X and a nonempty set A ⊆ X we say that y ∈ A is a ε-projection point of x onto A if d(x, y) ≤ (1 + ε) d(x, A). In other words, the ε-projection points of x onto A are the points of A which are at minimal distance from x up to an error of ε times the distance itself.
Notice that if x ∈ A then for any ε, x is the unique ε-projection point of x onto A. In general, for any ε, ε-projection points of x onto A exist unless x ∈Ā \ A. As when dealing with exact projections, we will be interested in the case where A is closed; in this situation ε-projection points of any x ∈ X onto A do exist for any ε. If X is a computable metric space, the multi-valued functions arising from ε-projections points and depending on the representation of A ⊆ X are defined similarly to their exact counterparts.
Definition 5.2. Given a computable metric space X and ε > 0 the ε-approximate negative, positive and total closed projection operators on X are the partial multivalued functions ε-Proj − X , ε-Proj + X and ε-Proj X which associate to every x ∈ X (with Cauchy representation) and every closed A = ∅ (with negative, positive and total representation, respectively) the set of the ε-projection points of x onto A.
Thus ε-Proj
The ε-approximate negative, positive and total projections operators for compact sets are defined by replacing A − (X), A + (X), and A(X) with K − (X), K + (X), and K(X) respectively. These are denoted ε-Proj K − X , ε-Proj K + X , and ε-Proj K X . The first observations about the approximated operators partly mimic the ones we made for the exact operators.
Fact 5.3. Let X be a computable metric space and ε > 0.
(1) If 0 < ε ′ < ε then ε-P ≤ sW ε ′ -P ≤ sW P where P is any of Proj K
(1) and (2) are obvious.
(3) and (4) can be proved exactly as Facts 4.4 and 4.5 respectively: indeed those proofs consist of transformations of the input and do not use any specific feature of the functions involved.
(5) follows from the proofs of the analogous results in Theorem 4.6, since the ε-projection points of x onto the compact sets K and L constructed there are also ε-projection points of x onto the original closed set A.
Notice that in (5) above ε-Proj K − R n ≡ sW ε-Proj − R n is missing. In fact the proof of the analogous result in Theorem 4.6 cannot be translated to the approximate setting. Indeed if we repeat that construction then to obtain the ε-projection points of x onto A we need to have a ε ′ -projection point of
− 1. Hence no specific ε ′ will work for all x and A. Even viewing ε as part of the input we do not solve the problem: from the negative information on A we obtain only lower bounds for d(x, A).
5.1. Approximated negative projection operators. The following results characterizes the computational complexity of negative approximated projection operators on R n for all n ≥ 1.
Theorem 5.4. For every ε > 0 and n ≥ 1, ε-Proj
For the other direction, consider an input (x, A) ∈ dom(ε-Proj − R n ). Since we can compute d(x, A) ∈ R < , we denote by r ′ s ∈ Q the strict lower bound for d(x, A) computed at stage s, so that lim s→∞ r ′ s = d(x, A). We set r s = max{r ′ s , 0}. We now define the negative closed set
To see that we can compute a ψ − R n -name of B observe that B is defined by a Π 0 1 -formula with A as a parameter.
Intuitively, B is constituted by "copies" of different subsets of A ⊆ R n translated onto different levels of the space R n+1 , so that (i) each copy lies at distance 1 from the adjacent copies, (ii) on the s-th level we remove the points of A that are "too far" from x according to the approximation of (1 + ε) d(x, A) that we know at that stage. Notice that the s-th level of B is nonempty if and only if r s ≥ d(x,A) 1+ε , and this happens for some s (for all s when d(x, A) = 0) because sup { r s : Theorem 5.6. For every ε > 0 and n ≥ 1, ε-Proj
Proof. By Proposition 3.1 it suffices to show that min − ω+1 ≤ sW ε-Proj + R n and by Fact 5.3.1 we can assume that ε is computable. Given (x, {x n } n ) ∈ dom(ε-Proj
This is a Π 0 1 -condition, hence A is computable from (x, {x n } n ) as a nonempty member of A − (ω + 1).
Let now z := min − ω+1 (A) and notice that: (1) if z = −2 −i then by the definition of A we have
and inductively we can prove that for every k there exists n such that d(x, x n ) < d(x,x0) (1+ε) k which implies x ∈ {x n } n ; hence ε-Proj
We need to show that from z and the original input (x, {x n } n ) we can compute an effective Cauchy sequence (y[s]) s converging to a point y ∈ ε-Proj + R n (x, {x n } n ). To compute y[s] set j 0 = 0 and start a recursive procedure which will stop after finitely many steps. Given j k use (the name of) z to check whether there exists i ≤ j k such that z = −2 −i ; in this case we stop the recursion. If instead z = −2 −i for every i ≤ j k it follows that −2 −j k / ∈ A and hence there exists j k+1 such that
. Since this is a Σ 0 1 property, we can search for such a j k+1 until we find one. The recursion will stop when either we find i ≤ j k such that z = −2 −i or we see that d(x, x j k ) < 
Theorem 5.7. For every ε > 0 and n ≥ 1, Sort ≤ sW ε-Proj + R n . Proof. By Proposition 3.1 it suffices to show that min
As usual, it suffices to show the reduction for n = 1. Fix b ∈ N such that 1+ε < b and notice that b ≥ 2. Given A := (ω + 1) \ i∈N B i closed and nonempty in ω + 1, with B 0 , B 1 , B 2 , . . . rational open balls in ω + 1, we compute a sequence (x n ) n in R by setting x n := −b −k−1 for the least k such that −2 −k / ∈ i≤n B i if such a k exists, and otherwise setting x n := 0.
If min(A) = 0, then −2 −k / ∈ A for every k ∈ N, which implies 0 ∈ {x n } n . Hence ε-Proj
If instead min(A) = −2 −k then k ∈ N is the least natural number such that −2 −k ∈ A and {x n } n = {x n } n is a discrete subset of the closed interval [−
In fact, for all n, x n = −b −i−1 for some i ≤ k and, for n sufficiently large,
and thus x n / ∈ ε-Proj + R (0, {x n }). We thus showed that ε-Proj
We have proved that ε-Proj + R (0, {x n } n ) is a singleton and we now show that its unique element y can be used to compute min − ω+1 (A). Given then such y ∈ R, we produce the ρ ω+1 -name q of min In Corollary 4.16 we showed that both BWT 2 and lim are strictly below Proj Theorem 5.9. For every ε > 0 and n ≥ 1, ε-Proj R n is computable.
Proof. By Fact 5.3.1 we can assume that ε is computable. We give an algorithm to determine some y ∈ ε-Proj R n (x, A) for every (x, A) ∈ R n × A(R n ) with A = ∅. We know already that total information on A allows us to compute d(x, A), and then (1 + ε) d(x, A). We construct by induction an approximate projection point of x onto A as follows.
At stage s ≥ 0 we check whether We then need to check that y ∈ ε-Proj R n (x, A). If (i) has always been verified, then d(1 + ε) (x, A) = 0 = d(x, y), since y = x. If at stage s (ii) is verified, then y = z where z was picked so that d(x, z) < (1 + ε) d(x, A)
6. An application: Whitney Extension Theorem Projection points are often used in mathematics. An example is Whitney Extension Theorem, originally proved in [Whi34] , and dealing with differentiable functions in R n . This theorem considers a real-valued continuous function f defined on a closed A ⊆ R N . Since A is closed, we cannot even attempt to compute the partial derivatives of f at many boundary points of A. However we can have also a set of continuous functions (the pseudo-derivatives of f ) defined also on A which satisfy Taylor's formulas and hence behave like the partial derivatives of degree ≤ k of f (f and this set of functions are collectively called a jet ). Whitney Extension Theorem asserts that under these hypotheses f can be extended to some g ∈ C k (R n ), so that g and its partial derivatives extend the elements of the jet.
A classical proof of Whitney Extension Theorem is contained in [Ste70, Chapter VI], and we follow Stein's proof to provide a computable version. Starting with the closed set A, Stein defines a family F of cubes tiling the complement of A and a partition of unity (ϕ * Q ) Q∈F consisting of smooth functions. For each Q ∈ F let P Q be a projection point of the center of Q onto A. We then define the C k extension of f by
(Notice that, for a given A and after we fix F , (ϕ * Q ) Q∈F and (P Q ) Q∈F , in fact we obtain a linear operator from the space of jets to C k (R n ).) If A is given with total information, variations of F and (ϕ * Q ) Q∈F can be computed. Thus at first sight the only essentially non-computable step (by Proposition 4.18 and Theorem 4.20) in Stein's proof is the choice of (P Q ) Q∈F . To overcome this obstacle P Q can be replaced with some other point of A which is close enough to Q, and "close enough" depends only from the size of Q. This suggests that the multi-valued functions naturally associated to Whitney Extension Theorem are actually computable without resorting to any projections. However there is another, subtler, point that needs to be taken into account. In fact, in the definition by cases of g given above the case distinction is not computable. Thus we need to provide an effective way, given x and A, to compute g(x) without knowing whether x ∈ A. Here the projection operators, which are defined over R n , come back into the picture and appear to be essential: when we do not know positively that x / ∈ A they are used to compute g(x) in a way that is compatible with both cases. Only by showing that approximate projections are indeed sufficient it is possible to find a computable version of Whitney Extension Theorem.
Summing up, assuming A is represented with total information and using Theorem 5.9, we show that the multi-valued function associated to Whitney Extension Theorem is computable. As mentioned in the introduction, full details of this result will be included in a forthcoming paper.
