Governing equations of physical problems are traditionally derived from conservation laws or physical principles. However, some complex problems still exist for which these first-principle derivations cannot be implemented. As data acquisition and storage ability have increased, data-driven methods have attracted great attention. In recent years, several works have addressed how to learn dynamical systems and partial differential equations using data-driven methods. Along this line, in this work, we investigate how to discover subsurface flow equations from data via a machine learning technique, the least absolute shrinkage and selection operator (LASSO). The learning of single-phase groundwater flow equation and contaminant transport equation are demonstrated. Considering that the parameters of subsurface formation are usually heterogeneous, we propose a procedure for learning partial differential equations with heterogeneous model parameters for the first time. Derivative calculation from discrete data is required for implementing equation learning, and we discuss how to calculate derivatives from noisy data. For a series of cases, the proposed data-driven method demonstrates satisfactory results for learning subsurface flow equations.
Introduction
Governing equations can provide fundamental characterization of physical processes, which is traditionally derived from conservation laws or physical principles. Many wellknown governing equations of subsurface flow problems, such as groundwater flow and contaminant transport, were discovered by adopting these first-principle derivations. For example, the governing equation of groundwater flow can be discovered by performing mass conservation analysis of a control volume and incorporating Darcy's law. In order to discover the governing equation, a thorough understanding of the physical process is required. However, some complex subsurface problems still exist for which these first-principle derivations cannot be implemented due to uncertainty about the physical process. As data acquisition and storage ability have increased, spatial and temporal monitoring of some physical processes have become feasible. In addition, acquired monitoring data can provide important resources for discovering the governing equations of physical processes. In recent years, data-driven methods have gained increasing attention, and several works have addressed how to learn dynamical systems and partial differential equations of physical processes using data-driven methods. For example, Bongard and Lipson [3] and Schmidt and Lipson [23] investigated the automated discovery of natural laws from data. In their works, symbolic regression is utilized to determine both the structure of the governing equations and the parameters simultaneously. Brunton et al. [6] proposed to utilize a sparse regression technique to discover governing equations of nonlinear dynamical systems from data. In their work, a candidate nonlinear function library is constructed first. Then, by assuming that only a few terms in the candidate library form the governing equation of a dynamical system, a sequential thresholded least-squares technique is proposed to obtain the sparse results. Mangan et al. [16] utilized a sparsity-promoting technique to infer biological networks with rational function nonlinearities. In their work, in order to deal with rational function nonlinearities, the candidate function library is constructed containing both functions of the state variable and functions of the derivative of the state variable with respect to time. An alternating-directions method is employed to obtain the sparse results, and Pareto front is calculated to select the most parsimonious model from different weights of the sparsity constraint. Mangan et al. [17] utilized Akaike information criteria (AIC) to further select the most informative model from the initial sub-selection models from the sparse identification of nonlinear dynamical systems. Rudy et al. [21] investigated the discovery of partial differential equations from data. In their work, the candidate function library is constructed containing the terms of the state variables and the partial derivatives of the state variable with respect to spatial dimension, and a sequential threshold ridge regression technique is proposed to obtain the sparse results. Schaeffer [22] employed L 1 regularized least-squares minimization to learn the partial differential equations from data.
Along this line, we investigate how to discover subsurface flow equations from data using a machine learning technique, the least absolute shrinkage and selection operator (LASSO). The learning of single-phase groundwater flow equation and contaminant transport equation are demonstrated. For the single-phase groundwater flow problem, a 1-D flow without source term and a 2-D flow with source term are considered. For the contaminant transport problem, both 1-D and 2-D flows with instantaneous point source released at the origin initially are considered. The influence of the data size and the finite difference scheme for calculating derivatives are investigated. Considering that the parameters of subsurface formation are usually heterogeneous, we proposed a procedure for learning the partial differential equation with heterogeneous model parameters.
To the best of our knowledge, the learning of partial differential equation with heterogeneous model parameters has not yet been studied. Derivative calculation from discrete data is required for implementing equation learning, and we investigate how to calculate the derivative from noisy data using a polynomial technique. For a series of cases, the proposed data-driven method demonstrates satisfactory results for learning subsurface flow equations.
Methods
For a complex physical problem, if the first-principle derivation of the governing equation is difficult or impractical, discovering it from monitoring data using a data-driven method constitutes another option. In this work, we investigate the data-driven discovery of governing equations. And, we focus on physical problems that are governed by partial differential equations (PDE).
General form of PDE
In order to learn the PDE from data, we first need to establish a general form of PDE. To achieve this, let us first recall some PDEs. Two PDEs from subsurface flow problems are given as follows: 
with (u, Q) (4) where (u, Q) is the library of candidate terms and α is the coefficient. Here, note that for a given PDE, α is a sparse vector, i.e., only a small number of entries of α are nonzero. For example, there are only two terms of the candidate library that have nonzero coefficients for Eqs. 1 and 2. When monitoring data are available, the target is to learn the coefficient using a data-driven method. Here, we suppose that the monitoring data are taken at m spatial locations, x 1 , x 2 , ..., x m , and for each monitoring location, they are recorded at n time steps, t 1 , t 2 , ..., t n . Let N d denote the number of data, and then we have N d = m × n. Considering the fact that the PDE holds for each spatial location at each time, Eq. 3 can be written as
which is
Overall, learning PDE from data is to learn the coefficient α, a zero value of which indicates the non-existence of the particular term in Eq. 6. In order to implement PDE learning, we need to calculate the partial derivatives of the data with respect to time and spatial dimensions, which will be discussed in the case studies.
Sparse regression method
Utilizing available data, solving the problem described in Eq. 6 constitutes a regression problem, which can be described as
The least-squares method can be utilized to solve the problem described in Eq. 7. However, the results from least squares are usually not sparse [24] . As discussed above, α should be a sparse vector for the problem of learning PDE. In order to obtain sparse results, a straightforward strategy is to add a L 0 regularization term in the objective function of minimization as
where λ > 0 is a weight parameter, which regulates the strength of the constraint. Here, the L norm of a vector is defined as the number of nonzero entries of the vector. For the optimization problem with an L regularization term, it is difficult to derive a stable numerical scheme. One way to relax the problem is to use an L 1 regularization term instead of an L regularization term as
Tibshirani [24] addressed the L 1 regularization problem and proposed the least absolute shrinkage and selection operator (LASSO) to solve this problem. Since then, many further works followed to investigate the property and solver of the LASSO problem [2, 4, 10-12, 20, 24, 25] . Among the solvers of the LASSO problem, the least angle regression method was shown to be an efficient method, which can provide the entire LASSO solution path [10] . In this work, LASSO is employed to learn the subsurface flow equation from data. An open-source Matlab code is utilized to run LASSO, and the inherent algorithm is a variant of the least angle regression method. The procedure of the adopted solver is given as follows [12] :
1. In preparation, ∂U/∂t and each column of (U, Q) are normalized to have zero mean and unit variance. Initially, α is set to be zero and the residual, r, is set to be ∂U/∂t. 2. Find the candidate term i that is most correlated with r. 3. Move α i from zero towards its least-squares coefficient until another candidate term j has as much correlation as i with the current residual. 4. Move {α i , α j }along the direction defined by their joint least-squares coefficient of the current residual until another candidate term k has as much correlation with the current residual. 5. If the coefficient of an added candidate term approaches zero, this term will be dropped. The coefficients of the remaining candidate terms are then recomputed. 6. Continue in this way until all of the candidate terms are added or a stopping criterion is met.
Results
In this section, we employ the groundwater flow equation and the contaminant transport equation to test the performance of LASSO for learning PDE.
Learning groundwater flow equation with homogeneous conductivity
We first investigate the learning of the PDE of groundwater flow in a saturated confined aquifer. For learning PDE, spatial and temporal data are required, which are usually obtained by on-site monitoring or laboratory experiments.
Since the aim of this work is proof of concept, we synthetically generate the data through numerical simulation. One dimensional (1-D) flow in a saturated confined aquifer is first considered. The domain length is 1010 m. Initially, the hydraulic head is 1 m at the left boundary and m at other locations. There is no source or sink term. The conductivity is supposed to be homogeneous with a value of 1 m/day. In addition, the specific storage is 10 −4 1/m. We monitor the dynamical flow process. There are 101 monitoring locations uniformly distributed in the domain. The monitoring starts at time zero and ends at day 10. Monitoring is taken every 0.1 day. Numerical simulation by MODFLOW software is utilized here to generate the data, and the domain is evenly divided into 101 grid blocks. Here, we assume that the monitoring locations and the grid block centers are coincident. For these data, we have m = 101, n = 100, and N d = 10, 100. The library of candidate terms is chosen as
There are eight terms in this library, including three nonlinear terms, and we consider the derivatives up to order three. In this work, we assume that the candidate library is complete for the unknown PDE, i.e., the terms in the PDE are contained in the candidate library. Furthermore, we need to calculate the derivatives in Eq. 10 from discrete data. Finite difference is employed to calculate the derivatives as shown in Appendix A, and the equation is given in Eq. A.1. Prior to performing equation learning, ∂U/∂t and each column of (U, Q) (except for the first column) are normalized to have zero mean and unit variance.
We then employ LASSO to learn the PDE. For the adopted solver, in each step, it adds a term from the candidate library or drops an added term. At the final step, it will select all of the candidate terms, but will assign nearly zero values for these unimportant terms, making the solution sparse. The LASSO solution path is given in Table 1 . In this table, we show the added term, the dropped term, and the active set size at each step. Here, the active set size means the number of selected terms. From Table 1 , one can see that the term ∂ 2 u/∂x 2 is added in the first step. The change of the coefficient and the Bayesian information criterion (BIC) along the solution path are given in Fig. 1 . Here, the BIC is calculated using the following formula:
where N k denotes the active set size and σ 2 denotes the data error variance. The BIC can measure both the residual error and model complexity. From Fig. 1a , it can be seen that the coefficient of ∂ 2 u/∂x 2 is 1.000 × 10 4 , remaining stable after this term has been added, while the coefficients of other terms are close to zero. From Fig. 1b , one can see that BIC decreases to a small value after ∂ 2 u/∂x 2 has been added, and remains stable afterwards. For determining the final learned PDE, we introduce a truncation of the adopted solver, i.e., if the absolute value of the coefficient of a normalized candidate term is less than 0.001, we will assign zero value to that coefficient. At the minimum of BIC, the learned equation takes the form
From Eq. 12, it can be seen that the term for PDE of 1-D groundwater flow in a saturated confined aquifer is correctly selected and the coefficient of the selected term is accurately learned. Here, note that the units of the coefficients of the selected terms can be obtained according to the consistency of the SI unit. In Eq. 12, 1.000 × 10 4 should have a Step Table 2 LASSO solution path for the 2-D groundwater flow problem
Step Added Dropped Active set size unit of m 2 /day. For the sake of conciseness, the units of the coefficients in the learned PDE are not given in the following cases.
We then continue to investigate the learning of the PDE of 2-D groundwater flow in a saturated confined aquifer. The data are also synthetically generated by MODFLOW software. A square domain is considered, and the side length is 1020 m, which is evenly divided into 51 grid blocks. The two lateral boundaries of the domain are treated as noflow boundaries, while the left and the right boundaries are treated as Dirichlet boundaries with the prescribed hydraulic head being of 202 m and 200 m, respectively. A pumping well is located at the center of the domain with a pumping rate of 200 m 3 /day. Conductivity and specific storage take the same values as that of the 1-D case. Monitoring is taken at all of the grid block centers. Monitoring starts at time zero and ends on day 5. Monitoring is taken every 0.1 day For these data, we have m = 2601, n = 50, and N d = 130, 050.
The candidate library is chosen as
There are 13 terms in this library, and we consider the derivatives up to order two. Here, for the source or sink term vector, Q, its entry is set to be 1 for the well location and 0 for the other locations. Finite difference is utilized to calculate the derivatives, and the equation is given in Eq. A. 2 We then employ LASSO to learn the PDE. The LASSO solution path is given in Table 2 . From Table 2 , one can see that the terms ∂ 2 u/∂y 2 and ∂ 2 u/∂x 2 are added at step 2 and step 3, respectively, but are dropped at step 5 and step 7, respectively. At step 8, the source term Q is added, and then the terms ∂ 2 u/∂y 2 and ∂ 2 u/∂x 2 are added back in the next two steps. The change of the coefficient and the BIC along the solution path are given in Fig. 2 . From Fig. 2a , it can be seen that, before the term Q is added, the coefficients of the added terms are nearly zero; after Q is added, the coefficients of terms ∂ 2 u/∂y 2 and ∂ 2 u/∂x 2 are learned to be the same as 1.000 × 10 4 , and the coefficient of the term Q is learned to be −0.500 × 10 4 . From Fig. 2b , one can see that before the term Q is added, there is no noticeable decrease of BIC; whereas, after the terms Q, ∂ 2 u/∂y 2 and ∂ 2 u/∂x 2 are all added, BIC has a large decrease at step 10 and has a slight improvement in the following steps. From these results, it can be seen that, for a physical problem with a source or sink, identification of the source or sink term is important for learning the inherent PDE. It is easy to understand this phenomenon by considering that the source or sink can largely impact the profile of the response. The identification of the source or sink term is difficult since the monitoring data reflecting this term are usually limited. For Step Comput Geosci (2019) 23:895-910 this problem, at the minimum of BIC, the learned equation takes the form
In Eq. 14,
, which is the volumetric pumping rate over a grid block. Then, one can see that the PDE of the 2-D groundwater flow in a saturated confined aquifer is successfully learned. For the above-discussed 2-D problem, the data size is large since we have monitoring from 51 × 51 spatial locations. Here, we want to examine the influence of data size for LASSO. The same candidate library is used, and the derivatives are still calculated from the 51 × 51 grid system. However, the data from part of the spatial monitoring locations are utilized for performing LASSO. Extracting from the 51 × 51 spatial locations, the data from 11 × 11 spatial locations, including the well location, are employed to perform LASSO. The learned equation is the same as Eq. 14. Further, the data from 3 × 3 spatial locations, including the well location, are employed to perform LASSO, and the learned equation is also the same as Eq. 14. From the results, it can be seen that, when the derivatives in the candidate library can be calculated with high accuracy, the data size does not show a noticeable influence on the final learned equation. This suggests that, for learning the PDE of a physical problem, a sparse spatial monitoring system may work under the condition that for each monitoring location, some measurements at a nearby location exist to provide the data for calculating the derivative of the response.
Learning groundwater flow equation with heterogeneous conductivity
Considering the fact that the parameter field of subsurface formation is usually heterogeneous, here we want to investigate the learning of the PDE of groundwater flow with heterogeneous conductivity, which has not yet been studied. In order to learn the general form of the PDE of groundwater flow with heterogeneous conductivity, we need to know the detailed values of the conductivity, which is difficult for conductivity with large heterogeneity. Thus, we work with a zonally homogeneous conductivity field and suppose that the detailed values of the conductivity are known. Numerical simulation is still employed for generating the data. The conductivity field shown in Fig. 3 is considered, and we suppose that the zone distribution and the conductivity value inside of each zone are known. For this field, K equals 0.5 m/day for 1 ≤ j ≤ 17, K equals 1.5 m/day for 18 ≤ j ≤ 34, and K equals 0.25 m/day for 35 ≤ j ≤ 51 Here note that as the zonally homogeneous porous media may be synthetically made in a lab, the zone distribution may be known for controlled experiments. And the corresponding data may be obtained from lab experiment. In order to discern the specific form of conductivity in a PDE, we add K, ∂K/∂y, and some related terms into the candidate library, which takes the form: 
It can be seen that, for the new candidate library, the PDE can be successfully learned. The reason for the good result may be that the term ∂(K∂u/∂y)/∂y has a larger correlation with ∂u/∂t than ∂K/∂y∂u/∂y and K∂ 2 u/∂y 2 . When the three terms on the right-hand side of Eq. 17 are identified, the residual will have a nearly zero value, and thus it will assign nearly zero values for other coefficients. From the above cases, one can see that learning the PDE of a physical problem with heterogeneous parameters is difficult. Constructing a proper candidate library may benefit the learning results, but it is usually unknown beforehand. In the following, we propose a different procedure to solve this problem. Considering that, for a zonally homogeneous parameter field, the derivative of the parameter field with respect to spatial dimension has nonzero values near the interface of the zones only, we may learn the PDE for different parts of the domain separately. In our proposed procedure, the PDE inside of each zone is first learned. Next, we learn the PDE near the interface of zones. Finally, the general form of the PDE in the whole domain is summarized from the obtained results.
The candidate library shown in Eq. 13 is utilized to learn the PDE for the middle zone. In order to learn the PDE for the upper and bottom zones, and near the interface of zones, the source term is deleted from this candidate library.
Inside of each zone, the learned PDE takes the form of
∂u ∂t = 1.500 × 10 4 ∂ 2 u ∂x 2 +1.500 × 10 4 ∂ 2 u ∂y 2 −0.500 × 10 4 Q, for 19 ≤ j ≤ 33,
and
By considering the values of K inside of each zone and the value of S s , the general form of the PDE inside of each zone takes the following form:
Here, the entry of Q takes a value of the volumetric pumping rate at the well location and takes a value of zero at other locations. Thus, Q is a zero vector for the up and bottom zone. 
From Eqs. 22-25, we can find that the coefficient of ∂ 2 u/∂x 2 is approximately KS −1 s . We need to identify the meaning of the coefficients of ∂ 2 u/∂y 2 and ∂u/∂y. To determine the coefficient of ∂ 2 u/∂y 2 , we calculate an average of K(x i,j ) in the y direction using the following formula:
which gives values of 0.625, 1.125, 0.964, and 0.339 for j = 17, j = 18, j = 34, and j = 35, respectively. Thus, it can be seen that the coefficient of ∂ 2 u/∂y 2 is approximately KS −1 s , with K being calculated using Eq. 26. Here, it is worth noting that the K in the coefficient of ∂ 2 u/∂x 2 can also be calculated using Eq. 26 by considering the fact that K(x i+1/2,j ) and K(x i−1/2,j ) take the same value. To discern the coefficient of ∂u/∂y, we calculate ∂K(x i,j )/∂y using Eq. A.3, which gives values of 0.0125, 0.0375, −0.0536, and −0.0089 for j = 17, j = 18, j = 34, and j = 35, respectively. Thus, one can see that the coefficient of ∂u/∂y is approximately ∂K/∂yS −1 s . Thus we conjecture that the general form of the PDE near the interfaces of zones takes the following form:
From Eqs. 21 and 27, we suppose that the general form of the PDE with heterogeneous K takes the form of Here we use the fact that ∂K/∂y is a zero vector inside of each zone and Q is a zero vector near the interface of the zones. For the conductivity shown in Fig. 3 , ∂K/∂x is a zero vector. Thus, the PDE shown in Eq. 28 may contain terms with ∂K/∂x. If we further design a different conductivity field with layers extending along the y direction, we can discern that the PDE of groundwater flow in a confined aquifer with heterogeneous K should take the form
Thus it can be seen that, by using the proposed procedure, we can learn the PDE with heterogeneous parameters. The reason that the coefficients K and ∂K/∂y need to be calculated using Eq. 26 and Eq. A.3, respectively, is discussed in Appendix B.
In this subsection, we assume that the detailed values of the heterogeneous conductivity are known for determining the general form of PDE with heterogeneous parameters. In our further work, we intend to develop a strategy for directly learning the general form of PDE without knowing the heterogeneous parameter values via combined data-driven and data-assimilation methods as recently proposed by the authors [7] .
Learning contaminant transport equation
In this subsection, we investigate the learning of the PDE of the contaminant transport process. A 1-D problem with instantaneous injection of contaminant at the origin is first investigated. An analytical solution for this problem exists, which is [1] u(
where u denotes concentration, u 0 denotes initial concentration at the origin, φ denotes porosity, D L denotes longitudinal dispersion coefficient, and v denotes pore water velocity. The monitoring data are taken from the analytical solution.
We set u 0 = 1 g/m 3 , φ = 0.15 D L = 0.25, and v = 1 m/day. There are 300 monitoring locations uniformly distributed in the domain, and the nearby monitoring locations are separated by 0.1 m. The monitoring starts on day 2 and ends on day 15. Monitoring is taken every 0.1 d. For these data, we have m = 300, n = 130, and N d = 39, 000. The candidate library is the same as that in Eq. 10. The finite difference scheme shown in Eq. A.5 is employed to compute the derivatives. In addition, L, which denotes the number of data points in each side of the considered location, is chosen to be two for calculating the derivatives with respect to x up to order three and the derivative with respect to t. We then utilize LASSO to learn the PDE. The change of the coefficient and the BIC along the solution path are given in Fig. 4. From Fig. 4a , one can see that the term ∂u/∂x is added at the first step, the term ∂ 2 u/∂x 2 is added at the second step, and the coefficients of these two terms remain stable in the following steps. At the minimum of BIC, the learned equation takes the form
From Eq. 31, it can be seen that the advection term and the dispersion term for the PDE of the 1-D contaminant transport process are correctly selected; the pore water velocity and the longitudinal dispersion coefficient are accurately learned. Thus, the PDE of the considered physical process is successfully learned.
In order to further test the performance of LASSO, the number of monitoring locations is reduced to 60. The monitoring locations are also evenly distributed, with the separation distance being 0.5 m. Different from the case discussed in Section 3.1, here, we assume that there is no more monitoring near each monitoring location, and the derivatives need to be calculated using the sparse monitoring network. L is also chosen to be two for calculating the derivatives. The learned equation takes the following form: Step From Eq. 32, one can see that there are four misidentified terms with small coefficients, and there are small errors of the coefficients of ∂u/∂x and ∂ 2 u/∂x 2 . The error of the learned equation may come from the inaccurate calculated derivatives that are caused by the large separation distance between monitoring locations. In order to improve the accuracy of derivative calculation, we may increase the number of data points for calculating the derivatives. To achieve this, L is set to be three, and the learned equation takes the form of
From Eq. 33, it can be seen that there is one misidentified term with a small coefficient, and there is a small error of the coefficient of ∂ 2 u/∂x 2 . Further, L is set to be four, and the learned equation takes the following form:
Thus, the equation can be successfully learned. From the above discussion, one can see that, for a sparse monitoring network, using more data points for calculating derivatives can improve accuracy and can then lead to more accurate learned PDE.
Furthermore, a 2-D problem with instantaneous injection of contaminant at the origin initially is investigated. An analytical solution for this problem is [1] u(
where D T denotes the transverse dispersion coefficient. Monitoring is taken from the analytical solution. We set u 0 = 1 g/m 3 The candidate library is chosen as
The finite difference scheme shown in Eq. A.5 is utilized to calculate the derivatives, and L is chosen to be four. Then we utilize LASSO to learn the PDE. The change of the coefficient and the BIC along the solution path is given in Fig. 5 . At the minimum of BIC, the learned equation takes the form ∂u ∂t = −1.000 ∂u ∂x + 0.500 ∂ 2 u ∂x 2 + 0.050
From Eq. 37, it can be seen that the PDE of the 2-D contaminant transport process is successfully learned.
Learning PDE from noisy data
In previous cases, the data utilized for learning PDE are clean, i.e., there is no monitoring error. However, in reality, monitoring a physical process may be associated with some noise, which may deteriorate data quality. In this subsection, we will investigate how to learn PDE from noisy data. In this work, noise is synthetically added to the data at each monitoring location as
where u diff (x) denotes the maximum of the response difference at monitoring location x during the monitoring process, a denotes percentage, and ε denotes the uniform random variable taking values from −1 to 1. Utilizing the 1-D groundwater flow problem as an illustration, Fig. 6 shows the hydraulic head at x = 505 m without noise (Fig. 6a ) and with 5% noise (Fig. 6b ). Step
The existence of noise may seriously deteriorate the accuracy of the calculated derivatives from finite difference. Figure 7 shows the first derivative with respect to t at x = 505 m (first column), the first derivative with respect to x at t = 5 days (second column), and the second derivative with respect to x at t = 5 day (third column) from the data with 0% noise (first line), 1% noise (second line), and 5% noise (third line). In these figures, for the same quantity, the scale of the vertical coordinate is different due to the large difference of quantity scale. From this figure, one can see that, for 1% noise, the results are seriously deteriorated, especially for the first derivative with respect to t and the second derivative with respect to x. In addition, the results become worse for larger noise.
The accuracy of the calculated derivatives is critical for the investigated PDE learning method. Thus, it is necessary to investigate how to obtain accurate derivatives from noisy data. Several techniques exist for derivative calculation from noisy data, such as least-squares regression, Kernel smoothing [15] , Tikhonov regularization [8, 9, 19] , polynomial derivative [5] , and Fourier transform [14] . In this work, we used the polynomial technique for obtaining stable derivatives from noisy data, and the idea is to smooth the data first and then smooth the calculated derivatives. The procedure is given below:
1. For each monitoring location x 0 , smooth the data along t according to the following procedures:
(a) For each t k , k = 1, ..., n, design an interval
Calculate the smoothed value at the Chebyshev interpolation point, u LS (x 0 , t CH i ), by performing a least-squares regression with polynomial up to order N LS using the data inside of the designed interval. (c) Calculate the smoothed value u CH (x 0 , t k ) by performing Chebyshev interpolation using the values u LS (x 0 , t CH i ), i = 1, ..., 1 + N CH . 2. For each monitoring step t 0 , smooth the data along x using the procedures described in step 1. 3. Calculate the derivatives using finite difference. 4. Smooth the derivative with respect to t using the procedures described in step 1, and smooth the derivatives with respect to x using the procedures described in step 2.
For the investigated problem, we set N CH = 3, N LS = 2, n CH = 10, and n LS = 10. Figure 8 shows the smoothed derivatives with 1% noise (first line) and 5% noise (second line). Here, due to the fact that there is no sufficient data for smoothing near the boundaries in time and space, the derivatives near the boundary (within 10 data points) are not calculated and are not employed for learning PDE. From Fig. 8 , it can be seen that the calculated derivatives after smoothing are close to the results with clean data. In addition, for larger noise, the results become worse. We then employ LASSO to learn the PDE. The change of coefficient and BIC along the solution path are given in Fig. 9 . The minimum of BIC occurs at step 11, and the corresponding learned equation takes the form
From Eq. 39, one can see that there are two misidentified terms, ∂u/∂x and u∂ 2 u/∂x 2 . The coefficient of ∂u/∂x is small, which cannot be discerned from Fig. 9a . The coefficient of u∂ 2 u/∂x 2 is identified to have large values in the last four steps, while there is no obvious change of BIC values in the last four steps. By observing this, one speculation is that, for this problem, the learned PDE at the minimum of BIC may not constitute the optimal choice, since it may not be a parsimonious model, which is preferred for a PDE model. In order to choose the optimal learned PDE, cross validation is adopted here, as was done in Meng and Li [18] . For performing cross validation, the first 70% data in the temporal dimension are used as training data for learning PDE, and the remaining 30% data are used as testing data for determining the performance of the learned PDE. The average relative error of the testing data is defined as where n test denotes the number of testing data u i denotes the ith testing data and u p i denotes the ith predicted data from the learned equation from training data. For the testing data of the investigated problem, we only use hydraulic head data that are larger than 0.05 m for calculating the relative error. Figure 10 shows the change of the average relative error along the LASSO solution path. From this figure, it can be seen that the minimum of the average relative error occurs at step 6, and the error increases after that step. At the minimum of the average relative error, the learned equation takes the form of ∂u ∂t = 0.985 × 10 4 ∂ 2 u ∂x 2 . 
This time, a misidentified term occurs with a larger coefficient. Using the same procedure, we continue to investigate the 1-D contaminant transport problem with noisy data. With 1%, 5%, and 10% noise, the learned PDE at the minimum of the average relative error takes the following form: 
respectively. Similar phenomena can be found as that with 1% noise, the correct terms of the inherent PDE can be identified, but there are small errors of the coefficients. Specifically, with 5% noise, two misidentified terms appear, and the results become worse as the noise level increases. Learning PDE from noisy data constitutes a challenge. Using the polynomial technique to obtain derivatives and performing cross validation to choose the optimal PDE model can obtain satisfactory results for small noise levels. However, it does not work well for large levels of noise. In this respect, further research is requisite.
Conclusions and discussion
In this work, the machine learning technique, LASSO, is employed for learning subsurface flow equations. The groundwater flow equation and the contaminant transport equation are utilized for testing the performance of the proposed method. For a series of testing cases, LASSO demonstrates satisfactory results for learning PDE from data.
For a subsurface formation, the parameter fields are usually heterogeneous. In this work, a procedure for learning the general form of the PDE with heterogeneous parameters is proposed for the first time.
Derivative calculation is needed for performing the proposed method for learning PDE. For clean data, finite difference is an appropriate choice and is simple to implement. Moreover, if the derivative can be accurately calculated, data size does not have a noticeable influence on the results. If the derivatives need to be calculated from a sparse monitoring network, a high-order finite difference scheme may assist for obtaining accurate derivatives. Calculating derivatives from noisy data constitutes a challenge. For example, a small noise level to the data can cause an enormous influence of the calculated derivative from finite difference. In this work, a procedure for calculating derivatives from noisy data by using a polynomial technique is proposed. For small noise levels, the results are acceptable, but it does not work well for large noise levels. Further work is required in this aspect.
For a learned PDE model, a balance between parsimony and accuracy should be achieved. In order to attain this, besides information criteria, such as AIC and BIC, cross validation may assist in choosing the optimal model. This work is only at an early stage, and many further investigations are needed, such as examining the performance of the proposed method with an incomplete candidate library, studying the influence of misidentified coefficients and terms, and developing a strategy for dealing with observations of biased errors.
In this work, we also only use well-known PDE for proof of concept. In the future, we will work on complex problems without knowing their inherent PDEs, utilizing the investigated method combined with experimental work. The finite difference scheme for calculating ∂K/∂y in Eq. 15 is ∂K ∂y (x i,j ) = 2/ 1 K(x i,j +1 )
The finite difference scheme for calculating ∂(K∂h/∂y)/∂y/∂y is
For the contaminant transport problem, the finite difference scheme for calculating the dth derivative is where d > 0 denotes the order of the derivative, L denotes the number of data points in each side of the considered location, and a l denotes the coefficient. When d is odd, a −l = −a l , while when d is even, a −l = a l . Tables 3, 4,  and 5 show the coefficient values for the first three orders of derivatives with different choice of L.
Here, note that the derivative of u with respect to t is also calculated using Eq. A.5 by replacing x with t. 
