A remark on the mean curvature of a graph-like hypersurface in hyperbolic space  by Zhang, Zonglao
J. Math. Anal. Appl. 305 (2005) 491–501
www.elsevier.com/locate/jmaa
A remark on the mean curvature of a graph-like
hypersurface in hyperbolic space
Zonglao Zhang
Department of Mathematics, Wenzhou Normal College, Wenzhou, Zhejiang, 325027, PR China
Received 20 June 2004
Available online 12 January 2005
Submitted by H.R. Parks
Abstract
In this paper we investigate the mean curvature H of a radial graph in hyperbolic space Hn+1.
We obtain an integral inequality for H , and find that the lower limit of H at infinity is less than or
equal to 1 and the upper limit of H at infinity is more than or equal to −1. As a byproduct we get
a relation between the n-dimensional volume of a bounded domain in an n-dimensional hyperbolic
space and the (n−1)-dimensional volume of its boundary. We also sharpen the main result of a paper
by P.-A. Nitsche dealing with the existence and uniqueness of graph-like prescribed mean curvature
hypersurfaces in hyperbolic space.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The study of graphs with prescribed mean curvature is an important research field in
differential geometry. This research has a long history when the graphs are in Euclidean
space. Recently one start to turn attention to the case that the graphs are in hyperbolic
space. In the following we will give a brief introduction of the problem.E-mail address: zonglao@sohu.com.
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i.e.,
R
n+1+ =
{
x = (x0, x1, . . . , xn): x0 > 0}
equipped with the metric
ds2 = (dx
0)2 + (dx1)2 + · · · + (dxn)2
(x0)2
.
For a domain Ω ⊂ L(0) ≡ {(x0, x1, . . . , xn): x0 = 0} with smooth boundary and a smooth
function u defined on Ω , we mean by the graph of the function u the hypersurface
Σ = {(u(x), x): x ∈ Ω}
of Hn+1. One may ask, given a function H defined on Ω , is there a graph x0 =
u(x1, . . . , xn) defined on Ω with some prescribed boundary values whose mean curvature
is H ?
If H is constant, many existence and uniqueness results of the graph with mean cur-
vature H have been obtained in the last few years (see Nelli and Spruck [5], Lo´pez and
Montiel [4], and Guan and Spruck [3]).
However, if H is a general function, the only study of the problem is made by Nitsche
[6], who uses a different model of hyperbolic space (for convenience we call it Nitsche’s
model of hyperbolic space). Here we give an explanation of this hyperbolic space model
(see next section for its mathematical definition). Let S be the unit upper hemisphere of
R
n+1 which can be identified with n-dimensional open unit disk Dn ≡ {x ∈ Rn: |x| < 1}
by stereographic projection with respect to (−1,0, . . . ,0). We define a mapping Ψ by
assigning to each point (t, x) ∈ R × Dn the point p ∈ Rn+1+ such that x represents the
point of intersection of S with the ray from the origin of Rn+1 toward p and t = logd(p),
here d(p) denotes the Euclidean distance from p to the origin of Rn+1. Thus we can
reparametrize Hn+1 as R × Dn. With the pull-back metric of the hyperbolic metric of
R
n+1+ ≡ Hn+1, R × Dn is a new model of hyperbolic space, which is the model used by
Nitsche. Under this model of hyperbolic space, for a given function u defined on a domain
Ω ⊂ Dn (n 2), we define the graph of the function u as the hypersurface
Σ = {(u(x), x) ∈ R × Dn: x ∈ Ω}.
With this hyperbolic space model, Nitsche [6] proved the following result:
Let Ω be a bounded domain (with respect to the hyperbolic metric) of class C2,α and let
H ∈ C1(Ω¯), −1H  1. Then, if |H(y)| < H ′(y) everywhere on ∂Ω , where H ′ denotes
the hyperbolic mean curvature of the cylinder over ∂Ω , for every ϕ ∈ C2,α(Ω¯) there is a
unique graph Σ = {(u(x), x): x ∈ Ω} such that the hyperbolic mean curvature of Σ is H
and u = ϕ on ∂Ω .
In the above result there is a condition for H that −1H  1. Is it possible to relax it
to some extent? In this paper we will give a discussion about this problem.
In this paper, we will follow the line of Nitsche and use Nitsche’s model of hyperbolic
space R × Dn. In this model, for each t , {t} × Dn is a totally geodesic submanifold of
R×Dn (with respect to the hyperbolic metric) and its induced metric is just the hyperbolic
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hyperbolic metric
ds2 = 4|dx|
2
(1 − |x|2)2 . (1)
Our main results are the following.
Theorem 1. Let Ω be a nonempty bounded domain (with respect to the hyperbolic metric)
of Dn with C1 boundary and let u ∈ C2(Ω¯). Let Σ be the graph of the function u in
Nitsche’s model of hyperbolic space R × Dn and H the mean curvature of Σ . Then∣∣∣∣
∫
Ω
nH dV
∣∣∣∣< A(∂Ω) + V (Ω), (2)
where dV denotes the hyperbolic volume element of the Poincaré disk Dn, A(∂Ω) the
(n − 1)-dimensional hyperbolic volume of ∂Ω and V (Ω) the n-dimensional hyperbolic
volume of Ω .
Corollary 2. Let Ω be a nonempty bounded domain (with respect to the hyperbolic metric)
of Dn with C1 boundary. Then
(n − 1)V (Ω) < A(∂Ω), (3)
where V (Ω) and A(∂Ω) are as in Theorem 1.
Theorem 3. Let u(x) ∈ C2(Dn) and Σ be the graph of the function u(x) in Nitsche’s
model of hyperbolic space R×Dn. Let H(x) be the mean curvature of Σ . Let r(x) be the
hyperbolic distance from the origin O of Rn to x ∈ Dn. Set DR = {x ∈ Dn: r(x)  R}.
Then we have
−∞ lim
R→+∞ infx∈DR
H(x) 1 (4)
and
−1 lim
R→+∞ supx∈DR
H(x)+∞. (5)
This theorem means that the mean curvature H(x) of a graph cannot be completely far
away from the interval [−1,1] at infinity. But we also find that there exists a graph whose
mean curvature H(x) > 1 for all x = 0. In fact, we can sharpen Nitsche’s main result in
[6] as follows.
Theorem 4. Let Ω be a bounded domain (with respect to the hyperbolic metric) of Dn
with C2,α boundary for some positive α and let H(x) ∈ C1(Ω¯) such that
∣∣H(x)∣∣ n + (2n + 1) sinh2 r + (2n − 1) sinh4 r + n sinh6 r
n(1 + sinh2 r + sinh4 r)3/2 (6)
for all x ∈ Ω , where r = r(x) is the hyperbolic distance from O ≡ (0, . . . ,0) to x. Then,
if |H(y)| < H ′(y) everywhere on ∂Ω , where H ′ denotes the hyperbolic mean curvature
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x ∈ Ω} such that the hyperbolic mean curvature of Σ is H(x) and u = ϕ on ∂Ω .
Remark 5. We will prove bellow that for r > 0,
n + (2n + 1) sinh2 r + (2n − 1) sinh4 r + n sinh6 r
n(1 + sinh2 r + sinh4 r)3/2 > 1. (7)
Therefore the above theorem is a generalization of Nitsche’s existence result.
2. Preliminaries
In this section we give a quick review of Nitsche’s model of (n+1)-dimensional hyper-
bolic space R × Dn and the mean curvature of a graph in it (see Nitsche [6] for details).
The mapping Ψ described in the previous section can be precisely written as
Ψ :R × Dn → Hn+1 ≡ Rn+1+ , Ψ (t, x) =
2et
1 + |x|2
(
1 − |x|2
2
, x
)
,
where | · | denotes the Euclidean norm. Let g be the metric of hyperbolic space Rn+1+ ,
gij (x
0, x1, . . . , xn) = (x0)−2δij and let γ be the pull-back metric on R×Dn. R×Dn with
metric γ is Nitsche’s model of (n+ 1)-dimensional hyperbolic space. A calculation shows
that the matrix representation of the metric γ is
(
γij (t, x)
)=
(
(1+|x|2)2
(1−|x|2)2 0
0 4
(1−|x|2)2 En
)
, (8)
where En denotes the n-dimensional identity matrix.
For a given C2 function u(x) defined on a domain Ω ⊂ Dn, let Σ be the graph of
function u(x), that is
Σ = {(u(x), x) ∈ R × Dn: x ∈ Ω}.
Let H(x) be the mean curvature of Σ . Define
ki = 4x
i + 2nxi(1 + |x|2)
(1 + |x|2)(1 − |x|2) (i = 1,2, . . . , n),
k = (k1, k2, . . . , kn),
β = 1 − |x|
2
2
(
4
(1 + |x|2)2 + |Du|
2
)−1/2
,
where x = (x1, x2, . . . , xn). Then the mean curvature H(x) satisfies the following equation
(see [6]):
diveβDu + β〈Du,k〉e − nH = 0, (9)
where dive , D and 〈·,·〉e denote the diversion, gradient and inner product, respectively,
with respect to the Euclidean metric.
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α =
(
4
(1 + |x|2)2 + |Du|
2
)1/2
, 
 = −x
α
+ 4x(1 − |x|
2)
α3(1 + |x|2)3 .
Equation (9) can be written in nondivergence form
Q[u] ≡ aij (x,Du)uij + b(x,Du) − nH
≡
n∑
i,j=1
β
(
δij − uiuj
α2
)
uij + 〈Du,βk + 
〉e − nH = 0, (10)
where ui ≡ ∂u∂xi , uij ≡ ∂
2u
∂xi∂xj
and δij is the Kronecker index. This is a quasilinear elliptic
partial differential equation of second order.
3. Proofs of Theorem 1, Corollary 2 and Theorem 3
An important step of our arguments is to rewrite Eq. (9) in terms of the hyperbolic metric
of Dn. By doing that, the geometric information hidden in the mean curvature equation can
be seen more clearly. This can be done as follows.
Recall that the hyperbolic metric of Dn is defined by
ds2 = 4|dx|
2
(1 − |x|2)2 , (11)
where | · | denotes the Euclidean norm. Define
τij = 〈∂i, ∂j 〉, (τij )−1 =
(
τ kl
)
,
where ∂i = ∂∂xi is the ith coordinate vector of Dn, and 〈· , ·〉 the inner product with respect
to the hyperbolic metric. Then
(τij ) = 4
(1 − |x|2)2 En,
(
τ kl
)= (1 − |x|2)2
4
En, (12)
where En denotes the n-dimensional identity matrix.
Let div, ∇ , and ‖ · ‖ denote the diversion, gradient and norm, respectively, with respect
to the hyperbolic metric. Let ∆e and ∆ be the Laplacians with respect to the Euclidean
metric and the hyperbolic metric, respectively. A calculation shows
∇u =
n∑
i=1
(
τ iiui
)
∂i = (1 − |x|
2)2
4
Du, (13)
|Du|2 = 4
(1 − |x|2)2 ‖∇u‖
2, (14)
and
∆u = div(∇u) = (1 − |x|
2)2
4
n∑
i=1
uii + (n − 2)(1 − |x|
2)
2
n∑
i=1
xiui
(1 − |x|2)2 (n − 2)(1 − |x|2)=
4
∆eu + 2 〈x,Du〉e. (15)
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µ ≡ 4β
(1 − |x|2)2 . (16)
By use of (13) and (15), we get
div(µ∇u) = µ∆u + 〈∇µ,∇u〉
= β∆eu + 2(n − 2)β1 − |x|2 〈x,Du〉e +
(
1 − |x|2
2
)4
〈Dµ,Du〉
= β∆eu + 〈Dβ,Du〉e + 2nβ1 − |x|2 〈x,Du〉e
= dive(βDu) + 2nβ1 − |x|2 〈x,Du〉e, (17)
where we identify a point x ∈ Dn with its position vector x in Rn.
Let O ≡ (0, . . . ,0) be the origin of Rn, and for any x ∈ Dn, let r = r(x) denote the
hyperbolic distance from O to x. Set ∂
∂r
= ∇r . A direct calculation yields
r = r(x) = log 1 + |x|
1 − |x| ,
∂
∂r
(x) = 1 − |x|
2
2|x| x. (18)
Therefore
|x| = e
r − 1
er + 1 , tanh r =
2|x|
1 + |x|2 . (19)
Now we compute
(tanh r)µ
〈
∇u, ∂
∂r
〉
= 1 − |x|
2
1 + |x|2 β 〈Du,x〉 =
4β
1 − |x|4 〈Du,x〉e
= β 〈Du,k〉e − 2nβ1 − |x|2 〈x,Du〉e. (20)
From (17) and (20) we obtain
div(µ∇u) + (tanh r)µ
〈
∇u, ∂
∂r
〉
= dive(βDu) + β 〈Du,k〉e.
Then, by (9), a graph-like hypersurface Σ = {(u(x), x)} of mean curvature H in Nitsche’s
hyperbolic space model satisfies
div(µ∇u) + (tanh r)µ
〈
∇u, ∂
∂r
〉
− nH = 0, (21)
where
µ ≡ 4β
(1 − |x|2)2 =
[(
1 − |x|2
1 + |x|2
)2
+ ‖∇u‖2
]−1/2
=
[
1
cosh2 r
+ ‖∇u‖2
]−1/2
. (22)Now we are in a position to give the proofs.
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have ∫
Ω
nH dV =
∫
Ω
div(µ∇u)dV +
∫
Ω
(tanh r)µ
〈
∇u, ∂
∂r
〉
dV
=
∫
∂Ω
〈µ∇u, ν〉dA +
∫
Ω
(tanh r)µ
〈
∇u, ∂
∂r
〉
dV,
where dA denotes the volume element of the metric on ∂Ω induced by the hyperbolic
metric of Dn and ν denotes the outward unit normal vector field of ∂Ω . Noting that
µ‖∇u‖ < 1, 0 tanh r < 1,
∥∥∥∥ ∂∂r
∥∥∥∥= 1,
now we obtain∣∣∣∣
∫
Ω
nH dV
∣∣∣∣
∫
∂Ω
µ‖∇u‖dA+
∫
Ω
µ‖∇u‖dV < A(∂Ω) + V (Ω).
The proof of Theorem 1 is finished. 
Proof of Corollary 2. Let
u(x) = log 1 + |x|
2
1 − |x|2 .
It is easy to prove that the graph of u(x) has mean curvature H = 1. Applying Theorem 1
to this graph, then Corollary 2 follows easily. 
Proof of Theorem 3. We only give the proof of (4). The proof of (5) is similar.
We argue by contradiction. Let
lim
R→+∞ infx∈DR
H(x) = m.
Suppose m > 1 or m = +∞. We can choose a constant C such that 1 < C < m. Then
there exists a constant R0 > 0 such that infx∈DR H(x)  C for all R  R0. Thus we
have H(x)  C whenever r(x)  R0. Let BR ≡ {x ∈ Dn: r(x)  R},V (R) ≡ V (BR)
and A (R) ≡ A(∂BR). Then for R > R0 we have∣∣∣∣
∫
BR
nH dV
∣∣∣∣=
∣∣∣∣
∫
BR\BR0
nH dV +
∫
BR0
nH dV
∣∣∣∣

∣∣∣∣
∫
BR\BR0
nH dV
∣∣∣∣−
∣∣∣∣
∫
BR0
nH dV
∣∣∣∣
 nC
(
V (R) − V (R0)
)− ∣∣∣∣
∫
nH dV
∣∣∣∣. (23)
BR0
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∫
BR
nH dV
∣∣∣∣< V (R) + A (R). (24)
By (23) and (24), we get
A (R) > (nC − 1)V (R) −
[
nCV (R0) +
∣∣∣∣
∫
BR0
nH dV
∣∣∣∣
]
,
and hence
A (R)
V (R)
> (nC − 1) − 1
V (R)
[
nCV (R0) +
∣∣∣∣
∫
BR0
nH dV
∣∣∣∣
]
.
Letting R → +∞, we find that
lim
R→+∞
A (R)
V (R)
 nC − 1. (25)
A standard calculation gives (see [2, p. 52], but note that there is an error in the expression
of V (R) there)
A (R) = σ(n)(sinhR)n−1,
V (R) =
R∫
0
A (r) dr = σ(n)
R∫
0
(sinh r)n−1 dr,
where σ(n) = 2πn/2/Γ (n2 ) (Γ = gamma function). Therefore, with a use of the L’Hôpi-
tal’s rule, we also have
lim
R→+∞
A (R)
V (R)
= lim
R→+∞
(sinhR)n−1∫ R
0 (sinh r)n−1dr
= lim
R→+∞
(n − 1)(sinhR)n−2 coshR
(sinhR)n−1
= lim
R→+∞(n − 1) cothR = n − 1. (26)
Combining (25) and (26), we find n − 1 nC − 1, which means C  1. This is a contra-
diction and the proof of Theorem 3 is finished. 
4. Proof of Theorem 4
Lemma 6. Let u˜(r) = cosh r + C, where C is a constant, and let Σ˜ = {(u˜(r(x)), x):
x ∈ Dn} be the graph of u˜(r(x)) in the Nitsche’s model of hyperbolic space R × Dn.
Let H˜ (x) denote the mean curvature of Σ˜ . Then
H˜ (x) = n + (2n + 1) sinh
2 r + (2n − 1) sinh4 r + n sinh6 r
n(1 + sinh2 r + sinh4 r)3/2 , (27)and H˜ (x) > 1 for all x = 0.
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nH˜ = div(µ∇u˜) + (tanh r)µ
〈
∇u˜, ∂
∂r
〉
.
We compute
∇u˜ = u˜′ ∂
∂r
, µ = 1√
1
cosh2 r + |u˜′|2
, ∇µ = sinh r − (cosh
3 r)u˜′u˜′′
[1 + (cosh2 r)(u˜′)2]3/2
∂
∂r
.
We also compute (see [2, pp. 27,35])
∆u˜ = u˜′′ + u˜′∆r, ∆r = (n − 1) coth r.
Hence
div(µ∇u˜) = µ∆u˜ + 〈∇µ,∇u˜〉
= µ[u˜′′ + u˜′(n − 1) coth r]+ u˜′ sinh r − (cosh3 r)(u˜′)2u˜′′[1 + (cosh2 r)(u˜′)2]3/2 .
Combining the above calculations, we get
nH˜ = µ
{
u˜′′ + [tanh r + (n − 1) coth r]u˜′ + u˜′ tanh r − (u˜′)2u˜′′ cosh2 r
1 + (cosh2 r)(u˜′)2
}
.
Substituting
u˜′ = sinh r, u˜′′ = cosh r, µ = cosh r√
1 + sinh2 r cosh2 r
,
a calculation then gives (27).
To show H˜ (x) > 1 for all x = 0, we put t = sinh2 r . Then we only need to prove
n + (2n + 1)t + (2n − 1)t2 + nt3 > n(1 + t + t2)3/2
for all t > 0. Squaring both sides, and then giving a direct calculation, we find that it is
equivalent to the following inequality:
n(n − 2)t5 + (2n2 − 2n + 1)t4 + (3n2 − 2)t3 + (2n2 + 2n + 1)t2 + n(n + 2)t > 0.
Since n  2, this inequality is obviously true for all t > 0. We complete the proof of the
lemma. 
Proof of Theorem 4. First note that we have the following comparison principle for the
mean curvature equation (10) (see [1, Theorem 10.1] and [6]):
Comparison principle. Let u,v ∈ C0(Ω¯) ∩ C2(Ω) satisfy Q[u]  Q[v] in Ω , u  v
on ∂Ω . Then we have u v in Ω .By this comparison principle, we claim that the following height estimates hold:
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solution of the mean curvature equation (10) with a given function H such that |H | H˜ ,
where H˜ is as in Lemma 6 . Then we have
sup
Ω
|u| C,
where C = C(sup∂Ω |u|, sup∂Ω r(x)).
To prove this height estimates, let a = sup∂Ω |u|, b = sup∂Ω r(x), v+(r) = − cosh r+C1
and v−(r) = cosh r + C2, where C1,C2 are constants such that v+(b) = a, v−(b) = −a.
From Lemma 6 we know that the mean curvature of the graph defined by v−(r) is H˜ . It is
easy to see that the mean curvature of the graph defined by v+(r) is −H˜ . Thus we have
Q
[
v+
]≡ aij (x,Dv+)v+ij + b(x,Dv+)− nH = −n(H˜ + H) 0 = Q[u].
We note that for any x ∈ ∂Ω ,
u(x) a = v+(b) v+(r(x)).
Let C = max{supΩ |v+(r(x))|, supΩ |v−(r(x))|}. Then, by the above comparison princi-
ple, we find that
u(x) v+
(
r(x)
)
 C (28)
for any x ∈ Ω . A similar argument shows that
Q
[
v−
]
Q[u],
and
u(x) v−
(
r(x)
)
for any x ∈ ∂Ω , and hence, by the comparison principle,
u(x) v−
(
r(x)
)
−C (29)
for any x ∈ Ω . Combining (28) and (29), we obtain the height estimate.
Now we complete the proof of Theorem 4. Suppose that u ∈ C0(Ω¯) ∩ C2(Ω) is a
solution of the Dirichlet problem
Q[u] = 0 in Ω, u = ϕ on ∂Ω.
So far we have a height estimate for u. By Nitsche’s results, we also have a boundary
gradient estimate and a gradient maximum principle for u (see [6, Theorems 2 and 3]).
Then the existence of the graph in Theorem 4 follows according to the general theory of
elliptic partial differential equation of second order (see [1, Chapter 11]). The uniqueness
is an immediate result of the comparison principle. 
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