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Abstract
We study generating functions for the number of n-long k-ary words that avoid both 132 and an arbitrary
-ary pattern. In several interesting cases the generating function depends only on  and is expressed via
Chebyshev polynomials of the second kind and continued fractions.
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1. Introduction
1.1. Permutations
Let Sn denote the set of permutations of [n] = {1,2, . . . , n}, written in one-line notation, and
suppose π ∈Sn. We write πi to denote the ith element of π , for i = 1,2, . . . , n. Let π ∈Sn and
τ ∈Sk be two permutations. We say that π contains τ if there exists a subsequence πi1, . . . , πik ,
where 1  i1 < i2 < · · · < ik  n, such that it is order-isomorphic to τ ; in such a context τ is
usually called a pattern. We say that π avoids τ , or is τ -avoiding, if such a subsequence does not
exist. The set of all τ -avoiding permutations in Sn is denoted by Sn(τ ). For an arbitrary finite
collection of patterns T , we say that π avoids T if π avoids any τ ∈ T ; the corresponding subset
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a subsequence so it does not avoid 312.
While the case of permutations avoiding a single pattern has attracted much attention, the
case of multiple pattern avoidance remains less investigated. In particular, it is natural, as the
next step, to consider permutations avoiding pairs of patterns τ 1, τ 2. Several recent papers [4–9]
deal with the case τ 1 ∈S3, τ 2 ∈Sk for various pairs τ 1, τ 2. The tools involved in these papers
include continued fractions, Chebyshev polynomials of the second kind, and Dyck words. For
example, Chow and West [4] have show that
∑
n0
∣∣Sn(132,12 . . . k)∣∣xn = Uk−1(
1
2
√
x
)
√
xUk(
1
2
√
x
)
, (1.1)
where Un(t) is the nth Chebyshev polynomial of the second kind (in what follows just Cheby-
shev polynomials), which may be defined by Un(cos t) = sin(n + 1)t/ sin t . Clearly, Un(t) is a
polynomial of degree n in t with integer coefficients, and the following recurrence holds:
U0(t) = 1, U1(t) = 1, and Un(t) = 2tUn−1(t) − Un−2(t) for all n 2. (1.2)
The same recurrence is used to define Un(t) for n < 0 (e.g., U−1(t) = 0 and U−2(t) = −1).
Chebyshev polynomials were invented for the needs of approximation theory, but are also widely
used in various other branches of mathematics, including algebra, combinatorics, and number
theory (see [10]). The first time the relation between restricted permutations and Chebyshev
polynomials was discovered by Chow and West in [4], and later by Mansour and Vainshtein [6–9]
and Krattenthaler [5]. For example, Mansour and Vainshtein [7] have shown a recursive formula
for the generating function of the number of permutations in Sn(132, τ ) for any τ ∈Sk(132).
In particular, they proved that
∑
n0
∣∣Sn(132, τ )∣∣xn = Uk−1(
1
2
√
x
)
√
xUk(
1
2
√
x
)
for any wedge pattern τ ∈Sk(132) as defined in [7]. For other results involving 132-avoiding
permutations and continued fractions or Chebyshev polynomials, see [6] and the references
therein.
1.2. Words
Let [k] be a (totally ordered) alphabet on k letters. We call the elements of [k]n either
n-long k-ary words, or words on the letters 1,2, . . . , k, or just words. Consider two words,
σ ∈ [k]n and τ ∈ []m. In other words, σ is an n-long k-ary word and τ is an m-long -ary
word. Assume additionally that τ contains all letters 1 through . We say that σ contains an
occurrence of τ , or simply that σ contains τ , if σ has a subsequence order-isomorphic to τ ,
i.e. if there exist 1  i1 < · · · < im  n such that, for any relation φ ∈ {<,=,>} and indices
1 a, bm, σ(ia)φσ(ib) if and only if τ(a)φτ(b). In this situation, the word τ is called a pat-
tern. If σ contains no occurrences of τ , we say that σ avoids τ . For an arbitrary finite collection
of patterns T , we say that π avoids T if π avoids any τ ∈ T ; the corresponding subset of [k]n is
denoted [k]n(T ).
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example, he has shown that (see also Brändén and Mansour [1])
∑
n,k0
∣∣[k]n(132)∣∣xnyk = 1 + y
1 − x +
2y2
(1 − 2x)(1 − y) +√((1 − 2x)2 − y)(1 − y) . (1.3)
Recently, Burstein and Mansour [3] gave a complete answer for the cardinalities |[k]n(τ )| where
τ ∈ [3]3, for example they showed that
∑
n,k0
∣∣[k]n(112)∣∣xnyk = 1
1 − y
(
1 − y
1 − y − xy
)1/y
. (1.4)
1.3. Organization of the paper
Motivated by the parallels among restricted 132-avoiding permutations (see [6,7]) and re-
stricted n-long k-ary words (see [2]), we present in this paper a general approach to the study of
n-long k-ary words that avoid both 132 and an arbitrary -ary pattern. As a consequence, we de-
rive all the previously known results for these kinds of problems (see [2]), and we give analogies
and generalization for some of the results in [4–9], as well as many new results.
The paper is organized as follows. The case of k-ary words avoiding 132 and another pat-
tern τ ∈ S is treated in Section 2. Extending the block decomposition approach (see [9]) for
an arbitrary n-long k-ary word that avoids 132, we derive a simple structure for any n-long
k-ary word that avoids 132. This structure gives a complete answer for several interesting cases,
including 12 . . . , 2134 . . . , and 12 . . . (− 1). Moreover, we establish a bijection between the
set of n-long k-ary words that avoid both 132 and 12 . . . , and the set of n-long k-ary words that
avoid both 132 and 12 . . . ( − 1). The case of k-ary words that avoid both 132 and a pattern
τ ∈ []m for m > , is treated in Section 3. Finally, in Section 4, we present several directions to
generalize and to extend the previous results.
Most of the explicit solutions obtained in the next sections involve continued fractions and
Chebyshev polynomials.
2. Avoiding a pattern inS
In this section, we use the block decomposition approach as described in [9]. The core of
this approach initiated by Mansour and Vainshtein [7] lies in the study of the structure of 132-
avoiding permutations, and permutations containing a given number of occurrences of 132 [9].
Consider σ an arbitrary n-long k-ary word that avoids 132, namely σ = σ1σ2 . . . σn ∈
[k]n(132). We denote the number of occurrences of the letter k in σ by s = s(σ ). For ex-
ample, s = 2 for σ = 13243243 ∈ [4]8, and s = 0 for σ = 13243243 ∈ [5]8. Let 1m1 < m2 <
· · · < ms  n with σmj = k for each j = 1,2, . . . , s. Then σ can be represented as
σ = σ 1kσ 2kσ 3k . . . kσ s+1 (2.1)
where each σ i may be possibly empty. This representation is called the block decomposition of σ .
For example, if σ = 3434552355121 ∈ [5]15(132), then the block decomposition of σ is given
by (here s = 4) σ 1 = 3434, σ 2 = ∅, σ 3 = 23, σ 4 = ∅, and σ 5 = 121. The following proposition
is the base for all the other results in this paper, which follows immediately from the definitions.
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one of the following assertions holds:
(1) s = 0; i.e. σ ∈ [k − 1]n(132).
(2) s  1; then there exist d numbers 1 t1 < t2 < · · · < td  s + 1 such that
(a) σ tj = ∅ for each j = 1,2, . . . , d and σ j = ∅ for each j ∈ [s + 1]\{t1, t2, . . . , td};
(b) σ tj , where j = 1,2, . . . , d , is a word on the letters qj , qj + 1, qj + 2, . . . , qj−1 that
avoids 132 with k − 1 = q0  q1  · · ·  qd = 1 and in which the letter qj occurs at
least once.
Let fτ (n; k) be the number of n-long k-ary words that avoid both 132 and τ , and let
Fτ (x; k) =∑n0 fτ (n; k)xn be the corresponding generating function. Let Fτ (x, y) be the gen-
erating function for the sequence {Fτ (x; k)}k0; that is, Fτ (x, y) =∑k0 Fτ (x; k)yk .
Notation 2.2. We denote the generating function Fτ (x; k + 1) − 1 (for the number of n-long
(k + 1)-ary nonempty words that avoid 132) by Hτ (x; k), and the generating function Fτ (x;
k + 1) −Fτ (x; k) (for the number of n-long (k + 1)-ary words that avoid 132 and in which the
letter k + 1 occurs at least once) by Mτ(x; k), and define,
Hτ (x, y) =
∑
k0
Hτ (x; k)yk and Mτ(x, y) =
∑
k0
Mτ(x; k)yk.
Immediately, the following result holds.
Lemma 2.3. We have
Mτ(x, y) = 1
y
(
(1 − y)Fτ (x, y) − 1
)
and Hτ (x, y) = 1
y(1 − y)
(
(1 − y)Fτ (x, y) − 1
)
.
We now turn our attention to generating functions for n-long k-ary words that avoid both 132
and a pattern τ .
2.1. The pattern τ = ∅
In [2, Section 3], Burstein has shown an explicit formula for F∅(x, y) (see (1.3)). In this
section, we suggest a simpler proof for (1.3).
Theorem 2.4 (see Burstein [2, Theorem 3.2]). The generating function for the number of n-long
k-ary words that avoid 132 is given by
F∅(x, y) = 1 + y2x(1 − x) ·
(
1 −
√
(1 − 2x)2 − y
1 − y
)
.
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F∅(x, y) = 1 + y
(1 − x)(1 − y) − xy(1−x)
1−2x− xy(1−x)
(1−y)(1−2x)− xy(1−x)
1−2x− xy(1−x)
...
.
Proof. By Proposition 2.1, we have exactly two possibilities for the block decomposition of
an arbitrary σ ∈ [k]n(132). Let us write an equation for F∅(x; k). The contribution of the first
decomposition above (s = 0) equals
F∅(x; k − 1). (2.2)
Let us consider the contribution of the second possible decomposition for given s  1 and 0 
d  s + 1. The contribution of the decomposition above for d = 0 equals xs , and for every d ,
1 d  s + 1, equals
xs
∑
a1+a2+···+ad=k−2
H∅(x;ad)
d−1∏
j=1
M∅(x;aj ).
Combining this with
(
s+1
d
)
choices of d subwords σ t1, . . . , σ td as described in Proposition 2.1,
we get that the contribution from the case s  1 is given by
∑
s1
(
xs +
s+1∑
d=1
(
s + 1
d
)
xs
∑
a1+a2+···+ad=k−2
H∅(x;ad)
d−1∏
j=1
M∅(x;aj )
)
. (2.3)
Multiplying by yk and summing over all k  1 together with using Lemma 2.3 and Eq. (2.2) gives
yF∅(x, y), and Eq. (2.3) yields
∑
s1(
xsy
1−y +
∑s+1
d=1
(
s+1
d
)
xsy2Md−1∅ (x, y)H∅(x, y)). Hence,
F∅(x, y) − 1 = yF∅(x, y) + xy
(1 − y)(1 − x)
+
∑
s1
xsy2H∅(x, y)
M∅(x, y)
((
1 + M∅(x, y)
)s+1 − 1), (2.4)
which is equivalent to
F∅(x, y) = 1 + yF∅(x, y) + xy1 − x +
x(1 − y)(F∅(x, y) − 1)2
1 − x(1−y)
y
(F∅(x, y) − 1)
.
Therefore, by simple algebraic transformations we get the desired result. 
Example 2.5. The number of n-long k-ary words that avoid 132 is given by 1, 2n, (n2 +
3n + 8)2n−2, and 13 (n4 + 10n3 + 59n2 + 122n + 192)2n−6, where k = 1,2,3,4, respectively.
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Let us start with the following example.
Example 2.6. The number of n-long k-ary words that avoid both 12 and 132 is the same as
the number of n-long k-ary words that avoid 12 (since 132 contains 12). Hence, the generating
function for the n-long k-ary words that avoid both 132 and 12 is given by
F12(x, y) = 1 − x1 − x − y .
The case of varying  is more interesting. As an extension of Example 2.6, let us consider the
case τ = 12 . . . .
Theorem 2.7. Let  3. Then we have the recurrence
F12...(x, y) = 1 + y
(1 − x)(1 − y) + xy(1−x)(1−y)
x(1−y)+ y1−F12...(−1)(x,y)
,
with F12(x, y) = 1−x1−x−y . Thus, F12...(x, y) can be expressed as
F12...(x, y) = 1 + y
(1 − x)(1 − y) − xy(1−x)(1−y)
(1−2x)(1−y)− xy(1−x)(1−y)
(1−2x)(1−y)−
...
(1−2x)(1−y)−xy
,
where the fraction has  levels, or in terms of Chebyshev polynomials of the second kind, as
F12...(x, y) = 1 +
√
xy3(1 − x)(1 − y)
(1 − 2x − y)U−2(t) + xy2(1−x−y)√
xy3(1−x)(1−y)U−3(t)
(1 − 2x − y)U−3(t) + xy2(1−x−y)√
xy3(1−x)(1−y)U−4(t)
,
where t = − 1−2x2
√
1−y
xy(1−x) .
Proof. By Proposition 2.1, we have exactly two possibilities for the block decomposition of an
arbitrary σ ∈ [k]n(132,12 . . . ). Let us write an equation for F12...(x; k). The contribution of
the first decomposition equals
F12...(x; k − 1). (2.5)
Let us consider the contribution of the second possible decomposition for given s  1 and 0 
d  s + 1. The contribution of the second possible decomposition has two cases:
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xs
∑
a1+···+ad=k−2
H12...(−1)(x;ad)
d−1∏
j=1
M12...(−1)(x;aj ).
• td = s + 1; in this case the contribution gives for 1 d  s + 1,
xs
∑
a1+···+ad=k−2
H12...(x;ad)
d−1∏
j=1
M12...(−1)(x;aj ).
Summing over all s  1 and 0 d  s + 1, the second contribution of the block decomposition
equals
b
∑
s1
xs +
∑
s1
s∑
d=1
(
s
d
)
xs
∑
a1+···+ad=k−2
H12...(−1)(x;ad)
d−1∏
j=1
M12...(−1)(x;aj )
+
∑
s1
s+1∑
d=1
(
s
d − 1
)
xs
∑
a1+···+ad=k−2
H12...(x;ad)
d−1∏
j=1
M12...(−1)(x;aj ).
(2.6)
Therefore, Eqs. (2.5) and (2.6) give
F12...(x; k) =F12...(x; k − 1) +
∑
s1
xs
+
∑
s1
s∑
d=1
(
s
d
)
xs
∑
a1+···+ad=k−2
H12...(−1)(x;ad)
d−1∏
j=1
M12...(−1)(x;aj )
+
∑
s1
s+1∑
d=1
(
s
d − 1
)
xs
∑
a1+···+ad=k−2
H12...(x;ad)
d−1∏
j=1
M12...(−1)(x;aj ).
Multiplying by yk and summing over all k  1 we have that
F12...(x, y) = 1 + xy1 − x + yF12...(x, y) +
x(y − 1)(F12...(−1)(x, y) − 1)
1 − x(1 − y)/y(F12...(−1)(x, y) − 1)
+ x(1 − y)F12...(x, y)(F12...(−1)(x, y) − 1)
1 − x(1 − y)/y(F12...(−1)(x, y) − 1) .
Hence, by solving for F12...(x, y) and simplifying the result we arrive at
F12...(x, y) = 1 + y
(1 − x)(1 − y) + xy(1−x)(1−y)
x(1−y)+ y1−F12...(−1)(x,y)
.
The rest follows from the recurrence above and Eq. (1.2) together with Example 2.6. 
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F123(x, y) = (1 − x)(1 − 2x) − y(1 − 2x + 2x
2)
(1 − x)(1 − y)(1 − 2x − y) .
Moreover, the generating function for the number of n-long k-ary words that avoid both 132 and
123 is given by
1 − 1 − 2x
x(1 − x)
(
1 − 1
(1 − 2x)k
)
.
Example 2.9. Theorem 2.7 for  = 4 yields
F1234(x, y) = (1 − x)(1 − 2x)
2 − (1 − 3x + 4x2 − 3x3)y
(1 − x)((1 − 2x)2 − (2 − 3x)(1 − x)y + (1 − x)y2) .
Moreover, the generating function for the number of n-long k-ary words that avoid both 132 and
1234 is given by
√
1 − xk+2
(1 − 2x)k Uk
(
(2 − 3x)√1 − x
2(1 − 2x)
)
− (1 − 3x + 4x
2 − 3x3)√1 − xk−1
(1 − 2x)k+1 Uk−1
(
(2 − 3x)√1 − x
2(1 − 2x)
)
,
where Un(t) is the nth Chebyshev polynomial of the second kind.
2.3. The pattern τ = 12 . . . ( − 1)
Burstein [2, Section 4] has shown analytically that
F123(x, y) =F312(x, y) = (1 − x)(1 − 2x) − y(1 − 2x + 2x
2)
(1 − x)(1 − y)(1 − 2x − y) .
However, as stated in [2], a challenging question is to prove this fact bijectively.
Theorem 2.10. Let   1. There exists a bijection between the set of all n-long k-ary words
that avoid both 132 and 12 . . . , and the set of all n-long k-ary words that avoid both 132 and
12 . . . ( − 1). Moreover,
F12...(−1)(x, y) =F12...(x, y).
Proof. By the definitions the theorem holds for  = 1, so we can assume that  2. We proceed
by induction on k, that is, we define a bijection
Ωk : [k]n
(
132, 12 . . . ( − 1))→ [k]n(132,12 . . . )
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Ωk(σ) = σ , since in this case we have that [k]n(132, 12 . . . ( − 1)) = [k]n(132,12 . . . ). As-
sume that Ωm is a bijection for all m such that m < k and   k, and let σ ∈ [k]n(132, 12 . . .
( − 1)) with n 1. So, the function Ωk can be defined as follows:
The contribution of Proposition 2.1(1) implies that σ ∈ [k − 1]n(132, 12 . . . ( − 1)), so
Ωk(σ) can be defined as Ωk−1(σ ). The contribution of Proposition 2.1(2) implies that σ can be
represented as σ = σ 1kσ 2k . . . kσ s+1 with all the parameters as described in Proposition 2.1(2).
Thus, Ω(σ) can be defined as β1kβ2k . . . kβs+1 with
(1) if t1  2 then we define βj by Ωk(σ j+1) for each j = 1,2, . . . , s, and βs+1 = ∅.
(2) if t1 = 1 then we define βj as follows:
(a) βj = ∅ for each j + 1 ∈ [s + 1]\{t1, t2, . . . , td},
(b) βti−1 = Ωk(σ ti − q1 + q0) for all i = 2, . . . , d , where σ + p is given by (σ1 + p) . . .
(σn + p) for any n-long k-ary word σ = σ1 . . . σn and any integer p,
(c) βs+1 = Ωk(σ t1 − q1 + 1).
From the definition of the function Ωk we get that Ω(σ) ∈ [k]n. Also, by the induction hypothesis
it is easy to check that σ avoids both 132 and 12 . . . ( − 1) if and only if Ωk(σ) avoids both
132 and 12 . . . . Hence, Ωk is a bijection, as claimed. 
Example 2.11 (see Burstein [2, Theorem 4.3]). Theorem 2.10 for  = 3 together with Ex-
ample 2.8 give that
F312(x, y) = (1 − x)(1 − 2x) − y(1 − 2x + 2x
2)
(1 − x)(1 − y)(1 − 2x − y) .
Indeed, there is a bijection between the set [k]n(132,312) and the set [k]n(132,123). This gives
a complete answer for the question posed in [2, Following Theorem 4.3].
2.4. The pattern τ = τ ′( + 1)
For a further generalization of Theorem 2.7, consider the pattern τ = τ ′(+ 1) where τ ′ is a
( − 1)-ary pattern.
Theorem 2.12. Let τ = τ ′( + 1) ∈ [ + 1]m such that τ ′ ∈ [ − 1]m−2. Then we have the
recurrence
Fτ (x, y) = 1 + y
(1 − x)(1 − y) + xy(1−x)(1−y)
x(1−y)+ y1−F
(τ ′,)(x,y)
.
The proof is similar to that of Theorem 2.7.
Example 2.13. Let τ = 2134 and  = 3; using Theorem 2.12 we have that
F2134(x, y) = 1 + y
(1 − x)(1 − y) + xy(1−x)(1−y)
x(1−y)+ y
.1−F213(x,y)
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F213(x, y) = (1 − x)
2(1 − 2x − (1 − x)y)
(1 − x)2(1 − 2x) − (1 − x)(2 − 4x + x2)y + (1 − 2x)y2 .
Hence, the generating function for the number n-long k-ary words that avoid both 132 and 2134
is given by
F2134(x, y) = 1 + x
(1 − x)(1 − y)
×
(
1 + x(1 − 2x)(1 − x − y)y
(1 − x)(1 − 2x)2 − (2 − 7x + 7x2 − x3)y + (1 − 2x)y2
)
.
The case for general  is more interesting. As an extension of Example 2.13, let us consider
the case τ = 2134 . . . . Using Theorem 2.12 together with Example 2.13 we get
Corollary 2.14. For all  4, we have the recurrence
F2134...(x, y) = 1 + y
(1 − x)(1 − y) + xy(1−x)(1−y)
x(1−y)+ y1−F2134...(−1)(x,y)
,
with
F213(x, y) = (1 − x)
2(1 − 2x − (1 − x)y)
(1 − x)2(1 − 2x) − (1 − x)(2 − 4x + x2)y + (1 − 2x)y2 .
We remark that one can try to obtain expression in terms of Chebyshev polynomials, but the
expressions involved become extremely cumbersome.
3. Avoiding 132 and another m-long -ary pattern where  < m
In this section we study the generating functions for the number of n-long k-ary words that
avoid both 132 and an arbitrary pattern τ with repeated letters; that is, τ ∈ []m with  < m.
3.1. The pattern τ = 122 . . .2
In this subsection we study the generating function Fτ (x, y) where τ = 122 . . .2 ∈ [2]m+1.
Theorem 3.1. Let τ = 122 . . .2 ∈ [2]m+1. Then
(1 − y)Fτ (x, y) = 1 + xy1 − x +
m−1∑
j=1
xj (1 − y)j
yj−1
(Fτ (x, y) − 1)j+1
+ x
m(1 − y)m−1
(1 − x)ym−2
(Fτ (x, y) − 1)m.
T. Mansour / Advances in Applied Mathematics 36 (2006) 175–193 185Proof. Again, by Proposition 2.1, we have exactly two possibilities for block decomposition of
an arbitrary σ ∈ [k]n(132, τ ). Let us write an equation for Fτ (x, y). The contribution of the first
decomposition equals yFτ (x, y). The contribution of the second decomposition is given by two
cases: the first case is s m − 1 which gives that
m−1∑
s=1
xsy2Hτ (x, y)
Mτ (x, y)
((
1 + Mτ(x, y)
)s+1 − 1).
The second case is s  m, from the fact that σ avoids τ we have that σ j = ∅ for all j =
1,2, . . . ,m − s + 1. Thus, this case gives
xmy2Hτ (x, y)
(1 − x)Mτ (x, y)
((
1 + Mτ(x, y)
)m − 1).
Adding the above cases we have that
Fτ (x, y) = 1 + yFτ (x, y) + xy
(1 − x)(1 − y) +
m−1∑
s=1
xsy2Hτ (x, y)
Mτ (x, y)
((
1 + Mτ(x, y)
)s+1 − 1)
+ x
my2Hτ (x, y)
(1 − x)Mτ (x, y)
((
1 + M(x,y))m − 1).
The rest follows from Lemma 2.3 via simple algebraic transformations. 
Example 3.2. Theorem 3.1 for m = 2 yields
F122(x, y) =
1 + x −
√
(x − 1)2 − 4xy1−y
2x
.
Moreover, the generating function for the number of n-long k-ary words that avoid both 132 and
122 is given by
1
1 − x + x
k−2∑
i=0
(
i∑
j=0
1
i + 1
(
i + 1
j
)(
i + 1
j + 1
)
x2j
(1 − x)2i−1
)
.
Now, let us find an explicit formula for the number of n-long k-ary word that avoid τ =
122 . . .2 ∈ [2]m+1. Let z = y/(1 − y) and Pτ (x, z) = x/z(Fτ (x, z/(1 + z)) − 1). Theorem 3.1
gives
Pτ (x, z) − x1 − x = z
(
Pτ (x, z) − Pmτ (x, z)
1 − Pτ (x, z) +
x
1 − x Pτ (x, z)
)
.
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M(x, z) = z M(x, z) +
x
1−x
1 − 1−x1−2xM(x, z)
×
[
1 − x
1 − 2x −
x
1 − 2x
(
M(x, z) + x
1 − x
)m − (M(x, z) + x
1 − x
)m−1]
.
We denote the right-hand side of the above equation by ρ(M). Using the Lagrange inver-
sion formula we get that [z]n(M(x, z)) = 1
n
[M]n−1(ρn(M)), where [w]t (f (w)) is the t th co-
efficient of w in f (w). Hence, by simple algebraic transformations we arrive at M(x, z) =∑
n1 z
nMn(x), where
Mn(x) =
n∑
a=0
n−a∑
b=0
n∑
j1=0
mb∑
j2=0
(m−1)(n−a−b)∑
j3=0
(−1)n+a(n − 1)!
a!b!(n − a − b)!
(
n
j1
)(
mb
j2
)(
(m − 1)(n − a − b)
j3
)
×
(
2n − 2 − j1 − j2 − j3
n − 1
)
xmn−j1−j2−j3−(m−1)a+2b
(1 − x)(m−1)(n−a)+1+b−a(1 − 2x)n−j1−j2−j3+a+b−1 .
On the other hand, we have that
Fτ (x, y) = 1 + y
(1 − x)(1 − y) +
y
x(1 − y)M
(
x, y/(1 − y)).
Vanishing Fτ (x, y) at y = 0 and collecting the coefficient of yn in the result we get the following
theorem.
Theorem 3.3. Let k  1. The generating function for the number of n-long k-ary words that
avoid 122 . . .2 ∈ [2]m+1 is given by
1
1 − x +
∑
j0
(
k − 1
j
)
Mj(x)
x
,
where
Mt(x) =
t∑
a=0
t−a∑
b=0
t∑
j1=0
mb∑
j2=0
(m−1)(t−a−b)∑
j3=0
(−1)t+a(t − 1)!
a!b!(t − a − b)!
(
t
j1
)(
mb
j2
)(
(m − 1)(t − a − b)
j3
)
×
(
2t − 2 − j1 − j2 − j3
t − 1
)
xmt−j1−j2−j3−(m−1)a+2b
(1 − x)(m−1)(t−a)+1+b−a(1 − 2x)t−j1−j2−j3+a+b−1 .
3.2. The pattern τ = τ ′ . . . ( + 1)( + 1) . . . ( + 1)
One can try to obtain extensions for Theorem 2.12 and Theorem 3.1, but the expressions
involved become extremely cumbersome. So we just consider a simplest case τ = τ ′ . . .
( + 1)( + 1) . . . ( + 1), where τ ′ is a nonempty ( − 1)-ary pattern.
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τ = (τ ′,  + 1,  + 1, . . . ,  + 1) ∈ [ + 1]a+b+c . Then
(1 − y)Fτ (x, y) = 1 + xy1 − x +
c−1∑
j=1
xj (1 − y)j
yj−1
(Fτ (x, y) − 1)j+1
+ x
cyc−1(1 − y)c(Fτ ′(x, y) − 1)(Fτ (x, y) − 1)c
1 − x(1−y)
y
(Fτ ′(x, y) − 1)
.
Proof. Again, by Proposition 2.1, we have exactly two possibilities for the block decomposition
of an arbitrary σ ∈ [k]n(132, τ ). Let us write an equation for Fτ (x, y). The contribution of the
first decomposition equals yFτ (x, y). The contribution of the second decomposition is given by
two cases: the first case when 1 s  c − 1 yields that
c−1∑
s=1
xsy2Hτ (x, y)
Mτ (x, y)
((
1 + Mτ(x, y)
)s+1 − 1).
The second cases is s  c; since σ avoids τ , we have that σ j avoids (τ ′, , , . . . , ) for all
j = 1,2, . . . , c − s + 1, hence this case gives
∑
sc
xsy2
(
s−c+1∑
d=1
(
s − c + 1
d
)
Md−1
τ ′ (x, y)Hτ ′(x, y) +
c∑
d=1
(
c
d
)
Mτ(x, y)Hτ (x, y)
+
∑
d,e1
(
s − c + 1
d
)(
c
e
)
Mdτ ′(x, y)M
e−1
τ (x, y)Hτ (x, y)
)
,
which is equivalent to
xcy2Hτ (x, y)(1 + Mτ ′(x, y))(1 + Mτ(x, y))c
Mτ (x, y)(1 − x(1 + Mτ ′(x, y))) −
xcHτ ′(x, y)
(1 − x)Mτ ′(x, y) .
Therefore, adding all the above cases we get that
Fτ (x, y) = 1 + yFτ (x, y) + xy
(1 − x)(1 − y) +
c−1∑
s=1
xsy2Hτ (x, y)
Mτ (x, y)
((
1 + Mτ(x, y)
)s+1 − 1)
+ x
cy2Hτ (x, y)(1 + Mτ ′(x, y))(1 + Mτ(x, y))c
Mτ (x, y)(1 − x(1 + Mτ ′(x, y))) −
xcy2Hτ ′(x, y)
(1 − x)Mτ ′(x, y) .
The rest follows from Lemma 2.3 via simple algebraic transformations. 
3.3. The pattern 212
In this subsection we study the number of n-long k-ary words that avoid 132, 212, and an
arbitrary pattern τ . First of all, we present a simple structure for n-long k-ary words that avoid
both 132 and 212 by the following proposition which follows immediately from Proposition 2.1.
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Then one of the following assertions holds:
(1) s = 0, i.e. σ ∈ [k − 1]n(132,212);
(2) s  1, then there exist two subwords σ ′ and σ ′′ such that σ = σ ′kk . . . kpp . . .pσ ′′, where σ ′
is a words on the letters p,p + 1, . . . , k − 1 that avoid both 132 and 212, σ ′′ is a word on
the letters 1,2, . . . , p − 1 that avoid both 132 and 212, and σ ′ contains the letter p at least
once.
For any set T of patterns, we define FT (x; k) = ∑n0 |[k]n(132, T )|xn and FT (x, y) =∑
k0 FT (x; k)yk .
3.3.1. The pattern τ = ∅
The first interesting case is to find an explicit formula for F212(x, y).
Theorem 3.6. The generating function for the number of n-long k-ary words that avoid both
132 and 212 is given by
F212(x, y) = (1 − x)
2
(1 − x)2 − (1 − 2x)y − xy(1−y)(1−x)2
(1−x)2−(1−2x)y− xy(1−y)(1−x)2
(1−x)2−(1−2x)y−
...
,
or equivalently,
F212(x, y) = (1 − x)
2 − (1 − 2x)y −√(1 − x)4 − 2(1 − x)2y + (1 − 4x2 + 4x3)y2
2xy(1 − y) .
Proof. By Proposition 3.5, we have exactly two possibilities for the block decomposition of an
arbitrary word σ ∈ [k]n(132,212). Let us write an equation for F212(x; k). The contribution of
the first decomposition is given by F212(x; k − 1). The contribution of the second decomposition
is given by xs if σ ′ = σ ′′ = ∅, ∑s1 xs(F212(x; k − 1)− 1) if either σ ′ or σ ′′ is the empty word,
and
∑
s1
xs
k−1∑
p=1
(
F212(x;p) − F212(x;p − 1)
)( 1
1 − x · F212(x; k − 1 − p) − 1
)
if both σ ′ and σ ′′ are nonempty words. Therefore, adding the above cases we get that
F212(x; k) = F212(x; k − 1) + x1 − x +
2x
1 − x
(
F212(x; k − 1) − 1
)
+ x
1 − x
k−1∑
p=1
(
F212(x;p) − F212(x;p − 1)
)( 1
1 − x · F212(x; k − 1 − p) − 1
)
,
which is equivalent to
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x
(1 − x)2
(
k−1∑
p=1
F212(x;p)F212(x; k − 1 − p)
−
k−2∑
p=0
F212(x;p)F212(x; k − 2 − p)
)
.
Multiplying by yk and summing over all k  1 we have that
F212(x, y) = 1 + y(1 − 2x)
(1 − x)2 ·F212(x, y) +
xy(1 − y)
(1 − x)2 ·F
2
212(x, y).
hence, we get the desired result by simple algebraic transformations. 
3.3.2. The pattern τ = 12 . . . 
Now, let us consider the case of words that avoid three patterns 132, 212, and 12 . . . .
Theorem 3.7. For all l  3,
F212,12...(x, y) = 1
1 − (1−2x)y
(1−x)2 − xy(1−x)
−2(1−y)
...−
...
1− (1−2x)y
(1−x)2 −xy(1−x)
−2(1−y) (1−x)
(1−x−y)
,
where the fraction has  − 2 levels.
Proof. Using the arguments in the proof of Theorem 3.6 we obtain that
F212,12...(x; k) = 1 − 2x
(1 − x)2 F212,12...(x; k − 1)
+ x
(1 − x)2
k−1∑
p=0
F212,12...(−1)(x;p)F212,12...(x; k − 1 − p)
− x
(1 − x)2
k−2∑
p=0
F212,12...(−1)(x;p)F212,12...(x; k − 2 − p).
Multiplying by yk and summing over all k  1 we have that
F212,12...(x, y) = 1 + (1 − 2x)y
(1 − x)2 F212,12...(x, y)
+ xy(1 − y)2 ·F212,12...(−1)(x, y)F212,12...(x, y),(1 − x)
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F212,12...(x, y) = 1
1 − (1−2x)y
(1−x)2 − xy(1−y)(1−x)2 F212,12...(−1)(x, y)
.
The rest follows from the fact that F212,12(x, y) = F12(x, y) = (1 − x)/(1 − x − y) and the
above recurrence. 
3.3.3. The pattern 12 . . . ( − 1)
Using arguments similar to the proof of Theorem 3.6 (see also Theorem 3.7) we get the
following result.
Theorem 3.8. For all  3,
F212,12...(−1)(x, y) = 1 − x
2(1 − x)−2yF212,12...(−1)(x, y)
(1 − y)(1 − x(1 − x)−2yF212,12...(−1)(x, y)) .
3.4. The pattern 121
In this subsection we study the number of n-long k-ary words that avoid 132, 121, and an
arbitrary pattern τ . First of all, we present a simple structure for n-long k-ary words that avoid
both 132 and 121 in the following proposition which holds immediately from Proposition 2.1.
Proposition 3.9. Let σ ∈ [k]n(132,121) be such that σ contains the letter k exactly s times.
Then one of the following assertions holds:
(1) s = 0, i.e. σ ∈ [k − 1]n(132,121);
(2) s  1, then there exist σ 1, σ 2, . . . , σ s+1 such that σ = σ 1kσ 2k . . . kσ s+1, where σ j avoids
both 132 and 121, and (σ j )a > (σ j+1)b for any a, b.
3.4.1. The pattern τ = ∅
The first interesting case is to find an explicit formula for F121(x, y).
Theorem 3.10. The generating function F121(x, y) is given by
F121(x, y) =
1 + x +
√
(1 − x)2 − 4xy1−y
2x
.
Moreover, the generating function for the number of n-long k-ary words that avoid both 132 and
121 is given by
1
1 − x + x
k−2∑
i=0
(
i∑
j=0
1
i + 1
(
i + 1
j
)(
i + 1
j + 1
)
x2j
(1 − x)2i−1
)
.
Proof. By Proposition 3.9, we have exactly two possibilities for the block decomposition of
an arbitrary σ ∈ [k]n(132,121). Let us write an equation for F121(x, y). The contribution of
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d nonempty subwords σ i gives xs if d = 0, (s + 1)xsyN121(x, y) if d = 1. For any d , 2 d 
s + 1, we have that
(
s+1
d
)
xsyN121(x, y)
M121(x, y)
((
1 + M121(x, y)
)s+1 − 1 − (s + 1)M121(x, y)),
where N121(x, y) =F121(x, y)− 1/(1 − y) and M121(x, y) = (1 − y)F121(x, y)− 1. Therefore,
summing over all s  1 and 0 d  s + 1 we arrive at
F121(x, y) = 1 + yF121(x, y) + xy
(1 − y)(1 − x) +
xy(2 − x)N121(x, y)
(1 − x)2
+ xyN121(x, y)(1 + M121(x, y))
2
M121(x, y)(1 − x(1 + M121(x, y))) −
xyN121(x, y)
(1 − x)M121(x, y)
− xy(2 − x)N121(x, y)
(1 − x)2 .
Hence, simple algebraic transformations yield the desired result. 
A comparison of Example 3.2 with Theorem 3.10 suggests that there should exist a bijection
between the sets [k]n(132,122) and [k]n(132,121), and finding it remains an open question for
the interested reader.
3.4.2. The pattern 12 . . . 
Using the arguments in the proof of Theorem 3.7 we get the following result.
Theorem 3.11. For  2, we have the recurrence
F121,12...(x, y) = 11 − y
(
1 − x
x − 1F121,12...(−1)(x,y)
)
.
Moreover, for any   1, the generating function F121,12...(x, y) can be expressed in terms of
Chebyshev polynomials as
F121,12...(x, y) =
U−1
( 1
2
√
1−y
x
)
√
x(1 − y)U
( 1
2
√
1−y
x
) .
4. Additional results
Here we suggest two of the possible directions to generalize and to extend the results of the
previous subsections and known results for special cases. The first of these directions is to con-
sider two general additional restrictions. Let Fτ,φ(x; k) be the generating function for the number
of n-long k-ary words that avoid 132, τ , and φ. We define Fτ,φ(x, y) =∑k0 Fτ,φ(x; k)yk . As-
sume that τ = 12 . . .  and φ = 2134 . . .  (for  = 3, see [2, Theorem 5.1]).
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F1234...,2134...(x, y) = 1 + y(1 − x)
−1(1 − y)−1
1 + xx(1−y)
y
+ 11−F1234...(−1),2134...(−1)(x,y)
,
together with
F123,213(x, y) = 1 + (1 − 2x)(1 − y)y
(1 − x)(1 − 2x) − (1 − x)(2 − 3x)y + (1 − 2x)y2 .
Now, we assume that τ = 12 . . .  and φ = 12 . . . ( − 1).
Theorem 4.2. For all  2,
F12...,12...(−1)(x, y) = 11 − y +
xy
(1 − x)(1 − y)2 +
x(F12...(−1)(x, y) − 1)2
1 − x(1−y)
y
(F12...(−1)(x, y) − 1)
.
For example, Theorem 4.2 for  = 2 yields F12,21(x, y) = 1 + xy/((1 − x)(1 − y)), and for
 = 3 yields (see [2, Theorem 5.4])
F123,312(x, y) = 11 − x − y
×
(
1 − x + xy
1 − x − y −
xy
(1 − x)(1 − y) +
x3y2
(1 − x)2(1 − y)2(1 − 2x)
)
.
The second of these directions is to consider a general set of restrictions. Let FT (x; k) be the
generating function for the number of n-long k-ary words that avoid both 132 and T . We define
FT (x, y) =∑k0 FT (x; k)yk . Assume that T = {1234 . . . , 2134 . . . , 12 . . . ( − 1)}.
Theorem 4.3. Let T = {1234 . . . ,2134 . . . , 12 . . . ( − 1)}. Then, for all  4,
FT(x, y) =
1
1 − y +
xy
(1 − x)(1 − y)2 +
x(F1234...(−1),2134...(−1)(x, y) − 1)2
1 − x(1−y)
y
(F1234...(−1),2134...(−1)(x, y) − 1)
.
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