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1. Abstract
NEUROSCIENTISTS commonly use a Morris wa-ter maze to assess learning in rodents. In this
kind of a maze, the subjects learn to swim toward
a platform hidden in opaque water as they orient
themselves according to the cues on the walls. This
protocol presents a challenge to statistical analysis,
because an artificial cut-off must be set for those
experimental subjects that do not reach the plat-
form so as they do not drown from exhaustion. This
fact leads to the data being right censored. In our
experimental data, which compares learning in ro-
dents that have chemically induced symptoms of
schizophrenia to a control group of rodents a cut-
off of 60 seconds was used. Utilizing Bayesian in-
ferential procedures, we account for the censoring
in the data and compare the results of learning be-
tween the treatment and control groups.
2. Introduction
2.1 Biological background
Investigation of the cellular basis of learning and
memory is central to neuroscience. Disorders such
as schizophrenia feature symptoms related to dys-
function of memory and learning. This poster de-
scribes an attempt to identify some of the cellular
targets involved in spacial learning, which may lead
the way to improved treatments for some disor-
ders. Namely, we used phaclophen and ketamine,
the drugs that block GABAB and NMDA recep-
tors in the brain, respectively, to alter learning in
rats. (See Figure 2.1). Ketamine induces psy-
chosis in schizophrenic patients in remission [3]
and produces symptoms of the disorder when ad-
ministered to healthy subjects [1]. Previously, ke-
tamine was found to impair animals’ ability to learn
spacial information [4]. Little is known about the ef-
fect of phaclophen on learning and memory; how-
ever, GABAA receptor antagonists were found to
enhance retention [2]. Spatial learning and mem-
ory were evaluated through measuring the time it
took experimental subjects (rats) to find a hidden
platform in a Morris water maze.
Fig. 1: Ketamine’s mode of action
2.2 Experimental design
To quantify learning, a Morris water maze was uti-
lized. The maze consists of a circular pool filled
with opaque water that was tentatively divided into
four quadrants (See Figure 2). Under the water, a
platform was placed on which the rats could stand
without touching the water, and cues consisting of
different colorful figures were placed on the four
walls surrounding the maze. The rodents had to
orient themselves according to the cues on the
walls in order to find the platform and get out of
the water. If they did not find the platform within 60
seconds, the experimenter guided the subjects to
the platform. The cut-off was set in order to prevent
any damage or death to the rats due to prolonged
swimming.
Fig. 2: Morris Water maze
For the course of the experiment, each rat was ran-
domized into one of four treatment categories:
• Saline-Saline (control)
• Saline-Phaclophen
• Ketamine-Saline
• Ketamine-Phaclophen
On each experimental day, a subject would receive
their specified treatment through injections, with 15
minutes given between the two injections. Imme-
diately following the second injection, four water
maze trials were performed. Each trial consisted of
the following: the experimenter placed the subject
in a random quadrant, and the animals were al-
lowed to swim until they found the platform or until
60 second had passed. Then, they were allowed
stay on the platform for 30 seconds and consecu-
tively were placed in a warm place. After the four
trials, the subjects were placed back into their re-
spective cages. See Table 1 for further description
of the experiment.
Table 1: Description of the Experiment
Days Sal-Sal Sal-Phac Ket-Sal Ket-Phac
1 - 5 Hidden Hidden Hidden Hidden
6 Reversal Reversal Hidden Hidden
7
8
9 Visible Visible Hidden Hidden
10
11 None None Hidden Hidden
12 None None Reversal Reversal
13
14
15-16 None None Visible Visible
3. Data
Due to the features of the experimental design de-
scribed above, the resulting data set presents sev-
eral challenges for statistical analyses:
1. Measurements above 60 seconds have been
censored;
2. Dependency within the data due to repeated
measurements made on the same rat within a
day and over days;
3. Different numbers of days for different groups
(unbalanced design).
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Fig. 3: Histogram of time to find the platform
4. Preliminary Analysis
Due to the skewness of the data, we consider a log
transformation of the data (Figure 4). In future work
we will consider modeling the untransformed data
directly.
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Fig. 4: Log of time to find the platform without the
censored data
For our preliminary analysis, we only considered
data from the first trial on day 6 (days 1-5 were
training days). Thus for each of the four treat-
ment groups, we had 10 rats. This reduction in
the data removed the statistical difficulty of depen-
dency within the data, which we will account for in
future work.
4.1 Model, Censoring, and Bayesian In-
ference
We can consider the following model for the data
for a particular treatment group g:
log(yig)|µg, σ2g ∼ N(µg, σ2g)
The censored data can naturally be thought of as
missing, since we do not observe the data would
have occurred if the rat was allowed to continue
swimming after 60 seconds.
log(ymissi )|µ, σ2 ∼ N(µ, σ2)I
(
log(ymissi ) ≥ log(60)
)
For inference we will consider a Bayesian ap-
proach, as such we considered the following prior
distributions:
µ ∼ N(µ0, τ20 )
1/σ2 ∼ Gamma(ν0/2, σ20ν0/2)
µ0 = 0, τ
2
0 = 100, ν0 = 1, σ
2
0 = 1
In order to make inference for our unknown param-
eters, we examine the joint posterior distribution of
the unknown parameters by conditioning on the ob-
served data:
p(µg, σ
2
g,y
miss
g |yg) =
p(yg|θg, σ2g)p(ymissg |θg, σ2g)p(θg)p(σ2g)
p(y)
As the posterior distribution is not available in
closed form, a Gibbs sampling procedure was used
to generate samples from the joint posterior distri-
bution. The Gibbs sampling algorithm constructs a
a Markov chain in the parameters through succes-
sive draws from each of the full conditional distribu-
tions:
µg|yg,ymissg , σ2g ∼ N(µn, σ2n)
1/σ2g|yg,ymissg , µg ∼ Gamma(
νn
2
,
νnσ
2
n
2
)
ymissg |µg, σ2g ∼ N(µ, σ2)I
(
log(ymissg ) ≥ log(60)
)
where:
ycom = (y,ymiss)
µn =
µ0
τ20
+ n
¯ycom
σ2
1
τ20
+ n
σ2
; τ 2n =
1
1
τ20
+ n
σ2
νn = ν0 + n; σ
2
n =
1
νn
[v0σ
2
0 + ns
2
n]; s
2
n =
n∑
i=1
(ycomi − µ)2
n
A Markov chain of 10,000 scans was constructed
for the parameters in each of the four treatment
groups.
5. Results
5.1 Comparison of the treatments - Dif-
ferences in Means
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Fig. 5: Posterior distributions for the four different
treatment means
In order to compare the means from the four differ-
ent treatment groups we may consider:
p(µi < µj|yi, yj) =
∫ µj
−∞
∫ ∞
−∞
p(µi|yi)p(µj|yj)dµidµj
Table 2: Comparison Probabilities of Posterior
Means
µi µj
µS−S µS−P µK−S µK−P
µS−S 0.268 0.991 0.986
µS−P 0.998 0.986
µK−S 0.596
µK−P
5.2 Comparison of the treatments - Dif-
ferences in New Predicted Responses
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Fig. 6: Posterior predictive distributions (y˜g) for the
four different treatment
In order to compare the posterior predictive distri-
butions from the four different treatment groups we
may consider:
p(y˜i < y˜j|yi, yj) =
∫ y˜j
−∞
∫ ∞
−∞
p(y˜i|yi)p(y˜j|yj)dy˜idy˜j
Table 3: Comparison Probabilities of Posterior
Predictive distributions
y˜i y˜j
y˜S−S y˜S−P y˜K−S y˜K−P
y˜S−S 0.425 0.782 0.762
y˜S−P 0.845 0.762
y˜K−S 0.529
y˜K−P
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6. Discussion and Future Work
Ketamine
To adequately handle the within day and over days
dependency in the data, we will consider the follow-
ing model for each group:
yi,j,t ∼ N(µt + αi,t, σ2t )
αi,t = φαi,t−1 + t, t ∼ N(0, σ2α)
i = 1, . . . , N ; j = 1, . . . , 4; t = 1, . . . , Ti
Additionally, we will consider other distributions be-
yond the normal to model the data.
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