Abstract 3D-DWT encoders are good candidates for applications like professional video editing, IPTV video surveillance applications, live event IPTV broadcast, multi-spectral satellite imaging, HQ video delivery, etc, in order to reconstruct a frame as fast as possible. However, the main drawback of the algorithms that compute the 3D-DWT is the huge memory requirement in practical implementations. In this paper, we present a fast frame-based 3D-DWT video encoder with low memory usage. Furthermore, we evaluate the behavior of the encoding system when different separable 1D filters are applied, both in the spatial and temporal dimension.
17
In video compression, some early proposals were based on merely apply- ral Filtering (MCTF) [10, 11] . In these techniques, in order to compensate 25 object (or pixel) misalignment between frames, and hence avoid the signif-
26
icant amount of energy that appears in high-frequency subbands, a motion 27 compensation algorithm is introduced to align all the objects (or pixels) in 28 the frames before being temporally filtered.
29
In all these applications, the first problem that arises is the extremely high is used, since a group of frames must be kept in memory before applying 32 temporal filtering, and in the case of video coding, we know that the greater 33 temporal decorrelation, the greater number of frames are needed in memory.
34
Another drawback is the necessity of grouping images in small Group Of in Figure 1(b) ). Figure 1 : Overview of the 3D-DWT computation in a two-level decomposition, (a) following a frame-by-frame scheme as shown in Figure 2 ; or, (b) the regular 3D-DWT algorithm subband frames) as soon as it has enough frames to compute them. 
93
When there are enough frames in the buffer to perform one step of a 94 wavelet transform in the temporal direction (z-axis), the convolution process 95 is calculated twice, first using the low-pass filter and then the high-pass filter.
96
The result of this operation is the first frame of each high-frequency subbands The algorithm starts requesting LLL frames to the last level (nlevel ). As 126 seen in Figure 1 , the nlevel buffer must be filled with subband frames from 127 the nlevel -1 level before it can generate frames. In order to get them, this 128 function recursively calls itself until level 0 is reached. At this point, it no 129 longer needs to call itself since it can return a frame from the video sequence, 130 which can be directly read from the input/output system.
131
The first time that the recursive function is called at every level, it has its 132 buffer (buffer level ) empty. Then, its upper half (from N to 2N) is recursively 133 filled with frames from the previous level. Recall that once a frame is received, 134 it must be transformed using a 2D-DWT before being stored. Once the upper 135 half is full, the lower half is filled by using symmetric extension. On the other 136 hand, if the buffer is not empty, it simply has to be updated. In order to 137 update it, it is shifted one position so that the frame contained in the first 138 position is discarded and a new frame can be introduced in the last position 139 (2N) by using a recursive call. This operation is repeated twice.
140
However, if there are no more frames in the previous level, this recursive 141 call will return End Of Frame (EOF). That points out that we are about to 142 finish the computation at this level, but we still need to continue filling the 143 buffer. We fill it by using symmetric extension again.
144
Once the buffer is filled or updated, both high-pass and low-pass filter 145 banks for the time direction (z-axis) are applied to the frames in the buffer.
146
As a result of the convolution, we get a frame of every wavelet subband at this 147 level, and an LLL frame. The high-frequency coefficients are compressed and 148 this function returns the LLL frame which is the lowest frequency subband 149 frame (see Figure 3 ).
150
The inverse DWT algorithm is similar to the forward DWT, but ap- 
Fast run-length coding

176
In the proposed coding algorithm, the quantization process is performed 177 by two strategies: one coarser and another finer. The finer one consists 178 on applying a scalar uniform quantization to the coefficients using the Q 179 parameter. The coarser one is based on removing bit planes from the least 180 significant part of the coefficients. We define rplanes as the number of less 181 significant bits to be removed, and we call significant coefficient to those 
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In order to encode the count of insignificant symbols, we encode a RUN 
Option
Spatial Temporal D97-D97 Daubechies 9/7F Daubechies 9/7F D97-B53 Daubechies 9/7F LeGall B5/3 B53-B53 LeGall B5/3 LeGall B5/3 In this new algorithm (frame-by-frame 3D wavelet transform), each buffer 229 must be able to keep either 2N + 1 low frequency frames at every level
230
(recall that 2N + 1 is the filter length), or even less if the lifting scheme is 231 used as shown in [17] . As presented in Figure 1 decomposition, the number of coefficients required by this algorithm is:
which is asymptotically (as nlevel approaches infinity) independent of 236 the number of frames to be encoded, less than the regular case, which needs
237
(w × h × G), being G the number of frames in a GOP.
For an objective evaluation, in Table 2 , the memory requirements of dif- uses the memory needed to store one frame. The 3D-RLW version using
241
LeGall 5/3 temporal filter requires up to 1.5 times less memory than the one 242 using Daubechies 9/7F time filter.
243
Regarding R/D, in Figure 5 we can see the behavior of all evaluated en-coders. As shown, the 3D-RLW version using LeGall B5/3 filter in both 
274
In 
294
Regarding coding delay, in Figure 8 we can see that the 3D-RLW encoder sequences and up to 39 times faster than X.264 for Full-HD size sequences.
298
The decoding process is also very fast in 3D-RLW, having a similar behavior 299 than MPEG-2 and MPEG-4 encoders for Full-HD size sequences. faster.
320
The low memory requirements and the fast coding/decoding process, 
