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Abstract
Heavy Rydberg Photo-dissociation Cross-section Calculations and
Experimental Progress Towards Cold Collisions in Lithium
by Lisa Madeleine Ugray
This thesis is divided into two parts, each of which supports constructing and using
a lithium magneto-optical trap for cold collision studies:
Part I
One outgoing channel of interest from cold collisions is the production of ion pairs.
We describe an effective method for calculating bound-to-continuum cross-sections
for charged binary systems by examining transitions to states above the binding en-
ergy that become bound when the system is placed within an infinite spherical well.
This approach is verified for ionization of a hydrogen atom, and is then applied to
the heavy Rydberg system Li+ · · · I–.
Part II
A wavemeter previously built in the lab is redesigned for increased reliability
and ease of use by replacing the optical hardware with a rocker system, which can
be aligned in mere minutes rather than half a day as was previously the case. The
new wavemeter has been tested through saturated absorption spectroscopy of lithium.
Keywords: lithium, MOT, magneto-optical trap, cross-section, ionization, dissocia-
tion, LiI, wavemeter, Michelson
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1Chapter 1
Introduction
The relevantly recent advent of quantum theory forced physicists to radically rethink
the fundamental nature of the universe. While Newtonian mechanics matches our
intuitive and experiential understanding of how systems should behave, the same
cannot be said of quantum mechanics which deals with systems too small to be a
part of the daily human experience.
The divide between the macroscopic world of Newtonian mechanics and the micro-
scopic world of quantum mechanics is a fascinating one. The correspondence principle
provides a bridge between the two theories, and those systems which push the bound-
aries, coherent quantum systems with sizes approaching those which would generally
be described by classical physics, are of particular interest.
Bose-Einstein condensates of atomic gases [1–4], in which a large population of
atoms is rendered coherent by being forced through low temperature into the ground
state, are one way in which this boundary is being pushed. Weakly-bound ion-pairs,
A+ · · · B– with their very large bond lengths can also be used to explore this bound-
ary. These systems of ion pairs which are bound primarily by Coulomb forces are
called heavy Rydberg systems [5] to distinguish them from traditional electronic Ry-
dberg systems A+ · · · e– composed of a bound nucleus and electron which are likewise
bound primarily by Coulomb forces. Given their large size yet simple binary struc-
ture, heavy Rydberg systems are prime candidates for studies which bridge quantum
and classical physics. Heavy Rydberg systems have been formed in molecular beam
experiments [6], in room temperature collisions [7], and have been proposed in cold
collision environments [8]. This latter approach, with minimal Doppler broadening,
is that which is the main thrust of the present research group.
This thesis is divided into two main and distinct parts, which are unified by
a common goal of working towards the construction of a magneto optical trap for
lithium and its use in the study of cold collisions in lithium.
In the intended cold collision experiment, many final channels are energetically
possible. Our primary interest is a search for weakly bound lithium ion pairs or heavy
Rydberg systems (denoted Li+ · · · Li–), which we would like to study. It is reasonable
2to assume that these may be strong absorbers of long wavelength room temperature
black-body radiation as is the case for traditional highly-excited Rydberg systems [9].
To that end, it is of interest to determine the lifetime of the species that will be created
which will dictate the time-scale on which any studies must be performed. In order
to lay the groundwork for these calculations, Part I is a theoretical examination of
the stabilities of binary charged systems against photo-transitions to the continuum.
Though more commonly called dissociation or ionization for the separation of nuclei or
electron from core respectively, it can be convenient to refer to these events as charge
separation to reflect this similarity. Part I begins by examining photo-ionization of
hydrogen in order to test our chosen numerical method and show that it generates a
cross-sectional function which agrees with that found using an exact analytic method.
The numerical method is then used to perform the same calculation for Li+ · · · I–,
a species for which the energies of some states have already been calculated [10],
allowing our methods to be verified at an intermediate step. Convergence is again
shown for increasing radius of confinement. To the best of our knowledge, ours is the
first heavy Rydberg photo-dissociation cross section calculations presented.
This lays excellent groundwork for minor adjustments to be made to the param-
eters of the program found in Appendix A in order to calculate photo-dissociation
cross-sections for Li+ · · · Li–, or indeed any other ion pair. While we would have ide-
ally preferred to perform the calculation for Li+ · · · Li– directly, a similar intermediate
calculation could not be found in the literature for this species, as this is the first
such calculation being performed, intermediate checks were deemed valuable. Ad-
ditionally, the oscillatory nature of the Li+ · · · I– cross-section that results from the
calculations in Chapter 4 suggests the possibility of selective control using light which
cannot ionize the ion pair but only force a particular desired downward transition.
In order to be able to study cold collisions in lithium, it is necessary to tune the
diode lasers to be used to the correct frequency, ≈ 446 800 GHz, for cooling lithium
atoms. Since these diode lasers can be tuned over hundreds of gigahertz [11], search-
ing blindly for a transition with a width on the order of megahertz is not feasible. A
tool for measuring the wavelength or frequency of laser light, a wavemeter, was previ-
ously built in the lab to address this problem, but was a highly impractical device to
use, requiring many hours of work to align properly due to insufficient linearity in the
track of the travelling Michelson interferometer that it employed. To tune an external
cavity diode laser to the correct wavelength, gross adjustments of the external grating
to produce large changes in output frequency are generally required. These adjust-
ments can have the unintended consequences of changing the alignment of the output
beam, which in turn requires realigning the beam into the wavemeter. Additionally,
in practice multiple readily available laser diodes of promising nominal wavelengths
must be purchased and their free-running (without external cavity) wavelength mea-
sured to determine which ones may be tuned to the desired wavelength. Given the
necessity of being able to quickly check or recheck the wavelength of the laser, a
major redesign and construction of a new wavemeter was necessary to advance the
3experiment. This was accomplished and is presented in Part II in which the optical
layout and hardware of the initial wavemeter are completely replaced, and the signal
processing electronics are improved to remove false signals produced by cross-talk in
the previous system. The new wavemeter is shown to be accurate through the use of
saturated absorption spectroscopy [12], applied to lithium. Verifying the frequencies
reported by the wavemeter through the use of saturated absorption spectroscopy also
serves a secondary purpose, as it permits the next step in the experiment to be per-
formed more readily: that of locking the laser to the saturated absorption spectrum
at the frequency found using the wavemeter.

5Part I
Calculating the stabilities of
Rydberg-like systems against
bound-to-continuum
photo-transitions

7Chapter 2
Literature Review:
Photo-transitions and Rydberg
systems
The cross-section [13], σ(ω), is commonly used to quantify the absorption of inci-
dent light of angular frequency ω by a sample comprising a set of particles (atoms,
molecules, etc.). It is called a cross-section since it is an effective cross-sectional area
that each particle presents on average to an incoming flux of photons, such that if a
photon considered to be a point-like particle were to pass through that effective area,
it would be absorbed. Another common measure of the rate at which particles absorb
light, the oscillator strength distribution [14], df
dW
, where W is the internal energy of
the system, is linearly related to the cross-section by
df
dW
=
c~
8a30Ry
2pi2
σ. (2.1)
Calculating cross-sections for transitions within binary charged systems to the
continuum requires choosing an appropriate normalization method of the continuum
state involved. One such normalization is an energy normalization [15] which may
on occasion generate exact analytical results. A second method involves placing
the system in an infinite potential well, box normalization [16], such that states at
all energies are bound, with states in the previously continuous regime becoming
discretized due to the box. Any results found using this method will converge towards
the correct value for an increasing radius of confinement; the case as the radius of
confinement approaches infinity is that of the unbound system.
The model of the confined hydrogen atom was initially developed in 1937 [17] to
study the effects of high pressure on matter. Since then it has been further studied
to determine the energy levels of the confined atom: Wilcox [18] uses an approximate
formula to show breaking of degeneracy caused by confinement in which states with
the lowest angular momentum raise most in energy. Laughlin et al. [19] made creative
8use of perturbation theory for radii of confinement close to nodes of wavefunctions
for the unconfined atom. Aquino et al. [20] showed that early 21st century computers
are up to the task of calculating the energies of the states of the confined hydrogen
atom up to 100 significant figures, and also reported its polarizability for a few radii
of confinement. Mazie et al. [21] also examined the polarizability of the atom as
did Laughlin [22], who also examined the 1s→2p oscillator strength. Stevanovic´ [23]
too examined the oscillator strength, extending Laughlin’s work to bound-to-bound
transitions for n ≤ 5. Dolmatov [24] examined photoionization of confined atoms,
but focused on real world confinement structures such as C60, and was interested in
the confined atom in such structures for its own sake. Conversely, in what follows
we use confinement as a mathematical tool to discretize continuum states, and then
allow the radius of confinement to increase, tending towards infinity, to understand
the nature of the unconfined system.
9Chapter 3
Cross-sections for photo-ionization
of hydrogen
3.1 Introduction
The intended cold collision experiment will study collisions of lithium atoms, chosen
for their relatively simple structure, and the existence of a convenient cooling tran-
sition. A collision of interest is that between a ground state lithium atom, and an
excited lithium atom, which has many energetically possible final channels, such as
excited molecular or ionic Li2. Our primary interest is a search for weakly bound
lithium ion pairs, Li+ · · · Li–. As these ion pairs will have some of the characteristics
of Rydberg atoms, it is quite possible that they will be strong absorbers of long wave-
length light from background blackbody radiation. It will be important to understand
the (undesirable) photo-ionization processes that may occur and their rates. To that
end, we examined Fermi’s golden rule [25]:
Γi→{j} =
2pi
~
∣∣∣〈j| Hˆ ′ |i〉∣∣∣2ρ(W ) , (3.1)
This gives the transition rate from an initial bound state i to the infinitude of con-
tinuum states {j} in a small energy range centred about W with ρ(W ) being the
density of states in the energy range with the same symmetry as j. While this is
often presented [26] for a time-independent perturbation, Hˆ ′, this rule can also apply
for a sinusoidal perturbation, Hˆ′(t), with angular frequency ω, by setting
Hˆ ′ =
Hˆ′(t)
eiωt + e−iωt
, (3.2)
Much of the content of this chapter has been reprinted with permission from L. M. Ugray and R. C.
Shiell, “Elucidating Fermi’s Golden Rule via bound-to-bound transitions in a confined hydrogen
atom,” Am. J. Phys. 81, 206-210 (2013). Copyright 2013, American Association of Physics Teachers.
This copyright notice must appear in any derivative or reproduced materials.
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rendering Hˆ ′ again time-independent [27, 28]1. However, when applying Fermi’s
Golden Rule it is not immediately clear how to interpret the product of ρ(W ) and
the mean of the square of the matrix element, given that the former is infinite for
states in the continuum where all energies are allowed, and the latter incorporates
the space-normalized wavefunctions {〈j|}, which have zero amplitude as they extend
over all space.
To resolve this conundrum and understand how best to use Fermi’s Golden rule
to determine the time-scale on which the experiment must be performed before pop-
ulation is lost, this chapter examines the cross-section for photo-absorptions in a
few situations. The cross-section is used since this is a commonly reported quantity
that has consistent meaning for both bound-to-bound transitions, and the bound-to-
continuum transitions such as the photo-dissociation of ion pairs that are ultimately
the processes of interest. I start in Section 3.2 by examining the cross-section, σ(ω),
for a bound-to-bound transition using the hydrogen atom as an example since its
wavefunctions are well-known. In Section 3.3 one method for calculating bound-to-
continuum cross-sections using energy-normalized wavefunctions is examined, main-
taining the example of hydrogen for which analytical energy normalized continuum
wavefunctions are known. In Section 3.4 a second method of calculating bound-to-
continuum cross-sections is examined, again using the example of hydrogen so that
the results can be compared with those from Section 3.4 and be shown to agree.
Dealing with atomic hydrogen has made it convenient to use two commonly
encountered constants throughout this chapter and the following: the Bohr ra-
dius a0 = 4pi0~2/(mee2) ≈ 5.29×10−11 m, and the Rydberg unit of energy Ry =
mee
4/[(4pi0)
2 2~2] ≈ 2.18×10−18 J.
3.2 Cross-sections for bound-to-bound transitions
A physical parameter that quantifies the absorption of light of frequency ω by a
sample of atoms with some distribution of initial states is the cross-section, σ(ω).
The average photon absorption rate per atom due to an incident narrowband photon
flux, F (photons/unit time/unit area), is given by Γ = σ(ω)F [13], and thus the
cross-section indicates the average effective area of an atom presented to the light at
angular frequency ω. The number of absorptions from a single weak (i.e. assuming
negligible population inversion) incident beam of cross-sectional area A travelling in
the positive x-direction within a thickness dx of a sample with number density of all
particles N in a time dt is (NAdx) Γdt = NAdxσFdt. This is equal to the decrease
in the number of photons present: −dFdtA. Cancelling yields NσFdx = −dF which
can be rearranged as dF/dx = −σFN . Since the intensity of the light, I, differs from
1Note that for more general electromagnetic wave packets, a full-time-dependent analysis is required;
see Refs. 29 and 30 for more details.
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F by only a constant factor (~ω), this yields another convenient expression defining
the cross-section,
dI
dx
= −σ(ω)NI. (3.3)
For bound-to-bound transitions between two particular quantum states, a stan-
dard semi-classical treatment using the time-dependent Schro¨dinger equation for a
narrowband, weak incident light beam gives [31]
Γi→j =
piω
c0~
∣∣∣〈j| dˆ |i〉∣∣∣2 g(ω − ω0)F, (3.4)
where dˆ is the electric dipole moment operator due to all charges in the atom, F is
the incident photon flux with polarization  which couples the transition i→j, and
g(ω − ω0) is the lineshape of the transition with
∫
g dω = 1. In general, however,
many atomic levels are degenerate and light can couple many of these states, so the
average absorption rate per atom for an ensemble of atoms is given by
Γ =
∑
{i, j}
Γi→j Ni/N , (3.5)
where the summation runs over all pairs of states coupled by the incident light, and
Ni/N is the fraction of atoms in each initial state |i〉.
It is usual to report absorption cross-sections that assume the atoms are evenly
distributed among all 2J + 1 possible M initial states. This distribution is frequently
encountered, and Γ is then by symmetry independent of the polarization character-
istics of the incident light. For ease in deriving this cross-section, we will arbitrarily
consider incident light which is linearly polarized along the z-axis (pi-polarized, so
∆M=0). For a transition γJ→γ′J ′, where γ represents all quantum numbers other
than J and M , this gives
σ(ω) =
piω
c0~
g(ω − ω0)
2J + 1
∑
M
∣∣∣〈γ′J ′M | dˆz |γJM〉∣∣∣2 , (3.6)
where dˆz is the z-component of the electric dipole moment operator. For the particular
case of transitions n`→n′`′ within the hydrogen atom (where γ = n, J = `, and
M = m), neglecting electron and nuclear spin, this gives
σ(ω) =
piωe2
c0~
g(ω − ω0)
2`+ 1
|Dn`→n′`′ |2
∑
m
∣∣∣∣∣∣
2pi∫
0
pi∫
0
Y m`′
∗
(√
4pi
3
Y 01
)
Y m` sinθ dθ dφ
∣∣∣∣∣∣
2
=
piωe2
c0~
g(ω − ω0)
2`+ 1
|Dn`→n′`′ |2
∑
m
`2max −m2
4`2max − 1
=
piωe2
3c0~
`max
2`+ 1
|Dn`→n′`′|2 g(ω − ω0) ,
(3.7)
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where the integral incorporating the standard spherical harmonics, Y m` , was evaluated
using Ref. 32, `max is the greater of ` and `
′, |`− `′| = 1, and the radial matrix element
is defined in terms of the well-known space-normalized radial wavefunctions, Rn`, by
Dn`→n′`′ =
∞∫
0
R∗n′`′r Rn` r
2 dr. (3.8)
The integrated cross-section is a commonly presented quantity that reflects the
overall strength of a transition by integrating σ over all incident frequencies, ν, rather
than the angular frequencies, ω = 2piν, used above. It follows that this integrated
cross-section is given by: ∫
σ dν =
ω0e
2
6c0~
`max
2`+ 1
|Dn`→n′`′ |2 . (3.9)
As an example, the integrated cross-section for the 1s→2p transition of hydrogen is
32768pi a0
3 Ry2
/
19683~2c .
3.3 Cross-sections for bound-to-continuum transi-
tions: Energy-normalization
One approach to evaluating the problematic product described in Section 3.1 is to
use energy-normalized wavefunctions for the continuum states, defined by [15]:∫
all
space
Ψ∗WΨW ′ dτ = δ(W −W ′) , (3.10)
where W is the energy of the continuum state, with W = 0 corresponding to the
energy being referenced to the ionization limit of the system. Integrating over W ′ on
both sides for an arbitrarily small energy range, ∆W , centred about W gives another
representation of this equation:
∫
all
space
Ψ∗W
W+∆W∫
W−∆W
ΨW ′dW
′dτ = 1. (3.11)
We first examine a hydrogen atom with space-normalized continuum wavefunctions
j = Y m` RW` (i.e. a radial wavefunction that necessarily has zero amplitude as it
extends over all space) and show that multiplication by
√
ρ(W ) (which is infinite)
gives energy-normalized finite-amplitude wavefunctions satisfying Equation 3.11. The
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left hand side of Equation 3.11 with such a substitution then takes the form
∫∫
all
space
∫ √
ρ Y m`
∗R∗W`
W+∆W∫
W−∆W
√
ρ Y m` RW ′` dW
′ dτ
=
∞∫
0
r2R∗W`
W+∆W∫
W−∆W
RW ′`
dn
dW ′
dW ′ dr
=
∞∫
0
r2R∗W`
n+∫
n−
RW ′` dn dr =
∞∫
0
r2R∗W R`W` dr ≡ 1,
(3.12)
where we have used in the first step that ρ is dn/dW evaluated twice in Equation 3.12,
once at W and once at W ′, with W ′ bounded by W ±∆W , and in the final step the
integral over n is unity since there is only one (space-normalized) radial wavefunction
RW ′` which is not orthogonal to RW`.
We therefore conclude that the photoionization cross-section for hydrogen can
be derived from Fermi’s Golden Rule by including the density of states within the
bra:
〈√
ρ j
∣∣, and using for this bra the energy-normalized continuum wavefunctions
(energy W > 0) with radial component [33]:
R enW`(r) =
√√√√√√ 2
∏`
s=0
(
1 + W
Ry
s2
)
(
1−e−pi
√
4Ry
W
)
Ry a30
(2r/a0 )
`
(2`+ 1)!
e
ir
a0
√
W
Ry
× 1F1
(
`+1−i
√
Ry
W
; 2`+2; −2i r
a0
√
W
Ry
)
.
(3.13)
The normalization constants herein can be derived by applying Equation 3.11 to
the asymptotic form of the radial wavefunction, and these result in wavefunctions
that when multiplied by r tend to an oscillatory function with constant amplitude of
(a20pi
2WRy)
−1/4
for large r [16]. This can be seen in Figure 3.1 where R enW`(r) is plotted
for ` ∈ {0, 1, 2} at W = 1 Ry and W = 8 Ry, together with an envelope showing
± (a20pi2WRy)−1/4 /r for each plot. Note that when W = − Ry/n2 , the functional
form of Equation 3.13, which contains 1F1 (a; b; z), the confluent hypergeometric
function [34], reduces to that of the well-known generalized Laguerre polynomials for
hydrogenic bound states.
Again assuming a uniform distribution of initial m states and employing pi-
polarized light with electric field amplitude E0, and using the sinusoidal approach
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Figure 3.1: Plots of R enW`(r) for ` = 0 in red, ` = 1 in green, and ` = 2 in blue, at
W = 1 Ry in plot A and W = 8 Ry in plot B. The W s states have a finite value at
r = 0 of
√
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r
in black.
described in Equation 3.2 to identify Hˆ ′ as dzE0/2, Equation 3.1 becomes
Γn`→W` =
1
2`+ 1
2pi
~
∑
m
∣∣∣∣〈Y m`′ R enW`′ ∣∣∣∣dzE02
∣∣∣∣Y m` Rn`〉∣∣∣∣2 . (3.14)
By equating E20 to 2ωFpi~/c0 , the photoionization cross-section can be seen to be:
σ(ω) =
4pi2ωa0
c
2Ry
2`+ 1
|Dn`→W`′ |2
∑
m
∣∣∣∣∣∣
2pi∫
0
pi∫
0
Y m`′
∗
(√
4pi
3
Y 01
)
Y m` sinθ dθ dφ
∣∣∣∣∣∣
2
=
4pi2ωa02Ry
3c
`max
2`+ 1
|Dn`→W`′|2 ,
(3.15)
where ~ω = W + Ry/n2 . By analogy to Equation 3.8, we define
Dn`→W`′ =
∞∫
0
R enW`′
∗ r Rn` r2 dr, (3.16)
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which can be evaluated exactly for any n, `, and `′ to determine the photoionization
cross-section as a function of energy. Note that the units of Equation 3.16 are different
from those of Equation 3.8, but the units of their pre-factors in Equations 3.15 and
3.7 respectively are also different, resulting in both cases with σ(ω) having units of
area as expected. We have calculated this photoionization cross-section from a variety
of initial states in hydrogen and present them in the following section, demonstrating
agreement with the result from box normalization calculations described below.
3.4 Cross-sections for bound-to-continuum transi-
tions: Box normalization
A second approach commonly proposed to resolve the mathematical dilemma de-
scribed in Section 3.1 is to place the system in an infinite potential well of finite size,
so that the problematic terms are neither zero nor infinite [35]. We now demonstrate
this approach, showing that the results converge to the correct values as the volume
of the box tends to infinity.
The potential energy of a hydrogen atom contained in a spherical well of radius
r0 with origin located at the atom’s center of mass is
U(r) =
{
−2 Ry a0
r
r < r0
∞ r ≥ r0.
(3.17)
We start by solving the Schro¨dinger equation to find the allowed energies Wn`(r0)
and energy eigenfunctions for such a confined hydrogen atom. As the system remains
spherically symmetric, the wavefunctions retain the standard Y m` angular portion of
the free hydrogen atom.
We adopt the functional form of Equation 3.13 for each confined radial wavefunc-
tion, RWn``, and introduce the boundary condition:
RWn``(r0) ≡ 0. (3.18)
Allowed energies under this condition were found numerically for fixed ` and r0 using
Mathematica, and agree with those found previously by Aquino et al. [20]. The
boundary condition represented by Equation 3.18 has the effect of raising the energies
from those of the free atom bound states, as shown in Figure 3.2. The inset illustrates
that the energies begin to rise more dramatically when the radius of confinement, r0,
is such that the state no longer has a region of exponential decay. States previously in
the continuum no longer exist since properly speaking there is no continuum; instead
an infinitude of bound states rise to energies greater than the ionization limit, leaving
a finite number of (Coulombically) bound states below the ionization limit. We call
those states which rise in energy above the ionization limit pseudocontinuum states,
and relabel their energies W , dropping the subscript n` to distinguish them from
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Figure 3.2: The energies of states as a function of radius of confinement. The inset
shows an additional curve representing the potential energy as a function of r on the
same scale.
those of the (Coulombically) bound states. It is important to note that in the region
allowed by the box, the pseudocontinuum states have the exact same functional form
as the true continuum states of the free atom at the same energy.
These bound and pseudocontinuum wavefunctions were then numerically space-
normalized in the usual way. We wish to find prefactors for each of the initial and
final states which will have the property of causing the radial matrix element to tend,
as r0→∞, to that given in Equation 3.16 for the free atom.
We define the density of final states with a particular symmetry ρ (W ) for the
confined atom to be 2/(W+−W−) where W+ (W−) is the energy of the adjacent
state with the same symmetry above (below) |RW`〉. Thus, as r0 goes to infinity so
too will the density of states above the ionization limit. Furthermore, from Section 3.3
as r0 → ∞, pseudocontinuum states RW` (r) assume zero amplitude in such a way
that √
ρ (W )RW`(r)→ R enW`(r) , (3.19)
and for (Coulombically) bound states, trivially
RWn``(r)→ Rn`(r) , (3.20)
where in each case R, the confined-atom wavefunction, is space-normalized, and
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Figure 3.3: The photoionization cross-section for 1s→ Wp. The results from the
infinite well approach are shown with triangles for r0 = 20 a0, circles for r0 = 50 a0,
and a dashed line for r0 = 1500 a0, and the solid line is the exact calculation. The
last two cases are shown in the inset for large energies, along with the dotted line
showing the Born approximation.
R enW` and Rn` are energy-normalized and space-normalized, respectively. We call√
ρ (W )RW`(r) a box normalized wavefunction. The free atom bound-to-continuum
radial matrix element in Equation 3.16 can therefore be readily found from
DWn``→W`′ ≡
r0∫
0
√
ρ (W )R∗W`′ rRWn`` r
2 dr (3.21)
r0→∞−−−→ Dn`→W`′ . (3.22)
We have calculated the photoionization cross-sections for the hydrogen atom us-
ing the infinite well approach for 1s→ Wp for a variety of values of r0 and show in
Figure 3.3 that it converges towards those found using exact calculations from Sec-
tion 3.3, which agree with those from Ref. 36. The data at r0 = 20 a0 and r0 = 50 a0
is sparse as the densities of pseudocontinuum states at these radii of confinement are
quite low; for theses cases all allowed final energies in the range shown are plotted.
With r0 = 1500 a0, there are sufficiently many states in the energy range shown to
produce a smooth curve on the scale of the figure. The consistency with Fermi’s
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Golden Rule is now apparent, in which the density of states evolves from an inverse
energy difference: multiplication of the square of the matrix element by the den-
sity of states is mathematically equivalent to instead using an energy- rather than
space-normalized continuum wavefunction. It can be seen that the cross-section con-
verges to the true continuum case from above as r0 increases. This can be attributed
to the fact that while rRW` tends to a constant amplitude as r → ∞ (as shown in
Figure 3.1), it does so from below; thus at low r the amplitude is slightly reduced from
this value. Therefore when the wavefunction is truncated at finite r0 before reaching
its final amplitude, R2W` decreases disproportionately to increases in r0. This results
in the DWn`→W`′ of Equation 3.21 taking slightly too large a value for finite r0. The
inset of Figure 3.3 shows that this calculation works for a large range of final-state
energies, over the entire non-relativistic regime. At high energies, the cross section
can be seen to approach that predicted by the Born approximation [36], which for a
transition ns→ Wp takes the form:
σ
W→∞−−−−→ 2
9pia30Ry
9/2
3c~n3
W−7/2 . (3.23)
This can be arrived at by treating the continuum state as initially being that of a free
particle (eikx), and then taking the Coulombic potential into account through first
order perturbation theory.
An alternative measure of the likelihood of a bound-to-continuum transition is the
oscillator strength distribution [14], df
dW
, which is related to the cross-section, by
df
dW
=
c~
8a30Ry
2pi2
σ, (3.24)
and for completeness these values are given in Figures 3.3 and 3.4 as well.
We also show in Figure 3.4 a plot to illustrate that this approach works for states
with a range of initial n. Higher n results in a greater cross-section for low ejection
energies, and a lesser cross-section for high ejection energies. This relates to the
general observation [37] that high n (Rydberg) states are strong absorbers of long-
wavelength radiation. The peak cross section occurs at ionization threshold; for
ns→ (W=0)p, this simplifies to
σ(W = 0) =
27n5pi2a20
411
( ∞∑
m=0
2m (1−n)(m) L(3)−5−m(−2n)
m!
)2
, (3.25)
where L
(α)
n (x) is a generalized Laguerre polynomial, and
(1− n)(m) = (1− n) (2− n) · · · (m− n) (3.26)
is the Pochhammer function, which becomes zero for any m ≥ n, forcing the sum to
terminate.
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Figure 3.4: The photoionization cross-sections for {5, 10, 20} s→ Wp. The exact cal-
culations are shown as lines, with symbols showing results using the infinite well
approach with r0 = 1500 a0. Ry is the Rydberg unit of energy.
3.5 Conclusions
We have presented two methods for calculating bound-to-continuum cross-sections:
the first employing energy-normalization and the second, box normalization, and
demonstrated convergence between them, using photoionization of the hydrogen atom
as a concrete example. We thereby elucidate some quantitative aspects of Fermi’s
Golden Rule and show the product of the density of states and a space-normalized
pseudo-continuum wavefunction to be mathematically equivalent to using only an
energy-normalized continuum wavefunction.
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Chapter 4
Cross sections for
photo-dissociation of Li+ · · · I–
4.1 Introduction
We wish to examine photo-dissociation of long-range, weakly bound heavy Rydberg
systems. We therefore apply our box normalization method to the case of photo-
dissociation of heavy Rydberg Li+ · · · I– +~ω −→ Li+ + I– where unnormalized wave-
functions are not analytically known, but for which a potential energy curve is known
from Pan and Mies [10]. We first discover numerical wavefunctions for the J = 0,
0 ≤ v ≤ 20 states for which Pan and Mies have reported energies, and find agreement
in allowed energies with them in all but their last (6th) significant figure. We then
use the same method to discover wavefunctions for a Rydberg state and a range of
pseudocontinuum states, to which we can then apply the box normalization method
outlined in Section 3.4 to obtain a photo-dissociation cross-section, σ(ω).
4.2 Methods
We use the shooting method [38] with the fourth-order Runge-Kutta method [39]
to calculate numerical bound and pseudo-continuum wavefunctions for the system
in a box. Normalization to unity of the bound states gives the in-box bound radial
wavefunction RvJ and box normalization of the pseudo continuum states as described
in section Section 3.4 gives box normalized pseudocontinuum radial wavefunctions√
ρ(W )RWJ .
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Figure 4.1: The potential energy, V , of Li+I– with J = 0 as given by Pan and Mies
[10] is shown as a function of internuclear separation, r. The red line denotes the
energy of the chosen heavy Rydberg Li+ · · · I– state with v = 597.
A = 77.32 Ry B = 2.508 Ry 1/8 a0 C = 2.75 Ry a
6
0 m = 11997me
a = 0.7155 a0 αM = 0.20 a
3
0 αX = 43.40a
3
0 Z = 1
Table 4.1: Rittner potential parameters for LiI
The Rittner potential energy function given by Pan and Mies [10]1,
V (r) = −Z
r
+
J (J + 1)
2mr2
+ U0(r)
U0(r) ≈
[
A+
(
B
r
)8]
e− r/a − C
r6
− 2αMαX
r7
,
(4.1)
is shown in Figure 4.1 for J = 0. The values of the constants used in Equation 4.1
can be found in Table 4.1. The terms of the Rittner potential may be understood as
follows: the r−1 term is the Coulombic attraction; the r−2 term is a centrifugal term
associated with the orbital angular momentum of the two nuclei; the e−r/a term is due
1It should be noted that there is a typographical error in Pan and Mies’ Equation (1b), where they
have dropped the −2αMαXr−7 term found in Ref. 40, though appears that they used the correct
equation in their calculations.
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to repulsion from electron cloud overlap; the r−8e−r/a phenomological term is added
to remove the effects of the longer-range terms at short range; the r−6 term is the van
der Waals attraction; and the r−7 term was suggested by Rittner [41], prompted by
disagreement between experimentally measured dipole moments and those calculated
using a point charge model.
To mirror calculations performed in previous sections for the hydrogen atom:
ns → Wp, we initially choose a heavy Rydberg state with angular momentum, J ,
equal to zero and therefore pseudocontinuum states with J = 1. We arbitrarily
choose the energy of the Rydberg state to be approximately equal to the potential
energy at r = 100 ao, resulting in a vibrational quantum number of v = 597 (or
principal quantum number, n = v+J+1 = 598), and binding energy of −0.01997 Ry.
This state is sufficiently long range to be a typical Rydberg state with exaggerated
properties, but which begins to decay in r sufficiently soon that calculations are not
overly lengthy. The accuracy of the results depends on the size of the box in which
the system is placed and over which integrations take place. The box must therefore
extend sufficiently beyond the turning point of the Rydberg state chosen. This will
be seen in Section 4.3 below.
We solve for the wavefunctions of the Rydberg state and of the pseudo-continuum
states over a range 1.5 a0 < r < r0, with the lower bound chosen to avoid the infinite
potential energy at r = 0, but lying sufficiently far into the region of exponential
decay for all energies studied that the wavefunction is close enough to zero that all
values Ψ(r < 1.5 a0) can reasonably be considered to be zero.
The shooting method is applied: starting at r = 1.5 a0 for a guessed energy
and arbitrary initial value and slope, and then using the Runge-Kutta algorithm to
iteratively solve the Schro¨dinger equation. The initial value is arbitrary since the
wavefunction will later be normalized, and the initial slope is arbitrary since the
method is started in a region of exponential decay, and the result relies only very
weakly on the initial slope provided. To test this last point, initial slopes varying by
2 orders of magnitude were chosen, and the normalized results varied by no more than
0.4% in wavefunction magnitude at any point. This level of deviation applied only
near the chosen starting point, and dropped of quickly away from that point. As we
always choose starting points in regions of exponential decay where the wavefunction
is approximately zero, this deviation has very little effect.
The heavy Rydberg state calculated begins and ends in regions of exponential
decay. Since the guessed energy is never exactly correct, in the region of decay
opposite that in which the shooting method is started, the function shoots off to
±∞, with the sign dependent on whether the energy is too high or low (and the
number of nodes in the wavefunction). By choosing energies near which we’d like
to find wavefunctions and counting nodes in the resultant (incorrect) wavefunctions
to ensure that two chosen energies surround only a single eigenenergy, a window
Wmin → Wmax is created within which the correct energy must lie. A binary search
can be performed by applying the shooting method at (Wmin +Wmax)/2 and setting
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either Wmin or Wmax to this new value, depending on the sign of the calculated wave
function at large r. This is iterated, reducing the window size to within an acceptable
error. This wavefunction will still shoot off to ±∞ at large r, but a method for
producing a clean wavefunction is described below.
After calculating the wavefunction at the discovered energy starting at low r, a
second calculation is performed, starting at high r and shooting to the left. For
sufficiently precise chosen energies these functions will be phase locked, having the
same functional form except where they begin to shoot off to ±∞ in the region of
exponential decay opposite their starting points. The final clean wavefunction is
produced by choosing an rcut somewhere in the middle, and taking for r < rcut the
values calculated starting at low r, and for r > rcut, the values calculated starting at
high r. Though the two calculations will be phase locked, they will not necessarily
have the same amplitude, so one side is scaled to achieve continuous values in the
final wavefunction. Which side is scaled is unimportant, as the wavefunction will be
normalized before use in other calculations. In order to minimize the error in scaling,
rcut is chosen to be at a local maximum (or minimum) of the wavefunction. The first
derivative will also be continous since the two calculations are phase locked. The
final result is a clean wavefunction for the heavy Rydberg state as it avoids using
any values in a region of decay calculated at the end of a shooting method which
erroneously shoot off to ±∞.
To determine the wavefunctions of the pseudocontinuum states of Li+ + I–, an en-
ergy window surrounding only one state is determined as above for the Rydberg state.
In this case, a full binary search is not required, since near the hard wall at r0 these
states are quite sinusoidal and therefore more easily predictable. Knowledge of the
end points and slopes of the (incorrect) wavefunctions associated with the maximum
and minimum energies is used to algorithmically estimate the correct energy. The
algorithm, which may be found in the program in Appendix A, is often sufficiently
accurate to determine the correct energy within the required precision in one step.
Since the angular portion of the wavefunction of a diatomic molecule is the same
spherical harmonic [42], Y MJ , as for hydrogen, Equation 3.15 need only change in its
labelling to find the cross-sections for dissociation of ion pairs:
σ(ω) = lim
r0→∞
4pi2ωa02Ry
3c
Jmax
2J + 1
|DvJ→WJ ′ |2 , (4.2)
where Jmax is the greater of J and J
′, ~ω is the difference in energy between the upper
and lower states, and Equation 3.21 is relabelled to produce
DvJ→WJ ′ =
∞∫
0
√
ρ(W )R enWJ ′
∗
rRvJ r
2 dr. (4.3)
We also calculate cross sections for an initial Rydberg state with an energy close
to that of the |v = 597, J = 0〉 state used above, but with the highest possible angular
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Figure 4.2: Calculated photo-dissociation cross-section of Li+ · · · I– |v = 597, J = 0〉
→ |W,J = 1〉 using r0 = 400 a0. The inset shows fractional residuals: the scaled RMS
of the difference between the cross-section calculated using r0 as shown and that using
r0 = 400 a0 over the highlighted range 0 < W < 0.004 Ry, with the scaling at all W
values defined as a division by the maximum value of σ in that range. The outer
turning point, router, is approximately 100 a0.
momentum at that energy: |v = 0, J = 774〉 (n = 775). We employ the same process
as used above to calculate this cross section for comparison of high angular momentum
states.
4.3 Results and Discussion
The cross-section for photo-disociation of Li+ · · · I– |v = 597, J = 0〉 → |W,J = 1〉
using a spherical well with r0 = 400 a0 is shown in Figure 4.2. The region 0 < W <
0.004 Ry is highlighted since the fractional residuals shown in the inset were calculated
over this range. They were generated by first creating a third-order interpolation
of σr0=400 a0(W ) in Mathematica R© since changing r0 changes the discrete energies
at which σ is calculable. Then for the various r0 plotted in the inset, states with
energies in the range 0 < W < 0.004 Ry were found and the associated cross-sections
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Figure 4.3: Calculated photo-dissociation cross-section of Li+ · · · I– |v = 0, J = 774〉
→ |W,J = 775〉 in black and |v = 0, J = 774〉 → |W,J = 773〉 in red using r0 = 300 a0
in both cases.
calculated. The fractional residual plotted is the scaled root-mean-square value
1
max(σ400 a0(Wi))
√√√√ 1
n
n∑
i=1
(
σr0(Wi)− σinterp.400 a0 (Wi)
)2
, (4.4)
where i indexes the energies of the n states in the chosen range. This is plotted in the
inset on a log-log plot with router ≈ 100 a0, showing that r0 = 400 a0 is far larger than
it need be to get an accurate cross-section as the calculated cross-sections asymptote
in r0 to their final values very quickly for r0 > router.
The oscillatory nature of the cross-section is surprising as it is not something we
observed for hydrogen. The oscillations have, however, remained consistent through
the modification of numerical parameters for the radius of confinement and the pre-
cision to which energy levels were calculated; as such we believe the oscillations to be
physical. It is also worth noting that though the cross section oscillates, it does still
lie within a decaying envelope as indeed it must due to increasing cancellation due to
increasing oscillation about zero of the product of states being integrated.
For comparison, in Figure 4.3 cross sections are shown for |v = 0, J = 774〉 →
|W,J = 775〉 and |v = 0, J = 774〉 → |W,J = 773〉 using r0 = 300 a0. RMS fractional
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residuals (calculated as above over the plotted range) between the cross-sections
shown and those calculated with r0 = 200 a0 are ≈ 5 × 10−4 in both cases. That
the two cross-sections plotted in Figure 4.3 are so similar is not surprising as the
effective potential from which the upper states are calculated differs only in the r−2
term for which the coefficients differ by a mere 0.5%. The only other difference in
the calculation of the cross section is the pre-factor Jmax which differs by 0.1% be-
tween the two. We do resolve a difference between the two cross-sections, however,
as the cross-calculated RMS fractional residuals (calculated between the two cross
sections) is 8 × 10−3, an order of magnitude greater than that of each cross section
using r0 = 300 a0 with itself calculated at r0 = 200 a0.
4.4 Conclusions
We have calculated cross-sections for photo-dissociation of various states of Li+ · · · I–
which are, to the best of our knowledge, the first heavy Rydberg photo-dissociation
cross-sections presented. In the case of highest possible angular momentum for the
chosen energy, we find that the oscillations in σ(W ) have a slightly higher frequency
than those for the corresponding zero angular momentum case, and that the amplitude
of the cross-section is 4 orders of magnitude less.
The oscillatory nature of the cross-sections for each initial state considered has
remained consistent through modifying several numerical parameters and as such we
believe the oscillations to be physical. This suggests the possibility of selective control
using light which cannot dissociate the ion pair but only force a particular desired
downward transition.
This work lays excellent groundwork for minor adjustments to be made to the
parameters of the program found in Appendix A in order to calculate cross-sections
for Li+ · · · Li–, or indeed any other ion pair.
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Part II
Wavemeter redesign and testing
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Chapter 5
Literature review: Wavelength
measurement
Measuring the wavelength (or, equivalently, frequency) of electromagnetic radiation
can be performed in a variety of ways. With very coarse accuracy within the visible
range, our eyes are capable of determining wavelengths in the form of colours. In order
to make more precise measures of wavelength we must turn to scientific instruments.
One such option is a diffraction grating spectrometer [43] in which the frequency of
light is angularly dispersed due to being diffracted. A scanning Fabry-Pe´rot optical
spectrum analyser (OSA) [44] can get considerably better resolution, but cannot
produce absolute frequency measurements as it provides a response modulo the free
spectral range (FSR), determined by the length of the cavity and the wavelength
being examined. Multiple scanning Fabry-Pe´rot OSAs each with a different FSR
may be used to recover the absolute frequency [45], but this can quickly become
expensive, and is specific to a small wavelength range due to the high reflectivity
coatings necessary for high finesse etalons. A Fizeau wavemeter built by Morris et
al. [46] employs a Fizeau wedge interferometer which they built and tested, and a
photo-diode array.
Another option, and the one we choose, is the Michelson interferometer waveme-
ter which uses a reference laser with known wavelength to determine the change in
optical path length also experienced by the laser beam under test. The original such
design was published in 1976 by Kowalski et al. [47], and proved accurate to 6 parts
in 108. Two years later Kowalski published another paper with other collaborators
[48] in which they modified their original design to improve the accuracy by a fac-
tor of 6. More recently, Fox et al. [49] provide a slightly less precise but also less
expensive wavemeter. They also introduce a signal processing increment/decrement
scheme which we also employ for digitally determining the wavelength that avoids
performing a division by instead choosing to cease counting fringes at the appropri-
ate moment, as will be described in Section 6.5. This is useful as division is a lengthy
operation for the inexpensive microcontrollers we use; on our particular device divi-
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sion is not implemented as a built in instruction which means a subroutine would
have been required which would have performed division with multiple instructions
involving many subtractions. On those devices where division is implemented, a divi-
sion between two bytes takes many instruction cycles (∼ 20), while most operations
take only one. The ultimate measurement of optical wavelength or frequency, nat-
urally, is not through physical scientific instruments in isolation, but by calibrating
against primary elemental standards through such methods as spectroscopy of atoms
or molecules [50].
33
Chapter 6
Redesigning a wavemeter for
increased reliability and ease of use
6.1 Introduction
One of the steps in setting up the magneto optical trap to study cold collisions in
lithium will be to tune three external cavity diode lasers close to the D2 line of Lithium
(446 810 GHz). One laser will be locked to a saturated absorption spectrum [12] of
the D2 line, and the other two lasers will be offset locked [51] to the first, tuned to
cooling transitions in lithium. Since these diode lasers can be tuned over hundreds of
gigahertz in frequency by changing the angle of the grating which creates the external
cavity, searching blindly for a transition with a width on the order of a few megahertz
is entirely impractical. To that end, a wavemeter was developed by me (M. Ugray),
and three other co-authors [52] in the lab several years ago to allow for coarse tuning
of the lasers to within no more than a few gigahertz of laser frequency. While that
wavemeter has provided accurate results and been used to tune to the D2 line [11], it
has always been time consuming and finicky to align properly, and its continued use
was taking time away from the experiment.
The initial design of the wavemeter, described in Ref. 52, can be divided into
three sub-parts: the optical train, signal digitization, and digital signal processing.
The optical train, shown in Figure 6.1, employed a linearly travelling Michelson inter-
ferometer design. It incorporated a triangular prism retroreflector attached to a cart
moving back and forth along a linear track, and a stabilized HeNe reference laser of
known wavelength. The moving retroreflector caused a changing optical path length
difference (OPLD) between the two paths, resulting in time resolved interference
fringes of each laser with itself. The sinusoidal interference signal at each photodiode
goes through a full period for each change in the OPLD equal to the vacuum wave-
lenth, λ. As the retroreflector moved through a distance ∆L, the change in OPLD
for each beam was 2n(λ) ∆L, where n(λ) is the index of refraction at the wavelength
of the beam in question. If the bright fringes at the photodiode are counted as the
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P.D.
Figure 6.1: The optical path layout of the previous wavemeter. The red path indicates
the reference HeNe beam of known wavelength while the blue path indicates the beam
of the laser under test, of unknown wavelength. Dashed lines indicate the presence
of interference fringes which are observed on the photodiodes marked P.D.
retroreflector travels, then
Nλ = 2n(λ) ∆L (6.1)
with N being the number of bright fringes counted as the retroreflector moves. Ap-
plying this equation for both beams and adding subscripts to differentiate, and with
the understanding that for visible wavelengths in air n(λHeNe) ≈ n(λunknown), we solve
each equation for the common ∆L, set them equal to each other and arrive at
λunknown =
NHeNe
Nunknown
λHeNe, (6.2)
or, equivalently for frequency, ν,
νunknown =
Nunknown
NHeNe
νHeNe, (6.3)
Since many of these fringes must be calculated, it is necessary to process them
using electronics. The next step, therefore, is to digitize the analogue photodiode
signals. This is done using a Schmitt trigger, a device which digitizes an analogue
signal with added hysteresis to avoid counting erroneous peaks due to the noise that
will inevitably be a part of any analogue signal. To illustrate the way it works,
a sinusoidal signal with added random noise was generated on a computer, and is
shown in Figure 6.2, with two digitized outputs, one using the concept of the Schmitt
trigger, and the other a na¨ıve digitization in which the output generated is high for
any input above a threshold value of 0.5 in this example, and low otherwise. The
output of a Schmitt trigger, on the other hand, remains high until the analogue input
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Figure 6.2: A plot showing an analogue signal (black), a na¨ıve digitization (red) giving
high for any value of the analogue signal greater than 0.5 and low otherwise, and a
Schmitt triggered digitization (green).
goes below a threshold VL, and then remains low until the analogue signal goes above
a second threshold VH . Having two separate threshold values creates a hysteresis
window that eliminates the effect of noise: the Schmitt trigger output shows two
maxima, the correct response, while the na¨ıve digitization shows 13 maxima due
to multiple triggerings on noise around threshold. The Schmitt triggers we use in
our wavemeter digitize the photodiode signals; once digitized, the signals must be
processed.
Processing of the digitized signals is performed by a programmable microcon-
troller. This choice was made since they are robust, inexpensive, and small devices
compared with PCs running an operating system outside of our direct control.
The previous wavemeter design had a few problems which have been corrected
through redesigning the wavemeter. First, aligning the wavemeter was quite difficult
as although it could be aligned well with the prism of the travelling Michelson at one
end of the track, when the prism was moved to the far end of the track, it would be
out of alignment due to a lack of straightness of the track. A compromise was required
in which the wavemeter was intentionally slightly misaligned for all track positions,
trying to optimize the minimum alignment, wherever that might be. Second, the
mechanism for pulling the cart was such that there were extended periods of time
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during which the cart was stationary at the ends of the track, giving no updates to
the wavelength measurement. Third, the two Schmitt triggers used to count fringes
from the reference and unknown laser beams were built on a noisy board, for which a
change of state of one Schmitt trigger occasionally caused the second Schmitt trigger
to erroneously also change state. In the following sections the modifications which
fixed these problems are described.
6.2 Straightening the track
The first method used to attempt to improve the ease of use of the wavemeter was to
try to straighten the track on which the corner prism travelled. In attempting this,
a number of problems were encountered which encouraged us to find an alternate
method.
The first problem was that bolting the track to posts on the optical bench as
under normal operation caused the track to bend, and bolting it loosely or not at all
would allow the track itself to move under pressure from the driving mechanism of
the cart which carried the corner prism along the track. Together, these meant that
any straightness measurements and adjustments would have to be done in situ, after
the track had been bolted to the bench.
Measuring the straightness of the track in situ was also non-trivial. We choose
axes such that the y-direction is the nominally horizontal direction of travel of the
cart on the track, and the z-direction lies in a vertical plane. If we let (x(y) , y, z(y))
be points along the path of the track for all y between zero and the length of the
track, L, then the desired case of a straight track is that where
d2x
dy2
=
d2z
dy2
= 0 ∀y, 0 ≤ y ≤ L (6.4)
To measure z(y) we tried to use a standard dial indicator. However this measures
the height of an object relative to a flat supporting structure and requires the optical
bench upon which the track was mounted to be more flat than the track. In a limited
test of flatness of the track and, separately, a section of optical bench equal in length
to the track, the dial indicator was run along the length of each one without mounting
it in the height gauge. This was a limited test of flatness as it referenced the height
of each point under the tip of the dial indicator to the 5 cm long base of the indicator
(usually used for mounting) 5 cm away. This method would not, therefore, detect
a curve of constant radius in either the track or bench. The readings for the track
varied non-linearly within a window 50µm wide, and those for the table varied non-
linearly within a window 430µm wide. Since the track was already insufficiently
flat, the table, being an order of magnitude less flat, was hardly a good candidate
as a reference surface. Additionally, the dial indicator would have been ineffective
for measuring the horizontal straightness without some flat reference plane with a
horizontal normal.
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An alternate attempt was made to assess the straightness of the track using a
camera mounted on the cart to view an incoming laser beam, but the data transfer
proved overly slow. In conjunction were the problems of having only six bolt holes as
sites to shim and apply torque to straighten the track, wiggle between the cart and
the track, and the fact that the wavemeter once set up would not be portable. We
determined that straightening the track was not practical.
6.3 Using a rocker
It was decided to replace the optical train of the wavemeter with a rocker system
from a Bomem FT-IR spectrometer (Michelson MB155) that was disposed of by the
Chemistry Department at Trent University. The rocker uses two corner retroreflectors
on armatures that rock together. The rocking is driven by an electromagnet, which
was already integrated into the rocker in the FT-IR spectrometer, attached to a
function generator. Between the two retroreflectors there is a stationary beam splitter.
To achieve the best signal-to-noise at the photodiode, the two paths should have the
same power, and as high a power as possible. The retroreflectors provide close to
100% reflectivity, so we examine the series of transmissions and reflections at the
beamsplitter in each beam path shown shown below in Figure 6.3 between the two
polarizing beam splitters and find that both have one reflection and 2 transmissions, so
maximizing power is the only concern. Assuming no absorption, we set the reflectivity,
R = (1 − T ), with T being the percent transmittance. The fractional power in each
beam is P = T 2R = T 2 (1− T ), which is maximized for T = 2
3
, R = 1
3
. This is
approximately achieved with a vertically polarized input beam, where we measure
R = 0.41, T = 0.59, resulting in P at 96% of the maximum theoretical output power;
for measurements for horizontally polarized light, see below.
In an initial configuration, the beam from the laser under test went into the rocker
system horizontally at the height of the center of the retroreflectors such that it re-
mained in a constant horizontal plane, while the beam from the reference laser went
in above this, and so was translated down by the same amount by each retroreflector,
so that the two reference beams were properly recombined, and could be directed
to a separate photodiode than that used for the beam under test. This configura-
tion, however, resulted in the wavemeter reporting frequencies that were about 0.01%
higher than they ought to be, as will be discussed in more detail in Section 6.7 below.
Given that we’re looking to use the wavemeter to tune to within a few gigahertz of
446 810 GHz, a 0.01% error is too high by an order of magnitude.
To correct the error, we tried instead sending both beams along the same path,
using a polarizing beamsplitter cube to combine the beams from the reference and
laser under test before they entered the rocker system, one vertically polarized and
the other horizontally. The mirrors of the retroreflectors necessarily do not all lie in
vertical planes, which means that the polarization of the beams is modified on hitting
these mirrors. However, since the mirrors are all mutually orthogonally oriented, the
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Figure 6.3: Schematic of the new rocker system, with each 3-orthogonal-mirror
retroreflector represented by two mirrors for simplicity. The two input laser beams are
combined by the first polarizing beam splitter and separated towards their respective
photo diodes using the second polarizing beam splitter. The red and blue beams show
the two beam paths created by the rocker, with the dashed beam indicating fringes
present in the beam due to the changing optical path length difference between the
red ad blue paths. The green line denotes an opaque coating on the beamsplitter,
blocking some unwanted beams.
result of a retroreflection is that a beam regains its initial polarization state, making
reseparating the beams after the rocker system possible simply by using a second
polarizing beam splitter cube, as shown in Figure 6.3. The fact that one beam is
therefore necessarily horizontally polarized going through the (non-polarizing) beam
splitter of the rocker system gives that beam R = 0.17 =⇒ T = 0.83, resulting in
79% of the theoretical maximum output power. We chose this beam to come from
the reference laser which is entirely devoted to the wavemeter so that the beam under
test can have as little power siphoned off to the wavemeter as possible.
The use of a rocker, shown in Figure 6.4, has a non-trivial additional benefit:
since the nature of the rocker is that it oscillates by a small amount around zero path
difference, it is not a problem if there are two modes present in the HeNe beam – the
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Figure 6.4: A photograph of the rocker showing the two photodiodes in place above
the system. A) retroreflector; B) rocker armature; C) photodiode box; D) electromag-
net driving signal; E) polarizing beam splitter; and F) added mass (reduces resonant
frequency).
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beating of the interference pattern this causes is a long range one which leaves small
path differences unaffected. Since the HeNe laser has a 1.5 GHz wide gain profile,
and this is sufficiently stable for the resolution we desire, the only possible reason
to have stabilized the laser would be to avoid multi-mode operation. Since that is
not a problem in this case, the wavemeter can be used immediately after it is turned
on, without needing to wait for the HeNe laser to warm up and be subsequently
stabilized.
6.4 Schmitt trigger improvement
The interference signal from each photodiode is an analogue sinusoidal signal in time
as the rocker rotates. In order to count the number of maxima with a programmable
microcontroller, it is necessary to first reliably digitize the fringe patterns. This is
done with a pair of Schmitt triggers [53], which avoid triggering on noise by employing
hysteresis such that the trigger point where the output switches from high to low
depends on the state of the output.
The Schmitt circuits constructed previously [52] were prone to mis-triggering due
to noise, sometimes even cross-triggering due to a trigger from the other Schmitt
circuit. As the Schmitt triggers were built on VeroboardTM, which can be noisy
at high frequencies, a printed circuit board with a ground plane was designed (see
schematic in Figure 6.5) and constructed to replace the original Schmitt trigger board.
The schematic includes two trimpots or variable resistors, Rr and Rs, for tuning
the triggering window. The circuit has been designed such that Rr primarily effects
the range of the triggering window, and Rs primarily effects the set point or central
value. The effects on the trigger window of tuning trimpots were tested: a sinusoidal
signal from a function generator was provided to the input of the Schmitt trigger,
producing a square wave at V+, the non-inverting input of the comparator. The
non-inverting input of the comparator is that which the input to the Schmitt trigger,
on the inverting input of the comparator, is compared to. The maximum, VH , and
minimum, VL, of this square wave were recorded for various trimpot settings, and
∆V+ = VH − VL and V+ = (VH + VL)/2 are plotted for both Schmitt trigger circuits
in Figure 6.6.
The smooth curves in the figure are derived from Kirchoff’s circuit laws and com-
parator behaviour [53] as we now show. The capacitors are ignored in this derivation
as they are active only at changing voltages, and act as open circuits in the maxima
and minima of the square wave we are considering. The output of the comparator is
either high, Vo = 5V , due to the 1 kΩ pull up resistor on the output of the compara-
tor, or low, Vo = 0V . V+ can be seen as a weighted average of 12 V, −12 V and Vo,
weighted by (4.42 kΩ)−1, (Rs + 2.26 kΩ)
−1, and R−1r respectively.
VH = V+(Vo = 5 V) =
12 V (4.42 kΩ)−1 − 12 V (Rs + 2.26 kΩ)−1 + 5 VR−1r
(4.42 kΩ)−1 + (Rs + 2.26 kΩ)
−1 +R−1r
(6.5)
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Figure 6.5: The circuit diagram for one Schmitt trigger using an LM311 comparator.
The final board had two of these, side by side, sharing power lines. Trimpots are
labelled Rr, which mainly controls the range of the trigger window, and Rs, which
mainly controls the set-point or centre of the trigger window.
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Figure 6.6: Testing the two Schmitt trigger circuits: The colours indicate the trimpot
resistances not shown on the axis in each graph. V+ is the voltage at the non-inverting
input of the comparator. Plots A and B show the range of the trigger window, and
plots C and D show the set-point or average.
and
VL = V+(Vo = 0 V) =
12 V (4.42 kΩ)−1 − 12 V (Rs + 2.26 kΩ)−1
(4.42 kΩ)−1 + (Rs + 2.26 kΩ)
−1 +R−1r
. (6.6)
It can be seen from the slopes of the plots that as anticipated Rr primarily affects
the range, and Rs primarily affects the set-point. The differences between the two
circuits, and between each and theory are fully expected and of no concern: the
circuits were built using resistors whose values nominally matched those in the circuit
diagram, but with large error bars. As Rr and Rs would always be adjusted by
observing V+, this is not an inconvenience.
6.5 Digital signal Processing
The signal processing board for the original wavemeter was able to be reused almost
exactly as it was. Under the previous linearly travelling cart system the signal pro-
cessing board had to wait while the cart turned around and the fringes were unreliable
due to vibrations in the system. This took some time as the cart was pulled by a
chair-lift-like system as seen in Figure 6.7, where the cart remains stationary through-
out the period in which the section of chain to which the green wire was mounted
moved through the space indicated by the blue arrow. This wait time was removed by
shorting to ground a wire intended to come (under the cart system) from an optical
switch.
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Figure 6.7: Under the previous linear track system the cart remained stationary
throughout the time in which the section of chain to which the green wire was mounted
moved through the distance indicated by the blue arrow. It was also incredibly diffi-
cult to align laser beams such that the interference pattern was maintained throughout
the entire path of the cart along the insufficiently-linear track.
A na¨ıve interpretation of Equation 6.3 would suggest a frequency finding algo-
rithm whereby fringes are counted for some predetermined amount of time, and then
Nunknown and νHeNe would be multiplied, and the result divided by NHeNe. The di-
vision would not be performed first since the two fringe counts are expected to be
similar – both count fringes from red light in our experiments – and this would re-
quire implementing floating point numbers which are not natively supported by the
microcontroller. Even performing the operations in the order specified would be time
consuming since the numbers involved are sufficiently large that they span three 8-bit
(1-byte) memory locations, and therefore require customized subroutines to perform
even simple arithmetic. Furthermore, division is not even implemented on the inex-
pensive microcontroller that we use.
To solve this, we use the increment/decrement scheme suggested by Fox et al.
[49]. Rewriting Equation 6.3 as
νunknown =
νHeNe
NHeNe
Nunknown, (6.7)
makes it clear that it is far simpler to have the algorithm count fringes until it has
counted a number of fringes from the HeNe laser equal to the frequency of the HeNe
laser in some units; we choose gigahertz. The division νHeNe/NHeNe then gives 1 GHz,
and νunknown is then simply Nunknown GHz. This is called an increment/decrement
scheme because it is often easier in computer science to test if a number is equal
to zero than equal to some other non-zero number. This means that the scheme is
best implemented by starting a counter for the reference HeNe laser at 473 612, the
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frequency of the laser in gigahertz [49]. This counter is then decremented while a
second counter for the unknown laser is incremented. When the first counter reaches
zero, all counting stops. A simplified flowchart of the algorithm loaded onto the
programmable microcontroller, is shown in Figure 6.8.
We drive the rocker at a frequency and amplitude such that maximum rate of
change in path difference is comparable to that used by the previous track and cart
system. This ensures that the frequency of the fringes is sufficiently slow that the same
chip as used in the previous track and cart system (operating at the same clock speed)
is capable of detecting all pulses from the Schmitt triggers. This frequency happens
to be slightly slower than the resonant frequency of the rocker, which introduced some
bounce to the turn-around of the rocker. This was undesirable as the bouncing added
noise to the laser fringes. To correct for this, masses were added to the armatures
of the rocker, reducing its resonant frequency to be sufficiently close to that of the
driving frequency that bouncing ceased.
6.6 Saturated absorption spectroscopy
In order to test the accuracy of the wavemeter, we used saturated absorption spec-
troscopy [12] of the D1 and D2 lines of lithium since this will be required for locking
the laser to the D2 line in the cold collision experiment. Figure 6.9 shows these lines
in 7Li, the more abundant (92.4%) isotope. The hyperfine splittings may be found in
Ref. 50.
Saturated absorption spectroscopy of lithium was performed with counter-propa-
gating pump and probe beams through a lithium cell as shown in Figure 6.10, with
the lithium cell heated to and maintained at 590 K to vaporize the lithium inside.
The external cavity diode laser is scanned using a function generator going to both
the stack and current of the laser. The piezoelectric stack controls the length of the
external cavity, and adjusting the two together allows for a greater scanning range
while remaining in single mode operation. Scanning is performed over a couple of
gigahertz around the transition (D1 or D2) frequency. When the pump beam is
detected by a photodiode (not shown in the figure), a Doppler-broadened absorption
dip can be seen as the laser is scanned, with a full-width half-maximum of [54]
∆ν =
√
8kBT ln(2)
m
ν0
c
≈ 3 GHz, (6.8)
where kB is the Boltzmann constant, T is temperature of the lithium cell, m is the
mass of lithium, and ν0 is the (rest frame) frequency of the transition. The beam
addresses at each laser frequency within the dip those atoms with axial velocity such
that the Doppler shifted laser frequency matches a transition frequency. This feature
is too broad to determine the accuracy of the wavemeter, and far too broad for
locking to in cold collision experiments given that transitions are required in cold
lithium which experiences minimal Doppler broadening.
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UnknownSignal XOR LastUnknown 
False 
HeNeCount=0? 
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False 
Output UnknownCount to Display 
True 
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True 
Store 473 612 in HeNeCount
Store 0 in UnknownCount
Store HeNeSignal in LastHeNe
Store UnknownSignal in LastUnknown
Store HeNeCount-1 in HeNeCount
Store HeNeSignal in LastHeNe
Store UnknownCount+1 in UnknownCount
Store UnknownSignal in LastUnknown
Figure 6.8: A simplified flowchart of the algorithm loaded onto the programmable
microcontroller. The frequency of the reference HeNe laser is 473 612 GHz [49].
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Figure 6.9: A subset of the energy levels of 7Li showing the D1 and D2 lines.
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Figure 6.10: The optical setup for saturated absorption spectroscopy in which a half-
wave plate, λ/2, is used to adjust horizontal and vertical polarizations before those
are split by a polarizing beam splitter, PBS. A second PBS directs the vertically
polarized pump beam back through the Lithium cell along the same path as the
much weaker counter-propagating horizontally polarized probe beam which passes
through the second PBS to be focused through a lens into the photodiode.
47
When addressing the same transition, the counter-propagating probe beam ad-
dresses atoms with an axial velocity which is the negative of that of the atoms ad-
dressed by the pump beam. Therefore when the incident lab-frame laser frequency
is within the natural linewidth of a transition, the pump and probe beams address
the same atoms which have no Doppler broadening. The far stronger pump beam is
absorbed while depleting and optically pumping the transition, so that a transmission
peak is visible in the probe beam.
The natural linewidth of the D1 and D2 transitions is 5.8 MHz [55], so the closely
spaced 2 2P3/2 hyperfine levels in the D2 line cannot be properly resolved, but
(2 2S1/2 , F = 1) ←→ 2 2P3/2 and (2 2S1/2 , F = 2) ←→ 2 2P3/2 can be. In
D1, all four hyperfine transitions can be resolved.
Observing the probe beam also permits cross-over dips to be seen whenever the
laser frequency is halfway between two transitions with different hyperfine ground
states. When this is the case, there are some atoms with an axial velocity that allow
them to Doppler shift in opposite directions for the two counter-propagating beams
such that both beams address them but on the two different transitions. The pump
beam is then absorbed in exciting them to a state from which they can decay into
either hyperfine ground state. As the pump beam continues to excite those that fall
into the ground state that it is addressing, atoms are preferentially pumped over to the
ground state addressed by the probe beam, which therefore has increased absorption,
resulting in a dip at the photodiode.
The photodiode signal of the probe beam therefore shows the same overall Doppler
broadened dip as the pump beam, but additionally shows some Doppler-free structure.
6.7 Results
Saturation spectra were taken in the neighbourhood of 446 800 GHz and 446 810 GHz
according to the redesigned wavemeter. The resulting traces were then saved via
an oscilloscope which also recorded, for the sake of converting the horizontal axis of
time into laser frequency, the function generator sawtooth output used to control the
laser frequency. The midpoint between maximum and minimum of the sawtooth was
assigned a frequency using the wavemeter with the function generator turned off, tak-
ing the midpoint of the range over several readings. Operating under the assumption
that over small ranges the laser frequency varies linearly with the function generator
output, the range between maximum and minimum of the sawtooth was assigned a
frequency range based on the travel of the peak from an optical spectrum analyser
(OSA) with a free spectral range (FSR) of 7.5 GHz as observed on a oscilloscope while
the function generator was on. This resulted in the two traces shown in Figure 6.11.
It can be seen by the central locations of the cross-over dips relative to the peaks
that the assumption of a linear relationship between function generator output and
laser frequency is a reasonable one. The discrepency between the hyperfine splittings
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Figure 6.11: Validating the redesigned wavemeter using saturation spectra of the
lithium D1 and D2 lines. Features in D2 (D1) spectra are marked in lower (upper)
case. Features of 7Li (6Li) are marked in Roman (Greek) letters. The central value
of frequency plotted is the midpoint of the range of several wavemeter readings, and
the plotted frequency range for each trace was determined by observing the motion
of the peak on an OSA with a known FSR of 7.5 GHz.
given in Figure 6.9 and those suggested by Figure 6.11 is due to an error in reading
the range of frequency values from the OSA of about 15%. The values obtained from
the wavemeter are the centrally plotted 446 809 GHz and 446 799.5 GHz. The upper
trace shows the two expected peaks of the D2 spectrum:
a) (2 2S1/2 , F = 1)←→ 2 2P3/2
and b) (2 2S1/2 , F = 2)←→ 2 2P3/2 ,
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as well as their associated cross-over dip, ab. The lower trace shows the expected
peaks of the D1 spectrum for
A) (2 2S1/2 , F = 2)←→ (2 2P1/2 , F = 1),
B) (2 2S1/2 , F = 2)←→ (2 2P1/2 , F = 2),
C) (2 2S1/2 , F = 1)←→ (2 2P1/2 , F = 1),
and D) (2 2S1/2 , F = 1)←→ (2 2P1/2 , F = 2).
The crossover dip AD occurs at the same frequency as dip BC, so only three
distinct dips are observed in the D1 spectrum. In the same lower trace as the D1
spectrum, a much smaller D2 spectrum for 6Li (α, β, αβ) can be observed with its
own central frequency and 2 2S1/2 F = 1, F = 2 spacing, where the upper transition,
β, is mostly subsumed in the A peak.
One drawback to the use of a rocker is the occurrence of frequent turnarounds
which, while they do not introduce delay as in the previous linear track design, do
introduce some error in the calculated frequency. At each turnaround the fringe
pattern also reverses with an essentially random phase, and the microcontroller has
only the option of counting or not counting a fringe. This allows for the introduc-
tion of up to ±0.5 GHz of error at each turnaround, which over many repetitions
would average to zero. We model this as introducing an error of ±0.5 GHz with equal
probability of positive or negative value at each of the 15 turnarounds for each re-
sult. This can be seen to be a shifted binomial distribution with number of tests,
n = 15, and probability of success, p = 1
2
. The root-mean-square error is therefore√
np (1− p) GHz = √15/4 GHz ≈ 1.9 GHz. This is the primary source of error for
the wavemeter.
6.8 Conclusions
While we had at first hoped to be able to make some slight modifications to the
previous wavemeter to make it easier to use, a major redesign in which the optical
train was completely replaced and the electronics improved was found necessary.
The new wavemeter is considerably easier to align and performs well. It has
been tested for accuracy by using saturated absorption spectroscopy with an external
cavity diode laser as it was tuned across the D1 and D2 lines of 7Li.
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Chapter 7
Conclusions
A long term goal of the lab, that of constructing and using a lithium magneto-optical
trap for cold collision studies, has been advanced on two fronts. In Part I of the thesis
we described an effective method for calculating bound-to-continuum cross-sections
for charged binary systems by placing the system in an infinite potential well, and
examining transitions to states above the binding energy that in this model became
bound, which aided in performing numerical calculations. This approach was first
verified for photo-ionization of a hydrogen atom, and then applied to the case of
photo-dissociation a heavy Rydberg system, Li+ · · · I–, which are, to the best of our
knowledge, the first heavy Rydberg photo-dissociation cross-sections presented. The
oscillatory nature of the cross-sections at both initial states considered suggests an
interesting possibility of selective control using light with an energy which cannot
dissociate the ion pair by virtue of targeting an upwards transition to a cross-section
minimum. This light would therefore only force a particular desired downward transi-
tion. These calculations lay excellent groundwork for minor adjustments to be made
to the parameters of the program found in Appendix A in order to calculate cross-
sections for Li+ · · · Li–, or indeed any other ion pair.
The second area in which progress has been made towards cold collision studies
is that of the redesign and construction of a wavemeter. The wavemeter previously
built in the lab took far too long (on the order of half a day) to align by virtue of the
fact that it was impossible to properly align it for all positions of the insufficiently
straight travelling Michelson interferometer it employed, requiring a compromised
minimal misalignment at all positions. The redesign made use of a rocker system
recovered from a BOMEM FT-IR spectrometer to replace the optical layout and
hardware of the previous wavemeter. This resulted in increased reliability and ease of
use: the new wavemeter can be aligned in mere minutes, and a problem with cross-
talk between two Schmitt triggers has been resolved. The new wavemeter has been
tested through saturated absorption spectroscopy of lithium, which was the chosen
technique because it not only verifies the wavemeter, but also constitutes a key part
of the next step of the experiment, that of locking one of the diode lasers directly to
a feature within the saturated absorption spectrum.
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Appendix A
Mathematica Code
H* These values come from Shao-hua Pan and Frederick H. Mies,
"Rydberg-like properties of
rotational-vibrational levels
and dissociation continuum associated with
alkali–halide charge–transfer states," J.Chem.Phys. 89 H5L,
3096-3103 H1988L for Li+...I- *L
mM = 6.9410.000548579867H*amume*L;
mX = 126.9044730.000548579867H*amume*L;
A = H1052L27.21138386H*eVHa*L;
B = H1.839L H27.21138386H*eVHa*LL18  0.52917720859H*Þa0*L;
C1 = H0.823L27.21138386H*eVHa*L H0.52917720859H*Þa0*LL6;
a = H0.3786L0.52917720859H*Þa0*L;
ΑM = H0.029L H0.52917720859H*Þa0*LL3;
ΑX = H6.431L H0.52917720859H*Þa0*LL3;
Ñ = 1; H* For atomic units *L
m =
mM mX
mM + mX
;
Z = 1;
RydJ = 774; H* This is the value of J to be used for the
Rydberg state *L
DJ = -1; H* Should be +- 1, the value of J',
for the pseudo-continuum states, relative to RydJ *L
rmin = 1.5; H* The lower end point of the shooting method,
can't be 0 due to infinite potential energy there,
but should be well into the region of exponential decay
for all states considered, i.e.,
EΨ<<VHrminL for all Ψ considered. *L
rmax = 300; H* The value of r0 *L
rstep = 0.001; H* The numerical step size *L
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H* This is a helper function for determining the energy
of a state - it performs the shooting method,
returning as soon as it becomes clear in which direction
the HfalseL wavefunction will go off to infinity,
and returns the sign only. *L
ShootingSign@En_, V_, start_, stop_, step_D :=
ModuleA8Ψf, zf, Ψk1, Ψk2, Ψk3, Ψk4, zk1, zk2, zk3, zk4, h, Ψ,
lastΨ, z, x<,
Ψf@x_, Ψ_, z_D := z;
zf@x_, Ψ_, z_D := 2 m
Ñ2
HV@xD - EnL Ψ - 2 z
x
;
lastΨ = Ψ = 1;
z = 1;
x = start;
h = step;
WhileAx < stop && HV '@xD < 0 ÈÈ V@xD < En ÈÈ Abs@ΨD < Abs@lastΨDL,
lastΨ = Ψ;
Ψk1 = h Ψf@x, Ψ, zD;
zk1 = h zf@x, Ψ, zD;
Ψk2 = h ΨfAx + h
2
, Ψ +
Ψk1
2
, z +
zk1
2
E;
zk2 = h zfAx + h
2
, Ψ +
Ψk1
2
, z +
zk1
2
E;
Ψk3 = h ΨfAx + h
2
, Ψ +
Ψk2
2
, z +
zk2
2
E;
zk3 = h zfAx + h
2
, Ψ +
Ψk2
2
, z +
zk2
2
E;
Ψk4 = h Ψf@x + h, Ψ + Ψk3, z + zk3D;
zk4 = h zf@x + h, Ψ + Ψk3, z + zk3D;
Ψ = Ψ +
Ψk1
6
+
Ψk2
3
+
Ψk3
3
+
Ψk4
6
;
z = z +
zk1
6
+
zk2
3
+
zk3
3
+
zk4
6
;
x = x + h;E;
Sign@ΨDE;
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H* This, like ShootingSign,
is a helper function for determining the energy of a
particular state,
but it is designed to allow optimizations for making
educated guesses about the actual energy of a state based
on two incorrect trials.*L
ContInfo@V_, En_D :=
Module@8cont, nodes, close, slopeSign, peaksteps<,
cont = numericalSchrodinger@En, V, 8rmin, rmax, rstep<,
rmin, 1, 1D;
nodes = Length@Split@Select@Sign@contPAll, 2TD, ð ¹ 0 &DDD;
peaksteps =
Length@Split@Select@Sign@contPAll, 2TD, ð ¹ 0 &DDP-2TD;
close = contP-1, 2TMax@Abs@contPH-2 peakstepsL ;; -1, 2TDD;
slopeSign = Sign@contP-1, 2T - contP-2, 2TD;
Print@8nodes, close, slopeSign, peaksteps<D;8nodes, close, slopeSign, peaksteps<DH* This will return a wavefunction as a table of values. the
range_ is a list of values of the form 8rmin,rmax,step<
where step is either a step size, or a list of two numbers,
the smaller of which is used as an internal step size for
the shooting method,
the larger of which is the step size in the returned table
of values. *L
numericalSchrodinger@En_, V_, range_, start_, Ψstart_,
Ψprimestart_D :=
ModuleA8Ψf, zf, Ψtable, xtable, Ψk1, Ψk2, Ψk3, Ψk4, zk1, zk2,
zk3, zk4, h, Ψ, lastΨ, z, x, lastx<,
Ψf@x_, Ψ_, z_D := z;
zf@x_, Ψ_, z_D := 2 m
Ñ2
HV@xD - EnL Ψ - 2 z
x
;
Ψtable = lastΨ = Ψ = Ψstart;
z = Ψprimestart;
xtable = lastx = x = start;
h = Min@rangeP3TD;
WhileAx + 0.9 Max@rangeP3TD < rangeP2T &&HV '@xD < 0 ÈÈ V@xD < En ÈÈ Abs@ΨD £ Abs@lastΨDL,
lastΨ = Ψ;
Ψk1 = h Ψf@x, Ψ, zD;
zk1 = h zf@x, Ψ, zD;
Ψk2 = h ΨfAx + h
2
, Ψ +
Ψk1
2
, z +
zk1
2
E;
zk2 = h zfAx + h
2
, Ψ +
Ψk1
2
, z +
zk1
2
E;
Ψk3 = h ΨfAx + h
2
, Ψ +
Ψk2
2
, z +
zk2
2
E;
;
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zk3 = h zfAx + h
2
, Ψ +
Ψk2
2
, z +
zk2
2
E;
Ψk4 = h Ψf@x + h, Ψ + Ψk3, z + zk3D;
zk4 = h zf@x + h, Ψ + Ψk3, z + zk3D;
Ψ = Ψ +
Ψk1
6
+
Ψk2
3
+
Ψk3
3
+
Ψk4
6
;
z = z +
zk1
6
+
zk2
3
+
zk3
3
+
zk4
6
;
x = x + h;
If@x ³ lastx + Max@rangeP3TD,
lastx = x;
Ψtable = 8Ψtable, Ψ<;
xtable = 8xtable, x<;D;E;
Ψ = Ψstart;
z = Ψprimestart;
lastx = x = start;
h = -Min@rangeP3TD;
WhileAx - 0.9 Max@rangeP3TD > rangeP1T,
Ψk1 = h Ψf@x, Ψ, zD;
zk1 = h zf@x, Ψ, zD;
Ψk2 = h ΨfAx + h
2
, Ψ +
Ψk1
2
, z +
zk1
2
E;
zk2 = h zfAx + h
2
, Ψ +
Ψk1
2
, z +
zk1
2
E;
Ψk3 = h ΨfAx + h
2
, Ψ +
Ψk2
2
, z +
zk2
2
E;
zk3 = h zfAx + h
2
, Ψ +
Ψk2
2
, z +
zk2
2
E;
Ψk4 = h Ψf@x + h, Ψ + Ψk3, z + zk3D;
zk4 = h zf@x + h, Ψ + Ψk3, z + zk3D;
Ψ = Ψ +
Ψk1
6
+
Ψk2
3
+
Ψk3
3
+
Ψk4
6
;
z = z +
zk1
6
+
zk2
3
+
zk3
3
+
zk4
6
;
x = x + h;
If@lastx - Max@rangeP3TD - x > -0.1 Min@rangeP3TD,
lastx = x;
Ψtable = 8Ψ, Ψtable<;
xtable = 8x, xtable<;D;E;
Transpose@8Flatten@xtableD, Flatten@ΨtableD<DE;
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H* The potential energy function *L
U0@r_D := A + K B
r
O8 ã-ra - C1
r6
-
ΑM + ΑX
2 r4
-
2 ΑM ΑX
r7
;
V@J_, r_D := -Z
r
+
J HJ + 1L
2 m r2
+ U0@rD;
Vmin = FindMinimum@V@RydJ, rD, 8r, 49<D@@1DD;H* Joins two pieces of unnormalized wavefunction,
scaling the second half to join up with the first *L
Joinon@list_, list2_D := ModuleA8templist<,
templist = list2;
While@Abs@templistP2, 1T - listP-1, 1TD <
Abs@templistP1, 1T - listP-1, 1TD, templist = templistP2 ;; -1TD;
templist@@All, 2DD = templistPAll, 2T listP-1, 2T
list2P1, 2T ;
Join@list, templistP2 ;; -1TDEH* Trims a partial wavefunction back to the last maximum
in preparation for using Joinon to reduce error. *L
TrimToMax@list_D := Module@8i<,
i = 1;
While@listP-i - 1, 2T £ listP-i, 2T, i++D;
While@listP-i - 1, 2T > listP-i, 2T, i++D;
listP1 ;; -iTD;H* Normalizes a 2D list to 1 *L
ListNormalize@list_D :=
TransposeA9listPAll, 1T,
list@@All, 2DD, TrAHHJoin@listP2 ;; -1, 1T, 82 listP-1, 1T - listP-2, 1T<D -
listPAll, 1TLL Hlist@@All, 2DD list@@All, 1DDL2E=E;H* Integrates the first column of a list wrt the second. *L
ListIntegrate@list_D :=
Tr@HHJoin@listP2 ;; -1, 1T, 82 listP-1, 1T - listP-2, 1T<D -
listPAll, 1TLL list@@All, 2DDD;
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H* Calculate the energy of a Rydberg state: the next one after E=
rydbergEnStart. Here we find the v=
0 state by virtue of looking just above Vmin. dEstart
may need tweaking for other systems depending on the
density of states. It must be less than DE in the
region being examined,
but runs fastest when only marginally less. *L
dEstart = 10-5;
rydbergEnStart = Vmin + dEstart;
rydbergtargetprecision = 0.00000001;
En = Rydmin = rydbergEnStart;
firstshootingsign =
shootingsign = ShootingSign@En, V@RydJ, ðD &, rmin, rmax, rstepD;
While@Sign@shootingsignD == Sign@firstshootingsignD,
Rydmin = En;
En = En + dEstart;
shootingsign = ShootingSign@En, V@RydJ, ðD &, rmin, rmax, rstepD;D;
Rydmax = En;
WhileARydmax - Rydmin > 2 rydbergtargetprecision,
En =
1
2
HRydmax + RydminL;
shootingsign = ShootingSign@En, V@RydJ, ðD &, rmin, rmax, rstepD;
If@shootingsign  firstshootingsign, Rydmin = En, Rydmax = EnD;E;
RydEn =
1
2
HRydmin + RydmaxLH* Calculate the left side of the rydberg wavefunction
RoundA 60-rmin
rstep
Erstep is used to go to approximately 60a0
beyond rmin while ensuring that an integer number of
steps are taken. The numerator must be adjusted to ensure
that this encompases at least one maximum. *L
rydberg1 = numericalSchrodingerARydEn, V@RydJ, ðD &,9rmin, RoundA 60 - rmin
rstep
E rstep, rstep=, rmin, 1, -1E;
rydberg1 = TrimToMax@rydberg1D;H* The right side of the rydberg wavefunction,
starting where a trimmed rydberg1 leaves off,
but starting the shooting method at rmax. *L
rydberg2 = numericalSchrodinger@RydEn, V@RydJ, ðD &,8rydberg1P-1, 1T, rmax, rstep<, rmax, 1, -1D;
rydberg = ListNormalize@Joinon@rydberg1, rydberg2DD;
Appendix A: Mathematica Code 65
H* A quick way to count the number of nodes, v *L
Length@Split@Sign@rydbergP5 ;; -5TDDD - 1H* Save on memory *L
Clear@rydberg1, rydberg2D;H* Allows for readjusting array sizes, see below *L
IfExists@list_, position_D :=
If@position === 8<, list,
If@Length@listD ³ positionP1T && positionP1T > 0,
IfExists@listPpositionP1TT, positionP2 ;; -1TD, NullDDH* Return a normalized wavefunction with the energy in
the known FinalEn table generated below *L
cont@runnum_, statenum_D := ModuleA8f<,
f = ListNormalize@numericalSchrodinger@FinalEnPrunnum, statenumT,
V@RydJ + DJ, ðD &, 8rmin, rmax, rstep<, rmin, 1, 1DD;
fPAll, 2T =
fPAll, 2T,HHFinalEnPrunnum, statenum + 1T -
FinalEnPrunnum, statenum - 1TL2L;
fEH* Return the D 2 matrix *L
dsq@runnum_, statenum_D :=
dsq@runnum, statenumD = ModuleA8integrand, Cont<,
integrand = rydberg;
Cont = cont@runnum, statenumD;
integrandPAll, 2T = integrandPAll, 1T3 rydbergPAll, 2T
ContPAll, 2T;
Abs@ListIntegrate@integrandDD2EH* Set the working directory to that in which the notebook
resides in preparation for outputing data files *L
SetDirectory@NotebookDirectory@DD;
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H*The IfExists function defined above allows initiallizing
the data arrays without overwriting imported values from
previous executions,
including the ability to extend or truncate the arrays by
changing numstates.*L
dEstart = 5 ´ 5. ´ 10-6;
contEnStart = 80<;
numstates = 5;
numruns = Length@contEnStartD;H*Contants for ContInfo*LMIN = 1; MAX = 2; NODES = 1; CLOSE = 2;
SLOPESIGN = 3; PEAKSTEPS = 4;
FinalEn = Table@IfExists@FinalEn, 8runnum, statenum<D,8runnum, numruns<, 8statenum, numstates<D;
Enmin = Table@IfExists@Enmin, 8runnum, statenum<D,8runnum, numruns<, 8statenum, numstates<D;
Enmax = Table@IfExists@Enmax, 8runnum, statenum<D,8runnum, numruns<, 8statenum, numstates<D;
info = Table@IfExists@info, 8runnum, statenum, minmax<D,8runnum, numruns<, 8statenum, numstates<, 8minmax, 2<D;
MinDist@runnum_, statenum_D :=
1
2HinfoPrunnum, statenum, MIN, SLOPESIGNT
Sign@infoPrunnum, statenum, MIN, CLOSETD + 1L -
infoPrunnum, statenum, MIN, SLOPESIGNT
ArcSin@infoPrunnum, statenum, MIN, CLOSETDΠ;
MaxDist@runnum_, statenum_D :=
1
2HinfoPrunnum, statenum, MAX, SLOPESIGNT
Sign@-infoPrunnum, statenum, MAX, CLOSETD + 1L +
infoPrunnum, statenum, MAX, SLOPESIGNT
ArcSin@infoPrunnum, statenum, MAX, CLOSETDΠ;H* Dumpsave@D saves the data associated with each variable
listed using the notebook file name with a timestamp
added as the data file name. The data may be imported
using "<<@filenameD;". The .mx file that the Dumpsave@D
produces is architecture specific. Using Save@D instead
creates an architecture-independant file,
but the file is larger and takes more time to write. *L
DumpSave@StringReplace@NotebookFileName@D,
RegularExpression@"\.nb$"D ®
DateString@8"-", "Year", "-", "Month", "-", "Day", "-",
"Hour", "-", "Minute", "-", "Second", ".", "Millisecond"<D <>
".mx"D, 8RydEn, FinalEn, Enmin, Enmax, info, dsq<D;H*This cell has an incredibly long execution time as it'
s responsible for calculating the energies of the
continuum states and associated D 2
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continuum states and associated D 2
values and so has been designed to be very
interuptible: Aborting the evaluation loses very little
computational work,
and the cell can simply be restarted. Further,
after each new state found it will save a timestamped data
file which can be imported at the top of the notebook to
avoid recalculaitng states.*L
SetDirectory@NotebookDirectory@DD;
DoA
DoAH* If a minimum energy does not yet exist for the state,
create one, along with associated info *L
If@EnminPrunnum, statenumT  Null,
If@statenum  1,
En = contEnStartPrunnumT;
in = ContInfo@V@RydJ + DJ, ðD &, EnD;8EnminPrunnum, statenumT, infoPrunnum, statenum, MINT< =8En, in<;
,8EnminPrunnum, statenumT, infoPrunnum, statenum, MINT< =8EnmaxPrunnum, statenum - 1T, infoPrunnum, statenum - 1, MAXT<D;D;H* Increment energy until the the number of nodes changes,
setting a maximum energy. When two adjacent final
energies in the neighbourhood are already know,
this can be done more intelligently, using DE. *L
While@EnmaxPrunnum, statenumT  Null,
En = EnminPrunnum, statenumT +
If@statenum > 2,
1.2 HFinalEnPrunnum, statenum - 1T -
FinalEnPrunnum, statenum - 2TL, dEstartD;
in = ContInfo@V@RydJ + DJ, ðD &, EnD;
If@inPNODEST == infoPrunnum, statenum, MIN, NODEST,8EnminPrunnum, statenumT, infoPrunnum, statenum, MINT< =8En, in<;
,8EnmaxPrunnum, statenumT, infoPrunnum, statenum, MAXT< =8En, in<;D;D;H* Decrement the maximum energy intelligently using the
data in info until the max has only one more node than
the min, such that they surround only one state. *L
While@infoPrunnum, statenum, MAX, NODEST -
infoPrunnum, statenum, MIN, NODEST > 1,
En = EnminPrunnum, statenumT +HMinDist@runnum, statenumD + 0.4LHMinDist@runnum, statenumD + MaxDist@runnum, statenumD +
infoPrunnum, statenum, MAX, NODEST -
infoPrunnum, statenum, MIN, NODEST - 1LHEnmaxPrunnum, statenumT - EnminPrunnum, statenumTL;
;
68 HEnmaxPrunnum, statenumT - EnminPrunnum, statenumTL;
in = ContInfo@V@RydJ + DJ, ðD &, EnD;
If@inPNODEST == infoPrunnum, statenum, MIN, NODEST,8EnminPrunnum, statenumT, infoPrunnum, statenum, MINT< =8En, in<;
,8EnmaxPrunnum, statenumT, infoPrunnum, statenum, MAXT< =8En, in<;D;D;H* Use the data in info to attempt to zero in on the
correct energy. *L
WhileAMin@MinDist@runnum, statenumD, MaxDist@runnum, statenumDD >
2infoPrunnum, statenum, MIN, PEAKSTEPST,
En = EnminPrunnum, statenumT +
MinDist@runnum, statenumD
MinDist@runnum, statenumD + MaxDist@runnum, statenumDHEnmaxPrunnum, statenumT - EnminPrunnum, statenumTL;
in = ContInfo@V@RydJ + DJ, ðD &, EnD;
If@inPNODEST == infoPrunnum, statenum, MIN, NODEST,8EnminPrunnum, statenumT, infoPrunnum, statenum, MINT< =8En, in<;
,8EnmaxPrunnum, statenumT, infoPrunnum, statenum, MAXT< =8En, in<;D;E;H*Set the FinalEn *L
FinalEnPrunnum, statenumT =
If@MinDist@runnum, statenumD < MaxDist@runnum, statenumD,
EnminPrunnum, statenumT, EnmaxPrunnum, statenumTD;H* If at least three states are known,
calculate the newly calculable D 2,
and print a line to help the user monitor progress *L
IfAstatenum > 2,
PrintArunnum, ", ", statenum - 1, ", ",
FinalEnPrunnum, statenum - 1T, ", ",
4 Π2
3 ´ 137
HFinalEnPrunnum, statenum - 1T - RydEnL
dsq@runnum, statenum - 1DE;E
DumpSave@StringReplace@NotebookFileName@D,
RegularExpression@"\.nb$"D ®
DateString@8"-", "Year", "-", "Month", "-", "Day",
"-", "Hour", "-", "Minute", "-", "Second", ".",
"Millisecond"<D <> ".mx"D,8RydEn, FinalEn, Enmin, Enmax, info, dsq<D;
, 8statenum, numstates<E, 8runnum, numruns<E
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H* Find the highest dsq calculated,
then create a plot of cross section up to that pointHmay be run after aborting the previous cellL. *L
upper = HDownValues@dsqD . dsq ® ListL@@-2, 1, 1, 2DD;
Σplot =
TableA9FinalEn@@1, statenumDD,
4 Π2
3 ´ 137
Max@RydJ, RydJ + DJD
2 RydJ + 1
HFinalEn@@1, statenumDD - RydEnL
dsq@1, statenumD=, 8statenum, 2, upper<E;
ListPlot@Σplot, AxesLabel ® 8"W Ha.u.L", "Σ Ha.u.L"<,
Joined ® TrueD
