Energy is a limited resource in wireless sensor networks. In fact, the reduction of power consumption is crucial to increase the lifetime of low power sensor networks. Several approaches on dynamic power management have contributed to reduce the power consumption, but few of them consider the application constraints to optimize it. In this paper, we propose a new application-driven power management approach, where we model the sensor node operation and the application constraints using the hybrid automata framework. We also model a real sensor network application for fire detection and we show the performance of our approach in terms of energy drop, comparing it to an Ideal Model and a Naive approach.
Introduction
Wireless sensor networks are expected to revolutionize how information is collected and processed from the environment where those networks will be embedded. However, a sensor node has limited resources such as processing and storage capacity. A sensor node is typically battery operated, which means that it is also energy constrained.
A sensor node can only operate as long as its battery maintains power. Therefore aspects like architecture, communication protocols, algorithms, circuits and sensing must be energy efficient. Additionally, a Dynamic Power Management (DPM) can reduce the power consumption and, consequently, improve the network lifetime.
Different DPM techniques have been proposed to reduce the power consumption in sensor nodes and in general battery-powered embedded systems [2, 3, 15, 9] . Most of these techniques exploit the sleep and idle states, which have a low power consumption, following the philosophy of getting the work done as quickly as possible and sleep. The communication task is the major consumer of energy, and should be performed only when it is really needed.
The DPM has to decide when a sensor node should go to a sleep or idle state and the amount of time to stay there, and even when a transmission task could be done, which is not a trivial problem. We believe that, in order to devise a more efficient power management mechanism, the application constraints should be considered, mainly in sensor networks that strongly depend on an application.
The interaction between the application sensor node and the environment may be represented by external events, which must be considered when reducing the power consumption. It is also important to consider the state of computation when the system turns components on/off to reduce power. The state of the computation in each period of time represents the state of the application and its restrictions in an instant of time, which can have a direct influence on the decisions taken by a power manager.
Based on the these concepts, we propose a new dynamic power management technique that considers the application constraints to exploit sleep and idle states. Our main goal is to represent the DPM of a sensor node as hybrid automata, responsible for handling the application communication, sensing and processing requirements and the sensor node hardware, as a unique model.
We use the hybrid automata framework due to its ability to handle both application control and application data, modeling the application behavior in a formal way. Hybrid systems are usually employed in safety-critical applications, and it seems to be a good way to represent a DPM technique that minimizes the power consumption, balanced against the need for real-time responsiveness and the reliable achievement of the application requirements.
There are few proposals that also consider application constraints in their DPM models [2, 3] . However, in the best of our knowledge, there is no existing work on making an application-driven DPM model using the hybrid automata framework in wireless sensor networks.
To show the performance of our approach, in terms of energy drop and power consumption, we model a real sen-sor network application for fire detection, and compare it to an Ideal Model that describes the best energy usage in a sensor node (not realistic). We also compare our model to a naive approach, where no DPM is used, to show our model behavior establishing both a lower and an upper bound. This paper is organized as follows. In Section 2, we discuss the related work. In Section 3, the theory of a hybrid automata is briefly described and our approach for dynamic power management is explained in details. Section 4 describes an ideal DPM model used to establish a lower bound. In Section 5, a case study is presented. We model a real sensor network application for fire detection and, based on this application constraints, we use our dynamic power management approach to control the operation of the sensor nodes. In Section 6, we present our results and compare our approach to both the ideal and naive approaches through NS2 [12] simulations. Finally, Section 7 presents our concluding remarks and some future work.
Related Work
The lifetime of a sensor network depends highly on the power consumption performed at each sensor node. A more efficient power management results in a longer network lifetime. Several methodologies have been proposed, at hardware and system levels, to design energy efficient communication process [14] , sensor node operating system [8] and sensor node circuits.
In addition, DPM schemes have been proposed to reduce the power consumption by selectively shutting down idle components. Much work has been done exploiting sleep state and active power management [1, 15] , sentrybased power management [11] , Dynamic Voltage Scaling (DVS) [9] and Dynamic Voltage and Frequency Scaling [9] , software and operating system power management and battery state awareness power management.
However, there are few proposals that use application constraints in a DPM scheme. In fact, to our knowledge, there are only two studies that address this possibility [2, 3] . The work proposed in [3] influenced our solution presented in this paper. In [3] , it is proposed an Extended Power State Machine (EPSM) that includes the state of an embedded program in the power state machine formulation. This EPSM model is used to adapt the Quality of Service (QoS) in communication intensive devices to ensure low power consumption in embedded systems. In our approach, we extend these concepts to a WSN context, using the hybrid automata framework. In [2] , the DPM uses an adaptive learning tree scheme such that the quality of the shutdown control algorithm depends on the knowledge of the user behavior.
In [16] , a uniform dissipation model and a hotspot dissipation model are proposed. However, those models do not represent the communication among sensors and consider that when an event occurs, all nodes inside its area of influence will immediately see this event, which may not be an appropriate approach to deal with sensor networks. We believe that our model can represent the energy dissipation model in a more realistic way.
Hybrid automata have been used to characterize the energy consumption model in sensor networks [5] . However, when the detection of a critical event is the main goal, hybrid automata can also be used to improve the reliability and responsiveness of the application, by analyzing a critical event, even when the remaining energy is critically low.
A New Dynamic Power Management Approach
Reducing the power consumption is one of the main challenges in wireless sensor networks. In fact, the network lifetime depends on how the energy is spent at each sensor node. Therefore, all aspects in sensor networks must be energy efficient, including communication protocols and the sensor node architecture.
Several techniques to reduce power consumption can be applied at the design time, known as static approaches. In contrast, during run time, dynamic techniques can improve the reduction of power consumption by selectively shutting down hardware components. These techniques are known as Dynamic Power Management.
Most of the DPM schemes exploit the idle and sleep states where the power consumption is lower. The basic operation of these schemes consists in deciding when components should be turned off or stand by and when they should be turned back on. A wrong decision in this process reflects directly in a waste of energy, if a component is working when it should be turned off, and furthermore, can be crucial for the application requirements if a component is turned off when it should be working, specially in real-time applications.
The decision of turning off/on components in a DPM scheme is highly influenced by the application needs. In other words, the computation state at each instant of time should be considered as the main information to achieve the application requirements and to reduce the power consumption.
As sensor networks depend very much on the application, the application constraints represented by the application requirements and the environment can be used to optimize the power consumption of a sensor node and to achieve the application goals in an acceptable way.
Embracing the philosophy of getting the work done as quickly as possible and going to sleep, we propose a new DPM model that considers the application constraints to keep the sensor node, as much as possible, in a sleep or idle state, without loosing the necessary real-time responsiveness of most WSN applications. Our main idea is to exploit the sleep mode and different sampling and transmission rates, according to the environment changes and the application requirements. In other words, we exploit the foreseen situations when the environment variables change or remain the same, to execute a transition between operation and sleep modes.
The Theory of Hybrid Automata
A hybrid system consists of a discrete program within an analogic environment [7] . The hybrid automata is the formal representation of a hybrid system, as a finite-state machine, where the states are represented as a finite set of control locations. The continuous activities of the environment are represented by a set of differential equations, defined for each control location. The hybrid automata presents a framework to represent both discrete and continuous processes of systems embedded in continuously changing environments that need to react to changes in real time, like sensor networks.
According to [7] , a hybrid automaton consists of the following components: should be taken among the locations; 5. Events: a finite set of events that determine when a location switch should be triggered.
In the hybrid automata, the discrete states of the system are modeled by the vertices of a graph, called locations, and the discrete dynamics modeled by the edges, called location switches. The continuous dynamics of the system is represented by flow conditions through differential equations. Each location determines a flow condition and each location switch may cause a discrete change in the state of the system, determined by a jump condition. Each location continuously observes an invariant condition of the system state. A violation of the invariant condition will cause a location switch. Figure 1 depicts a hybrid automaton. The example represents a system with two locations, l 1 and l 2 , and just one data variable x. The system always starts at l 1 and, initially, the value of x is 20. Each location has its own flow conditions, invariant and initial values. At location l 1 , the value A transition from l 1 to l 2 may be taken at any time after the value of x is higher than 30, according to the l 1 invariant condition x ≥ 30. However, the transition must be taken as soon as the value of x reaches the jump condition x > 31. At location l 2 , the rate of x decreases according to the flow condition x = x − 0.5. A transition from l 2 to l 1 is taken according to the invariant condition x < 25 and the jump condition x = 25.
To make it easier to understand, the automaton of Figure 1 can be used to represent a thermostat that keeps the temperature between 25 and 31 degrees Celsius. For a formal description of hybrid automata, refer to [7] .
The Hybrid Automata for Dynamic Power Management
Hybrid automata represent a framework to handle both discrete and continuous variables. On the other hand, a wireless sensor network is composed of sensor nodes capable of performing discrete processing and able to react to continuous environment changes using samplings. Thus, a hybrid automata seems to be a good way to represent the Dynamic Power Management of a sensor node, according to the application needs and the external events represented by the environment change rates.
By representing the application behavior in a single hybrid automaton, energy can be saved by turning off unused hardware components of the sensor node. Furthermore, it can improve the expected responsiveness of the system.
In order to monitor and control the sensor node operation in an acceptable way, it is necessary to know and to describe the application in the following terms [4]:
1. sensor node hardware; 2. application sensing; 3. application processing; and 4. application communication.
In fact, the DPM of a sensor node is the hybrid automata that represent these aspects and the application environment, to optimize the power consumption by keeping the sensor node in a low power mode, as much as possible, without losing the necessary responsiveness of the application.
In this context, we use the hybrid automata framework to model different control modes, where only the necessary hardware is turned on and different sampling and transmission rates are performed, according to changes in the environment represented as events. These control modes are unique for each application and are represented by the locations of the hybrid automaton.
As the communication operation of a sensor node is the major power consumer, this operation must be performed carefully or when extremely necessary, according to the application deadlines or due to unexpected environment changes. We exploit this concept by keeping the hybrid automaton in a location where lower communication rates are performed, or none operation is performed, if the environment behaves as expected. Otherwise, if the behavior is unexpected, a higher transmission rate can be performed by a transition to a specific control mode (location).
A DPM Hybrid Automaton H = (L, E, Inv, F low, l 0 ) can be described as follows:
1. L is a finite set of discrete states or locations. Each location represents a possible operation mode of the sensor node, where different hardware configurations are mapped and different communication and sampling rates are performed. The locations are represented by the vertices of the hybrid automaton. 2. E is the finite set of edges. The edges represent the transitions or events. The events are represented in a hybrid automaton as the jump conditions, where a location takes a transition to another location. For the sensor nodes, the events are a set of external events, represented by changes occurred in the environment. The events can also be internal, such as an event related to the battery. 3. Inv defines the invariant conditions assigned to each location l. The invariant conditions represent the exception set. Each exception indicates when the system control must leave a location l. Typical exceptions are timeouts and sensor readings that trigger a discrete location change. 4. F low defines the flow conditions represented by differential equations. A flow condition in a location l indicates the rate of changing of a specific variable in the system. For our DPM scheme, the flow conditions are the key information, due to the fact that if a changing rate in the environment is previously known, and the environment behaves according to this rate, a transition to a sleep mode location can be taken, improving the power consumption. 5. l 0 defines the initial location of the system and initial values for the system variables.
In the DPM Hybrid Automata the locations represent a control mode of the sensor node, where different hardware configurations are loaded and unused components are turned off. Thus, the configuration of the sensor node is completely determined by the location in which the control resides.
The transitions among the locations are determined mainly by external events, represented by the environment changes. Thus, the DPM will react differently in each situation, according to the environment changing rate. Figure 2 depicts a DPM Hybrid Automaton, where the locations, invariant conditions, events and flow conditions represent a real sensor network application for fire detection in a forest. The hybrid automaton is defined according to the application requirements and the environment expected behavior.
Figure 2. Graphical representation of a hybrid automaton for fire detection
As showed in Figure 2 , the automaton contains three basic locations. Location L1 represents an inactivity state (sleep) (sensing off, radio off), location L2 and L3 represent an operating state where the sampling and communication operations are performed in different rates. In L2 -Low Sensing, the sensing and the radio are turned on in a lower rate than L3 -High Sensing. In fact, the location L2 should be reached when expected changes occur in the environment. Otherwise, the location L3 should be used. We also consider that even in low battery situations the location L3 should be reached, to achieve the application requirements, even if it results in the sensor node "death".
Using the hybrid automata framework, our main idea is based on the fact that, if an unimportant or unexpected event happens in the environment, the sensor node should be in a sleep mode. However, this concept must be balanced against others related to the application needs (e.g., multihop and re-transmission) according to the sensor node functions in the entire network context. As an example, if all nodes decide to take a transition to a sleep mode location, the network will be inactive for a moment, which can be crucial to the application requirements.
Ideal Dynamic Power Management Model
The Ideal Dynamic Power Management Model represents an unrealistic model, where all sensor nodes have a global knowledge about the network and the environment. In this context, the DPM scheme of the sensor node knows exactly the time when fire events occur or when a node must act as a router for another sensor node. Therefore, the sensor node knows precisely the moments to sleep and to wake up, achieving the application deadlines and improving the sensor node energy consumption.
In order to evaluate the DPM technique proposed in this work, we compare it with the Ideal Model that represents the lower bound for our technique, in terms of energy consumption, to process all events in the network. An important difference between the Hybrid Automata Model and the Ideal Model is the fact that in the Ideal Model sensor nodes have a complete knowledge about the network and the environment, resulting in the most efficient DPM scheme for a fire detection application. Furthermore, in our DPM model, events may be lost when nodes are sleeping. In the next section, both models are simulated and compared.
Case Study: Fire Detection Application
The DPM technique proposed in this work depends on the application. In fact, the more we know about the application (behavior, requirements, deadlines), the more realistic the DPM hybrid automaton will be, resulting in a more efficient power management in a sensor node. In order to show the performance of our technique we have modeled a sensor network application for fire detection in forests. Note that, currently, very few real sensor network applications are available.
Fire Detection
According to reports prepared by INPE [10] , the Brazilian Institute for Space Research, there are 243, 000 burning spots, on average, with different dimensions, during the dryness season in Brazil, from May to September. These burnings, most of them man-made, are the major threat to forests, parks and environmental protection areas.
Fire detection systems can help to reduce the damage caused by burnings. In fact, the ability to detect and locate quickly and effectively a fire is at the heart of almost all fire detection systems. Most of the fire detection systems are based on digital image processing, obtained from specific orbital satellites, by finding pixels with a brightness temperature above a threshold. On the other hand, fire detection can also be performed by other methods of activation, mainly temperature or smoke. In case of temperature, the fire detection system can be set to trigger an alarm at a given temperature or to notify temperature rises.
In this context, wireless sensor networks can be used as a fire detection system due to their ability to collect information from the environment using sensors. A sensor network can be programmed to report temperature rises, air humidity and even wind direction. These data are useful to determine the fire probability, its direction and its intensity, helping in a more efficient fire combat.
In order to model a real application for fire detection, all available information about the monitoring area should be considered. Our motivating area is the region of Belo Horizonte, Brazil, surrounded by ecological parks and protection areas. The available temperature data (in degrees Celsius obtained from [10] about this region from May to September) can be described as follows:
1. Maximum absolute temperature: 29; 2. Minimum absolute temperature: 8; 3. Maximum average temperature: 25.5; 4. Minimum average temperature: 15.5.
Additionally, we assumed the following temperature information about fire detection:
1. The minimum temperature to be considered as fire is 35 degrees; 2. Temperature variations bellow 0.5 degrees are considered normal and do not need to be reported; 3. Variations above 5 degrees in a short period of time are considered abnormal and should be analyzed as a possible fire, even if the temperature remains bellow 35 degrees.
Hybrid Automaton for Fire Detection
We have modeled a hybrid automaton for fire detection to represent the dynamic power management of the sensor nodes considering the following: the available temperature information about the application behavior obtained from [10] ; and the application deadlines, which determine that in case of fire the data should be sent every second, otherwise it should be sent at least every 60 seconds. Figure 2 represents a hybrid automaton for fire detection that considers the application behavior and requirements, and the sensor node behavior (hardware, sensing, communication and processing) as a DPM scheme.
The data variable x represents the temperature and it is the only external variable considered in this model. This variable represents the environment changes and it is used in almost all transitions among locations as the main information. The variable z is used as a timer and it is useful in locations where the sensing is off, like L1.
According to the application deadlines, we have mapped three basic locations. Each location maps a different hardware configuration and works with different rates of sampling and communication, according to the temperature changes. Each location behavior is determined by the flow, guard, jump and invariant conditions. The location L1 (Inactivity) represents the sensor node sleep mode when the radio and the sensing are turned off. The control remains at location L1 for 60 seconds, according to the invariant condition z ≤ 60. As soon as the jump condition z > 60 is reached, a transition to the location L2 occurs. At location L1, the sensor node is not able to react to any environment changes and cannot work as router for other sensor nodes.
The location L2 (Low Sensing) represents a sensor node control mode when the sensing and communication operations are performed in a lower rate. In fact, while in this location, the sensor node turns on the radio and the sensing at every 10 seconds and transmits the sensed temperature. After transmitting, the radio and the sensing are turned off until the next 10 seconds time-out is reached.
The location L2 should be reached when the environment temperature changes at a known rate, according to the invariant condition x ≤ 29. Temperature changes until this value are not considered as fire indication. Otherwise, a transition to location L3 may be taken at any time the temperature is higher then 29 degrees. According to the jump condition x > 35, the possibility of fire is imminent, and the control mode L3 should be used.
The location L3 (High Sensing) represents a sensor node control mode when the sensing and communication operations are performed in a higher rate than L2. The sensing and the radio are turned on and the sensed temperature is sent at every second. The hardware components are never turned off at this location until a transition back to L2 occurs. The location L3 is used when the changing rate of the environment temperature is unknown, or the temperature reaches a risky value indicating an imminent fire.
The flow conditions, expressed by differential equations, are present in all locations only for the variable y that represents the energy drop and is not used in the transition conditions. The flow condition for the temperature x is not represented by the model due to the fact that we do not know a differential equation to represent the temperature behavior in the environment. Instead, we use statistical data about the monitoring area [10] .
Basic Operation
In the beginning, all nodes start at location L2. According to this location invariant and jump conditions, if the temperature remains the same or the sensed temperature compared to the last sensed temperature, represented by x old , does not represent a significant change (the difference is not higher than 0.5 degrees), a transition to the location L1 is taken.
The control remains at location L1 in sleep mode for 60 seconds, where no operation can be performed. In this situation, if a fire event occurs, the model will have a detection delay of at most 60 seconds, which is not critical for the application. In a normal situation, when no temperature changes are observed or the changes are limited to the normal condition, the model will transit between locations L1 and L2. In fact, the temperature will be transmitted every 60 seconds. In the intervals among transmissions, the sensor node will be in sleep mode, reducing the energy consumption.
In cases the difference between x old and x are higher than 0.5 degrees, the control remains at location L2 during 10 samplings, to determine if the temperature changing is normal or not. If the temperature keeps getting higher, the control remains at location L2 until the invariant condition x ≤ 29, where a transition to location L3 may be taken. These situations represent the temperature changes that usually happen in a normal day. They are analyzed to avoid a transition to L3, the major energy consumer location.
Otherwise, if the difference between x old and x is higher than 5 degrees, a transition to location L3 must be taken, even if the temperature remains bellow the L2 invariant condition x ≤ 29. These situations are not expected and they can represent the start of a fire. At location L3, this abnormal change is checked at least for 10 samplings, evaluating the temperature at every second. If the temperature does not get higher than the L3 invariant condition x ≥ 35, a false alarm has been detected and a transition back to location L2 is taken.
Unexpected temperature changes and risky temperatures may lead a transition to location L3, where the temperature will be sensed and transmitted at every second. In these situations, the possibility of fire is imminent. However, unexpected hot days at the monitoring season (the temperature is higher than the L2 invariant condition and lower than L3 invariant condition) may lead to a false transition to location L3. To avoid these situations, every time the location L3 is reached, a 10 sampling operation is performed. If the temperature does not reach the invariant condition x ≥ 35, a transition back to location L2 is taken.
The application-driven DPM (App-DPM) basic operation is illustrated in Figure 3 . Figure 3(a) shows the temperature variation during 1000 seconds, and Figure 3(b) shows the transitions among the hybrid automaton locations modeled for the fire detection application. The rate of the temperature variation is the main information to determine the transitions among locations. Therefore, due to the strong environment changes, the locations L2 and L3 are reached more often, even when no fire really exists. Figure 3(c) shows the basic operation of the Ideal DPM model. Due to the global knowledge of this model, a transition to the location L3 occurs only when the temperature variation indicates fire, between 700 and 800 seconds of the simulation. The rest of the simulation, the sensor node remains at location L1, in sleep mode. At every 60 seconds, the L1 invariant condition is reached, and a transition to location L2 occurs.
As the App-DPM is a more realistic model, the location L1 is kept as long as expected environment changes occur. When the temperature increases in an unexpected way (represented in many situations in Figure 3(a) ), more transmissions occurs. The temperatures variations lower than 35 degrees, indicated in Figure 3(a) , represent the App-DPM model worst case, causing several unnecessary transitions to L2 and L3. However, the temperature variations are just illustrative to show the model basic operation and it cannot be considered as a real behavior of the monitoring field.
In fact, the Ideal DPM will have a better performance, against the App-DPM model, in almost all situations. However, the power consumption in both models are very similar, as indicated in Figure 3 (d) that indicates the sensor node energy drop when the App-DPM and the Ideal DPM models are used. When expected environment changes happen, the sensor node is kept in location L1 (sleep mode) for both models, and the energy drop is almost linear. Otherwise, unexpected changes require more sampling and communication operations, and much more power is consumed. However, more transitions lead to more responsiveness of the system, and must be balanced against the power consumption, which is fully determined by the applications needs.
Using this application-driven DPM technique, in a normal temperature behavior day, each sensor node will be in sleep mode 97% of the day, assuming that the sensor node is able to transmit directly to the sink node, i.e., there is no multihop communication. In a single hop communication, the shutdown process is easier, once the sensor node does not need to worry about the neighborhood sensors, because they are able to transmit directly to the monitoring node.
Performance Evaluation
In order to evaluate the performance of the applicationdriven DPM technique proposed in this work, we compare it with an Ideal DPM Model, using the fire detection application as the motivating example. As mentioned before, we use the ideal model as a lower bound, in terms of energy consumption, to show our technique performance.
We also compare our DPM technique with a naive approach, where no DPM technique is used. In the naive approach, the temperature data is sent, from the sensor nodes to the sink node, at every 5 seconds. We use the naive model as an upper bound, in terms of energy consumption, to illustrate the performance of a sensor node using a DPM technique against the performance of a sensor node without a DPM scheme.
We have implemented the three models using the ns2 simulator [12] . In the following, the simulation setup and the performance evaluation analysis are discussed.
Performance Metrics and Simulation Setup
The wireless sensor network used in all simulations has 100 sensor nodes distributed in a 50×50 m 2 field. As we do not consider the multihop operation in this work, we assume that sensor nodes are capable of transmitting directly to the sink node, in a single hop transmission. Due to this fact, the monitoring node is positioned in the middle of the field, at position (25, 25). We also assume that all nodes are fixed, positioned at a random (p x , p y ) position in the monitoring field.
Each sensor node has an initial energy of 100J (joules). The energy consumption in all modes (sleep, idle, sensing, and transmission) are based on the Mica2 node power consumption [6] .
The environment is represented as a temperature grid, where each (p x , p y ) position of the monitoring field has a temperature value, according to the possible temperature values for the monitoring region. Thus, every sensing operation is made by getting the given temperature at the position (p x , p y ) of the sensor node.
Environment temperature changes are simulated as events. Each event represents a new temperature value for a specific region in the monitoring field. The events occur in a random (p x , p y ) position. If two or more events affect the same region, the new temperature value is obtained by averaging the values of the temperature events.
The events are static (no movement) and have a fixed size. The event size represents the influence region, determined by the event influence radius. According to the influence radius, a position (p x , p y ) in the field may be affected by a new temperature value that represents an environment change for the sensor nodes positioned in the same region. In all simulations, the event influence radius is uniformly distributed between 5 and 50m.
The events behavior also include a duration parameter. Each event has a established moment to start and to end. In all simulations, we assume that the event duration is uniformly distributed between 25 and 200 seconds.
However, the most important information about an event is the fire probability. This parameter determines when each event represents a fire temperature. The fire temperature represents the main influence in the application-driven DPM scheme since the sensor network application represents a fire detection system. Finally, the event arrival model follows a Poisson distribution. This process is appropriate to model events that happen randomly and independently from each other. We use the Poisson process to distribute 250 temperature change events in simulations of 5000 seconds.
Simulation Results and Analysis
According to the simulation setup described above, we performed simulations to evaluate the performance of the application-driven DPM approach (App-DPM), an Ideal DPM model and a Naive approach. Basically, the models are compared in terms of power consumption and energy savings. The most relevant information is related to the environment changes, represented as fire probabilities. Figure 4 shows the results comparing the three models (App-DPM, Ideal DPM and Naive) for the energy spent (or the energy drop) in a sensor node positioned in the center of the monitoring field, after 5000 seconds of simulation, for different fire probabilities.
As expected, in the Naive approach, where no DPM scheme is implemented, the total energy spent is constant to whatever fire probability. The indication of fire does not modify the model behavior. We use this result to show the gains of a DPM approach that considers the application behavior into the power management scheme.
As indicated, the higher the fire probability, the higher the power consumption will be for both App-DPM and Ideal DPM models. It happens because fire indications demand more communication operations by the sensor node. As modeled by the DPM hybrid automaton (Figure 2 ), the node spends more time at L3, due to the fact that an unexpected environment behavior may happen, as the fire probability increases. For lower fire probabilities, the node spends more time at L1, in a sleep mode, and more energy is saved.
The Ideal DPM model represents an unrealistic behavior. The better performance of this model is due to the fact that, unexpected environment changes that do not represent fire, are not analyzed by the Ideal Model due to its global knowledge about the network and the environment.
The Naive and the Ideal DPM models behave as lower and upper bounds, respectively, in terms of energy consumption, until the fire probability reaches 70%. After this point, the fire indication is presented at almost all the simulation time, and the node performs much more transmission operations in the App-DPM and Ideal DPM models than in the Naive model. In fact, a transmission occurs at every 5 seconds in the Naive model, for whatever fire probability, and at every second for the other models in higher fire probabilities. Although much more energy is consumed at higher fire probabilities, the sensor node presents a better responsiveness, as required by the application.
The Ideal DPM model spends more energy than the App-DPM in higher fire probabilities, due to the better responsiveness of the Ideal DPM model. In this model, there is no detection delay, due to the global knowledge of the model. Thus, more transmissions occur in the Ideal DPM. On the other hand, if an unexpected environment change occurs while the App-DPM is in a sleep mode (L1), there will be a detection delay, which is much more realistic. However, the behavior of the Ideal DPM and the App-DPM models are very similar, which shows the good performance of the App-DPM approach.
In fact, in the App-DPM, the detection delay will be at most 60 seconds, which is not relevant for the fire detection process. Therefore, the greater the sleep time, the more efficient the energy consumption will be, and the worse the application responsiveness will be.
The results showed in Figure 4 can be reinforced by the information presented in Table 1 . In situations that the environment temperature changes at a known rate, and no fire really happens, the App-DPM can result in a gain of 266.92% in energy saving, over a Naive approach. Unexpected situations, when the fire probability is higher, indicate that the App-DPM model spends more energy. However, the application responsiveness is increased. We consider that the sensor node should react to an unexpected environment change to perform its duty, even if it causes the sensor node "death". In fact, Table 1 indicates that the App-DPM performance is very similar to the Ideal DPM, showing that the App-DPM model is able to achieve the application responsiveness requirements, improving the power consumption.
The Ideal DPM and the App-DPM similarity, and the better performance of the App-DPM against the Naive approach are illustrated again in Figure 5 . This figure represents the final energy map of the sensor network in the fire detection monitoring field. It shows the remaining energy at each sensor node, after 5000 seconds of simulation, with fire probability of 0%. As no fire event occurs, the node operation and energy dissipation are exactly the same for all models. Figure 6 represents the result for a fire probability of 50%. We can see that the App-DPM model is similar to the Ideal DPM model. The energy dissipation is very irregular in this situation, because events occur at random positions and have different durations. Even at a higher fire probability, the DPM models present a more efficient power consumption. 
Conclusion and Future Work
In this work we proposed a new dynamic power management technique that considers the application requirements and the sensor node operation as a unique model, to achieve low power consumption balanced against the required application responsiveness. We achieve low power consumption by exploiting sleep states, when the environment changes as expected. We also improve the application responsiveness by increasing the sampling and communication rates, when the environment does not behave as expected.
A case study was presented for a fire detection application that considers the temperature behavior to determine the application responsiveness and to achieve lower power consumption. We showed, by simulation, a significant power reduction when this technique was applied, compared to a model with no DPM scheme. We also showed that our technique is very similar to an ideal DPM scheme.
This work also presents two more contributions. First, the DPM technique represented by the hybrid automata framework. Second, our DPM technique seems to represent a more realistic energy dissipation model, which is particularly useful for the construction of energy maps, based on prediction techniques [13] .
However, our DPM technique has some limitations. The main limitation of our technique is that we do not consider multihop operations into the power management scheme, which we expect to study as a future work. We also intend to compare our DPM technique to a real DPM scheme and to model the energy spent when turning on/off hardware components. 
