Abstract-Cardiac Arrhythmia (CA) is very dangerous and can significantly undermine patient condition. New tools are fundamental to forecast and to prevent possible critical situations. In order to help clinicians acting proactively, predictive data mining real-time models were induced using online-learning. As input variables were considered those acquired at the patient admission and complementary variables (vital signs, laboratory results, therapeutics) hourly collected. The results are very motivating; sensitivity near to 95% was obtained when using Support Vector Machines. The approach explored in this work reveals to be an interesting contribution to the healthcare in terms of predicting CA and a good direction to be further explored.
I. INTRODUCTION
Nowadays, hospitals have a set of mechanisms to collect patient data, however in many cases these data are not used in the decision process. Typically the data are analyzed in the moment when it is collected and then they are stored in databases, being not considered for future actions. Having these data a lot of hidden potential it is notorious a rapidly increasing of the development of decision support systems and the use of Data Mining (DM).
DM allows the introduction of new knowledge / patterns essential for the decision making process. In this area DM can be used to predict future events e.g. clinic, management or financial. When applied in a real context, DM can bring many benefits to the healthcare, being the main benefit the patient condition improvement. One of the main patient problems verified in the society / hospitals is the occurrence of Cardiac Arrhythmia (CA). CA is identified in a patient when the heart activity is irregular or it is faster or slower than the normal [1] .
When a patient has a Heart Rate (HR) value out of the normal range for a certain period of time or presents a too high or a too low value, can be told that the patient had a HR Critical Event (CE). At the present time, to the medical staff it is very difficult to anticipate a CA, because there are a lot of variables influencing it. At same time, they cannot analyze in a reduced period of time all the patient variables collected during the last minutes / hours. Motivated by this limitation
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an exploratory study was conducted in order to develop models for predicting the probability of a patient be a victim of CA during the next hours.
The work was performed in a real environment using data collected in real-time in the Intensive Care Unit of Centro Hospitalar do Porto and having an inpatient time under the first 120 hours (5 days), because after this length of stay extra complications may appear (e.g. infections, bacteria, others dysfunctions).
The dataset includes a set of patient data: data acquired during the admission process (admission from, admission type, age, risk factors and other) and some others collected or calculated in real-time (Heart Rate, SOFA, Critical Events and other). Four DM techniques were considered: Generalized Linear Models (GLM), Support Vector Machine (SVM), Decision Trees (DT) and Naïve Byes (NB). To assess the results a confusion matrix has been considered for each model to calculate three metrics: sensitivity, specificity and accuracy. This paper is divided in five sections. The first one introduces the work, the second presents the background focused in Cardiac Arrhythmia, Intelligent Decision Support Systems and Data Mining. The third section presents the work developed. Fourth section discusses the results achieved and the last section presents some final remarks and points some future work.
II. BACKGROUND

A. Cardiac Arrhythmia
Cardiac Arrhythmia (CA) is defined as an abnormal Heart Rhythms -important changes in the normal heart activity. A heartbeat that is too fast is called tachycardia (over 100 beats per minute) and a heartbeat that is too slow is called bradycardia (less than 60 beats per minute) [1] . Using this definitions and the values associated to them it was defined the concept of Critical Events (CE) [2, 3] . CE is composed by a collection of critical values, i.e., values out of the normal range.
This work makes use of two different concepts: critical values and CE. Critical values are values that are out of a normal range during an undefined period of time. CE is a label to identify that a variable had critical values for more than the admissible time span (type a), as defined in Table I . CE can also be verified when a critical value is so out of range that it is considered serious regardless of the duration of that observation (type b). For example, a CE happens whenever the patient's heart rate stays above 120 bmp or Arrhythmias increases the patient ris conditions such Stroke and Heart failure organ failure).
Stroke is defined by the National St (NSA) [4] as: a stroke or "brain attack" occ clot blocks an artery (a blood vessel that ca the heart to the body) or a blood vessel (a tu the blood moves through the body) breaks, i flow to an area of the brain. When eithe happens, brain cells begin to die and brain According to NSA a stroke is considered t cause of death in America and a leading disability.
Using as reference the definition of NIH Blood Institute, Heart Failure is "a condit heart can't pump enough blood to meet the some cases, the heart can't fill with enough cases, the heart can't pump blood to the rest enough force. Some people have both pro "heart failure" doesn't mean that your heart about to stop working. However, heart fa condition that requires medical care." Analyzing the study provided by the Association [5] , the number of patients wh presence of stroke are meaningful, being older than 60 years (6-7%) and most commo more than 80 years (14%). In terms of Hear approximately 11% of the deaths were due type of symptoms leads to single or multip Normally this type of patients is cared in th Units (ICU).
In ICU is used knowledge of a specific namely, Intensive Medicine. The ICUs are specific type of patients, normally in weak life) and with multiple organ failures. Th system is one of the organ systems that can to the outcome of critical ill patients [6] .
B. Intelligent Decision Support Systems
Intelligent Decision Support Systems (ID to support the decision making process. Typ systems use intelligent agents (to perf automatically) [7] and artificial intellige predictions using Data Mining Techniques) goals. The decision support process is divid [8] INTCare is divided in two platfo patient data and another for pre obtained by means of Data Mining real-time and using online-learning s clinical conditions [11] [12] [13] [14] : outcom level, readmission and length of stay in this paper is an extension of the w focused in a very particular disease:
C. CRISP-DM
Cross Industry Standard Pro (CRISP-DM) provides a structured for planning a data mining project.
As can be observed in figure 1 th six phases [15] The Data Mining approach was co methodology.
A. Business Understanding
As previously referred, the car patient vital system. Being it respon deads, it is very important to a ph advance if a patient is or not in ris concern can be translated into a DM d to ICU arises INTCare. changed the way of how disseminated [9, 10] Figure 2 represents the target (critical / CA) distribution. The occurrence of a CA are represented by the value 1, and by 0 the patient that had not a CA. Analyzing the figure it is possible observe that 23% of the records has a CA associated. 
C. Data Preparation
In the data preparation phase, all the variables were validated. It was verified if there is not null values, or values out of the normal range (noise values). These tasks were performed by an Intelligent Agent. Then, after all the data be validated, another agent was responsible to make a mapping between the data collected and the DM variables. In this case, the following tasks were performed:
• To verify and group the admission type and admission from;
• To classify the heart rate values as critic or not;
• To determine the patient SOFA value for all the organic systems;
• To create a new variable which identifies if the patient has risk factors;
• To determine the last seven Heart Rate values (HRLV) collected;
• To calculate the accumulated critical events (ACE);
The Case Mix variables were provided by the Electronic Health Record (EHR) of the patient. For these models were used the variables: age, admission type, admission from, insufficiencies cardiac and risk patient (combination of patient admission variables). All these variables were obtained at patient admission and they were automatically transformed according to the DM attributes.
The Sequential Organ Failure Assessment (SOFA) is used in ICU to score the degree of dysfunction/failure of the six organic systems (cardiovascular, respiratory, renal, liver, hematological and neurological) [17] . The value 0 represents a normal functioning of the organic system. In the case of the SOFA score be between 1 and 4 the patient has one or more organ failures. The attribute SOFA used in DM only considers two values 0 (SOFA = 0) or 1 (SOFA > 0).
The Accumulated Critical Events (ACE) includes three physiological variables: Blood Pressure (BP), Saturation of Oxygen (SPO2) and Heart Rate (HR). ACE are calculated by counting the number of critical events verified by hour since the patient admission.
The ratios were introduced by using ACE group. These ratios allow to determine a relation between the number of ACE verified and the maximum of ACE occurred by hour (R1) and a correspondence between the number of ACE verified and the maximum number of events verified in the past, until the hour in analysis (R2). Both the values are grouped by category and by patient.
After performing the pre-processing tasks, a set of new variables were introduced. These variables and their distribution are presented in the table III. For example, the SOFA_CARDIO attribute is 1 when at least one of the conditions defined is verified (e.g. Blood pressure (BP) >=0 and BP <=70) or the use of any vasopressor > 0). In the case of Risk Patient, the attribute is 1 when one of the symptoms or conditions defined is verified. These conditions were verified in 19.85% of the cases. Table IV presents a static analysis (average, maximum, minimum, mode and standard deviation (stdev)) of the numeric variables: ACE, Ratios and Heart Rate (HRLV1-HRLV7). HRLV1  81  250  0  75  21  HRLV2  81  250  0  75  21  HRLV3  81  250  0  75  21  HRLV4  81  250  0  75  21  HRLV5  81  250  0  75  22  HRLV6  81  250  0  75  22  HRLV7  81  250  0  75  22 Finally, in order to prepare all the DM scenarios, the values were organized by hour in turn of the following variables: 
D. Modelling
Finished the data preparation phase, a set of Data Mining models (DMM) were induced using four DM techniques (DMT): GLM, SVM, DT and NB. The developed models used 70% of the data for training and 30% for testing (holdout sampling). Scenarios 1 to 7 were manually configured. Scenario 8 (S8) was automatically configured by using variables selected by the DM engine (based in heuristic rules). A total of 32 models were induced. Each one of the models were induced automatically and in real-time, using streamed data and online-learning. The data mining engine used the data prepared and stored in the DM input 
DMM = {8
E. Evaluation
In order to evaluate the models it was designed a confusion matrix for each one of the models. The confusion matrix (CMX) allows to determine the number of True Positives (TP) (predicted 1 and real 1), False Positives (FP) (1, 0), True Negatives (TN) (0, 0) and False Negatives (FN) (0, 1). Using the CMX it was possible calculate some measures. To this study it was used: accuracy, sensitivity and specificity. Table V presents the results of the best scenarios for each measure distributed by technique. For example, for all the techniques, the best specificity value was achieved by the same scenario (S3). The best sensitivity (95.93%) was achieved by the scenario1 using SVM. 
IV. DISCUSSION
Using the IDSS the physicians can choose which type of models they prefer. Sensitivity -very good models to predict the occurrence of CA, but can present a high number of false positives. Specificity -very good models to predict the probability of non-occurring a CA, but can present a high number of false negatives. Accuracy -good models to predict CA, however can fail in predicting an important number of positive or negative cases.
In general in this type of problems, the physicians prefer to act in order to prevent some clinical situations. Due this reason they normally prefer sensitive models. Although this measure presents false positives, the number of true positives is higher and in the most cases these models can foresee all the positive occurrences (sensitivity near of 100%).
Table VI presents the best model for each metric and the respective values of other metrics calculated. The most sensitive model (Scenario 1 and Technique 2 -S1T2) scored correctly in 95% (0.9558) of CA cases; however predicted 65% (0.6576) of positive cases, i.e., these cases were not verified in the reality. The high number of false positives happens due to the fact of the physicians sometimes can anticipate a probable occurrence of CA and then act in time to prevent / gain more time to avoid the CA. In this cases the system predicts a CA but in the reality did not happens due to a quick and efficiently response by the physicians. The most sensitive model (S1T2) used the scenario 1 (CM, ACE, R, SOFA) and technique 2 (SVM). The most accurate model has all the metrics upper than 80%, being induced by using GLM technique and scenario 3. After discuss the results with the health professionals it was defined a threshold combining accuracy, sensitivity and specificity in order to have if possible a good model with a reduced number of false positives. To a model be select, it need to achieve the following threshold:
• Sensitivity >= 90%
• Accuracy >= 65%
• Specificity >= 60 % Having as base the threshold defined, the best models which achieved the measure are presented in the table VII. In Figure 3 it is possible to observe the receiver operating characteristic (ROC) curve for the model which achieved the threshold and presented the best sensitivity (S8T2). The curve is created by plotting the true positive rate (sensitivity) against the false positive rate (specificity) at various threshold settings. Analyzing the ROC it is possible observe the model behavior for multiple probability thresholds. The approach presented in this work can be considered an important contribution for predicting Cardiac Arrhythmias. DM models shown to be very useful for supporting the decision making process and for preventing future critical events. Eight different scenarios were considered by combining different variable of the patient data. The most sensitive model achieved a result of 95.58% and the most accurate a result of 84.89%.
Analyzing the threshold defined, the best model is defined automatically by the engine using heuristic rules. In this case it is important to enforce the idea of this model be the best now, but in the future with more data the results can be different. Being these models part of the INTCare system, the DM engine is able to always ensure that it is chosen the best model. Further work will include the introduction of new variables and classes for the numeric attributes, the use of ensembles and the improvement of a target metric to validate the models.
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