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Abstract
The mathematical description of turbulence is one of the greatest unresolved
problems of modern physics. Many targets of astrophysical research, such as
stellar convection zones and accretion discs, are very turbulent. Especially, the
understanding of stellar convection zones is important for the theory of stellar
evolution. Therefore, it is necessary to use approximate descriptions for turbu-
lence while modelling these objects.
One approximate method for describing turbulence is to divide the quantities
under study into mean and fluctuating parts, the latter of which represent small–
scale changes present in turbulence. This approach is known as the Reynolds de-
composition, which makes it possible to derive equations for the mean quantities.
The equations acquired depend on correlations of the fluctuating quantities, such
as the correlations of the fluctuating velocity components known as the Reynolds
stresses, and turbulent heat and passive scalar fluxes. A mathematically precise
way of handling these correlations is to derive equations also for them, but the
resultant equations will depend on new, higher–order correlations. If one derives
equations for these new correlations, a new set of even higher–order correlations
is involved, and the equation system will not be closed. This is called the closure
problem.
The closure problem can be circumvented by using approximations known
as closure models, which work by replacing the higher–order correlations with
lower–order ones, thereby creating a closed system. Second–order closure models,
in which the third–order correlations have been replaced by relaxation terms of
second order, are studied in this Thesis by comparing their results with those
of direct numerical simulations (DNS). The two closure models studied are the
minimal τ–approximation (MTA) and the isotropising variable relaxation time
(IVRT) closure. The physical phenomena, to which the closures were applied,
included homogeneous isotropically forced turbulence with rotation and shear,
compressible as well as homogeneous Boussinesq convection, decaying turbulence,
and passive scalar transport.
In the case of homogeneous isotropic turbulence it was found that MTA is
capable of reproducing the DNS results with Strouhal numbers of about unity.
It was also found that the Reynolds stress components, contributing to angular
momentum transport in accretion discs, can change sign depending on rotation
rate, which was seen in studies of compressible convection too, meaning that
convection can potentially contribute to accretion of matter. Decaying turbu-
lence studies indicated that the relaxation time scales occurring in the relaxation
closures tend to constant values at high Reynolds numbers, and this was also
observed when studying passive scalar transport. However, in studies concerning
Boussinesq convection no asymptotic behaviour was found as a function of the
Taylor number.
The correspondence of the closure models to direct numerical simulations
is found to be generally achievable, but with varying quality depending on the
physical situation. Given the asymptotic behaviour of the optimum closure pa-
rameters for forced turbulence, they can be considered universal in this case.
For rotating Boussinesq convection the same conclusion cannot be drawn with
respect to the Rayleigh and Taylor numbers.
List of publications
The publications included in this thesis are:
Paper I: Snellman, J. E., Ka¨pyla¨, P. J., Korpi, M. J., Liljestro¨m, A. J.,
“Reynolds stresses from hydrodynamic turbulence with shear and rotation”, As-
tronomy & Astrophysics, 505, 3, 955-968 (2009)
Paper II: Ka¨pyla¨, P. J., Brandenburg, A., Korpi, M. J., Snellman, J. E.,
Narayan, R.,“Angular momentum transport in convectively unstable shear flows”,
Astrophysical Journal, 719, 1, 67-76 (2010)
Paper III: Snellman, J. E., Brandenburg, A., Ka¨pyla¨, P. J., Mantere, M. J.,
“Verification of Reynolds stress parameterizations from simulations”, Astronomi-
sche Nachrichten, 333, 1, 78-83 (2012)
Paper IV: Snellman, J. E., Rheinhardt, M., Ka¨pyla¨, P. J., Mantere, M. J.,
Brandenburg, A.,“Mean-field closure parameters for passive scalar turbulence”,
Physica Scripta, 86, 018406 (2012)
Paper V: Snellman, J. E., Ka¨pyla¨, P. J., Ka¨pyla¨, M. J., Rheinhardt, M.,
“Testing turbulent closure models with convection simulations ”, Astronomische
Nachrichten, 336, 1, 32 – 52 (2015)
The permissions of use have been obtained from Astrophysical Journal, Astron-
omy & Astrophysics, Physica Scripta and Astronomische Nachrichten.
viii
Summaries of the publications
Paper I: The effects of rotation and shear on the Reynolds stresses are studied by
using three–dimensional direct numerical simulations. The results of these sim-
ulations are compared with a simple closure known as minimal τ–approximation
and interpreted in terms of turbulent viscosity and Λ–effect using mean–field
theory. The relaxation time τ , the closure parameter employed by the model, is
defined through the ratio of correlation and turnover times, also known as the
Strouhal number St. It is found that the closure can reproduce the simulation
results reasonably well in most of the parameter range studied with St of about
1. The strength of the Λ–effect is found to be about one tenth of the turbulent
viscosity.
Paper II: Numerical simulations of turbulent convection are used to model an-
gular momentum transport. The shearing–box approximation is used to make
the simulation domain correspond to a boxlike local volume in an accretion disc.
Reynolds stresses are derived, and turbulent viscosity and Λ–effect are estimated
from them. The latter is found to be nonzero and 2-4 times smaller than the
former. It is also observed that the angular momentum transport can change sign
and can be directed outward if the rotation period is greater than the turbulent
turnover time, or, in other words, the Coriolis number is less than unity.
Paper III: The behaviour predicted by two different closure models is compared
with three–dimensional numerical simulations of decaying turbulence. This not
only allows the determination of the time scales associated with turbulent decay
by diffusion and isotropisation as functions of the Reynolds number, but also
studying the applicability of these models. It is found that the time scales ap-
proach constant values as the Reynolds number increases. Also, isotropisation is
about 2.5 stronger than diffusion in the statistically steady state.
Paper IV: Isotropically forced, three–dimensional direct numerical simulations
of homogeneous passive scalar turbulence with an imposed passive scalar con-
centration gradient are compared to a specifically constructed closure, which
ix
xretains second–order correlations, such as Reynolds stresses and turbulent pas-
sive scalar flux, while relating the third–order correlations to relaxation terms.
The Reynolds and Pe´clet numbers used in the simulations are varied, while keep-
ing them equal. Three different methods are used to determine the time scales
associated with the relaxation of passive scalar flux and variance. Firstly, the
replaced third–order correlations are calculated from the simulations and then
used to assign values for the time scales through the closure assumption itself.
Time scales are also solved for using the time–independent closure equations.
Finally, removing the imposed passive scalar concentration gradient causes the
decay of turbulent passive scalar flux and variance, to which exponential laws can
be fitted, yielding the time scales. It is found that the turbulent time scales tend
to converge to constant values at high Reynolds numbers, and that the different
methods generally agree with each other, although there is a slight dependence
on scale separation, which may mean that the model parameters are not univer-
sal.
Paper V: The results of the closure of Garaud et al. (2010), applied to rotating,
homogeneous Boussinesq convection, are compared with corresponding three–
dimensional numerical simulations. The model coefficients are obtained from
the simulations as functions of the Taylor and Rayleigh numbers by using two
different approaches: inserting the simulation results into the closure equations
and then solving for the coefficients using the linear least–squares method, and
repeatedly solving for the closure equations with different coefficients and finding
the optimal ones using the Newton method. The resulting coefficients are tested
by solving the closure equations with them and comparing with the original
simulation results. It is found that the closure coefficients change somewhat
with Taylor and Rayleigh numbers, and that the closure increasingly deviates
from the simulation results as the Taylor number increases, although at least at
colatitudes 30◦ and 45◦ accuracy improves again at very high rotation rates. The
Rayleigh and Taylor number dependence hints at non–universality of the closure
parameters.
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the Reynolds stresses according to the minimal τ–approximation and produced
appendix A of the paper explaining these, along with doing other mathematical
work in appendices B and C.
Paper II: The author was responsible for writing the description of the mini-
mal τ–approximation in Section “Mean–field interpretation” and for deriving the
equations therein.
Paper III: The author was responsible for the idea of using decay experiments
to study the behaviour of closure models, for analytically deriving the decay
behaviours predicted by the minimal τ–approximation and isotropising variable
relaxation time closures, for performing some of the necessary numerical simula-
tions, for comparing the observed and predicted behaviours, and for writing the
corresponding parts of the manuscript.
Paper IV: The author was responsible for deriving model coefficients using the
same decay method as in Paper III, for combining the corresponding model co-
efficients acquired by co–authors using other methods into two figures and inter-
preting the results from these figures, and for writing the parts of the manuscript
explaining them.
Paper V: The author was responsible for deriving the closure model parame-
ters using least–squares method, a task which included running the necessary
direct numerical simulations. Also, the author wrote substantial parts of the
manuscript, derived the realisability condition in the appendix along with other
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mathematical work, and worked on the interpretation of the acquired results.
Other parts of the paper, especially attributable to the candidate, relate to the
description of the closure itself, to the presence of the exponentially growing
modes observed in the direct numerical simulations (known as“elevator modes”in
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and its results.
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About the notations
An observant reader can notice that the notations used in the papers included
in this Thesis are not standardised. Q, for instance, refers to the trace of the
Reynolds stresses in Paper I, but to passive scalar variance in Paper IV and
to temperature variance in Paper V. The variety of symbol uses results from
adaptation to different physical situations and adoption of notations from dif-
ferent trends in literature. In Paper I there were no other physical quantities
to study than the Reynolds stresses, and, therefore, the notations were based
on those of similar publications such as Ka¨pyla¨ & Brandenburg (2008) that have
inherited the use of Qij for Reynolds stresses from Krause & Ru¨diger (1974a,b).
The later papers II and V introduced convection, which, among other things,
brought the temperature variance into the list of studied physical quantities,
which was also denoted Q in the relevant literature, such as Miller & Garaud
(2007); Garaud et al. (2010). Since the different papers were developed indepen-
dently of each other, it was convenient to adopt the notations entirely from the
aforementioned sources, with Rij denoting the Reynolds stresses. Since these
different notational traditions are in conflict, it is necessary in this Thesis to
introduce unified notations, which are summarised in Table 1 together with the
notations of the constituent papers.
Table 1: Different notations used across the included Papers (PI-V) and the
notation adopted in this Thesis (T).
Quantity PI PII PIII PIV PV T
Reynolds stresses Qij Rij Rij Rij Rij Rij
Passive scalar flux − − − F − Φc
Passive scalar variance − − − Q − Qc
Temperature flux − − − − F ΦT
Temperature variance − − − − Q QT
Forcing function f force − f F − f f
Velocity − forcing correlations − − 〈Fij〉 − − Fij
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Chapter 1
Background
The problem of turbulence in hydrodynamics has proven to be formidable: de-
spite all the work done in the field since the 1800s, an all–encompassing theoreti-
cal framework for understanding turbulent phenomena remains to be discovered.
Although the Navier–Stokes (NS) equations are widely thought to be sufficient
as a description for the behaviour of fluids (Speziale 1991), their inherent non–
linearity has prevented solving them analytically in all but the simplest cases.
Solving these equations numerically with reasonable accuracy tends to be com-
putationally expensive for the same reason. Because of these difficulties, up until
now the theoretical research into turbulence has mainly concentrated on physi-
cally motivated approximate models, which simplify the problem while capturing
the relevant physics at least satisfactorily in most applications.
One of the greatest barriers to satisfactory turbulence modelling is the need
to take correctly into account the effects of the motions with very different length
scales, at least in astrophysics. A typical turbulent flow contains small, chaotic
fluid motions in addition to any large–scale motion. While certainly present in
ordinary engineering applications, this problem represents a much more serious
challenge in astrophysical contexts, where the range of relevant scales is vast. For
instance, in the Sun we observe the star–wide patterns of meridional circulation
and differential rotation, motions on scales of about 106 km, while the motions in
the convective granules on the surface have a length scale of about 103 km. This
is already a difference of three orders of magnitude, but the smallest numerically
relevant turbulent length scale in the Sun can be as small as one meter, creating
therefore a total range of nine orders of magnitude.
A natural way to deal with the different length scales is to model the flows
associated with them separately. The idea by Reynolds (1895), to characterise
turbulence by decomposing the Navier–Stokes equations into mean and fluctuat-
ing parts, redresses this problem and has since been adopted into use in the field
of astrophysics, where it finds diverse applications in modelling stellar convection
1
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zones in the context of stellar evolution, planetary atmospheres, understanding
of which touches upon weather prediction and climate modelling, and accretion
discs to name some. While conceptually intuitive, the rigorous use of this ap-
proach requires handling new terms involving correlations of fluctuating quanti-
ties, such as the Reynolds stresses. A natural way to evaluate these terms exactly
would be to derive time–evolution equations for them. Attempting to do this,
however, only leads to higher–order correlations being introduced, equations of
which, of course, give rise to yet higher correlations. This vicious circle is called
the closure problem.
While it is possible to analytically derive equations for each of the new terms
introduced by the full Reynolds scheme, the resulting set of equations would
be infinite, virtually necessitating the use of an approximation in some way.
The models that specifically deal with the closure problem are called closure
models, or simply closures. Their operating principle is to replace the higher–
order correlations at some level with lower–order ones, thereby truncating the
series of equations one needs to solve and thus closing the system. The closure
model that retains the nth order correlations is said to be an nth order closure
(Speziale 1991).
The involvement of first–order closure models in astronomy begins with the
use of the mixing length model (Biermann 1932; Bo¨hm-Vitense 1958) to describe
the heat fluxes in stellar convection zones. Being an application of earlier work
by Prandtl (1925) to determine the turbulent viscosity, this simple model is based
on supposing the fluid to be composed of“parcels” that rise and fall depending on
whether their temperature is greater or smaller than the ambient temperature.
The mixing length model remains the most widely used model for convection
in astronomy despite its simplicity. Another example of a simple closure model
is the Boussinesq ansatz, which relates Reynolds stresses via eddy viscosity to
gradients of large scale velocities.
One of the challenges inherent in the higher–order closures is formulating
physically justifiable replacements for the quantities discarded by the model.
There is currently no known universal method of doing this, although proposed
closures often share some traits. This is not for lack of trying: Previously, clo-
sure models have been extensively used in fluid mechanics, and there is a wealth
of literature on the subject. Higher–order closures have only relatively recently
received more attention in astrophysical contexts. Second–order models, such
as the minimal τ approximation (hereafter MTA), origins of which go back
to Orszag (1970), are the first step above simpler models such as the mixing
length model. The particular version of the MTA approach used in this Thesis
is mainly based on Blackman & Field (2002) and Blackman & Field (2003), who
studied mean electromotive force and passive scalar transport, respectively. This
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model is closely related to that introduced in Ogilvie (2003) to study the mag-
netorotational instability and was further extended to turbulent convection in
Miller & Garaud (2007) and Garaud et al. (2010). Both of these models primar-
ily use relaxation terms to replace the third–order terms, while the latter also
uses isotropisation terms first proposed by Rotta (1951). Another important dif-
ference between these is the nature of the relaxation time employed: the τ model
uses a constant relaxation time while Ogilvie’s model expresses the relaxation
time as a function of the trace of the Reynolds stresses. Hereafter, the abbre-
viation IVRT (isotropising variable relaxation time) is used for Ogilvie’s model.
Studying these models is one of the main foci of this dissertation.
The closure models can be said to be an integral part of mean–field theory,
which, in the widest sense, includes any model that uses Reynolds decompo-
sition. Applications of the general mean–field theory to astrophysical systems
include the calculation of eddy viscosity (Krause & Ru¨diger 1974a), Λ–effect
(Kichatinov & Ru¨diger 1993) and the α–effect of the mean–field dynamo the-
ory (Steenbeck & Krause 1966). A comprehensive review of mean–field theory
and its history can be found in Krause & Ra¨dler (1980) and Ru¨diger (1989).
With passing time the capacities of computers have increased to the point
where direct numerical turbulence simulations using the Navier–Stokes equa-
tions, not averaged using Reynolds decomposition, are becoming possible. How-
ever, these simulations still consume much time and computational resources.
This means that the study of the effects of even one parameter of the system
(say, gravity or shear) can still take prohibitively long, as one would need many
simulations with different values per scrutinised parameter. A working closure
model would circumvent this problem by greatly reducing the needed amount of
computation and even allowing analytical treatment of some problems. However,
since the closures are approximations, they need to be validated before used in
practical applications.
One way of testing the validity of proposed closure models is to compare
their results with those obtained from direct numerical simulations (DNS). This
approach, applied to MTA– and IVRT–type closures, is another focus of this
Thesis. Paper I concerns the application of the MTA to sheared, rotating turbu-
lence. Paper II applies MTA to the problem of angular momentum transport in
convectively unstable shear flows. Paper III studies the general decay behaviour
of turbulence and its relation to the aforementioned closure models. Papers IV
and V deal with closure models aimed at capturing passive scalar transport and
Boussinesq convection, respectively.
Chapter 2
Of averages and closures
One of the most difficult challenges in fluid modelling is turbulence, or the pres-
ence of increasingly smaller–scale eddies in larger flow patterns. The Reynolds
decomposition (Reynolds 1895) addresses this problem by assuming that the
quantities under study can be expressed as sums of mean and fluctuating com-
ponents. While this simplifies the overall picture of hydrodynamics in an intuitive
way, one will inevitably encounter a theoretical problem in the form of failure to
properly close the equations of motion due to the emergence of new quantities
associated with turbulence, such as Reynolds stresses. The problem of correctly
characterising these new quantities, known as the closure problem, is described
in the current chapter, along with the closure models that seek to address this
problem.
2.1 Reynolds decomposition
If one denotes averaging by overbars and the fluctuations by apostrophes, the
Reynolds decomposition for a quantity A can be written as
A = A+ A′. (2.1)
Equation (2.1) defines the fluctuation A′ as the difference between the measured
quantity and its average. Naturally, A is associated with the large–scale struc-
tures of A, and A′ with the variations of A at small scales. There is a number of
different ways the mean can be defined in specific physical settings, from simple
spatial and temporal averages to ensemble averages. However, in the context of
Reynolds decomposition the averaging procedure is generally assumed to have
the following features:
• An averaged quantity remains unchanged under subsequent averagings:
A = A. (2.2)
4
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• Linearity, that is if A and B are variables and a and b constants,
aA+ bB = aA+ bB. (2.3)
• An averaged quantity behaves as a constant under further averagings:
AB = AB. (2.4)
• Averaging commutes with spatial and temporal derivatives,
∂A
∂t
=
∂A
∂t
,
∂A
∂xi
=
∂A
∂xi
. (2.5)
It should be noted, however, that, e.g. time derivatives do not commute
with temporal average over limited time spans.
The assumptions introduced above have a number of corollaries with significant
consequences. Here are some of the most important of those:
• The definition (2.1) and the properties (2.2) and (2.3) lead to the conclusion
that the mean of a fluctuation must be zero:
A′ = 0. (2.6)
• Likewise, from (2.6) and (2.4) it follows that
A′B = 0. (2.7)
• Finally, using (2.7), (2.2) and (2.3) one can derive a formula for the average
of the product of two variables A and B:
AB = A B + A′B′. (2.8)
Collectively all these assumptions and their corollaries are referred to as the
Reynolds rules. As we can see in the next Section, the term A′B′ in (2.8) single–
handedly prevents the Reynolds decomposition from fully solving the physical
problem of turbulence by giving rise to the closure problem. As we shall see,
turbulence manifests itself in this formulation in the form of higher–order cor-
relations of fluctuations which, while not readily solvable, give a new avenue to
tackle the problem.
Not all possible choices for the averaging procedure satisfy the Reynolds rules,
however the procedure mainly used in this thesis is taking a simple volumetric
mean followed by temporal averaging at statistically steady state, for which (2.2)–
(2.5) hold, at least approximately. For (2.5) the accuracy improves as the length
of the time series being averaged increases.
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2.2 Closure problem
Let us consider the Navier–Stokes equation
∂U
∂t
+U · ∇U = F + F ν − 1
ρ
∇p, (2.9)
where p is the pressure, U is the velocity field, ρ is the density of the fluid, F
represents forces per mass, like gravity, and F ν is the viscous force. Let us ignore
other hydrodynamical equations, such as the continuity equation and equation of
state for demonstration purposes. For the sake of simplicity, the viscous force is
neglected in the rest of this Section, in which case (2.9) reduces to what is called
the Euler equation. Should F ν be included, its contribution in the simplest form
would be a term like ν∇2U on the right hand side of the equation, where ν is
the kinematic viscosity. Dropping of the viscous effects can be done, when they
are small compared to the other terms, especially to the advective term U ·∇U .
The ratio of advective acceleration to viscous acceleration is measured by the
Reynolds number, most often defined through an order of magnitude estimate:
Re ≡ UsysLsys
ν
, (2.10)
where Usys and Lsys are the characteristic velocity and length scales of the flow,
respectively. While Usys is often straightforwardly determined by the motion of
the fluid, Lsys can also be limited by the geometrical boundaries of the system.
So, in other words, the validity of the Euler equation can be said to be limited
to the high Reynolds number regime.
The Reynolds number is one of the key dimensionless numbers in fluid dynam-
ics, and occurs regularly throughout this thesis. It is often cited as an indicator
of turbulence: the higher the Reynolds number, the stronger the tendency of
the flow under scrutiny to be turbulent, as opposed to laminar. The boundary
between these two flow states is, however, rather vague. The critical Reynolds
number, at which turbulent motion sets in, varies from flow to flow and there
is a complicated transitional phase, where the flow is neither fully turbulent nor
laminar. A rule of thumb is that unless Re is at least of the order of a thousand,
one cannot expect the flow to be fully turbulent. Turbulence is further discussed
in Section 3.1.
Let us now apply the Reynolds decomposition of Section 2.1 to the quantities
U and F . Since the decomposition of density and pressure is not necessary
for demonstrating the closure problem, the term involving their combination is
treated here as a single entity and simply denoted by P = ρ−1∇p in the following.
By taking the average of (2.9) one obtains
∂U
∂t
+U · ∇U +U ′ · ∇U ′ = F − P . (2.11)
Of averages and closures 7
Equation (2.11) describes the time evolution of the mean velocity field in terms
of F , P , and the correlations between fluctuating velocity components and their
gradients embodied by the term U ′ · ∇U ′. F can be assumed to be known and
P can be determined from the equation of state in the compressible case, or by
taking the divergence of the Navier–Stokes equation and solving the resultant
Poisson equation in the incompressible case. That leaves only the correlation
term undetermined. In component form it can be written as
U ′i
∂U ′j
∂xi
=
∂U ′iU
′
j
∂xi
− U ′j
∂U ′i
∂xi
=
∂Rij
∂xi
− U ′j
∂U ′i
∂xi
, (2.12)
where Rij = U ′iU
′
j is known as the Reynolds stress tensor. For further simplifica-
tion one can assume incompressibility, which makes the divergence of the velocity
field vanish, ∇ · U = 0. This way the second term in (2.12) is eliminated and
one is only left with the term involving the Reynolds stresses.
Now, to be able to solve for the mean velocity U from (2.11) the Reynolds
stresses Rij need to be determined. One can try to do this by inserting the
Reynolds decompositions into the Euler equation, subtracting (2.11), thus de-
riving the equations for the velocity fluctuations U ′i and using those to form the
equation for Rij by multiplying with U
′
j and averaging (in the incompressible
case, where ρ is constant):
∂Rij
∂t
+ Uk
∂Rij
∂xk
+Rik
∂U j
∂xk
+Rjk
∂U i
∂xk
= U ′iF
′
j + U
′
jF
′
i − U ′iP ′j − U ′jP ′i
−∂U
′
jU
′
iU
′
k
∂xk
. (2.13)
Now the left hand side of (2.13) does not have any unresolved terms, but on
the right hand side one encounters, among others, a new correlation of the form
Tijk = U ′iU
′
jU
′
k. Deriving an equation for this tensor would only result in the
creation of a fourth–order correlation term, because such an undertaking involves
multiplying the unaveraged version of (2.13) with yet another velocity fluctuation
U ′l . Thus one is faced with a vicious circle: There are terms for which one cannot
give, a priori, any values. For these terms one can derive equations, but they will
contain new correlations needing their own equations to be solved. This cycle
can be repeated infinitely, resulting in an infinite number of higher correlations to
be solved and equations for them. It is therefore impossible to establish a model
with mathematical exactness using only a finite number of modelled quantities.
2.3 Closure models
A way out of the closure problem is to employ an approximation, or closure
model, to truncate the infinite set of equations. The trick is to replace the
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terms perceived as problematic by terms that only involve correlations or mean
quantities for which equations of motion have already been derived in the model.
This way one limits the amount of tracked turbulent correlations and needed
equations to a feasible number. Generally speaking, a model that retains the
nth order correlations while eliminating the higher ones is said to be of nth
order. The closure models not only allow one to study turbulence analytically,
but, when employed as parts of numerical simulations, greatly reduce the time
and computational resources required. The most severe potential weakness is
their physical motivation: Ideally, the lines along which the substitution of the
difficult terms is done should be supported by fundamental physical principles.
Two relatively recently developed astrophysical closure models are particu-
larly studied in this thesis: the minimal τ approximation (Blackman & Field
2002, 2003) originally introduced in Orszag (1970), and the isotropising variable
relaxation time closure of Ogilvie (2003), both of which retain the second–order
correlations and approximate the third–order correlations, belonging thus to the
category of second–order closures. Higher than second–order closures have been
formulated by, for example, van Kampen (1974a,b), Hoyng (1985), Canuto (1997)
and Xiong et al. (1997).
Although not usually called closures, some astrophysical models nevertheless
play the same role as closure models in the characterisation of turbulence. These
models have usually been first–order or specifically tailored for some physical
systems, which restricts their range of applicability. Although second–order clo-
sures have been extensively studied in engineering (see, e.g. the review article by
Speziale 1991), they have only recently received more attention in astrophysics.
Closures based on Fourier methods, such as the direct interaction approxi-
mation (Kraichnan 1959) and the convection model of (Canuto et al. 1996) are
not considered in this thesis.
2.3.1 Brief overview of first–order closures
In the more elementary closures, the Reynolds stresses, or some other relevant
turbulent quantities, are modelled directly. This means that instead of deriving
them from equations of motion one immediately approximates them using some
relevant physical arguments, such as dimensional analysis. Some of these models
are more general, such as the Boussinesq ansatz (based on Boussinesq (1897),
similar approaches can also be found in Taylor (1915) and Schmidt (1917)),
while others are more specific, like the mixing length theory (hereafter MLT)
of Bo¨hm-Vitense (1958), which describes turbulent convection, and the α–disc
model for turbulent angular momentum transport in accretion discs introduced
by Shakura & Sunyaev (1973). As will be seen, the last two actually contain no
Of averages and closures 9
time–evolution equations whatsoever, earning them the classification of “zero–
equation models” (Speziale 1991).
Boussinesq ansatz
If one is to model Reynolds stresses directly, the average velocity components
and their gradients are the natural building blocks. As the Reynolds stresses are
second–order correlations themselves, a closure replacing them with lower–order
terms is of first order. A classical example of this type of models is the Boussinesq
ansatz, which is also one of the simplest possible closures. It can be written as
Rij = −νt
(
U i;j + U j;i
)
, (2.14)
where the semicolons denote covariant derivatives, and νt is a parameter describ-
ing turbulent diffusion, called turbulent or eddy viscosity.
As will be demonstrated in Section 3.3.3, the Reynolds stresses also make a
contribution to the equation for angular momentum transport, which in turn is
naturally required to understand solar and stellar rotation. However, observa-
tions of sunspots and sunspot group motions have shown that (2.14) is ultimately
too simplistic to accurately portray the solar behaviour (see, e.g. Pulkkinen et al.
1993). Let us consider a point at the solar surface situated at colatitude θ and
longitude φ, and let the averaging be performed over the longitude. If the mean
fluid motion at this point were determined only by rotation, Uφ = rΩ sin θ would
be the only non–zero component of the average velocity field. When inserted
into (2.14), this yields the Reynolds stress components (Ru¨diger 1989)
Rrφ = −νtr sin θ∂Ω
∂r
, Rθφ = −νt sin θ∂Ω
∂θ
. (2.15)
Combining (2.15) with the knowledge (see, e.g. Stix 1989) that Ω increases to-
wards the equator (∂θΩ > 0), and assuming a positive turbulent viscosity, one
concludes that (2.14) predicts a negative Rθφ in the northern hemisphere of the
Sun. However, this is contradicted by the results of Ward (1965), where Rθφ was
estimated from the observed motions of sunspot groups and found to be positive
there. Although this discrepancy could be accounted for by using a negative
turbulent viscosity, νt < 0 is thought to occur only in unusual circumstances,
such as isotropic homogeneous turbulence in two dimensions (Krause & Ru¨diger
1974b). For three–dimensional isotropic homogeneous turbulence, νt was shown
to be positive by Krause & Ru¨diger (1974a). While three–dimensional turbu-
lence can be reduced to two dimensions by, for example, strong magnetic fields,
the presence of negative turbulent viscosity in the Sun is regarded as an unlikely
possibility (see, e.g. Ru¨diger 1989; Ru¨diger 1974).
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The Boussinesq ansatz is also at odds with the observed solar differential
rotation, the explanation of which involves the Reynolds stresses through the
angular momentum transport mentioned above. Being a diffusive term, (2.14)
smooths the angular momentum gradients, making the rotation profile of the Sun
uniform on the timescale of turbulent diffusion, which in the Sun is of the order
of years. This, in addition to the problem with the sign of the Reynolds stresses
is one of the main reasons why the Boussinesq ansatz is in modern literature
usually extended by non–diffusive terms proportional to the rotation rate itself.
This dependence of the Reynolds stresses on Ω is known as Λ–effect. With the
inclusion of this and other effects, such as anisotropy caused by gravity, (2.14)
evolves into
Rij = ΛijkΩk −Nijkl∂Uk
∂xl
+ . . . , (2.16)
where Nijkl is a generalised diffusivity tensor of rank four. Generally, Nijkl in-
cludes effects of gravitational and rotational anisotropies and becomes (2.14) in
absence of those. The dots represent possible higher–order derivative terms that
are often left out. For a thorough explanation of the Λ–effect, see Ru¨diger (1989).
Shakura–Sunyaev α–disc model
Angular momentum transport, and therefore the Reynolds stresses, naturally
play a significant role in the context of accretion discs. In order for the matter
to fall into the central object, it has to rid itself of angular momentum. This
process is thought to be facilitated by turbulent dissipation, characterised by
turbulent viscosity νt (see, e.g. Frank et al. 1985), which forms the basis of the
α–disc model of Shakura & Sunyaev (1973). Instead of the Reynolds stresses,
the enhanced diffusion due to turbulence described by νt is modelled directly by
assuming that
νt ∝ LtUt, (2.17)
where Lt is the turbulent length scale and Ut is the typical velocity of the tur-
bulent eddies. Now, the following observations can be made:
(a) Lt cannot be greater than the thickness of the disc H, thus Lt ≤ H
(b) Ut is unlikely to greatly exceed the sound speed cs, since it would soon
return to subsonic speeds from the supersonic regime due to thermalising
shock waves (Frank et al. 1985). Thus it can be assumed that Ut ≤ cs.
Applying these considerations to (2.17) and introducing a parameter αss ≤ 1,
one ends up with
νt = αsscsH. (2.18)
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Expressing everything not known about turbulence or its origins with a single
parameter makes the α–disc model very attractive for use in astrophysics. Al-
though the exact value of αss is not known, apart from it being positive and less
than one, the model can nonetheless be used to derive many properties of accre-
tion discs (Shakura & Sunyaev 1973), such as density, temperature and thickness
of the disc. It should be noted that αss is not considered to be a constant, but
rather generally dependent on the vertical position in the disc and physical prop-
erties of the disc system, such as mass, accretion rate, and radius of the disc
(Frank et al. 1985). The α–disc model is used in conjuction with the Boussinesq
ansatz (2.14) and its extensions, such as the Λ–effect in (2.16), to study accretion
disc turbulence in an expanded context. Computer simulations of accretion discs
allow determination of the numerical values for αss, which typically settle in the
range of 10−4−6 ·10−3 (see, e.g. Brandenburg et al. 1995; Ka¨pyla¨ & Korpi 2011).
Paper II of this thesis also contains some estimates for αss, although the Λ–effect
was customarily not taken into account.
Its simplicity is both a boon and a bane of the α–disc model: on one hand it
only requires the presence of turbulence in order to be applicable, but on the other
hand it does not know anything about the specific characteristics and the source
of this turbulence, which one needs to take into account using other methods.
For example, the magnetorotational instability (MRI, see, e.g. Chandrasekhar
1960; Chandrasekhar et al. 1961; Chandrasekhar 1961) is widely credited with
creating turbulence in accretion discs (Balbus & Hawley 1991; Hawley & Balbus
1991; Balbus & Hawley 1992; Hawley & Balbus 1992). However, for the α–disc
model the ultimate source of the turbulence is irrelevant.
Mixing length theory
The mixing length theory is a model of convection based on the idea of fluid
parcels rising and falling under convective motion until they lose their iden-
tity in the medium. In astrophysics, MLT debuted in the work of Biermann
(1932) (see also Bo¨hm-Vitense 1958). Usually in this context the mixing length
is parametrised with a free parameter αMLT, which is not to be confused with αss
of the α–disc model, and the pressure scale height Hp. Let us consider convection
in z direction, which then coincides with that of gravity. Then the mixing length
l, which represents the distance a fluid parcel can travel while maintaining its
distinctiveness, is written as
l = αMLTHp, (2.19)
where
Hp = −
(
1
p
∂p
∂z
)
−1
. (2.20)
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As a model of convection, the mixing length theory has naturally seen much use
in stellar evolution models. There its main application is to help calculate the
energy fluxes in the convection zone. This is done by deriving expressions for
convective temperature T p and velocity Upz perturbations (hence the superscript
p) as the parcels rise some fraction of the mixing length. The former one can
be expanded to first order in z, while the latter may be obtained by integrating
from the buoyancy force. This way, one has (for details, see Stix 1989)
T p = (∇−∇p) αMLTT
2
, (2.21)
Upz =
(
gδHpα
2
MLT
8
(∇−∇p)
)1/2
, (2.22)
where the following abbreviations have been used
∇p = −Hp
(
∂lnT
∂z
)p
, (2.23)
∇ = −Hp
(
∂lnT
∂z
)
, (2.24)
δ = 1−
(
∂lnµ
∂lnT
)
, (2.25)
and where µ is the mean molecular weight and ∇p is the logarithmic temperature
gradient in the rising parcel. With (2.21), (2.22), one can in turn determine the
convective heat flux FC
FC = αMLTcpρT
pUpz , (2.26)
FC is an especially vital part of modern solar and stellar evolution codes. Com-
puting αMLT from DNS has produced estimates of the order of unity (Ka¨pyla¨ et al.
2005).
MTL, by itself, does not say anything about the Reynolds stresses. In order
to glean more information it needs to be combined with other closure approaches,
such as the Boussinesq ansatz. MTL was developed from the model introduced
by Prandtl (1925) for the description of plane shear flow in engineering, the
basic idea being that the mixing length can be seen as an analog of the mean
free path in kinetic gas theory (Stix 1989; Ru¨diger 1989; Speziale 1991). From
this suggestion one can form the following expression for the turbulent viscosity:
νt = l
2
∣∣∣∣dUdz
∣∣∣∣ . (2.27)
Now, using (2.14) one can readily construct a formula for the Reynolds stresses,
which takes the form
Rij = −l2
∣∣∣∣dUdz
∣∣∣∣ (U i;j + U j;i) . (2.28)
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As with the α–disc model, MLT can be readily applied due to its simplicity,
since it has only one free parameter. However, it dismisses much relevant physics,
such as rotation and magnetic fields, for the same reason. Newer, more sophisti-
cated convective models, such as the derivatives of IVRT (Miller & Garaud 2007;
Garaud et al. 2010) are expected to supplant the simpler models in the future.
As we will see, the second–order closures described in the next Section can in-
clude more modeled quantities than merely the vertical convective heat flux and
some components of the Reynolds stress tensor, and can be extended to cover
new physics, such as rotation and magnetic fields, in a more natural manner.
2.3.2 Second–order closures
The models discussed in the previous subsection contained mainly characteri-
sations for the Reynolds stresses and other turbulent quantities that did not
involve any time evolution equations. This kind of turbulence models is called
“zero–equation” models (Speziale 1991). Somewhat more complicated models
involving one or two equations are similarly called “one–equation” and “two–
equation” models, respectively. While in Section 2.2 time evolution equations
were derived for average velocity and correlations of fluctuating velocity com-
ponents, the equations of two–equation models involve the time evolution of
turbulent kinetic energy and some other turbulent quantity, such as turbulent
dissipation, while the one–equation models only have an equation for the former.
These models can be said to belong to second–order closures, since the highest
correlation retained in the model, the turbulent kinetic energy, is of second order.
This thesis concerns primarily second–order closure models with relaxation
terms, which are used to deal with third–order velocity and (second–order)
pressure–velocity correlations in the equations of motion for the Reynolds stresses.
The main models of this type that are studied are MTA and IVRT.
One–equation models
The Boussinesq ansatz, MLT, and the α–disc model described above involve
the turbulent viscosity νt directly, using different characterisations with different
physical justifications for them. Since they also tend to be specific for the phys-
ical situations for which they were developed, an obvious way to improve these
models is then to find a more general framework for the description of νt, perhaps
involving more general turbulent quantities. One of the possible extensions is to
model turbulent viscosity by relating it to the turbulent kinetic energy per unit
mass
K =
1
2
Rii (2.29)
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(note the Einstein summation convention) by
νt = Lt
√
K, (2.30)
where Lt is a relevant turbulent length scale.
As Lt is treated as a parameter derived from the system being modelled, one
only needs to determine K. In one–equation models this is done by contract-
ing the equation for the Reynolds stress tensor. Should the viscosity terms be
retained and incompressibility assumed, this procedure results in
∂K
∂t
+ U i
∂K
∂xi
= Rij
∂U i
∂xj
− ǫ− ∂
∂xj
(
Tkkj
2
+
U ′jp
′
ρ
)
+ ν∇2K, (2.31)
where ǫ refers to the energy dissipation rate, which can be defined using the
dissipation rate tensor
ǫij = 2ν
∂U ′i
∂xk
∂U ′j
∂xk
(2.32)
as ǫ = ǫii/2. We note that the dissipation rate tensor ǫij would have also appeared
in (2.13), had the viscous term been retained in its derivation. As a second–order
correlation term, it is of the same rank as the Reynolds stress tensor, and could
be dealt with in the same way, that is deriving an equation starting from the cor-
responding equations for the velocity fluctuations. The resulting equation would
naturally contain third–order correlations, which would then require closures.
While this approach has been used in the two–equation models, which will be
sketched below, the one–equation models most often just express ǫ as a function
of the turbulent kinetic energy and the length scale Lt (see, e.g. Kolmogorov
1941a,b):
ǫ ∝ K
3/2
Lt
. (2.33)
As for the familiar third–order correlation terms contained in (2.31), the
standard closure used in the one–equation models is of the gradient type, namely
(Speziale 1991)
Tkkj
2
+
U ′jp
′
ρ
= − νt
σK
∂K
∂xj
, (2.34)
where σK is a model parameter of the order of unity. This kind of principle is
sometimes used to form higher–order closures, such as in Xiong (1989). This way
the equation of turbulent kinetic energy acquires the form
∂K
∂t
+ U i
∂K
∂xi
= Rij
∂U i
∂xj
+
∂
∂xi
(
νt
σK
∂K
∂xi
)
+ ν∇2K − ǫ. (2.35)
The Reynolds stresses are, in the simplest way, characterised using a version of
the Boussinesq ansatz:
Rij =
2
3
Kδij − νt
(
∂U i
∂xj
+
∂U j
∂xi
)
. (2.36)
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The turbulent viscosity, in turn, is modelled by
νt = Cν
K2
ǫ
, (2.37)
where Cν is another model parameter, evaluated to about 0.09 (Speziale 1991)
using results of physical experiments concerning decay of isotropic turbulence
and equilibrium turbulent boundary layers.
Two–equation models of K − ǫ type
Two–equation models are similar to the one–equation models, except that some
other physical quantity is modelled with a time–evolution equation in addition to
the turbulent kinetic energy. As stated above, the dissipation rate ǫ is a candidate
for this coupling, giving rise to the so called K − ǫ model. It is among the most
significant examples of two–equation models, also being one of the most used
turbulence models in engineering sciences (Speziale 1991), and an occasionally
used one in astrophysics (e.g. Canuto 2011). The basic principle is to solve K
and ǫ using their respective equations of motion, and then derive other turbulent
quantities from them. This means that some sort of closure approach has to be
used, and in the standardK−ǫ model by Launder & Spalding (1974) the higher–
order correlations are dealt with by modelling them with terms representing
turbulent diffusion, production and destruction of K and ǫ. The equations for
K and ǫ then read
∂K
∂t
+ U i
∂K
∂xi
= Rij
∂U i
∂xj
+
∂
∂xi
(
νt
σK
∂K
∂xi
)
− ǫ+ ν∇2K (2.38)
∂ǫ
∂t
+ U i
∂ǫ
∂xi
= −Cǫ1 ǫ
K
Rij
∂U i
∂xj︸ ︷︷ ︸
production
− Cǫ2 ǫ
2
K︸ ︷︷ ︸
destruction
+
∂
∂xi
(
νt
σǫ
∂ǫ
∂xi
)
︸ ︷︷ ︸
diffusion
+ν∇2ǫ, (2.39)
where σǫ, Cǫ1, and Cǫ2 are model constants. The coefficients can be obtained
in the same way as Cν to have values of about 1.3, 1.44 and 1.92, respectively
(Speziale 1991).
Instead of ǫ, other quantities, such as vorticity ω or the length scale Lt, can
be used to form two–equation models. This gives rise to K − ω and K − Lt
models, among others. In astrophysical contexts, the K− ǫ model has been used
by Canuto (2011) and in Li (2012) along with a K − ω model and MLT.
Minimal τ approximation
MTA is a descendant of the more general hydrodynamical relaxation time model
studied by Orszag (1970), which was extended into magnetohydrodynamics by
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Pouquet et al. (1976). Subsequently, the model and its earlier versions were used
in studies involving a wide range of subjects, such as the solar magnetic cycle
(Kleeorin et al. 1996), magnetic buoyancy (Kleeorin & Rogachevskii 1990), in-
homogeneous turbulent plasmas (Vainshtein & Kichatinov 1983), passive scalar
diffusion (Brandenburg et al. 2004), and the mean electromotive force (see, e.g.
Blackman & Field 2002, 2003; Brandenburg & Subramanian 2005a,b). In later
papers the original model was gradually simplified, and by Blackman & Field
(2002, 2003) the form used in this thesis had emerged.
Whether used to model pure hydrodynamics or magnetohydrodynamics the
basic principle behind MTA remains the same: The infinite equation stack is
cut at some point by substituting higher turbulent correlations and any other
terms that one does not wish to include in the model, such as pressure–velocity
correlations, with relaxation terms with a constant relaxation time τ . As this is a
second–order closure, the procedure is applied to the equations for the Reynolds
stresses and for any other correlations of the same rank. For example, the terms
involving triple correlations and pressure–velocity correlations in (2.13), apart
from the terms involving volume forces, are replaced as
− ∂U
′
jU
′
iU
′
k
∂xk
− U ′iP ′j − U ′jP ′i = −
Rij
τ
, (2.40)
where τ is the relaxation time, which is the free parameter of the model.
The advantage that MTA has over the lower–order closures, introduced in
the previous Section, is its extended range of applicability. If the equations of
motion are reformulated for a different physical system, the MTA can easily be
applied, a property shared by IVRT. Papers I, II, and IV of this thesis deal with
MTA.
Isotropising variable relaxation time closure
The IVRT model (see, for example Miller & Garaud 2007; Garaud et al. 2010;
Ogilvie 2003) is very similar to the minimal τ approximation, the greatest dif-
ference being in the nature of the relaxation time: instead of being constant, it
is written in terms of the Reynolds stresses and, therefore, allowed to change
during time integration. The trace of the Reynolds stress tensor, R = Rii, is
equal to twice the turbulent kinetic energy per unit mass and its square root√
R represents the turbulent rms velocity of the system. By dividing
√
R with
the typical length scale L, which is usually taken to be the size of the largest
turbulent eddies (Garaud et al. 2010), one gets the inverse of a time scale asso-
ciated with the turbulence in the system. Additionally, an assumedly universal
constant parameter C1 multiplying the time scale
√
R/L is used to characterise
the turbulence.
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Another difference between IVRT and MTA is the use of the isotropisation
term first proposed by Rotta (1951). This term represents the tendency of the di-
agonal components of the Reynolds stress tensor to become equal in unperturbed
turbulence, and can be written in the form
− C2
√
R
L
(
Rij − R
3
δij
)
, (2.41)
where the parameter C2 is a constant associated with the isotropisation, assumed
to be universal. Note that the diagonal components of the Reynolds stresses
are associated with turbulent kinetic energy contributions calculated using the
different velocity components, since, for instance Rxx = U ′2x . The IVRT version
of (2.40) can then be written as
− ∂U
′
jU
′
iU
′
k
∂xk
− U ′iP ′j − U ′jP ′i = −
C1
√
R
L
Rij − C2
√
R
L
(
Rij − R
3
δij
)
. (2.42)
The isotropisation term is usually not included in the MTA introduced in the
previous section. Should this effect be incorporated, however, it would have the
form
τ−1iso
(
Rij − 1
3
δijR
)
, (2.43)
where τiso is the timescale of isotropisation, which would be assumed constant in
practical applications. Essentially, the term (2.43) is just the τ model version of
(2.41), and generally, with the exception of the closure terms describing viscosity,
any MTA version of an IVRT term can be derived by using the substitution
C∗
√
R
L
→ 1
τ∗
. (2.44)
IVRT was originally developed to be used in magnetohydrodynamics (Ogilvie
2003), where the magnetic fields governed by the induction equation are consid-
ered in addition to the velocity field. Applying the Reynolds decomposition to
this extended system naturally introduces correlations between the turbulent
magnetic and velocity field components, which have their own evolution equa-
tions and include third–order correlations needing closure. The terms involving
magnetic field also influence the Navier–Stokes equations for the velocity field.
To deal with these terms, closure terms with model coefficients C3,4,5 were in-
troduced. In this thesis magnetic fields are never included, but an extension of
the IVRT model to Boussinesq convection, proposed in Miller & Garaud (2007)
and Garaud et al. (2010), is studied in Paper V. This model involves even more
closure coefficients, C6,7,ν,κ,νκ, which are related to correlations involving tem-
perature and viscosity. The IVRT model for Boussinesq convection is studied
thoroughly in Section 4.3.3.
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2.4 Other approaches in mean–field hydrody-
namics
As stated in the introduction, the closure models can be said to be a part of mean–
field theory, hereafter MFT. MFT includes, in the widest sense, any model that
uses Reynolds decomposition or similar approaches dealing with mean quantities.
Consequently, any MFT model needs to deal with the closure problem. The clo-
sure model approach described in the previous Sections, or modelling away the
higher–order correlations in the equations of motion of the lower–order correla-
tions, is the most fundamental way of doing this. However, the exact manner in
which closures are implemented and the conceptualisations employed vary from
one family of models to another. In this Section we look into a group of models
often called “mean–field models”, as opposed to pure closure models.
Mean–field models, as they are known in astrophysics, have been used
to study magnetohydrodynamics since Parker (1955) and Steenbeck & Krause
(1966) before having been applied in hydrodynamic turbulence (Ru¨diger 1974;
Krause & Ru¨diger 1974a,b; Ru¨diger 1989). In this approach the second–order
correlations are derived by constructing them directly from their constituent
fluctuations, which are solved using appropriate equations of motion. For ex-
ample, the time–evolution equation for the fluctuating part of the velocity field
derived from (2.9) reads in the incompressible case
∂U ′i
∂t
+ Uk
∂U ′i
∂xk
+ U ′k
∂U i
∂xk
+
∂
∂xk
(U ′iU
′
k −Rik) = F ′i + F ν
′
i − P ′i . (2.45)
The mean–field approach proceeds by integrating (2.45), which may involve
using Fourier methods (see, e.g. Krause & Ru¨diger 1974a; Yamaguchi 1963;
Canuto et al. 1996). Using ordinary integration, however, yields
U ′i(t) =
∫ t
−∞
(
−Uk(t′)∂U
′
i(t
′)
∂xk
− U ′k(t′)
∂U i(t
′)
∂xk
+ F ′i (t
′) + F ν
′
i (t
′)− P ′i (t′)
)
dt′.
(2.46)
Now the Reynolds stresses can be written as
Rij = U ′iU
′
j =
∫ t
−∞
(
− Uk(t′)U ′j(t)
∂U ′i(t
′)
∂xk
− U ′j(t)U ′k(t′)
∂U i(t
′)
∂xk
+U ′j(t)F
′
i (t
′) + U ′j(t)F
ν′
i (t
′)− U ′j(t)P ′i (t′)
)
dt′ (2.47)
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Often at this point it is assumed that the mean velocity U depends only weakly
on time, which allows one to take it out of the integral in (2.47). This results in
Rij ≈ Uk
∫ t
−∞
(
−U ′j(t)
∂U ′i(t
′)
∂xk
)
dt′ − ∂U i
∂xk
∫ t
−∞
Rjkdt
′
+
∫ t
−∞
(
U ′j(t)F
′
i (t
′) + U ′j(t)F
ν′
i (t
′)− U ′j(t)P ′i (t′)
)
dt′
= AijkUk + Bijkl
∂Uk
∂xl
+ FR, (2.48)
where Aijk is the tensor relating the Reynolds stresses to the mean velocity, Bijkl
the one relating it to the gradient of the mean velocity and FR denotes the third
integral. It should be noted that Aijk and especially Bijkl are related to the
Reynolds stresses themselves, so using (2.48) does not form a full closure.
The main task of the mean–field approach is then to obtain as physically
and mathematically justifiable estimates for the coefficient tensors Aijk and Bijkl
as possible, which also holds true for any other tensors required by the phys-
ical setting. This is accomplished by solving U ′j from (2.45) approximately by
analytical means such as iterative methods or employing a closure model, or nu-
merically using, for example, the test field method (Schrinner et al. 2005, 2007).
In Ru¨diger (1974), for example, a description for turbulence under rotation was
derived considering the possible tensorial structures for the model terms and
the symmetries of the system under study. In the mean–field approach the
model coefficient tensors are naturally functions of the system variables, unlike
in the pure closure approach, in which model parameters are often considered
universal constants. One of the most used ways to solve the closure problem
is to neglect the term ∂j(U
′
iU
′
j − Rij) in (2.45). This technique was employed
in, e.g. Krause & Ru¨diger (1974a), and is known as the first–order smooth-
ing approximation (FOSA), second–order correlation approximation (SOCA), or
quasi–linear approximation. It should be noted that FOSA belongs to the class
of first–order closure models.
The validity of FOSA can be tested by examining the relative magnitudes of
the different terms in (2.45). Let us non–dimensionalise the variables by
x→ Lrepx˜, t→ Trept˜, U ′i → UrmsU˜ ′i , (2.49)
where Lrep and Trep are representative length and time, respectively, and Urms is
the root mean square velocity. The essential requirement for the representative
quantities Lrep and Trep is that they must approximate spatial and temporal
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derivatives properly. As a corollary to these substitutions one has
Rij → U2rmsR˜ij, (2.50)
∂U ′i
∂t
→ Urms
Trep
∂U˜ ′i
∂t˜
, (2.51)
∂
∂xk
(U ′iU
′
k −Rik)→
U2rms
Lrep
∂
∂x˜k
(U˜ ′iU˜ ′k − R˜ik), (2.52)
where R˜ij = U˜ ′iU˜ ′j. When one inserts the last two equations into (2.45), divides
by Urms/Trep and neglects the viscous force, pressure and forcing terms, one gets
a non–dimensional equation of the form
∂U˜ ′i
∂t˜
+
UrmsTrep
Lrep
∂
∂x˜k
(U˜ ′iU˜ ′k − R˜ik) = . . . , (2.53)
which shows that the term ∂j(U
′
iU
′
j −Rij) can be neglected if
St ≡ UrmsTrep
Lrep
≪ 1, (2.54)
where St is the Strouhal number, defined as the ratio of representative time Trep
to turbulent turn over time Lrep/Urms.
As the previous example shows, the useful thing about FOSA is that its
validity can be easily determined, and not only in the setting given above. Taking
the viscous forces in the form ν∇2U to be dominant over the time derivative and
retracing the steps above one arrives at
UrmsLrep
ν
= Re≪ 1, (2.55)
where Re is Reynolds number, defined in Section 2.2. In astrophysical contexts,
the Reynolds numbers are usually very large, meaning that (2.55) generally does
not hold. Similarly, Strouhal numbers are usually around unity (see, e.g. Paper
I), which implies that (2.54) does not usually hold. Thus, FOSA may be rather
poor approximation in astrophysical contexts.
Chapter 3
Motivation and relevant physics
Most of the work in this thesis comprises comparing the behaviour of closure
models with that of the results from direct numerical simulations in comparable
physical settings. The ways of enacting the comparisons are detailed in Chapter
4. Before delving deeper into the methods used in this work it is important to
motivate the whole undertaking: What physical phenomena do all these ana-
lytical models connect to and how? Why are these worth studying? It is the
purpose of this Chapter to answer these questions. Since it has been made clear
that closures are essentially models for turbulent flows, the main focus is on the
role of turbulence in astrophysics.
3.1 Turbulence and numerical simulations of as-
trophysical systems
As stated in Section 2.2, a high Reynolds number Re is considered an in-
dication of turbulence. In astrophysical systems, such as stellar convec-
tion zones and accretion discs mentioned in the previous chapter, Re is usu-
ally so high, that these systems are generally thought to be fully turbulent
(for details, see, e.g. Ossendrijver 2003; Canuto & Christensen-Dalsgaard 1998;
Brandenburg & Subramanian 2005a). This has two practical consequences for
modelling: On one hand it is imperative to take turbulence into account when
dealing with these systems, but on the other hand the computational resources
required for realistic direct numerical simulations are orders of magnitude beyond
those available today, as will be seen below. For this reason it is necessary to use
the methods outlined in Chapter 2 to make astrophysical simulations feasible.
When discussing turbulence and its theoretical description, it is customary
to refer to the work of Kolmogorov in the early 1940’s (Kolmogorov 1941a,b,
hereafter K41). K41 is based on an idea of turbulence as a series of eddies, with
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larger eddies giving rise to smaller ones in a self–similar fashion. In a process
called energy cascade, turbulent kinetic energy is transferred along this series un-
til the energy of the smallest eddies is dissipated into heat by molecular viscosity.
While this scaled concept of turbulence was known already in the 20’s, notably
by Richardson (1922), Kolmogorov refined this idea by successfully describing it
mathematically. He argued that, provided the Reynolds number is very high, the
properties of the large–scale flow patterns, such as any anisotropy due to bound-
aries or other factors, are obscured as one examines turbulent flows at smaller
and smaller length scales. From this it follows, that the statistical properties
of the fluid motions at small enough scales far enough from the boundaries of
the system are locally isotropic, homogeneous and the same for all similar flows.
The latter attribute of fully turbulent flows is called universality, and it is an
underlying assumption in many closure models, particularly IVRT.
One of the assumptions of K41 is that the turbulence in the system is “fully
developed”. This notion is linked to the onset of turbulence as the Reynolds
number is increased: It is thought that laminar flows change into turbulent
ones due to fluid instabilities that need some minimum Re to become active.
These instabilities were attributed by Frisch (1995) to the breaking of different
symmetries of the system, although he also stated that in the fully turbulent
system some or all of these symmetries would return in a statistical sense. This
means that at very high Reynolds numbers all possible instabilities are acting at
once in a system, making the resultant state universal, or fully developed.
The length scale at which the energy cascade terminates according to K41, is
called Kolmogorov microscale, and is denoted here by LK. At this scale the fluid
dynamics is thought to be dominated by viscous dissipation of kinetic energy
into heat, the rate of which, per unit mass, is ǫ. Therefore, LK can be defined
through simple dimensional considerations:
LK ≡
(
ν3
ǫ
)1/4
. (3.1)
Due to viscosity, transforming kinetic energy into heat, turbulent flows need to
be constantly supplied with new energy to make up for the losses. In K41 this
replacement energy is inserted into the system at large length scales, from where
it gets transported to shorter length scales as eddies break, assumedly without
losses. The dissipation of energy then takes place at the Kolmogorov microscale.
When this chain is in statistical equilibrium, the energy injected equals the energy
in transport by eddy breakdown and the energy dissipated by viscosity. This in
turn implies that the dissipation rate ǫ at the Kolmogorov microscale equals the
energy transport rate at larger length scales, leading on dimensional grounds to
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the relation
ǫ ∝ U
′3
L
, (3.2)
where U ′ is the characteristic turbulent velocity at length scale L comparable to
the system size. Since the dynamics at length scales larger than LK is dominated
by inertial forces, the range of length scales between the forcing scale Lf ≈ L
and LK is called the inertial range. Thus the scale–dependent Reynolds number
varies throughout the length scale spectrum of the system, being of the order of
unity at the Kolmogorov microscale and higher at larger length scales.
From (3.1) and (3.2) it follows that (see, e.g. Ishihara et al. 2009)
L
LK
∝ Re3/4, (3.3)
where Re is the Reynolds number for the length scales of the system size,
namely Re = U ′L/ν. Equation (3.3) states that the number of Kolmogorov
microscales required to span the entirety of the system grows with Re. Since
LK is the smallest length scale one needs to take into account in realistic nu-
merical simulations, and because Re can be beyond 1010 in stars (see, e.g.
Canuto & Christensen-Dalsgaard 1998), the number of grid points needed in as-
trophysical simulations to satisfactorily describe all the relevant physics is enor-
mous. In a three–dimensional model the total amount of grid points would be
N ≈
(
Re3/4
)3
≈ (107)3 = 1021. (3.4)
The largest (magneto–) hydrodynamical simulations used for practical research
to date, however, only use (4096)3 grid points (Kaneda et al. 2003; Beresnyak
2014), which is clearly insufficient for the astrophysical requirement shown in
(3.4). Global simulations of solar convection are even smaller than this as of yet,
the largest being Hotta et al. (2014) with a grid size of about 512×1042×3072×2,
where the extra factor 2 is associated with the yin–yang grid technique used.
Even the largest grids used in more experimental simulations (up to 15, 360 ×
16, 384×16, 384 used by Bermejo-Moreno et al. (2013), see also Lee et al. (2013),
where a grid of 55, 296× 1, 536× 12, 288 was used in scaling tests) fall short by
orders of magnitude when it comes to astrophysical needs.
3.2 Astrophysical objects of interest
To model many astrophysical objects and phenomena accurately it is necessary
to have a theory of turbulence, such as a closure model. Turbulent transport
processes are thought to contribute significantly to solar (and stellar) differen-
tial rotation and mass accretion onto compact objects and young stars. In this
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Section we look into the physical significance and role of turbulence in stellar
convection zones and accretion discs, while the next Section focuses on the the-
oretical framework of turbulent transport.
3.2.1 Turbulence in stellar convection zones
Fusion reactions in the cores of main sequence stars produce energy, which leaves
its origin and ultimately escapes from the surface of the star as radiation. In the
stellar interiors this energy has two main modes of transport: radiative, in which
electromagnetic radiation acts as the carrier, and convective, in which trans-
port happens through the bulk motion of gas. Which one of these processes
is dominant, depends on the mass of the star and the distance from its cen-
tre (Kippenhahn & Weigert 1990). For example, the lowest mass stars, the M
dwarfs, tend to be fully convective: radiation is nowhere in them intense enough
to overcome convection. The most massive stars (spectral classes O and B) have
convective cores surrounded by radiative zones and possibly additional convective
and radiative layers due to ionisation of Fe and He (e.g. Cantiello et al. 2009). In
between these extremes we find stars with radiative cores and convective outer
envelopes, which fall into spectral types A, F, G and K. Being of spectral type G
the Sun belongs to this group, with a radiative core extending up to 70 percent
of its radius.
Turbulent convection is thought to have a major influence on large–scale stel-
lar flow patterns, especially differential rotation (Ru¨diger 1989), which denotes
a position–dependent rotation rate. The Sun, for example, has a rotation period
of about 34 days at the poles and about 25 days at the equator. Helioseis-
mology (Schou et al. 1997) has also revealed that the solar rotation rate varies
non–cylindrically with depth and latitude in the convection zone, until finally
becoming uniform in the radiative zone. The change from differential to uniform
rotation is quite sudden and, therefore, results in strong shear in the layer be-
tween convection and radiative zones, which is known as the tachocline. There
is also a region of strong shear near the surface of the Sun, which is simply called
near–surface shear layer. Phenomena associated with solar rotation are closely
related to angular momentum transport, the theory of which is introduced in
Section 3.3.3 in more detail. There it is shown how Reynolds stresses play a part
in transporting angular momentum. Convection in stars is in most, if not all
cases turbulent due to extremely large length scales, which, together with the
relatively low viscosity of stellar matter (Stix 1989), make the Reynolds numbers
huge (up to 1010 according to Canuto & Christensen-Dalsgaard 1998), as can be
seen from equation (2.10). Thus, convection zones provide stars with a natu-
ral source of turbulence, which in turn creates and modifies differential rotation
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through Reynolds stresses.
3.2.2 Turbulence in accretion discs
An accretion disc forms when a cloud of matter orbits a central object and grad-
ually falls into it. Thus, accretion discs can usually be found around very young
stars, binary systems with compact objects (for example white dwarves, neu-
tron stars and stellar mass black holes) and supermassive black holes in galactic
centres, and they affect greatly astrophysical processes such as the formation of
stars and their planetary systems, type Ia supernovae, quasars, and the activity
of galactic nuclei (Frank et al. 1985).
Conservation of angular momentum naturally plays a significant role in accre-
tion discs. Even to accumulate matter onto the central object, a process is needed
to remove the excess angular momentum of the accreting material. This can only
happen through transport, since quantities conserved in a system cannot be de-
stroyed or created. Although viscosity of the gas could in principle redistribute
the angular momentum among the fluid elements, the molecular viscosity is much
too weak to fully account for observations (see, for example, Pringle 1981). As
will be shown in Section 3.3.3, angular momentum can be efficiently transported
by turbulence via the Reynolds stresses, which may thus help complete the pic-
ture of accretion. For this reason turbulence has been intensely studied in the
context of accretion discs, but the full picture of the matter is still incomplete. It
is not known, for example, what exactly makes flows in accretion discs turbulent,
though the most likely causes are various dynamical instabilities:
• Magnetorotational instability (MRI): The magnetic field around the ob-
ject and the electrically conducting fluid elements of the accretion disc
couple, which in combination with non–uniform rotation makes their mo-
tion unstable to small radial displacements (Velikhov 1959; Chandrasekhar
1961; Balbus & Hawley 1991; Hawley et al. 1995; Brandenburg et al. 1995;
Stone et al. 1996; Ka¨pyla¨ & Korpi 2011).
• Convective instability: vertical temperature gradients can, in principle, be
generated in the accretion disc by shear, heating from MRI, external ra-
diation or some other mechanism, resulting in convection (Cabot & Pollack
1992; Ryu & Goodman 1992; Cabot 1996; Stone et al. 1996; Lesur & Ogilvie
2010, Paper II).
• A nonlinear hydrodynamical instability: it may be that the dynamics of
the Keplerian flow in the disc system is unstable as such at high enough
Reynolds numbers (Richard & Zahn 1999; Paoletti et al. 2012).
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These possibilities are not necessarily mutually exclusive, and it is not known for
certain how much, if at all, any of them contribute. While having an accurate
description for turbulence would certainly advance our knowledge of accretion
discs, it is for the time being useful to study models that merely parametrise our
ignorance in some convenient way. The Shakura–Sunyaev α model introduced
in Section 2.3, for instance, cleverly characterises the unknown turbulent effects,
but does not address the source of turbulence.
3.3 Turbulent transport in astrophysics
Turbulence plays significant roles in a number astrophysical processes, such as
transport of heat, matter, and momentum, especially angular momentum. These
processes are entangled with intensely studied phenomena in astrophysics, the
most notable of which are solar and stellar differential rotation and mass accretion
onto compact objects and young stars, as stated in the previous Section. In this
Section it is shown what roles turbulence, and more specifically Reynolds stresses
and turbulent heat and passive scalar fluxes, play in these important physical
transport processes.
3.3.1 Turbulent passive scalar transport
In hydrodynamics the transport of matter by the flow is partially covered by the
description of passive scalar transport. A passive scalar field does not influence
the motion of the fluid itself. One example of such fields is the concentration
of aerosols or chemical solutions: Smoke, for instance, drifts with the movement
of air, but does not act back on it. Likewise, an inert chemical contaminant in
flowing water (say, a river) gets transported by the flow, but does not change its
velocity. In astrophysical contexts the abundances of elements, not involved in
energy production in stars during their evolution, are an example of the applica-
tion of passive scalars, and they play a significant role in stellar evolution codes,
such as MESA (Modules for Experiments in Stellar Astrophysics, Paxton et al.
2011) and DESP (Darthmouth Stellar Evolution Program, Dotter et al. 2008).
In practical calculations the Navier–Stokes equation, governing systems in-
volving passive scalars, is unaffected, while the time evolution of the scalar field
is described by a simple advection equation, which, in the incompressible case,
can be written as
∂C
∂t
= −∇ · (UC) = −U · ∇C, (3.5)
where C stands for any passive scalar concentration. Analogously to the Euler
equation of Section 2.2, Equation (3.5) can be extended by including diffusion of
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C by adding, e.g. a term of the form κc∇2C, where κc is the related diffusion
coefficient, which is assumed constant.
Let us use the Reynolds decomposition: C = C + C ′. The time–evolution
equation for the average in the case of vanishing mean velocity U then becomes
∂C
∂t
= −∇ ·Φc, (3.6)
where Φc = C ′U ′ is the turbulent passive scalar flux. Here we face the same
issue as with the Euler equation: Φc is a second–order correlation, which needs
to be solved separately. The equation for Φc can be derived in the same way
as the equation for the Reynolds stresses. Using the Euler equation it reads in
component form
∂Φci
∂t
= −Rij ∂C
∂xj
− ∂U
′
iU
′
jC
′
∂xj
+ . . . , (3.7)
where the contributions of the force and pressure terms have been omitted. Here
we see again the emergence of third–order correlations of the form U ′iU
′
jC
′ and,
therefore, a need for closure. Also the Reynolds stresses play a part in the
evolution of the flux Φc. This particular case was studied in Paper IV using the
MTA method described in Chapter 2. The exact methods used in this study are
presented in more detail in Section 4.3.2.
3.3.2 Turbulent heat transport
Passive scalars can be contrasted with active scalars, which act back onto the
flow. The most prominent example of these is the temperature, gradients of
which drive convection. While the time evolution of active scalars is basically
governed by the same advection equation as that of passive scalars, they also
influence the Navier–Stokes equation, making the physical system much more
complicated. In other words, a change in an active scalar causes a change in the
flow, while passive scalars have no effect on the flow.
Let us limit our inspection to the incompressible case. Then, similarly to the
previous Section, the equation for temperature advection takes the form
∂T
∂t
= −∇ · (UT ) = −U · ∇T, (3.8)
where T stands for temperature. The related diffusion term is κ∇2T , where
κ is the thermal conductivity. Unlike in the case of passive scalars, the time–
evolution equation of the velocity field U does not remain unchanged. Pressure
and density are both present in the Navier–Stokes equation, and are both linked
to temperature through the equation of state. In the presence of gravity, one has
to take into consideration buoyancy: warmer, less dense fluid elements rise, while
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colder, denser fluid elements fall, possibly leading to convection under suitable
conditions. In this thesis, convection is mostly dealt with using the standard
Boussinesq approximation, which will be introduced more thoroughly in Section
4.2.1. In this Section, however, the focus will be on the emergence of the closure
problem in the case of turbulent heat transport.
Applying the Reynolds decomposition to T , the time–evolution equation for
the averaged temperature T takes the form
∂T
∂t
= −U j ∂T
∂xj
− ∂Φ
T
j
∂xj
+ κ
∂2T
∂x2j
, (3.9)
where ΦT = U ′T ′ is the turbulent heat flux. Its evolution equation can be
derived, using the by now familiar method, namely by considering the fluctuating
parts of the corresponding equations for temperature and velocity field. Using
the Navier–Stokes equation (2.9) for U one has
∂ΦTi
∂t
+Rij
∂T
∂xj
+ ΦTj
∂U i
∂xj
+ T ′
∂U ′iU
′
j
∂xj
+ U ′i
T ′∂U ′j
∂xj
= −T ′P ′i + . . . , (3.10)
where the contributions of forcing are omitted and P ′i embodies the effects of
pressure fluctuations. As in the case of passive scalar flux, equation (3.7), one
sees third–order correlations which signify the closure problem. What is different,
however, is that since density and pressure depend on temperature and each other
via the equation of state, (ρ = ρ(T, p, . . .), p = p(T, ρ, . . .)), equation (3.10) will
inevitably include second–order correlations of temperature and possibly other
thermodynamical variables, depending on which ones are eliminated using the
equation of state and other constraints or assumptions. The only correlation
of this type appearing in this particular work is temperature variance, which
plays a role in the IVRT model of convection studied in Paper V. This closure is
described in greater detail in the next Chapter.
Turbulent heat transport is naturally active in stellar convection zones de-
scribed in Section 3.2.1, along with other thermal flow phenomena such as merid-
ional circulation (Ru¨diger 1989; Stix 1989; Rempel 2005a) due to thermal wind
balance (Miesch et al. 2006). Meridional circulation refers to the axisymmet-
ric large–scale motions in the (r, θ) plane, flowing between the poles and the
equator, which have different directions at different depths. Thermal wind is
a flow generated by a slight temperature difference between the poles and the
equator. There is no generally accepted physical explanation for the origin and
maintenance of this temperature difference as of yet, but a working solution may
very well lie in anisotropic turbulent heat transport (Brandenburg et al. 1992).
A related problem is that of breaking of the Taylor–Proudman theorem in the
Sun. This theorem states that in a rapidly rotating body of fluid the velocity
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profiles are constant along lines parallel to the rotation axis. This, however, is
not the case in the Sun, where velocity profiles are known from helioseismol-
ogy to violate this rule (Brown & Morrow 1987; Brown et al. 1989; Basu et al.
1999). Taylor–Proudman balance plagues often numerical simulations of the Sun,
and resolving this discrepancy is a field of ongoing research (Brandenburg et al.
1992; Kitchatinov & Ruediger 1995; Kitchatinov & Ru¨diger 2005; Rempel 2005b;
Warnecke et al. 2013).
3.3.3 Turbulent angular momentum transport
In addition to being needed to solve the Reynolds–averaged Navier–Stokes equa-
tion, the Reynolds stresses also play a role in turbulent angular momentum
transport, which is very important in the context of accretion discs and stellar
convection. Both of these physical systems have been studied extensively dur-
ing past decades. For accretion discs we have, for example, the α–disc model of
Shakura & Sunyaev (1973), described in Section 2.3, which includes the turbulent
velocity as an ingredient in determining the efficiency of the angular momentum
transport embodied by the parameter αss. A thorough review of accretion disc
physics and simulations is provided by Balbus & Hawley (1998).
The effect of rotating turbulent convection on angular momentum transport
and stellar differential rotation has also been reviewed in the mean–field context
by Ru¨diger (1974), see also, e.g. Ru¨diger (1989); Kleeorin & Rogachevskii (2006).
In these studies the effect of the Reynolds stresses on large–scale flows is often
illustrated by dividing them into diffusive and non–diffusive parts involving the
turbulent viscosity tensor on one hand and other terms, such as the Λ–effect, on
the other. Formulations related to (2.16) are usually used in this context. While
the role of turbulent viscosity is to diffuse the large–scale flows, the role of the
Λ–effect is to drive and maintain them.
As stated in Sections 3.2.1 and 3.2.2, the correct understanding of angular
momentum transport is necessary for studies of stellar differential rotation and
accretion processes in disc systems. The notion that the rotational characteris-
tics seen in the Sun could be primordial from its formation period is effectively
ruled out by the turbulent nature of dissipation there, which would even out the
differential rotation in a few decades at most (see, e.g. Ru¨diger 1989). In accre-
tion discs, on the other hand, the angular momentum gets transported outwards
as matter spirals inwards: a fluid element closer to the centre of the disc has less
angular momentum than an otherwise identical fluid element farther away. Thus,
a fluid element approaching the centre has to, due to angular momentum con-
servation, transfer angular momentum to other fluid elements which, conversely,
will move further away from the center (see, e.g. Pringle 1981).
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If one assumes axisymmetry and Uφ = Ω r sin θ with a position–dependent
rotation rate Ω(r, θ), one can derive the following expression for the angular
momentum transport:
∂
∂t
(ρs2Ω) +∇ · (ρs2ΩUm + sρU ′φU ′) = 0, (3.11)
where Um = (U r, U θ, 0) is the average meridional velocity in spherical coordi-
nates and the shorthand s = r sin θ is used. Now, Reynolds stress components
appear in (3.11) in the form Rφi = U ′φU
′
i . Due to the axial symmetry, only two
of the stresses contribute, namely Rφr and Rφθ. Rφr describes the transfer of
angular momentum in the radial direction, Rφθ in the latitudinal direction. Ig-
noring higher–order contributions of rotation, they are often written in terms of
the Λ–effect (2.16) and the turbulent viscosity νt in the form (Ru¨diger 1989)
Rφθ = ΛH cos θΩ− νta sin θ∂Ω
∂θ
(3.12)
Rφr = ΛV sin θΩ− νts∂Ω
∂r
, (3.13)
where ΛH and ΛV are parameters associated with the Λ–effect in the latitudinal
and radial directions, respectively, and a is a dimensionless parameter account-
ing a possible anisotropy of the turbulent viscosity (Stix 1989). It should be
noted that (3.11) with (3.12) and (3.13) has no solution for constant Ω, therefore
differential rotation is a natural consequence of these three equations.
Chapter 4
Methods and physical setup
To study closure models one needs something to compare them with, since they
are only approximations. In this work the comparison is made between closures
and DNS referring to a physical system, which corresponds to a box cut out of
a star. This requires the usage of both analytical and numerical methods, which
are detailed in the present Chapter.
4.1 Box in a star: coordinate system
The Cartesian coordinate system is used throughout this work in the numerical
simulations. The simulation domain is a box that is considered being situated
in a spherical body of gas at colatitude θ. The simulation domain is thought
to be small enough that the colatitude can be taken as constant, that is, the
so–called f–plane approximation is in effect. The north pole of the gas body is
situated at θ = 0◦ and the equator at θ = 90◦. It should be noted that in the
absence of rotation, θ does not affect the numerical simulation results in any way.
This is because in such cases the physical situation is fully spherically symmetric.
Whenever rotation is present, θ is the angle between the rotation vector Ω and
the unit radius vector rˆ of spherical coordinates. The physical configuration is
illustrated in Figure 4.1.
In the stellar case the Cartesian coordinates (x, y, z) of the simulation domain
are chosen to correspond to (θ, φ, r) of spherical polar coordinates, respectively.
In other words, the unit vector zˆ is always directed away from the center of the
object, xˆ points from pole to equator and yˆ eastwards. In these coordinates the
rotation vector can be written as
Ω = Ω0 (− sin θ, 0, cos θ)T , (4.1)
where Ω0 is the overall rotation rate.
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In addition to rotation, shear can also be incorporated into the system to
simulate the effects of differential rotation in accretion discs and stars. In the
stellar case, this is done by imposing a latitude (x) dependent mean velocity field
in the longitudinal (y) direction. In the Cartesian coordinates adopted for the
box, the shear flow is then of the form
U 0 = (0, Sx, 0). (4.2)
Papers I and II deal with systems involving shear, and similar work has been
carried out by, e.g. Leprovost & Kim (2007). In the case of the accretion discs,
(4.2) is also used, but the interpretation of the coordinate system is changed.
The source of differential rotation in accretion discs is the orbital motion. Fluid
elements at different radii from the central object orbit having different speeds,
with elements at larger distances having smaller velocity. Thus, the velocity
component experiencing the effects of shear should point to the general direction
of orbital motion, and the velocity gradient should coincide with the direction
away from center of rotation. Therefore, in order to preserve (4.2), the z coor-
dinate is taken to correspond to the direction of the rotation vector, which is
perpendicular to the plane of the accretion disc, while the x coordinate points
away from the center of rotation and the y coordinate accordingly corresponds
to the direction of the general orbital motion.
There are a few things that should be noted about the shear formulation (4.2)
and the different interpretations of the coordinate systems in stars and accretion
discs. The first is that (4.2) is an approximation. In Keplerian motion of the
accretion discs, for instance, the mean velocity should rather be proportional to
the inverse of the square root of distance, rather than being linearly dependent
on it. Also, at the pole of a star (4.2) no longer accurately describes stellar
differential rotation, which would be observed in both the x and y directions in
reality. However, if the simulation box is thought to be very small in comparison
to the full astrophysical system, Lx, Ly, Lz ≪ R, (4.2) holds approximately.
Another thing is the subtly different interpretation of gravity in accretion disc
and stellar coordinate systems. In the first place, the z coordinate in both cases
is aligned with gravity. However, while in the stellar case the gravity is naturally
due to the star itself, in the accretion disc case it is due to the self–gravity of the
disc system, not the central object. The basic idea in the accretion disc scenario is
to locally neglect effects of gravity other than that caused by other fluid elements
in the disc, including the gravity of the central object. This can be done, since
in the Keplerian motion the centrifugal force cancels the gravitational attraction
of the central object, which is the case in small neighbourhoods in accretion
discs. This is related to the shearing sheet approximation used in the context of
planetary rings by Wisdom & Tremaine (1988), which is based on earlier work
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by Hill (1878). A similar approach has been earlier applied to galactic discs by
Spitzer & Schwarzschild (1951, 1953) and Goldreich & Lynden-Bell (1965a,b).
However, both gravity and centrifugal force are neglected in studies without
convection. This is done for simplicity so that other physical effects, such as the
effects of rotation and shear, can be studied independently. The centrifugal force
can be argued to be small in most circumstances. For the Sun, for example, near
the surface the centrifugal acceleration is of the order of 5 · 10−3 m s−2, whereas
the acceleration due to gravity is 270 m s−2.
The ratio of the shear and rotation rates, q = −S/Ω0, serves as an indicator
of the rotation profile in the context of accretion discs, or any astrophysical disc–
like system, such as galaxies and planetary ring systems mentioned above, and
will be used as a parameter in representations of the results of Papers I and II.
More specifically, the rotation profile as a function of the distance from the center
of rotation (r) obeys
Ω(r) ∝ r−q. (4.3)
Different objects have different rotation profiles characterised by different values
of q. Perfectly rigid bodies, such as asteroids or dwarf planets, rotate at a
constant rate regardless of the distance to their center, eliminating shear and
resulting in q = 0. Gaseous discs and planetary ring systems tend to rotate
differentially, leading to shear and non–zero q: for standard Keplerian rotation,
q = 3/2 (Frank et al. 1985), while for the spiral galaxies q ≈ 1 is indicated by
observations (Binney & Tremaine 1987).
General relativity is incorporated neither in the Pencil Code nor the an-
alytical closures employed in this work. Thus, the results obtained may not be
applicable to accretion discs in close orbits around compact objects, such as neu-
tron stars or black holes. For a review of current general relativistic numerical
accretion disc simulations the reader is referred to Fragile (2014).
4.2 Numerical models
The foundations of the numerical simulation program used in this work, the
Pencil Code1, an open source code under GNU GPL 3, were laid by
Brandenburg & Dobler (2002) (see also Brandenburg 2003). The numerical
method used is based on a finite–difference method with sixth–order accurate
spatial derivatives and a third–order accurate time stepping scheme. In the fol-
lowing, the basic equations and the typical setup of the simulations used in this
Thesis are described. While originally created to study magnetohydrodynamical
1http://code.google.com/p/pencil-code/
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Figure 4.1: Left panel: the position of the simulated domain in a spherical body
of gas described by colatitude θ and radius r. Right panel: the correspondence
between Cartesian coordinates (x, y, z) of the box and spherical polar coordinates
(θ, φ, r).
turbulence, only the hydrodynamic modules of the code are utilised in this The-
sis. A recent addition to the capabilities of the code is a module for Boussinesq
convection. This module is based on the work by Bell & Marcus (1992), and is
extensively used in Paper V.
4.2.1 Basic equations
The continuity, Navier–Stokes and temperature (or, equivalently, entropy or in-
ternal energy) equations form the hydrodynamic basis of the Pencil Code.
They are solved in a simulation domain that, in this Thesis, takes most often
the form of a triply periodic cube, discretised by a three–dimensional, rectangu-
lar grid with equal numbers of grid points and periodic boundary conditions in
every spatial direction. Exceptions to this norm are found in Paper V, where
boxes with different aspect ratios were experimented with, and in Paper II where
impenetrable stress free boundary conditions were used in the vertical direction.
Continuity equation
The Pencil Code was designed to deal with compressible magnetohydrody-
namics, meaning that in addition to the Navier–Stokes equation, the continuity
equation is solved. The magnetic fields can be turned off, and this was done in
all Papers I–V. Let us introduce the advective derivative notation
D
Dt
=
∂
∂t
+U ·∇. (4.4)
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Now, the imposed shear (4.2) is essentially an addition to the overall flow in
the simulations. One important consequence of this is the need to adjust the
advective derivative accordingly, resulting in
D
Dt =
∂
∂t
+ (U +U 0) ·∇ = D
Dt
+U 0 ·∇, (4.5)
which naturally collapses into (4.4) when U 0 = 0. With these conventions the
continuity equation can be written as
D ln ρ
Dt = −∇ ·U . (4.6)
The reason why the advective derivative of ln ρ is calculated in (4.6), instead of
ρ, is basically numerical. The Pencil Code may be used in contexts with very
high density contrasts, where the density can in some parts of the simulation
domain have very low values in relation to other parts. This can easily lead to
numerical problems. In such cases it is convenient to reduce the range of values
one needs to cover by using the continuity equation with the natural logarithm
of density.
It is important to note that in this work the closures all operate under the
assumption of incompressibility, so the analytical and the numerical settings
differ somewhat in some cases. To minimise any discrepancy this might cause,
Mach numbers were kept low, typically below 0.1, in all the simulations used in
Papers I to IV. In Paper V, however, Boussinesq convection was studied using
the code in an incompressible mode, in which case the continuity equation is
reduced to
∇ ·U = 0. (4.7)
Navier–Stokes equation
The Navier–Stokes equation (2.9), with the inclusion of all the effects present in
Papers I–IV, such as shear, rotation and gravity, has the form
DU
Dt = −SUxyˆ − 2Ω×U + f
f + fv + g − 1
ρ
∇p, (4.8)
where yˆ is the unit vector in the y direction, p is pressure, ρ is density, g is gravi-
tational acceleration and the viscous force and the forcing function are indicated
by superscripts v and f of f , respectively. The viscous force fv has the form
fv =
1
ρ
∇ · (2νρS) = ν
(
∇2U +
1
3
∇(∇ ·U) + 2S ·∇ ln ρ
)
, (4.9)
where ν is the kinematic viscosity, assumed constant, and S is the traceless rate
of strain tensor, the components of which are given by
Sij = 1
2
(
∂Ui
∂xj
+
∂Uj
∂xi
)
− 1
3
δij
∂Uk
∂xk
. (4.10)
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The adaptations of (4.8) in the different papers can be summarised as follows:
If f f is set to zero, one gets the form of the Navier–Stokes equation specific to
Papers II and V. In contrast, in Papers I, III and IV g was neglected, while
turbulence was driven by the forcing function (f f 6= 0). The setup of Paper III
differs from that of Paper I by the absence of shear (S = 0) and in Paper IV
neither shear nor rotation are employed (S = 0,Ω = 0). The forcing function
used in this Thesis is described in detail in Section 4.2.2.
It is important to note that the Navier–Stokes equation is also affected by the
equation of state used via the pressure term. For example, in Papers I, III and IV
the pressure p is written in terms of the density ρ using an isothermal equation
of state with constant sound speed cs: p = ρc
2
s, leading to ρ
−1∇p = c2s∇ ln ρ
in (4.8). In Paper II an ideal gas law is used to tie the pressure term to ρ
and internal energy e, which has its own time–evolution equation, see the next
Section for details. In the case of Boussinesq convection studied in Paper V,
(4.14), described below, played the role of the equation of state.
Temperature/energy evolution and equation of state
As noted above, the simulations done in Papers I, III and IV were isothermal, so
they did not contain any equations for the temperature. In Paper II, convection
in the context of accretion discs was studied. For this purpose, new thermo-
dynamical variables needed to be introduced. Naturally, these variables require
new equations in addition to the Navier–Stokes equation (4.8). As the equation
of state we use the ideal gas law
p = ρe(γ − 1), (4.11)
where e is internal energy and γ is the adiabatic index, i.e. the ratio of the specific
heat capacities for constant pressure and volume: γ = cp/cV . The internal
energy is directly proportional to the temperature T with cV as the constant
of proportionality, formally expressed as e = cV T . The time evolution of e is
governed by
De
Dt = −
p
ρ
∇ ·U + 1
ρ
∇ · (K∇T ) + 2νS2 − f cool, (4.12)
where K is heat conductivity and f cool is a relaxation term, which causes e to
relax to a reference energy e0, taken to be equal to e at the top of the simulation
domain. Its role is to act mainly as a cooling function in this case:
f cool =
e− e0
τcool(z)
, (4.13)
where τcool(z) is the relaxation time. In Paper V, which involves Boussinesq
convection, (4.12) is also used as evolution equation for temperature, although
without f cool and the term proportional to ∇ ·U .
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The Boussinesq approximation
An often used theory to simplify the mathematical treatment of turbulent con-
vection, which is also adopted in Paper V, is the Boussinesq approximation
(Boussinesq 1897, not to be confused with Boussinesq ansatz). The basic as-
sumption of this scheme is that the density fluctuations ρ′ are negligible, unless
appearing in the buoyancy term in the Navier–Stokes equation, in which case
the overall density can be written as ρ = ρ0 + ρ
′. Here ρ0 is some presumedly
constant reference density. Now, assuming incompressibility and characterising
the density fluctuations as arising from thermal expansion or contraction caused
by temperature fluctuations, following Chandrasekhar (1961) one ends up with
the equation of state of the form
ρ = ρ0 + αρ0(T0 − T ) = ρ0 − αρ0Θ, (4.14)
where Θ = T − T0, T0 is the equilibrium temperature, and α is the thermal
expansion coefficient. The pressure in this equilibrium is taken to be the hydro-
static pressure in the form p = p0 + ρ0gz, when gravity g is directed into the z
direction. In the notations employed by Garaud et al. (2010) the deviation from
this state is
Ψ =
p− (p0 + ρ0gz)
ρ0
. (4.15)
The Navier–Stokes equation from (2.9) then takes the form
∂U
∂t
+U ·∇U = −αΘg −∇Ψ+ ν∇2U . (4.16)
As for the time evolution equation of temperature, (3.8) with addition of heat
diffusion was used, from which one gets
DΘ
Dt
= −U ·∇T0 + χ∇2Θ. (4.17)
Passive scalar transport
In Paper IV the turbulent transport of a passive scalar C was studied. The time–
evolution equation of C in this case is a simple advection–diffusion equation that
can be written as
DC
Dt
= κC∇
2C, (4.18)
where κC is the diffusivity coefficient associated with C. Note that the pas-
sive scalar by its very nature leaves the Navier–Stokes and continuity equations
unaffected. In Paper IV the isothermal version of (4.8) was used, respectively.
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4.2.2 The forcing function
The isotropic forcing function employed in the Pencil Code is (Brandenburg
2001)
f f(x, t) = Re
(
Nf
k(t) exp(ik(t) · x− iφ(t))
)
, (4.19)
where x is the position vector, k is the wave vector, N is a normalisation factor,
f
k(t) describes non–helical transverse waves of unit magnitude, and φ(t) is a
random delta–correlated phase, −π < φ(t) < π. N is defined as
N = f0cs
√
kcs/δt, (4.20)
where f0 is the dimensionless amplitude of the forcing, δt is the length of the time
step and k is the magnitude of the wave vector, k = |k|, while f
k(t) is defined as
f
k(t) =
k × e√
k2 − (k · e)2
, (4.21)
where e is a random unit vector not parallel to k.
At each time step, k is chosen randomly so that it fits the simulation box
and, on average, k is close to a fixed value kf/k1. k1 and kf here are the wave
number corresponding to the size of the simulation box and the wave number of
the energy–carrying scale, respectively. This way the scale separation between
the domain size and the turbulence can be controlled.
Since the different components of (4.19) do not correlate, i.e., f fi f
f
j = 0 when
i 6= j, the Reynolds stress tensors produced in simulations utilising this forcing
are diagonal, meaning that Rij 6= 0 only when i = j. In Paper III it was necessary
to produce off–diagonal stress components as well. This was accomplished using
an anisotropic forcing, which can be expressed in terms of (4.19) by
f a(x, t) = f f + σ(xˆf fy + yˆf
f
x), (4.22)
where xˆ and yˆ are the unit vectors in the x and y directions as described in
section 4.1, respectively, and σ is a parameter describing the magnitude of the
anisotropy.
4.3 Analytical methods
“Analytical methods” in this Thesis refers to the various closure models employed
in the included publications, which are essentially adaptations of the MTA and/or
IVRT closures. While Papers III–V focused on the generic properties of these
models, in Papers I–II they were also used as a tool to interpret the results of
the numerical simulations in the mean–field context, especially in relation to the
Boussinesq ansatz (2.16)
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4.3.1 The basic MTA closure
The basic idea in Papers I and II is that turbulence, maintained in the DNS
by forcing, pre–exists in the system and is modified by rotation and shear. The
closures employed were built on the standard MTA based on (2.40) with the
addition of the linear terms associated with aforementioned effects. The forc-
ing terms take the same form as those in (2.13) and are included in the MTA
framework by approximating the forcing term as follows
U ′if
f
j + U
′
jf
f
i =
R0ij
τf
, (4.23)
where R0ij are the Reynolds stresses in the case with no rotation or shear and τf
is a closure parameter associated with the forcing (an approximation also used in
Ka¨pyla¨ & Brandenburg 2008). The reason why the correlations involving forcing
are characterised by (4.23) and not subsumed into the closure term τ−1Rij is to
match the closure results with the DNS ones. A model containing only linear and
relaxation terms and no source terms has only a trivial result, since the modelled
quantities tend to zero. In physical terms, forcing acts as the source of turbulence
and turbulent quantities such as the Reynolds stresses vanish without it. So, in
order to match the closure to the DNS it is necessary to introduce some forcing–
dependent source term in (4.24), and (4.23) fits well into this role. This can be
seen by setting S = 0 and Ω = 0, which trivially leads to Rij = R
0
ij . Thus, in the
case with no shear or rotation the closure defined by (4.24) naturally coincides
with the DNS, which means that (4.23) can reasonably be assumed to hold for
small shear and rotation rates. The drawback of this model, however, is the need
to determine R0ij from the DNS when rotation and shear are non–zero, which
makes it less self–consistent.
In Paper I the MTA parameter τ and τf were presumed to be equal, which
can be justified by requiring the Reynolds stresses obtained from the model to
coincide with R0ij when there are no rotation or shear present. For the sake of
simplicity, the volumetric mean was used as averaging procedure. Applying the
closure procedure to the Navier–Stokes equation (4.8) under these conditions,
one can then derive the following evolution equation for the components of the
Reynolds stress tensor:
∂Rij
∂t
= −Uk ∂Rij
∂xk
−Rik ∂U j
∂xk
−Rjk ∂U i
∂xk
−S (δyjRyi + δyiRyj)− 2Ωl (ǫilkRkj + ǫjlkRki)
−1
τ
(
Rij −R0ij
)
, (4.24)
where the first and second lines contain the terms, linear in Rij which are asso-
ciated with advection, rotation and shear, and the third line the closure terms,
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which replace the correlations higher than second–order as well as pressure–
velocity correlations. The exact implementation of the model varies between dif-
ferent papers according to the different physical systems studied: Paper I dealt
with homogeneous isotropically forced turbulence, which meant that all spatial
derivatives could be ignored. Paper II, however, concerned convection, which
introduced a preferred direction in the simulation. Consequently, the spatial
derivatives in this direction were retained in the MTA implementation.
Another thing about the implementation of MTA in Papers I and II was
relating the model parameter τ to the underlying physical situation of the corre-
sponding DNS. This was accomplished by expressing τ in terms of the Strouhal
number St introduced in Section 2.4:
τ =
St
Urmskf
, (4.25)
where Urms is the root mean square velocity and kf is the wave number of the
energy–carrying scale.
4.3.2 The closure equations for a passive scalar
The Navier–Stokes equation is not affected by passive scalars and therefore re-
mains unchanged. Additionally, since the turbulent fluid motions play only the
role of a constant background in the physical setting, one only needs to average
the equation (3.5). As shown in Section 3.3.1, the evolution equation for C, the
average part of C, in the case of vanishing mean velocity U becomes
∂C
∂t
= −∇ ·ΦC . (4.26)
The equation for ΦC can be derived in the same way as the equation for the
Reynolds stresses. Using (2.9) and the passive scalar equation (3.5), it reads in
component form
∂ΦCi
∂t
= −U ′iU ′j
∂C
∂xj
− U ′iU ′j
∂C ′
∂xj
− C ′U ′j
∂U ′i
∂xj
− 1
ρ
C ′
∂p
∂xi
+ C ′f fi , (4.27)
where incompressibility has been assumed. The MTA version of (4.27) can be
acquired in the standard way explained in Chapter 2:
∂ΦCi
∂t
= −U ′iU ′j
∂C
∂xj
− Φ
C
i
τCΦ
= −Rij ∂C
∂xj
− Φ
C
i
τCΦ
, (4.28)
where τCΦ is the relaxation time associated with the passive scalar flux. The
IVRT version of (4.28) can be obtained by a likewise standard substitution.
These parameters appear in closure terms of the equations of motion of turbulent
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fluxes. One of the main motivations of the passive scalar studies in this work was
to utilise them as a stepping stone before moving to more complicated settings.
As stated before, the mathematical description of passive scalar transport is
similar to that of convection, but simpler.
In order to draw more comparisons with Garaud et al. (2010), the passive
scalar variance QC = C ′2 was solved in addition to the turbulent passive scalar
flux, although it is not necessary for completing the closure. Its evolution equa-
tion can be derived from (3.5)
∂QC
∂t
= −2C ′U ′ ·∇C − 2C ′U ′ ·∇C ′, (4.29)
for which the following closure is used:
∂QC
∂t
= −2ΦC ·∇C − Q
C
τCQ
. (4.30)
Both of the equations (4.28) and (4.30) have terms proportional to the gradient
of C. This means that the scalar gradient imposed on the system can act as a
source term for passive scalar turbulence. This fact was very important in Paper
IV: not only is passive scalar transport easier to study than convection, but it
can also be “turned off”without any effect on the velocity fields. This allows the
study of new closure terms independently using decay experiments, which will
be detailed in Section 4.4.2. In practice, the imposed passive scalar gradient in
Paper IV took a form very similar to (4.2).
4.3.3 The IVRT convection closure scheme
With the addition of a single active scalar, temperature, the number of necessary
equations has increased from two to three, making the system much more compli-
cated. Paper V deals with the application of the closure ideas by Ogilvie (2003)
to Boussinesq convection proposed by Miller & Garaud (2007) and elaborated
by Garaud et al. (2010), with the addition of rotation. The compressible case
considered in Garaud et al. (2010) is not studied here. The resulting averaged
equations are
∇ ·U = 0, (4.31)
∂U
∂t
= −U ·∇U − αΘg −∇Ψ− 2Ω×U + ν∇2U −∇ ·R, (4.32)
∂Θ
∂t
= −U ·∇(T0 +Θ) + χ∇2Θ−∇ ·ΦT , (4.33)
whereΦT = U ′Θ′ is the turbulent heat flux, T0 a background temperature, and Ψ
is a term representing the mean pressure deviation from hydrostatic equilibrium,
Methods and physical setup 42
which takes the form
Ψ =
p− (p0 − ρ0gl)
ρ0
, (4.34)
where l is the depth, g gravity and p0 a background pressure. The closed evolution
equations for the Reynolds stresses and the turbulent heat flux can be derived
in component form just as before:
∂Rij
∂t
+ Uk∂kRij +Rik∂kU j +Rjk∂kU i + α(Φ
T
i gj + Φ
T
j gi)
− ν∂kkRij + 2Ωl(εilkRjk + εjlkRik) (4.35)
= −
(
C1 + C2
L
R1/2 + ν
Cν
L2
)
Rij +
C2
3L
R3/2δij,
∂ΦTi
∂t
+ U j∂jΦ
T
i + Φ
T
j ∂jU i +Rij∂j(Θ + T0) + αQgi
− 1
2
(ν + χ)∂jjΦ
T
i + 2εijkΩjΦ
T
k (4.36)
= −
(
CΦ
L
R1/2 +
1
2
(ν + χ)
Cνχ
L2
)
ΦTi ,
where Q = Θ′2 is the temperature variance, the equation for which reads
∂Q
∂t
+ U i∂iQ+ 2Φ
T
i ∂i(Θ + T0)− χ∂iiQ = −
(
C7
L
R1/2 + χ
Cχ
L2
)
Q. (4.37)
The coefficients C1,2,6,7,ν,χ,νχ in (4.37) and (4.37) are closure parameters.
4.4 Comparison methods
Now that the numerical and analytical approaches used in this Thesis have been
detailed, it is time to see how their results can be compared. The basic way to do
this is to let the numerical simulations run until they reach an equilibrium state,
from which the relevant quantities (Reynolds stresses, turbulent fluxes, etc.) can
be derived. These can then be compared with the corresponding results from the
closure models, which can be obtained by, e.g. Euler integrating the closed time–
evolution equations for the mean quantities and second–order correlations or
solving them outright in the stationary case. There are mainly two considerations
that complicate this operation: ensuring that the physical parameters of both
models are properly comparable, and that the closure parameters are calibrated
in a sensible manner, which is complicated by the fact that perfectly matching
the closure to DNS is most often impossible. This is the case when there are
unequal numbers of closure parameters and solved equations: If one inserts the
DNS results into the stationary closure equations and then examines the resulting
linear system considering the closure parameters as unknowns, it is clear from
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basic linear algebra that the numbers of the parameters and equations must be
the same in order for a unique set of parameters solving the system to exist.
The comparability of the DNS and closures is ensured by using dimensionless
numbers as control parameters, while for parameter calibration one needs to use
different fitting procedures. Both of these considerations are described in this
Section.
Apart from the stationary results, one can also compare the decay behaviours
of numerical simulations and closure models. Both MTA and IVRT are based
on replacing some of the terms in the equations of motion by relaxation terms.
Thus, the time evolution of turbulent quantities in decaying turbulence can be
derived from them. Decaying turbulence can be simulated by the Pencil Code
by letting a run reach an equilibrium state and then removing the source of
turbulence, such as forcing. The resulting time series can be compared with the
closure model predictions, thereby testing their validity. This kind of comparison
also provides an alternative way of deriving closure parameters.
4.4.1 Dimensionless numbers
Physical units, such as metres or kilograms, are not used in the DNS performed
for this Thesis, i.e. code units not directly related to any physical quantities were
used. Consequently, the values of the physical parameters used in the numerical
simulations, such as rotation rate, are inherently not useful for presenting the
results in this work. Therefore, to ensure reproducibility of the results, a more
general, unit–independent representation is needed to appropriately convey the
results. This is accomplished by using different hydrodynamical dimensionless
numbers as variables against which the numerical and analytical results are com-
pared.
Dimensionless numbers in hydrodynamics are essential to analyse the be-
haviour of physical systems. They arise from comparisons of the magnitudes
of different terms in the equations of motion. In addition to being comparison
parameters, they also serve as diagnostics: The Reynolds number, for instance,
is an indicator for turbulence in a system, as stated above. In this thesis the
Strouhal number is also used to define the MTA closure model parameter τ .
Here is the list of the dimensionless numbers that see action in the publications
included in this Thesis, along with a description of their role:
• The Strouhal number St arises when comparing the rate of change of the
velocity field to its advection, as seen in Section 2.4, where it had the form
(2.54). It can also be defined as the ratio of the turbulent correlation and
turnover times. The relaxation time τ , as used in MTA, can be related to
Methods and physical setup 44
St using the eddy turnover time τ0 = l/urms:
St =
τ
τ0
, (4.38)
where urms is the root mean square velocity, l is a characteristic length scale
of the system, and it is assumed that τ approximates the turbulent correla-
tion time. In most cases the Strouhal number is used as a model parameter
instead of τ through (4.25) (as is customary: see, e.g. Brandenburg et al.
2004).
• The strength of the advective term compared to the viscous one in the
Navier–Stokes equation is measured by the Reynolds number:
Re =
urmsl
ν
. (4.39)
This is probably the most often used dimensionless number in this Thesis,
being employed in all the Papers I–V, mostly as a diagnostic.
• The ratio of kinematic viscosity ν and thermal diffusivity χ is known as
the Prandtl number:
Pr =
ν
χ∗
, (4.40)
where χ∗ = K/(ρ∗cp) is a reference value for the thermal diffusivity, defined
by heat conductivity K, specific heat capacity at constant pressure cp and
some characteristic density ρ∗. The Prandtl number is mostly used in the
context of convection in Papers II and V, which had different definitions
for ρ∗: In the former it is taken to be the density in the middle of the
convectively unstable layer, but in the latter to be the reference density ρ0
of the Boussinesq approximation. The Prandtl number is used as a system
parameter.
• The dimensionless number evaluating the strength of the Coriolis force
versus advection is known as the Coriolis number:
Co =
2Ω0l
urms
, (4.41)
where Ω0 is the rotation rate. Like the Reynolds number, it is mostly
used as a diagnostic. The inverse of the Coriolis number is called Rossby
number.
• The Taylor number also describes the strength of rotation, and is used
extensively in Paper V as a parameter. It is the square of the ratio of the
Coriolis and viscous forces:
Ta =
4Ω20l
4
ν2
. (4.42)
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• In Papers I and II the shear number is used to measure the strength of the
imposed shear flow U 0 = (0, Sx, 0)
Sh =
Sl
urms
. (4.43)
It is used as diagnostic parameter and variable for showing some results.
• The strength of advection compared to diffusion of a passive scalar is mea-
sured by the Pe´clet number:
Pe =
urmsl
κ
. (4.44)
The Pe´clet number appears in Paper IV in the same role as the Reynolds
number in Papers II and V.
• The Nusselt number measures the strength of total heat transport com-
pared to conductive transport, and is defined as
Nu =
ΦTz
χG0
+ 1, (4.45)
where G0 = ∇zT0 − g/cp is superadiabatic background temperature gra-
dient. In Paper V, the Nusselt number is determined as a function of the
Rayleigh number.
• The Rayleigh number is another dimensionless number associated with con-
vection, which in Paper II took the form
Ra =
gl4
νχ∗
(
− 1
cp
∂s
∂z
) ∣∣∣∣
0
, (4.46)
and in Paper V
Ra =
αgl4G0
νχ
(4.47)
where s stands for entropy per mass.
The length scale l is defined by the wave number associated with the forcing
as k−1f = l/2π in most cases studied in this work, with the exception of convection
in Papers II and V, where l is taken to be equal to the depth of the convection
zone.
4.4.2 Turbulent decay experiments
Both MTA and IVRT closures use relaxation terms to replace higher–order cor-
relations and other inconvenient terms. The differing characters of the relaxation
times used in these models cause naturally different behaviours in freely decaying
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turbulence. This fact is used in Paper III to test the assumptions behind the
closures by using numerical simulations, in which initially a statistically station-
ary turbulent flow state is achieved by forcing and then allowed to decay. The
results of the comparison of these simulations with the closure approaches are
presented in Section 5.2. This elementary application of the decay idea spawned
later a much more involved study about passive scalar transport, which became
Paper IV. It introduced a closure that is analogous to, but simpler than, the
IVRT model of Garaud et al. (2010) for convection, with the intention to gain
some insight into the operation of the more complicated model by studying a
simpler one.
The relaxation closures
Let us examine a turbulent flow with a simple forced equation of motion for the
Reynolds stresses closed with relaxation and isotropisation terms (2.43). Assum-
ing that U = 0, the equation of motion for the Reynolds stress tensor gets, after
application of the closure procedure, the following form:
∂Rij
∂t
= Fij − τ−1Rij − τ−1iso
(
Rij − 1
3
δijR
)
, (4.48)
where Fij is a tensor containing contributions of the forcing term for all the dif-
ferent Reynolds stress components. The parameter τ is the timescale associated
with turbulent decay, which can be seen in the case of the minimal τ approxima-
tion below, and τiso describes the tendency of turbulence to return to isotropy,
as proposed by Rotta (1951). For the moment, let us assume nothing specific
about these closure parameters and focus on the general behaviour of the system
(4.48). In time, an equilibrium will be reached where the forcing and closure
terms balance each other causing the time derivative to vanish, i.e.
Fij = τ
−1Rij + τ
−1
iso
(
Rij − 1
3
δijR
)
. (4.49)
If the forcing is now switched off, the Reynolds stresses will decay to zero in
a manner described by the closure terms. This allows one to determine the
timescales τ and τiso, and to study the behaviour of different closure schemes. In
the following two Sections the behaviour of MTA and IVRT in decaying turbu-
lence are studied.
It should be noted at this point that the closure equations for passive scalar
turbulence (4.28) and (4.30) are of the same form as (4.48), though with the dif-
ferences that the isotropisation term is not present and that the role of the forcing
term is played by the terms involving the mean passive scalar gradient, −Rij∂jC
in (4.28) and −2ΦCi ∂iC in (4.30). This allows the closure model presented in
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Section 4.3.2 to be studied by decay experiments: like forcing, the passive scalar
gradient can be imposed and then switched off after an equilibrium state has
been reached, leading, mutatis mutandis, to the same behavioural patterns as
described below for ΦC and Q.
The decay behaviour of the minimal τ approximation
The relaxation time τ can be studied by considering the time evolution of the
turbulent kinetic energy density (per unit mass), which is represented by the
trace of the Reynolds stress tensor, R = Rii. Deriving an equation for R is easily
done by summing the equations of motion for the diagonal terms of the Reynolds
stress in equation (4.48), an operation which also eliminates the isotropisation
term:
∂R
∂t
= F − τ−1R, (4.50)
where F = Fii. Now the decay pattern exhibited by MTA is exponential, which
can be seen by assuming a constant τ and solving (4.50) with zero forcing (F = 0)
while adopting the preceding equilibrium state as an initial condition: if the
forcing is suspended at t = t0, the result is
R(t) = R(t0)e
−(t−t0)/τ , (4.51)
where R(t0) = Rii(t0) is the initial equilibrium value of R. The significance
of (4.51) lies in the fact that it provides a prediction for the behaviour of R in
decaying turbulence that can be compared with numerical simulations of a similar
situation, thus making the closure idea directly testable. These comparisons also
allow the determination of τ , which is naturally useful in practical applications
of the model.
While equation (4.50) for R allows studies of τ , the off–diagonal Reynolds
stresses Rij, i 6= j, make determination and testing of τiso possible. In this case,
the isotropisation term in (4.48) reduces to a mere contribution to the relaxation
term:
∂Rij
∂t
= Fij − (τ−1 + τ−1iso )Rij, i 6= j, (4.52)
which yields
Rij(t) = Rij(t0)e
−(τ−1+τ−1iso )(t−t0), i 6= j. (4.53)
Since the timescales associated with relaxation and isotropisation are both present
in this equation, τiso cannot be determined independently of τ by comparing the
time evolution of the off–diagonal components of the Reynolds stress tensor ob-
tained from DNS with (4.53). Changing the nature of forcing in the numerical
simulations from anisotropic to isotropic might allow isotropisation and its asso-
ciated timescale to be determined directly, but this is beyond the scope of this
work.
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It should be noted that the timescales τ and τiso have been assumed constant,
which may not necessarily apply in decaying turbulence. For the purposes of this
Thesis, however, this assumption is fitting, because it forms a contrast between
MTA and IVRT. As discussed in Section 2.3.2, IVRT has in the factor
√
R of
the closure terms as an inbuilt way of modelling the variance of the relaxation
time in changing turbulence.
The decay behaviour of IVRT
Unlike in the minimal τ approximation, the relaxation time employed by the
IVRT closure depends on the Reynolds stresses themselves, or, more precisely,
on the trace of the Reynolds stress tensor, R. Due to its central role in the
model, solving for R is even more important than in the case of MTA. Also, the
timescales τiso and τ obviously no longer play the part of model parameters, their
role being taken up by the coefficients C1 and C2. Performing the same exercise
as in the derivation of (4.50), now using the IVRT, the decay phase is found to
be described by
∂R
∂t
= −C1R
3/2
L
. (4.54)
Instead of the exponential decay of (4.51), one acquires from (4.54) a power law:
R(t) =
(
1√
R(t0)
+
C1
2L
(t− t0)
)
−2
. (4.55)
Now, the decay pattern for the off–diagonal components of the Reynolds stress
tensor can be derived using (4.55). Replacing τ−1 + τ−1iso in (4.52) with the
equivalent IVRT expression (C1 + C2)
√
R/L and solving for Rij(t) one gets
Rij(t) = Rij(t0)
(
1 +
C1
√
R(t0)
2L
(t− t0)
)
−2
C1+C2
C1
, i 6= j. (4.56)
For the diagonal components Rii, the situation is complicated by the presence of
the isotropisation term, but they are not needed to determine C1 and C2.
4.4.3 Fitting procedures
As stated above, the closure model parameters can be extracted from the nu-
merical simulations by comparing their results in the statistically steady state or
their decay behaviours. Here these methods are elaborated in more detail.
Closure parameters from numerical results
Typically, a numerical simulation with the Pencil Code has a unique set of
control parameters and yields one set of results for the quantities under study.
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Depending on the spatial resolution and the overall complexity of the physical
setting, one simulation may very well take thousands of hours of computing
time. The closure models, on the other hand, are numerically cheap, both in
time and computer power, requiring only minutes to produce results on laptops.
Therefore, they can be used to scan relevant parts of the parameter space in
the simplest cases. This means that one of the convenient ways of representing
comparisons between the two methods is to plot their results as functions of
relevant dimensionless numbers, in one and the same diagram. In Paper I the ease
with which closure results were produced allowed “shotgunning” by comparing
a single set of DNS results against many closure results with different closure
parameters. In Papers III and IV a fit is performed to the time series as part of
the decay experiments, from which the closure parameters can be extracted in a
way described below.
The problem with the above approaches is that they require some handwork,
namely putting the parameters to be tested into the closure models. For this
reason their results are somewhat subjective, and error estimation is not easy.
There are, however, methods to directly obtain the model parameters from the
DNS results, without resorting to fitting. Two of these were used in Paper
IV. Together with the decay fitting procedure they form what we call the “M”–
methods, which can be summarised as follows:
• M1: Insert the DNS results for the statistically stationary state into the
stationary closure equations and solve for the desired parameter. This can
be illustrated by
∂X
∂t
= L − X
τ
= 0
⇒ τ = XL , (4.57)
where X is a mean quantity or a second–order correlation, whose equation
has been closed with the term−τ−1X, and L represents the terms preserved
in the equation. This method is used in Paper IV.
• M2: Equate the third–order correlation terms with the terms introduced
by the closure assumption and solve for the model parameters
N = −X
τ
, (4.58)
where N represents the terms replaced with the closure term −τ−1X in the
equation of X. All of these terms can be determined from the numerical
simulations, which allows one to solve for the parameter τ :
τ = −XN . (4.59)
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This method is used in Paper IV.
• M3: Fitting to the time series of decaying turbulence (see below). This
method is used in Papers III and IV.
In Paper V the number of closure model parameters is (at least) four, resulting
in a much more difficult parameter space to be explored. Thus, it is necessary
to develop a more formal fitting procedure than that used in previous papers.
The simplest way this could be done is by using a least–squares method based
on the results from the numerical simulations. If one requires that the closure
must conform to the simulations in the stationary case, one can substitute the
values from this state of the simulation to the stationary closure equations and
solve for the model parameters. This can be seen as a more involved version
of M1 described above, due to there being more equations than solved model
parameters.
Closure parameters from the equilibrium state and decay behaviour
The equilibrium state (4.49) along with the decay behaviours (4.51), (4.53), (4.55)
and (4.56) open up two possibilities for determining the relevant timescales τ and
τiso and the corresponding IVRT parameters C1 and C2 using DNS. One way is
to run the simulation until a steady state is reached, and then use (4.49) and the
numerical data to solve for the desired parameters: for the relaxation terms one
obtains the expression
τ−1 =
C1
√
R
L
=
F
R
(4.60)
and for the sum of the relaxation and isotropisation terms
τ−1 + τ−1iso =
(C1 + C2)
√
R
L
=
Fxy
Rxy
(4.61)
from the equation for Rxy. The other way is to turn off the forcing while the
system is in equilibrium, and record the time series of the resulting decaying tur-
bulence. Now, the model parameters can be estimated by fitting the predictions
of the different models (4.51), (4.53), (4.55) and (4.56) to the numerical data.
This approach also allows one to study, whether the decay behaviours predicted
by the closure models match those seen in the DNS, thus constituting another
test of their validity. The differences between the models can be substantial, as
can be seen in Figure 4.2, in which the decay behaviours of (4.51) and (4.55) are
shown.
Methods and physical setup 51
Figure 4.2: An illustration of the different decay patterns of the minimal τ ap-
proximation (solid line) and the IVRT scheme (dashed line) in arbitrary units.
Note the logarithmic R axis.
Chapter 5
Results
In this Chapter the results of the comparisons between numerical simulations
and corresponding closure models are presented.
5.1 Turbulence in the presence of shear and ro-
tation
The results of Paper I concern the effects of shear and rotation on forced turbu-
lence. These topics were studied in connection with convection in Papers II and
V, although the latter Paper only concerns rotation. In addition to comparing
the behaviour of the MTA closure with numerical simulations, Papers I and II
also include efforts to determine the Λ–effect.
5.1.1 The relation of MTA closure to Λ–effect
The angular momentum studies involving shear and rotation are embodied in Pa-
pers I and II in this Thesis. Both works are logical follow–ups of the Λ–effect stud-
ies performed using numerical simulations initiated in Ka¨pyla¨ & Brandenburg
(2008). All of these papers have similar aims: to determine the components of
the Λ–effect tensor Λijk as defined by equation (2.16) from results of numer-
ical simulations, while using the MTA closure as a means to explain the ob-
tained results. The three papers differ mainly by their physical settings. While
Ka¨pyla¨ & Brandenburg (2008) considered anisotropically forced turbulence with
rotation in generation of the Λ–effect, Paper I included the effect of shear into
the mix, and in Paper II this basic setup was employed to study convection in a
simulation setup designed as being part of an accretion disc.
The numerical simulations of Paper I were characterised by the Navier–Stokes
and continuity equations coupled with an isothermal equation of state, which
were all described in Section 4.2.1 using the simulation setup as described in
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Section 4.1. Various runs, with changing shear and rotation parameters, were
performed at different colatitudes. The resulting Reynolds stresses were com-
pared with the results from the MTA closure of Section 4.3.1 with corresponding
physical parameters. Additionally, two independent methods were used to formu-
late expressions for the components of the Λ–effect associated with the Reynolds
stress components Rφθ and Rrφ, which correspond to Rxy and Ryz in Cartesian
coordinates, respectively. The simpler of these procedures uses MTA directly: by
setting the time derivative to zero in the closure equation (4.24) one can simply
solve for the desired quantities. The other method uses a series of assumptions
involving the Boussinesq ansatz representation (2.15) of the components of the
Reynolds stress tensor.
When dealing with the Λ–effect, it is necessary to express the Reynolds
stresses Rxy and Ryz in the form (2.16). In Paper I, an expression akin to (3.13)
was adopted, although with slightly different notations:
Rxy = ΛH|Ω| cos θ + . . . , (5.1)
Ryz = ΛV|Ω| sin θ + . . . , (5.2)
where ΛH is called the horizontal Λ–effect, ΛV the vertical Λ–effect and the
expression can be expanded to contain terms proportional to higher powers of
the rotation rate and terms of diffusive nature (Ru¨diger 1989). The MTA and
Boussines–ansatz ways of determining the components ΛH and ΛV can be more
easily demonstrated when θ = 0, if the simulation box is taken to represent a
part of an accretion disc. There Ryz vanishes, whether rotation and shear are
present or not, and if Ω 6= 0 the Λ–effect will only influence Rxy. Also, the choice
of Ω = Ωzzˆ results in only one Λ–term to be solved, since the expression (5.1)
takes the form
Rxy = ΛHΩz + . . . , (5.3)
which is non–zero provided that S 6= 0. Now, adopting MTA, we straightfor-
wardly get
Rxy = 2Ωzτ(Ryy −Rxx) + . . . , (5.4)
implying ΛMTAH = 2τ(Ryy − Rxx). The second approach, however, ultimately
leads to a different result. Neglecting the higher–order terms in accordance with
the Boussinesq ansatz, one ends up with
Rxy = ΛHΩz − νtS, (5.5)
if the only contribution to the mean velocity field is assumed to come from the
imposed shear. From this it follows
ΛMFH =
Rxy + νtS
Ωz
. (5.6)
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In order to compare expressions (5.4) and (5.6) one obviously needs a way to
estimate the turbulent viscosity νt. In Paper I, two methods were used to attain
such an estimate: on one hand (for Ω = 0) the Boussinesq ansatz (2.14)
Rij = −νtSδixδjy (5.7)
provides one estimate for νt, at least for weak shear. For normalisation we use
the quantity
νt0 =
1
3
Urms
kf
, (5.8)
which is similar to the magnetic diffusivity (Krause & Ra¨dler 1980), assuming
St = 1 and using (4.25). It should be noted that the constant factor 1
3
is used
in order to make an order of magnitude estimate, and differs from the standard
FOSA result (Ru¨diger 1989). See Yousef et al. (2003) for more information on
determining the turbulent viscosity. If St 6= 1, the turbulent viscosity would have
the form νt = Stνt0. Combining (5.8) with the characterisation (4.25), the dif-
ferent expressions for the Λ–effect components (5.4) and (5.6) can be normalised
with νt0 and written in terms of the Coriolis and Strouhal numbers. The resulting
expressions for the two different approaches read
ΛMTAH
νt0
= 6St(R˜yy − R˜xx) (5.9)
ΛMFH
νt0
= 6
R˜xy
Co
− qSt, (5.10)
where R˜ij = Rij U
−2
rms.
5.1.2 Results on Λ–effect from MTA
The study in Paper I involved many numerical simulations characterised by differ-
ent rotation rates measured by the Coriolis number, Co, shear rates measured by
the shear number, Sh, and varying Reynolds numbers, Re. The coordinate system
introduced in Section 4.1 and the numerical setting of Section 4.2.1 were utilised.
The effects of each of the characteristic dimensionless parameters were explored
by performing a set of simulations where the parameter under study was varied,
and all others were kept constant. The ranges studied were about 5 < Re < 387
(in the non–rotating case), −0.29 < Sh < 0.64 and −1.27 < Co < 1.28. Effects
of shear were also investigated independently of rotation, i.e. setting Co to zero
while varying Sh.
All the simulations with rotation had constant Reynolds number with Co and
Sh varied in separate sets. When rotation is non–zero, the latitude θ becomes
relevant. Two cases were considered, one with θ = 0◦ and another with θ = 90◦.
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As stated in Section 4.1, these cases can be interpreted as referring to the pole
and equator of a spherical body, or to an accretion disc when θ = 0◦.
The results of the study involved comparisons of the numerical simulations
with corresponding MTA closures, and the determination of turbulent viscosity
and Λ–effect. An example of the results for the Reynolds stresses (note that
Paper I uses the notation Qij for the Reynolds stresses) as functions of q = Sh/Co
from comparisons for θ = 0◦ is shown in Figure 5.1, with varying Co in the left
column (called Set E in Paper I) and varying Sh in the right (called Set F), where
diamonds represent simulation results and lines correspond to results from MTA,
and different line styles denote different values of the Strouhal number, which is
used here as a free parameter. As can be seen, the closure produces qualitatively
similar results with the best quantitative match achieved for St ≈ 0.75 . . . 1,
but with some exceptions. The most significant of these involve Rzz below q .
−1.5 when shear is varied and near q = 0 when rotation is varied. Since these
regimes correspond to strong rotation and shear, a possible explanation of these
discrepancies is that the turnover time τ used in the model should be determined
by time scales associated with these effects, which may come to dominate the
dynamics of the turbulence. A survey of other feasible ways of defining τ in such
situations was, however, not attempted in Paper I. Also the possibility of letting
τ change in accordance with the shear and rotation parameters was not studied,
which is one avenue of further work.
The results for ΛMTAH and Λ
MF
H normalised with νt0 at θ = 0
◦ are shown in
Figure 5.2 with varying Co in the upper panel (Set E) and varying Sh in the
lower (Set F). With St reasonably close to the best fit values acquired from
the comparisons with DNS, the different expressions (5.9) and (5.10) for Set E
mostly agree, with some differences, while for Set F the two formulae disagree
quantitatively, although the qualitative behaviour is the same. For the latter
case, the agreement could be improved with St ≈ 0.5, but such a value would
poorly reproduce the simulation results, as is seen in Figure (5.1). Thus, it can
be concluded that in the case of strong shear, (5.9) and (5.10) give inconsistent
estimates for the Λ–effect, which means that a better estimator would need to
be developed. This is, however, outside the scope of this Thesis.
5.2 Decaying hydrodynamical turbulence and
passive scalar results
The decay experiments described in Section 4.4.2 played a major part in Papers
III and IV. In the former, the decay of purely hydrodynamical turbulence was
studied, while passive scalar turbulence was the subject of the latter. In this
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Figure 5.1: Results for the Reynolds stresses at θ = 0◦, with varying Co with Sh
set to −0.16 in the left column (Set E) and varying Sh with Co set to 0.32 in
the right one (Set F). Note that the notation Qij for the Reynolds stresses is in
effect, adapted from Paper I.
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Figure 5.2: Estimates for the Λ–effect from Paper I. The notation Λ
(1)
H corre-
sponds to ΛMTAH , while Λ
(2)
H corresponds to Λ
MF
H . Sets E and F are the same as
in Figure 5.1.
Section the results of these studies are detailed.
The focus of these two papers was on the derivation of closure coefficients
of IVRT and the corresponding time scales of MTA, and on their behaviour
as functions of the Reynolds number. While decay experiments were the only
method used in Paper III, Paper IV used two other methods to confirm the
validity of the obtained time scales.
5.2.1 Decaying hydrodynamical turbulence
The main objective of the purely hydrodynamical decay experiments in Paper III
was to compare them with the predicted behaviour of MTA and IVRT, therefore
gaining insight into the validity of these closures. The emphasis is on determining
the turbulent time scales τ and τiso utilised in the closures through methods
outlined in Section 4.4.2. The DNS runs performed in this case differed by the
Reynolds numbers and the scale separation ratio kf/k1. A particular example
of a run with Re = 5 and kf/k1 = 10, showing the decay behaviours (4.51),
(4.53), (4.55) and (4.56) compared with the corresponding numerical simulation
is presented in Figure 5.3. The following features are of note: The decay process
seems to start out exponentially, as per MTA prediction, but afterwards the
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Figure 5.3: An example of comparisons of DNS and the closure model predictions
for the decay behaviour of R and Rxy from Paper III. On top of the DNS results,
represented by the solid lines, the MTA prediction (4.51) on the left panel and
(4.53) on the right panel are plotted with dashed lines, while the dotted lines show
the IVRT model predictions (4.55) on the left and (4.56) on the right with two
different values of the model parameters τ and τiso. The results are normalised
by the initial values, denoted by R(0) and R
(0)
xy , respectively.
trend is more like a power law, so the IVRT prediction works quite well after
the initial phase. However, the IVRT prediction also ceases to function with the
initial fit parameters after some time, but with somewhat different parameters
it can match the latter part of the time series, too. The inverses of the time
scales associated with the MTA, τ and τiso, as obtained from (4.60) and (4.61),
are shown in Figure 5.4. They seem to be tending to some constant values as
the Reynolds number increases.
Figure 5.4: The inverses of the time scales associated with MTA, τ and τiso, as
functions of the Reynolds number depicted as solid and dotted lines, respectively.
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5.2.2 Passive scalar results
In the studies of Paper IV, motivating factors were the similarity of the passive
scalar closure introduced in Section 4.3.2 to the convective closure of Garaud et al.
(2010) and its relative simplicity. In the latter model the active scalar, temper-
ature, and kinematic variables, such as velocity, are entangled with each other,
complicating analytical treatment of the decay of the system. With passive
scalars, however, the passive scalar has no effect on the kinematics, which means
that the turbulent passive scalar flux ΦC and variance QC obey the decay laws
introduced in Section 4.4.2, making the passive scalar case a convenient way
point en route to the more complicated convective scenario.
In the passive scalar studies the complementary methods described in Section
4.4.3 (M1 and M2) were used to evaluate the closure parameters along with
the decay experiments (method M3). General ideas of these alternative fitting
procedures were introduced in Section 4.4.3, and their particular application to
the passive scalar closure of Section 4.3.2 can be summarised as follows:
• Method M1 equates the linear terms with the closure terms, giving rise to
the relations
ΦCz
τCΦ
= −RzzG,
QC
τCQ
= −2ΦCz G. (5.11)
• Method M2, by contrast, uses the closure assumption itself to evaluate the
time scales. Taking into account also the diffusive terms in (4.18) this leads
to
ΦCi
τCΦ
= U ′iU
′
j
∂C ′
∂xj
+ C ′U ′j
∂U ′i
∂xj
+
1
ρ
C ′
∂p′
∂xi
+(ν + κ)
∂C ′
∂xk
∂U ′i
∂xk
− ν − κ
2
C ′
∂2U ′i
∂x2k
− U ′i
∂2C ′
∂x2k
QC
τCQ
= 2C ′U ′k
∂C ′
∂xk
+ κ
∂C ′
∂xk
∂C ′
∂xk
. (5.12)
It should be noted that τCΦ and τ
C
Q are taken to be constants here, so IVRT is
not considered in these methods.
The relaxation times τCΦ and τ
C
Q as functions of the Reynolds number in the
passive scalar case are depicted in Figure 5.5. As one can see, they tend to rise
with Re to constant values in the Re > 10 regime, with a value of about 3 attained
by τCΦ /τ0 and 7 by τ
C
Q /τ0. Also, the different M–methods seem to be mostly in
agreement about the overall level of the saturated time scales, although there
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Figure 5.5: Time scales acquired with methods M1–M3 as functions of Reynolds
number.
are some systematic differences when Re < 10, such as M1 giving consistently
somewhat lower values than M2, and the M3 results being a little higher than
the other ones. However, the fact that one can acquire consistent values with
different methods lends some credence to the MTA closure ansatz, at least when
the Reynolds number is sufficiently large.
The changing relaxation time behaviour, hinted at by the decay of hydrody-
namic turbulence, was observed also in the passive scalar case. Here, an ansatz
of the form
QC = A1e
−
t
τ1 + A2e
−
t
τ2 (5.13)
was fitted to the time series. Results of such an experiment are shown in Figure
5.6. As we can see, the ansatz fits remarkably well, although it seems at first
difficult to use this information to derive more general closure terms. This is
because in order to accomplish such a feat, one needs, in the simplest case, to
solve the inversion problem
dQC
dt
= Z(QC), (5.14)
for QC and a similar one for ΦCz . In (5.14) Z = Z(Q
C) is an arbitrary closure
term, which produces the decay behaviour (5.13). For the sake of simplicity, other
possible dependencies of Z have been neglected, as it could also be a function
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Figure 5.6: The two–decay–time ansatz of F z = ΦCz in the left panel and Q = QC
in the right panel (notice the different notations used in Paper IV). The solid
lines represent DNS results and symbols the decay behaviour (5.13), adapted to
both ΦCz and Q
C .
of ΦCz , or some relevant dimensionless number that we did not consider in Paper
IV. If the decay behaviour was purely exponential, i.e. QC = Ae−
t
τ , (5.14) could
readily be solved. Simple substitution would yield
Z(QC) =
dQC
dt
= −1
τ
Ae−
t
τ = −Q
C
τ
, (5.15)
which is the familiar MTA–style closure ansatz. Trying to do the same for (5.13),
by contrast, leads to
Z = −A1
τ1
e
−
t
τ1 − A2
τ2
e
−
t
τ2 , (5.16)
for which a similar solution does not exist. This means that assuming Z to be
a function of only QC is too simplistic, and one should instead try to create a
more complicated ansatz. Noting that (5.13) is very similar in form to solutions
of homogeneous second–order differential equations, one may be inspired to add
a second–order time derivative to the closure terms, i.e. instead of Z(QC) one
should have Z(QC , ∂2tQ
C). The second time derivative of (5.13) is
∂2QC
∂2t
=
A1
τ 21
e
−
t
τ1 +
A2
τ 22
e
−
t
τ2 . (5.17)
Now, (5.16) can be written in the form
Z(QC, ∂2tQ
C) = − 1
τ2 + τ1
(
A1e
−
t
τ1 + A2 e
−
t
τ2
)
(5.18)
− τ1τ2
τ2 + τ1
(
A1
τ 21
e
−
t
τ1 +
A2
τ 22
e
−
t
τ2
)
(5.19)
= −αQC − β∂
2QC
∂2t
, (5.20)
where
α =
1
τ2 + τ1
, (5.21)
β =
τ1τ2
τ2 + τ1
. (5.22)
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Thus, simply by adding the second–order time derivative term −β∂2tQC to the
original closure term −τ−1QC we have obtained a model capable of reproducing
the decay behaviour (5.13).
5.3 Turbulent convection
Different aspects of convective turbulence are studied in Papers II and V. The
former concentrates on the effects of rotation and shear on convective angular
momentum transport, while the latter deals with the IVRT convection model of
Garaud et al. (2010) in a rotating homogeneous Boussinesq model.
5.3.1 Results of convective IVRT–closure studies
In Paper V an IVRT model of convection by Garaud et al. (2010) (hereafter
GOMS10, see Section 4.3.3) is studied by analysing its behaviour using DNS.
This particular closure with its up to seven free parameters is essentially more
complicated than the other models that have appeared in this Thesis. In Paper V
the original GOMS10 model was simplified by restricting it to the homogeneous
case, where a constant temperature gradient is imposed and simulation boxes are
fully periodic. This kind of system is not likely to be realised in nature, but for
the sake of the study it was necessary to reduce the complexity of the closure
model and adjust the DNS accordingly. Additionally, the“diffusive”closure terms
were at first dropped, but even then there were four independent parameters left.
This caused significant problems in extracting information about the behaviour
of the model in Paper V.
One such problem was that the numerical simulations of the homogeneous
Boussinesq system tend to be complicated by the so–called elevator modes, which
are exponentially growing solutions of the non–linear equations of motion, stud-
ied by Calzavarini et al. (2006). They are observed in time series of the DNS in
the form of “spikes”, or very steep ascents followed by exponential descents. The
spikes tend to appear more frequently when the rotation rate is increased and
when approaching the equator, which may be attributable to weakening of the
secondary hydrodynamical instabilities that usually keep them in check. How-
ever, with sufficiently high rotation rates, the exponential growth does not stop
until the Reynolds stresses, turbulent fluxes and the temperature variance have
acquired very high values, and this state then persists with possible exponential
dives closer to values present at lower rotation rates.
Figure 5.7 shows the configuration of the z component of the velocity field
in the non–rotating case and the apparently persistent elevator mode at θ = 75◦
and Ta = 107. As can be seen in the figure, a large–scale flow has formed in the
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Figure 5.7: The configuration of the z component of the velocity field in the
nonrotating case (left panel) and at θ = 75◦ with very high rotation rate, Ta =
1010 (right panel).
simulation, manifesting itself in a stripe pattern of the form U = (0, 0, sin(kyy+
λ)). Although not shown in the Figure, a configuration of the same form is
observed in the temperature perturbation Θ. If one watches a video of the
simulation at lower rotation rates, where “spikes” are present, one observes that
this kind of pattern periodically appears and disappears, with possibly changing
direction of the flow, and that these periods of coherent large–scale flows coincide
with the “spikes”. In other words, at lower rotation rates there is a tendency for
the system to periodically form the large–scale stripe–like flow pattern and to
return then to the turbulent state, while at very high rotation rates the stripe
pattern dominates, and the turbulent state appears only in brief stints, if at all.
Some hints of the stripe can be seen even at very low rotation rates, although its
presence is very distorted. In practice, the presence of the elevator mode limited
the ranges of the Taylor numbers probed in Paper V, since GOMS10, as a model
of turbulence, cannot sensibly be applied to a non–turbulent state.
Finding appropriate values for the model parameters was another challenge.
Most of the closure models in the earlier papers were simple enough to be studied
with very elementary fitting procedures, as one only needed to fix one parame-
ter. Even in the two–parameter models, the influences of the different parameters
could be isolated in Papers III and IV. Here, in contrast, the variation of a single
parameter can affect many quantities, making this exercise non–trivial. Ulti-
mately, we ended up using two different fitting procedures to determine the four
parameters, both based on the analysis of the stationary closure equations, but
with different approaches. We call these least–squares (LSM) and optimisation
(OM) methods.
Of these procedures the former is more straightforward. The model param-
eters C = (C1, C2, C6, C7) were simply treated as unknown variables and the
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simulation results XDNS = (Rxx, ..., Rzz,Φ
T
x , ...,Φ
T
z , Q
T ) were inserted into the
stationary version of the closure equations (4.37), resulting in a generally overde-
termined linear system that can be solved, say, in the least–squares sense. The
overdetermination means that there might not be any set of Ci that perfectly sat-
isfies the equation system, and thus it can only be solved approximately. In other
words, one cannot hope to find model parameters that reproduce the numerical
simulations perfectly. If, however, some of the equations in the linear system
happen to be linearly dependent, the remaining linearly independent equations
may equal the parameters in number. Then there exists a unique set of parame-
ters that satisfies the system, matching the numerical results perfectly. Below we
will see that at some points this condition is fulfilled. If the model coefficients are
denoted by a vector C, their coefficients in the closure equations by the matrix
N and the terms not modelled away by the closure, in the same equations by
the vector L, then the LSM can be thought of as solving the matrix equation
NC = L. (5.23)
As a fitting procedure, this method has a rather serious shortcoming: it
is designed to optimally (in the least–squares sense) solve a linear system, the
coefficients of which have been obtained by substituting the simulation results
into the (nonlinear) closure terms. Therefore, one cannot safely assume that the
results from the closure model correspond ideally with the simulation results with
parameters derived using LSM. The degree of failure for the method is related
to the degree of overdetermination of the linear system, which represents the
failure to have matching numbers of linearly independent equations and model
coefficients.
To improve the fit we used another fitting method along with the LSM, called
OM above. This approach operates by iteratively solving (4.37) with different
values for Ci and finding the optimal match to numerical simulation results. This
was done by using the IDL routine CONSTRAINED MIN employing the Gen-
eralised Reduced Gradient Method of Lasdon et al. (1978) to find the minimum
of the target function
(X˜closure − X˜DNS)2 = Res2X, (5.24)
where Xclosure is the vector of the closure results corresponding to XDNS and
the tildes refer to non–dimensionalisation. The minimisation is subject to the
constraints that the model coefficients C1,2,6,7 ≥ 0 and the diagonal Reynolds
stresses and the temperature variance should always remain positive during time
integration, which happens when (see Garaud et al. 2010)
2C6 − C7 − C1 − C2 ≥ 0. (5.25)
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Figure 5.8: The coefficients of the GOMS10 model along with the residuals
(5.26) and (5.27) as functions of Taylor number Ta as obtained from LSM. The
lowest panels show how the results respect the realisability condition (5.25) and
a stability condition at the pole, i.e. Equation (32) of Paper V. The symbols
denote results from runs with viscous heating, see Paper V for details.
Relation (5.25) is known as realisability condition. Needless to say, OM produces
results that better reproduce the simulation results, although at the cost of being
more complicated. While LSM quickly returns a set of values for the model
parameters, OM may return poorly fitting results if the initial guesses are not
well picked.
Two ways were used to measure the ability of the closure model to approx-
imate the DNS results. The linear residuals ResL, which were only applicable
to the LSM, were calculated by inserting the model coefficients acquired by the
method back into the right hand side of the original linear system (5.23) and
then determining, how much the obtained result NC differs from the expected
result L:
ResL = ||N˜C − L˜||. (5.26)
Fundamentally, ResL measures the consistency of the linear system (5.23), that
is, how far from being exactly solvable it is. While it does give insight into how
well the closure is able to reproduce the DNS results, ResL does not capture the
Results 66
deviation of the closure model from the DNS. By solving the closure equations for
the Reynolds stresses, temperature fluxes, and temperature variance altogether
forming the variable vector X, using the coefficients from any of the two fitting
procedures, it is possible to obtain another type of residual,
ResX = ||X˜DNS − X˜closure||, (5.27)
ResX shows how much the closure results for the model variables differ from the
DNS.
The closure parameters obtained using the least–squares fit are shown in Fig-
ure 5.8 as functions of the Taylor number, along with the residuals. At colatitude
θ = 0◦, the residuals vanish for Taylor numbers less than about 106 because the
amount of free parameters of the system matches the number of linearly indepen-
dent equations, as stated above. The surprisingly large polar residuals at higher
Taylor numbers are due to insufficient length of the DNS time series. This leads
to breaking of the equality of the numbers of parameters and equations, since,
against expectations arising from symmetry, the Reynolds stress components Rxx
and Ryy, derived from the said DNS time series, turn out to be slightly different.
The inequality of Rxx and Ryy causes most of the residual seen at the pole at
high rotation rates, but the fact that the nondiagonal Reynolds stress compo-
nents Rxy,xz,yz and the turbulent heat flux components Fx,y as obtained from the
DNS have small non–zero values also has some effect on them. These defects were
not statistically significant, however, and with sufficiently long time integrations
they should disappear. It should be noted that at very high rotation rates the
DNS runs take a very long time to converge, and for the purposes of Paper V it
was not practical to continue running them long enough. The discrepancies mea-
sured by the residuals grow with θ. The results of the optimisation approach are
shown in Figure 5.9. They agree with the LSM results, at least for low rotation
rates. The closure coefficients were also derived as functions of the Rayleigh
number, with one set of DNS with no rotation and another with rotation. As
shown in Figure 5.10, the coefficients can be seen to change somewhat with Ra.
To test whether reinstating the discarded closure coefficients, associated with
diffusive effects, Cν , Cχ and Cνχ, could produce coefficients independent of Ra,
we labeled the original coefficients with primes and set
C ′1 = C1 +
νCν
L
√
R
C ′6 = C6 +
(ν + χ)Cνχ
2L
√
R
(5.28)
C ′7 = C7 +
χCχ
L
√
R
.
Using the LSM to test the Rayleigh number dependence, we obtained the values
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Figure 5.9: The coefficients of the GOMS10 model as functions of Taylor num-
ber Ta using OM. NOF stands for “normalised objective function”, defined as
(X˜closure − X˜DNS)2/X˜
2
DNS. Also plotted on the lowest right–hand side panel is
the realisability condition (5.25), which was used as a constraint. The red parts
of the curves indicate where this constraint becomes active. The symbols denote
results from runs with viscous heating, see Paper V for details.
C1 = 0.9, C6 = 2.7, C7 = 1.7, Cν = 164.7, Cχ = 101.6, Cνχ = 151.1 for the
coefficients, and substituting them back to (5.29) gave results that are displayed
as symbols in Figure 5.10. The new coefficients reasonably concur with the old
ones, except for C6 in the nonrotating case.
5.3.2 Compressible convection
The convection studies of Paper II followed the lines established in Paper I. Its
subject matter consisted mostly of the effect of convection on accretion. Thus, the
research naturally concentrated on the determination of the Reynolds stress Rxy,
which in this case is closely related to angular momentum transport in accretion
discs, and hence with the Λ–effect. Some analytical results of the MTA were
also tested against numerical simulations. Like before, the relevant turbulent
quantities, the Reynolds stresses, the turbulent heat fluxes, and the temperature
variance, were calculated using numerical simulations in the steady state. The
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Figure 5.10: The coefficients of the GOMS10 closure model as functions of
Rayleigh number Ra (lines). Left panel: non–rotating case. Right panel: ro-
tation included, Ta = 106, θ = 0◦. The symbols refer to the Ci solved from
(5.29).
MTA closure was used to make estimates of the turbulent viscosity according to
the Boussinesq ansatz (2.16).
The simulation box employed in Paper II has non–convective layers at top
and bottom, in between of which there is a convectively unstable layer. In the
vertical span of the domain, marked by the z coordinate, the global bottom is
situated at z1 = −0.85d, where d is the depth of the convective layer, the bottom
of which is located at z2 = 0. The ceilings of the convectively unstable layer and
the simulation domain are located at z3 = d and z4 = 1.15d, respectively. The
horizontal span of the simulation box is twice the vertical. Two types of averages
were employed: horizontal plane average, denoted with an overbar, and volume
average over the convectively unstable layer, denoted with angle brackets.
In Fig. 5.11 the results of numerical simulations and MTA are compared. As
shown in Appendix A of Paper I, Rxy, as derived from MTA, takes the form
Rxy = a1St
−(Co + Sh)R0xx + CoR0yy
1 + 4CoSt2(Co + Sh)
, (5.29)
where R0ij refer to Reynolds stresses in a reference state with no rotation and
shear and an extra factor a1 is introduced to improve the fit. Sets B and C in
Fig. 5.11 refer to the sets of numerical simulations performed. Both of these had
constant imposed shear and varying rotation rate, but the parameter q = −S/Ω0
was negative for Set B and positive for Set C. For Set B, the MTA and numerical
simulations are better aligned than for Set C.
Paper II also dealt with the turbulent viscosity νt and the Λ–effect. νt was
derived in the nonrotating case using the methods of Paper I, namely, by equation
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Figure 5.11: Comparison of the DNS and MTA results for the Reynolds stress
component Rxy in compressible convection. Symbols connected by solid lines
depict DNS results, broken lines MTA results with different parameters.
(5.5) on one hand, and using MTA on the other. The former approach leads to
νt = −Rxy
S
. (5.30)
The latter employs the stationary solution of the MTA time–evolution equation
for Rxy
∂Rxy
∂t
= −Uz ∂Rxy
∂z
−Ryz ∂Ux
∂z
−Rxz ∂Uy
∂z
−RxxS − Rxy
τ
, (5.31)
resulting in
Rxy = −τRxxS, (5.32)
via neglecting Uz, since it is very small in the DNS performed, as well as Ryz and
Rxz by assuming that shear is the only large–scale flow dependent on the hori-
zontal coordinates in the simulation. Equation (5.32) agrees with the Boussinesq
ansatz result (5.30) if νt = τRxx. Whether this is true is shown in Figure 5.12,
which shows the comparison between estimates for νt derived from (5.30) and
(5.32) across the vertical span (z coordinate) of the simulation box. As can be
seen, the two estimates fit each other reasonably well.
Adding rotation to (5.31) and repeating the steps leading to (5.32) yields
Rxy = 2Ωzτ(Ryy −Rxx)− τSRxx, (5.33)
from which by comparison with (5.5) it follows
ΛIIH = 2τ(Ryy −Rxx), νt = −τRxx, (5.34)
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Figure 5.12: Turbulent viscosities estimated from (5.30) (solid line) and (5.32)
(dashed line). The results are normalised by 1
3
StUrmsk
−1
f . Shaded areas represent
error estimates. Dotted vertical lines delimit the convectively unstable layer.
Note the notation Rxx = u2x of Paper II.
Figure 5.13: Upper panel: 〈Rxy〉 calculated from simulations (solid line) com-
pared with its mean field estimate (5.33) (dashed line), along with ΛIIH and νt as
functions of −Co.
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Figure 5.14: The Reynolds stress component Rxy with different rotation rates
and positive q. Run C3 approximates the Keplerian case.
where the superscript refers to Paper II. The upper panel of figure 5.13 shows
〈Rxy〉 calculated from the simulations and (5.33), along with ΛIIH and νt as func-
tions of −Co. As can be seen, the simple MTA estimate corresponds pretty well
to the 〈Rxy〉 of the simulations. Only when −Co approaches unity, there can be
seen a divergence between the two.
One of the more significant findings of Paper II was that Rxy can change
sign from positive to negative with increasing Co, as shown in Figure 5.14. With
lower rotation rates this happens locally, but finally at large rotation rates, Rxy is
almost fully negative. In the context of accretion discs, the sign of Rxy controls
the direction in which angular momentum is transported according to (3.11),
with positive values moving angular momentum outward and negative values
inward. For the matter to be accreted, the angular momentum needs to be
driven outward. The results of Paper II, therefore, show that convection can, in
some cases, help accretion. Similar results have been obtained by Lesur & Ogilvie
(2010). Previously, it was thought that convection could not contribute to the
accretion of matter due to its effect being in the wrong direction (Stone & Balbus
1996). These earlier results are due to the high rotation rates studied, which in
our simulations return negative values for Rxy.
Chapter 6
Conclusions and outlook
The main results of this Thesis can be briefly summarised as:
• In Paper I it was shown that MTA is capable of reproducing DNS results for
the most part with the Strouhal number of the order of unity. Additionally,
turbulent viscosity is found to be of the order of the result obtained from
the first order smoothing approximation, while the Λ–effect is found to be
about one tenth of the strength of the turbulent viscosity.
• In Paper II both positive and negative values of the Reynolds stress com-
ponent, describing the correlation of turbulent velocities in the radial and
azimuthal directions, as function of the Coriolis number were observed in
DNS describing convection in accretion discs. This has important conse-
quences for angular momentum transport in such systems, as explained
below. Also, turbulent viscosity is found to be weakly influenced by rota-
tion, of the order of the MLT estimate, and to be up to four times stronger
than the Λ–effect.
• In Paper III it was shown through decay experiments that when the MTA
model is extended with isotropisation terms, the relaxation and isotropisa-
tion time scales change as functions of the Reynolds number, but generally
tend toward constant values at high Reynolds numbers. The decay pat-
terns exhibited by the DNS and the closures did not fully match, but there
were hints that a better fit could be obtained using different parameters in
different phases of the decay. This line of study was expanded in Paper IV.
• In Paper IV the model parameters of a passive scalar MTA application
were also found to change with Reynolds number and to approach constant
values as the Reynolds number increased. This time, however, results from
decay experiments were backed up with two other methods, which extracted
the parameters from the statistically stationary state. All the methods
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returned similar results. Also, the decay behaviour of the DNS could be
fitted fairly well using an ansatz with two different decay times, which could
be explained by extending the closure model by a term containing a second
time derivative.
• In Paper V, the closure parameters of an IVRT model of homogeneous
Boussinesq convection were found to vary as functions of the Taylor and
Rayleigh numbers. Unfortunately, no readily discernible patterns of de-
pendence could be found, in contrast to earlier papers. By choosing the
model parameters properly, the closure could be made to match the sta-
tionary state of the DNS perfectly in the non–rotating case, satisfactorily
at slow rotation rates and poorly at intermediate rotation rates. At colat-
itudes 30◦ and 45◦, accuracy improved at very high rotation rates relative
to intermediate rotation rates.
Of the physical results in this Thesis the most significant ones concern the
Λ–effect, which is present whenever a system is influenced by rotation and
anisotropic turbulence. The relative strengths of Λ–effect and turbulent viscosity
studied in Paper I, for example, give insight into how these two effects influence
the Reynolds stresses, which in turn relates to angular momentum transport.
The sign change of the radial–azimuthal Reynolds stress component detected in
Paper II, on the other hand, allows for the possibility that convection in accre-
tion discs could, under favourable circumstances, contribute to the transport of
angular momentum outwards, thus facilitating accretion of matter.
One fairly consistent finding in the otherwise quite diverse results of Papers
I–V, concerning the closure models themselves, was the tendency of the model
parameters to change as functions of different dimensionless numbers describing
the physical state of the system, such as Reynolds or Taylor numbers. This
is not only suggested by the direct comparisons of Papers IV and V, but also
by the changing relaxation times of Paper III and the failure of MTA at high
rotation rates seen in Paper I, although the latter case would need more study
to be firmly substantiated. The fact that the different closure parameters are
found to be similar using different methods in Paper IV is reassuring, since it
suggests that the conceptual foundations of relaxation time closure models are
sound. Especially the agreement of the parameters obtained from the decay
experiments and from statistically stationary states is significant, because there
is no reason to think, a priori, that the same prescription would work in both of
these states.
The patterns of change observed in Papers III and IV are actually pretty
regular, the parameters approach constant values as Reynolds numbers increase.
This may be explained if one assumes that the turbulence in DNS only reaches a
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fully developed state at the point where the model parameters saturate, and that
in the lower Reynolds number regime turbulence has not yet reached the fully
developed state. In other words, the model parameters can be said to react to the
overall state of the turbulence in a system. This interpretation is in accordance
with the ideas about turbulence introduced in Section 3.1. Unfortunately, such
simple trends in the closure parameters were not discovered when rotation was
included. However, since the closure parameters of MTA and IVRT represent
relaxation times of turbulence, it is plausible that they are influenced by the
same agents that have an effect on turbulent systems, such as rotation.
In Paper IV an improved model of decaying turbulence involving a second
time derivative was found. Decaying turbulence could be explored further from
the closure perspective. One could, for example, try using parameters that de-
pend on the relevant dimensionless numbers or, equivalently, try to look for more
accurate decay models. One way to do this could be to calculate time derivatives
of the decaying quantities. According to the closure assumption, the time deriva-
tive is equal to the closure terms plus any other terms retained in the model. If
in a particular application of a closure there are only closure terms present, as
there were in Paper III, the time derivative then directly yields the time evolu-
tion of the closure terms. If then the temporal change of the model variables can
be expressed in terms of the variables themselves or their spatial or temporal
derivatives, new closure models can be constructed.
One possible way of continuing the research of this Thesis would be to study
“perfect” closures, i.e. those with the amount of free parameters equal to the
turbulent variables. As can be seen from the results of Paper V, the outputs of
these models correspond to that of the numerical simulations essentially error-
lessly in the stationary case, albeit with a possible downside of reduced physical
motivation of the closure ansatz. A model that reproduces the results from
one observation or simulation perfectly is not worth much if it cannot easily be
adapted to other observations or simulations. This is demonstrated by the ro-
tating runs at the pole in Paper V: although the closure itself works flawlessly,
the model parameters change with rotation, meaning that in order to even apply
the closure to a specific case, one needs to know the right parameters to use.
This problem can be overcome, if one were to find a way to relate the model pa-
rameters to the physical characteristics of the system, such as rotation and shear
rates, allowing the required parameters to be determined before application. This
avenue of research is not pursued in Paper V for the polar case, although the
dependence of the parameters on Taylor number is more straightforward there
than at other latitudes, making this a promising approach. Future work may
show, whether the parameters of “perfect” closure models can be inferred from
the physical settings, on which they are applied.
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Closure models studied in this Thesis have mostly involved homogeneous sys-
tems, for which volume averages are adequate, and, consequently, models incor-
porating spatial derivatives have not been considered. Inhomogeneous models,
however, are crucial for better understanding physical systems, which are better
described by, for example, horizontal averages. This class of systems includes
those with spatial variability in the vertical direction, such as stellar convection
zones, where density stratification plays a significant role. The GOMS10 model,
the homogeneous version of which has been studied in this Thesis, has already
been applied to both inhomogeneous and rotating turbulence in the original pa-
per by Garaud et al. (2010). It could be studied further, for example, in the
context of shear flows associated with differential rotation.
Ultimately, the closure models studied in this Thesis should be adapted to
practical applications. This is especially true for the models of convection, which
can be used to replace older turbulence prescriptions, such as the mixing length
theory, in stellar evolution codes. One way to continue the development of the
turbulence models could be employing different closures, old and new, in the same
stellar evolution code and comparing their results and performance. Following
this approach may be a bit premature, however, since it can only be pursued
after the closure models have been brought reasonably close to matching DNS.
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