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Abstract
Crashworthiness design is one of the most critical areas of automotive design.
It is really demanding for the structure and can therefore have a large inﬂuence
on the ﬁnal design. It is also diﬃcult to model accurately and costly to simulate
which has an important impact on the design process. Most car companies have
now stopped addressing crashworthiness design with trial and error approaches, in
favour of more advanced automated structural optimisation methods. While most
relevant applications so far use size or shape optimisation, the ultimate way to
achieve signiﬁcant mass reduction is to use topology optimisation. However, topo-
logy optimisation methods for crashworthiness design are still a work in progress.
Due to the high non-linearity of crash simulations, well-established classic topology
optimisation methods cannot be applied directly to crashworthiness design. Alter-
native methods have been and keep being developed such as the Equivalent Static
Loads method, the Ground Structure Approach or the Hybrid Cellular Automata
(HCA).
This thesis introduces an adapted version of Hybrid Cellular Automata using thin-
walled ground structures. It combines the advantages of computing a real crash
simulation while producing as an output a thin walled based topology needing mini-
mal post-processing eﬀort to be translated into a realistic design. In this method, the
topology optimisation domain is ﬁlled up with a ground structure of thin walls which
constitutes the elementary cells of the HCA method. These macro-elements replace
the solid mesh elements used in the classic HCA approach. The details and imple-
mentation of the method are presented and discussed. Diﬀerent application examples
are detailed, including deﬁning reinforcement patterns within extruded beams. En-
riched space ﬁllings patterns are studied and industrial application examples are
presented. Eventually, recommendations for further studies and applications of the
method are given.
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Introduction
In the middle of 2010s, automotive industry faces a few tough challenges either
commercial or technical. In an ever increasing eﬀort on lowering CO2 emissions of
their vehicles, OEMs need to develop new models with better energy-eﬃciency. Whe-
ther this means going for electric cars, hybrid cars or low consumption combustion
engine cars, a universal way to improve energy-eﬃciency is to reduce the mass of
vehicles. This can be achieved by optimising the structure of cars, using diﬀerent
materials, dedicated metal sheet thickness, optimising the shape of components and
the topology of the structure. This is not an easy task, as diﬀerent design crite-
ria need to be assessed for the optimisation (dynamic behaviour, Noise Vibrations
and Harshness (NVH), aerodynamics, crashworthiness...). These criteria are often
conﬂicting and need to be arbitrated between each others.
This thesis focuses only on crashworthiness design as it is one of the most deman-
ding design cases for the car structure. Thanks to growing consumer awareness,
car companies dramatically improved the crashworthiness of the vehicles they were
producing in the late 1990's and early 2000's. The cost of this improvement was an
important increase in the mass of the vehicles due to the stronger and heavier energy
absorption components. Since then, car companies have tried to maintain the safety
levels already achieved, while reducing the mass necessary to achieve them.
Improvements in crashworthiness are related to the improvements in design methods.
Until recently, crashworthiness design remained mainly an empirical activity based
on crash simulation (either numerical or physical) and iterative design changes. With
the latest improvements on the accuracy of numerical crash simulation and the ever
increasing computational power, more advanced systematic design methods became
available. Engineers can now use optimisation methods for crashworthiness design.
Such methods have been developed for a while now for sizing optimisation of com-
ponents and metal sheet panels and for shape optimisation more recently. Yet, the
more promising topology optimisation methods are still a work in progress when it
comes to crashworthiness design.
This thesis considers the already existing methods for topology optimisation in crash-
worthiness design. An alternative method is proposed here in order to address some
of the deﬁciencies of the already existing methods. This method derives a topology
from a pre-deﬁned thin-walled ground structure. Therefore, the result of the process
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can be used directly as an operational design.
After introducing the context and challenges of crashworthiness design in Chapter
1, structural optimisation applied to this speciﬁc domain is discussed in Chapter 2.
The available methods for topology optimisation in crashworthiness design are then
presented and discussed in Chapter 3. The new method proposed in this thesis is
introduced and detailed in Chapter 4. The method is used to derive the topology
of extruded structures for diﬀerent load cases in Chapter 5. In order to improve the
method, a more complex initial ground structure is developed in Chapter 6 and used
to address the same problems as in Chapter 5. More complex industrial applications
are then presented in Chapter 7. Eventually, the main achievements of the thesis
are summarised and future developments of the method are discussed in Chapter 8.
2
Chapter 1
Automotive Crashworthiness Design
The optimisation method detailed in this thesis and especially in Chapter 4 is
tailored to improve the automotive development process with respect to crashwor-
thiness. To understand this approach and its usage, it is necessary to resume roughly
the basic aspects of this ﬁeld, which is done in the ﬁrst chapter.
In Section 1.1, a rapid overview of the motivation for crashworthiness design is given.
First, some aspects of road safety and accidents involving cars are discussed, then
the main legal and consumer requirements related to automotive crashworthiness
are brieﬂy presented and eventually, some of the more recent challenges related to
automotive crashworthiness design are considered.
In Section 1.2, the relevant features of crash simulations are presented. The most
common simulation method and the related diﬃculties are discussed ﬁrst, and then,
alternative simulation methods are detailed.
1.1 Motivation
1.1.1 Road safety
Since the introduction of the ﬁrst cars in the late 19th century, road safety has
been a serious issue. Even though road casualties decrease steadily in Western coun-
tries such as United Kingdom and USA (see Figure 1.1), the occurrence of accidents
all over the world is still really important. According to a report by the World
Health Organization [125], worldwide road traﬃc accidents account for more than
1.2 million deaths per year and 20 to 50 million non-fatal injuries. Also, with the
rapid increase of automotive adoption in middle income countries, this number could
grow to 1.9 million by 2020.
To improve road safety, one can work on two main levels, active and passive safety.
Active safety gathers all the measures taken to avoid accidents. This can be done
through legislation (speed limits, drink driving controls...), raising awareness (both
for drivers and pedestrians), improving road equipments (lightings, signalisation,
3
quality of road surface...) and eventually improving the vehicle (handling, breaking,
detection of hazards...). On the other hand, passive safety aims to mitigate the eﬀects
of a collision. It usually involves adjusting the behaviour of the vehicles' structures
in order to protect both the passengers and the pedestrians in the diﬀerent crash
scenarios.
Accident and safety statistics can help focus the action in relevant areas. A lot of
countries are still behind in terms of road legislation. For instance, more than half
of all countries require speciﬁc child restraint systems, but these countries represent
only 32% of the world's population [125]. Accidents data can also help to improve
the roads locally in places where accidents occur more frequently. Finally, legislators
use accident statistics to deﬁne crash test requirements and adapt them to the most
likely crash scenarios.
The focus of this thesis is on passive safety. Speciﬁcally, the main methods used to
design the structure of cars for better crashworthiness will be discussed.
Fig. 1.1  Evolution of road casualties in UK and US between 1970 and 2010,
number of road casualties per 100,000 inhabitants (Source: [64]).
1.1.2 Legislation and consumer tests
To design a car for better crashworthiness, car companies usually follow a limited
set of crash scenarios deﬁned by both the regulatory and the consumer tests.
The regulatory tests are deﬁned by each country or group of countries and need to
be passed in order to sell a car in the corresponding geographical area. The consumer
tests are deﬁned by independent organisations (such as Euro NCAP1 in Europe).
Although not mandatory, they are really important for marketing purposes as their
results are easily available to customers. Also, for similar crash scenarios, these tests
are usually more demanding than the corresponding regulatory tests. Therefore,
their inﬂuence on car design is really important.
1www.euroncap.com
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Both the regulatory and consumer tests mimic likely scenarios of crash and try
to cover a broad range of possibilities (see Figure 1.2). This includes for instance
frontal impact (high or low speed, against a rigid wall or a deformable barrier), lateral
impact, rear impact, rollover and pedestrian impact. In this last case, the injuries to
the pedestrian are assessed, while in most of the other cases, the passengers' safety
is the main design criterion. Also, in some speciﬁc cases such as low velocity impact,
the focus is not on the passengers' safety but on the damages incurred to the car.
In the following paragraphs, a more detailed description of the three main tests
categories is given.
Fig. 1.2  Overview of main crash regulations in Europe and USA (Source: [23]).
Frontal impact
Currently, frontal impact testing involves two main types of tests, one with a full
width rigid wall and another with a 40% oﬀset deformable barrier (ODB). Notice
that the American legislation [90] actually deﬁnes diﬀerent full width tests with
diﬀerent collision angles. For simpliﬁcation, only the straight on collision is discussed
here. The ﬁrst main test type involves the full frontal structure of the car and leads
therefore to a short crash duration with small intrusions and high decelerations for
the occupants. This test is mainly designed to assess the restraint systems of the
vehicle. Comparatively, the 40% oﬀset test generates a lower deceleration and a
longer crash duration. It leads to higher intrusions and is therefore more challenging
for the car structure.
Figure 1.3 illustrates these two frontal tests as deﬁned by Euro NCAP (40% oﬀset)
and US NCAP (full width).
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Fig. 1.3  Euro NCAP 40% oﬀset frontal impact (left) and US NCAP full width
frontal impact (right) (Source: [22]).
In both cases, the test tries to assess both the damage to the structure and more
importantly to the passengers. Given the diﬃculty to evaluate precise injuries that
may be caused to the passengers, European legislation uses nine diﬀerent criteria
for simulated injuries on dummies in a test situation (see [44]). These are the Head
Injury Criterion, the Neck Injury Criterion, the Neck Bending Moment, the Thorax
Compression Criterion, the Thorax Viscous Criterion, the Femur Force Criterion,
the Knee Translation, the Tibia Index and the Tibia Compression Force Criterion.
These criteria assess the severity of the crash on each part of the body depending on
accelerations, moments, deformations and forces applied to the dummies during the
event of the crash. Diﬀerent dummies are used to replicate diﬀerent morphologies.
Hybrid III 50% represents an average male adult being deﬁned as the 50th percentile
of the American population. Hybrid III 5% represents the 5th percentile. P3 and P1.5
represent respectively a 3 year old child and a 1.5 year old infant.
Lateral impact
Lateral impact is the second most important type of crash tests. For example,
Euro NCAP includes two lateral impact tests (see Figure 1.4). One where the vehicle
impacts a rigid pole at a speed of 29 km/h and a second one where the vehicle is
impacted by a Moving Deformable Barrier (MDB) at a speed of 50 km/h. The ﬁrst
case simulates the event of a car leaving the road and impacting a tree or a light
post. The second one simulates the event of a second car impacting the tested vehicle
from the side.
With a shorter space to absorb the energy of the impact, these tests involve the
passengers (here represented by adult ES-2 and children P1.5 and P3 dummies)
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more directly. However, with less kinetic energy to absorb than the frontal tests,
they are still manageable. Most regulatory or consumer test organisations include
one or both variations of these two tests.
Fig. 1.4  Euro NCAP pole impact (left) and side car impact (right) (Source: [22]).
Pedestrian tests
Unlike the two previous impact cases, the pedestrian tests assess the injuries
incurred to a pedestrian when impacted by the vehicle. Euro NCAP deﬁnes a series
of tests simulating a frontal impact between a car with a speed of 40 km/h and
a pedestrian (see Figure 1.5). They assess both the possible leg injuries caused by
the car's bumper or bonnet and the head trauma induced by the car's bonnet or
windscreen. As the kinematics of pedestrian impacts are really complicated and
quite hard to predict (see [24, 32]), these tests are performed on body components
(leg and head) instead of full dummies. Diﬀerent impact regions are tested in order
to cover most possible scenarios.
Fig. 1.5  Euro NCAP pedestrian impact tests (Source: [42]).
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1.1.3 New Challenges
Automotive crashworthiness design is a really dynamic design ﬁeld. The following
paragraphs discuss some of the newest and future challenges. They show that it is
essential to provide appropriate design methods, including appropriate optimisation
methods for car components or for the full car.
New tests and ratings
In an eﬀort to keep increasing the level of safety, the consumer and regula-
tory tests are permanently re-discussed and updated. These discussions are led by
diﬀerent organisations such as the European Enhanced Vehicle-safety Committee
(EEVC)2. Whether it is small modiﬁcations to already existing tests, changes in the
tests ratings to put more emphasis on a given test or even implementing a whole
new test, this is an ongoing challenge for every car company.
The small overlap test introduced by the Insurance Institute for Highway Safety
(IIHS) in 2012 is an example. This is a high speed frontal impact similar to the
ones described in the previous section. In this case, the vehicle travels at 64 km/h
and impacts a rigid barrier with a 25% oﬀset (see Figure 1.6). According to the ﬁrst
results published by IIHS [63], this new test is really demanding for the car struc-
ture and a lot of cars highly rated in other usual tests performed badly in this test.
With a smaller overlap than the 40% of the classic overlap test, the main energy
absorption parts of the car structure may or may not be activated which completely
changes the kinematics and therefore the outcome of the impact.
Fig. 1.6  Small overlap test conﬁguration (Source: [62]).
Another example of the evolution of tests can be found in the Euro NCAP ratings.
With most vehicles tested getting good results for adult occupant protection, Euro
NCAP is slowly putting more emphasis on child occupant and pedestrian protection
(see [41]). As a result, car companies, need to adapt and follow this trend for the
design of their future models.
2www.eevc.org
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New structural concepts
The evolution of car concepts is also a challenge with regards to crashworthiness
design. Most combustion engine cars use a similar architecture with a front engine.
This has strongly dictated car design for frontal impact. With newer concepts such
as electric cars, the engines can be smaller and be positioned in unusual places (for
example in the back, in the wheels). This is an opportunity to design the cars' front
ends in a completely diﬀerent way.
Nevertheless, electric cars and hybrid cars introduce a new problematic. They include
batteries which, in some cases, can be really large. For safety reasons, those batteries
need to be protected from impact which is clearly a design constraint. As a result,
Euro NCAP, for instance, has deﬁned speciﬁc measures to test and assess electric
vehicles (see [40]). The idea is to make sure that these vehicles do not present any
risk of electrical shock after a crash, both for the passengers and for the emergency
services.
Ultimately, car companies are trying to expand their platform strategy. In order to
reduce manufacturing cost, they develop a single vehicle platform which is meant
to be used by a number of diﬀerent vehicles. These vehicles vary in length, height,
weight and other characteristics. Still, they are based on a single platform, which
should guarantee the best crashworthiness for various vehicles. As an illustration,
Volkswagen Group recently developed its platform MQB3 for supermini cars (Volks-
wagen Polo) to large family cars (Volkswagen Passat) of the main brands of the group
(Volkswagen, Audi, Seat and Skoda). Similarly, PSA Peugeot-Citroën unveiled its
new mid-size platform EMP24 for small family cars (Peugeot 308) to small MPVs5
(Citroën C4 Picasso) of both PSA Peugeot-Citroën and General Motors brands.
New lightweighting strategies
In order to meet fuel consumption targets, car companies need to use every option
available. Reducing the mass of vehicles is one option, but it is directly conﬂicting
with crashworthiness performance. Energy absorbing structures are heavy and com-
panies need to ﬁnd appropriate methods to reduce the mass of their vehicles while
ensuring good crashworthiness performance.
Use of lighter materials such as Carbon Fibre Reinforced Plastics (CFRP) is beco-
ming increasingly popular. Nevertheless, the numerical modelling of this material
under high deformation is still a challenge. Other lightweighting strategies are also
currently used. They can involve a modiﬁcation of the manufacturing and joining
methods or optimisation of the structure. The use of optimisation tools to design
more eﬃcient components or even to optimise the whole car assembly is key to
3From German Modularer Querbaukasten, which can be translated by Modular Transversal
Toolkit
4Eﬃcient Modular Platform 2
5Multi-Purpose Vehicle
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achieve signiﬁcant mass reduction. Speciﬁc optimisation methods need to be used
for crashworthiness design (see Chapter 2).
Also, with the development of new vehicle concepts such as urban two-seater cars
(e.g. Renault Twizy), more vehicles are bound to fall in the category of heavy qua-
dricycles (category L7E, as deﬁned in [45]). These vehicles do not belong to the
same category as usual cars and therefore they do not legally have to satisfy any
crash tests. Still, with the development of this vehicle category, it is important that
the legislators and consumer tests programmes develop new tests, adapted to that
speciﬁc category of vehicles. This would ensure a minimum safety level for these
vehicles.
Shortened development cycle
A ﬁnal challenge is dictated by the competition between car companies. In order
to stay ahead of their competitors, car companies have drastically shortened the
development cycle of their new models. As a result, they need quicker and more
eﬃcient design methods, especially when it comes to crashworthiness design.
Diﬀerent design methods can be used in the diﬀerent phases of the vehicle deve-
lopment. In the concept phase or early design phase, exploratory design methods
are needed. In the product development phase, targeted design methods need to be
used in order to design either at the component level as for the full car. Later in
the product development, design methods need to enable a ﬁne tuning of the vehicle
speciﬁcations in order to validate the design before mass production.
1.2 Crash simulation method
As in most industrial applications, the complexity of the analysis and the prohi-
bitive cost of physical experiments have led automotive engineers to use numerical
simulation in their design process. This is true, amongst other things, for the simula-
tion of crash. It allows multiplying the designs tested and enables cars manufacturers
to build an optimisation strategy that would not be aﬀordable otherwise. Ideally,
the physical tests should only validate the numerical simulations.
With its ability to deal with large deformations, high strain rates, transient pro-
blems and contact, the explicit ﬁnite element method is ideally adapted for crash
simulation. The method is outlined in 1.2.1 and some of the related diﬃculties are
discussed in 1.2.2. Other simulation methods are also available. Some of the simpli-
ﬁed simulation methods used in early-phase design are introduced in 1.2.3.
10
1.2.1 Transient explicit simulation
Finite element discretisation and governing equations
Crashworthiness design involves large deformations of solid structures. Therefore,
it is appropriate to adopt non-linear transient methods for numerical simulation.
For more details on these methods and the diﬀerent formulations (Eulerian, total
Lagrangian and updated Lagrangian for instance), the reader can refer to [13] and
particularly Chapter 4 for Lagrangian meshes.
The structure is discretised using ﬁnite elements. Classic 3D solid elements (or brick
elements) are the most natural way to discretise a 3D model. Yet other types of
elements are available and can sometimes prove really useful to simplify a model
and therefore save computation time. 2D shell elements are commonly used to model
thin-walled structures. 1D beam elements can be used to model connections. In most
ﬁnite element models for crash simulation, a mix of the diﬀerent element types is
used.
Whichever element type is chosen, the mechanical behaviour of the model must
satisfy the following governing equations (here expressed for the Updated Lagrangian
formulation).
Conservation of mass:
ρ (X, t) J (X, t) = ρ0 (X) J0 (X) = ρ0 (X) (1.1)
Where X is the Lagrangian coordinates vector, t is the time discretisation, ρ is the
material density, J (X, t) is the Jacobian between the current state and the reference
state and 0 indicates the reference state.
Conservation of linear momentum:
∇ · σ + ρb = ρv˙ ≡ ρDv
Dt
(1.2)
Where σ is the Cauchy stress tensor, b the body forces and v the velocity.
Conservation of angular momentum:
σ = σT (1.3)
Where T indicates the transposition operator.
Conservation of energy:
ρw˙int = D : σ −∇ · q+ ρs (1.4)
Where wint is the internal energy per unit mass, D is the rate of deformation, q is
the heat ﬂux per unit area and ρs is the heat source per unit volume.
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Constitutive equation:
σ∇ = SσDt (D,σ, etc.) (1.5)
Where σ∇ is a Cauchy stress rate and SσDt a functional of the deformation history.
Material modelling
Material modelling is critical in crash simulation. As the structures undergo
large deformation, the perfectly elastic behaviour approximation is not valid. The
constitutive models must include both elastic and plastic behaviour. Also, with the
transient nature of crash, damage and fracture should be considered. Finally, the
dynamic nature of crash calls for strain-rate dependent constitutive models. For a
theoretical overview of the constitutive models used in crash simulation the reader
can refer to Chapter 5 of [13]. A more exhaustive list of material modelling possibi-
lities can be found in the commercial software manuals (e.g. [78, 81] for LS-DYNA).
With the diﬀerent materials used within the car's structure, diﬀerent constitutive
models with diﬀerent complexity level can be used in the same ﬁnite element model.
It should also be noted that in the context of topology optimisation, treated from
Chapter 3 of this thesis, material modelling is especially important. A lot of topology
optimisation methods rely on density methods with interpolations of the material
properties. In this case, elements with low density are assigned non-physical material
properties which can lead to unstable simulations.
Explicit integration scheme
In order to solve the transient problem, the mechanical problem is divided into
time steps. Going from a time step to the next one is done through an integration
scheme. The most common integration scheme for explicit methods is the central
diﬀerence method.
Let the end time of simulation be tE, the simulation is divided into nTS time steps
∆tn (for 1 ≤ n ≤ nTS). The time at time step n is tn and the displacement is dn
(displacement vector through the nodes of the model). The time increment to go
from time n to n+ 1 is deﬁned as ∆tn+1/2 = tn+1 − tn.
Using the central diﬀerence method, the velocity vn+1/2 can be expressed as:
vn+1/2 = vn−1/2 + ∆tnan. (1.6)
Where an is the acceleration vector after time step n. Combined with the equation
of motion at step n:
Man = fn = f ext (dn, tn)− f int (dn, tn) . (1.7)
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WhereM is the mass matrix of the model, f ext (dn, tn) are the external forces applied
to the model at time step n and f int (dn, tn) are the internal forces of the model at
time step n. Notice that in Equation (1.7), the damping is included in the internal
forces. The velocity update at step n is given by:
vn+1/2 = vn−1/2 + ∆tnM−1fn. (1.8)
The actual implementation of the method is a bit more complex with successive
update of the forces, accelerations, velocities and displacements, but still easy to
implement. For details, the reader can refer to Chapter 6 of [13].
Nevertheless, the method is only conditionally stable as it does not solve directly
the system of diﬀerential equations. To ensure stability, the time step should not
exceed a critical value ∆tcrit. This critical value is given by the Courant condition
(see [30]) as:
∆tcrit = min
e∈Ω
le
ce
. (1.9)
Where le is the characteristic length of element e, ce the current wavespeed in element
e and Ω the whole ﬁnite element model. Depending on the element type, le and ce
have diﬀerent expressions. For shell elements (plane stress), ce is deﬁned as
ce =
√
E
ρ (1− ν2) . (1.10)
where ρ is the material density, ν the Poisson's ratio and E the Young modulus.
Notice that the deﬁnition of ce given in Equation (1.10) is based on elastic properties
of the material. For elastic-plastic materials, the elastic wavespeed is also used. In
this case, the stability of the model should be checked after the simulation is run.
An easy (but non suﬃcient) way to check the stability of a model is to verify that
the total energy is conserved throughout the simulation.
Contact
Another important feature for crash simulation is the contact algorithm. Indeed,
with the large deformations occurring during the crash, diﬀerent parts of the struc-
ture come into contact with each other. Therefore, it is important to model this
phenomenon.
There is a number of ways to model contact (see for instance [126]), nevertheless,
for crash applications, the most popular method is the so-called "penalty method".
In this method, contact is sought between ﬁnite element nodes and surfaces. When
detected, the algorithm virtually places interface springs between the surface and
the penetrating nodes. This virtual spring generates a force inversely proportional
to the distance between the node and the surface, or penalty force. This allows to
13
avoid penetration of the node through the surface. The important characteristics of
this method are ﬁrst the contact search algorithm and secondly the penalty force
deﬁnition.
Once again, contact deﬁnitions are crucial for topology optimisation. With variations
of the topology during the optimisation process, new contacts can become possible
between the diﬀerent parts of the model. This should be considered either by the
optimisation algorithm or by the initial contact deﬁnition.
1.2.2 Diﬃculties of numerical crash simulation
One of the characteristics of crash simulation is the size of the ﬁnite elements
models used. Due to high deformation levels and contact research algorithms, the
models used for crash need to have small elements to achieve a good accuracy. 5 mm
size for shell elements can be given as a typical example. In this case, complete mo-
dels have usually one or two million elements. With the computation time directly
depending on the number of elements, this is something to take into consideration
when generating the ﬁnite element mesh. Also, because the explicit integration time
step depends on the smallest element in the model (see Equation (1.9)), hybrid
meshes with coarser mesh in areas of low stresses have little interest in terms of
reducing the computation time.
A practical method to deal with the size of these models and to reduce computation
time is to use parallel computing. In this case, the model is decomposed into sub-
models and a diﬀerent CPU solves the problem separately for each sub-model. To
ensure continuity, there needs to be communication between the boundary nodes of
the diﬀerent sub-models. Theoretically, this method allows to divide the computa-
tion time by the number of CPU available. However, with a high number of CPU,
communication between the CPU becomes critical and the scaling of computation
time becomes less favourable.
Another speciﬁcity of those models is the complex mix of diﬀerent materials and
joining elements in a car assembly. As a result, the ﬁnite element model contains
several ﬁnite elements types and a high number of diﬀerent material models. Shell
elements are mainly used to model metal sheets or plastic parts of the car body. Vo-
lume elements can be used to model stiﬀ parts such as the engine or on the opposite
to model soft parts such as seat foams. They can also be used to model adhesives
or spot welds. Eventually, 1D elements such as rigid or elastic beams, possibly with
damping behaviour can be used to model dampers or simpliﬁed subsystems such as
doors. Given the amount of diﬀerent element types and material behaviours it is
really easy to get confused and mix everything up in a complete model.
As just mentioned, there are always several methods to model a given part/element
in the crash simulation model. Then, the diﬃculty is to ponder between physical
accuracy and computational eﬀort of the modelling chosen. For instance, spot welds
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can be modelled with a rigid element between two nodes, which has a really low
level of physical accuracy but a low computational eﬀort. Another way to model
them is to use volume elements including plastic deformation and failure criterion.
That second option has a much better physical accuracy but represents a higher
computational eﬀort.
Generally, the choice of material models is a really problematic point, especially for
plastic behaviour. For metals for instance, depending on the data available, one can
choose between general plasticity models such as the Johnson-Cook law (see [66]),
piecewise linear approximations or complex strain-rate dependent tables based on
experimental data. With composite materials being increasingly popular in automo-
tive applications, that question of material modelling gets even more crucial.
Another speciﬁcity of crash simulation is that the high strains appearing during the
crash can lead to a decrease of the time step. Indeed, the deformations can change
the characteristic length of the elements and therefore change the critical time step
(see Equation (1.9)). Therefore, a time step control is usually needed in order to
keep the time step constant and allow for faster computation time. The time step
is given by the most critical element of the model and depends on its characteristic
length, Young's modulus and density (see Equation (1.10)). When an element sees
its characteristic length decreased, a convenient way to control the time step of the
model is to artiﬁcially increase the density of this element. Yet, using this method
adds mass to the whole model, therefore the user must make sure that the inertia
eﬀects of the added mass do not noticeably modify the results of the simulation.
As mentioned previously, contact is a big issue for crash simulation. In some cases,
contact algorithms may account for half or more of the computation time. Once
the contact algorithm is chosen, one must deﬁne the areas where contact should be
checked. An easy way to do it is to check all the nodes of the model against all the
surfaces. However, this is expensive and ineﬃcient as some parts of the model will
never come into contact with others. Contact groups can be deﬁned to check contact
only between relevant parts. This allows to save a lot of computation time, but it is
more tedious and should be done carefully as sometimes some unexpected contacts
arise.
1.2.3 Alternative simulation methods
As discussed in the previous section, crash simulation through transient explicit
methods is both computationally expensive and time consuming to set-up. As a
result, alternative methods to simulate crash were and are still developed. Three of
the most signiﬁcant ones are presented here.
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Lumped masses
The lumped masses method, as for example proposed by Kamal et al. [67], is one
of the ﬁrst approaches for crashworthiness. It was developed to simulate the response
of a vehicle for frontal impact. To do so, the structure is approximated by a 1D
system of lumped masses and springs. Within this assumption, it is relatively easy to
derive the behaviour of the structure for crash. However, it is quite diﬃcult to deﬁne
the system of lumped masses and springs in the ﬁrst place. The spring parameters
are normally derived from physical experiments. As a result, it is challenging to
use the method to create a completely new vehicle. The position and succession
of springs and masses are diﬃcult to deﬁne and suppose a lot of experience and
tuning to achieve a good correlation between experiment and simulation. Finally,
when modiﬁcations are done to the lumped masses model to improve the crash
behaviour, the corresponding physical modiﬁcations to do on the real model are not
straightforward.
The lumped masses method has been used in diﬀerent early phase design applications
(e.g. [84]). Its limitations are one of the reasons for the development of the following
methods (see [85]).
Plastic hinge approach and multi body modelling
The plastic hinge approach was ﬁrst introduced by Nikravesh et al. [92] to re-
present the structural dynamics of road vehicles in crash situations. It is a simpliﬁed
modelling of the crash (in comparison with explicit ﬁnite element analysis). The idea
of the method is to focus on the local absorption of energy and global deformation.
The real geometry of the vehicle is replaced by simpliﬁed structural bodies linked
with kinematic joints. These joints allow to describe the kinematics of the deforma-
tion. A generalised non-linear spring element, able to represent elastic-plastic loading
and elastic unloading, is used to represent the deformation and energy absorption
of the structural bodies. In a sense, it can be seen as an extension of the lumped
masses method.
Multi body modelling uses this method in 3D dimensions coupled with ﬂexible bo-
dies to account for contact issues. It is for instance implemented in the commercial
software MADYMO [115]. This approach is popular for early phase design and has
been applied for the optimisation of larger problems [7].
Super-Folding Element
The Super-Folding Element was developed after the work of Alexander [5]. Using
experimental observations to deﬁne the kinematically admissible deformation ﬁeld,
he derived analytical functions for the progressive collapse of axially compressed
cylindrical tubes. Based on this work, Abramowicz developed the Super Folding
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Element Method (see [3]) to assess the design of thin-walled components for axial
crash load cases. Using this method, the crushing characteristics of virtually any
cross-section can be derived. However, the method only gives a mean crushing force
value which overlooks the question of initial peak force. Also, with this mean value,
it is hard to get a precise idea of the kinematics of an assembly of parts or even a
full vehicle model. The method has later been extended to cover other load cases
than axial loadings [114]. It is implemented in the commercial software Visual Crash
Studio [60].
Using this method, Halgrin et al. [55] developed a hybrid approach. They couple
an explicit ﬁnite element model with a Super-Folding Element model. This allows
for detailed simulation (through the explicit ﬁnite element model) in some areas
of interest and quicker computation (through the Super-Folding Element model) in
other areas.
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Chapter 2
Structural Optimisation applied to
Crashworthiness Design
This thesis presents a method for topology optimisation in crashworthiness de-
sign. Before presenting the method (Chapter 4) or even talking about topology
optimisation for crashworthiness (Chapter 3), it is important to deﬁne Structural
Optimisation and to clarify it in the context of crashworthiness design.
Structural Optimisation is a really wide topic and quite often, a lot of optimisation
methods are available to solve the same problem. It is important to have a good
understanding of the design problem and its speciﬁc diﬃculties on the ﬁrst hand and
of the diﬀerent optimisation methods with their capabilities and eﬃciency on the
second hand. A given method can perform admirably for some design problems and
fail to reach any satisfying solution for other problems. On that matter, an insightful
discussion has been initiated by Prof. O. Sigmund in [111]. In this paper he criti-
cised the use of non-gradient based optimisation methods in topology optimisation
and proposed speciﬁc criteria for cases in which such methods should be used. This
triggered discussions in one of the main scientiﬁc journal on structural optimisation
and led to recommendations for new editorial guidelines to make sure only relevant
methods for a given design problem would be used (see [105]).
As discussed in Chapter 1, crashworthiness simulation is really complex and compu-
tationally expensive. As a result, adapted optimisation methods should be used. In
this chapter, the concept of Structural Optimisation and the terminology used in the
following chapters is introduced (Section 2.1). Then a classiﬁcation of optimisation
methods is proposed (Section 2.2). Finally, the main optimisation methods used in
crashworthiness design are presented (Section 2.3).
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2.1 Structural optimisation
2.1.1 The optimisation problem
The classical constrained single objective optimisation problem can be formula-
ted as: 
min f (x)
for gi (x) ≤ 0 1 ≤ i ≤ m
and xminj ≤ xj ≤ xmaxj 1 ≤ j ≤ n
(2.1)
Where f is the objective function, x the design variables vector, gi are the constraint
functions, xminj and x
max
j are the boundaries for the j
th design variable. The union
X of all the intervals
[
xminj , x
max
j
]
is called the design space.
Notice that maximising the function f is the same as minimising −f , which makes
Equation (2.1) a general formulation of the optimisation problem. From here on,
only the minimisation of the objective function will be discussed.
The designs x that eﬀectively satisfy the set of constraints are called feasible so-
lutions. A feasible solution that minimises the objective function is called optimal
solution.
A local minimum xloc (as opposed to global minimum xopt) is deﬁned as a point for
which there exists a neighbourhood V loc of xloc fulﬁlling the condition:
∀x ∈ V loc, f (x) > f (xloc).
Generally, it is relatively easy to ﬁnd a local minimum of the function. To assess
that a particular solution is the global minimum, it is necessary to refer to additional
knowledge of the problem (for instance the convexity of the objective function).
In [123], the authors discuss the diﬀerent characteristics of objective functions and
the relative diﬃculties to optimise each of them. A convex function represents the
ideal case for optimisation as there is a guaranteed minimum and it is easy to ﬁnd
using gradient information. A function presenting multiple local minimum is called
multimodal. With these functions, using only gradient information it is possible to
get stuck in a local minimum. Taking into account the diﬀerent constraints, the
optimisation task gets even more complicated.
In practical optimisation cases, there is no global information on the objective func-
tion. The optimisation is made using only evaluations of the objective and constraint
functions in diﬀerent design points.
In the case of optimisation for crashworthiness of a vehicle structure, with the hun-
dreds of parts of the structure, the optimisation task can quickly become overly
complicated. In theory, multidisciplinary optimisation should be used to take into
account other domains such as dynamic, Noise Vibration and Harshness (NVH), etc.
This thesis deals only with crashworthiness design. With all the diﬀerent test cases
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involved (see Section 1.1.2) this is a multi load case optimisation problem.
To simplify the task, engineers can optimise components of the car separately. They
can for instance choose to optimise the most inﬂuencing parts for each particular
test case (e.g. crash boxes and front-rails for a frontal crash). But when a part is
very inﬂuential for several test cases, multi load case optimisation can be perfor-
med. In this case, the problem must be solved using a multi-objective optimisation
algorithm, and requires complex optimisation loops. Notice that a single load case
problem can also be a multi-objective problem when diﬀerent outputs need to be
optimised simultaneously. The applications presented in this thesis focus on single
objective optimisation test cases.
2.1.2 Diﬀerent ﬁelds of structural optimisation
Structural optimisation aims at designing the best structure for a given objective
and constraints. For instance, a structural optimisation problem could be formulated
as "What is the best front-rail design for a given vehicle, given speciﬁc weight and
reaction force constraints, to maximise the speciﬁc energy absorbed in a frontal crash
test ?".
Generally, Structural Optimisation is divided into three main categories (see Figure
2.1) depending on the type of design variables involved (and therefore the type of
algorithms used to solve it).
Fig. 2.1  Illustrations of sizing optimisation (top), shape optimisation (middle)
and topology optimisation (bottom) (Source: [16]).
Sizing optimisation deals only with design variables such as part's thickness (see
Figure 2.2). This type of problems is easy to implement as the ﬁnite element model
does not need to be modiﬁed, only the thickness values should be updated. They
can usually be solved with standard optimisation algorithms (see Section 2.3).
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Shape optimisation focuses on the geometry of the parts, mostly with a ﬁxed
layout (see Figure 2.3). The dependencies between the design variables and the
output responses are much more complex than for sizing optimisation. Indeed,
while increasing the thickness of a panel can often lead to an increase in energy
absorption, it is usually more diﬃcult to guess the eﬀect of a shape change for the
structure behaviour. Still, those problems can be solved using usual optimisation
algorithms (see Section 2.3).
Topology optimisation is the ﬁeld of structural optimisation which assesses
how a given design space should be ﬁlled in order to optimise the objective function
(see Figure 2.4).
Therefore, topology optimisation means not only to optimise the geometry of
an element but also to assess its topological class (i.e. the geometrical layout).
Compared to sizing optimisation and shape optimisation, it involves diﬀerent and
usually many more design variables. Alternative algorithms are needed to solve this
type of optimisation problems (see Chapter 3 for crashworthiness design).
Fig. 2.2  Example of sizing optimisation parameters for an automotive roof crush
application (Source: [95]).
A more detailed discussion of the diﬀerent types of structural optimisation is given
in [76]. It focuses on the application to vehicle structure design.
In this paper, the deﬁnition of Topology optimisation is limited to the special case
where design variables are the densities of each ﬁnite element in the model. This
supposes that the ﬁnite element model contains only volumic ﬁnite elements. By
varying this density from 0 to 1, the best topology of the structure can be derived.
Topometry optimisation is deﬁned for cases where the design variables are a special
property of each ﬁnite element in the model [75] (e.g. thickness for shell elements).
Shape optimisation is limited to the cases where the shape modiﬁcations allowed are
deﬁned directly by the user with shape parameters.
Topography optimisation is deﬁned as a special case of Shape optimisation where
the shape modiﬁcations are introduced by the optimisation algorithm without initial
input from the user [74].
21
Case B 
a 
b 
a 
a 
Case A 
t 
All dimensions in mm 
2 parameters 3 parameters 
3 parameters 
t 
Case C 
a v 
t 
Case D 
a v 
b 
u 
5 parameters 
t 
Fig. 2.3  Example of shape optimisation parameterisations for an energy absorption
beam's cross-section (Source: [59]).
Fig. 2.4  Example of a topology optimisation domain (left) and optimisation result
(right) for a simple static 2D problem (ﬁgures realised using the topology optimisation
application TopOpt [1]).
Freeform optimisation is deﬁned as another special case of Shape optimisation where
every node of the ﬁnite element model is a design variable and can move in every
direction [101].
Within this thesis, the more general deﬁnition of topology optimisation (i.e. solving
the problem of how to ﬁll a given design space to optimise the objective function)
is used.
2.2 Classiﬁcation of optimisation methods
Classiﬁcation of optimisation methods is not straightforward. The taxonomy used
to group diﬀerent methods is sometimes confusing or restrictive. In [111], the dis-
tinction is made between gradient based and non-gradient based (or derivative-free)
optimisation methods. Although convenient, this classiﬁcation can be judged ma-
nichean as some optimisation methods use hybrid approaches to couple advantages
of each of these type of method. Also, this taxonomy fails to describe the diversity
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of derivative-free optimisation methods. In [105], local and global optimisation al-
gorithms are opposed. Global optimisation algorithms being deﬁned as algorithms
avoiding to get trapped in local optimum. Again, this classiﬁcation is unsatisfying
as a lot of algorithms can be used for both local and global optimisation. Other po-
pular classiﬁcations oppose for instance individual and population-based methods
or heuristic and non heuristic methods. A heuristic method being deﬁned as a solu-
tion search method with some level of learning process. A heuristic method should
provide a quick satisfying solution but does not guarantee its optimality.
Here, an alternative classiﬁcation is proposed based on the type of structural infor-
mation used by the optimisation method. The ﬁrst category gathers optimisation
methods using element-based or node-based structural information to go from one
iteration to the other. This would gather any optimisation computing the sensiti-
vities of the objective or constraint functions to the nodes' or elements' variations.
This includes for instance gradient-based optimisation method for freeform optimi-
sation (see Section 2.1.2), where every node of the ﬁnite element model is a design
variable and the sensitivities or the response functions would be computed for every
design variable. Similarly this could include methods for topometry optimisation or
topography optimisation.
The second category does not use element-based or node-based information, only
the objective and constraint functions are used to go from an iteration to the other.
This would include for instance Evolutionary Algorithms (see Section 2.3.2) or Res-
ponse Surface Methods (see Section 2.3.4) but also, gradient based methods if the
number of design variables is limited and the gradient information of the objective
and constraint functions is found through ﬁnite diﬀerences.
Hence, the main diﬀerence between these two categories is the level of understanding
of the physical phenomenon which is put into the optimisation algorithm. In the ﬁrst
category, the algorithm has a good understanding of the inﬂuence of each element
in the model on the physical phenomenon while in the second category, the physical
phenomenon is more of a black box. Naturally, the ﬁrst category of algorithms is
more diﬃcult to implement and usually requires more evaluations of the objective
function than the second one. Therefore, for crashworthiness design applications,
the second category of optimisation algorithm is more popular.
2.3 Main optimisation methods for crash
As crash simulations are computationally expensive and highly non-linear, me-
thods using element-based structural information (see Section 2.2) are hard to apply.
Even for methods based only on objective and constraint functions, it is hard to com-
pute gradient information. This can technically be done through ﬁnite diﬀerences
but the amount of crash computations needed makes it unrealistic as soon as several
23
design variables are considered.
Therefore, derivative-free methods based on objective and constraint functions are
more popular when it comes to crashworthiness design. These methods do not ge-
nerally guarantee the optimality of the solution they provide. However, they allow
to improve the objective function with a limited number of function evaluations,
which is already satisfying in crashworthiness design. The following sections intro-
duce some of the most popular optimisation methods for crashworthiness design,
from the simple stochastic methods to the more sophisticated meta-modelling.
2.3.1 Stochastic methods
Purely stochastic methods represent the simplest level of optimisation methods.
They consist in scanning the design space with randomly generated designs in order
to improve the objective function. While the Monte-Carlo method generates the de-
signs completely randomly, the Latin Hypercube Sampling (LHS) starts by dividing
the design space into equally distributed intervals (or sub-spaces) and then generates
designs randomly into each sub-spaces. As a result, LHS method usually needs less
samples than the Monte-Carlo method to scan the design space (see [46]).
These methods can be interesting to roughly scan a design space but remain ineﬃ-
cient to perform optimisation due to the high number of computations needed.
2.3.2 Evolutionary Algorithms
Evolutionary Algorithms are one of the most popular optimisation methods for
crashworthiness design. They have been used for instance in [35, 56]. For a history
and overview of the variety of speciﬁc algorithms, the reader can refer to [12] or
[113].
Evolutionary Algorithms are inspired by evolution mechanisms of natural species.
The principle is to generate a population of elements amongst which the "strongest"
are going to be selected, and used to create the next generation of elements. For an
unconstrained problem, a design will be judged stronger than another one if its
objective value is lower than the other design (minimisation case).
The mechanisms to select designs of a given generation (or parents) and create new
designs for the next generation (or oﬀsprings) are particular to each algorithm, and
may be completely diﬀerent from one to another. To simplify, two main types of
mechanisms can be outlined (see Figure 2.5): (1) mutation mechanism (variation
around a single parent design), and (2) re-combination mechanism (also known as
"Genetic Mechanism") which combines two (or more) diﬀerent parents to generate
an oﬀspring. A combination of both mechanisms is often used to get a practical
solution. In the ﬁgure, the behaviour of each mechanism type to go from a ﬁrst
generation G1 to a second and third generation G2 and G3 is illustrated.
24
One big advantage of these methods is their relative independence with the number
of variables and the complexity of the objective function. Though, they require a
very large number of evaluations before the optimisation can be deemed satisfactory,
and have a tendency to ﬁnd local extremum only.
Fig. 2.5  Mutation (left) versus re-combination (right) mechanisms (Source: [38]).
2.3.3 Meta-heuristic methods and other nature-inspired al-
gorithms
Meta-heuristic methods gather optimisation methods which successively try to
improve the design based on the knowledge already gained by the algorithm. A lot
of them are nature-inspired algorithms such as the methods presented in [26].
The ﬁrst category of meta-heuristic methods is population based. The design popula-
tion will evolve through a parallel search depending on the performance of previous
populations ; in the same manner as the Evolutionary Algorithms. Amongst these,
Particle Swarm Optimisation ([69]), Ant Colony method ([33]), Bee Colony Method
([117]), Hunting Search ([93]) and Bacterial Foraging ([20]) can be mentioned.
The other category of meta-heuristic methods or trajectory methods explores the
design through a single evaluation of the objective and constraint functions at each
iteration. The mechanisms to evolve from an iteration to the next one are then pretty
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diverse. Simulated Annealing ([71]), Tabu Search ([52]), Harmony Search ([51]) and
Hybrid Cellular Automata ([118]) can be mentioned. This last method is, unlike
the other methods, an element-based optimisation method and will be detailed in
Section 3.5.
2.3.4 Methods using meta-models
Optimisation methods using meta-models rely on building a simpliﬁed version
of the objective and constraint functions on which a given optimisation method will
be applied. This method is largely discussed in reference books such as [89, 47].
Usually, the meta-model is an analytical expression (named Response Surface, see
for instance Figure 2.6 where a quadratic response surface based on two parameters
is illustrated) approximating the objective and constraint functions based on a ﬁnite
number of evaluations of these functions.
Fig. 2.6  Example of Response Surface: Speciﬁc Energy (-SE, 1e4 J/kg) function
of shape parameter a (mm) and thickness parameter t (1e1 µm) (generated from an
optimisation problem presented in [36], see also case A on Figure 2.3). The response
surface is generated using the support points (black dots). Because of the complexity
of the response, the ﬁt between the response surface and the support points is not
perfect.
Practically, the optimiser deﬁnes a set of design points for which the crash analysis
will be performed and the objective and constraint functions extracted. This set can
be generated with stochastic methods (Monte Carlo, Latin Hypercube) or through
deterministic space ﬁlling methods (linear, D-optimal, quadratic...).
Depending on the number of design variables, and on the computational resources
available, the Response Surface can be built after a linear, quadratic, or higher
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order polynomial. Other methods such as Radial Basis Functions (RBF, see [21],
often related to the Neural Networks), Kriging (developed after [73]) or Support
Vector Regression (SVR, see [34]) can also be used to generate the Response
Surface. The number of crash analysis necessary to build the Response Surface is a
direct consequence of this choice.
Once the Response Surface has been built, a classical optimisation method (for
example gradient-based methods or Evolutionary Algorithms coupled with gradient
information) is used to ﬁnd the optimum for the meta-model of the function. A
crash analysis should be done then to check that the objective and constraint values
of the optimum found on the Response Surface are accurate.
For crashworthiness design, as the objective and constraint functions are normally
highly nonlinear, the Response Surface can be inaccurate. In this case, iterative
Response Surface methods can be used. These methods generate successive
Response Surfaces, gradually reducing the design space to focus on the area of
interest and improve the quality of the Response Surface around the optimum.
Such methods have been used in a number of crashworthiness applications such as
[59, 104, 83].
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Chapter 3
Topology Optimisation for
Crashworthiness Design
While Chapter 2 introduced optimisation in the context of crashworthiness de-
sign, this chapter explores the more speciﬁc area of topology optimisation for crash-
worthiness design. Here, the more general deﬁnition of topology optimisation is taken
(i.e. deriving the best structural topology within a given design space).
Structural optimisation for crashworthiness design has already been well docu-
mented, but most applications only deal with size optimisation (see for instance
[104, 35, 56]). Applications to shape optimisation also start to emerge with for
instance works such as [11, 128, 83, 103, 59]. However, topology optimisation ap-
plications remain really limited even though their potential to improve structural
designs is much bigger.
Topology optimisation is well established for static mechanics or even electromecha-
nical problems. It has been extensively documented in a reference book by Bendsøe
and Sigmund [16] and is still today the main topic of publications in the scientiﬁc
journal Structural and Multidisciplinary Optimization1. Classic topology optimisa-
tion methods such as Solid Isotropic Material with Penalisation (SIMP) [14] rely
on node-based sensitivities to perform the optimisation (see Section 2.2) and the
number of design variables is equal to the number of ﬁnite elements in the initial
model. This is not adapted to crashworthiness design with explicit ﬁnite element
simulation as computing sensitivities throughout the model would require an unrea-
listic amount of computations which are already expensive on their own. Alternative
methods have been developed based on two principles. Firstly, the explicit ﬁnite ele-
ment simulation can be replaced by a less expensive simulation method (see Section
1.2.3). Secondly, the classic topology optimisation method can be replaced by an
alternative optimisation method usually reducing the number of design variables or
a method which does not guarantee the optimality of its result.
In this chapter, the main methods used so far for topology optimisation in crash-
1www.springer.com/materials/mechanics/journal/158
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worthiness design are presented in Sections 3.1 to 3.5. The advantages and drawbacks
of each method are discussed in Section 3.6 and the need for an alternative method
is demonstrated at the end of this chapter.
3.1 Equivalent Static Loads (ESL) based methods
The ESL methods are based on the fact that, under certain conditions, a fully
dynamic non-linear crash simulation can be replaced by a series of consecutive li-
near simulations using static loads with the same deformation eﬀects as the dynamic
load. Those static loads are referred to as the Equivalent Static Loads. With a rele-
vant discretisation of the transient phenomenon, the computation time of the ESL
simulation can be much lower than the explicit simulation as only linear simulations
need to be ran during the optimisation process.
In any case, the method needs an initial explicit simulation to gauge the static load
cases, which is why it is not mentioned in Section 1.2.3 as an alternative simulation
method to the explicit simulation. Nevertheless, it can be used within an optimisa-
tion process to accelerate the evaluation of design variables changes. The method
has been applied for size (see [95]) and shape optimisation (see [122]), but this sec-
tion focuses on the application to topology optimisation.
Two diﬀerent forms of ESL methods should be distinguished, as described in Section
3.1.1 and Section 3.1.2.
3.1.1 ESL and global static loads
As mentioned previously, this method uses linear simulations to compute the
responses to equivalent static loads ; the optimisation is then performed with res-
pect to these linear load cases. This section focuses on global ESL representing the
interactions between the vehicle or component to optimise and the external elements
involved in the crash.
Volz [122, 37] presented a version of the method where the loads are deﬁned using
crash kinematics considerations. The optimisation of the rear part of a vehicle under
high velocity rear crash conditions is given as an example. First the ratios of energy
which should be absorbed by the diﬀerent areas of the design domain are deﬁned.
This is done taking into consideration other load cases such as low velocity impacts.
Combining these diﬀerent energy absorption targets and geometric considerations,
force levels are derived with their time dependency. From these force levels, the ESL
are deﬁned and the multi load case static linear topology optimisation can be per-
formed using classic methods.
Christensen presented a diﬀerent approach of the ESL in [28]. In this case, a single
static load is applied to represent the crash load. This can be seen as an extreme
ESL where only one time step is taken. The static topology optimisation problem is
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then solved using the SIMP method [14]. In this method, the behaviour of each ﬁnite
element is interpolated from the initial material. The interpolation is based on the
current density of the element and a penalisation factor p. This penalisation method
drives the solution to 0-1 values for the density of each element and allows therefore
to deﬁne regions of material or no material within the initial design domain.
The work presented by Cavazzuti et al. [25] should also be mentioned. In this paper,
they performed a topology optimisation of a full vehicle structure (see Figure 3.1)
under diﬀerent load cases. A crash load case was included where the dynamic expli-
cit simulation was replaced by a single static load case applied to the wheel centres,
the engine, the gearbox and seat joints. Again, the transient nature of the crash is
not represented here.
Fig. 3.1  Topology optimisation domain (left) and result (right) for a full vehicle
structure using a global equivalent static load (Source: [25]).
3.1.2 Nodal based Equivalent Static Loads
This method was introduced by Kang et al. [68] and Choi et al. [27] and further
developed by Park et al. [110, 95, 127]. It is also implemented in the commercial
softwares GENESIS [120] or OptiStruct [6]. Compared to the previous method, the
Equivalent Static Loads are now deﬁned at the ﬁnite element level, i.e. artiﬁcial
forces are applied to each node of the model. This allows for a ﬁner control of the
model deformations but the eﬀort to extract the loads is higher.
Formally, the Equivalent Static Loads are derived as follows. Taking into account
the design variable x dependency, Equation (1.7) can be re-formulated as:
M (x, tn) d¨n +KnNL (x, d
n, tn)dn = f ext (dn, tn) . (3.1)
Where KnNL is the non-linear stiﬀness matrix of the model at time step n. Or even:
M (x, tn) d¨n +Cn (x, dn, tn) d˙n +KnNL (x, d
n, tn)dn = f ext (dn, tn) . (3.2)
Where Cn is the damping matrix of the model at time step n.
The Equivalent Static Load at time step n, fneq, is then deﬁned as the load verifying:
fneq = KL (x)d
n. (3.3)
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Where KL is the linear stiﬀness matrix of the model.
Using a set of Equivalent Static Loads for each desired time step, the topology
optimisation problem can be solved as a multi load case linear static topology opti-
misation problem.
An overview of the applications of these methods is given in [96], including both size
and topology optimisation problems. Other applications were presented by Gam-
bling [50] to optimise the topology of a bumper impacted by a pole, or by Erhart
[39] to optimise the cross-section of a rocker in the event of pole impact.
3.2 Ground Structure approach (GSA)
The Ground Structure Approach consists in ﬁlling the design space with elemen-
tary macro-elements with a simpliﬁed crash behaviour and using diﬀerent methods
to remove and/or modify these macro-elements to reach an optimum design. In 1999,
Soto and Diaz [112] proposed to use a lattice of truss elements to ﬁll the initial de-
sign space. These elements are given a non-linear strain-displacement behaviour and
a strength parameter. By modifying this strength parameter, one will be able to op-
timise the structure. In 2002, Pedersen [98] proposed a ground structure approach
composed of rectangular 2D beam elements with plastic hinges. Those elements can
undergo large rotations and their main design variable is their cross-section dimen-
sion. A simpliﬁed application example by Pedersen is illustrated in Figure 3.2.
Fig. 3.2  Ground Structure approach application, load case and design space (top),
ground structure (bottom left) and optimised structure (bottom right) (Source: [99]).
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The method was further expanded by Fredricson [49]. He introduced a Ground
Structure made of beams and joints although in this case, only static load cases
were studied. A ﬁrst application example was the classic topology optimisation of
a rectangular plate clamped on one side and loaded vertically at a corner of the
opposite side. A second one was the optimisation of a full vehicle structure for three
diﬀerent load cases, one bending case and two twisting cases.
3.3 Graph and heuristic based method
The Graph and heuristic based method is an approach developed by Schumacher
et al.. It was ﬁrst introduced in [107] and is extensively detailed in [94]. Somehow,
it can be seen as an extension of the earlier Bubble Method also developed by
Schumacher et al. (see [106]).
Fig. 3.3  Graph representation of a longitudinal structural component (Source:
[94]).
This method is based on an abstract graph representation of the structure, usually
for 2D design spaces (such as the cross-section of longitudinal elements). Figure 3.3
illustrates this representation of structural components with an abstract graph. The
topology optimisation method is divided into two processes. An outer one where
the topology level of the cross-section is iterated and an inner one where a shape
optimisation is performed on the current topology level. The shape optimisation is
performed using algorithms based on global outputs (see Section 2.2) and explicit
ﬁnite element simulations of the crash. After each shape optimisation result, the
topology level of the structure is modiﬁed by adding or removing walls in the cross-
section. This modiﬁcation is made using heuristic rules described in [94]. These rules
evaluate the contribution of the diﬀerent walls of the cross-section and for instance
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delete the walls with low energy absorption or introduce new walls to support the
walls with fast deformation. Each rule is given a priority value depending on the
current conﬁguration and the rule with highest priority is applied to deﬁne the
new topology level. At the end of the shape optimisation process, if the design is
not improved when compared to the previous topology, another heuristic rule with
lower priority is applied on this previous topology. The optimisation stops when no
heuristic rule manages to improve the design.
3.4 Bi-directional Evolutionary Structural Optimi-
sation (BESO)
The Bi-directional Evolutionary Structural Optimisation (BESO) method is an
extension of the Evolutionary Structural Optimisation (ESO) method where both
addition and removal of material is allowed to derive the best topology. It was ini-
tially developed to solve static topology optimisation problems [102] but was later
adapted to crash applications by Huang et al. [58]. More recently, Aulig [10] presen-
ted another application of the BESO method for crash.
In this method, the structure is designed to maximise the energy absorption eﬃ-
ciency (i.e. the energy absorbed divided by the mass of the structure) while respec-
ting some force and displacement constraints. After each ﬁnite element simulation,
the elements of the model are assigned two sensitivity numbers. Those sensitivity
numbers should allow to optimise for two diﬀerent criteria, the energy absorbed per
unit volume e1 and the ratio of energy absorbed over the ideal energy absorption e2.
e1 is deﬁned as:
e1 =
W
V (3.4)
Where W is the external work and V the volume of the structure. e2 is deﬁned as:
e2 =
W
Wmax
(3.5)
Where Wmax = fmaxdmax is the ideal energy absorption and fmax, dmax are the force
and displacement constraints respectively. To ensure the respect of the displacement
constraint, the displacement of the impactor is gradually increased to the constraint
value and the equilibrium is checked at each step. The sensitivity numbers are either
derived from the ﬁnal displacement or from the whole displacement history. Depen-
ding on these sensitivity numbers, elements will be either added or removed from
the model. Also, the volume fraction of active elements in the model is adjusted in
order to respect the force constraint. This process is iterated until an optimum is
found.
An application example of the method is illustrated in Figure 3.4. This application
is detailed in [58]. A rectangular plate ﬁxed at both ends is impacted by a rigid
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object and should respect both a displacement and a force constraint. Here, the
displacement is gradually increased to the constraint value of 20 mm. The design is
optimised using the BESO method, using both criteria described previously.
Fig. 3.4  Application example of the BESO method. Design space and load case
(top) and best topology derived (bottom) (Source: [58]).
3.5 Hybrid Cellular Automata (HCA)
Cellular Automata (CA) were ﬁrst developed in the mid-20th century by Ulam
and Von Neumann [119, 91]. It is a computational technique used to model diﬀerent
physical phenomena where the domain is represented by a grid of cells, each cha-
racterised by a ﬁnite number of possible states and evolving depending on the state
of their neighbours. CA has been applied to structural optimization from the 1990s
with the works of Inou et al. [61] and then Gurdal et al. [2, 116] or Kita et al. [72].
Hybrid Cellular Automata (HCA) for topology optimisation was deﬁned by Tovar
et al. [118, 100]. It is inspired by the biological process of bone remodelling. Like
CA it uses a regular grid of cells, each characterised by a ﬁnite number of states.
Through update rules it derives a structure where only relevant cells are kept. HCA
diﬀers from CA because it uses not only local information (cell and neighbourhood),
but also global information (design space) within the update rules.
HCA has been adapted for the synthesis of topologies in crashworthiness design by
Patel [97] and then Mozumder [87, 88] at University of Notre Dame (USA). They
introduced explicit ﬁnite element simulation of the crash at each iteration of the
HCA algorithm. The whole process is illustrated in Figure 3.5 and the notations are
clariﬁed in Table 3.1.
As a starting point the 3D design space is ﬁlled with solid ﬁnite elements. Each
of the ﬁnite elements is a cell of the algorithm and is characterised by its material
density level (or thickness for shell elements). Each cell has an equivalent role in
the optimisation process. Mozumder also adapted the method for 2D design spaces
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and shell elements (see [87] and Figure 3.6). In this case the HCA method becomes
a topometry optimisation method as the shell elements are characterised by their
thickness.
Fig. 3.5  Hybrid Cellular Automata process for crashworthiness design (Source:
[97]).
variable deﬁnition
ρ(k) material density distribution, iteration k
ρ0 reference material density
x(k) design variables vector, iteration k
U
(
x(k)
)
IED distribution, iteration k
∆x design variable change
U∗ IED setpoint
Tab. 3.1  Hybrid Cellular Automata variables.
At each step of the algorithm, the current design is evaluated for crashworthiness
through explicit ﬁnite element computation. The driving output of the computation
is the Internal Energy Density (IED) of each cell (both elastic and plastic deforma-
tions). Each cell is supposed to meet a speciﬁed level of IED called Setpoint. Given
the diﬀerence between the Setpoint and the output of the simulation, an update rule
modiﬁes the material density of each cell for the next step. If the IED is lower than
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expected, the density of the cell is decreased, if it is higher than expected, the den-
sity is increased. Also, under a speciﬁed minimum density level, the cells are simply
erased from the ﬁnite element model. Therefore, the topology of the structure can be
continuously changed during the process. Notice that the deﬁnition of the minimum
density level is not straightforward. With a really low level, the model will contain
at some point elements with low density and therefore really low stiﬀness. These
elements can be unstable for crash simulations. However, if the minimum density
level is too high, the diﬀerence between the model behaviour with and without de-
leted cells can be too important. Theoretically, the update rule is meant to derive a
homogeneous level of IED throughout the cells. When this happens, the algorithm
stops, the structure is deﬁned.
(a) Design space and load case. (b) Best thickness distribution (mm) with constrained
thickness along length.
Fig. 3.6  Application example of HCA method for a 2D design space (Source: [87]).
Fig. 3.7  Application example of Hybrid Cellular Automata for crashworthiness
design of a longitudinal component under pole impact. Material density distribution
for best design (Source: [39]).
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The method has been implemented in the commercial software LS-TaSC [79] and an
application example using this software is given in [39] (see Figure 3.7). A slightly
modiﬁed version of the algorithm was also presented by Guo et al. [53] where the
IED criterion is enriched with a constraint based on the strain levels of the cells.
This modiﬁcation allows to control the maximum strain level in the structure.
3.6 Discussion of the available methods
The methods presented in Section 3.1 to 3.5 represent a state-of-the-art of to-
pology optimisation methods for crashworthiness design. Some alternative methods
were not presented as they were deemed less signiﬁcant or somehow similar to the
listed methods. The work presented by Forsberg [48], for instance, can be linked to
the HCA and BESO methods for its use of the Internal Energy Density to charac-
terise eﬃcient structures.
Discussions and comparisons of these available methods can already be found in
literature. However, given the nature of each method, it can be diﬃcult to com-
pare them directly as they do not necessarily oﬀer the same design objectives and
constraints capabilities. In [39], HCA and ESL are compared on two diﬀerent topo-
logy optimisation problems of vehicle components. In [29], global ESL and HCA are
compared on a full vehicle topology optimisation problem.
To simplify discussion, the topology optimisation methods are divided into two cate-
gories. On the ﬁrst hand, methods such as node-based ESL, BESO and HCA which
ﬁll the design space with solid elements and derive bulk topologies. On the other
hand, GSA and Graph and heuristic based method which derive thin wall structures
exploring only a subset of possible topologies.
As the ﬁrst type of methods derives bulky structures, they are probably better sui-
ted for design tasks where a high fraction of the initial design space should be ﬁlled
with material. To derive structures with a low fraction of the initial design space,
the discretisation should be really ﬁne which strongly penalises the computation
time. In [39], an example application of the HCA method is presented. The design
task is to optimise the topology of a longitudinal member for pole impact. As shown
in Figure 3.7, the discretisation used is very ﬁne. In this case, ca. one million ele-
ments are used to mesh a single car component. When compared to the usual ﬁnite
element models of complete vehicles around 2 million elements, it is clear that the
computation cost necessary here is not aﬀordable.
As discussed in [77] and [29] this ﬁrst type of methods usually involves some post-
processing after the topology optimisation to transform the bulk structure into a
thin-walled structure, more suitable for manufacturing. This process is not straight-
forward. Whether it is done manually or with automatic geometrical processing, the
interpreted structure can behave diﬀerently from the topology optimisation result.
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Further shape or size optimisation can be performed on the interpreted structure,
but this means more parameterisation and computation time.
The node-based ESL method presents an additional diﬃculty. Since the ESL are
node based, modiﬁcations of the ﬁnite element mesh are not possible during the
static optimisation process. As a result, elements with really low material density
cannot be deleted but can still have an important inﬂuence on the structure beha-
viour.
On the other hand, methods deriving thin-walled structures are limited by the fact
that they do not explore the full design space. In the GSA, the initial Ground Struc-
ture deﬁnes the subset of possible solutions for the optimisation process. Similarly,
the Graph and heuristic based method only explores a ﬁnite number of possible
topology classes. In both cases, a subspace of the design space is investigated.
A speciﬁc limitation of the Graph and heuristic based method is that, so far, it is
only able to deﬁne the topology of cross-sections, in other words, it can only solve
problems with a 2D design space (the structures investigated can be 3D though).
Also, the deﬁnition of the heuristics to modify the topology (see [94]), is strongly
biased towards lateral impacts. Applying the method to other load cases would pro-
bably involve deﬁning diﬀerent heuristics. Eventually, the two examples presented
in [94] both needed several thousands explicit simulations which is too much for
industrial applications.
As topology optimisation applied to crashworthiness is still in its early stage, it
would be premature to completely dismiss a given method. As suggested in [37],
diﬀerent methods may be necessary for the diﬀerent ﬁelds of topology optimisation.
Yet, it is clear that another method can be developed to try and get past some of the
shortcomings described here. Chapter 4 introduces an alternative method for topo-
logy optimisation in crashworthiness which tries to use the beneﬁts of the diﬀerent
methods presented in Chapter 3.
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Chapter 4
Hybrid Cellular Automata for
Thin-walled Structures
In Chapter 3 the interest of developing an alternative method for topology op-
timisation in crashworthiness design was demonstrated. Early applications of the
HCA method showed that it has some advantages as it uses more realistic explicit
crash simulation. Also, the use of local output information (in the form of the cells'
internal energy density) gives some kind of sensitivity of the structure to the crash
response. As discussed in Section 3.6, one of the limits of this method is the use of
solid elements. Even though Mozumder already adapted the HCA method to thin-
walled structures [87], this was only for topometry optimisation of 2D structures
(see Figure 3.6). The method presented in this chapter proposes to generate 3D to-
pologies with thin-walled structures. Also, for easier post-processing and to reduce
the number of design variables in the problem, the ﬁnite element cells of the classic
HCA are replaced by macro element cells gathering several ﬁnite elements.
In Section 4.1 of this chapter, the use of thin-walled structures for energy absorp-
tion is discussed. This is ground for the development of the topology optimisation
method presented in Section 4.2. In that section, the diﬀerence between this method
and the classic HCA is discussed. In Section 4.3, the method's algorithm is detailed.
Eventually, the practical implementation of the method is presented in Section 4.4.
4.1 Thin-walled structures for energy absorption
As discussed in Section 1.1.3, lightweight design is especially important for au-
tomotive crashworthiness. To enable automotive lightweight design, the use of thin-
walled structures for energy absorption has been crucial.
Because of their speciﬁc deformation characteristics (see for instance [3, 70], Figure
4.1 or Figure 4.2 and many other publications in the journal Thin-Walled Struc-
tures1), they usually provide better energy absorption density than plain structures.
1www.journals.elsevier.com/thin-walled-structures
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Fig. 4.1  Concertina (left) and diamond (right) folding modes for cylindrical tubes
after axial impact (Source: [86]).
Fig. 4.2  Thin-walled tubes folding modes after axial impact (Source: [3]).
Figure 4.3 exhibits a very speciﬁc deformation mode with an inversion of the tube.
Such a deformation mode is diﬃcult to model with solid elements as used in the
classic HCA or BESO. Indeed it requires using very small solid elements (in the
range or smaller than the walls' thickness) which implies really long computation
times.
The use of thin-walled structures for energy absorption is not limited to vehicle
design. Applications to aerospace engineering are illustrated in Figure 4.4 and Figure
4.5 where the ﬂoor of an aircraft or an helicopter is reinforced with thin-walled
structures.
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Fig. 4.3  Undeformed (left) and deformed (right) conic shells exhibiting an inverted
mode of collapse (Source: [54]).
Fig. 4.4  Composite panel (left) reinforced with thin stiﬀeners (left and right)
(Source: [121]).
Fig. 4.5  Typical helicopter subﬂoor structure for energy absorption (Source: [17]).
Most of the literature on thin-walled structures for energy absorption remains a
simple analysis of the properties as in [86]. In some cases size optimisation (see for
instance [104] with a vehicle crashworthiness application), or even shape optimi-
sation is performed (see for instance [59] where shape optimisation of a prismatic
beam's cross-section is performed). As mentioned in Section 3.5, Mozumder adapted
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the HCA method to topometry optimisation of thin walled structures and Ortmann
et al. [94] developed the Graph and heuristic based method (see Section 3.3) to
derive the cross-sections' topology of energy absorbing structures. Yet, no method
seems to be available to derive the topology of thin-walled structures in the case of
crashworthiness design with a 3D design space. This is what the method presented
in this chapter proposes to do.
4.2 Hybrid Cellular Automata for Thin-Walled
Structures (HCATWS)
4.2.1 Deriving thin-walled structures with the HCA method
In order to derive the topology of thin-walled structures for crashworthiness
design with a 3D design space, the method presented in this thesis proposes to
apply the HCA method to a ground structure made of thin-walled macro elements.
The use of the HCA method (see Section 3.5) allows to use explicit crash simulation
in the optimisation process. The use of thin-walled structures in the optimisation
allows to reproduce the speciﬁc deformation modes of these structures (see Section
4.1) and to model self contacts or wall-to-wall contacts more easily. It also enables
to skip the process of interpretation necessary when optimising with solid structures
but designing for thin-walled structures. This process is illustrated for instance by
Cavazutti et al. [25]. In this paper, a topology optimisation is ﬁrst performed on a
full vehicle with solid elements (see Figure 3.1). Then, the result of this optimisation
is manually interpreted to generate a thin-walled structure. This interpretation step
is crucial as it is diﬃcult to get the same structure behaviour with solid elements and
shell elements. The interpreted structure is used to perform topometry optimisation
and the result of this optimisation (see Figure 4.6, left) is interpreted once more
before a sizing optimisation is performed (see Figure 4.6, right).
Fig. 4.6  Thin-walled structure derived from a topology optimisation result (see
Figure 3.1) and used to perform successively topometry optimisation (left) and then
size optimisation (right) (Source: [25]).
The method presented in this chapter also diﬀers from the classic HCA as it replaces
the ﬁnite elements as cells of the HCA with macro elements. The cells are now small
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thin walls made of a number of shell ﬁnite elements. This is necessary with thin walls
as the deformation modes exhibited in Section 4.1 do not produce homogeneous
energy absorption for all shell elements. Higher energy absorption can be observed
along the plastic hinge lines. Also, using macro elements ensures that within one
cell, folding of the wall is possible.
Design variables and related output value
As the solid ﬁnite elements cells of the classic HCA are replaced by macro thin
walls, the design variables of the algorithm are no longer the density of the ﬁnite
elements but the thickness of the walls. Note that in the HCA version developed
by Mozumder [87], the design variables where the thickness values for each shell
element of the model as opposed to the thickness of the macro walls here. As in
the classic HCA described by Patel [97] and Mozumder [87], the IED (elastic and
plastic deformation) of each cell is the corresponding output value. The algorithm
will therefore try to homogenise the IED throughout the cells.
4.2.2 Space ﬁlling with thin walls
Geometry
The question of space ﬁlling is crucial for HCATWS. A 3D design space ﬁlled
with thin walls is deﬁned in geometry as a honeycomb2. As mentioned in Section
3.5, the local update rules of HCA suppose that the design space is made of a
regular grid of cells. A non regular grid would mean the need for a non regular
update rule amongst the cells which is not desirable. The only completely regular
honeycomb or space ﬁlling in 3D is the cubic honeycomb [31] (see Figure 4.7(a)).
It is therefore the space ﬁlling chosen for the ﬁrst studies of the HCATWS method.
Two quasiregular space ﬁllings also exist with the tetrahedral-octahedral honeycomb
(see Figure 4.7(b)) and the gyrated tetrahedral-octahedral honeycomb. Although
they are not deemed regular in the space ﬁlling sense, they are face-transitive. As
the faces of the honeycomb are the cells of the HCATWS grid, these honeycombs
would generate a regular grid of cells. Still, they are not studied here as they do
not allow to generate simple structures as easily as the cubic honeycomb. Another
face-transitive (or isohedral) space ﬁlling to mention is the rhombic dodecahedral
honeycomb. Because of its complexity, this honeycomb is not studied here. Prismatic
honeycombs which are regular in 2D only are discussed in Chapter 5.
For a given design space, the number of cells to include in each direction must be
chosen carefully. As mentioned previously, the size of the cells must be big enough
to allow the apparition of folding deformation modes. Also, the cells should be big
enough to allow deﬁning structures which could be easily manufactured. Eventually,
2The question of 2D space ﬁlling with thin walls is treated in Chapter 5 and Chapter 6
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(a) Cubic honeycomb. (b) Tetrahedral-octahedral honeycomb, exploded
view (Source: [124]).
Fig. 4.7  Regular and quasiregular space ﬁllings.
in a real design case the design space would not be cubic, therefore the number
of boxes would be diﬀerent in each (x,y,z) direction. The overall dimensions of the
design space would probably help to deﬁne the dimensions of the nominal boxes.
As an illustration example, a cubic design space with a side of 300 mm is deﬁned
and ﬁlled with a cubic honeycomb space ﬁlling (see Figure 4.8). The design space
is ﬁlled with 3 × 3 × 3 cubic boxes with a side of 100 mm. Each face of the cubic
boxes is considered as a thin-walled cell by the algorithm. To avoid repetitions of
walls between adjacent cubic boxes, most of them are not made of 6 walls but 3,
4 or 5 walls. In this example, a mesh size of 5 mm is chosen, therefore each cell is
made of 20× 20 = 400 shell elements in the ﬁnite element model.
Fig. 4.8  Illustration example of cubic space ﬁlling, ﬁnite element model.
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Connections
To ensure structural interactions, the cells need to be connected to each other.
The easiest way to create a connection between adjacent cells is to use shared ﬁnite
element nodes along their common edge. Although this is really convenient, it is
only relevant physically if the walls sharing nodes are manufactured in the same
operation (e.g.: via extrusion or casting). In vehicle structures, the diﬀerent pa-
nels of the structure are usually welded or glued together along connection surfaces
called ﬂanges. Therefore, depending on the design case, the cells can either share
nodes along their common edges or have additional connection surfaces. Figure 4.9
illustrates these two types of connections.
Fig. 4.9  Connections between thin walls, shared nodes along connection edge (left)
and ﬂanges with spot welds (centre and right).
4.2.3 Neighbourhood
As mentioned in Section 3.5, in a Cellular Automata, the update rules for the cells
use the output values of a given cell and its neighbouring cells. For the classic HCA
implementations, this has a smoothening eﬀect between the elements of the mesh
and prevents the so-called chequerboard issue3. In the method presented here, each
cell contains several ﬁnite elements, therefore it might not be necessary to use such
a smoothening. Yet, the neighbourhood also gives information on how cells interact
with each other and ensures continuity in the structure which is why neighbourhoods
are used here too.
The extent of the neighbourhood inﬂuences the results of the HCA algorithm.
Classic neighbourhoods for 3D solid structures are illustrated in Figure 4.10. The
von Neumann neighbourhood gathers the elements sharing a face (the main feature
for solid elements) with the central cell. In the Radial neighbourhood, the elements
share edges. Eventually, in the Moore neighbourhood, the elements share nodes (the
minor feature for solid elements). Deﬁning neighbourhoods for thin macro elements
3When in the output of a topology optimisation the structure alternates, at mesh level, between
material and void, it visually looks like a chequerboard (see [15]). While such structures generate
good numerical results, they are not manufacturable and should therefore be avoided.
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(a) Von Neu-
mann
(b) Radial (c) Moore
Fig. 4.10  Classic neighbourhoods for 3D solid elements (Source: [18]).
(a) Empty (b) Plane von
Neumann
(c) Plane Moore (d) Von Neumann (e) Moore
Fig. 4.11  Proposed neighbourhoods for thin macro elements.
is not necessarily trivial. Five diﬀerent types of neighbourhoods are proposed in
Figure 4.11. The empty neighbourhood (Figure 4.11(a)) is self-explanatory. In the
von Neumann neighbourhood, the cells share edges (the main feature for thin walls),
in the same plane (see Figure 4.11(b)) or in 3D (see Figure 4.11(d)). In the Moore
neighbourhood, the cells share nodes (the minor feature for thin walls), in the same
plane (see Figure 4.11(c)) or in 3D (see Figure 4.11(e)).
It is important to distinguish plane neighbourhoods (Figures, 4.11(b) and 4.11(c))
from 3D neighbourhoods (Figures 4.11(d) and 4.11(e)). During the crash simulation
the loads will be transmitted diﬀerently between two cells belonging to the same
plane and perpendicular cells. Using plane (or empty) neighbourhoods will favour a
certain type of deformations and generate diﬀerent topologies. In the case of non-
empty neighbourhoods, diﬀerent inﬂuences for the diﬀerent types of neighbours can
be assigned in the update rule. This allows to modulate the neighbourhood types.
4.2.4 Global performance objective and constraints
As detailed by Patel in [97], through the update rules, the HCA algorithm seeks
the best material distribution to ensure a homogeneous IED distribution. To absorb
energy eﬃciently, each cell of the structure should contribute to the global energy
absorption equally. This concept is largely detailed in the diﬀerent publications on
HCA and therefore not detailed further here. For thin-walled applications, the homo-
geneous IED distribution criterion at the ﬁnite element level is questionable. Indeed,
with the complex deformation modes described in Section 4.1, the IED distribution
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is not necessarily homogeneous. However, with the macro cells used in HCATWS
it is easier to reach the same IED level amongst the cells than amongst the ﬁnite
elements as in the classic HCA approaches.
Patel [97] and Mozumder [87] deﬁned diﬀerent design constraints (maximum displa-
cement, maximum reaction force, force displacement curve) for HCA in crashwor-
thiness design. In most cases, these constraints are enforced by modifying the mass
fraction target of the design space. The mass fraction is chosen as low as possible
while respecting the design constraint. In other terms, the objective of the opti-
misation problem is to minimise the mass of the design while respecting a given
constraint. The same approach is used in the HCATWS method.
Controlled deformation techniques
In some cases, it is desirable to ﬁnely tune the kinematics of the deformation. This
can be done using diﬀerent methods, with diﬀerent levels of complexity. Without
modiﬁcations to the algorithm, the user can divide the design space into diﬀerent
sub-spaces which should deform at diﬀerent times during the crash. Then, instead
of measuring the IED at the end of the crash, diﬀerent acquisition times can be
deﬁned for the cells of each sub-space.
With a slight modiﬁcation to the algorithm, the user can once again deﬁne sub-spaces
and assign higher (respectively lower) IED targets to the sub-spaces of desired higher
(respectively lower) energy absorption. This method, called graded IED, is already
implemented in the classic HCA algorithm (see [87]). It can also be related to the
method used by Volz in [122] to deﬁne its Equivalent Static Loads.
Static problems
The HCATWS method was developed speciﬁcally for crashworthiness design.
Yet, the classic HCA method has been successfully applied to static problems (see
[18]), so there is no theoretical contraindication in using HCATWS for static pro-
blems. Some static application examples are presented in Chapter 5 and Chapter
6. Ideally, HCATWS can be used to solve multi load cases problems including both
crash and static.
4.2.5 Algorithm overview
The organisation of the new algorithm is largely inspired by the work of Patel
[97] and Mozumder [87]. An outer loop modiﬁes the geometry and ﬁnite element
model according to the previous results and computes the crash simulation while an
inner loop updates the thickness distribution until the mass target is satisﬁed. This
organisation is detailed in Figure 4.12. Notations are clariﬁed in Section 4.3. A non-
linear transient explicit simulation of the crash is performed on the initial design
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or on the current design k. The IED level of each cell i, U (k)i is extracted, along
with the global output values O(k)p (e.g. mass of the model, impactor displacement,
force level). For each of these output values the corresponding constraint value is
Cp. Each output should verify O
(k)
p ≤ Cp (for some outputs, there might be no
constraint, therefore, Cp =∞). Depending on the global outputs, the corresponding
constraints and the previous mass fraction of the model, the new mass fraction
objective M (k)f is deﬁned. The inner update loop is then activated to match the
thickness distribution of the model with this mass fraction value. The IED setpoint
S∗(j,k) is deﬁned at each step j of the inner loop. It is an energy absorption target
for the cells, the algorithm will try to match the IED of each cell to this target.
The setpoint depends on the current mass fraction objective M (k)f , the actual mass
fraction derived from the thickness update at step j − 1, m(j−1) and the setpoint at
step j − 1. Once the setpoint is deﬁned, the thickness distribution can be updated
using the update rules. These rules depend both on the current setpoint and on
the IED output of each cell U (k)i . The inner loop is stopped once diﬀerence between
the actual mass fraction and the mass fraction objective is lower than convergence
parameter ε1. Then, convergence of the outer loop is checked depending on the sum
of thickness variations between iteration k− 1 and k and convergence parameter ε2.
If convergence is not reached, a new ﬁnite element model is generated with updated
cell thickness and added or removed cells using the CAE software SFE CONCEPT
[109]. A new crash simulation is then performed.
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Fig. 4.12  Algorithm overview.
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4.3 Details of the algorithm
4.3.1 Mass constraint
The mass constraint is a result of the design constraint. Here, the maximum
permissible displacement dmax is the design constraint presented. As discussed in
Section 4.2.4, other constraints can be implemented under the same principle. Given
dmax and the displacement output at iteration k, d
(k)
out, the displacement deviation
ε
(k)
d is deﬁned by:
ε
(k)
d =
d(k)out − dmax
dmax
. (4.1)
The mass fraction objective M (k)f (deﬁned as the mass objective divided by the
reference mass) for iteration k is updated using the following equation:
M
(k)
f = max
(
Mf ,min, M
(k−1)
f + ∆M
(k)
f
)
. (4.2)
Where Mf ,min is the minimum mass fraction value and ∆M
(k)
f is the mass fraction
change, deﬁned as:
∆M
(k)
f = min
(
∆M
(k)
f ,max, max
(
−∆M (k)f ,max, λ(k)∆Mf × ε(k)d
))
. (4.3)
The current mass fraction change modulation factor λ(k)∆Mf is deﬁned as:
λ
(k)
∆Mf = max
(
λmin,
∣∣∣∣∣ ∆M
(k−1)
f
ε
(k−1)
d − ε(k)d
∣∣∣∣∣
)
. (4.4)
Where λmin is the minimum value for this modulation factor. Notice that λ
(k)
∆Mf mea-
sures the speed of correction between the mass fraction and the design constraint
and modulates the mass fraction change accordingly. Eventually, ∆M (k)f,max is a mo-
notonically decreasing function of the iteration k and of modulation factors η and τ .
This improves convergence of the algorithm as the permissible change of the mass
fraction decreases with the iteration number. ∆M (k)f,max can be deﬁned as either a
linear function of k:
∆M
(k)
f ,max =
(
1− k
kmax + 1
)
× η ×M (k−1)f , (4.5)
or an exponential function of k:
∆M
(k)
f ,max = max
(
∆Ml, η × exp
(−k
τ
)
×M (k−1)f
)
. (4.6)
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Here, kmax is the maximum iteration number and ∆Ml is the minimum value for
∆M
(k)
f,max. These two parameters, as well as the parameters η and τ , need to be
deﬁned by the user of the algorithm.
4.3.2 Setpoint update
The IED setpoint is updated within the "inner loop" (cf. Figure 4.12) until the
mass constraint deﬁned for the next iteration is respected. For each step j of the
"inner loop", the setpoint S∗(j,k) is given by:
S∗(j,k) = min
(
S∗max,max
(
S∗min, S
∗(j−1,k) × m
(j−1)
M
(k)
f
))
. (4.7)
Where m(j−1) is the mass fraction derived from the thickness updates of step j − 1
and S∗min and S
∗
max are the IED setpoint limits which prevent the setpoint from
reaching incredibly high or low values.
4.3.3 Neighbourhood
Given the initial list of cells, the neighbourhood of each cell is initialised as
follows: search for existing in-plane neighbours, then, search for existing out-of-plane
neighbours (see for instance Figure 4.11(b) and Figure 4.11(d)).
The boundary cells have an incomplete neighbourhood (their neighbours do not exist
outside the design space). In some HCA implementations (as described by [53]), the
lattice is virtually extended to complete the neighbourhoods of the boundary cells.
As such virtual extensions do not have a physical meaning, they are not used in
HCATWS.
Notice that, during the optimisation, when a cell's thickness is under the minimum
value permissible tmin, it is removed from the ﬁnite element model and from the
neighbourhoods it belongs to. Therefore, it does not have an inﬂuence on the update
of its neighbours any more.
4.3.4 Cells update rules
Approach of Tajs-Zieli«ska
This ﬁrst update rule was introduced in [18], hence it is referred to as the Tajs-
Zieli«ska update rule. It is detailed here as it allows to treat the update contribution
for each cell of the neighbourhood separately. This is especially interesting for the
HCATWS method and its macro cells. At step j of the "inner loop" and iteration k
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of the "outer loop", the thickness of cell i is updated as follows:
δt
(j,k)
i = max
(
−δtmax, min
(
δtmax,
ni∑
q=0
α(j,k)q
))
. (4.8)
Where δtmax is the maximum thickness variation allowed per iteration, ni is the
number of neighbours of cell i, α(j,k)0 is the update contribution of the current cell
and for 1 ≤ q ≤ ni, α(j,k)q is the update contribution of the neighbouring cell q. These
contributions are deﬁned as:
α
(j,k)
0 =
{
+C0 if U
(k)
0 > S
∗(j,k)
−C0 if U (k)0 < S∗(j,k)
, α(j,k)q =
{
+Cq if U
(k)
q > S
∗(j,k)
−Cq if U (k)q < S∗(j,k)
. (4.9)
Where S∗(j,k) is the current IED setpoint and U (k)i is the IED of cell i. C0 and Cq are
the update increments for, respectively, the current cell and the neighbouring cells.
Hence, the new thickness of cell i is given by:
t
(j,k)
i =
max
(
tmin, min
(
tmax, t
(k−1)
i + δt
(j,k)
i
))
if tmin < t
(k−1)
i ≤ tmax,
max
(
0, min
(
tmax, t
(k−1)
i + δt
(j,k)
i
))
if 0 ≤ t(k−1)i ≤ tmin.
(4.10)
Where tmin and tmax are the user deﬁned boundaries for thickness. For a thickness
below tmin, the cells are removed from the ﬁnite element model.
Hybrid approach
This second rule is the one implemented in the HCATWS method. It is referred
to as hybrid rule since it is inspired both by the update rule presented in [18]
(see previous section) and the update rule presented in [97]. This rule does not
only account for the contributions of the neighbouring cells, but also accounts for
the discrepancy between the setpoint and the cells' IED levels. This update rule
also follows Equation (4.8) and Equation (4.10), but the update contributions are
modiﬁed as follows:
α
(j,k)
0 =
l0∑
u=1
ζ × 1Pu
(
U˜
(k)
0
)
−
l0∑
u=1
ζ × 1Mu
(
U˜
(k)
0
)
.
where Pu =
[
S∗(j,k) + b0,u × disc(j,k)up ; S∗(j,k) + disc(j,k)up
]
.
Mu =
[
S∗(j,k) − disc(j,k)low ; S∗(j,k) − b0,u × disc(j,k)low
]
.
and ∀ 1 ≤ u < l0, 0 < b0,u < b0,u+1 < 1.
(4.11)
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for the current cell,
α(j,k)q =
lq∑
v=1
ζ × 1Pv
(
U˜ (k)q
)
−
lq∑
v=1
ζ × 1Mv
(
U˜ (k)q
)
.
where Pv =
[
S∗(j,k) + bq,v × disc(j,k)up ; S∗(j,k) + disc(j,k)up
]
.
Mv =
[
S∗(j,k) − disc(j,k)low ; S∗(j,k) − bq,v × disc(j,k)low
]
.
and ∀ 1 ≤ v < lq, 0 < bq,v < bq,v+1 < 1.
(4.12)
for each in-plane neighbouring cell q, and
α(j,k)r =
lr∑
w=1
ζ × 1Pw
(
U˜ (k)r
)
−
lr∑
w=1
ζ × 1Mw
(
U˜ (k)r
)
.
where Pw =
[
S∗(j,k) + br,w × disc(j,k)up ; S∗(j,k) + disc(j,k)up
]
.
Mw =
[
S∗(j,k) − disc(j,k)low ; S∗(j,k) − br,w × disc(j,k)low
]
.
and ∀ 1 ≤ w < lr, 0 < br,w < br,w+1 < 1.
(4.13)
for each out-of-plane neighbouring cell r.
In the three previous equations, 1A is the indicator function of subset A (∀x ∈
A, 1A (x) = 1 and∀x /∈ A, 1A = 0). l0, lq and lr are the number of subdivisions of
the IED intervals for respectively the current cell, the in-plane neighbour cells and
the out-of-plane neighbour cells. b0,u, bq,v and br,w are the corresponding subdivisions
levels. These subdivisions allow to rank the cells depending on their distance to
the setpoint. ζ is an increment parameter which modulates the thickness changes
depending on the mass fraction change of the current iteration. It is deﬁned as:
ζ = max
(
ζmin,
t0 ∆M
(k)
f
θ
)
. (4.14)
Where ζmin is the minimum increment allowed, t0 is the initial cell thickness value
(related to the initial mass fraction) and θ is is an integer parameter ensuring that the
amount of thickness changes for a given iteration is correlated to the mass fraction
change of this iteration. disc(j,k)up and disc
(j,k)
low are the extreme discrepancies between
the setpoint and the cells IED levels. They are deﬁned by comparing the setpoint
to the nc cells of the model:
disc(j,k)up = max
1≤i≤nc
(
U
(k)
i
)
− S∗(j,k), and disc(j,k)low = S∗(j,k) − min
1≤i≤nc
(
U
(k)
i
)
. (4.15)
Eventually, to avoid oscillation of the algorithm, the IED of cell i at iteration k,
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U
(k)
i , is replaced by U˜
(k)
i , a weighted sum of the three previous iterations:
U˜
(k)
i =
1
2
× U (k)i +
1
3
× U (k−1)i +
1
6
× U (k−2)i . (4.16)
Empty neighbourhood
For empty neighbourhoods, the update rule is based on the hybrid update rule
described above. Given the empty neighbourhood, Equations (4.12) and (4.13) are
disregarded.
Reintroduction of removed cells
In some situations, to avoid getting stuck in a local optimum, it can be necessary
to enforce the reintroduction of deleted cells. With the non-empty update rules
described previously, the reintroduction of cells is possible through the inﬂuence
of neighbours. Nevertheless, if one wants to reintroduce cells all over the model,
this can be enforced as described here. Under the current implementation of the
algorithm, the user is able to choose using this option or not. When choosing to do
so, the update rules described previously are applied only when the displacement or
force constraint is not violated. When it is violated, all the cells under tmin see their
thickness increase by the same value δt(j,k)R deﬁned as:
δt
(j,k)
R = min
(
δtmax,
t0 S
∗(0)
M
(k)
f S
∗(j,k)
)
. (4.17)
In this equation, S∗(0) is the initial IED setpoint deﬁned as:
S∗(0) =
KE0
ncM0
. (4.18)
Where KE0 is the initial kinetic energy of the model and M0 the initial mass of the
design space. This increase in thickness should enforce the reintroduction of some or
all the deleted cells. Notice that for the other cells of the model, the normal update
rule is applied.
Since the IED levels of the cells are averaged over three iterations (see Equation
(4.16)), the risk of this enforced reintroduction leading to an oscillation of the algo-
rithm is lowered.
Symmetries
In some cases, it is advantageous to use a symmetry condition to obtain sym-
metric structures. When such a condition is used, after the normal update rule is
applied, symmetrical cells are updated once more and assigned the same thickness
(e.g. if cell n and m are symmetrical, t′n = t
′
m = 0.5× (tn + tm)).
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4.4 Implementation
4.4.1 Architecture
The optimisation algorithm is implemented in the numerical programming and
computation software Scilab [108]. The user speciﬁes the optimisation parameters in
the input ﬁle hcatws_user_call.sce (see Section A.1), the optimisation run is also
started with this ﬁle. The crash simulation parameters and results to extract are
deﬁned in the input ﬁle compute_and_extract.sce (see Section A.2). If needed,
they can be modiﬁed during the optimisation which can be useful if the compu-
tation resources change during the optimisation. Eventually, the user can specify
which values should be monitored during the optimisation process in the input ﬁle
monitoring.sce (see Section A.3).
Each new iteration of the optimisation process is run in a new folder. After the thi-
ckness distribution update by the algorithm, the list of cells' thickness is exported in
the ﬁle cells.list (see Section A.4). Cells with a thickness value under tmin are ad-
ded to the ﬁle delcell.del (see Section A.4) for deletion in the model. Using these
two lists, a batch commands ﬁle is generated for automatic update of the geometry
and creation of the ﬁnite element model by SFE CONCEPT (cf. Section 4.4.2).
The simulation is then run with the ﬁnite element solver LS-DYNA [80]. The main
results are grouped and organised in two diﬀerent text ﬁles for easier reading by
Scilab. global_output.out gathers the relevant outputs for the whole model (e.g.
mass, impactor displacement, impactor reaction force...) while cells_output.out
gathers the speciﬁc outputs relevant to each cell (e.g. IED) (see Section A.5). With
the outputs contained in these two ﬁles, Scilab can proceed to the next iteration.
4.4.2 Automatic update with SFE CONCEPT
The geometry is generated using the CAE software SFE CONCEPT [109]. This
software allows to model parametric geometries and generate ﬁnite element models.
It can also be run in batch mode which is especially adapted to integrate it within
an optimisation environment. Such an integration is presented for instance in [59],
where SFE CONCEPT is used within a shape optimisation environment.
Within the topology optimisation environment presented here, SFE CONCEPT al-
lows an automatic update of the geometry (addition or removal of cells, which modi-
ﬁes the topology), update of the cells' thickness, update of the connections between
cells and generation of new ﬁnite element model. It also enables a quicker tran-
sition between the topology optimisation result and an optional additional shape
optimisation (see for instance Section 5.5.3).
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Naming conventions
To enable the automatic updates of the model, a naming convention is deﬁned.
The cubic boxes generating the space ﬁlling are identiﬁed with their x,y,z position
and are each made of a separate component in SFE CONCEPT (C_1_1_1 identiﬁes
the box with the lowest x,y,z position).
As mentioned in Section 4.2.2, each of these boxes may have 3, 4, 5 or 6 walls. Let
the point M be the origin node of box C_X_Y_Z and l the size of the boxes.
The coordinates of M are xM , yM , zM . The point M ′ is deﬁned with the following
coordinates, xM ′=xM + l, yM ′ = yM + l, zM ′ = zM + l. Each cell of box C_X_Y_Z
is assigned a speciﬁc number which is also used in the ﬁnite element model as each
cell has a speciﬁc Property ID (PID). As shown in Figure 4.13, the cells are coded as
follows: the cell in yz plane through point M is assigned number XY Z00 (red cell),
the cell in xy plane through point M is assigned number XY Z01 (orange cell), the
cell in xz plane through point M ′ is assigned number XY Z02 (blue cell), the cell in
xy plane through point M ′ is assigned number XY Z03 (yellow cell), the cell in xz
plane through point M is assigned number XY Z04 (green cell) and the cell in yz
plane through point M ′ is assigned number XY Z05 (purple cell).
xy
z
M M
M' M'
Fig. 4.13  Naming convention of cells within a box. CellsXY Z00,XY Z03,XY Z04
(left) and cells XY Z01, XY Z02, XY Z03, XY Z05 (right).
Update
To update the model, the fully ﬁlled design space is always taken as a starting
point and the modiﬁcations are done on the geometry. The mesh is then generated
and the ﬁnite element model is exported. Using the aforementioned naming conven-
tion, the cells' thickness can be updated by modifying the thickness of each PID.
Relevant cells can be removed from the model by setting the corresponding surface
as passive in the geometrical model. Connections between cells can also be updated
if necessary.
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4.4.3 User parameters
PROBLEM PARAMETERS
name type typical value deﬁnition
nc integer none Eq. 4.15
KE0 ﬂoat none Eq. 4.18
dmax ﬂoat none Eq. 4.1
M0 ﬂoat none Eq. 4.18
ALGORITHM PARAMETERS
tmin ﬂoat 0.4 (mm) Eq. 4.10
tmax ﬂoat 3.0 (mm) Eq. 4.10
kmax integer 100 Eq. 4.5
ε1 ﬂoat 0.0001 (J/kg) Fig. 4.12
ε2 ﬂoat 0.1 (mm) Fig. 4.12
η ﬂoat 0.3 Eq. 4.5 or 4.6
τ integer 50 Eq. 4.6
Mf,0 ﬂoat 1.0 Sec. 4.4.3
Mf,min ﬂoat 0.01 Eq. 4.2
∆Ml ﬂoat 0.01 Eq. 4.6
δtmax ﬂoat 0.5 (mm) Eq. 4.8
S∗min ﬂoat 0.0001 (J/kg) Eq. 4.7
S∗max ﬂoat KE0/M0 (J/kg) Eq. 4.7
ζmin ﬂoat 0.01 (mm) Eq. 4.14
θ integer 3 Eq. 4.14
l0 integer 5 Eq. 4.11
lq integer 3 Eq. 4.12
lr integer 2 Eq. 4.13
b0,u, bq,v, br,w ﬂoat none Eq. 4.11 to 4.13
Tab. 4.1  List of user parameters
The previous table summarises the user parameters of the optimisation method.
They are divided into optimisation problem parameters and algorithm parameters.
Whenever possible, a typical value of the parameter is given.
Some parameters are more critical than others. The thickness boundaries can be seen
either as problem or algorithm parameters. They can be the manufacturing limits
of the problem or can be artiﬁcial limits used to drive the algorithm to diﬀerent
topologies. kmax, ε1, ε2, η and τ have a direct inﬂuence on the convergence of the
algorithm. η and τ should be adjusted to make sure that a satisfying solution can be
reached within kmax iterations. The initial mass fraction Mf,0 is an important user
parameter as it deﬁnes the starting thickness distribution within the cells. Indeed,
the mass fraction is the mass objective divided by the reference structure, which
is usually deﬁned as the whole space ﬁlling with a thickness of 1.0 mm. δtmax is
important too as it is the maximum thickness variation allowed per iteration per
cell. It can be seen as the potential evolution speed of the algorithm. θ needs to
be chosen carefully as it relates ζ and ∆M (k)f . Its value should be modiﬁed with
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the neighbourhood type chosen. Indeed, with fewer neighbours it should be lower
in order to increase the inﬂuence of each cell in the update rule. The update rules
parameter l0, lq, lr, b0,u, bq,v and br,w are important as they are at the heart of the
algorithm.
S∗min and S
∗
max are not critical parameters. They are only deﬁned to make sure that
the setpoint does not reach too high or too low values. Similarly, lower boundaries
such asMf,min, ∆Ml, ζmin are deﬁned to prevent the computation from getting stuck.
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Chapter 5
Optimisation of extruded structures
using HCATWS
In this chapter, the HCATWS method presented previously is adapted for the
design of extruded structures. Although these structures are still 3D structures, the
deﬁnition of their topology is a 2D problem and the HCATWS method needs to be
adapted accordingly.
Extruded structures are extensively used in automotive applications. They allow
to generate complex geometries with only a few manufacturing operations. Unlike
stamped metal sheets, they allow to generate closed cross-sections without gluing or
welding process.
Two types of extruded structures can be mentioned. Self-contained extruded struc-
tures (see Figure 5.1) and reinforcement extruded structures where an extruded
pattern is added to an already existing structure in order to reinforce it (see Figure
5.2). Both types of extruded structures are used for energy absorption but the ﬁrst
type is the most documented with many prismatic beam examples available in the
journal Thin Walled Structures. Such examples include for instance the work of Kim
[70], Zhang et al. [129] or Hou et al. [57] where the energy absorption under axial
impact of multi cell extruded beams is characterised.
Fig. 5.1  Extruded structures: basic cross-section types (left) and example of a
pedal cut from an extrusion (right) (Source: [43]).
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Fig. 5.2  Example of reinforcement extruded structure: metallic roof beam reinfor-
ced with extruded plastic ribs (Source: [65]).
In Section 5.1, the modiﬁcations necessary to adapt the method presented in Chap-
ter 4 to the design of extruded structures are detailed. Then diﬀerent application
examples are presented from Section 5.2 to Section 5.5. They include a static shear-
torsion case and diﬀerent dynamic crash cases.
5.1 Adapting the method for 2D design spaces
As mentioned in the introduction, in order to use the HCATWS method to de-
sign extruded structures, a few modiﬁcations should be implemented. While the
algorithm itself is not modiﬁed, the initial space ﬁlling and the related neighbou-
rhood deﬁnitions need to be adapted to 2D problems.
5.1.1 Space ﬁlling
The problem of space ﬁlling with thin walls in 2D is equivalent to deﬁning a tiling
or a prismatic honeycomb for an extruded structure. While there is only one regular
space ﬁlling in 3D, there are three diﬀerent regular tilings in 2D, the triangular tiling,
the square tiling and the hexagonal tiling (see [31] and Figure 5.3). A quasiregular
tiling also exists with the triangular-hexagonal tiling (see Figure 5.4). This tiling
is edge-transitive (or isotoxal). As the edges of the tiling are the thin walls of the
structure, this tiling would generate a regular grid of cells. Another isotoxal tiling
to mention is the rhombille tiling (see Figure 5.4). For the HCATWS application,
the hexagonal and rhombille tilings are dismissed as they do not allow to generate
straight lines. The square tiling is chosen for practicality reasons as it is simply
a transfer of the space ﬁlling chosen in Chapter 4 for 3D problems. In the future
though, the triangular and triangular-hexagonal could be investigated too.
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Fig. 5.3  Regular 2D space ﬁllings: triangular tiling (left), square tiling (centre)
and hexagonal tiling (right).
    
Fig. 5.4  Alternative 2D space ﬁllings: triangular-hexagonal tiling (left) and rhom-
bille tiling (right).
5.1.2 Neighbourhood
  
(a) Empty
  
(b) Von Neumann
  
(c) Moore
  
(d) Extended Moore
Fig. 5.5  Classic 2D neighbourhoods (inspired from [18]).
The neighbourhoods are deﬁned in a similar manner as described in Section
4.2.3 for 3D problems. They are illustrated in Figure 5.6. For comparison, the clas-
sic neigbourhoods for 2D solids are illustrated in Figure 5.5. The von Neumann
neighbourhood (see Figure 5.6(c)) still contains the cells sharing an edge (the main
connection feature for thin walls) with the current cell. When representing only the
cross-section of the extrusion though, it looks like the neighbours share only a node.
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(a) Empty
  
(b) Plane
  
In plane 
neighbours
Out of plane 
neighbours
Current cell
(c) Von Neumann
Fig. 5.6  Neighbourhoods for extruded thin-walled structures.
To diﬀerentiate the in-plane neighbour cells from the out-of-plane neighbour cells, a
plane neighbourhood is introduced (see Figure 5.6(b)) which contains only the cells
in the same plane as the current cell.
In terms of implementation, the same script as for the 3D case is used to initialise
the neighbourhood of each cell. The neighbourhoods only contain less cells with
possibly 2 in-plane neighbours and possibly 4 out-of-plane neighbours for the von
Neumann neighbourhood.
5.2 First example: shear-torsion static case
5.2.1 Problem deﬁnition
This problem is a simple example designed to test diﬀerent conﬁgurations of
the algorithm. It is a static load case applied to a U-type cross-section reinforced
with some ribs. It can be regarded as a combined load case (see Figure 5.7(a)) which
generates both a torsion of the cross-section and shear of the outer panels (see Figure
5.8).
Although the HCATWS method is developed and presented in this thesis as speciﬁc
to crashworthiness design, it is based on the classic HCA (see Section 3.5) which
has been successfully applied for topology optimisation with static load cases (see
for instance [18, 118, 100]). It is therefore natural to test the HCATWS method on
a static problem too.
The objective of the problem is to optimise the extruded plastic reinforcement pat-
tern within a metallic beam under the shear-torsion load. A comparable approach
can be used to derive the structure presented in Figure 5.2. In Figure 5.7(b), the
initial space ﬁlling for the reinforcements is represented. Each cell is assigned its
own properties in the model and is therefore represented here with its own color. As
mentioned in Section 5.1 it uses a square tiling.
The dimensions of the metallic beam are 90 × 90 × 330 mm. The forces applied
are 100 N per node in z or −z-direction. The ends of the beams are free to warp.
The material properties (Young modulus, Poisson's ratio and mass density) of the
metallic beam are: E = 210 GPa, ν = 0.3, ρ = 8.34 t/m3. The material properties of
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(a) Load case (b) Square space ﬁlling
Fig. 5.7  Shear-torsion problem deﬁnition.
the plastic reinforcement are: E = 2.3 GPa, ν = 0.35, ρ = 1.45 t/m3. The objective
is to minimise the mass of the reinforcements while keeping the average displace-
ment of the nodes where the load is applied under dmax (absolute displacement in
z-direction).
For the empty metallic beam, The average displacement for these nodes is 7.2 mm,
in order to double the shear-torsion stiﬀness of the beam, dmax is chosen as 3.6 mm.
The simulations are run with LS-DYNA. Unless stated, a mesh size of 5 mm is used
in the automatic mesher of SFE CONCEPT. The study of such open thin-walled
cross-section under torsion is largely treated in literature, see for instance [19] or [8]
where the dimensions of given cross-sections are optimised to satisfy a twist angle.
The deformation and stress proﬁles of the empty cross-section are given in Figure
5.9 and Figure 5.10 proﬁle.
z
y x
z
Fig. 5.8  Deformation directions induced by the load case, cross-section view (left)
and side view (right).
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Fig. 5.9  Deformation proﬁle of the empty cross-section (node displacements in
mm).
Fig. 5.10  Main stress proﬁles of the empty cross-section (stresses in MPa).
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5.2.2 Optimisation with square space ﬁlling
The space ﬁlling illustrated in Figure 5.7(b) uses 3 cells (i.e. walls) in y-direction
and 11 cells in x-direction for a total of 52 cells (there are no walls at the ends
of the beam). Given the dimensions of the design space, each cell has a width of
30 mm and an extrusion length of 90 mm (z is the extrusion direction). Given the
symmetries of the load, a central symmetry constraint is applied to the update rule
of the cells (see Section 4.3.4).
Empty neighbourhood
To begin with, the problem is solved using an empty neighbourhood. This setting
is tested for further comparison with the non-empty neighbourhood. As mentioned
in Section 4.3.4, a reintroduction mechanism is used here for deleted cells. This
avoids getting stuck in a local minimum. This mechanism is particularly important
with the empty neighbourhood as when a cell is deleted, there is no inﬂuence from
its neighbours to promote its reintroduction when necessary.
The starting thickness for this optimisation run is 1.0 mm for all cells (Mf,0 = 1.0).
The maximum mass fraction change allowed ∆Mf,max is set constant equal to 0.15.
The cells' thickness boundaries are set to tmin = 0.4 mm and tmax = 3.0 mm and
the maximum thickness variation per iteration is set as δtmax = 0.5 mm. The hybrid
update rule is used (see Section 4.3.4). The update coeﬃcients in Equation (4.11)
are set as: ζ is constant equal to 0.1 mm, b0,1 = 0.05, b0,2 = 0.1, b0,3 = 0.2, b0,4 = 0.4,
b0,5 = 0.7. The parameters are summarised in Table 5.1.
tmin tmax kmax ε1 ε2 Mf,0 δtmax b0,1 b0,2 b0,3 b0,4 b0,5
0.4 3.0 200 1e-4 0.1 1.0 0.5 0.05 0.1 0.2 0.4 0.7
Tab. 5.1  Parameters for ﬁrst run.
Fig. 5.11  Best design for ﬁrst optimisation run, thickness distribution (mm).
For this ﬁrst run, the best design is found at iteration 40 (see Figure 5.11) with
a mass of 850 g, and mass increase of 14.4% (with respect to the non-reinforced
beam). The optimisation is stopped manually at iteration 72 after getting stuck
in a local minimum of a higher mass than for iteration 40 (see Figure 5.12). The
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Fig. 5.12  Optimisation history, ﬁrst run, mass value.
reinforcements for the best design are located around the middle of the structure
where the deformation directions induced by the load case change orientations (see
Figure 5.8). Such a reinforcement seems adequate to control the global deformation
of the structure.
In a second optimisation run, the deﬁnition of the maximum mass fraction change
allowed is modiﬁed. Instead of being constant as in the ﬁrst optimisation it is deﬁned
as a decreasing function of iteration k (see Equation (4.5)), where η = 0.21. Also ζ
is not constant any more but deﬁned as in Equation (4.14), where θ = 3. The best
design is found at iteration 136 (see Figure 5.13) with a mass of 876 g, and a mass
increase of 17.9%.
Fig. 5.13  Best design for second optimisation run, thickness distribution (mm).
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Fig. 5.14  Optimisation history, second run, mass value.
The mass value is higher than in the ﬁrst optimisation run and the topology of the
best design is also more complex. Figure 5.14 illustrates the mass history throughout
the optimisation. The reduction in maximum mass fraction change in the end of the
optimisation is clearly visible as expected with the new deﬁnition of ∆Mf,max.
Figure 5.15 and Figure 5.16 gather the deformation proﬁles of the best design of the
ﬁrst two runs. They can be compared to the deformation proﬁle of the empty cross-
section (see Figure 5.9). For the second run's best design, as the reinforcements are
away from the middle of the structure, they tend to follow the deformation of the
outer section. For the ﬁrst run's best design though, the reinforcements connect both
sides of the structure going in opposite directions and therefore prevent violating
the design constraint.
Von Neumann neighbourhood
After the empty neighbourhood, the von Neumann neighbourhood is investiga-
ted. In a third optimisation run, the maximummass fraction change allowed ∆Mf,max
is set constant equal to 0.15 as in the ﬁrst run. ζ is also constant equal to 0.1 mm.
The update rule coeﬃcients in Equation (4.12) and Equation (4.13) are chosen as
lq = 2, bq,1 = 0.1 and bq,2 = 0.5 for the in-plane neighbours. For the out-of-plane
neighbours lr = 1 and br,1 = 0.1. With this setting, the inﬂuence of the in-plane
neighbours on the update rule is higher than the inﬂuence of the out-of-plane neigh-
bours. Indeed, the in-plane neighbours can contribute to the update of a cell by two
increments ζ while the out-of-plane neighbours can only contribute by one incre-
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Fig. 5.15  Deformation proﬁle of the ﬁrst run's best design (node displacements in
mm).
Fig. 5.16  Deformation proﬁle of the second run's best design (node displacements
in mm).
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ment ζ. This setting is chosen to favour the generation of plane structures by the
algorithm.
The best design for this third optimisation run is found at iteration 67 (see Figure
5.17 and Figure 5.18) with a mass of 830 g or a mass increase of only 11.7%. In a
fourth optimisation run, the maximum mass fraction change and the increment ζ
are deﬁned as in the second run. The best design for this fourth optimisation run is
found at iteration 178 (see Figure 5.19 and Figure 5.20) with a mass of 846 g or a
mass increase of 13.9%.
Fig. 5.17  Best design for third optimisation run, thickness distribution (mm).
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Fig. 5.18  Optimisation history, third run, mass value.
Table 5.2 gathers the best design results for the four previous optimisation runs. It
would be wrong to judge these tests only by the performance of their best design,
hence this table should be read along with the optimisation histories and topo-
logies derived from each run. It seems that the non empty neighbourhood helps
reintroducing cells more eﬃciently. Indeed, when a design violates the displacement
constraint, it takes less iterations to get back to a design respecting the displacement
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Fig. 5.19  Best design for fourth optimisation run, thickness distribution (mm).
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Fig. 5.20  Optimisation history, fourth run, mass value.
constraint. Also, the deﬁnition of ∆Mf,max as a decreasing function of iteration k
favours convergence of the algorithm.
Even though the best design found in the fourth run is not the best in terms of
mass, the use of the von Neumann neighbourhood along with the decreasing maxi-
mum mass fraction allowed are kept as a base for the following studies.
Run Design number Mass (g) Mass increase (%) Neighbourhood
1 40 850 14.4 empty
2 136 876 17.9 empty
3 67 830 11.7 von Neumann
4 178 846 13.9 von Neumann
Tab. 5.2  Best designs for optimisation runs 1 to 4.
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Inﬂuence of starting thickness
Using the settings of the fourth optimisation run, the inﬂuence of the starting
thickness on the results is studied. The optimisation is run with six diﬀerent starting
thickness between 0.5 mm and 1.75 mm. The results are summarised in Table 5.3.
According to the results, the starting thickness does have a signiﬁcant inﬂuence on
the best design. Also, it seems that in this case, the lower the starting thickness is,
the better the results are. This could be explained by the fact that in this case, a low
starting thickness gives an initial mass fraction close to the optimum mass fraction.
The optimisation history of the best run (starting thickness of 0.5 mm) is given in
Figure 5.21. The evolution of the topology is also represented. Between iteration 14
and iteration 26, the reintroduction is occurring at iterations 16, 17, 18, 23 and 24.
As a result, there are more active cells in iteration 26 than in iteration 14. Also,
from iteration 26, the best topology could already be guessed.
it 09
it 14
it 26
it 50
it 140
Fig. 5.21  Optimisation history, best run, mass value and topology evolution.
Mf,0 Best design Mass (g) Mass increase (%)
0.50 140 827 11.3
0.75 192 828 11.4
1.00 178 846 13.9
1.25 163 833 12.1
1.50 91 857 15.3
1.75 169 858 15.5
Tab. 5.3  Inﬂuence of starting thickness on best design.
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Inﬂuence of cell size
After testing the inﬂuence of the starting thickness, the inﬂuence of the cell size
is investigated. A new space ﬁlling is generated with cells twice smaller (with a width
of 15 mm instead of 30 mm) than the previous cells. As a result, the new model has
236 cells instead of 52 previously (see Figure 5.22).
The optimisation is run with the same settings as in the fourth run detailed pre-
viously, ﬁrst with Mf,0 = 1.0 and then with Mf,0 = 0.5. The best design is found,
in the ﬁrst run, at iteration 200 with a mass of 834 g or a mass increase of 12.2%
(see Figure 5.23) and, in the second run, at iteration 114 with a mass of 822 g or a
mass increase of 10.6% (see Figure 5.24). This second result is lighter than the best
design found with larger cells. Looking at Figure 5.24, the topology is similar to the
one found with larger cells, only with ﬁner discretisation.
Fig. 5.22  Space ﬁlling with smaller cells.
Fig. 5.23  Best design with smaller cells, thickness distribution (mm).
Fig. 5.24  Best design with smaller cells and lower starting thickness, thickness
distribution (mm).
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As a comparison, another cell distribution is manually deﬁned where only the cells
on the outer part of the beam's cross section remain (see Figure 5.25). This conﬁgu-
ration is inspired by the theory of torsion for open thin-walled beams with constant
cross-sections. For this C-Channel section, the most eﬃcient way to increase the
torsional stiﬀness would be to increase the thickness of the channel. As this is not a
possibility in this design problem, adding cells on the outer part of the cross-section
appears to be a good option. The thickness of the cells is set to 0.47 mm in order
for the total mass of the beam to be 822 g like the previous best design. In this
conﬁguration, the maximum displacement of the nodes is 5.85 mm instead of 3.6
mm. With a trial and error approach, the maximum displacement is then brought
down to 3.6 mm increasing the cells thickness to 1.00 mm. In this case, the mass
of the beam is 911 g, which is 10.8% more than the best design found with the
HCATWS method. This showcases the interest of the method which allows to ﬁnd
a solution with a non constant cross-section, outside of classic torsion theory.
Fig. 5.25  Alternative cells distribution inspired by theory of torsion, thickness
distribution (mm).
Diﬀerent displacement constraint
To assess the inﬂuence of the displacement constraint, the objective is now to
triple the shear-torsion stiﬀness when compared to the empty metallic beam. The
displacement constraint is therefore set to dmax = 2.4 mm. The algorithm settings
are identical to the fourth optimisation run described previously. The best design is
found at iteration 134 with a mass of 901 g or a mass increase of 21.3 %. As illustrated
in Figure 5.26, the topology is similar to the best results found previously with the
higher displacement constraint. The structure is again reinforced in the centre to
control the torsion of the metallic beam. This time though, more material is needed
to satisfy the more demanding constraint.
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Fig. 5.26  Best design with lower displacement constraint, thickness distribution
(mm).
5.2.3 Rotation of the space ﬁlling
The results presented previously suggest that diagonal reinforcements could be
more eﬃcient to reinforce the metallic beam for this load case. To test this idea, the
square space ﬁlling is rotated by 45◦ (see Figure 5.27). The width of the cells is also
increased to 31.8 mm. The space ﬁlling is now made of 56 cells.
The displacement constraint is set back to dmax = 3.6 mm and optimisation set-
tings are almost identical to the fourth optimisation run described previously. The
maximum mass fraction change allowed diﬀers as it is now a decreasing exponential
function of the iteration number (see Equation (4.6)). The parameters of this func-
tion are: η = 0.3 and τ = 50. Also, the reintroduction of deleted cells is not enforced
when the displacement constraint is violated.
The best design is found at iteration 35, with a mass of 791 g or a mass increase of
7.8% (see Figure 5.28). In a second optimisation run for this rotated space ﬁlling,
the initial mass fraction Mf,0 is set to 0.5 and the reintroduction of cells is this time
enforced. The best design is then found at iteration 148, with a mass of 770 g or a
mass increase of 3.6% (see Figure 5.29).
In both cases, the mass increase is much lower than with the original space ﬁlling.
This supports the idea that diagonal reinforcements can be more eﬃcient than square
ones for this load case. It should be noticed that the structure is still reinforced in
its centre.
Fig. 5.27  Rotated square space ﬁlling.
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Fig. 5.28  Best design with rotated space ﬁlling (no reintroduction), thickness
distribution (mm).
Fig. 5.29  Best design with rotated space ﬁlling (with reintroduction), thickness
distribution (mm).
5.3 Second example: axial impact
5.3.1 Problem deﬁnition
This problem intends to apply the HCATWS to the optimisation of a simpliﬁed
car component under a transient crash case, as opposed to the static case deﬁned
in Section 5.2. The objective is to optimise the cross-section of a prismatic beam
for an axial impact load case. As mentioned in the introduction of this chapter, this
type of study is well documented in literature. For instance, in the work presented
by Kim [70] or by Alavi Nia et al. [4], the energy absorption eﬃciency of diﬀerent
cross-section variants is studied.
The design space is deﬁned by the inner part of a rectangular beam. It has a cross-
section of 80× 100 mm and a length of 400 mm. The envelope of the beam is ﬁxed
with a thickness of 1.5 mm. The design space is ﬁlled with a square tiling (see Figure
5.30(b)). The cells have a width of 20 mm and a length of 400 mm which generates
a total of 31 cells.
The beam is impacted on one end by a rigid wall perpendicular to its longitudinal
direction (see Figure 5.30(a)), and ﬁxed on the other end. The rigid wall has a mass
of 500 kg and an initial speed of 5 m/s. In order to keep a reasonable computation
time, the impact is simulated for a duration of 25 ms. The displacement of the
impactor over this duration is monitored. In real applications case, the peak force
between the impactor and the beam should be monitored too. To ensure an axial
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folding of the beam during the crash, a symmetry condition is applied to the cells,
both on the Oyz and Oxz planes. As a result, the number of independent cells is
actually 10.
The beam is made of an aluminium extrusion. The material characteristics are E =
70 GPa, ρ = 2.7 t/m3, ν = 0.33 and σy = 180 MPa, where σy is the yield stress.
Beyond the yield stress, the plastic behaviour is deﬁned with a piecewise linear
stress-strain curve (see Table 5.4).
z
y
x
(a) Load case (b) Space ﬁlling
Fig. 5.30  Axial impact, problem deﬁnition.
εpeﬀ 0 0.01 0.02 0.05 0.10 0.15 0.2 0.4
σy (MPa) 180 190 197 211.5 225.8 233.6 238.5 248.5
Tab. 5.4  Piecewise linear plasticity table for impacted beam, eﬀective plastic strain
εpeﬀ and corresponding yield stress values σy.
In order to deﬁne the design constraint, the behaviour of two typical cross-sections
under this load case is investigated. The ﬁrst cross-section is the empty cross-section.
Its mass is 583 g and the ﬁnal displacement in z-direction is 111.0 mm. The defor-
mation is illustrated in Figure 5.31, with two characteristic folds on the larger side
of the beam and two and a half folds on the shorter side. The initiation of the folds
is illustrated in Figure 5.32 with the folding area over the yield strength value.
The second cross-section reinforces the beam with a cross pattern (see Figure 5.33)
of 1.0 mm thickness. Its mass is 778 g which is 33.4 % more than the empty cross-
section. The ﬁnal displacement in z-direction is 97.4 mm. With the cross pattern,
the beam's cross-section is compartmented into smaller rectangles which induces a
shorter characteristics folding length. With a smaller ﬁnal displacement, the defor-
mation now exhibits three characteristic folds on both sides of the beam. Again, the
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initiation of the folds is illustrated (see Figure 5.34 with the folding area over the
yield strength value.
For optimisation, the displacement constraint is deﬁned as dmax = 75 mm. That
is a reduction of 32 % when compared to the empty cross-section and 24 % when
compared to the cross shaped reinforcement.
Fig. 5.31  Empty cross-section, ﬁnal deformation, von Mises stress (MPa).
Fig. 5.32  Empty cross-section, folding initiation, von Mises stress (MPa).
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Fig. 5.33  Cross shaped reinforcement, ﬁnal deformation, von Mises stress (MPa).
Fig. 5.34  Cross shaped reinforcement, folding initiation, von Mises stress (MPa).
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5.3.2 Topology optimisation results
The topology optimisation is performed with the same settings as the fourth
optimisation run detailed in Section 5.2.2. The von Neumann neighbourhood is
chosen and the hybrid update rule deﬁned in Section 4.3.4 is used with the same
settings as for the shear-torsion load case. Two starting mass fractions are tested
(1.0 and 0.5). The best design is found using a starting thickness of 0.5 mm. In that
case, the best design is obtained at the 84th iteration with a mass of 878 g or a mass
increase of 33.4 % (when compared to the empty cross-section) and a maximum
displacement of 74.67 mm (see Figure 5.35).
Fig. 5.35  Optimum design topology (cross-section), thickness distribution (mm).
The topology derived here is interesting as it forms four little square compartments
in the corners of the cross-section and some ﬂanges loosely connected to the middle
of the shorter beam's sides. Although the beam studied here is not square but
rectangular, this result is in agreement with the works of Kim [70] or Alavi Nia et al.
[4] suggesting that the most eﬃcient way to reinforce a square cross-section for axial
energy absorption is to reinforce the corners. In [70] for instance, a 190% increase
in Speciﬁc Energy Absorption is observed (numerical simulation) when reinforcing
a square section with inner square corners (see Figure 5.36).
The ﬁnal deformation of the beam derived with the HCATWS method is given in
Figure 5.37. It is interesting to notice the diﬀerent number of characteristic folds in
diﬀerent areas of the cross-section. With the shortest segments, four folds are formed
in the corners. On the longer side of the beams two folds only are formed. On the
shorter side of the beam, with the inﬂuence of the loose ﬂanges, the folds are not
clearly formed. Also, the initiation of the folds (see Figure 5.38) seems more critical
than for the reference cross-sections with the yield strength reached in signiﬁcant
areas along the main edges of the cross-section. For comparison, force-displacement
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curves are given in Figure 5.39 for the two reference cross-section and the best design.
All cross-sections exhibit a characteristic force displacement curve with a peak force
to initialise the folding and then a lower force level to propagate the folding. As
expected, the force level is higher for the best design in order to allow for a lower
maximum displacement. The energy absorption curves are also given in Figure 5.40.
(a) Reinforced
multi-cell
cross-sections
(b) Speciﬁc Energy Absorption curves
Fig. 5.36  Axial impact study of multi-cell sections with reinforced corners, com-
parison with square cross-section (Source: [70]).
Fig. 5.37  Optimum design, ﬁnal deformation, von Mises stress (MPa).
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Fig. 5.38  Optimum design, folding initiation, von Mises stress (MPa).
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Fig. 5.39  Force-displacement curves of reference cross-sections and best design.
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Fig. 5.40  Energy absorption curves for the reference cross-sections and the best
design.
5.3.3 Comparison with enhanced sizing optimisation
As the number of independent cells in this problem is pretty low, it can also be
treated as a sizing optimisation problem where the design variables are the cells'
thickness and the cells are deleted if the thickness passes the threshold tmin. To solve
this sizing optimisation problem, the commercial optimisation software LS-OPT [82]
is used. The optimisation method chosen is the iterative response surface method
implemented in this software.
The fact that the cells can be deleted during the optimisation is not standard for a
sizing optimisation. For the response surfaces, this deletion creates a jump in out-
put functions which is usually not desirable. For the sake of comparison though, the
problem is solved with this issue in mind. To enable the deletion of the cells, the
lower boundary for the thickness parameters is deﬁned as tvirt, where 0 < tvirt < tmin.
Practically, tvirt is chosen as 0.1 mm in this problem.
As mentioned in the previous section, the optimisation problem presents 10 in-
dependent variables and 21 dependent variables. The sampling is made using the
D-optimal space ﬁlling method (generating 17 points per iteration) and the response
surfaces are built using Radial Basis Functions. As for the HCATWS method, the
objective is to minimise the mass while keeping the displacement in z-direction un-
der dmax = 75 mm. The maximum number of iterations is set to 15 to keep the total
number of crash simulations under 300.
The best design was found at iteration 11 with a mass of 863 g (or a mass increase of
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48 %) and a maximum displacement of 74.7 mm (see Figure 5.41). The optimisation
history is given in Figure 5.42 and the progression of the algorithm can be obser-
ved. Although the mass value of this design is better than the one found with the
HCATWS method, the topology is similar with reinforcements of the cross-section's
corners once again. This is encouraging as in this case, both the theory and the
classic optimisation method are in agreement with the result of the HCATWS me-
thod. Eventually, the deformation of the beam is presented in Figure 5.43. As for the
result of the HCATWS method, four characteristic folds are formed in the corners
and two on the longer side of the beam. This time, with the deletion of the ﬂanges
on the shorter side of the beam, two and a half folds are clearly formed.
Fig. 5.41  Enhanced sizing optimisation, best design, thickness distribution (mm).
5.3.4 Diﬀerent displacement constraint
As for the static shear-torsion problem, a diﬀerent constraint value is also inves-
tigated. In this new case dmax is set to 50 mm which is 55% less than for the empty
cross-section and 49% less than in the cross shaped reinforcement case.
The optimisation is run with the same settings as previously and once again, two
starting thickness are tested, 0.5 mm and 1.0 mm. The best design is found for
Mf,0 = 1.0 mm with a mass of 1.125 kg (mass increase of 93.0%) and a maximum
displacement of 49.9 mm. The topology (see Figure 5.44) is similar to the topology
derived previously with a higher displacement, but this time with thicker cells. The
characteristic folds are clearly formed (see Figure 5.45) with two and a half folds
along the small compartments and one and a half fold along the longer edge.
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Fig. 5.42  Displacement (top) and mass (bottom) history from successive response
surfaces (black lines) and validation points (red dots).
Fig. 5.43  Best design for enhanced sizing optimisation, ﬁnal deformation, von
Mises stress (MPa).
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Fig. 5.44  Best design for lower displacement constraint, thickness distribution
(mm).
Fig. 5.45  Best design for lower displacement constraint, ﬁnal deformation, von
Mises stress (MPa).
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Design Mass (g) Displacement (mm) SEA10 (kJ.kg−1)
empty 583 111.0 2.01
cross 778 97.4 2.58
best HCATWS 878 74.7 3.77
best LS-OPT 863 74.7 3.9
best dmax = 50 mm 1125 49.9 4.08
Tab. 5.5  Results summary for axial impact problem.
Table 5.5 summarises the results of the diﬀerent designs for this problem. For easier
comparison, the last column gives the Speciﬁc Energy Absorption (SEA) of each
structure after 10 ms. It is deﬁned as the energy absorbed after 10 ms divided by
the mass of the structure. With this value, it is easier to see that the optimised
structures are more eﬃcient than the reference structures for energy absorption.
5.4 Third example: oblique impact
5.4.1 Problem deﬁnition
This problem is a variation on the previously deﬁned axial impact problem. In
this case, the rigid wall impacting the beam is slightly rotated around x- and y-
directions (see Figure 5.46). The rotation angle in both directions is 5.7◦. This angle
was chosen empirically to avoid a global buckling of the empty cross-section. The
mass of the rigid wall is still M0 = 500 kg and the initial speed is still v0 = 5 m/s,
normal to the wall.
As previously, the objective is to deﬁne the reinforcement of the beam while respec-
ting the displacement constraint dmax (in the impact direction). The space ﬁlling is
the same as used previously, but given the load case, the symmetry condition is not
applied any more. Therefore, the 31 cells are all independent now.
The same initial cross-sections are studied before running the optimisation. The
empty cross-section gives a maximum displacement of 113.2 mm still with the mass
of 583 g. The deformations in x- and y-directions are given in Figure 5.47 and Figure
5.48 respectively. The cross shaped reinforcement gives a maximum displacement of
101.8 mm still with the mass of 778 g. The deformations in x- and y-directions
are given in Figure 5.49 and Figure 5.50 respectively. dmax is chosen as 80.0 mm
which is 29% less than the empty cross-section and 21% less than the cross shaped
reinforcement.
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Fig. 5.46  Oblique impact, load case.
Fig. 5.47  Oblique impact, empty cross-section, deformation in x-direction (mm).
Fig. 5.48  Oblique impact, empty cross-section, deformation in y-direction (mm).
5.4.2 Topology optimisation results
The optimisation is run with the same settings as for the axial impact. The
starting thickness is set to 0.5 mm. The best design (see Figure 5.51) has a mass
of 910 g (mass increase of 56.1% when compared to the empty cross-section) and
a maximum displacement of 79.4 mm. The deformations in x- and y-direction (see
Figure 5.52 and Figure 5.53 respectively) do not exhibit any buckling of the beam
due to the oblique load. The best design is reinforced in the corner directly impacted
by the wall and to a smaller extent in the two corners linked with this ﬁrst corner.
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Fig. 5.49  Oblique impact, cross reinforcement, deformation in x-direction (mm).
Fig. 5.50  Oblique impact, cross reinforcement, deformation in y-direction (mm).
Only the corner impacted last by the wall is not reinforced. Notice that, on this
corner a fold appears near the constrained end of the beam (see Figure 5.52 and
Figure 5.53). This is a consequence of the other corners being stiﬀer and could lead
to a global buckling. For comparison with the reference cross-sections, the force-
displacement curves are given in Figure 5.54. Once again, the best design reaches
higher force levels than the reference cross-sections. When compared with the axial
impact (see Figure 5.39), the force levels are lower. Also, there is no clear diﬀerence
between the folding initiation and propagation in the force level as it was the case
for the axial impact.
Fig. 5.51  Oblique impact, best design, thickness distribution (mm).
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Fig. 5.52  Oblique impact, best design, deformation in x-direction (mm).
Fig. 5.53  Oblique impact, best design, deformation in y-direction (mm).
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Fig. 5.54  Oblique impact, force-displacement curves of reference cross-sections
and best design (force and displacement given in impact direction).
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5.5 Fourth example: simpliﬁed pole impact
5.5.1 Problem deﬁnition
This example is taken from a collaborative project on topology optimisation for
crashworthiness design of extruded cross-sections [9]. The load case was deﬁned by
Ortmann et al. and is detailed in [94]. It is a simpliﬁed pole impact of a rocker
and a seat cross-member (see Figure 5.55(a)). The rocker and cross-member have
an initial velocity of 29 km/h and a mass of 85 kg is added at the end of the cross-
member. The design task is to optimise the cross-section of the extruded rocker,
while keeping the boundary ﬁxed. The objective is to minimise the mass of the
rocker while keeping the intrusion of the pole in the rocker under 75 mm and the
maximum reaction force going through the cross-member under 48 kN. Notice that
for the topology optimisation process, this maximum force value is only monitored
and used in post-processing to dismiss the potential solutions that would violate it.
The initial design is the empty cross-section with a boundary thickness of 3.5 mm.
The mass is 2.801 kg, the intrusion is 69.03 mm and the maximum reaction force is
55.82 kN.
V0
(a) Load case (b) Square space ﬁlling
Fig. 5.55  Pole impact, problem deﬁnition.
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5.5.2 Topology optimisation with square space ﬁlling
The design space is ﬁlled with a square space ﬁlling (see Figure 5.55(b)). In
the diagonal area of the cross-section, the square space ﬁlling is slightly distorted
to ensure good connections between the cells and the boundary. The space ﬁlling
is made of 65 cells. Based on previous results from other partners of the Crash-
Topo project, the thickness of the boundary is ﬁxed to 1.75 mm. After running
the optimisation, the best design found (see Figure 5.56 and Figure 5.57) has an
intrusion of 74.5 mm, a mass of 1.764 kg and a maximum force of 45.2 kN.
Fig. 5.56  Pole impact, best topology, thickness distribution (mm).
Fig. 5.57  Pole impact, best topology, maximum deformation.
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5.5.3 Additional shape optimisation
To try and improve the design further, shape optimisation is performed on the
results of the topology optimisation (see Figure 5.56). This second optimisation
step is performed to ﬁnely tune the results of the topology optimisation. It allows
to explore designs which cannot be generated with the initial space ﬁlling of the
HCATWS method.
The design parameters (see Figure 5.58(a)) are deﬁned using the CAE software SFE
CONCEPT. 20 parameters are deﬁned with 12 translations and 8 thickness parame-
ters. The optimisation is performed using a genetic algorithm available in LS-OPT
[82]. The displacement constraint is lowered to dmax = 70 mm and the objective
is now to minimise the maximum reaction force. Populations of 30 individuals are
used. The best design (see Figure 5.58(b)) is found at iteration 24 with a displace-
ment of 69.9 mm, a mass of 1.865 kg and a maximum force of 44.05 kN. Table 5.6
summarises the variations in the thickness parameters compared to the initial de-
sign. The optimised design has a more homogeneous thickness distribution with the
diﬀerence between T2 and T3 going from 0.68 mm to 0.13 mm. Also, the diﬀerence
between T4 and T5 goes from 0.27 mm to 0.10 mm and the diﬀerence between T7
and T8 goes from 0.48 mm to 0.36 mm.
The optimisation history is illustrated in Figure 5.59. After the ﬁrst iteration,
the reaction force increases severely in order to satisfy the modiﬁed displacement
constraint. Then the force decreases with the iteration number as the algorithm ﬁnds
a better geometry and thickness distribution.
Parameter T1 T2 T3 T4 T5 T6 T7 T8
Initial design 1.75 1.21 1.89 1.62 1.35 1.08 1.79 2.27
Best design 1.83 1.51 1.64 1.80 1.70 1.13 1.94 2.34
Tab. 5.6  Thickness parameters for best design and initial design (mm).
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(a) Shape optimisation parameters (b) Best design
Fig. 5.58  Pole impact, additional shape optimisation, parameters and result.
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Fig. 5.59  Pole impact, optimisation history for force objective (RWFORC2), mass
(MASS) and displacement constraint (NODOUT1).
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Chapter 6
Enriching the space ﬁlling with
diagonal cells
Chapter 5 presented diﬀerent applications of the HCATWS method for the de-
sign of extruded structures. It allowed getting a ﬁrst idea of the HCATWS method
capabilities in deriving credible topologies in a reasonable amount of time. It also
allowed to highlight some limitations of the initial space ﬁlling. In Section 5.2, the
same topology optimisation problem was solved with two diﬀerent orientations of
the same space ﬁlling. With the second set up, the results were signiﬁcantly im-
proved. This is a testimony that diﬀerent initial space ﬁllings will enable deriving
diﬀerent topologies.
In order to try and improve the HCATWS method for the design of extruded struc-
tures, a new space ﬁlling is proposed where the previously deﬁned 2D square space
ﬁlling is enriched with additional diagonal cells. In Section 6.1, the new space ﬁlling
is introduced and the corresponding modiﬁcations on the algorithm are detailed. In
Section 6.2, the same static shear-torsion problem as in Section 5.2 is solved with the
new space ﬁlling. Similarly, Section 6.3 to Section 6.5 address the same application
examples as Section 5.3 to Section 5.5. Eventually, Section 6.6 presents a transient
three point bending deﬁned to showcase the interest of coupling square and diagonal
cells.
6.1 Modiﬁcation of the method for diagonal enri-
ched 2D space ﬁllings
6.1.1 Space ﬁlling
As mentioned in introduction, the alternative space ﬁlling proposed in this chap-
ter is based on the 2D square tiling detailed in Section 5.1.1. This space ﬁlling is
enriched now with two diagonal cells in each square of the tiling (see Figure 6.1).
The diagonal cells generate two additional square tilings rotated by ±45◦ with re-
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gards to the original tiling.
As mentioned in Section 5.1.1, the main criterion to respect for a 2D space ﬁlling in
order to be used in the HCA method is to be edge-transitive (or isotoxal). The space
ﬁlling proposed here is not strictly isotoxal but can still be seen as such. Indeed,
although the diagonal cells are
√
2 times bigger than the square cells, the output
value for the cells is the IED which ﬁlters the diﬀerence in dimensions. Also, each
cell (from the square tiling or one of the diagonal tilings) interacts with 7 other cells
at each of its extremities with the following angles: 45◦, 90◦, 135◦, 180◦, 225◦, 270◦
and 315◦. The only singularity in this pattern is the fact that within a square of the
original tiling, the diagonal cells of the additional tilings cross each other. Diﬀerent
measures are taken to deal with this problem, as detailed in Section 6.1.2 to Section
6.1.4.
  
Fig. 6.1  Diagonal enriched space ﬁlling.
6.1.2 Contact search
With the presence of intersecting cells in the initial space ﬁlling, the contact deﬁ-
nitions become crucial. In order to regularise the space ﬁlling, the contact is deﬁned
for each diagonal cell to ignore the presence of the other diagonal cell it intersects.
Note that this deﬁnition is not physical, it is artiﬁcial and allows the simulations
to run with intersecting cells. As the algorithm progresses and intersecting cells are
removed, the contact deﬁnition becomes physical again. Such a contact deﬁnition is
not straightforward to set up and calls for speciﬁc contact search options.
A simple strategy to deﬁne contact in a model is to use a global single surface ap-
proach. In this case all the parts to be considered for contact are included in the
same group and every ﬁnite element node of the group is checked for contact against
every ﬁnite element. This strategy is called single surface as opposed to a surface
to surface approach were a surface A is checked for contact against a surface B.
While the single surface strategy is not necessarily the most eﬃcient as it checks a
lot of unnecessary pairs of nodes and ﬁnite elements, it is really easy to deﬁne and
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general enough to withstand large modiﬁcations of the model. Unfortunately, the
single surface approach cannot be adopted here as for each diagonal cell, a diﬀerent
cell needs to be excluded from the contact search. Yet, the contact deﬁnition needs
to be general enough to work throughout the optimisation with the evolution of the
topology.
The strategy adopted here separates the cells of the original square tiling from the
diagonal cells. For the former cells, a single surface approach is adopted, including
all of these non-diagonal cells. For the latter cells, a surface to surface approach is
adopted with a speciﬁc deﬁnition for each of these diagonal cells. Each diagonal cell
(surface A) is checked against all the other cells in the model except the diagonal cell
it intersects (surface B). To be more speciﬁc, each diagonal cell is actually checked
against a subset of the remaining cells deﬁned using a triangular approach in or-
der to limit the redundant contact searches. A simpliﬁed example of all the contact
deﬁnitions used with the enriched space ﬁlling is given in Appendix B.
6.1.3 Neighbourhood
With the enriched space ﬁlling, the neighbourhood deﬁnition needs to be modi-
ﬁed accordingly. Two approaches are investigated. In the ﬁrst approach, the original
square tiling and the two rotated square tilings are uncoupled while they are coupled
in the second approach.
Uncoupled
In this ﬁrst neighbourhood deﬁnition, the cells of the three tilings used to gene-
rate the space ﬁlling are independent. For each cell, the neighbourhood considered
is the von Neumann neighbourhood for 2D thin walls deﬁned in Section 5.1.2. It
uses only cells belonging to the same initial tiling. Therefore, each non-diagonal cell
possibly has two in-plane non-diagonal neighbours and possibly four out-of-plane
non-diagonal neighbours. Similarly, each diagonal cell possibly has two in-plane dia-
gonal neighbours and possibly four out-of-plane diagonal neighbours (see Figure 6.2).
Non-diagonal cells do not have diagonal cells in their neighbourhood and vice-versa.
This neighbourhood is uncoupled.
  
In plane 
neighbours
Out of plane 
neighbours
Current cell
Fig. 6.2  Uncoupled neighbourhood with diagonal cells.
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Coupled
For this second neighbourhood deﬁnition, the three initial tilings are now cou-
pled. In Section 5.1.2, the von Neumann neighbourhood contains the cells sharing
an edge (or a node in the 2D representation). Using this deﬁnition, the coupled
neighbourhood of a non-diagonal cell contains not only two in-plane and four out-
of-plane neighbours, but also eight diagonal neighbours (see Figure 6.3). Four of
these diagonal neighbours generate a ±45◦ angle with the non-diagonal cell and are
therefore referred to as near diagonal neighbours. The remaining four neighbours
generate a ±135◦ angle with the non-diagonal cell and are therefore referred to as
far diagonal neighbours. Similarly, each diagonal cell has not only two in-plane and
four out-of-plane neighbours, but also eight non-diagonal neighbours which in the
diagonal cell's respect are near and far diagonal neighbours.
  
In plane 
neighbours
Out of plane 
neighbours
Current cell
Near diagonal 
neighbours
Far diagonal 
neighbours
Fig. 6.3  Coupled neighbourhood with diagonal cells.
6.1.4 Algorithm
With the modiﬁcations in the space ﬁlling and neighbourhood deﬁnition, the
algorithm, and especially the update rule needs to be adapted. For the uncoupled
neighbourhood, the Hybrid update rule described in Section 4.3.4 is applied to both
the non-diagonal and the diagonal cells.
In order to generate topologies free of intersecting diagonal cells, an additional rule
is introduced and applied after the Hybrid update rule. If n and m are active inter-
secting diagonal cells, the additional rule increases the diﬀerence in their thickness
in order to favour the deletion of at least one of these two cells. The new thickness
values are deﬁned as:
t′n = max (tmin,min (tmax, tn + (tn − tm) /2)) .
and t′m = max (tmin,min (tmax, tm + (tm − tn) /2)) .
(6.1)
For coupled neighbourhood, the Hybrid update rule is extended to account for the
diagonal neighbours. For each diagonal neighbour, an extra α coeﬃcient is deﬁned
and added to the thickness variation δt(j,k)i (see Equation (4.8)). For near diagonal
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neighbours, the coeﬃcient α(j,k)nd is deﬁned as:
α
(j,k)
nd =
lnd∑
g=1
ζ × 1Pg
(
U˜
(k)
nd
)
−
lnd∑
g=1
ζ × 1Mg
(
U˜
(k)
nd
)
.
where Pg =
[
S∗(j,k) + bnd,g × disc(j,k)up ; S∗(j,k) + disc(j,k)up
]
.
Mg =
[
S∗(j,k) − disc(j,k)low ; S∗(j,k) − bnd,g × disc(j,k)low
]
.
and ∀ 1 ≤ g < lnd, 0 < bnd,g < bnd,g+1 < 1.
(6.2)
For far diagonal neighbours, the coeﬃcient α(j,k)fd is deﬁned as:
α
(j,k)
fd =
lfd∑
h=1
ζ × 1Ph
(
U˜
(k)
fd
)
−
lfd∑
h=1
ζ × 1Mh
(
U˜
(k)
fd
)
.
where Ph =
[
S∗(j,k) + bfd,h × disc(j,k)up ; S∗(j,k) + disc(j,k)up
]
.
Mh =
[
S∗(j,k) − disc(j,k)low ; S∗(j,k) − bfd,h × disc(j,k)low
]
.
and ∀ 1 ≤ h < lfd, 0 < bfd,h < bfd,h+1 < 1.
(6.3)
In both cases, notations are the same as in Section 4.3.4. As for the uncoupled
neighbourhood, an additional update is applied in order to get rid of the intersecting
cells. It uses the same deﬁnition (see Equation (6.1)).
6.2 Shear-torsion case
6.2.1 Problem deﬁnition
This shear-torsion static problem is already deﬁned in Section 5.2. Again, the
design space is ﬁlled with cells, but this time using the diagonal enriched space
ﬁlling deﬁned above (see Figure 6.4). With a base dimension of 30× 90 mm for the
non-diagonal cells, the space ﬁlling is made of 118 cells (compared to 52 with the
initial square space ﬁlling of same dimensions and 56 with the rotated square space
ﬁlling).
Fig. 6.4  Diagonal enriched space ﬁlling for shear-torsion case.
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6.2.2 Optimisation results
For this problem, a coupled neighbourhood is used. The uncoupled neighbour-
hood is investigated in Section 6.3. The optimisation is run with three diﬀerent
initial mass fractions: 0.5, 0.6 and 0.8. This value was kept voluntarily low as the
enriched space ﬁlling generates a heavy reference structure. The other parameters
are kept constant for all runs and are given in Table 6.1. The only new parameters
here are the update rule parameters associated with the diagonal neighbours, lnd,
bnd,1, lfd and bfd,1. bnd,1 is chosen bigger than bfd,1 in order to limit the inﬂuence of
the near diagonal neighbours in the update rule. This is meant to limit the smaller
angles (±45◦) in the ﬁnal topology. Also, reintroduction of cells is not enforced here,
but to favour spontaneous reintroduction of cells, deleted cells do not participate in
their own thickness update, only their active neighbours do.
The best design was found for Mf,0 = 0.6 with a mass of 769 g (or a mass increase
of 3.5% compared to the empty beam). 9 cells remain in the space ﬁlling (see Figure
6.5). They form a similar topology to the one derived with the rotated square space
ﬁlling (see Section 5.2.3). Evolution of the structure mass and of the number of active
cells in the model are given in Figure 6.6 and Figure 6.7. Figure 6.6 shows that the
best design is under 800 g after only 10 iterations. Figure 6.7 shows the deletion
and reintroduction of cells during the optimisation. Because the reintroduction of
cells is not enforced, only a limited number of cells get reintroduced. This favours
the convergence of the algorithm.
tmin tmax kmax ε1 ε2 δtmax
0.4 (mm) 3.0 (mm) 200 1e-4 0.1 (mm) 0.5 (mm)
η τ θ lq bq,1 bq,2
0.3 50 3 2 0.1 0.5
l0 b0,1 b0,2 b0,3 b0,4 b0,5
5 0.05 0.1 0.2 0.4 0.7
lr br,1 lnd bnd,1 lfd bfd,1
1 0.1 1 0.6 1 0.3
Tab. 6.1  Common parameters for three optimisation runs.
Fig. 6.5  Shear-torsion case, best design with diagonal enriched space ﬁlling, thick-
ness distribution (mm).
99
 0.00075
 0.0008
 0.00085
 0.0009
 0.00095
 0.001
 0.00105
 0.0011
 0  20  40  60  80  100  120  140  160  180
m
a
s s
 ( t )
iteration
history
designs respecting constraints
designs violating constraints
best design
Fig. 6.6  Shear-torsion case, optimisation history of diagonal enriched space ﬁlling.
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Fig. 6.7  Shear-torsion case, evolution of active cells for diagonal enriched space
ﬁlling.
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6.3 Axial impact
6.3.1 Problem deﬁnition
The problem is the same as deﬁned in Section 5.3. The space ﬁlling used pre-
viously is enriched with diagonal cells (see Figure 6.8). The number of cells is 71,
as compared to 31 with the square space ﬁlling. The problem is solved both with
uncoupled (see Section 6.3.2) and coupled (see Section 6.3.3) neighbourhoods
Fig. 6.8  Diagonal enriched space ﬁlling of the cross-section for axial impact.
6.3.2 Results with uncoupled neighbourhood
The problem is ﬁrst solved with the uncoupled neighbourhood described in Sec-
tion 6.1.3. The parameters are similar to the ones used for the previous problem (see
Table 6.1). To reduce optimisation time, the maximum number of iterations kmax is
set to 100 and the maximum mass fraction change allowed is set to fade quickly with
η = 0.6 and τ = 10. Initial mass fraction Mf,0 is set to 0.45. With the uncoupled
neighbourhood, the diagonal neighbours update rule parameters deﬁned in Table
6.1 do not apply. Also, in this case, reintroduction of cells is enforced as described
in Section 4.3.4.
The best design is found at iteration 31 with a mass of 1067 g and a displacement
of 74.6 mm (see Figure 6.9). With 47 out of 71 cells remaining, the topology is not
clearly deﬁned and the mass value is much higher than the 878 g derived for the
same problem using the square space ﬁlling (see Section 5.3.2). Also, four crossing
diagonal cells remain in the model which is not desirable.
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Fig. 6.9  Axial impact, best design for uncoupled neighbourhood (iteration 31),
thickness distribution (mm).
6.3.3 Results with coupled neighbourhood
The problem is now solved with the coupled neighbourhood described in Section
6.1.3. For comparison, the parameters are the same as for the uncoupled neighbour-
hood. The additional diagonal neighbours update rule parameters are deﬁned as in
Table 6.1.
The best design is found at iteration 81 with a mass of 930 g and a displacement of
72.6 mm. This is much better than the result derived with the uncoupled neighbou-
rhood and closer to the results derived with the square space ﬁlling. Also, with only
18 cells remaining, the topology is more clearly deﬁned (see Figure 6.10) and really
similar to the topology derived with the square space ﬁlling (see Section 5.3). This
suggests that the coupled neighbourhood is more adapted to this diagonal enriched
space ﬁlling than the uncoupled neighbourhood.
In a second optimisation run, the initial mass fraction is slightly modiﬁed (Mf,0 =
0.6) and the maximum number of iterations is increased to kmax = 200. All other
parameters remain the same. This time, the best design is found at iteration 188
with a mass of 883 g and a displacement of 72.8 mm. The topology is made of 16
cells, with no diagonal cells remaining (see Figure 6.11). As for the square space
ﬁlling (see Figure 5.35), the rectangular beam is reinforced in its corners.
Figure 6.12 to Figure 6.14 illustrate the evolution of active cells for, respectively, the
best optimisation run with square space ﬁlling (see Section 5.3.2), the ﬁrst and se-
cond runs with diagonal enriched space ﬁlling and coupled neighbourhood. Similarly,
Figure 6.15 to Figure 6.17 illustrate the mass history for the same optimisation runs.
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Fig. 6.10  Axial impact, best design for coupled neighbourhood (iteration 81),
thickness distribution (mm).
Fig. 6.11  Optimum design topology third run, walls thickness distribution (mm).
Whether it is the number of active cells or the mass of the model, large oscillations
can be observed for the two optimisation runs with diagonal enriched space ﬁllings.
This is a consequence of the enforced reintroduction used here. Indeed, the algo-
rithm tends to reintroduce most of the deleted cells at once when the reintroduction
happens. This seems to have a negative eﬀect on the convergence of the algorithm
and would suggest that the reintroduction setting used to solve the shear-torsion
problem (see Section 6.2.2, no reintroduction enforced and no contribution of the
deleted cells to their own update) is more eﬃcient with higher number of cells in
the model.
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Fig. 6.12  Axial impact, active cells for square space ﬁlling 2nd run.
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Fig. 6.13  Axial impact, active cells for coupled diagonal space ﬁlling, 1st run.
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Fig. 6.14  Axial impact, active cells for coupled diagonal space ﬁlling, 2nd run.
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Fig. 6.15  Axial impact, mass history for square space ﬁlling 2nd run.
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Fig. 6.16  Axial impact, mass history for coupled diagonal space ﬁlling, 1st run.
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Fig. 6.17  Axial impact, mass history for coupled diagonal space ﬁlling, 2nd run.
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6.4 Oblique impact
6.4.1 Problem deﬁnition
The problem studied here is the same as the one deﬁned in Section 5.4 (see Figure
5.46). The design space being the same as for the axial impact problem, the enriched
space ﬁlling is the same as in Figure 6.8. Again, it is made of 71 cells instead of 31
for the square space ﬁlling. Given the results on the axial impact problem, only the
coupled neighbourhood is used here.
6.4.2 Optimisation results
The problem is solved with diﬀerent settings. In the ﬁrst two runs, the same
parameters as the ones used for the axial impact and coupled neighbourhood are
used (see Section 6.3.3). In both cases, kmax = 200 and the initial mass fraction is set
to 0.5 in the ﬁrst run and 0.7 in the second run. In a third run, the reintroduction
of cells is not enforced any more and the initial mass fraction is set to 0.9.
The best design is found in the third run at iteration 146 with a mass of 910 g
and a displacement of 79.9 mm. Although it is the same mass value as the best
design derived from the square space ﬁlling, the topology is diﬀerent (see Figure
6.18). Figure 6.19 illustrates the optimisation history of the third run. With no
reintroduction enforced, no big oscillations as observed in the axial impact results
(see Figure 6.16 and Figure 6.17) appear. Figure 6.20 and Figure 6.21 illustrate the
deformation of the best design. With cross-section reinforced in only one corner, the
beam buckles under the oblique load. This is not desirable in general, but within
the deﬁnition of the optimisation, such a phenomenon was not avoidable. To avoid
it, a more advanced constraint should be deﬁned.
Fig. 6.18  Optimum design topology for oblique impact, thickness distribution
(mm).
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Fig. 6.19  Oblique impact, mass history for coupled diagonal space ﬁlling, 3rd run.
Fig. 6.20  Oblique impact, best design, deformation in x-direction (mm).
Fig. 6.21  Oblique impact, best design, deformation in y-direction (mm).
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6.5 Pole impact
6.5.1 Problem deﬁnition
This problem is already deﬁned in Section 5.5.1. The enriched space ﬁlling is
made of 139 cells where the square space ﬁlling was made of only 65 cells. Again,
with the more complex design space, the cells are distorted in the top right corner
(see Figure 6.22).
Fig. 6.22  Pole impact, diagonal enriched space ﬁlling.
6.5.2 Topology optimisation result
The optimisation problem is solved with diﬀerent values for the outer boundary
wall thickness. The values studied are 1.5, 1.7, 1.75, 1.8, 1.85 and 2.0 mm. In all
cases, the initial mass fraction for the reinforcements is set to 0.5, the neighbourhood
is coupled and the reintroduction of cells is not enforced. The other optimisation
parameters are deﬁned in Table 6.2. The best result is found for the 1.75 mm thick
boundary wall (see Figure 6.23) with an intrusion of 71.4 mm, a mass of 1.951 kg and
a maximum force of 46.3 kN. The topology is more complex than the one generated
with the square space ﬁlling (see Figure 5.56) and the mass is higher. In this case,
the square space ﬁlling gives a better result.
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tmin tmax kmax ε1 ε2 δtmax
0.4 (mm) 3.0 (mm) 200 1e-4 0.1 (mm) 0.5 (mm)
η τ θ lq bq,1 bq,2
0.05 50 3 2 0.1 0.5
l0 b0,1 b0,2 b0,3 b0,4 b0,5
5 0.05 0.1 0.2 0.4 0.7
lr br,1 lnd bnd,1 lfd bfd,1
1 0.1 1 0.6 1 0.3
Tab. 6.2  Common parameters for all optimisation runs.
Fig. 6.23  Pole impact, best topology for diagonal enriched space ﬁlling, thickness
distribution (mm).
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6.6 Three point bending
6.6.1 Problem deﬁnition
Another application example is deﬁned here. It is inspired by a design case pre-
sented in [58] (see Figure 3.4), where an impactor hits a rectangular beam constrai-
ned at both ends in its centre. A similar problem is also studied in [10]. In the
problem studied here, the beam has the same dimensions and characteristics as for
the shear-torsion case deﬁned in Section 5.2. It is impacted by a pole with an initial
velocity in y-direction (see Figure 6.24(a)).
As for the shear-torsion case, the objective of the problem is to derive an adequate
topology to reinforce the beam. This time though, the reinforcement is made of
the same material as the beam. The material parameters are the same as for the
axial impact problem (see Section 5.3). The enriched space ﬁlling excludes central
diagonal cells for a total of 112 cells (see Figure 6.24(b)). Given the symmetry of
the problem, keeping these central diagonal cells could generate crossing cells in the
ﬁnal topology. The design constraint is deﬁned on the maximum impactor displace-
ment in y-direction, dmax = 45 mm. In the next section, the inﬂuence of the impact
velocity on the derived topology is investigated.
(a) Load case (b) Enriched space ﬁlling
Fig. 6.24  Three point bending, problem deﬁnition.
6.6.2 Topology optimisation with diﬀerent impact velocities
In order to assess the inﬂuence of the crash non-linearities on the derived topo-
logy, diﬀerent impactor velocities are tested. The low speed impact is set to 1 m/s,
the intermediate speed is set to 10 m/s and the high speed is set to 50 m/s. The
mass of the impactor is adjusted in all cases in order to have the same initial kinetic
energy in all cases.
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The optimisation is run with the same parameters as for the shear-torsion case (see
Table 6.1) and an initial mass fraction of 0.5 for all three cases. Again, the reintro-
duction of cells is not enforced and the deleted cells do not contribute to their own
thickness update. Table 6.3 summarises the results for all three cases.
Velocity (m/s) Mass (g) Displacement (mm) remaining cells
1 473 44.7 24
10 440 44.9 19
50 378 44.5 20
Tab. 6.3  Results summary three point bending problem.
The topology, the deformed state and the optimisation history are given in Figures
6.25 to 6.27 for the low velocity impact, Figures 6.28 to 6.30 for the intermediate
velocity impact and Figures 6.31 to 6.33 for the high velocity impact. Although
the energy to absorb is the same in all three cases, the mass needed to absorb it
is higher for the low velocity impact and lower for the high velocity impact. This
clearly indicates the inﬂuence of the dynamic eﬀects. Also, the fact that the topology
derived for the low velocity impact diﬀers from the intermediate and high velocity
impacts is really interesting as it questions the use of Equivalent Static Loads to
perform topology optimisation of high deformation load cases.
In terms of algorithm, in all cases, a steady improvement of the best design can be
observed with no big oscillations as in other previous cases. This is a good indication
of the quality of the optimisation parameters chosen here.
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Fig. 6.25  Three point bending, best design for low velocity, thickness distribution
(mm).
Fig. 6.26  Three point bending, best design for low velocity, von Mises stress under
deformation (MPa).
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Fig. 6.27  Three point bending, optimisation history for low velocity.
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Fig. 6.28  Three point bending, best design for intermediate velocity, thickness
distribution (mm).
Fig. 6.29  Three point bending, best design for intermediate velocity, von Mises
stress under deformation (MPa).
 0.00035
 0.0004
 0.00045
 0.0005
 0.00055
 0.0006
 0.00065
 0.0007
 0.00075
 0.0008
 0  50  100  150  200
m
a
s s
 ( t )
iteration
history
designs respecting constraints
designs violating constraints
best design
Fig. 6.30  Three point bending, optimisation history for intermediate velocity.
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Fig. 6.31  Three point bending, best design for high velocity, thickness distribution
(mm).
Fig. 6.32  Three point bending, best design for high velocity, von Mises stress
under deformation (MPa).
 0.00035
 0.0004
 0.00045
 0.0005
 0.00055
 0.0006
 0.00065
 0.0007
 0.00075
 0.0008
 0  50  100  150  200
m
a
s s
 ( t )
iteration
history
designs respecting constraints
designs violating constraints
best design
Fig. 6.33  Three point bending, optimisation history for high velocity.
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Chapter 7
Industrial applications with
HCATWS
The diﬀerent application examples studied in Chapter 5 and Chapter 6 demons-
trate the interest of the HCATWS method and provide conﬁdence in its ability to
derive optimised structures. However, it is critical to assess the method on more ela-
borate and realistic applications in order to identify possible bottlenecks and deﬁne
how to improve the method further.
The application presented in Section 7.1 is a simpliﬁed side impact. While all ap-
plications presented in Chapter 5 and Chapter 6 deal with 2D design spaces, this
application deals with a 3D design space. This simple diﬀerence allows to uncover
many challenges not discussed so far. Another application example is presented in
Section 7.2 where a car component is optimised within a full vehicle simulation
context. In this application, the HCATWS method is therefore tested within a com-
pletely realistic design case.
7.1 First application: side impact
7.1.1 Problem deﬁnition
As mentioned in introduction, this test is the ﬁrst HCATWS application using a
3D space ﬁlling. Therefore, the topologies derived cannot necessarily be extruded as
it is the case in Chapter 5 and Chapter 6. A diﬀerent manufacturing method should
be used which raises the question of cells connectivity (see Section 7.1.2).
The design space is voluntarily simple being a cuboid of 1000× 1000× 100 mm (see
Figure 7.1(a)). The bottom left and right corners are constrained in all directions
and a ﬁnite rigid wall moving in y-direction impacts the top-left corner. Figure 7.1(b)
illustrates a possible topology which could be derived with the HCATWS method.
A similar problem was studied by Ortmann et al. [94] (see Figure 7.2) with a ﬁxed
outer boundary to the design space.
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Fig. 7.1  Side impact, problem deﬁnition.
(a) Design space and load case (b) Best topology derived with minimum im-
pactor displacement objective
Fig. 7.2  Similar side impact problem studied with Graph and heuristic based
method (Source: [94]).
The cubic 3D space ﬁlling described in Section 4.2.2 is used here with 10 cubes
in x- and y-directions and 1 cube in z-direction. Therefore, each cube of the space
ﬁlling has a side of 100 mm. To avoid redundancy, the space ﬁlling is made of 10 "5
walls boxes" and 90 "4 walls boxes", for a total of 410 walls or 410 HCATWS cells.
The structure is impacted by a rigid wall with a mass of 920 kg and an initial
velocity of 10 m.s−1. The objective is to minimise the mass of the structure while
respecting a maximum displacement constraint of dmax=300 mm. The structure is
made of a high strength steel modelled with a Johnson-Cook plasticity law [66]. The
material parameters are: ρ = 7.82 10−9 t.mm−3, E=2.1 105 MPa, ν = 0.3, a = 466
MPa, b = 805 MPa, n = 0.55, c = 0.11, ε˙p0 = 13.46 mm.s
−1). Where a, b, c, n, ε˙p0
are the Johnson-Cook plasticity parameters. The parameter values were given by an
industrial partner.
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7.1.2 Modelling and algorithm modiﬁcations
Cells connections
The previous section raised the question of cells connections. One of the main joi-
ning techniques in automotive body-in-whites is to spot weld diﬀerent metal sheets.
The cells connections in the model discussed here are deﬁned to reﬂect this. As each
cell of the space ﬁlling is independent and can be removed from the model at any
point of the optimisation process, the connections need to be as ﬂexible as possible.
To this eﬀect, the cells are made not only of a main square wall but also of four
smaller connection areas, perpendicular to their main wall (see Figure 7.3(a)). These
connections areas allow not only to connect the cells within a cubic box of the space
ﬁlling (see Figure 7.3), but also to connect them with the other cells of the space
ﬁlling. They should oﬀer a more realistic modelling than edge-to-edge connections.
Currently, the connection pattern between the cells is ﬁxed and identical all over
the structure. As a result, if during the HCA process some cells are deleted, their
connections areas are deleted too. Depending on the conﬁguration between the dif-
ferent cell boxes, it may result on some cells becoming loose. Adaptive connections
could be implemented to treat this speciﬁc question but this is not discussed here.
(a) Single cell (b) Cell connections (c) Complete cubic box assembly
Fig. 7.3  Connections within a thin-walled cubic box.
The natural way to use the connection areas is to use spot welds (but gluing
could also be used for instance). The deﬁnition of these spot welds, and therefore
the relationship between the cells of the HCA is really important.
The dimensions of the connection areas are strongly inﬂuenced by the dimensions
of the boxes. They should be as small as possible when compared to the main plane
surface so that the bulk of the energy absorption occur in the main surface. Yet,
they should be big enough to support spot welds. The width of the connection areas
is chosen as 10 mm in order for them to include two mesh elements of 5 mm. The
length of the connection areas (along the edge of the cells) is chosen as 80 mm.
Given the dimensions of the cubic boxes and the width of the connection area, it is
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the biggest value possible without overlapping of the diﬀerent connection areas.
The spot weld diameter is chosen as 5 mm upon recommendation of an industrial
partner. Given the length of the connection area, 3 spot welds are used per area.
More seems unrealistic given the length of the connection area (80 mm) and less
would not provide the same quality of connection. With 3 spot welds over 80 mm,
the distance between them is set to 27 mm.
Eventually, the mechanical behaviour of the spot welds is modelled as linear without
failure with the following material parameters: ρ = 3 10−9 t.mm−3, E=1.733 105 MPa
and ν = 0.3. Once again, these values were adapted from an industrial model.
Naming convention
In order to accommodate the more advanced connections between the cells, the
naming convention introduced in Section 4.4.2 is extended. Each cubic box of the
space ﬁlling is made of an extruded SFE CONCEPT base section which is closed in
both ends by user deﬁned surfaces. With the addition of the connection surfaces, the
base section gets more complicated and the user-deﬁned surfaces need to be divided
in order to deﬁne the multi-ﬂanges.
The naming convention is therefore extended to the base section segment names and
to the user-deﬁned surfaces names (see Figure 7.4). This allows an easier automatic
update of the model.
C1
S2
W2W7
W1W8
S8
C3
C7
C5
S1
S7
S3
C2
S6 W5 W4
C6C8C4
W6
S5 S4
W3
C1 : base section segments
w1: user defined
       surfaces (front)
[1]: cell ID
[4]
[1]
[2]
[3]
W1
S1
s1: user defined
       surfaces (back)
w14 s13w13 w15
w12 w16
w10w11 w9
w17
s14s12
s11
[0]
Fig. 7.4  SFE CONCEPT base section and user deﬁned surfaces.
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Model update
As previously, the model update between iterations is done automatically with
SFE CONCEPT. With the additional connection areas, special care need to be taken
when a cell is deleted. As the connection area is shared with other cells, the area
cannot simply be deleted from the model. The deﬁnition of the multi-ﬂange itself
need to be updated and reﬂect the new arrangement of cells it should include. Also,
when the thickness value of a cell is modiﬁed, it has an eﬀect on the multi-ﬂanges it
belongs to. The mesh of the model is modiﬁed by SFE CONCEPT taking this eﬀect
into account.
Algorithm
In order to minimise the inﬂuence of the spot weld parameters, the reaction
forces going through the spot welds are monitored throughout the optimisation. A
maximum spot weld reaction force level Fsw,max is set by the user and the algorithm
is modiﬁed in order to make sure this level is not reached during the crash simula-
tion.
The modiﬁcation is implemented on the cells update rule. For each cell, the maxi-
mum reaction force value going through all its spot welds is identiﬁed. If this value
is lower than Fsw,max, the normal update rule is applied. If the value is higher, the
update rule is bypassed and the thickness variation for this cell is directly set to
δtmax.
7.1.3 Optimisation results
First run
A ﬁrst optimisation is performed with the parameters given in Table 7.1. Given
the load case, a symmetry constraint is applied in the Oxy direction. The maximum
mass fraction change allowed ∆Mf,max is set constant equal to 0.3. Similarly, the
thickness increment parameter ζ is set constant equal to 0.5 mm.
tmin tmax kmax ε1 ε2 δtmax
0.4 (mm) 3.0 (mm) 100 1e-3 0.5 (mm) 0.5 (mm)
l0 b0,1 b0,2 b0,3 b0,4 b0,5
5 0.05 0.1 0.2 0.4 0.7
lq bq,1 bq,2 lr br,1 ζ
2 0.1 0.5 1 0.1 0.05
Tab. 7.1  Parameters for ﬁrst optimisation runs.
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The reference structure with all the cells active and with a thickness of 1.0 mm has
a mass of 41.234 kg and the maximum impactor displacement is 367.5 mm. For this
optimisation run, the best design is found at iteration 28 (see Figure 7.5) with a
mass of 30.568 kg (or 25.9 % less than the reference) and a maximum displacement
of 294 mm. The last design (iteration 100, see Figure 7.6) has a higher mass (32.963
kg, or 20.1 % less than the reference) and similar displacement (291 mm) but its
topology is more clearly deﬁned with 161 out of 410 active cells instead of 199 at
iteration 28.
The optimisation history is illustrated in Figure 7.7. Large oscillations can be obser-
ved in the ﬁrst part of the optimisation and stagnation in the end of it. This would
suggest that the parameters chosen here are not appropriate.
Fig. 7.5  Thickness distribution (mm) (left) and IED (J.kg−1) (right) at 28th
iteration (initial state).
Fig. 7.6  Thickness distribution (mm) (left) and IED (J.kg−1) (right) at 100th
iteration (initial state).
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Fig. 7.7  Optimisation history, mass value.
Second run
A second optimisation run is performed with more advanced settings. The maxi-
mum mass fraction change ∆Mf,max is a linearly decreasing function as deﬁned in
Equation (4.5) where η = 0.21 and thickness increment parameter ζ is deﬁned as
per Equation (4.14) where θ = 3. The other parameters remain the same as for the
previous run.
The best design is found at the 80th iteration with a mass of 28.055 kg (or 32.0 %
less than the reference) and a maximum displacement of 297.2 mm. This is a signi-
ﬁcant improvement when compared to the previous run. On Figure 7.8 the Internal
Energy Density distribution seems more homogeneous than for the previous runs.
Nevertheless, the structure is still pretty complex with 306 out of 410 remaining
active cells.
The optimisation history is given in Figure 7.9. The oscillations are smaller than for
the previous run and a steadier progression of the optimisation can be observed.
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Fig. 7.8  Thickness distribution (mm) (left) and IED (J.kg−1) (right) at 80th
iteration (undeformed state).
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Fig. 7.9  Optimisation history, mass value.
7.2 Second application: pole impact
7.2.1 Problem deﬁnition
This application example is taken from the same collaborative project as the
problem detailed in Section 5.5.1 (see [9]). Once again it is a pole impact but this
time, the simulation is performed for a full vehicle. The design task remains the
optimisation of an extruded rocker's cross-section, but with a much more complex
design space. The objective is to minimise the mass of the rocker while keeping the
reduction of survival space due to the impact with the pole under 170 mm. Here, the
survival space is deﬁned as the distance between the central tunnel of the vehicle
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and the rocker. Its measurement is aligned with the pole, where the intrusion is the
highest. The reference rocker provided with the model has an initial mass of 15.217
kg and a survival space reduction of 175 mm.
7.2.2 Topology optimisation with square space ﬁlling
The geometry of the model being more complex than for the applications pre-
sented so far, the design space deﬁnition is not straightforward. Two design spaces
are deﬁned and ﬁlled using the square tiling described in Section 5.1.1 (see Figure
7.10). The ﬁrst design space, or reduced design space, is bounded not only by the
outer boundaries of the reference rocker, but also, by some inner features from the
reference cross-section. This allows generating a design space close to a parallelo-
gram with sides of 156 and 90 mm and a wider angle of 93◦. Since this angle is close
to 90◦, it is decided to turn the base square of the space ﬁlling into a rhombus which
follows the principal directions of the parallelogram. The length of the cells is chosen
as 22 mm as it has multiples close to 90 and 156 (22 × 4 = 88 and 22 × 7 = 154).
The space ﬁlling is therefore made of 4 cells in the primary direction and 7 cells in
the secondary direction, for a total or 45 cells. To accommodate the geometry, some
small distortions are necessary near the boundaries.
The second design space, or extended design space, is bounded only by the outer
boundaries of the reference rocker. The extended space ﬁlling uses the reduced space
ﬁlling as a base and extends it to the new boundaries. Because of the geometry, more
distortions are needed to complete the space ﬁlling (see Figure 7.10). In this second
case, the number of cells is 71.
Fig. 7.10  Full vehicle pole impact, square space ﬁllings for reduced (left) and
extended (right) design space.
Due to the expensive nature of this crash simulation, only a limited number of
conﬁgurations were tested for optimisation. For both the reduced and the extended
design space, the optimisation parameters are given in Table 7.2.
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tmin tmax kmax ε1 ε2 δtmax
0.4 (mm) 3.0 (mm) 100 1e-3 0.5 (mm) 0.5 (mm)
η τ θ Mf,0
0.4 10 3 0.5
l0 b0,1 b0,2 b0,3 b0,4 b0,5
5 0.05 0.1 0.2 0.4 0.7
lq bq,1 bq,2 lr br,1
2 0.1 0.5 1 0.1
Tab. 7.2  Parameters for optimisation with square space ﬁlling.
τ is chosen voluntarily low in order to quickly decrease the mass fraction changes and
therefore promote a quick convergence. Also, in order to help with convergence, the
reintroduction of cells is not enforced. For the reduced space ﬁlling, the best design
is found at iteration 70 with a mass of 14.969 kg (1.6% less than the reference
structure) and an survival space reduction of 169.9 mm. 15 of the original 45 cells
remain active (see Figure 7.11, left). For the extended space ﬁlling, the best design
is found at iteration 100 with a mass of 13.372 kg (12.1% less than the reference
structure) and an intrusion of 169.2 mm. 37 of the original 71 cells deﬁne the topology
(see Figure 7.11, right). In both cases the mass has been reduced when compared
to the reference structure and the constraint is now respected.
Fig. 7.11  Full vehicle pole impact, best topology for reduced (left) and extended
(right) square space ﬁllings, thickness distribution (mm).
The Internal Energy Density distribution of both designs is given in Figure 7.12.
In both cases, the IED level is in the same range for all cells. For the extended
design space, the average IED level is higher than for the reduced design space.
This suggests a better use of material in the extended design space which keeps
only the boundaries of the reference structure. This statement is backed up by the
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ﬁnal deformations of both designs. For the reduced design space (see Figure 7.13),
the reinforcements from the reference structure on the left part of the rocker do
not deform much and therefore do not contribute much to the energy absorption.
For the extended design space (see Figure 7.14), all the reinforcements are strongly
deformed.
Fig. 7.12  Full vehicle pole impact, IED distribution for reduced (left) and extended
(right) square space ﬁllings (J.kg−1).
Fig. 7.13  Full vehicle pole impact, deformation of best design for reduced square
space ﬁlling, thickness distribution (mm).
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Fig. 7.14  Full vehicle pole impact, deformation of best design for extended square
space ﬁlling, thickness distribution (mm).
Fig. 7.15  Full vehicle pole impact, alternative topology for extended square space
ﬁlling, thickness distribution (mm).
An alternative optimisation run is performed for the extended space ﬁlling. Only
the initial mass fraction is changed from 0.5 to 0.8. The best design is found at
iteration 66 (see Figure 7.15) with a mass of 13.768 kg (9.5% less than the reference
structure) and a survival space reduction of 169.0 mm. Although the mass is higher
than previously, the topology is more clearly deﬁned with 32 of the original 71 cells
active.
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7.2.3 Topology optimisation with diagonal enriched space
ﬁlling
In order to try to ﬁnd a better topology, the problem is also solved using the
diagonal enriched space ﬁlling. Due to limited computational resources, only the
reduced design space is studied here. The space ﬁlling is based on the square space
ﬁlling described in the previous section. With the diagonal cells, it is made of 98
cells (see Figure 7.16). The optimisation parameters are similar as the ones used
previously. In order to delete more cells in the beginning of the optimisation τ is
now set to 30. The additional update rule parameters for the diagonal neighbours
are deﬁned as in Table 6.1.
The best design is found at iteration 83 with a mass of 14.640 kg (3.8% less than
the reference structure and 1.4% less than with the reduced square space ﬁlling)
and a survival space reduction of 168.9 mm. 16 out of the initial 98 cells deﬁne the
topology, including 3 diagonal cells (see Figure 7.17). This is really similar to the 15
cells remaining with the square space ﬁlling. The topology is diﬀerent here though,
and the deformation of the cross-section (see Figure 7.18) seems to be more uniform
in the z-direction than for the square space ﬁlling (see Figure 7.13).
In this case, the use of the diagonal enriched space ﬁlling gives a better result than
the square space ﬁlling.
Fig. 7.16  Full vehicle pole impact, diagonal enriched space ﬁlling for reduced
design space.
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Fig. 7.17  Full vehicle pole impact, best topology for reduced diagonal space ﬁlling,
thickness distribution (mm).
Fig. 7.18  Full vehicle pole impact, deformation of best design for reduced diagonal
space ﬁlling, thickness distribution (mm).
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Chapter 8
Conclusion and future work
8.1 Achievements
8.1.1 Topology optimisation framework
First and foremost, the main achievement of this research project has been the
establishment of a topology optimisation framework for crashworthiness design. This
framework is based around the geometry, topology and ﬁnite element model update
capabilities of the CAE software SFE CONCEPT [109] (as described in Section
4.4) while the HCATWS algorithm is implemented in Scilab [108]. This algorithm
is inspired both by the HCA and by the Ground Structure Approach applied to
thin-walled structures and was developed after investigating the diﬀerent methods
already available for topology optimisation in crashworthiness design.
The optimisation environment was tested on several academic and industrial pro-
blems. It was also tested in diﬀerent environments, either on workstations or on a
cluster without major diﬃculties.
8.1.2 Design space and space ﬁlling
The optimisation method is designed for diﬀerent types of design space and oﬀers
diﬀerent space ﬁlling methods. Indeed, the HCATWS method is presented for both
3D (Chapter 4 and Chapter 7) and 2D design spaces (Chapter 5, Chapter 6 and
Chapter 7). For the 2D design cases, two diﬀerent space ﬁllings with a diﬀerent level
of complexity are investigated. Depending on the optimisation problem, the simple
square space ﬁlling can perform better than the diagonal enriched space ﬁlling (see
Section 5.3 and Section 6.3 for instance) or vice versa (see Section 5.2 and Section
6.2 for instance). For the 3D space ﬁlling, the investigations are only at their early
stage and only one space ﬁlling is presented.
The size of the cells chosen for the space ﬁlling also has some inﬂuence on the re-
sults (see Section 5.2.2). In most cases though, the size of the cells is restricted by
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the design space, by mechanical considerations and by manufacturing constraints.
Overall, the deﬁnition of the space ﬁlling does have an inﬂuence on the optimisation
results derived by the HCATWS method. This is a clear restriction, but this should
be put in perspective with the fact that the method allows to derive feasible topo-
logies within a reasonable amount of time which is not necessarily true with other
methods.
8.1.3 Topology optimisation for static load cases
Although the HCATWS method is initially developed for crashworthiness design,
its application to static load cases would be really advantageous. It would provide
a single method for diﬀerent applications, which is desirable in industrial environ-
ments. Also, this would allow to perform multidisciplinary optimisation with the
HCATWS method, including both crash and static load cases.
Only one static problem is assessed in this thesis (see Section 5.2 and Section 6.2)
as the priority was to evaluate the method for crashworthiness design. More investi-
gation and comparison with other methods would be needed for validation, but the
preliminary results are already encouraging.
8.1.4 Topology optimisation for crashworthiness design
As mentioned previously, the HCATWS method was developed speciﬁcally for
crashworthiness design applications. This is reﬂected in the range of diﬀerent crash
load cases investigated. It includes a fully axial load case (see Section 5.3 and Section
6.3), an oblique load case (see Section 5.4 and Section 6.4) and diﬀerent side cases
(see Section 5.5, Section 6.5, Section 6.6, Section 7.1 and Section 7.2). Most of the
applications address the optimisation of components for sub-system load cases. The
application presented in Section 7.2 includes the component within the full vehicle
for crash simulation while the application presented in Section 7.1 demonstrates the
optimisation of a whole area of the vehicle.
The method already gives satisfying results for 2D design spaces. The axial load case
is particularly interesting (see Section 5.3 and Section 6.3) with a derived topology
matching the results found in literature. The three point bending case presented in
Section 6.6 is also interesting as it showcases the inﬂuence of the transient nature of
the crash on the derived topology. This puts into perspective the use of methods such
as the ESLM to derive crashworthy structures. Eventually, it should be noted that
as it stands, the homogeneous IED level target implemented in the algorithm seems
to oﬀer a better behaviour when the cells are all involved in the crash at the same
time (as in the axial load case). More advanced IED targets could be implemented
for other load cases, as suggested in the next section.
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8.2 Further research
8.2.1 Implementation
The implementation and development of the method is still a work in progress
and diﬀerent ways to improve the method are considered. The diﬀerent applications
presented in this thesis show that the process for reintroduction of cells is a cri-
tical question. High reintroduction rate leads to oscillations of the algorithm and
makes it more diﬃcult to derive a properly deﬁned topology. On the opposite, no
reintroduction of cells may lead to deleting important cells with no possibility to
reintroduce them in the design. In this regards, the reintroduction method detailed
in Section 6.2.2 seems to be a good compromise. Yet, more advanced settings could
be investigated here. The reintroduction could be deﬁned to occur only if the design
constraint is violated several times in a row. Alternatively, it could be deﬁned to
occur only in the early stages of the optimisation and be deactivated later in order
to derive a well-deﬁned topology.
Another area to investigate would be the homogeneous IED paradigm. For design
constraints on force and accelerations or to have a better control on the kinematics
of the crash (see for instance the oblique impact in Section 5.4, where the displa-
cement is only controlled in one direction), a more advanced design target would
be interesting. Diﬀerent options could be implemented. Diﬀerent IED targets could
be deﬁned for diﬀerent regions of the design space. The diﬀerent regions or targets
could also be updated adaptively during the optimisation. Also, the IED level could
be acquired at diﬀerent times in the simulation for each region for a better control
on the kinematics of the crash. Another option here would be to try and implement
local heuristics on the cells, in a similar fashion as in the Graph and heuristic based
method (see [94]).
For the space ﬁlling, variants could be implemented such as the triangular (see Fi-
gure 5.3), triangular-hexagonal or rhombille tilings (see Figure 5.4) for 2D design
spaces. For speciﬁc application or manufacturing process, they could be an interes-
ting alternative to the square space-ﬁlling. Also, for 3D design spaces, the square
space ﬁlling could be enriched with diagonals, in a similar manner as for the 2D
space ﬁlling. In this case, there would be six intersecting diagonal cells within each
cube of the space ﬁlling.
In terms of usage and problem deﬁnition, more work should be done towards the
automation of the space ﬁlling deﬁnition. Using the capabilities of SFE CONCEPT,
it would be ideal for the user to only deﬁne the design space, the directions of space
ﬁlling and the number of cells in each direction to automatically generate the space
ﬁlling.
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8.2.2 Applications
After testing the HCATWS method mostly on small applications examples, it
is crucial to investigate more complicated and realistic examples such as the ones
presented in Chapter 7. Such problems would enable to validate the method for
production. Ideally, the method should be tested for problems such as deriving the
topology for a full front-end of a car with realistic packaging constraints. This would
be particularly interesting in the case of a vehicle without a front-engine, where the
packaging constraint would be less restrictive. Also, more work should be done on
applications with 3D design spaces. The use of edge-to-edge connections in this case
should be compared to the spot weld connections proposed in Section 7.1.1.
Another important type of application for the HCATWS would be multidisciplinary
optimisation problems. This would need ﬁrst to be implemented in the algorithm.
The coupling of diﬀerent load cases should not be a problem as it has already been
deﬁned for the classic HCA (see [79]). In this case, the multi-objective (or multi
constraint) problem is transformed into a single objective problem by weighing the
outputs of the diﬀerent load cases. Given the cost of the crash simulations, this
seems more reasonable than building a Pareto frontier. Yet, it could be interesting
to build some sort of Pareto frontier using the HCATWS method, maybe using some
dynamic weights for the outputs.
8.2.3 Post-treatment of the results
For an easy transition to practical design, more work should be done on the post-
treatment of the results from the HCATWS method. In Section 5.5, an example is
given where shape optimisation is carried on the topology derived with the HCATWS
method. In this case, the deﬁnition of the shape optimisation problem is done ma-
nually. Yet, with the capabilities of the software SFE CONCEPT, it would be pos-
sible and convenient to automatically set up the shape optimisation problem.
A question arising with such sequential optimisation is the deﬁnition of objective
and constraint for the topology optimisation. Indeed, the result of the topology
optimisation process is not the ﬁnal design and therefore, should not necessarily
satisfy the same constraints as the result of the shape optimisation. It is therefore
possible to over-constrain or under-constrain the topology optimisation, and then
set the proper objective and constraint for the shape optimisation. The topology
optimisation can also simply be stopped when a pre-deﬁned number of cells is dele-
ted, regardless of whether the design can be improved further or not. Clearly, this
approach oﬀers some level of ﬂexibility. It would be interesting to investigate it and
possibly quantify it.
Another aspect of the results post-treatment is the deﬁnition of a clear topology.
Sometimes the results are not necessarily a well deﬁned topology (see for instance
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Figure 7.11, right). In such cases, the result need to be interpreted to generate a
clear structure and the performance of the interpreted structure is not necessarily
the same. It would be better to be able to implement manufacturing constraints to
deﬁne the topology more clearly, during the optimisation process.
8.3 Publications
The research detailed in this thesis has been presented by the author in the
following academic and industrial conferences:
S. Hunkeler, F. Duddeck, M. Rayamajhi, and H. Zimmer. Pseudo topology
optimisation for crashworthiness design, Hybrid Cellular Automata adapted to
thin-walled structures. In 4th GACM Colloquium on Computational Mechanics,
Dresden, Germany, 2011.
S. Hunkeler, F. Duddeck, and M. Rayamajhi. Topology Optimisation Method
for Crashworthiness design using Hybrid Cellular Automata. In 10th World
Congress on Computational Mechanics, São Paulo, Brazil, 2012.
S. Hunkeler, F. Duddeck, and M. Rayamajhi. Topology optimisation method
for crashworthiness design using Hybrid Cellular Automata and thin-walled ground
structures. In 9th European LS-DYNA Users' Conference, Manchester, UK, 2013.
For the last presentation, a full paper has also been submitted to
the conference proceedings. It is available at www.dynalook.com/
9th-european-ls-dyna-conference.
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Appendix A- Implementation ﬁles
A.1 Optimisation input ﬁle hcatws_user_call.sce
The following ﬁle deﬁnes all the user parameters necessary to run an optimisation
with the HCATWS method. Once the parameters are chosen, the optimisation is
started by running this ﬁle in the software Scilab. Note that the lines starting with
// are comment lines.
//---------------------//
// hcatws_user_call_1.5.sce
// hcatws algorithm user parameters and call
// April 2013 - Hunkeler
// calling hcatwsbuild_u_1.5.sce
//---------------------//
//
//
//////// initialisation block ////////
// restart iteration
restart_point=0;
// specific starting point (0=no, 1=yes)
spstartpt=0;
//////////////////////////////////////////////////////////////////
// optimisation user parameters //////////////////////////////////
//////////////////////////////////////////////////////////////////
//
// starting mesh file
strtmesh="start.key";
// starting SFE CONCEPT model file
strtmodel="cells.SFECmod";
// mass fraction objective
mf0=0.45;
// minimum mass fraction
Mf_min=0.05;
// neighbourhood type
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// (0=empty, 1=plane VN, 2=plane Moore, 3=3D VN, 4=3D Moore,
// 5=extru pbm, 6=extru xhca, 7=extru xhca coupled)
neightyp=7;
// spot weld connections (0=no, 1=yes)
swc=0;
// max spot resultant force (N)
// irrelevant for this case
max_spot_cst=20000;
// update rule type
// (1=Tajs-Zielinska, 2=Patel, 3=Hybrid,
// 4=advanced including spot weld, 5=Hybrid xhca,
// 6=Hybrid 2D xhca full, 7=Hybrid 2D xhca full no reintro,
// 8=HVNwithR, 9=Hybrid 2D xhca full noreintroadv)
upd_typ=9;
// thickness boundaries (mm)
t_min=0.4;
t_max=3.0;
// maximum thickness variation (mm)
max_t_var=0.5;
// mass fraction increment factor and period
// (Mf_inc_fact*exp(-iteration/Mf_inc_tau)*Mf(iteration))
Mf_inc_fact=0.3;
Mf_inc_tau=50;
// number of boxes in each direction
xboxes=11;
yboxes=3;
zboxes=1;
// initial kinetic energy (J)
KE_0=1400;
// minimum setpoint value
S_star_min=0.0001;
// number of cells
nbc=118;
// maximum number of iterations
maxit=200;
// maximum displacement (or force)
maxdisp=45;
// Force objective (0=no, 1=yes)
force_objective=0;
// mass constraint convergence criterion
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eps_1=0.001;
// algorithm convergence criterion
eps_2=0.1;
// symmetry keys
sym_key_yz=0;
sym_key_xz=0;
sym_key_xy=0;
sym_key_0=0;
sym_key_0s=0;
// extrusion length
extru_length=90;
// cells material density
density=2.7e-9;
// base cells width
w_base=30;
// initial model extra mass
mass_init=0.028248;
// paths
routines_path="~/routines/";
concept_path="~/sfe_concept_dir/bin/concept";
compute_and_extract_path="../compute_and_extract.sce";
monitoring_path="../monitoring.sce";
//
//////////////////////////////////////////////////////////////////
// end of optimisation user parameters ///////////////////////////
//////////////////////////////////////////////////////////////////
//
exec(routines_path+"hcatwsbuild_u_1.5.sce");
//
A.2 Computation parameters and results to extract
compute_and_extract.sce
The following ﬁle deﬁnes the computation parameters (pre-processing, ﬁnite
element solver call, input ﬁle, post-processing...) and the results which need to be
extracted after the computation. It is the outer part of the loop detailed in Figure
4.12 and it is called at every iteration of the optimisation process. Depending on
the optimisation problem and on the working environment, these parameters can
be completely diﬀerent. The ﬁle presented here should only be seen as an example.
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//------------------------//
// compute_and_extract.sce
// launches ls-dyna computation
// checks for errors
// creates simplified outputs
// May 2012 - Hunkeler
//------------------------//
//
// parameters and path ///////////////////////////////////////////
//
// path finite element model
path_main_deck_file="../compiled.key";
// number of processors
n_cpu="4";
// solver executable
path_lsd="/usr/bin/lsdyna/ls971_s_R6_0_0_amd64_suse11";
lsd_exe=path_lsd+" I="+path_main_deck_file+" ncpu="+n_cpu;
//////////////////////////////////////////////////////////////////
//
// pre-processing calls /////////////////////////////////////////
//
// in restart mode, only the results are read
if iteration>restart_point then
// perl script to update SFE CONCEPT batch script
unix_s("perl ../updbatchSFE.pl")
// creation of model via SFE CONCEPT
unix_s(concept_path+" -a -b batch_script_SFE.con")
// perl script to update fe-definitions (for diagonal cells)
unix_s("perl ../upd_addings.pl")
//
/////////////////////////////////////////////////////////////////
//
// FE simulation and extraction /////////////////////////////////
//
stopcompu=0;
n_compu=0;
n_compu_s=string(n_compu);
// start loop
while stopcompu==0 & n_compu<4 do
unix_s(lsd_exe);
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// check for last output
checkbinfile=isfile("d3plot02");
// run results extraction script
if checkbinfile then
[out,outcheck]=unix_g("perl ../outputfiles.pl");
if outcheck==0 then
stopcompu=1;
end;
end;
n_compu=n_compu+1;
n_compu_s=string(n_compu);
end;
end;
//
//////////////////////////////////////////////////////////////////
//
// extraction and history (by algorithm) /////////////////////////
//
// extraction of global results by algorithm
GLO_OUT=fscanfMat("global_output.out");
// constraint definition (displacement/force)
Gdisp(iteration)=GLO_OUT(1);
// mass definition
tp_mass=GLO_OUT(2)-mass_init;
//////////////////////////////////////////////////////////////////
A.3 History outputs monitoring.sce
This ﬁle deﬁnes the speciﬁc outputs which need to be monitored during the
optimisation process. They will be written to the history ﬁle at each iteration.
//------------------------//
// monitoring.sce
// defines output values to be written in history file
// October 2012 - Hunkeler
//------------------------//
mfprintf(hist_file, "real mass=%f \n", tp_mass);
mfprintf(hist_file, "displacement=%f \n", GLO_OUT(1));
mfprintf(hist_file, "front displacement=%f \n", GLO_OUT(5));
mfprintf(hist_file, "new Mf objective=%f \n", Mf(iteration+1));
////////////////////////////
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A.4 Lists of cells cells.list and delcell.del
The cell lists are generated by the algorithm at each iteration for update of the
model by the CAE software SFE CONCEPT. cells.list contains the current
thickness of each cell in the model while delcell.del is a list of cells which should
not appear in the current ﬁnite element model.
cells.list
1010100 1.25
1010102 0.85
1020100 0.35
1020102 0.21
...
8030102 0.39
8030109 0.90
delcell.del
1020100
1020102
...
8030102
A.5 Computation output ﬁles global_output.out and
cells_output.out
The following ﬁles are generated after each ﬁnite element simulation. They
are specially formatted to gather the useful information for the algorithm.
global_output.out contains the global outputs of the model, they are used
to update the mass fraction objective. cells_output.out contains the outputs
speciﬁc to each cell of the model.
global_output.out
41.45 -> displacement output (mm)
0.250E-01 -> mass of the model (tons)
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5.000E-06 -> added mass with mass scaling (tons)
0.002 -> added mass percentage
9.22073E+02 -> resultant kinetic energy (mJ)
1.66739E+06 -> resultant internal energy (mJ)
4.95016E+03 -> resultant hourglass energy (mJ)
2.50962E+03 -> resultant sliding interface energy (mJ)
1.67075E+06 -> total energy (mJ)
1.00701E+00 -> total energy over initial energy
cells_output.out
cell/Internal Energy (mJ)/added mass (t)/mass (t)
1030109 21.556 0.00E+00 0.773E-05
2010108 0.1549 0.00E+00 0.412E-05
...
8010100 6.0611 0.00E+00 0.408E-05
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Appendix B - Contact deﬁnitions for
diagonal enriched 2D space ﬁlling
As an illustration to Section 6.1.2, an example of the diﬀerent contact deﬁnitions
related to the diagonal enriched 2D space ﬁlling is given here. The model considered
here is made of the following list of non-diagonal cells: ∀ 1 ≤ i ≤ 9, 10i, 10i + 2,
along with the following list of diagonal cells: ∀ 1 ≤ i ≤ 9, 10i + 8, 10i + 9. In this
case, the diagonal cell 10i+8 intersects diagonal cell 10i+9. As explained in Section
6.1.2, the contact deﬁnitions are treated diﬀerently for non-diagonal and diagonal
cells.
Contact 1 is the single surface contact deﬁnition between the active non-diagonal
cells amongst: ∀ 1 ≤ i ≤ 9, 10i, 10i+ 2.
If cell 10i + 8 is active, contact 10i+ 8 is deﬁned as a surface to surface contact
between cell 10i + 8 and all the active cells amongst: ∀ 1 ≤ j ≤ 9, 10j, 10j + 2 and
the active cells amongst ∀ 1 ≤ j < i, 10j + 8, 10i+ 9.
Similarly, if cell 10i + 9 is active, contact 10i+ 9 is deﬁned as a surface to surface
contact between cell 10i+9 and all the active cells amongst: ∀ 1 ≤ j ≤ 9, 10j, 10j+2
and the active cells amongst ∀ 1 ≤ j < i, 10j + 8, 10j + 9.
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