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ABSTRACT
We study the X-ray spectra of a sample of 19 obscured, optically-selected Seyfert galaxies (Sy 1.8, 1.9 and
2) in the local universe (d ≤ 175 Mpc), drawn from the CfA Seyfert sample. Our analysis is driven by the
high sensitivity of NuSTAR in the hard X-rays, coupled with soft X-ray spectra using XMM-Newton, Chandra,
Suzaku, and Swift/XRT. We also analyze the optical spectra of these sources in order to obtain accurate mass
estimates and Eddington fractions. We employ four different models to analyze the X-ray spectra of these
sources, which all result in consistent results. We find that 79-90% of the sources are heavily obscured with
line-of-sight column density NH > 1023 cm−2. We also find a Compton-thick (NH > 1024 cm−2) fraction of
37 − 53%. These results are consistent with previous estimates based on multi-wavelength analyses. We find
that the fraction of reprocessed to intrinsic emission is positively correlated with NH and negatively correlated
with the intrinsic, unabsorbed, X-ray luminosity (in agreement with the Iwasawa-Taniguchi effect). Our results
support the hypothesis that radiation pressure regulates the distribution of the circumnuclear material.
Keywords: accretion galaxies: active galaxies — galaxies: Seyfert — X-rays: general — X-ray active galactic
nuclei
1. INTRODUCTION
It is generally accepted that active galactic nuclei (AGN)
are powered by accretion onto supermassive black holes
(SMBHs) with masses MBH ∼ 105−9 M through a geomet-
Corresponding author: Elias Kammoun
ekammoun@umich.edu
∗ Based on observations made with ESO Telescopes at the La Silla
Paranal Observatory under program ID 099.A-0403.
rically thin, optically thick disk (e.g., Shakura & Sunyaev
1973). According to the unification scheme, originally pro-
posed by Antonucci & Miller (1985) (see also Netzer 2015),
all AGN are relatively similar in terms of physics. However,
some key parameters such as orientation (e.g., Marin 2016),
mass accretion rate (e.g., Fanidakis et al. 2011), and feed-
back (see Fabian 2012, for a review) may differ, resulting
in the different families of AGN classes (Antonucci 1993;
Padovani et al. 2017). Within this general scheme, type-2
objects are the AGN in which the absorber (broad line region
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and dusty torus), located at distances ∼ 0.1 − 10 pc (e.g.,
Jaffe et al. 2004; Ramos Almeida & Ricci 2017), intercepts
the line of sight. The actual morphology and composition
of this material is still uncertain. Several results suggest a
clumpy distribution of optically thick clouds rather than a
homogeneous structure (e.g., Ho¨nig & Beckert 2007; Risaliti
et al. 2007; Balokovic´ et al. 2014; Marinucci et al. 2016). Re-
cently, Giustini & Proga (2019) have explored the role of the
inclination angle but more importantly the role of the lumi-
nosity in driving a disk wind that in turn can affect the AGN
appearance (see their figure 5 for a comprehensive summary).
A significant fraction of AGN are obscured by the torus or
sometimes by the host galaxy (e.g., Buchner & Bauer 2017;
Circosta et al. 2019). The most rapid BH growth by accretion
likely occurs in Compton-thick (CT; with an equivalent neu-
tral hydrogen column density NH ≥ 1.5× 1024 cm−2) quasars
at moderate redshifts (e.g., Draper & Ballantyne 2010; Treis-
ter et al. 2010; Vito et al. 2018). Mutli-wavelength studies
(e.g., Risaliti et al. 1999; Goulding et al. 2011) suggest that a
large fraction (20 − 30%) of AGN are CT. The values of the
CT fraction, quoted from X-ray background synthesis mod-
els (e.g., Gilli et al. 2007; Treister et al. 2009; Akylas et al.
2012; Brightman & Ueda 2012; Ueda et al. 2014; Buchner
et al. 2015), range between ∼ 9 − 35% in different models
and as a function of redshift. More recently, the cosmic X-
ray background modeling by Ananna et al. (2019) predicts
that ∼ 50 ± 9% (∼ 56 ± 7%) of AGN within z = 0.1 (1.0)
are CT. These fractions are higher than the ones observed in
hard X-ray surveys (e.g., Bassani et al. 2006; Burlon et al.
2011; Vasudevan et al. 2013; Ricci et al. 2017). A major
difficulty in identifying CT sources is the attenuation of the
direct emission produced by the central engine (in the soft X-
rays, utlraviolet, and optical) by the obscuring material. The
hard X-rays (≥ 15 keV) and the mid-infrared (5− 50 µm) are
the only spectral bands where this material is optically thin
up to high column densities.
The X-ray emission in non-jetted AGN is widely accepted
to be due to Compton up-scattering of ultraviolet (UV)/soft
X-ray disk photons off hot electrons (∼ 109 K; e.g., Shapiro
et al. 1976; Haardt & Maraschi 1993), usually referred to
as the X-ray corona. The resulting energy spectrum can be
well described by a power law with a high-energy cutoff. In
obscured AGN, this component is heavily attenuated in the
soft X-rays (depending on the column density of the obscur-
ing material). However, this attenuated emission is repro-
cessed by the obscuring material. This reprocessing is im-
printed in the energy spectrum in the form of narrow fluores-
cent emission lines (most prominently the neutral Fe lines at
∼ 6.4 keV), and the Compton hump peaking at ∼ 20−30 keV
(e.g., Ghisellini et al. 1994). In order to accurately determine
the column density of the reprocessor and the properties of
the intrinsic emission, a self-consistent modeling of the phys-
ical processes, accounting for the aforementioned features,
is required. Several efforts have been made to model these
effects, considering various geometries (spherical, toroidal,
patchy, etc.; e.g., Murphy & Yaqoob 2009; Brightman &
Nandra 2011; Liu & Li 2014; Balokovic´ et al. 2019; Buchner
et al. 2019).
Thanks to its unprecedented sensitivity covering the 3 −
79 keV band, NuSTAR is playing a key role in identifying the
missing fraction of CT sources and determining their prop-
erties (e.g., Koss et al. 2016a; Annuar et al. 2017; March-
esi et al. 2018, 2019; LaMassa et al. 2019, and references
therein). In this work, we present a NuSTAR survey observ-
ing 21 optically-selected, obscured Seyfert galaxies. This pa-
per is organized in the following way: in Section 2 we present
our sample. In Section 3 we present the analysis of the opti-
cal spectra of the sources. In Section 4, we present the X-ray
data reduction. In Section 5, we present the various models
used to fit the X-ray spectra. The results of the X-ray spectral
modeling are presented in Section 6. Finally, we present our
conclusions in Section 7.
2. THE SAMPLE
The CfA Redshift Survey (CfARS; Huchra et al. 1983)
obtained the optical spectra of a complete sample of 2399
galaxies down to a limiting magnitude of mZw ≤ 14.5 in
fields limited to δ ≥ 0◦ and bII ≥ 40◦, and δ ≥ −2.5◦ and
bII ≤ −30◦. Its classifications are robust owing to exhaustive
high-resolution optical spectroscopy and narrow line classifi-
cations (Osterbrock & Martel 1993). A subset of the CfARS,
the CfA Seyfert Sample (CfASyS; Huchra & Burg 1992)
originally identified 25 Seyfert 1 (i.e., unobscured) and 23
Seyfert 2 galaxies. However, it was later shown later that
two of the Seyfert 2 sources (NGC 3227 and Mrk 993) were
misclassified (see Salamanca et al. 1994; Corral et al. 2005;
Trippe et al. 2010, and references therein, respectively). The
remaining 21 obscured sources in the CfASyS were observed
through the NuSTAR Obscured Seyferts Legacy Survey (PI: J.
M. Miller), as the first volume-limited (d ≤ 175 Mpc) sample
observed in the hard X-rays with a high-focusing and high-
sensitivity instrument. The 21 sources, their coordinates, and
redshifts are listed in Table 1.
3. OPTICAL SPECTROSCOPY
From our sample, 9 sources were observed with optical
spectroscopy as part of the BAT AGN Spectroscopic Survey
(Koss et al. 2017) DR2 (Koss et al., in prep, where details on
the observations and data reduction can be found). In addi-
tion to this, another 9 sources were observed as part of the
Sloan Digital Sky Survey (SDSS) and two sources (Mrk 573
and Mrk 334) were observed with the Palomar Double Spec-
trograph (DBSP) on the Hale 200-inch telescope. The latter
observations took place on UT 2018 January 14, with both
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Figure 1. Optical excitation diagnostic (BPT) diagram to separate
AGN from star-forming galaxies. The solid black curve is the theo-
retical boundary for the region occupied by starburst derived by the
maximum starburst model from Kewley et al. (2001). The dashed
line is the empirical SF line from Kauffmann et al. (2003). The
solid straight line is the empirical Seyfert-LINER separation from
(Schawinski et al. 2007). The Black dots mark our targets. The
grey filled contours indicate the distribution of the SDSS narrow
emission-line galaxies (z < 0.2, N ∼ 180000; Oh et al. 2011). Error
bars are smaller than the symbol size.
galaxies observed for 300 s at the parallactic angle. The
Palomar observations were taken with the D55 dichroic and
the 600/4000 and 316/7500 gratings using a 1.5′′ slit, cov-
ering the wavelength range of 3200 − 10200 Å. We mea-
sured the sky lines to have a FWHM = 4.0 Å at 5000 Å and
FWHM = 6.0 Å at 8500 Å.
The continuum and the absorption features were fit using
the penalized PiXel Fitting software (pPXF; Cappellari &
Emsellem 2004) to measure a central velocity dispersion for
the galaxies. A stellar template library from VLT/Xshooter
(Chen et al. 2014) was used to fit the spectra with optimal
stellar templates following the general procedure in Koss
et al. (2017). These templates have been observed at higher
spectral resolution (R = 10, 000) than the AGN observations
and are convolved in pPXF to the spectral resolution of each
observation before fitting. When fitting the stellar templates,
all prominent emission lines were masked.
We use the Kormendy & Ho (2013) relation to estimate
the black hole mass from the velocity dispersion (see Ta-
ble 1). On the blue end of the Palomar spectrograph we fit the
Ca H+K λ3935, 3968 absorption features and the Mg i λ5175
features (e.g., Greene & Ho 2006) and on the red end we
fit the Ca ii triplet spectral region (8450–8700 Å). We note
that reverberation mapping (e.g., Peterson et al. 2005) and
OH megamasers (e.g., Staveley-Smith et al. 1992) offer more
precise BH mass measurements. We adopted those esti-
mates whenever available. For UM 146, we use a veloc-
ity dispersion measurement of 66 ± 6 km s−1 from Garcia-
Rissmann et al. (2005). However, we found this measure-
ment was very near the instrumental limit (57 km s−1) where
the changes in spectral resolution related to seeing and other
observing conditions may significantly affect the measure-
ment. We therefore assume the velocity dispersion is less
than 80 km s−1, corresponding to a black hole mass of less
than log MBH/M = 6.7. We could not obtain velocity dis-
persion measures for NGC 4395 and Mrk 334. In fact, using
the available instrumental resolution, it is hard to measure
the stellar velocity dispersion in the dwarf galaxy NGC 4395
(Woo et al. 2019). As for Mrk 334, the low AGN obscuration
leads to contamination in the form of broad lines and contin-
uum, which makes measuring a velocity dispersion difficult.
For emission line measurements, we performed spectral
line fitting for 21 optical spectra using the Gas AND Ab-
sorption Line Fitting (gandalf) IDL code (Sarzi et al. 2006)
which has been extensively applied in measuring spectral
line strengths of SDSS galaxies (Oh et al. 2011) and AGN
(Oh et al. 2015). Stellar population synthesis model li-
braries (Bruzual & Charlot 2003) and empirical stellar li-
braries (Sa´nchez-Bla´zquez et al. 2006) are used to fit the
continuum at rest-frame ∼ 3700Å−7200Å. Figure 1 shows
the emission-line diagnostic diagram for our sample, plot-
ting the line ratios [O III] λ5007/Hβ versus [N II] λ6583/Hα.
According to this diagnostic, all sources fall in the Seyfert
regime except NGC 5256 and Mrk 461, which are consistent
with being in the composite region of the diagram. UM 146
is in the LINER regime, though with a lower-limit on the
[O III] λ5007/Hβ ratio, which could be in the Seyfert regime.
Throughout the rest of this analysis, we limit our study
to Seyfert galaxies only, excluding the composite sources
(NGC 5256 and Mrk 461). It is also worth noting that most
of the sources are found to have broad lines. However, some
sources reveal the presence of weak broad Hα lines, which
may be a signature of outflows.
4. X-RAY DATA REDUCTION
In this analysis, the high sensitivity of NuSTAR above
10 keV plays the major role, as it allows us to determine
high column densities approaching the CT regime. How-
ever, adding soft X-ray spectra are crucial to accurately es-
timate the spectral slope over the full X-ray band. For that
reason we also considered the soft X-ray spectra obtained
by XMM-Newton, owing to its high sensitivity and excellent
calibration. In cases when XMM-Newton observations were
not available, we considered either Suzaku or Chandra obser-
vations, if possible. We also note that Swift/XRT snapshots
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Table 1. The results obtained from the study of the velocity dispersion. (1): Source name, (2): Right ascension, (3): Decli-
nation, (4): redshift, (5): Stellar dispersion, (6): Instrumental dispersion, (7): Mass estimate, (8):Velocity dispersion fit range,
(9): AGN classification. The superscripts in column 1 indicate the instruments used to estimate the velocity dispersions;
Palomar (P), SDSS (S ), Xshooter (X).
Source RA Dec z σ∗ (km s−1) σinst (km s−1) log MBH/M Range (Å) Type
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Mrk 573P 25.9907 2.3499 0.0174 128.36 ± 10.06 116.64 7.65 3880-5550 Sy2
NGC 1144X 43.8011 -0.1838 0.0288 230.01 ± 6.06 64.17 8.76 3800-5550 Sy2
NGC 3362S 161.2155 6.5969 0.0278 124.25 ± 4.39 65.22 7.58 3880-5550 Sy2
UGC 6100S 165.3917 45.6538 0.0294 143.81 ± 4.35 69.78 7.86 3880-5550 Sy2
NGC 3982S 179.1174 55.1254 0.0038 86.19 ± 2.29 63.75 6.89 3880-5550 Sy2
NGC 4388S 186.4451 12.6621 0.0084 113.83 ± 8.04 64.53 6.92a 3880-5550 Sy2
UGC 8621S 204.4166 39.1546 0.0201 86.00 ± 5.38 65.67 6.88 3880-5550 Sy1.8
NGC 5252S 204.5661 4.5425 0.0231 227.92 ± 4.84 65.49 9.00b 3880-5550 Sy2
NGC 5347S 208.3244 33.4908 0.0080 92.42 ± 2.73 65.82 7.02 3880-5550 Sy2
NGC 5695X 219.3423 36.5678 0.0142 145.71 ± 2.97 72.03 7.89 3880-5550 Sy2
NGC 5929S 231.5257 41.6707 0.0083 128.03 ± 2.50 62.07 7.64 3880-5550 Sy2
NGC 7674X 351.9863 8.7790 0.0288 133.87 ± 5.96 28.35 7.73 3800-5550 Sy2
NGC 7682X 352.2662 3.5333 0.0170 114.00 ± 6.11 65.15 7.42 3800-5550 Sy2
NGC 4395 186.4538 33.5468 0.0011 5.56c Sy1.8
Mrk 334P 0.7901 21.9603 0.0219 Sy1.8
NGC 5283P 205.2739 67.6722 0.0106 117.44 ± 3.14 66.28 7.48 3880-5550 Sy2
UM 146 28.8417 6.6117 0.0174 < 6.7d
NGC 5256S 204.5742 48.2781 0.0282 206.14 ± 11.03 64.89 8.55 3880-5550 Composite
NGC 5674P 218.4678 5.4583 0.0248 116.83 ± 13.15 82.59 7.47 Ca Triplet Sy2
NGC 1068P 40.6699 -0.0133 0.0037 154.81 ± 6.26 85.94 6.93d Ca Triplet Sy1.9
Mrk 461S 206.8241 34.1489 0.0163 124.78 ± 4.91 68.78 7.59 3880-5550 Composite
Note—The values of σ∗ represent the stellar dispersion after subtracting the instrumental resolution (in quadrature). Black
hole mass from the literature: aKuo et al. (2011), bvan den Bosch et al. (2015), c Peterson et al. (2005), d Garcia-Rissmann
et al. (2005). The other masses are from the BASS DR2 (Koss et al., in prep.; see text for more details).
were performed simultaneously with each NuSTAR observa-
tion. However, those observations resulted in low signal-to-
noise ratio (S/N) spectra, due to the faintness of the sources
in our sample. We considered the XRT spectra only in the
cases when other soft X-ray spectra are not available, and the
quality of the XRT spectra allows us to perform spectral fits.
For NGC 1068, we limit our analysis to only one NuSTAR
observation. Adding the soft X-ray spectra of this source and
accounting for spectral variability has been discussed in fur-
ther detail in previous studies (e.g., Bauer et al. 2015; Zaino
et al. 2020) and is beyond the scope of our analysis. In this
section, we present the data reduction of the various instru-
ments used in this analysis. The log of the observations is
presented in Table 3.
4.1. NuSTAR observations
The NuSTAR (Harrison et al. 2013) data were reduced
following the standard pipeline in the NuSTAR Data Anal-
ysis Software (NUSTARDAS v1.8.0), and using CALDB
v20180814. We cleaned the unfiltered event files with the
standard depth correction. We reprocessed the data using
the saamode = optimized and tentacle = yes criteria
for a more conservative treatment of the high background
levels in the proximity of the South Atlantic Anomaly. We
extracted the source and background spectra from circular
regions of radii 45 − 50′′ and 100′′, respectively, for both
focal plane modules (FPMA and FPMB) using the HEASOFT
task Nuproducts, and requiring a minimum S/N of 4 per
energy bin. The spectra extracted from both modules are
consistent with each other. The data from FPMA and FPMB
are analyzed jointly in this work, but they are not combined
together. Recently, Madsen et al. (2020) reported on the
presence of an occasional thermal blanket tear in the FPMA
module leading to an excess at low energy with respect to
FPMB. We did not find this effect in any of the sources.
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4.2. XMM-Newton observations
We reduced the XMM-Newton data using SAS v.17.0.0
(Gabriel et al. 2004) and the latest calibration files. We
followed the standard procedure for reducing the data of
the EPIC-pn (Stru¨der et al. 2001) CCD camera. The data
were processed using EPPROC. Source spectra and light
curves were extracted from a circular region with a radius
of 25−30′′. The corresponding background spectra and light
curves were extracted from an off-source circular region lo-
cated on the same chip, with a radius approximately twice
that of the source. We filtered out periods with strong back-
ground flares. The spectra were then binned requiring a min-
imum S/N of 4 per energy bin.
4.3. Suzaku observations
For NGC 5347 and NGC 5929 we used the XIS (Koyama
et al. 2007) spectra from Suzaku (Mitsuda et al. 2007).
The data were reduced following standard procedures using
HEASOFT. The initial reduction was done with aepipeline,
using the CALDB calibration release v20160616. Source
spectra were extracted using xselect from circular regions
3′ and 2.5′ in radius centered on the sources, for NGC 5347
and NGC 5929, respectively. Background spectra were ex-
tracted from a source-free region of the same size, away from
the calibration source. The response files were generated us-
ing xisresp. We do not consider the spectrum from XIS1,
owing to its poor relative calibration. Spectra from XIS0 and
XIS3 were checked for consistency and then combined to
form the front-illuminated spectra. The spectra were then
binned requiring minimum S/N of 3 per energy bin.
4.4. Chandra observations
For NGC 5347 and NGC 5283 we used the archival Chan-
dra (Weisskopf et al. 2000) spectra. The data were reduced
using CIAO version 4.9 and the latest associated calibration
files. Source and background spectral files and response files
were all created using the CIAO tool specextract. We ex-
tracted source counts from a circular region, centered on the
known source coordinates, with a radius of 5.2′′ and 3′′ for
NGC 5347 and NGC 5283, respectively. The resultant data
were grouped to require at minimum S/N of 3 per energy bin.
4.5. Swift observations
For Mrk 334 and NGC 5674 we used the X-ray telescope
(XRT; Burrows et al. 2005) spectra from Neil Gehrels Swift
Observatory (hereafter Swift; Gehrels et al. 2004). We com-
bined all the XRT observations for each source in order to
increase the number of counts. The data were reduced fol-
lowing standard procedures using HEASOFT. The initial re-
duction was done with xrtpipeline. Source spectra were
extracted using xselect from circular regions 20′′ in radius
centered on the source. Background spectra were extracted
from an off-source sky region of the same size. We used
the default redistribution matrix file (RMF) and ancillary re-
sponse file (ARF), available in the calibration database. The
spectra were then binned requiring minimum S/N of 3 per
energy bin.
5. X-RAY SPECTROSCOPY
Throughout this work, spectral fitting was performed using
XSPEC v12.10.1o (Arnaud 1996). We apply the χ2 statistic
for spectra with more than 20 counts per bin, and the Cash
statistic (C-stat; Cash 1979) otherwise. The assumed statis-
tics for each source are presented in the last column of Ta-
ble 3. The best-fit parameter values were determined through
the minimization of the χ2 (C-stat)1. These values were used
for initial values for the prior distributions in Markov chain
Monte Carlo (MCMC2). We used the Goodman-Weare al-
gorithm (Goodman & Weare 2010) discarding 300, 000 ele-
ments as part of the burn-in period. The final chains contain
500, 000 elements. The values presented in this paper repre-
sent the mean values across the chain samples. Unless stated
otherwise, uncertainties on the parameters are listed at the 1σ
confidence level, as derived from the chain samples.
In the following, we present the different models that we
used in order to describe the reprocessed emission in the X-
ray spectra. We note that the various model set-ups used in
this paper have been already presented in Kammoun et al.
(2019a), where we discuss in detail the case of NGC 5347.
5.1. Pexmon
We initially fit the spectra using the neutral reflection
model Pexmon (Nandra et al. 2007). This model is based on
the Pexrav model (Magdziarz & Zdziarski 1995), but adds
the Fe Kα fluorescence line based on the Monte Carlo simu-
lations by George & Fabian (1991). In addition, Fe Kβ and
Ni Kα fluorescence lines lines are added in Pexmon, in a self-
consistent manner, with their fluxes fixed at a fraction of the
Fe Kα flux. This model accounts also for the Compton shoul-
der of the Fe Kα, following the prescription of Matt (2002).
The model that we used to fit the spectra can be written (in
XSPEC parlance) as follows:
modelPexmon = phabs[1] ∗ (zphabs[2] ∗ zcutoffpl[3]
+constant[4] ∗ zcutoffpl[5] + pexmon[6]
1 It has been argued in the literature that C-stat, contrary to χ2-statistic,
yields unbiased results (e.g., Mighell 1999; Kaastra 2017). However, at the
limit of 20 counts/bin, the use of χ2 may produce a bias of the order of 5%
in the best estimate of the flux for those bins. This will have a minor effect
on the results of our analysis, which are dominated by statistical errors.
2 We use the XSPEC EMCEE implementation of the PYTHON EMCEE
(Foreman-Mackey et al. 2013) package for X-ray spectral fitting in XSPEC,
provided by A. Zoghbi (https://github.com/zoghbi-a/xspec emcee).
6 Kammoun et al.
+Apec1[7] + Apec2[8]).
In this model, the phabs[1] component represents the
Galactic absorption, zcutoffpl[3] represents the primary
emission of the source assumed to be a power-law with a
high-energy cutoff (fixed to 500 keV), which is intrinsically
absorbed by zphabs[2]. A fraction (constant[4] ∗ zcutoffpl[5],
where 0 ≤ constant[4] ≤ 1) of the primary emission could
be scattered into our LOS by optically thin ionized gas in the
polar regions. This fraction could also partly account for un-
absorbed emission in the case of a partially covered source.
We do not instead assume a partially covering absorber for
consistency with other models that are used in this work (see
later for more details). In the rest of the work we refer to
constant[4] as Csc. All the parameters of zcutoffpl[6]
are tied to the ones of zcutoffpl[3]. The photon index,
cutoff energy and normalization of pexmon[7], which de-
scribes the reprocessed emission, are tied to the same pa-
rameters of zcutoffpl[3]. We leave the reflection fraction
R of pexmon[7] free to vary, taking negative values only to
account for the reflected emission without the contribution of
the power-law component. This component is used to model
the reprocessed emission from neutral material without as-
suming any specific geometry or location. Finally, when
needed, we describe the soft emission with Apec 1[8]. This
component, which mainly arises from extended regions, is
most likely due to diffuse thermal emission and/or photoion-
ized emission. In some cases, modeling the soft X-rays
require the addition of a second component (Apec2[9]) with
a higher temperature.
NGC 3362 and UGC 8621 were not detected by NuSTAR.
In addition, their XMM-Newton spectra are background-
dominated above ∼ 5 keV. For that reason, we removed
the pexmon[7] component for these two sources. However,
to avoid further complexity in presenting our analysis, we
consider the models for these sources (i.e., by removing the
Pexmon component) in the “Pexmon” set (as opposed to the
MYTorus fits, see next section). The results assuming this
model are presented in Table 4.
5.2. MYTorus
In the previous section, we presented a phenomenological
model to fit the spectra. However, this model does not as-
sume any geometry. Moreover, it does not account for the
scattering within the obscuring material. Thus, we next at-
tempt to model the obscuration and the reprocessed emis-
sion using the MYTorus spectral-fitting suite for modeling
X-ray spectra from a toroidal reprocessor (Murphy & Yaqoob
2009). This model fixes only the geometry of the reprocess-
ing material without necessarily implying a pc-scale location.
We first consider the “coupled” configuration of MYTorus
(hereafter MYTC). This configuration assumes that intrin-
sic emission is self-consistently absorbed and reprocessed
by toroidal material with a circular cross section and half-
opening angle of 60◦ and solar abundance. The viewing an-
gle (θ) and the equatorial (global) column density (NH, eq) of
the torus are free parameters. We refer the reader to Yaqoob
(2012) for more details and an extensive discussion about the
various configurations of MYTorus and their implications.
The model can be written as follows:
modelMYTC = phabs[1] ∗ (MYTZ[2] ∗ zpowerlaw[3]
+constant[4] ∗ zpowerlaw[5]
+constant[6] ∗ (MYTS[7] + MYTL[8])
+Apec1[9] + Apec2[10]).
The phabs[1], constant[4] ∗ zpowerlaw[5], Apec1[10],
and Apec2[11] components are equivalent to the ones in the
Pexmon fit. MYTZ[2] represents the attenuation of the in-
trinsic emission. MYTS[7] and MYTL[8] represent the scat-
tered continuum and the fluorescent emission lines emitted
by the torus. The constant[6] factor (hereafter, referred to
as A) corresponds the relative weights of the three MYTorus
components and are fixed to unity (as suggested by Yaqoob
2012), unless stated otherwise. We remind the reader that
NH,LOS can be estimated using using eq. (1) in Murphy &
Yaqoob (2009):
NH,LOS = NH,eq
[
1 −
( c
a
)2
cos θ
]1/2
, (1)
where c is the distance from the center of the torus to the
origin of coordinates, and a is the radius of the circular cross
section. For a half-opening angle of 60◦, the ratio c/a is equal
to 2. MYTorus does not have a high-energy cutoff. Impos-
ing a cutoff energy to the primary emission would break the
self-consistency of the models. Instead, MYTorus assumes
various termination energies (ET). We used in our analysis
the tables with ET = 500 keV. Using different values did not
affect the fits. The results obtained by fitting MYTC are pre-
sented in Table 5.
Next, we considered the decoupled configuration of MY-
Torus (MYTD) which is intended to mimic the Pexmon con-
figuration. In this configuration, the viewing angle of MYTZ
is fixed to 90◦, so its NH corresponds to the LOS value. MYTS
and MYTL are decomposed into two components, one from the
near side of the torus (θ = 90◦) and the one from the far side
of the torus (θ = 0◦). The column densities of these compo-
nents could be either tied to the one of MYTZ, corresponding
to a uniform distribution of the material (hereafter MYTD-
1NH), or free to vary, corresponding to a patchy structure
(hereafter MYTD-2NH). The latter configuration allows us
to obtain estimates on both NH,LOS and NH,eq. MYTD can be
written as follows:
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Figure 2. Triangle plot showing the best-fit parameters plotted versus the others, for Pexmon (blue circles), MYTD-1NH (red diamonds), and
MYTD-2NH (open black squares). We also show the Kendall correlation coefficient and the corresponding p-value between parentheses. The
black dashed lines correspond to the CT limit of NH = 1.5 × 1024 cm−2.
modelMYTD = phabs[1] ∗ (MYTZ90[2] ∗ zpowerlaw[3]
+constant[4] ∗ zpowerlaw[5]
+constant[6] ∗ (MYTS0[7] + MYTL0[8])
+constant[9] ∗ (MYTS90[10] + MYTL90[11])
+Apec1[12] + Apec2[13]).
The relative weights for the MYTS and MYTL components with
θ = 0◦, 90◦ (constant[6,7]) are tied together, unless oth-
erwise stated. Hereafter, we refer to those constants as A0
and A90, respectively. The results obtained by fitting MYTD-
1NH and MYTD-2NH are presented in Tables 6 and 7, re-
spectively.
The MYTorus models could not be applied to: NGC 5252,
NGC 4395, NGC 3362, UGC 6100, and UGC 8621. For
NGC 5252 and NGC 4395, the spectra required complex,
ionized absorption, in addition to a neutral absorber. Such a
configuration is not trivial to implement in the framework of
the MYTorus models. A detailed analysis of NGC 4395
is presented in Kammoun et al. (2019b) (see also Nar-
dini & Risaliti 2011). As for NGC 3362, UGC 6100, and
UGC 8621, the low quality of the data (for UGC 6100)
makes the application of the MYTorus fits non-trivial. As
for NGC 3362 and UGC 8621, both sources are not detected
by NuSTAR and their XMM-Newton spectra are background
dominated above ∼ 5 keV. For that reason we were not able
to apply the MYTorus set of models to these sources. It is
worth noting that we limited Γ to the range 1.4-2.4 because
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the models we used (Pexmon and MYTorus) are defined in
this common range.
6. RESULTS
All models throughout this paper resulted in statistically
acceptable fits. In addition, the results for each source, ap-
plying the various models considered in our analysis, agreed
in detail (see Section 6.1 for more details). Thus, in Fig-
ures 13-14, we show only the spectra fitted with Pexmon,
and the corresponding residuals. The Γ−NH confidence con-
tours for each model are shown in Figures 15-18. For the
cases where Γ was kept tied, we show only the 1-D posterior
distribution NH obtained from the MCMC. We show the re-
sults from the MCMC in Tables 4-7. We note that the best-fit
results for the Apec components are consistent between all
four models. Thus, we show the ones obtained by the Pex-
mon model only. It is worth mentioning that for all sources
the iron abundance in the Pexmon model was fixed to the so-
lar value, except for NGC 1068. For this source, we obtained
a best-fit value AFe = 1.8± 0.1 solar. Furthermore, the values
of Csc were found to be smaller than 0.1 for all sources, ex-
cept for NGC 7674. For this source, we found Csc = 0.1+0.02−0.04
and 0.6 ± 0.2 for the XMM-Newton and NuSTAR spectra, re-
spectively, fitted with Pexmon.
Throughout the paper, we refer to the intrinsic, unab-
sorbed, luminosity of the power-law component in the 2-
10 keV range as L2−10. Various methods can be used to esti-
mate the bolometric luminosity. One way to do so is by con-
sidering luminosity-dependent bolometric corrections (e.g.,
Marconi et al. 2004; Lusso et al. 2012). However, in Table 2,
we present the Eddington ratios (λEdd = Lbol/LEdd) by using
the mass estimates from Section 3 and adapting a bolometric
correction, κbol = Lbol/L2−10 = 20, from Vasudevan & Fabian
(2009). Koss et al. (2017) noted that Lbol inferred from the
X-ray luminosity and the values estimated from the 5100 Å
luminosity show a scatter of ∼ 0.45 dex for type-1 AGN (see
their figure 26). Assuming different bolometric correction
would result in different bolometric luminosities and Edding-
ton fractions. This would cause some later plots to shift (e.g.,
Figures 10 and 11), but the overall trends identified would
remain. The estimated λEdd values are model-dependent, as
they rely on the measure of L2−10 that may vary between dif-
ferent models. The consistency between the models is further
discussed in Section 6.1. In addition, λEdd span a large range
log λEdd [−4,−0.5] that is different from the one observed in
quasars. Thus any direct comparison between our sample
and highly accreting quasars should be addressed carefully
as they probe different accretion regimes.
In Figure 2 we show a corner plot for all the relevant pa-
rameters for all the observations. The results are shown for
Pexmon, MYTD-1NH, and MYTD-2NH, as these models
measure the LOS column density. We plot each measure-
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Figure 3. The distributions of NH,LOS, Γ, L2−10, and log λEdd (pan-
els a-d) for Pexmon, MYTC, MYTD-1NH, and MYTD-2NH (blue
filled, green dotted, red solid, and black dashed histograms, respec-
tively).
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Figure 4. Ratio of the extinction corrected [O III] luminosity over
the intrinsic 2-10 keV luminosity versus L2−10 and the LOS col-
umn density obtained using the Pexmon model (left and right pan-
els, respectively). The results obtained for each source are shown in
shaded blue. The orange points correspond to the binned results.
ment for sources showing variability. We show in the same
plot the Kendall’s coefficient with the null hypothesis proba-
bility (i.e., no correlation), between parentheses, for the Pex-
mon estimates. The results are consistent with the ones ob-
tained for the other two models. Our results suggest moderate
positive correlations between the NH,LOS and Γ, and between
NH,LOS and R. We find no correlation between Γ and R. This
is in agreement with the recent results of Panagiotou & Wal-
ter (2020) who also found no correlation between these two
quantities in obscured AGN, while they found a clear corre-
lation in unobscured sources (see also Zdziarski et al. 1999,
2003). In Figure 3, we show the histograms for the measured
NH,LOS, Γ, L2−10, and λEdd, for all models. We do not plot
the histogram of the column densities from MYTC as it pro-
vides only NH,eq. The results in Figures 2-3 are shown for
each measurement. Hence, more than one data point will be
associated with sources showing variability. Moreover, some
sources were not fitted with MYTorus, which result in having
less data points for these models compared to Pexmon.
Figure 4 shows the scatter plot for the ratio of the
extinction-corrected [O III] luminosity over the intrinsic
2-10 keV luminosity plotted versus L2−10 and NH,LOS ob-
tained using the Pexmon model (left and right panels, re-
spectively). The binned data points suggest constant ra-
tios, below L2−10 < 1043 erg s−1 with an average value of
〈log L[O III]/L2−10〉 = −1.09. A decrease in L[O III]/L2−10
can be seen at high X-ray luminosity, L2−10 > 1043 erg s−1.
The results obtained by Berney et al. (2015) also show a
constant luminosity ratio, albeit with a lower average of
〈log L[O III]/L2−10〉 = −2.01. Howerver, Berney et al. (2015)
studied hard X-ray selected objects from the Swift/BAT AGN
survey, with log L2−10 ∼ [42, 46].
6.1. Consistency of the models
In this section we address the consistency of the results
obtained from the different models that are considered in this
work. The major difference between these models resides
in the way that Pexmon and MYTorus treat the reprocessed
emission. Pexmon considers an infinite slab of neutral mate-
rial that reflects the incident X-ray emission. However, MY-
Torus considers Compton scattering (in its various regimes)
in a torus with a fixed opening angle, providing continuous
coverage from the Compton-thin to Compton-thick column
densities. In addition, some differences exist between the
different configurations of MYTorus, as described in Sec-
tion 5.2 (see also Murphy & Yaqoob 2009; Yaqoob 2012).
In Figure 5, we plot the measured values of NH,LOS, Γ, and
L2−10 (panels a, b, and c, respectively) obtained from the var-
ious models. We note that MYTC measures NH,eq, thus we
used eq. 1 to obtain the corresponding NH,LOS and assuming
the best-fit values of θ, listed in Table 5. In this case, the un-
certainty on NH,LOS is estimated using the one on NH,eq only.
As for the uncertainty on L2−10, we assumed the relative un-
certainties obtained from the power law normalization. In
panel d of the same figure, we plot the values of χ2/dof (or
C/dof) that are obtained from the best-fit models in XSPEC,
and used as an initial guess for the MCMC analysis. This
panel demonstrates that all models resulted in statistically
good fits. In the case of Mrk 573, the χ2/dof is larger than
1.2. However, the fit is still statistically acceptable with a
null hypothesis probability of 0.06. In contrast, UGC 6100,
NGC 3982, and UGC 8621 show very low C/do’sf. This is
due to the low number of degrees of freedom for these spec-
tra. Only in a few cases, does the MYTorus set of models
provide a statistical improvement (in terms of χ2/dof) with
respect to Pexmon.
The column densities are consistent within error bars be-
tween the four models in the majority of the cases, except
for NGC 3982 and NGC 7674. For NGC 3982, Pexmon
predicts a Compton-thin (Cth) column density that is signif-
icantly smaller than the CT values obtained by MYTD-1NH
and MYTD-2NH. For NGC 7674, MYTD-1NH indicates a
large and CT column density, while the other models suggest
lower and Cth values. In this case, for MYTD-1NH, the fit
is statistically worse than the ones for the other models (see
Section A for more details). The photon indices are broadly
consistent within uncertainties between the various models,
albeit with a large scatter. The intrinsic 2-10 keV luminosity
is also consistent between the four models within uncertain-
ties. However, this plot suggests that the luminosity estimates
using the various MYTorus configurations tend to be larger
than the ones obtained using Pexmon, especially for high val-
ues of NH. This difference is particularly large in the case of
NGC 5347.
In order to assess the reason behind this discrepancy, we
plot in Figure 6 the best-fit Pexmon and MYTD-1NH mod-
els obtained by fitting the NuSTAR spectra of NGC 1144.
The best-fit results are NH = 1.01+0.1−0.2(1.21
+0.15
−0.17) × 1024 cm−2
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Figure 5. The best-fit NH,LOS, Γ, and unabsorbed L2−10 (panels a,b
and c, respectively) obtained using the Pexmon (blue filled circles)
and three MYTorus models (MYTC: green open circles, MYTD-
1NH: red diamonds, and MYTD-2NH: black open squares), for all
sources. Panel d shows the values χ2 (C)/dof of the best-fit mod-
els, using XSPEC, that were used as initial guesses for the MCMC
analysis.
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Figure 6. The best-fit model components: absorbed power law, re-
processed emission, and total model (top to bottom) obtained by
fitting the NuSTAR spectrum of NGC 1144 with Pexmon (solid blue
line) and MYTD-1NH (dashed red line). The dotted lines in the top
panel correspond to the intrinsic (unabsorbed) power law compo-
nent for each case.
and L2−10 = 1.47(2.61) × 1043 erg s−1 for Pexmon (MYTD-
1NH). In this figure, we show the absorbed and unabsorbed
power law component in the top panel, the reprocessed emis-
sion in the middle panel, and the total emission in the bottom
panel. The reprocessed emission is defined as pexmon[6] and
A0 ∗ (MYTS0[7] + MYTL0[8]) + A90 ∗ (MYTS90[10] + MYTL90[11]),
for Pexmon and MYTD-1NH, respectively (see Section 5).
It is clear from this figure that MYTD-1NH requires larger
intrinsic luminosity compared to Pexmon. MYTD-1NH in-
dicates a lower absorbed power-law flux below ∼ 15 keV
compared to Pexmon. This difference in flux is compensated
for when considering the reprocessed emission. As a re-
sult, the total emission is consistent between the two models.
This effect becomes larger for sources with higher NH, in
which the intrinsic power-law component cannot be clearly
identified.
For NGC 1068, Pexmon resulted in large NH,LOS =
3.16+1.46−1.29 × 1026 cm−2. Such high values cannot be achieved
by MYTorus which has an upper limit of 1025 cm−2. For
that reason we limit the fits for this source to Pexmon and
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Figure 7. Left panel: The NH,LOS distribution obtained from different simulations. The solid black line corresponds to the distributions obtained
by averaging the realizations for each source (see Section 6.2 for details). Middle panel: The distribution of the number of heavily obscured
sources with NH > 1023 cm−2. Right panel: The distribution of the number of CT sources with NH > 1024 cm−2.
MYTC only, that resulted in χ2/ dof = 1.07 and 1.12, re-
spectively. In addition, the fits required a Gaussian emission
line at ∼ 6.3 keV to account for excess seen in the 6 − 7 keV
range. A similar excess has been reported by Zaino et al.
(2020) who modeled it with a Gaussian line with a fixed
energy at 6 keV and attributed it to instrumental calibration.
A detailed analysis of the origin of this excess is beyond the
scope of this paper. Due to all the uncertainties and difficul-
ties in modeling the spectra of this source, we excluded all
its best-fit parameters from the rest of our analysis, except
for NH,LOS that has been well-established in the literature as
being CT.
6.2. Compton-thick fraction
Thanks to the high sensitivity of NuSTAR in the hard
X-rays we were able to identify three new CT sources:
NGC 5347, NGC 5695, and UGC 6100. NGC 5695 was
classified by LaMassa et al. (2009) as a CT candidate based
on its XMM-Newton spectrum. In a recent work, Zhao et al.
(2020) identified Mrk 573 as a CT source, that is also a part of
our sample. We identified also two sources (NGC 3362 and
UGC 8621) as being CT, based on their XMM-Newton spec-
tra. In addition, we analyzed a NuSTAR spectrum of the well-
known CT source, NGC 1068. Furthermore, two sources
(NGC 3982 and NGC 7674) have been identified as Compton
thin when fitted with Pexmon, but CT using MYTD-1NH.
Our results for NGC 7674, using Pexmon, are in agreement
with the ones found by LaMassa et al. (2011) and Tanimoto
et al. (2020), but differ from the ones of Gandhi et al. (2017)
who classified the source as CT. NGC 1144 was found to be
at the edge of the CT limit with NH ' 1024 cm−2. As a re-
sult, based on the NH measures obtained from our spectral
fits, we identify seven CT sources, and three CT candidates
(NGC 3982, NGC 7674, and NGC 1144). In order to find the
underlying distribution of NH from our sample, taking into
account variability seen in some sources and the uncertainty
on our measurements, we performed the following simula-
tion.
Given the general consistency between the different mod-
els, we consider the results obtained using Pexmon only, as
this model could be applied for all the sources in our sam-
ple. Using the NH,LOS distributions obtained from the MCMC
analysis, we draw randomly a value for each source. For
sources with variable NH,LOS, we choose one estimate ran-
domly. We repeated this 10, 000 times and considered the NH
distribution for each realization. In the left panel of Figure 7
we plot in color the histograms obtained from various real-
izations. The solid black line correspond to the histograms
obtained by averaging the estimated NH,LOS for each source.
The middle and right panels of the same figure show the
distributions of the number of sources with NH,LOS > 1023
and 1024 cm−2), respectively, obtained from each realization.
As a result, these histograms show that our sample contains
6 − 7 CT sources in 90% of the cases. Furthermore, our re-
sults indicate that 15 − 17 sources are heavily obscured with
NH > 1023 cm−2 in 94% of the cases.
In addition, we performed a model-independent test for the
number of CT sources using the spectral curvature (SC) met-
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ric presented by Koss et al. (2016b). Following eq. 2 in Koss
et al. (2016b), we estimated SC for all sources with NuSTAR
detection as follows:
S C =
−0.46 × E + 0.64 × F + 2.33 ×G
T
, (2)
where E, F, G, and T are the count rates in the 8 − 14 keV,
14−20 keV, 20−30 keV, and 8−30 keV ranges, respectively.
A source is classified as CT if S C > 0.4. The estimated S C
are presented in Table 2. In Figure 8, we plot S C as a func-
tion of the measured NH,LOS obtained using Pexmon. Accord-
ing to the S C metric, the five sources (Mrk 573, NGC 5347,
UGC 6100, NGC 5695 and NGC 1068) that were detected
by NuSTAR and considered as CT, based on the spectral fits,
are also found to be CT. Interestingly, the two CT candidates
(NGC 3982 and NGC 1144) based on the spectral fits, are
found to be CT based on the S C metric. NGC 7674 is found
to be at the edge of the CT limit with S C = 0.39 ± 0.05. So
we also consider it as a CT candidate based on the S C met-
ric. Two sources (NGC 3362 and UGC 8621) were found to
be CT sources based on their spectral fits could not be con-
firmed by the S C metric because they were not detected with
NuSTAR.
Table 2. The Eddington ratios obtained by fitting the data with Pexmon,
MYTD-1NH, and MYTD-2NH. The fourth column corresponds to the spec-
tral curvature estimated from the NuSTAR observations. The last two columns
show whether the source is classified as CT (marked with 3) or not (marked
with 7) according to the spectral curvature and NH,LOS, respectively. Sources
that are considered as CT candidates are marked with a ? mark (see Sec-
tion 6.2 for details).
Source log λEdd S C CTSC CTNH
Pexmon M-1NH M-2NH
Mrk 573 -2.73 -2.90 -2.86 0.62 ± 0.12 3 3
NGC 1144 -1.86 -1.88 -1.76 − − 7
-2.39 -2.14 -2.17 0.52 ± 0.05 3 ?
NGC 3362 -2.76 − − − − 3
UGC 6100 -2.04 − − 0.71 ± 0.31 3 3
NGC 3982 -3.26 -3.60 -3.61 0.58 ± 0.17 3 ?
NGC 4388 -1.24 -1.23 -1.19 − − 7
-0.82 -0.72 -0.72 − − 7
-0.57 -0.50 -0.50 − − 7
-1.28 -1.24 -1.24 0.23 ± 0.02 7 7
UGC 8621 -0.72 − − − − 3
NGC 5252 -2.53 − − − − 7
-2.46 − − 0.05 ± 0.02 − 7
NGC 5347 -3.02 -1.67 − 0.65 ± 0.11 3 3
NGC 5695 -2.64 -1.76 -2.04 0.80 ± 0.12 3 3
NGC 5929 -2.75 -2.74 -2.75 − − 7
-2.91 -2.88 -2.89 0.13 ± 0.05 7 7
NGC 7674 -2.15 -2.24 -2.08 − − 7
-2.32 -2.04 -2.01 0.39 ± 0.05 ? ?
NGC 7682 -2.34 -2.50 -2.57 0.24 ± 0.10 7 7
NGC 4395 -2.12 − − − − 7
-1.89 − − − − 7
-1.72 − − − − 7
-2.04 − − 0.01 ± 0.03 7 7
-1.75 − − 0.12 ± 0.20 7 7
-2.19 − − − − 7
-1.99 − − − − 7
-1.83 − − − − 7
Mrk 334 − − − 0.25 ± 0.04 7 7
NGC 5283 -2.24 -2.26 -2.16 0.16 ± 0.03 7 7
UM 146 -2.44 -2.46 -2.35 0.14 ± 0.06 7 7
NGC 5674 -0.90 -1.11 -1.06 0.03 ± 0.02 7 7
NGC 1068 − − − 0.51 ± 0.02 3 3
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In conclusion, our results suggest that 78.9 − 89.5% of
the sources in our sample are heavily obscured with NH >
1023 cm−2. Furthermore, based on both methods we pre-
sented above, the number of CT sources in our sample
ranges between 6 and 10 sources. This corresponds to
31.6 − 52.6% of our sample being CT. Thus for the com-
plete CfASy sample of 46 sources (accounting for all ob-
scured and unobscured Seyferts), our results indicate that
32.6 − 36.9% (13 − 21.7%) of the sources are obscured with
NH > 1023 (> 1024 cm−2. Our results are in full agree-
ment with the ones of Risaliti et al. (1999) who found that
77.8± 12.6% of Seyfert-2 galaxies are heavily obscured with
NH > 1023 cm−2 and 47.9±10% are CT. Panessa et al. (2006)
found a CT fraction of 30− 50% of the Sy2 sources from the
Palomar optical spectroscopic survey of nearby galaxies (Ho
et al. 1995, 1997). However, flux-limited hard X-ray sur-
veys have reported a significantly lower observed fraction of
CT sources (below ∼ 20%, e.g., Bassani et al. 2006; Burlon
et al. 2011; Vasudevan et al. 2013). In particular, Ricci et al.
(2015) found the CT fraction in the 70-month Swift/BAT cat-
alog to be 7.6+1.1−2.1%. We note that the sources in Ricci et al.
(2015) span broader redshift and X-ray luminosity ranges
than the sources in our sample. In particular, the sources from
the Swift/BAT AGN catalog include more luminous sources
compared to the one presented in this work. citeKoss16sc,
using a lower redshift range that is similar to ours, found
22% of hard X-ray selected BAT AGN as CT utilizing the
spectral curvature metric. Our results confirm the conclu-
sions by Cappi et al. (2006) and Malizia et al. (2009) who
showed that a careful selection of a complete volume lim-
ited sample reconciles the fraction of heavily obscured (and
CT) sources obtained from multi-wavelength estimates and
the ones from X-ray spectral fitting. It is worth noting that
our sample of obscured sources is based on optical selection.
However, it might be possible that some elusive objects have
been missed by the optical classification due to missing nar-
row Hβ lines. For example, Koss et al. (2017) found that
∼ 30 % of the X-ray selected AGN are missing narrow Hβ
lines. This is mainly because X-ray selected AGN have much
higher Balmer decrements and more likely to be in edge on
galaxies (see e.g., Koss et al. 2011). In this case, it is likely
that these sources are highly embedded to be missed within
the small volume. This would lead to a higher number of
highly obscured sources than the ones we identified. For ex-
ample, Smith et al. (2014) studied four optically elusive AGN
and four X-ray bright, optically normal galaxies. They found
that four out of five sources, with z < 0.03, are highly ob-
scured.
6.3. Moderately obscured sources
As mentioned in the previous section, we found that 16
sources are heavily obscured with NH > 1023 cm−2. In this
section, we focus on the three sources that show moderate
obscuration, namely NGC 4395, UM 146 and NGC 5674.
This raises the question about the nature of the obscuration
in those sources. Trouille et al. (2009) have shown that
33% ± 4% of their sample of optically-selected obscured
sources to be X-ray unobscured. In our case, considering the
three moderately-obscured sources in our sample, it is well-
known that NGC 4395 exhibits strong variability in its ob-
scuring column. Those variations are associated with obscur-
ing clouds in the BLR (see Nardini & Risaliti 2011; Kam-
moun et al. 2019b). Instead, UM 146 and NGC 5674 are two
face-on galaxies. Thus, it is less likely that the obscuration is
due to gas or dust in their host galaxies. Trippe et al. (2010)
classified these sources as “true” Sy 1.8 and Sy 2, respec-
tively. Risaliti (2002) analyzed the BeppoSAX spectrum of
NGC 5674 (observed in February 2000, i.e., 14 years prior to
the NuSTAR observation). They reported an obscuring col-
umn density of the order of 6 × 1022 cm−2 that is consistent
with our measurement. Further monitoring observations of
these sources will be then necessary to search for any possi-
ble variability. This will allow us to understand the nature of
the moderate obscuration in these two sources.
6.4. On the obscurer structure
It is not straightforward to obtain constraints on the struc-
ture of the obscuring material (e.g., geometry, filling factor,
opening angle, orientation, etc.) using our models. This
task becomes harder given the fact that all models provide
statistically good fits. However, some valuable information
can still be extracted from our results. In particular, a more
careful look at the R vs L2−10 plot, shown in Figure 9a (also
in Figure 2), reveals the presence of a correlation between
these two quantities. In fact, one can see that the dwarf
galaxy NGC 4395 does not follow the rest of the sources.
Considering the full data set results in a Kendall correla-
tion coefficient τK = −0.04 with a null hypothesis proba-
bility of 0.73. However, splitting the data set in two results
in τK = −0.64/ − 0.41 with null hypothesis probability of
0.026/0.007 for NGC 4395 and the rest of the sources, re-
spectively. We fit the two subsets with a linear fit in the log-
log space, of the form,
logR = α + β log L2−10, (3)
using the Orthogonal Distance Regression (ODR3) method.
The best-fits result in consistent slopes β = −1.04 ± 0.2 and
−0.35 ± 0.1 for NGC 4395 and the rest of the sources, re-
spectively. The reflection fraction in Pexmon is defined as
the strength of the reflection component relative to the one
expected from a slab spanning a solid angle of 2pi (Nandra
3 https://docs.scipy.org/doc/scipy/reference/odr.html
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Figure 9. Panel a: Reflection fraction as a function of the intrinsic (unabsorbed) X-ray luminosity in the 2−10 keV range. Two linear fits in the
log-log space has been performed: the data points of NGC 4395 (obtained from flux-resolved spectra extracted from four observations) and the
rest of the sources, excluding also NGC 3982 (dashed and solid lines, respectively). Panel b: Reflection fraction as a function of the reflected
flux over power-law flux ratio, obtained using Pexmon. The data is fitted with a linear model in the log-log plot (solid line) that results in a slope
consistent with unity. The color map used in this plot corresponds to the fitted value of NH,LOS obtained using Pexmon. Panel c: Reflection
fraction as a function of the LOS column density, fitted with a linear relation in the log-log space. Panel d: The best-fit R − L2−10 − NH plane
obtained by excluding NGC 4395 and NGC 3982.
et al. 2007). In other terms, R = 1 corresponds to a reflector
that covers half of the solid angle as seen by the source. In
Figure 9b, we show R as a function of the ratio (Fref/FPL) of
reflection flux over the power-law flux in the 3−30 keV. Both
quantities are positively correlated with a slope of 1.32±0.18,
consistent with unity within less than 2σ. Fitting R, obtained
from Pexmon, vs. the reprocessed-to-power-law ratio, ob-
tained from the MYTorus models, for the sources that could
be fitted with both models, results in consistent slopes, al-
beit with a different normalization. George & Fabian (1991)
showed that Fref/FPL positively correlates with the equiva-
lent width of the Fe Kα line (EW(Fe Kα); see their figure
16). As a consequence, the anti-correlation seen between the
R and L2−10 can be translated in an anti-correlation between
EW(Fe Kα) and L2−10, known as the Iwasawa-Taniguchi ef-
fect (or the X-ray Baldwin effect; Iwasawa & Taniguchi
1993). This effect has been confirmed in Type-2 AGN by
Ricci et al. (2014), and later confirmed in a large sample of
CT sources by Boorman et al. (2016). The fact that the slope
of the R − L2−10 correlation for NGC 4395 is consistent with
unity is suggestive of a constant reprocessed flux despite the
intrinsic variability (see Kammoun et al. 2019b). This may
indicate that despite the change in the LOS column density
in this source, the overall covering fraction of the clouds re-
mains constant. This also suggests that a large fraction of the
reprocessed emission arises from distant material.
Furthermore, Figure 2 shows a positive correlation be-
tween R and NH,LOS with τK = 0.4 and a null-hypothesis
probability of 0.002. Fitting R versus NH,LOS in the log-log
space, similar to eq. (3), for all sources, resulted in a slope of
0.87 ± 0.2 (See Figure 9c). Thus, we attempt to perform a fit
in three dimensions, using the Scipy package curve fit4,
of the form,
logR = αˆ + βˆ log L2−10 + γˆ log NH,LOS, (4)
4 https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.
curve fit.html
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excluding NGC 4395. We show the best-fit plane in Fig-
ure 9d, with βˆ = −0.28 ± 0.09 and γˆ = 0.36 ± 0.15. This
clearly demonstrates that the reprocessed emission depends
simultaneously on both the intrinsic X-ray luminosity and the
column density of the reprocessing material.
Figure 10 shows the scattered and binned measurements
of NH,LOS as a function of log λEdd. We plot the measure-
ments for the full sample, the Cth subset, and the CT subset
(top to bottom, respectively). We removed NGC 1068 from
this plot due to the large discrepancy in its L2−10 estimates
using different models. Despite the fact that the size of our
sample is small, our results broadly agree with the ones of
Ricci et al. (2017) based on the 70-month Swift/BAT AGN
sample. NH,LOS peaks in the range of log λEdd ∼ [−4;−2.5]
then decreases at larger Eddington ratios, for both the full
sample and the Cth subset. The decrease at high λEdd in our
data is shallower than the one found by Ricci et al. (2017).
This trend depends on the way we estimated the Eddington
fraction, i.e., spectral modeling and the bolometric correction
we adopt. The similarity between our results and the ones
from the BAT AGN sample are clearer for the fraction of the
sources versus the Eddington ratio (right-hand side panels in
the same figure). This is suggestive that radiation pressure
regulates the distribution of the circumnuclear material (see
e.g., figure 5 in Kurosawa & Proga 2009). As the accretion
rate increases, less dense material (log NH/cm−2 < 24) is
swept away, leaving only the CT material, thus decreasing
the torus covering factor (e.g., Fabian et al. 2006, 2009). We
show in the NH − λEdd plane the effective Eddington limit as-
suming the standard ISM grain abundance from Fabian et al.
(2009). The effective Eddington limit can be lower for dusty
gas than for ionized dust-free gas (e.g., Laor & Draine 1993;
Scoville & Norman 1995). This means that a sub-Eddington
AGN may be seen as super-Eddington by the dusty torus
with substantial column densities. As a result, long-lived sta-
ble clouds can survive radiation pressure only in a regime
lower than the effective Eddington limit (upper left part in
Figure 10; see also Fabian et al. 2008). All our measure-
ments reside in the long-lived cloud area.
Within the context of the radiation-driven accretion disk
winds presented by Giustini & Proga (2019), most of our
sources fall in the regime of small BH mass (MBH < 108 M)
and moderate accretion rate. This category of sources is ex-
pected to have weak/moderate line-driven disk winds. The
authors show that failed continuum radiation-driven dusty
wind on radial scales of the order of the dust sublimation
radius will be extended in the equatorial plane. Thus, at high
inclination (which corresponds to the sources we study in this
work), this failed wind will obscure the innermost regions of
the system. Further investigations will be needed to confirm
this hypothesis.
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Figure 10. Left: NH,LOS as a function of log λEdd for the full sample,
the Cth observations, and the CT observations(top to bottom). The
results are shown for Pexmon (blue circles), MYTD-1NH (red dia-
monds), and MYTD-2NH (black squares). The shaded data points
correspond to the individual measurements. The large thick sym-
bols correspond to the binned data. The green dashed lines show
the effective Eddington limit below which dusty clouds (with stan-
dard ISM grain abundance; adapted from Fabian et al. 2009) close
to the BH see the AGN as being effectively above the Eddington
limit (known as the forbidden region, grey area). Long-lived ab-
sorbing clouds can only occur above the dashed line. Right: The
corresponding fraction of measurements in the various log λEdd bins,
normalized to the total number of observations.
In Figure 11 we show Γ as a function of log λEdd for Pex-
mon, MYTD-1NH, and MYTD-2NH. A negative correlation
between these two quantities can be seen by binning the data
points. This is in agreement with the results of Winter et al.
(2009) and Younes et al. (2011) (the latter studied a sample
of 13 LINERs). Our results differ from the positive correla-
tion found for high-redshift and more luminous quasars (e.g.,
Shemmer et al. 2008; Risaliti et al. 2009; Brightman et al.
2013; Huang et al. 2020, and references therein). This is
most likely due to a systematic deviation of lower luminosity
AGN from the correlation. In fact, a “V” shape in the Γ vs.
LX has been reported in various X-ray binaries by Liu et al.
(2019) and Yan et al. (2020), indicating a transition at a cer-
tain Eddington ratio between the “harder when brighter” and
the “softer when brighter” states.
Finally, in the upper panel of Figure 12, we show NH,eq,
obtained by fitting the data with MYTD-2NH, plotted
versus the corresponding NH,LOS values. Five sources
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Figure 11. Γ as a function of log λEdd. The results are shown for the
Pexmon (blue circles), MYTD-1NH (red diamonds), and MYTD-
2NH (black squares). The shaded data points correspond to the in-
dividual measurements. The large thick symbols correspond to the
binned data.
(namely, NGC 4388, NGC 7682, Mrk 334, NGC 5929,
and NGC 5674) out of the 13 fitted with this model show
a Cth NH,eq. For NGC 5674 and Mrk 334, NH,eq is higher
than 1024 cm−2. However, for the other three sources NH,eq
is significantly lower though consistent with NH,LOS. This
may be an indication of a uniform distribution of absorb-
ing/reprocessing material in these two sources. Interestingly,
none of the sources requires a Cth NH,eq while its NH,LOS is
CT. In addition, none of the sources require NH,LOS to be
significantly higher than NH,eq. This result adds to the rig-
orousness of our analysis. It supports the general scheme in
which most of the sources are surrounded by Compton-thick
material that reprocesses the intrinsic X-ray light into our
LOS (see e.g., figure 1 in Marin 2016, for a recent schematic
representation). The alignment of this material with our LOS
will result in observed column densities that are smaller or
equal to the global one, being mostly > 1023 cm−2 for the
sources that are observed at high inclination. In a toroidal ge-
ometry, for a given inclination angle, the ratio NH,LOS/NH,eq
may be indicator of the opening angle (in other terms the
covering fraction; see eq. 1). In the lower panel of Figure 12,
we plot the ratio c/a (indicating the half opening angle) as a
function of NH,LOS/NH,eq following eq. 1 for a range of incli-
nations between 60◦ and 85◦. This plot indicates that large
values of NH,LOS/NH,eq (close to 1) indicate small opening an-
gles (i.e., large covering fractions), while small NH,LOS/NH,eq
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Figure 12. Top: The torus (equivalent) column density plotted ver-
sus the LOS column density obtained by fitting the spectra with
MYTD-2NH. The green dotted lines correspond to the CT limit.
The red solid line corresponds to the identity line. Bottom: The ratio
c/a (indicating the torus opening angle) versus the column density
ratio NH,LOS/NH,eq, for inclinations between 60◦ and 85◦.
values indicate a wider range of opening angles, depending
on the inclination.
7. CONCLUSIONS
We present analysis of optical and X-ray spectra of 21 ob-
scured sources in the CfASyS through the NuSTAR Obscured
Seyferts Legacy Survey. This is the first optically-selected
and volume-limited survey of AGN performed in the hard
X-rays. Our results are summarized below.
• Analyzing the optical spectra of those sources allowed
us to obtain accurate estimates of their BH masses.
Furthermore, we identified two sources in the com-
posite regime of the BPT diagram (Mrk 461 and
NGC 5256). Those two sources were excluded from
the analysis, restricting the final sample to 19 Seyfert
galaxies only.
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• We have fitted the X-ray spectra of the 19 sources using
four models. The results from all the models are con-
sistent with each other, except for intrinsic luminosity
in the cases of CT sources. In these sources, the intrin-
sic power law emission is heavily suppressed, and thus
could not be well constrained. Different models then
result in different values of the intrinsic luminosity due
to various physical assumptions of each model.
• Our results indicate that 82 − 89% of the sources are
heavily obscured with NH > 1023 cm−2. In addition,
36.8− 52.6% of the sources in our sample are CT. Our
results are in agreement with the ones found by Risal-
iti et al. (1999) based on multi-wavelength estimates
of NH for obscured sources in the local universe, rec-
onciling the long-lasting discrepancy between volume-
limited values and those observed from flux-limited
hard X-ray surveys.
• We found a tight anti-correlation between the reflec-
tion fraction (representing the ratio of reflected over
intrinsic flux) and the intrinsic X-ray luminosity, in
agreement with the Iwasawa-Taniguchi effect. Fur-
thermore, our results showed a positive correlation be-
tween the reprocessed emission and the LOS column
density.
• Our results support the hypothesis that radiation pres-
sure regulates the distribution of the circumnuclear
material.
Our results demonstrate the unique power of NuSTAR in
unveiling the properties of obscured AGN thanks to its high
sensitivity above 10 keV. Deeper observations in the soft and
hard X-rays are required, especially for the sources that could
not be detected with NuSTAR in order to confirm our con-
clusions, and to explore possible intrinsic and/or absorption-
induced variability. We note that future missions carrying
micro-calorimeters such as XRISM/Resolve (Tashiro et al.
2018) and Athena/X-IFU (Barret et al. 2018) will allow us
to investigate in more detail the nature, composition, and the
dynamic properties of the obscuring material in AGN. Cou-
pling the high resolution of XRISM in the soft X-rays to the
high sensitivity in hard X-rays of NuSTAR through simulta-
neous observations will be of a particular interest. Exploring
the role of future missions in studying obscured AGN will be
addressed in future work.
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APPENDIX
A. NOTES ON INDIVIDUAL SOURCES
In this section we present details on the spectral analysis of each of the sources studied in this paper. The spectra fitted with the
‘Pexmon’ model are shown in Figures 13-14. The best-fit parameters obtained from the various models are shown in Tables 4-7.
The Γ − NH confidence contours for each model are shown in Figures 15-18.
Mrk 573: We fitted the XMM-Newton EPIC-pn and the NuSTAR FPMA/FPMB spectra of this source using the four models that
are described in Section 5. The source does not show any variability, thus we kept all the parameters tied for both observations.
All models result in a CT column density in the LOS, in agreement with the results by Zhao et al. (2020). We note that MYTC
does not provide a good fit using the standard configuration, i.e., by fixing the weight A to unity. Instead, it requires a large value
of A = 69+20−60. The soft X-rays are fitted using two Apec components with temperatures of 0.17 and 0.88 keV.
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NGC 1144: We fitted the XMM-Newton EPIC-pn and the NuSTAR FPMA/FPMB spectra of this source using the four models
that are described in Section 5. The source shows variability. Hence, we fitted both observations assuming the same power law
slope but we let the power law normalization, the column densities, and the reflection fraction (in the case of Pexmon) free to
vary. The fits indicate changes in the intrinsic power law luminosity and the absorbing NH, confirmed by all models. The column
density increases from ∼ 6× 1023 cm−2 in the XMM-Newton observation (consistent with the results found by Winter et al. 2008,
2009) to ∼ 1024 cm−2 in the NuSTAR observation, at the lower limit of CT. The soft X-rays are fitted using two Apec components
with temperatures of 0.33 and 1.46 keV.
NGC 3362: The source was not detected by NuSTAR. However, it was detected by XMM-Newton below 4 keV. Thus we could
not use neither the Pexmon nor the MYTorus configurations. We fitted the XMM-Newton spectrum assuming an absorbed power
law plus a scattered component and two Apec components. We were not able to constrain the power law photon index, hence we
fixed it to 1.8 and 2.2. Both values result in consistent results for the absorbing column density being CT. We adopt the value
obtained for Γ = 1.8, being NH = (5 ± 3) × 1024 cm−2. We also fixed the fraction of the scattered component to its best-fit value
of Csc = 0.08. The temperatures of the Apec components are 0.05 and 0.79 keV.
UGC 6100: The source was observed but not detected by XMM-Newton. However, it was detected by NuSTAR. We fitted
the FPMA/FPMB spectra using an absorbed power law plus Pexmon, with the reflection fraction fixed at unity. The power law
photon index was not constrained, so we fixed it to 1.8 and 2.2. Both values result in good fits and consistent results for the
absorbing column density being very high. We adopt the value obtained for Γ = 1.8, being NH = 2.8+5.4−1.1 × 1025 cm−2. We also
applied different binning schemes to test the validity of our results, and all resulted in consistent values of NH. Due to the low
quality of the spectra, MYTorus models result in no constraints.
NGC 3982: We fitted the XMM-Newton EPIC-pn and the NuSTAR FPMA/FPMB spectra of this source using the four models
that are described in Section 5. We tied all parameters between the spectra of the two observatories. The Pexmon and MYTC
models suggest a Cth source with NH = 6 × 1023 cm−2. However, MYTD-1NH and MYTD-1NH suggest a CT column density
with NH = (5.3 ± 3.3) × 1024 cm−2 and (4.5 ± 3.1) × 1024 cm−2, respectively. We note that Panessa et al. (2006) found that the
source is a CT candidate based on the FX/F[OIII] vs F[OIII]/FIR diagnostic. The soft X-rays are modeled using a single Apec
component with kT = 0.36 keV.
NGC 4388: The source has been observed three times with XMM-Newton and one time with NuSTAR. We fit the spectra
from the four observations above 3 keV in order to avoid the complexity of modeling the soft X-rays in this source (see e.g.,
Miller et al. 2019). We considered total obscuration by fixing Csc to zero in order to avoid overestimating the soft emission. We
kept Γ tied between the four observations and let the power law normalization and NH vary. For MYTC the fit requires A , 1.
We left R (A) free to vary between the different observations, for the Pexmon (MYTC) model. All four models indicate a Cth
(NH ∼ 2.2 − 3.6 × 1023 cm−2) source, in agreement with the results found by Masini et al. (2016) and Miller et al. (2019). Our
best fits show hints of a change in NH by ∼ 1.5 × 1023 cm−2. In addition, our modeling suggests variability in both intrinsic and
reprocessed emission. The XMM-Newton observation with the highest flux indicates the presence of absorption lines, which we
modeled using three Gaussian lines in absorption. The best-fit suggests absorption lines at 6.61+0.11−0.07 keV, 6.92 ± 0.03 keV, and
7.78+0.12−0.08 keV.
UGC 8621: The source was not detected by NuSTAR. However, it was observed and detected by XMM-Newton below ∼ 6 keV.
Being unable to fit the spectrum in the Fe K range, we were neither able to use the Pexmon component, nor any of the MYTorus
configurations. We fitted the spectrum assuming an absorbed power law plus a scattered component and a single Apec. We were
not able to get any constrains on the photon index so we fixed it to 1.8. The scattered fraction could not be constrained either, so
we fixed it to Csc = 0.002. The best-fit model suggests a CT column density with NH = 2.54+0.3−1.0 × 1024 cm−2.
NGC 5252: We analyzed the XMM-Newton and NuSTAR spectra of the source. The source showed intrinsic and absorption
variability, requiring both ionized and neutral partial covering absorption. The best-fit model, in XSPEC parlance, can be written
as: zpcfabs × zxipcf × zcutoffpl + pexmon + Apec + Apec. For the NuSTAR observation, due to the lack of good-quality
simultaneous soft X-ray observations, we cannot constrain the parameters of both absorption components. Hence, we removed
the ionized absorption and linked the neutral NH to the one of XMM-Newton, and let its covering fraction vary freely. The best-
fit results for the neutral absorption are NH = 1.48+0.15−0.31 × 1023 cm−2 and (4.19 ± 0.93) × 1022 cm−2, with a covering fraction
of 0.38+0.06−0.04 (0.60 ± 0.05) for the XMM-Newton (NuSTAR) observation. As for the ionized absorption, the best-fit results are
NH = 3.26+0.92−0.75 × 1022 cm−2, log
(
ξ/erg cm s−1
)
= −0.16+0.39−0.22, fcov = 0.98 ± 0.01. We tied the photon indices between the two
observations. We find a best-fit value of Γ = 1.83+0.03−0.04. Our results are in contradiction with the ones by Dadina et al. (2010) who
analyzed the same XMM-Newton observation presented in the current work, in addition to a Chandra observation of the source.
The authors modeled the spectra of this source with an extremely flat photon index of Γ = 1.00+0.08−0.06. Such a flat photon index can
be ruled out by our data, thanks to the NuSTAR data.
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NGC 5347: We fit the spectra obtained by Chandra, Suzaku, and NuSTAR using Pexmon, MYTC, and MYTD-1NH. We cannot
get useful constraints on NH,eq by letting it be free (i.e., MYTD-2NH model). A detailed analysis of this source is presented in
Kammoun et al. (2019a), where we confirm the CT nature of the source. The only difference between the current work and
Kammoun et al. (2019a) is that now we tie the Pexmon normalization to the one of the power law component and we let R free.
This does not alter any of the previous results.
NGC 5695: We fit the spectra obtained by XMM-Newton and NuSTAR. The XMM-Newton spectra are background-dominated
above 2 keV. We modeled the spectra assuming no variability. The soft X-rays are modeled invoking a single Apec component.
The results from the four models confirm a CT LOS column density in this source. This source was identified as a CT candidate
based on its XMM-Newton by LaMassa et al. (2009).
NGC 5929: We fit the Suzaku and NuSTAR FPMA/FPMB spectra for this source. All four models used in this analysis
confirm a Cth column density during this observation. We note that variability in the intrinsic flux can be seen between the two
observations. Letting the column density vary between the observations resulted in consistent results.
NGC 7674: We fit the non-simultaneous spectra obtained by XMM-Newton and NuSTAR. We allow for both intrinsic and
absorption-induced variability. We also allow the fraction of scattered (or unabsorbed) power law to vary between the two
observations. The spectra showed an excess at ∼ 7 keV that possibly corresponds to Fe XXVI. We modeled it by adding a
Gaussian emission line. The soft X-rays are modeled using two Apec components. The results from Pexmon and MYTD-2NH
suggest that the LOS column density is consistent and Cth in both observations. However, the MYTD-1NH model suggests
that the column density in the XMM-Newton observation is Cth while the NuSTAR one is CT. We note that the best-fit MYTD-
1NH returns χ2/dof = 175/156 while the ones by Pexmon and MYTD-2NH return a better fit with χ2/dof = 166/155 and
159/155, respectively. All fits are statistically acceptable, however the MYD-1NH suggesting a CT solution is statistically worse
than the other two models. Our results (NH,LOS = 6.6+2−5, 3.9
+1.2
−1.6 × 1023 cm−2 using Pexmon and MYTD-2NH, respectively)
are in agreement with the ones by LaMassa et al. (2011) who also analyzed the XMM-Newton observations of this source.
Tanimoto et al. (2020) fitted the Suzaku and NuSTAR spectra of NGC 7674 using XCLUMPU (Tanimoto et al. 2019) and found
NH,LOS = 2.4+2.2−1.0 × 1023 cm−2, which is consistent with our results. In contrast, Gandhi et al. (2017) analyzed the NuSTAR,
Suzaku, and Swift/XRT spectra of this source and claimed the presence of a CT column density, which we did not recover from
our analysis. We also note that fitting the spectra using MYTC required the weights of the reprocessed components to be different
than unity (standard configuration) with A = 11.0+2.4−5.0.
NGC 7682: We fit the XMM-Newton and NuSTAR spectra of this source, and found no indication of variability. The source is
detected out to ∼ 7 keV in the XMM-Newton observation. We fit the spectra using all four models. All models result in consistent
and Cth column densities in our LOS. Both FPMA and FPMB spectra show an excess at ∼ 9 keV that we modeled using a
Gaussian emission line (with a best-fit energy of 9.5 ± 0.3 keV). The soft X-rays are modeled using a single Apec component
with kT = 0.64 keV.
NGC 4395: We fit the flux-resolved spectra obtained during two XMM-Newton observations and a NuSTAR observation. Our
model consists of a partial covering neutral absorber and two ionized partial covering absorbers. A detailed analysis is presented
in Kammoun et al. (2019b). The only difference between the current work and Kammoun et al. (2019b) is that now we tie the
Pexmon normalization to the one of the power law component and we let R be free. This does not alter any of the previous
results. Due to the complexity of the model invoking partial covering and ionized absorption, we were not able to fit the spectra
with MYTorus.
Mrk 334: We fit the Swift/XRT and NuSTAR FPMA/FPMB spectra of this source, assuming an absorbed power law plus
reprocessed emission and an Apec component. The source shows flux variability. Due to the poor quality of the XRT spectrum
we are not able to assess whether the variability is intrinsic or due to a change in absorption. Leaving NH free to vary results
in unconstrained results. Thus, we assumed a change in the intrinsic power law flux. The best-fit results indicate a change by a
factor of ∼ 1.6 in intrinsic flux.
NGC 5283: We fit the Chandra and NuSTAR spectra of this source. The spectra are fitted assuming an absorbed power law
plus scattered component and reprocessed emission. All four models were applied and suggest consistent and Cth absorption in
our LOS. We note that variability in the intrinsic flux can be seen between the two observations. Letting the column density to
vary between the observations resulted in consistent results.
UM 146: The source was detected with XRT only above ∼ 3 keV (a total of 10 counts in 2 ks). Thus, we fit the NuSTAR
FPMA/FPMB spectra only, assuming an absorbed power law plus reprocessed emission. All four models suggest a Cth column
density in our LOS.
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NGC 5674: We fit the Swift/XRT and NuSTAR spectra of this source. The XRT spectrum was fitted above 1 keV. The spectra
are fitted assuming an absorbed power law plus scattered component and a reprocessed emission. All four models were applied
and suggested consistent and Cth absorption in our LOS.
NGC 1068: Due to the complexity of the spectra of this source in the soft X-rays (Kallman et al. 2014; Bauer et al. 2015) we
fit the FPMA/FPMB spectra extracted from only one NuSTAR observation. The source is known to be consistently highly CT.
Detailed analysis of the multi-epoch, X-ray spectra of this source are presented in Bauer et al. (2015) and Zaino et al. (2020).
We modeled the spectra using an absorbed power law plus a high-temperature Apec component and reprocessed emission. We
applied the Pexmon and MYTC models only. The two models consistently confirm the CT nature of the source. We found in both
models an excess in the 6−7 keV that we model with a Gaussian emission line at the rest-frame of the source. We found a best-fit
energy of 6.3 keV for both models. We note that Zaino et al. (2020) report the presence of a similar excess in the NuSTAR spectra
of this source. The authors model this feature with a Gaussian line fixed at 6 keV, attributing it to instrumental calibrations.
Investigating the origin of this feature is beyond the scope of the current paper. It is also worth noting that the Pexmon model
implies large LOS column densities that cannot be achieved by MYTorus (having an upper limit at 1025 cm−2. This resulted in
discrepancy in the intrinsic luminosity that are implied by our best-fits being 4.7× 1043 erg s−1 and 2.3× 1042 erg s−1 for Pexmon
and MYTC, respectively. The L2−10 value inferred by Pexmon is in agreement with the results by Marinucci et al. (2016) and
Zaino et al. (2020), favoring a high luminosity (a few times 1043 erg s−1) by adding the constraints from the mid- IR and [O III]
observations of this source.
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Figure 13. The NuSTAR (red/blue for FPMA/FPMB), XMM-Newton (black), Swift/XRT (green), Chandra (cyan), and Suzaku (orange) spectra
of the 20 Seyfert galaxies studies in this work. The best-fit “pexmon” model are shown in grey. We also show the different spectral components:
primary power law (dashed lines), scattered power law (solid thin line), reflection (dash-dotted lines), ‘Apec’ and Gaussian lines (dotted lines).
The lower panels show the corresponding residuals defined as ∆χ = (data −model)/σ.
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Figure 14. Same as Figure 13. We note that the gap seen in the ∼ 2 − 4 keV range of the NGC 5695 spectra is due to background domination.
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Figure 15. Γ − NH confidence contour for the different models used in this work obtained from the MCMC analysis. For the sources where Γ
was fixed (see text), we show only the 1D probability density of NH.
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Figure 16. Same as Figure 15.
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Figure 18. Same as Figure 15 but for the sources where we could not apply the MYTorus models.
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Table 3. Log of the observations that we analyzed. The last column indicates the statistics used for the
spectral fits.
Source Instrument ObsID Obs date Count rate∗ exp. time Statistics
(count ks−1) (ks)
Mrk 573 XMM-Newton 200430701 2004-01-15 190 ± 5 9.04 χ2
NuSTAR/FPMA 60360004002 2018-01-06 9.15 ± 0.6 30.4
NuSTAR/FPMB 60360004002 8.13 ± 0.6 31.6
NGC 1144 XMM-Newton 312190401 2006-01-28 210 ± 5 8.8 χ2
NuSTAR/FPMA 60368001002 2017-10-14 48 ± 2 19.7
NuSTAR/FPMB 60368001002 44 ± 2 20.1
NGC 3362 XMM-Newton 405240901 2007-06-05 32 ± 1 26.1 C-stat
NuSTAR 60465003002 2018-11-26 N/D 32 .0
UGC 6100 XMM-Newton 301151101 2005-10-27 N/D 14.4 C-stat
NuSTAR/FPMA 60465004002 2019-05-20 2.32 ± 0.4 30.7
NuSTAR/FPMB 60465004002 2.76 ± 0.4 30.5
NGC 3982 XMM-Newton 204651201 2004-06-15 50 ± 2 9.2 C-stat
NuSTAR/FPMA 60375001002 2017-12-06 4.26 ± 0.4 29.9
NuSTAR/FPMB 60375001002 3.81 ± 0.4 30.6
NGC 4388 XMM-Newton 110930301 2002-07-07 400 ± 10 3.9 χ2
XMM-Newton 110930701 2002-12-12 1140 ± 10 7.3
XMM-Newton 675140101 2011-06-17 1950 ± 8 31.9
NuSTAR/FPMA 60061228002 2013-12-27 320 ± 4 21.4
NuSTAR/FPMB 60061228002 310 ± 4 21.4
UGC 8621 XMM-Newton 204651101 2005-01-07 16 ± 1 9 C-stat
NuSTAR 60368003002 2017-12-06 N/D 12.6
NGC 5252 XMM-Newton 152940101 2003-07-18 1040 ± 5 36.9 χ2
NuSTAR/FPMA 60061245002 2013-05-11 412 ± 5 19
NuSTAR/FPMB 60061245002 384 ± 5 19
NGC 5347 Suzaku 703011010 2008-06-10 5.11 ± 0.5 42 C-stat
Chandra 4867 2004-06-05 11.9 ± 0.6 36.9
NuSTAR/FPMA 60001163002 2015-01-16 7.2 ± 0.47 46.6
NuSTAR/FPMB 60001163002 8.9 ± 0.49 46.6
NGC 5695 XMM-Newton 504100401 2007-12-16 12.2 ± 1.5 7.5 C-stat
NuSTAR/FPMA 60368004002 2018-01-16 9.9 ± 0.6 38.5
NuSTAR/FPMB 60368004002 7.9 ± 0.6 37.9
NGC 5929 Suzaku 708022010 2013-12-25 49 ± 1 24.65 χ2
NuSTAR/FPMA 60465009002 2018-09-17 45.8 ± 1.4 28.5
NuSTAR/FPMB 60465009002 39.9 ± 1.3 28.4
NGC 7674 XMM-Newton 200660101 2004-06-02 118 ± 4 7.6 χ2
NuSTAR/FPMA 60001151002 2014-09-30 28.6 ± 0.8 52
NuSTAR/FPMB 60001151002 28.9 ± 0.8 52
Table 3 continued
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Table 3 (continued)
Source Instrument ObsID Obs date Count rate∗ exp. time Statistics
(count ks−1) (ks)
NGC 7682 XMM-Newton 301150501 2005-05-27 31.4 ± 2 χ2
NuSTAR/FPMA 60368002002 2017-10-06 12.1 ± 0.8 22.4
NuSTAR/FPMB 60368002002 9.2 ± 0.7 21.7
NGC 4395† XMM-Newton 142830101 2003-11-30 88.7 χ2
XMM-Newton 744010101 2014-12-28 36.2
XMM-Newton 744010201 2014-12-30 22.5
NuSTAR 60061322002 2013-05-10 18.9
Mrk 334 Swift/XRT 882529 2019-05-21 5.3 ± 1.4 2.3 χ2
NuSTAR/FPMA 60465001002 2019-05-21 59.2 ± 1.5 32.2
NuSTAR/FPMB 60465001002 58.9 ± 1.5 32
NGC 5283 Chandra 4846 2003-11-24 49.9 ± 2.4 8.9 χ2
NuSTAR/FPMA 60465006002 2018-11-17 86.8 ± 1.7 32.7
NuSTAR/FPMB 60465006002 83.1 ± 1.7 32.9
UM 146 NuSTAR/FPMA 60465002002 2019-02-05 36.6 ± 1.2 28.5 χ2
NuSTAR/FPMB 60465002002 35.1 ± 1.3 28.7
NGC 5674 Swift/XRT 80672 2014-07-10 56.1 ± 3 6.3 χ2
NuSTAR/FPMA 60061337002 2014-07-10 211.9 ± 3.3 20.4
NuSTAR/FPMB 60061337002 201.5 ± 3.3 20.5
NGC 1068 NuSTAR/FPMA 60002030002 2012-12-18 214 ± 2 57.9 χ2
NuSTAR/FPMB 60002030002 197 ± 2 57.8
Note—∗: count rates are reported in the full bands analyzed for each instrument. †: we analyze the flux-
resolved spectra of this source. The corresponding count rates are reported in Kammoun et al. (2019b).
Table 4. The best-fit parameters obtained by fitting the ‘Pexmon’ model.
Source NH,LOS Γ NormPL Csc R kT1 NormApec,1 kT2 NormApec,2 L2−10
Mrk 573 2.76+0.25−2.20 2.11 ± 0.13 3.7+0.6−2.9 0.12+0.04−0.09 5.0+1.7−3.2 0.17+0.01−0.01 1.48+0.09−0.21 0.88+0.04−0.05 4.8 ± 0.4 0.52
NGC 1144 0.61 ± 0.04 1.68 ± 0.09 41.7+7.2−11 0.002+0.001−0.002 0.33+0.06−0.08 0.32+0.06−0.09 0.21+0.03−0.07 1.46+0.34−0.27 2.43+0.76−1.3 49.6
1.06+0.1−0.2 t 12.4
+2.3
−4.8 t 0.92
+0.16
−0.26 t t t t 14.7
NGC 3362 5 ± 3 1.8 f 1.33 ± 0.16 0.08 f − 0.05−0.01−0.02 7.9 ± 3 0.79 ± 0.04 0.8 ± 0.1 0.49
UGC 6100 28+54−11 1.8
f 6.32 ± 0.68 − 1 f − − − − 4.16
NGC 3982 0.6+0.1−0.2 1.97
+0.35
−0.20 3.3
+1.1
−2.8 0.08
+0.01
−0.06 3.52
+0.45
−0.89 0.36
+0.03
−0.06 0.2 ± 0..4 − − 0.03
NGC 4388 0.36+0.38−0.43 1.51 ± 0.03 36.7+4.7−5.8 − 2.15+0.40−0.65 − − − − 3.13
0.30 ± 0.13 t 97.1+7.7−9.2 − 1.09+0.12−0.14 − − − − 8.28
0.22 ± 0.08 t 172+12−14 − 0.369+0.03−0.08 − − − − 14.7
0.29 ± 0.17 t 34.1+2.6−3.1 − 1.61+0.18−0.22 − − − − 2.91
UGC 8621 2.5+0.3−1.0 1.8
f 30.8+6.0−6.8 0.002
f − 0.28+0.03−0.05 0.07+0.02−0.02 − − 9.35
Table 4 continued
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Table 4 (continued)
Source NH,LOS Γ NormPL Csc R kT1 NormApec,1 kT2 NormApec,2 L2−10
NGC 5252 0.15+0.02−0.03 1.83
+0.03
−0.04 49.3
+3.2
−4.5 − 0.14 ± 0.04 0.16+0.02−0.01 0.46 ± 0.09 0.91+0.07−0.16 0.76+0.51−0.45 18.8
t t 57.2+4.2−5.9 − t t t t t 21.9
NGC 5347 4.8+2.0−2.6 1.91
+0.08
−0.10 1.63
+0.03
−1.01 0.089
+0.031
−0.062 6.3
+3.2
−1.7 0.79 ± 0.07 0.04 ± 0.01 − − 0.06
NGC 5695 2.55+0.4−0.5 1.72
+0.14
−0.26 6.62
+0.74
−5.5 0.03
+0.01
−0.02 0.40
+0.07
−0.21 0.08
−0.02
−0.06 27.7
+15
−14 − − 1.12
NGC 5929 0.16 ± 0.01 1.8 ± 0.06 9.3+1.1−1.5 0.07+0.01−0.01 0.44+0.13−0.17 0.52+0.16−0.21 0.18+0.02−0.09 − − 0.49
t t 6.5+0.8−1.1 t t t t − − 0.34
NGC 7674 0.41+0.08−0.41 1.79 ± 0.07 3.72+0.78−1.8 0.1+0.02−0.04 2.07+0.51−1.4 0.11+0.02−0.03 5.07+0.92−4.7 0.78+0.04−0.05 2.86+0.33−0.37 2.37
0.66+0.2−0.5 t 2.51
+0.43
−1.1 0.6
+0.17
−0.21 4.09
+0.82
−1.8 t t t t 1.6
NGC 7682 0.54+0.1−0.2 2.11
+0.24
−0.12 5.4
+1.6
−4.1 0.02
+0.004
−0.02 2.67
+0.51
−1.6 0.64
+0.17
−0.11 0.04
+0.01
−0.02 − − 0.76
NGC 4395 0.018 ± 0.003 1.61+0.04−0.03 11.92+1.0−1.1 − 0.61+0.11−0.15 0.15+0.007−0.01 0.57+0.06−0.07 0.76 ± 0.03 1.6 ± 0.1 0.01
t t 20.5+1.4−1.5 − 0.29+0.07−0.08 t t t t 0.02
t t 29.9 ± 2.1 − 0.32+0.09−0.13 t t t t 0.03
0.06 ± 0.01 t 14.1+1.0−1.2 − 0.71+0.15−0.19 t t t t 0.02
t t 27.8 ± 1.9 − 0.25+0.09−0.10 t t t t 0.03
0.35+0.06−0.08 1.66 ± 0.02 11.01+0.9−1.1 − 0.68+0.13−0.17 t t t t 0.01
t t 17.3 ± 1.2 − 0.46+0.08−0.10 t t t t 0.02
t t 24.8+1.5−1.7 − 0.28+0.07−0.08 t t t t 0.03
Mrk 334 0.15 ± 0.02 1.62 ± 0.08 6.11+0.85−1.2 − 0.91+0.07−0.72 1.38+1.5−0.38 0.38+0.4−0.2 − − 2.95
t t 3.1+1.5−1 − t t t − − 2.95
NGC 5283 0.11 ± 0.09 1.83 ± 0.05 13.8+1.3−1.6 0.01+0.004−0.005 0.71+0.16−0.21 0.80+0.22−0.14 0.08+0.01−0.04 − − 1.09
t t 8.74+0.93−1.2 t t t t t t 0.69
UM 146 0.09+0.02−0.04 1.95 ± 0.12 6.5+1.1−1.9 − 1.16+0.31−0.52 − − − − 1.19
NGC 5674 0.054+0.04−0.05 1.89 ± 0.05 39.0+3.0−3.6 0.01+0.005−0.01 0.35+0.10−0.13 − − − − 23.2
NGC 1068 316+146−129 1.74
+0.06
−0.05 3960
+930
−3200 − 0.02 ± 0.01 7.49 ± 0.41 20.9 ± 0.6 − − 47.7
Note—t: tied. f : fixed. The column density is in units of 1024 cm−2. NormPL/NormApec,1 and NormApec,2 are in units of 10−4 and
10−5 photon s−1 keV−1 cm−2. The luminosity is in unit of 1042 erg s−1.
Table 5. The best-fit parameters obtained by fitting the ‘MYTC’ model.
Source NH,eq θ Γ NormPL Csc A L2−10
Mrk 573 3.29+0.25−2.3 68.4
+3.5
−6.9 2.28
+0.11
−0.04 2.65
+2.4
−2.3 0.27
+0.08
−0.24 69
+20
−60 0.29
NGC 1144 4.13+0.97−1.2 60.67
+0.10
−0.23 1.83
+0.1
−0.08 87
+16
−22 9.1
+3.3
−7.8 × 10−4 1 f 52.3
7.2+2.3−1.4 t t 49
+10
−22 t 1
f 29.5
NGC 3982 0.98+0.17−0.50 69.9
+3.4
−9.7 2.22
+0.17
−0.061 10.9
+1.3
−6.8 0.025
+0.008
−0.01 1
f 0.06
NGC 4388 0.52+0.08−0.11 66.0
+1.3
−2.6 1.516 ± 0.03 35.7+5.7−8.4 − 3.63+0.67−1.5 3.01
0.51+0.08−0.09 t t 118.9
+9.5
−12 − 1.42+0.17−0.24 10.0
0.39+0.05−0.07 t t 204
+14
−17 − 0.47+0.06−0.08 17.2
0.46+0.06−0.07 t t 33.7
+3.4
−4.2 − 3.02+0.38−0.56 2.85
Table 5 continued
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Table 5 (continued)
Source NH,eq θ Γ NormPL Csc A L2−10
NGC 5347 7.8+1.9−1.0 68.8
+3.5
−5.3 2.20 ± 0.1 98+13−52 0.001 ± 0.001 1 f 2.49
NGC 5695 2.94+0.45−0.70 77.8
+4.5
−3.2 1.86
+0.21
−0.26 36.5
+4.8
−33 0.008
+0.001
−0.007 1
f 4.97
NGC 5929 0.52+0.01−0.32 63.74
+0.50
−3.5 1.72
+0.06
−0.08 8.9
+1
−1.7 0.076
+0.009
−0.01 1
f 0.53
t t t 6.36+0.8−1.3 t t 0.38
NGC 7674 4.8+1.6−2.8 60.34
+0.07
−0.19 1.94
+0.10
−0.079 4.2
+0.1
−1.8 0.09
+0.02
−0.04 11.1
+2.4
−5.0 2.15
5.7+1.1−2.5 t t 4.98
+0.84
−2.4 0.34
+0.1
−0.17 t 2.40
NGC 7682 2.9+5.4−2.7 62.88
+0.02
−2.8 1.89
+0.19
−0.26 7.1
+1.2
−5.3 0.03
+0.01
−0.02 1
f 1.38
Mrk 334 2.32+0.66−2.4 63.7
−1.5
−3.7 1.59
+0.11
−0.14 6.8
+1.1
−2.5 − 1 f 3.45
t t t 3.37+2.4−1.1 − 1 f 2.07
NGC 5283 3.71+0.68−2.3 60.174
+0.045
−0.11 1.82 ± 0.01 15.2+3.2−3.2 0.01+0.003−0.005 1 f 1.25
t t t 9.86 ± 0.59 t t 0.81
UM 146 1.52+0.008−1.5 65.18
+0.69
−5.2 1.78 ± 0.23 5.6+1.1−3.7 − 1 f 1.21
NGC 5674 0.96+0.23−0.55 60.28
+0.05
−0.15 1.86 ± 0.04 37.6+3.2−4.3 0.012+0.005−0.01 1 f 16.1
NGC 1068 8.60+1.1−0.66 69.2
+2.9
−3.7 1.67 ± 0.07 172+28−86 − 2.52+0.16−0.20 2.31
Note—t: tied. f : fixed. The column density is in unit of 1024 cm−2. NormPL is in units of
10−4 photon s−1 keV−1 cm−2. The luminosity is in units of 1042 erg s−1.
Table 6. The best-fit parameters obtained by fitting the ‘MYTD-1NH’ model.
Source NH,LOS Γ NormPL Csc A0 A90 L2−10
Mrk 573 2.83+0.30−1.6 2.29
+0.11
−0.03 3.26
+0.32
−2.8 0.23
+0.074
−0.20 29
+8
−30 A0 0.35
NGC 1144 0.57 ± 0.04 1.68+0.12−0.11 62+13−22 0.003+0.001−0.001 0.41+0.08−0.12 A0 47.1
1.21+0.15−0.17 t 34.4
+7.8
−18 0.68
+0.15
−0.18 t t 26.1
NGC 3982 5.3 ± 3.3 2.22+0.18−0.057 2.2−0.66−2.1 0.26+0.08−0.26 39+20−39 A0 0.01
NGC 4388 0.32 ± 0.03 1.50+0.03−0.03 37.5+5.5−7.5 − 1.97+0.38−0.75 A0 3.25
0.29 ± 0.01 t 119.9+9.3−11 − 0.82+0.10−0.12 A0 10.4
0.22 ± 0.006 t 199+12−16 − 0.309 ± 0.037 A0 17.3
0.29 ± 0.02 t 36.4+3.3−4.4 − 1.60+0.19−0.25 A0 3.16
NGC 5347 5.9+1.5−2.6 2.29
+0.09
−0.04 64 ± 13 0.003+0.0006−0.001 0.66+0.07−0.04 0 f 1.40
NGC 5695 2.99+0.32−0.78 1.79
+0.16
−0.24 55.2
+4.1
−52 0.007
+0.001
−0.006 0.25
−0.02
−0.20 A0 8.36
NGC 5929 0.15 ± 0.01 1.69 ± 0.06 8.11+0.93−1.3 0.08+0.01−0.01 1 f A0 0.51
t t 5.8+0.70−0.96 t t t 0.36
NGC 7674 0.33+0.05−0.08 1.81
+0.11
−0.13 3.09
+0.52
−1.3 0.13
+0.03
−0.05 4.9
+1.2
−2.5 A0 1.93
2.15+0.32−0.52 t 4.95
+0.88
−2.9 0.56
+0.15
−0.28 t A0 3.09
NGC 7682 0.71−0.15−0.54 1.62
+0.08
−0.21 1.79
+0.25
−1.4 0.09
+0.02
−0.07 1
f A0 0.53
Mrk 334 0.15+0.01−0.02 1.47
+0.03
−0.06 4.85
+0.36
−0.81 − 1 f A0 2.98
t t 2.23+1.2−0.9 − t A0 1.60
NGC 5283 0.1 ± 0.01 1.62 ± 0.04 9.4+1.0−1.4 0.013+0.005−0.006 2.13+0.59−0.88 A0 1.03
Table 6 continued
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Table 6 (continued)
Source NH,LOS Γ NormPL Csc A0 A90 L2−10
t t 6.03+0.74−1.0 t t 1
f 0.66
UM 146 0.12+0.04−0.03 2.00
+0.22
−0.13 9.4
+3.4
−4.7 − 2.02+0.56−0.99 A0 1.59
NGC 5674 0.044 ± 0.003 1.75 ± 0.03 28.1+2.1−2.5 − 4.4+1.2−1.6 A0 14.3
Note—t: tied. f : fixed. The column density is in unit of 1024 cm−2. NormPL is in units of
10−4 photon s−1 keV−1 cm−2. The luminosity is in units of 1042 erg s−1.
Table 7. The best-fit parameters obtained by fitting the ‘MYTD-2NH’ model.
Source NH,LOS NH,eq Γ NormPL Csc A0 A90 L2−10
Mrk 573 3.9 ± 3.0 4.0+5.8−2.9 2.29+0.11−0.03 3.6+1−2.9 0.18+0.04−0.14 23+6−20 A0 0.39
NGC 1144 0.63 ± 0.04 6.3 ± 2.0 1.93+0.10−0.08 122+27−36 12.1+5.1−6.7 × 10−4 0.68+0.13−0.19 A0 63.0
0.95 ± 0.12 6.3 ± 2.0 1.93+0.10−0.08 47+14−21 t 1.30+0.23−0.45 A0 24.3
NGC 3982 4.5 ± 3.1 5.3 ± 3.3 2.22+0.18−0.05 2.15+0.34−2 0.22+0.08−0.21 35+10−30 A0 0.01
NGC 4388 0.35+0.06−0.08 0.3
+0.09
−0.19 1.51 ± 0.03 42.1+7−11 − 2.09+0.44−0.80 A0 3.59
0.30+0.02−0.02 t t 125
+10
−12 − 0.92+0.14−0.30 A0 10.6
0.22 ± 0.006 t t 202 ± 14 − 0.30+0.05−0.11 A0 17.3
0.29+0.04−0.05 t t 37.5
+4.4
−5 − 1.81+0.26−0.54 A0 3.19
NGC 5695 2.42+0.20−0.68 6.2
+2.7
−2.1 1.81
+0.18
−0.15 30.1
+6.1
−27 0.01
+0.002
−0.008 0.515
+0.029
−0.45 A0 4.42
NGC 5929 0.14+0.01−0.02 0.42
+0.04
−0.31 1.71
+0.05
−0.08 8.08
+0.89
−1.6 0.08 ± 0.01 1 f A0 0.49
t t t 5.81+0.65−1.2 t t A0 0.35
NGC 7674 0.31+0.05−0.07 5.7
+1.0
−2.3 2.09
+0.09
−0.08 6.8
+1.4
−2 0.07
+0.01
−0.02 6.9
+1.2
−2.4 A0 2.77
0.39+0.12−0.16 t t 8.1
+1.8
−3.1 0.25
+0.077
−0.10 6.9
+1.2
−2.4 A0 3.31
NGC 7682 0.76+0.24−0.63 0.6
+0.08
−0.46 1.65
+0.08
−0.24 1.59
+0.29
−1.4 0.122
+0.022
−0.11 9.69
−0.19
−8.5 A0 0.45
Mrk 334 0.15+0.01−0.02 1.09 ± 0.04 1.47+0.03−0.06 4.85+0.36−0.81 − 1 f A0 2.98
t t t 2.17+0.9−0.7 − 1 f A0 1.75
NGC 5283 0.12 ± 0.01 3.83+0.52−2.5 1.94 ± 0.07 19.9+2.9−3.5 0.01+0.003−0.004 1.18+0.27−0.37 A0 1.32
t t t 12.6+1.9−2.5 t t A0 0.84
UM 146 0.12+0.05−0.03 4.0
+5.3
−3.9 1.99
+0.23
−0.13 9.4
+3.8
−4.5 − 2.14+0.47−1.1 A0 0.57
NGC 5674 0.051+0.004−0.006 1.14
+0.24
−0.60 1.89
+0.06
−0.05 39.8
4.1
−4.9 0.012
+0.004
−0.01 0.73
+0.22
−0.12 A0 16.2
Note—t: tied. f : fixed. The column densities are in unit of 1024 cm−2. NormPL is in units of 10−4 photon s−1 keV−1 cm−2.
The luminosity is in units of 1042 erg s−1.
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