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A theoretical study on the equation of state and the critical point behavior of hard-
core double-Yukawa fluids is presented. Thermodynamic perturbation theory, re-
stricted to first order in the inverse temperature and having the hard-sphere fluid as
the reference system, is used to derive a relatively simple analytical equation of state
of hard-core multi-Yukawa fluids. Using such an equation of state, the compressibil-
ity factor and phase behavior of six representative hard-core double-Yukawa fluids is
examined and compared with available simulation results. The effect of varying the
parameters of the hard-core double-Yukawa intermolecular potential on the location
of the critical point is also analyzed using different perspectives. The relevance of this
analysis for fluids whose molecules interact with realistic potentials is also pointed
out.
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I. INTRODUCTION
The statistical mechanics approach to fluid systems aims at being able to describe the
thermodynamic and structural properties of the system from the knowledge of the interac-
tions of the particles that constitute it.1 This is indeed a very hard task and it remains in the
general case as an unsolved problem. On the other hand, for practical applications, having
an analytical equation of state (EOS) for a given fluid, even if only approximate but other-
wise reasonably accurate, is very useful. Such an EOS may be derived either empirically or
from statistical mechanics, and once more in the latter case only in very few instances this
can be achieved. Nevertheless, insights may be gained from the analysis of (maybe highly
simplified) model systems that hopefully capture the main characteristics of the interparticle
interactions. Among such versatile models, involving only spherical pair interactions, one
finds the hard-core multi-Yukawa (HCMY) fluid whose interparticle potential will be spec-
ified below. In particular, the hard-core double-Yukawa (HCDY) model has received for a
long time, even rather recently, a lot of attention in the literature (see for instance Refs.2–35
and references therein). This model has been used in connection with real systems including
simple neutral fluids2–4,29, chain-like fluids32,35, liquid metals7, charge-stabilized colloids19,
dilute solutions of strong electrolytes, molten salts and polymer solutions6, dusty plasmas7,
microemulsions8, globular proteins23, fullerenes21 and hydrogen34.
One further asset of (HCMY) fluids is that the statistical mechanics derivation is feasible
and different approximate EOS for them are already available. In turn, some aspects of their
structural properties and the phase behavior arising from such EOS have been analyzed.
Already in the 1980’s Konior and Jedzredeck4 pointed out the likely important role of the
HCDY fluid as a reference fluid in the application of the thermodynamic perturbation theory
for real fluids. As the former authors also stressed, this could eventually materialize only
if its properties become as well known as those of the hard-sphere (HS) fluid. With this in
mind, in this paper we would like to go one step further. First we will derive yet another
(approximate) analytical EOS for the HCMY fluid by using the first order thermodynamic
perturbation theory based on the inverse temperature expansion with the HS fluid as the
reference fluid. With this EOS, that has a relatively simple form, we will analyze for the
HCDY fluid its performance with respect to simulation results in six representative cases and
compute the liquid-vapor coexistence curve (including the critical point) in those cases where
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it occurs. Finally, we will ‘sweep’ a range of values around the ones of the representative six
cases in the parameters space of HCDY fluids in order to characterize the link between the
critical behavior and the form of the interparticle potential. Given the fact that different
sets of values for the parameters in the potential have been fitted for representing realistic
potentials, this characterization may serve as a guide and hopefully give us a clue as to the
actual critical behavior of real fluids.
The paper is organized as follows. In Sect. II we provide the theoretical framework leading
to the derivation of an approximate analytical EOS for the HCMY fluid. This is followed
in Sect. III by the presentation of the results derived for the compressibility factor, the
critical constants and the liquid-vapor coexistence curves (when these last two properties
are present in the system) for six representative cases of HCDY fluids. An analysis of the
effect of the values of the different parameters of the HCDY potential on the location of the
critical point of the system is also carried out here. Finally, the paper is closed in Sect. IV
with a summary and some concluding remarks.
II. THEORETICAL FRAMEWORK
A. Thermodynamic perturbation theory for the HCMY fluid
Consider a system defined by a pair interaction potential φ (r) split into a known (refer-
ence) part φ0 (r) and a perturbation part φ1 (r). The usual perturbative expansion for the
Helmoltz free energy A to first order in β ≡ 1/kT (where k is the Boltzmann constant and
T is the absolute temperature) leads to36–40
A
NkT
=
A0
NkT
+ 2piρβ
∫ ∞
0
φ1 (r) g0 (r) r
2dr +O
(
β2
)
, (1)
where A0 and g0 (r) are the free energy and the radial distribution function of the reference
system, respectively, ρ is the number density and N is the number of particles.
For the HCMY fluid the reference system may be forced to be a fluid of hard spheres of
diameter d, i.e. one sets
φ0 (r) =
∞, r ≤ d0, r > d . (2)
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In this case the Helmholtz free energy to this order is approximated by
AMY
NkT
≈ AHS
NkT
+ 2piρβ
∫ ∞
d
φMY (r) gHS
(r
d
)
r2dr, (3)
where AHS and gHS (r) are, respectively, the Helmoltz free energy and the radial distribution
function of a hard-sphere fluid and
φMY (r) = −d
r
n∑
i=1
(
ie
−λi( rd−1)
)
(4)
is the HCMY potential. The parameters i and λi > 0 (i = 1 · · ·n), determine the actual
shape of the potential and we have identified d with the hard-core diameter. Note that, since
gHS(r) = 0 for 0 ≤ r < d, Eq. (3) may be rewritten by introducing the Laplace transform
of r
d
gHS
(
r
d
)
as
AMY
NkT
≈ AHS
NkT
− 12η
T ∗
n∑
i=1
(
κie
λiG(t = λi)
)
, (5)
where κ1 = 1, κi = i/1 and we have introduced the packing fraction η =
pi
6
ρd3 and the
reduced temperature T ∗ = (β1)−1.
The equation of state of the HCMY fluid to first order of the perturbation expansion
readily follows from Eq. (5), namely
ZMY =
P
ρkT
= η
∂
∂η
[
AMY
NkT
]
T,N
= ZHS − 12η
T ∗
n∑
i=1
(
κie
λiG(t = λi)
)
−12η
2
T ∗
n∑
i=1
(
κie
λi
(
∂G(t = λi)
∂η
)
T
)
.
(6)
with P the pressure of the hard-core multi-Yukawa fluid and ZHS the compressibility factor
of the hard-sphere fluid. Although, one can perform the partial derivation on the right
hand side of Eq. (6) explicitly, the resulting expression is not very illuminating and will
therefore be omitted. Nevertheless we should stress that the result implied by Eq. (6) is
fully analytical.
Note that, at this level of approximation, in order to close the theoretical framework
explicit expressions for gHS(r), AHS, G(t) and ZHS are required. These will be provided in
the next subsection.
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B. The RFA Method for the HS fluid
Many years ago Yuste and Santos41 developed an analytical-algebraic method to deter-
mine gHS (r). Their work uses a rational function aproximation for the Laplace transform
of rgHS (r) , and so it is referred to as the Rational Function Aproximation (RFA) method.
This method has proved its usefulness to predict very accurate values of gHS (r) in a wide
range of densities, even in the metastable region past the liquid-solid transition42. Further-
more, the same kind of approach has been successfully adapted and generalized to other
systems. In what follows, we will provide the main steps of the RFA method. For a de-
tailed presentation see Ref.43. For a hard-sphere (HS) system in the Percus-Yevick (PY)
approximation, the Laplace transform of r
d
gHS
(
r
d
)
was shown by Wertheim44 to have an
exact expression of the form:
G (t) = L
[r
d
gHS
(r
d
)]
=
t
12η
1
1− etΦ (t) , (7)
where Φ (t) is a rational function given by
ΦPY (t) =
1 + SPY1 t+ S
PY
2 t
2 + SPY3 t
3
1 + LPY1 t
, (8)
and the coefficients SPY1 , S
PY
2 , S
PY
3 and L
PY
1 are well kown analytical functions of η the
label PY denoting the PY results.
This result was generalized in Refs.41 and42 by making the assumption that beyond the
PY approximation L [ r
d
gHS
(
r
d
)]
may be written as
Φ (t) =
1 + S1t+ S2t
2 + S3t
3 + S4t
4
1 + L1t+ L2t2
. (9)
where the (so far unknown) six coefficients S1, S2, S3, S4, L1 and L2 may be evaluated in an
algebraic form by imposing the following two requirements
1. The first integral moment of the total correlation function hHS (r) ≡ gHS (r) − 1, i.e.∫∞
0
rhHS (r) dr, must be well defined and non zero.
2. The compressibility factor ZHS = PHS/ρkT ≡ 1 + 4ηgHS (d+), (where PHS is the
pressure of the hard-sphere fluid), must be compatible with the isothermal com-
pressibility and the radial distribution function, in the sense that on the one hand
χHS = (d (ρZHS) /dρ)
−1 and simultaneously χHS = 24η
(
1 +
∫∞
0
r2hHS (r) dr
)
.
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Under these requirements one finds that
L1 =
1
2
η + 12ηL2 + 2− 24ηS4
2η + 1
, (10)
S1 =
3
2
η
−1 + 4L2 − 8S4
2η + 1
, (11)
S2 = −1
2
−η + 8ηL2 + 1− 2L2 − 24ηS4
2η + 1
, (12)
S3 =
1
12
2η − η2 + 12η2L2 − 12ηL2 − 1− 72η2S4
(2η + 1) η
, (13)
and
L2 = −3 (ZHS − 1)S4, (14)
S4 =
1− η
36η (ZHS − 1/3)
[
1−
[
1 +
ZHS − 1/3
ZHS − ZPY
(
χHS
χPY
− 1
)]1/2]
. (15)
Here, ZPY =
1+2η+3η2
(1−η)2 and χPY =
(1−η)4
(1+2η)2
are the compressibility factor and isothermal
susceptiblity arising in the PY theory.
Note that, for a given ZHS, the radial distribution function is given by
gHS
(r
d
)
=
d
12ηr
∞∑
n=1
ϕn
(r
d
− n
)
θ
(r
d
− n
)
, (16)
with θ
(
r
d
− n) the Heaviside step function and
ϕn
(r
d
)
= L−1 [−t [Φ (t)]−n] . (17)
Explicitly, using the residues theorem,
ϕn (x) = −
4∑
n=1
etix
n∑
m=1
Amn (ti)
(n−m)!x
n−m, (18)
where
Amn (ti) = lim
t→ti
1
(m− 1)!
(
d
dt
)m−1
(t− ti) t [Φ (t)]−n , (19)
ti being the roots of 1 + S1t+ S2t
2 + S3t
3 + S4t
4 = 0.
To close the problem we will next specify ZHS. A particularly simple and yet accurate
equation of state for the HS fluid is the one due to Carnahan and Starling (CS)45 which
yields the following expression for ZHS
ZHS =
1 + η + η2 − η3
(1− η)3 . (20)
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For this choice of ZHS it follows that
χHS =
(1− η)4
1 + 4η + 4η2 − 4η3 + η4 (21)
and
AHS
NkBT
= −1 + ln
(
6Λ3
pid3
)
+ ln η +
4η − 3η2
(1− η)2 (22)
where Λ = h
√
T ∗√
2pim0
is the de Broglie wavelength with h the Planck constant and m the mass
of a particle.
The above choice of ZHS and its associated quantities now allow us to compute ap-
proximate values of the thermodynamic properties of the HCMY fluid. The results of such
calculations will be presented in the next section for the case of the hard-core double-Yukawa
fluid.
III. THERMODYNAMIC PROPERTIES OF THE HARD-CORE
DOUBLE-YUKAWA FLUID
A. Compressibility factor and liquid-vapor coexistence
Now we restrict ourselves to the HCDY fluid. To this end, we consider Eq. (7) (together
with Eqs. (9) – (22)) and use them in Eqs. (4) – (6) with n = 2 and κ2 = κ. In order
to test the usefulness of the resulting equation of state for this system, we will compare
with the Montecarlo simulation results of Lin et al.13 who considered the HCDY fluid with
both attractive and repulsive interactions outside the core. Specifically, they examined the
following six cases:
case 1: λ1 = 1.8, λ2 = 4.0, κ = 1.0
case 2: λ1 = 1.8, λ2 = 2.0, κ = −1.0
case 3: λ1 = 1.8, λ2 = 4.0, κ = −3.0
case 4: λ1 = 1.8, λ2 = 8.0, κ = −6.0
case 5: λ1 = 1.8, λ2 = 8.0, κ = −12.0
case 6: λ1 = 2.8647, λ2 = 13.5485, κ = −1.4466
As the above authors pointed out, the choice λ1 = 1.8 corresponds to the one usually
employed in the dispersion interaction between colloidal particles. In case 1, there is no
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repulsive interaction outside the core, while in case 2 there are both attractive and repulsive
interactions, and the total potential is negative for all distances beyond the hard core.
Cases 3 – 6 have repulsive total interaction near the hard core, but the interaction becomes
attractive at enough long distances. In cases 4 and 5 the parameters correspond to those
that have been used in connection with charged protein molecules, while those of case 6 were
proposed by Tang et al.9 to model a Lennard-Jones fluid.
The results for the isotherms corresponding to all cases as computed with Eq. (6) with
n = 2 are shown in Fig. 1, along with the simulation data. As clearly seen, the agreement
between theory and simulation is very satisfactory and equivalent to the performance of the
results derived from the EOS of Lin et al.13 (not shown). For cases 1, 2 and 6 we also include
our results for the critical isotherms together with the corresponding critical points. These
were not reported in Ref.13 but the overall features that we get for such isotherms seem to
be consistent with the rest of the simulation data.
Next we concentrate on the liquid-vapor coexistence curves for those cases (1, 2 and 6)
where the HCDY fluid has a critical point. These have been derived directly from Eq. (6) by
requiring the usual conditions of equal pressures and chemical potentials of both phases. The
results are shown in Fig. 2 where the numerically estimated critical points have also been
included. The values of the (reduced) critical constants ρ∗c = 6/piηc, T
∗
c and P
∗
c = Pcd
3/1 for
these cases are contained in Table I. Note that numerically we get a physical critical point
for case 4, whose critical values are also included in Table I. Since these critical values are
very close to zero, we can not be certain that such a critical point is physical or an artifact of
the numerical evaluation, since in this case we were not able to compute the corresponding
coexistence curve. Finally, and as far as we are aware, there are no simulation data for the
binodals of cases 1, 2 and 6 and so a comparison was not possible in this instance.
B. Stochastic analysis of critical points
The results of the previous subsection confirm the usefulness of counting with a relatively
simple (completely analytical) EOS for the HCDY fluid. However, this fact may be further
exploited to investigate in particular the effect of the values of the different parameters
(λ1,λ2 and κ) on the liquid-vapor critical point. To this end we sampled 2000 points in
the space spanned by the values of the parameters in the following intervals κ ∈ [−13,−1],
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FIG. 1. Equations of state for the HCDY fluid computed from Eq. (6) and compared with the
Montecarlo simulations of Lin et al.13. In the inset we include the shape of the potential for each
case. The blue lines are the critical isotherms and the blue squares are the critical points predicted
with the thermodynamic perturbation theory approach.
λ1 ∈ [1, 3] and λ2 ∈ [0, 18]. These intervals embody five of the previous six cases (except for
case 1) and allow us to probe the most significant region. As noted above, for some values
of the parameters no critical point will occur. Nevertheless, we let Eq. (6) produce ’critical’
points with and without physical meaning and sort them in the octants of the 3D space
of (critical) density ρ∗c , temperature T
∗
c and pressure P
∗
c . Only those critical points where
the three values turn out to be positive, are physically acceptable. The other cases may be
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FIG. 2. Liquid-vapor coexistence curves for three different HCDY fluids computed from Eq. (6).
The blue squares are the predicted critical points.
ρ∗c T ∗c P ∗c
Case 1 0.334612 1.93487 0.268408
Case 2 0.243225 0.133628 0.011984
Case 4 0.0066769 0.000852366 1.90427×10−6
Case 6 0.264336 0.502825 0.0537199
TABLE I: Values of the critical constants for cases 1, 2, 4 and 6.
related with different (particular) shapes of the potential. The results for the critical points
are displayed in Fig. 3(a). The red points correspond to the physically acceptable critical
points. The different regions can in turn be mapped onto the parameter space spanned by
the values of κ, λ1 and λ2. This is shown in fig. 3(b). Again the red points correspond to
the values of the parameters that will lead to the appearance of a physical critical point.
A deeper view of the region with physical meaning is in Fig. 4. There we have included
an approximate surface that bounds the cloud of points to add a reference to the three
dimensional view. Also the critical points for cases 1, 2, 4 and 6 have been included, even
when one of them (case 1) falls outside the range of chosen values for the parameters since
κ is positive in that case. We should remark that critical points tend to cluster in a sharp
10
(a) (b)
FIG. 3. (a) Critical points obtained from the theoretical scheme. Red points are in the physical
region. Yellow, blue and cyan points are in different octants in the ρ∗, T ∗ and P ∗ space, where at
least one of the critical constants has a negative value. (b) Examined space of parameters κ, λ1
and λ2. The colors are mapped from the different regions found in the critical points computation.
A convex hull around each set of points has been also included to aid in the visualization of the
boundaries of such regions.
corner close to the origin of the thermodynamic variables, and they fall more frequently
there than in the other borders.
While the above mapping is already illustrative of the connection between the values of
the parameters in the potential and the critical behavior of the fluid, one may also make
the connection between the geometry of the potential and this critical behavior. To this
end we consider the contact value of the potential φDY (d
+), the position of the minimum
rmin and the value of the potential well at such minimum φmin = φDY (rmin). In particular,
if φDY (d
+) > 0 then the potential contains a repulsion outside the core, as in cases 3 –
6. The graphical representation of this connection is shown in Fig. III B. In the figure we
have not included cases where the potential does not have a well. Such cases appear in a
few sampled points and lead to non physical solutions for the critical points. A relevant
observation of this graph is that the obtained equation of state gives non physical solutions
for some potentials with a small but real well. When the well depth becomes small and
11
FIG. 4. Critical points with physical sense obtained from Eq. (6). The surface included is a rough
first approximation to the region where physical solutions may be obtained from the sample space
proposed. Blue points correspond to the four cases examined by Lin et al.13 in which we found
critical points.
the position of the minimum rises, the critical points approach very fast the origin of the
thermodynamic variables and then some of them become unphysical. This effect seems to
have a very small dependence on the value of φDY (d
+). Although interesting, such result
must be taken with caution since it may well be a consequence of the restriction to a first
order thermodynamic perturbation theory and not a real physical effect.
IV. SUMMARY AND CONCLUDING REMARKS
In this paper we used the first order in the inverse temperature thermodynamic pertur-
bation theory to derive a completely analytical equation of state for the HCMY fluid. As
compared with previous work on this subject, the new aspect concerns the consideration of
the structural properties of the hard-sphere fluid as given by the RFA approach.41–43 This
latter has as a particular asset that the resulting structure is thermodynamically consistent
and requires as its only input an equation of state for the hard-sphere fluid.
The fact that we have a closed-form analytical equation of state allows for the examination
12
FIG. 5. Shape parameters φmin, φMY (d
+) and rmin for all sampled points. Again the color maps
the regions of physical meaning described in the critical points calculation.
of the effect of the values of the potential parameters on the thermodynamic properties of the
system. Restricting ourselves to the HDCY fluid we have been able to compute isotherms,
liquid-vapor coexistence curves and the critical constants (these last two properties when
they exist) for the six systems that were previously considered by Lin et al.13 Both the
computation of the critical points and the coexistence curves are to our knowledge completely
new and call for confirmation from simulation. We hope that our results will stimulate the
performance of such simulations. Nevertheless, based on the information pertaining to the
six cases, we performed an stochastic analysis of the potential parameters leading to a
physical liquid-vapor critical point. It turns out that, within the present approximation, one
may clearly identify regions in the parameters space where the corresponding potential will
not produce a liquid-vapor phase transition. Although this evidence can not be considered
as wholly conclusive given the approximations involved, it may certainly serve as a guide
for further simulations or for the application of the HCDY fluid to model a specific system.
Finally, we should mention that a similar development can be carried out for a multi-
Yukawa potential without a hard core. This only requires the use of an ’effective’ hard-core
diameter for which specific recipes exist within the thermodynamic perturbation theory36–40
in which the hard-sphere fluid is taken as the reference system. While we have performed
13
some calculations following this strategy, the simplicity of a totally analytical development
is lost and the actual computations become much more involved. We nevertheless plan to
address this point in more depth in future work.
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