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Abstract
A new class of power-transformed threshold ARCH models is proposed as a threshold-
asymmetric generalization of the nonlinear ARCH considered by Higgins and Bera [Internat.
Econom. Rev. 33 (1992) 137]. This class is rich enough to include diverse nonlinear and non-
symmetric ARCH models which have been spelled out in the literature. Geometric ergodicity
of the model and existence of stationary moments are studied. The model facilitates discussing
ARCH structures and hence large sample tests for ARCH structures are investigated via local
asymptotic normality approach. Semiparametric tests are also discussed for the case when the
error density is unknown.
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1. Introduction
Engle (1982) introduced ARCH model where the conditional variance (volitility) of
the process vt−1, hereafter, was formulated as “linear” in squared residuals. Although
Engle’s ARCH served useful in many applications, there has recently been growing
interest in nonlinear modeling of the conditional variance in time series literature.
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Among them we mention absolute ARCH (Engle, 1982), beta-ARCH (An et al., 1997;
Hwang and Basawa, 2002) and log-ARCH (Pantula, 1986).
Motivated by Box–Cox power transformations, Higgins and Bera (1992) introduced
a broad class of power-transformed ARCH models. They formulated the class in a
functional form
t =
√
vt−1 · et ;
vt−1 = [0 + 1(
2
t−1)
 + · · ·+ m(2t−m)]; (1.1)
where {et} is iid N(0,1), ¿ 0, 0¿ 0 and i¿ 0, i = 1; : : : ; m. Notice that  = 1
reduces to Engle’s ARCH.
Li and Li (1996) introduced a class of threshold ARCH models where “threshold”
concept was emerged into conditional variance. The threshold ARCH model is deJned
by the equation
vt−1 = 0 + 11(+t−1)
2 + 21(−t−1)
2 + · · ·+ 1m(+t−m)2 + 2m(−t−m)2; (1.2)
where and in the sequel the notation
a+t =max(at ; 0) and a
−
t =max(−at ; 0) (1.3)
is used so that at=a+t −a−t . Li and Li (1996) argued that (1.2) was capable of capturing
the nonsymmetric phenomena in the conditional variance when 1i = 2i. Rabemanjara
and Zakoian (1993) also studied the following threshold ARCH (TARCH), which
shares much in common with (1.2)
v1=2t−1 = [0 + 11
+
t−1 + 21
−
t−1]: (1.4)
As is read in Gourieroux (1997, p. 90) “the heteroscedasticity eLect varies depending
on whether error is positive or negative, this leads us to consider Threshold ARCH
models: : :”, threshold-asymmetric modeling rather than symmetric ARCH for vt−1 has
frequently provided better Jtting especially in the Jeld of Jnancial time series. Refer
to, also, Li and Li (1996) and references therein.
In this article we propose a class of models for {t} exhibiting threshold-asymmetric
as well as nonlinear conditional variances by combining (1.1) and (1.2). The model
for {t} can be viewed as an extension of the symmetric nonlinear ARCH class in
(1.1) towards nonsymmetric modeling. Furthermore {et} is not necessarily Gaussian
contrary to Higgins and Bera (1992), and Li and Li (1996) and topics mainly treated
here have not yet been adequately addressed in the literature.
The rest of the paper proceeds as follows. Section 2 formally describes the proposed
model and discusses a suMcient condition for the geometric ergodicity. In Section
3, asymptotic expansion of the log-likelihood ratio is explored and in turn tests of
interest for ARCH structures such as test for Engle’s ARCH, test for symmetry and
test for no transformation are investigated with both the null and the nonnull limiting
distributions of the test statistics being identiJed. For the case when the density f(·)
of et is unknown, semiparametric tests treating f(·) nuisance parameter are derived in
Section 4.
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2. The proposed model and probabilistic properties
The power-transformed threshold ARCH model is suggested for {t} which is deJned
by the equations
t =
√
vt−1 · et ;
vt−1 = 0 + 11(
+2
t−1)
 + 21(−2t−1)
 + · · ·+ 1m(+2t−m) + 2m(−2t−m); (2.1)
where ¿ 0, 0¿ 0, 1i¿ 0, 2i¿ 0, i = 1; : : : ; m and for notational convenience
a±2t = [a
±
t ]
2:
Here {et} stands for a sequence of iid random variables with mean zero and unit vari-
ance with marginal density f(·) which is not necessarily Gaussian. Refer to Higgins
and Bera (1992) for excellent remarks on implications of Box–Cox power transfor-
mation in modeling conditional variance. It is to be noted that 1i = 2i, for some
i, exhibits threshold-asymmetry in the conditional variance vt−1 and hence (2.1) rep-
resents diverse ARCH processes. It is obvious that (2.1) reduces to standard Engle’s
ARCH when  = 1 and 1i = 2i ; i = 1; : : : ; m. When  = 1 (no transformation) case,
(2.1) is equivalent to (1.2) of Li and Li (1996).
Proposition. (2.1) includes as special cases:
(1) TARCH(m): Let = 12 to have the mth order TARCH process given by
v1=2t−1 = 0 + 11
+
t−1 + 21
−
t−1 + · · ·+ 1m+t−m + 2m−t−m:
See Eq. (1.4).
(2) Box–Cox transformed ARCH(m): When = 2, we have
v2t−1 = 0 + 11(
+2
t−1)
2 + 21(−2t−1)
2 + · · ·+ 1m(+2t−m)2 + 2m(−2t−m)2
which can be referred to as squared-threshold-ARCH process. Also setting 1i = 2i ;
i = 1; : : : ; m, yields Eq. (1.1) of Higgins and Bera (1992).
(3) Threshold log-ARCH(m) (asymptotic case): Note that (2.1) can be expressed
as
vt−1 − 1

= 11
(+2t−1)
 − 1

+ · · ·+ 2m
(−2t−m)
 − 1

+ constant
which gives by letting → 0
log(vt−1) = 0 + 11 log(+2t−1) + 21 log(
−2
t−1)
+ · · ·+ 1m log(+2t−m) + 2m log(−2t−m);
where log(0)=0 as a convention. This can be viewed as threshold log-ARCH model.
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To proceed, the condition below will be imposed.
(C1-1) The density (with respect to Lebesgue measure) f(·) of et is strictly positive
on (−∞;∞).
(C1-2) E|et |2 ¡∞ for ¿ 0 in (2.1).
Note that (C1-2) is trivial when 0¡6 1 and this is more restrictive than unit
variance assumption for {et} when ¿ 1. For the Gaussian {et} case (C1-2) is satisJed
regardless of ¿ 0.
It is noted that {t} is a Markov process of order m. One then may establish the
geometric ergodicity of {t} using various sets of conditions suited for Markovian time
series. Refer to, for instance, Feigin and Tweedie (1985) and An et al. (1997). DeJne
=
[
m∑
i=i
(i)
]
E|et |2; (2.2)
where
(i) = max(1i ; 2i); i = 1; : : : ; m:
Theorem 1. Assume (C1). If ¡ 1 then we have:
(i) {t} de<ned in (2.1) is geometrically ergodic and
(ii) E|t |2 ¡∞ where the expectation is taken under the stationary distribution.
Remark. It follows from Theorem 1-(i) that {t} in (2.1) admits a unique stationary
distribution and is indeed strictly stationary provided (2.1) starts with the stationary
distribution. For Engle’s ARCH case where =1 and 1i = 2i = i, say, the condition
¡ 1 is equivalent to the traditional second-order stationarity condition
∑m
i=1 i ¡ 1.
Proof. (i) To obtain Jrst-order Markovian representation for {t}, deJne m×1 vectors
Yt , H (·) and V (·) such that
Yt = (t ; t−1; : : : ; t−m+1)′;
H (Yt−1) = (0; t−1; : : : ; t−m+1)′ and V (Yt−1) = (
√
vt−1; 0; : : : ; 0)′
which in turn yields the following Jrst-order m× 1 vector Markov process:
Yt = H (Yt−1) + V (Yt−1) · et :
We shall establish the geometric ergodicity of {Yt} (and hence for {t}) employing
Feigin and Tweedie (1985) and An et al. (1997). According to Theorem 1 in Feigin
and Tweedie (1985), the assertion is essentially obtained by constructing a continuous
real-valued function  : Rm → R such that ¿ 1 and there exists 0¡¡ 1 satisfying
for all ‖yt−1‖ large,∣∣∣∣E((Yt)|Yt−1 = yt−1)(yt−1)
∣∣∣∣6: (2.3)
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For (2.3) consider the following continuous real-valued function  : Rm → R:
(u1; : : : ; um) = 1 +
m∑
i=1
wi|ui|2; (2.4)
where the weights w’s are strictly positive constants which satisfy certain conditions
speciJed below. It is obvious that
|t |2 = [0 + 11(+2t−1) + 21(−2t−1) + · · ·+ 1m(+2t−m) + 2m(−2t−m)] · |et |2
6 [0 + (1)(2t−1)
 + · · ·+ (m)(2t−m)] · |et |2
with (i) = max(1i ; 2i), i= 1; : : : ; m. We thus have using the independence of et and
Yt−1 that
E[(Yt)|Yt−1 = yt−1]
= 1 + E[w1|t |2 + · · ·+ wm|t−m+1|2|Yt−1 = yt−1]
6 constant +
m−1∑
i=1
(w1(i)E|et |2 + wi+1)|t−i|2 + w1(m)E|et |2|t−m|; (2.5)
where the constant term is free from yt−1.
Since ¡ 1 by assumption, pick up  such that ¡¡ 1 and hence 0¡¡ 1.
Also choose w’s satisfying
0¡wm¡wm−1¡ · · ·¡w1¡ 1 and w1 + wi+1¡Pwi;
i = 1; : : : ; m− 1: (2.6)
One may choose Jrst w1¡ 1 and determine wi, i = 2; : : : ; m, successively in such a
manner that wi ¡Pwi−1 − w1.
Consequently the last term in (2.5) is bounded by, for all suMciently large ‖yt−1‖,
 ·
[
1 +
m∑
i=1
wi|t−i|2
]
=  ·(yt−1) (2.7)
which implies (2.3). To complete the proof, let l denote Lebesgue-measure on R. For
A satisfying l(A)¿ 0, consider via independence of et and Yt−1 = (t−1; : : : ; t−m)′
P(t ∈A|Yt−1 = yt−1) = P(et ∈A=√vt−1);
where A=
√
vt−1 denotes the set consisting of elements in A each divided by
√
vt−1,
which is well deJned since vt−1¿ [0]1= ¿ 0 for every yt−1. It then follows from
(C1-1) that whenever l(A)¿ 0, it holds that P(t ∈A|Yt−1 = yt−1)¿ 0. Also, for any
bounded and continuous function g(·), the conditional expectation E[g(t)|Yt−1 =yt−1]
is continuous in yt−1 since
E[g(t)|Yt−1 = yt−1] = E[g(√vt−1 · et)];
where the expectation on RHS is taken with respect to et (treating vt−1 as a Jxed
constant) and therefore this turns out to be continuous in yt−1 due to bounded conver-
gence theorem and continuity of vt−1 in yt−1. Accordingly {t} is Lebesgue-measure
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irreducible and is a Feller chain (cf. Feigin and Tweedie, 1985; An et al., 1997),
completing (i).
(ii) It suMces to show Evt−1¡∞ since then E|t |2=Evt−1 ·E|et |2 ¡∞ by virtue
of (C1-2). It may be noted that {vt−1} is a strictly stationary process since it preserves
same functional for each t with respect to {t}. Write that
vt−16 0 +
m∑
i=1
(i)(2t−i)

= 0 +
m∑
i=1
(i) · |et−i|2 · vt−1−i
6 0 +
m∑
j=1
(j) · |et−i|2 ·
[
0 +
m∑
i=1
(i) · |et−j−i|2 · vt−1−j−i
]
:
Following recursive arguments similar to those in the proof of Theorem 1 of
Bollerslev (1986), one can obtain
vt−16 0
∞∑
k=0
c(t; k); (2.8)
where c(t; 0) = 1, c(t; 1) =
∑m
i=1 (i)|et−i|2 and in general for k = 1; 2; : : :
c(t; k) =
m∑
i=1
(i)|et−i|2 · c(t − i; k − 1): (2.9)
Notice that for each Jxed k; c(t; k) is strictly stationary and hence it follows from
(2.9) and (2.2) that Ec(t; k) = k . To assess the inJnite sum in (2.8), consider the
sequence, {An; n= 1; 2; : : :} such that
An =
n∑
k=1
c(t; k):
Observe that {An} forms a Cauchy sequence in L1-space since E|An2−An1 |=
∑n2
k=n1+1 
k
converges to zero as both n1 and n2 go to inJnity. Consequently An converges to∑∞
k=1 c(t; k) in L1-norm sense which in turn implies E[
∑∞
k=1 c(t; k)]¡∞. This con-
cludes (ii).
In particular, when  = 1 it is worth noting that {t} is serially uncorrelated with
mean zero and E2t ¡∞ due to (ii) of Theorem 1 and therefore {t} is second-order
stationary. Second-order stationarity remains to hold for every ¿ 0. To see this, deJne
M2k = E|t |2k; k = 1; 2; : : : (2.10)
and in particular for k = 1; M2 = E|t |2.
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Theorem 2. Under (C1) and ¡ 1, we have
(i) M2 = E|t |26 0(1− )−1E|et |2 ¡∞:
(ii) In general, for given integer k = 1; 2; : : :
M 1=k2k 6 0
[
1−
m∑
i=1
(i)(E|et |2k)1=k
]−1
[E|et |2k]1=k ¡∞;
where we have assumed that
E|et |2k ¡∞ and
m∑
i=1
(i)(E|et |2k)1=k ¡ 1: (2.11)
Proof. (i) It can be written from (2.1) that M2 = E(vt−1)E(|et |2). Observe also that
E(vt−1)6 0 + (1)M2 + · · ·+ (m)M2:
We thus have (1− )M26 0E|et |2 which implies assertion (i).
(ii) Notice that M2k = E(vkt−1)E(|et |2k) and
E(vkt−1)6 E
[
0 +
m∑
i=1
(i)|t−i|2
]k
6
[
0 +
m∑
i=1
(i)[M2k ]1=k
]k
;
where the second line is due to Minkowski’s inequality. Some calculations also yield
that [
1−
m∑
i=1
(i)(E|et |2k)1=k
]
·M 1=k2k 6 0[E|et |2k]1=k
which concludes (ii).
We now address the second-order stationarity of {t}.
Lemma 1. Assume the conditions as those for Theorem 2. {t} is then second-order
stationary, i.e., E2t ¡∞.
Proof. When ¿ 1, proof is trivial from (i) in Theorem 2. For 0¡¡ 1, choose
k=[1=]+1 in (ii) of Theorem 2 where [·] stands for the greatest integer function. Note
that k¿ 1 and therefore it follows from H=older’s inequality that E2t is bounded by
[M2k ]1=k, which is Jnite in view of the above theorem. This completes the proof.
When it comes to Jrst-order submodel, the condition ¡ 1 ensuring the strict sta-
tionarity and E|t |2 ¡∞ can be further improved. Consider t =√vt−1 · et and
vt−1 = 0 + 11(
+2
t−1)
 + 21(−2t−1)
: (2.12)
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DeJne
(t = 11(e+2t )
 + 21(e−2t )
: (2.13)
The condition ¡ 1 can be relaxed for the Jrst-order model (2.12) into E(t ¡ 1
which is clearly an improvement since E(t6 .
Theorem 3. Under (C1) and E(t ¡ 1, {t} in (2.12) is strictly stationary and E|t |2
¡∞.
Proof. It can be written that
vt−1 = 0 + 11(e
+2
t−1)
 · vt−2 + 21(e−2t−1) · vt−2
= 0 + (t−1 · vt−2
= 0 + 0(t−1 + (t−1(t−2vt−3:
Since {(t} is i.i.d. and E(t ¡ 1, it follows that
vt−1 = 0 ·
∞∑
j=0
j∏
i=1
(t−i ; (2.14)
where
∏0
i=1 =1 as a convention. This in turn implies
t =

0 · ∞∑
j=0
j∏
i=1
(t−i


1=2
· et : (2.15)
Consequently {t} is strictly stationary (and ergodic). To complete, note that Evt−1 =
0 ·
∑∞
j=0 (E(t)
j = 0=(1− E(t)¡∞. Hence E|t |2 = Evt−1 · E|et |2 ¡∞.
Remark. (i) Regarding the Jnite second-order moment, only for ¿ 1, E(t ¡ 1 guar-
antees E2t ¡∞. The case when 0¡¡ 1 requires further analysis. Examining (2.15)
together with Minkowski‘s inequality reveals that if
E(1=t ¡ 1; 0¡6 1 (2.16)
then E2t ¡∞.
(ii) For the special case of  = 1, E(t ¡ 1 is equivalent to 11 + 21¡ 2 by uti-
lizing Ee+2t = Ee
−2
t =
1
2 whenever the distribution {et} is symmetric such as normal,
t-distributions with degrees of freedom exceeding 3, etc. This is less stringent than
 = max(11; 21)¡ 1. Next, consider  = 12 case. We are dealing with TARCH(1)
speciJed in (1.4), viz.,
v1=2t−1 = 0 + 11
+
t−1 + 21
−
t−1:
The condition E(t ¡ 1 for E|t |¡∞ (plugging = 12 into E|t |2) turns out to be
11E(e+t ) + 12E(e
−
t )¡ 1: (2.17)
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Suppose that {et} is Gaussian. Then E(e+t ) = E(e−t ) = 1=
√
2), and therefore (2.17)
reduces to
11 + 21¡
√
2):
For the Jnite second-order moment, in the light of (2.16) with = 12 , the condition
becomes E(2t ¡ 1. That is, under normality assumption,
211 + 
2
21¡ 2: (2.18)
Eq. (2.18) is identical to that in Gourieroux (1997, p. 91) having been derived for
TARCH(1) via diLerent approaches from ours.
At this stage, the proofs in Theorem 3 cannot easily be carried over to the general
mth-order models. This is partly due to an inherent diMculty encountered in extending
Jrst-order arguments to higher order models in any general time series.
3. Tests for ARCH structure
Let the observable time series {Xt} be generated by the equation
Xt − +t−1(,) = t ; (3.1)
where +t−1(,) denotes conditional mean function and {t} stands for unobservable
innovation process speciJed in (2.1). Here , denotes the l-dimensional parameter
vector indexing +t−1(,). It is assumed that +t−1(,) is a function of p-past values
Xt−1; Xt−2; : : : ; Xt−p, and parameter vector ,. With appropriate choices of the conditional
mean function +t−1(,), (3.1) includes, as special cases, the standard linear p-order au-
toregressive (AR) processes, threshold AR models, and exponential AR processes.
This section is mainly concerned with testing problems regarding ARCH structures
for {t}. More speciJcally, (i) test for symmetric ARCH, (ii) test for Engle’s ARCH
and (iii) test for no transformation are to be discussed. Reparameterization .i = 2i −
1i ; i = 1; : : : ; m into (2.1) yields
t =
√
vt−1 · et ;
vt−1 = [0 + 11(2t−1)
 + · · ·+ 1m(2t−m) + .1(−2t−1) + · · ·+ .m(−2t−m)]1=:
(3.2)
The composite null hypotheses for testing symmetric ARCH is then H : .1 = · · · =
.m = 0. One can also specify H : .1 = · · ·= .m = 0; = 1 for testing Engle’s ARCH
and consider H :  = 1 for testing no transformation where the others are treated
as nuisance parameters. Thus (3.2) facilitates interpretation of parameters in terms of
testing problems and thus we retain (3.2) rather than (2.1) from now on.
For the linear p-order AR case the observation process {Xt} can be shown to be
strictly stationary. Consider
,(B)Xt = t ; (3.3)
where ,(z)=1−,1z−· · ·−,pzp denotes a p-order polynomial in z deJned on complex
plane, B is used for backward shift operator and {t} is deJned in (3.2). Assume that
{t} in (3.2) is stationary and ergodic with Jnite second moment. Then {Xt} deJned
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by (3.2) and (3.3) is stationary and ergodic if ,(z) = 0 for all z which is less than or
equal to 1 in modulus. To see this, note that (3.3) permits the following solution:
Xt = 1(B)t ; (3.4)
where 1(z) =
∑∞
i=0 1iz
i with
∑∞
i=0 |1i|¡∞ which is determined by 1(z),(z) = 1, and
the inJnite sum in (3.4) converges with probability one as well as in mean square
sense (cf. Brockwell and Davis, 1991, Chapter 3). Since solution (3.4) is of the same
functional form for every t, {Xt} must therefore be stationary and ergodic (cf. Breiman,
1968, Chapter 6).
For nonlinear AR case, note Jrst that {Xt} deJned in (3.1) and (3.2) forms a
p + m = k, say, order Markov process. {Xt} can be written in terms of a k-vector
Markov process such that
Zt =M (Zt−1) + 3(Zt−1) · et ;
where
Zt = (Xt; : : : ; Xt−p+1; t ; t−1; : : : ; t−m+1)′;
M (Zt−1) = (+t−1(,); Xt−1; : : : ; Xt−p+1; 0; t−1; : : : ; t−m+1)′
and
3(Zt−1) =
(√
vt−1; 0; : : : ; 0;
√
vt−1; 0; : : : ; 0
)′
with
√
vt−1 located in the Jrst and (p + 1)th coordinate. Under some regularity con-
ditions, one can then derive a set of suMcient conditions for geometric ergodicity of
{Zt} and hence for {Xt} employing general arguments for vector Markov processes.
See Section 2. This will be referred to as
(C2) {Xt} is geometrically ergodic and strictly stationary.
Remark. Suppose that there exist constants (¿ 0 and 4i(,)¿ 0, i=1; : : : ; p such that
for all suMciently large |Xt−i|, i = 1; : : : ; p
|+t−1(,)|6
p∑
i=1
4i(,)|Xt−i|+ (:
It is noted that this is satisJed for threshold AR processes and exponential AR models.
Adapting the arguments in Feigin and Tweedie (1985) and An et al. (1997), one can
obtain a simple suMcient condition for (C2) which is given by
∑p
i=1 4i(,) + ¡ 1
where  is deJned in (2.2). For instance, threshold AR processes deJned by +t−1(,)=∑p
i=1 [,1iX
+
t−i + ,2iX
−
t−i] may identify 4i(,) =max{|,1i|; |,2i|}, i= 1; : : : ; p and in turn
yield a suMcient condition
∑p
i=1 4i(,) + ¡ 1 for (C2).
Suppose that Dn = {X−k+1; : : : ; X1; : : : ; Xn} are given data, k =p+m. Denote vector
of parameters by 6, i.e.,
6= (.1; : : : ; .m; ; 0; 11; : : : ; 1m; ,′)′ : 7× 1 : vector:
Split 6 into two pieces: parameters of interest 61 and nuisance parameters 62 as
6= (6′1; 6
′
2)
′;
where 61 and 62 are 71 × 1 and 72 × 1 vectors, respectively.
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As noted before, the null composite hypotheses corresponding to test for symmetry
is given by
H : 61 = 0 with 61 = (.1; : : : ; .m)′ (3.5)
and one can take for testing Engle’s ARCH speciJcation
H : 61 =
(
0
1
)
with 61 = (.1; : : : ; .m; )′: (3.6)
Also, testing for no transformation gives
H : 61 = 1 with 61 = : (3.7)
We are thus led to consider the following large sample testing problem:
H : 6= 60 =
(
610
62
)
; Kn : 6= 6n = 60 + h=
√
n; (3.8)
where 610 is a known vector of speciJed values, h is a 7×1 vector of constants and 62
is treated as 72 × 1 vector of unknown nuisance parameters. Various test statistics can
be used for testing (3.8): The likelihood ratio test, Wald test, Rao’s-score test which
is also referred to as Lagrange multiplier(LM) test. See Basawa (2001) for recent and
comprehensive treatments on these statistics. The uniform local asymptotic normality
(ULAN) of the log-likelihood ratio can be employed as unifying tool to derive and
assess the above-mentioned tests. Bickel et al. (1993, Chapter 2) formally discussed
the ULAN of the log-likelihood for the i.i.d. setup. Their arguments and notation will
be adapted to our model.
Let It−1 denote the sigma Jeld generated by Xt−1; Xt−2; : : :. The conditional density
of Xt given It−1, denoted by pt(,), is given by
pt(6) = f(et(6))=
√
vt−1(6);
where et(6)=[Xt−+t−1(,)]=
√
vt−1(6). DeJne the square-root conditional density ratio
of 6∗ to 6
rt(6∗; 6) = [pt(6∗)=pt(6)]1=2: (3.9)
The ordinary derivative of rt(6∗; 6) w.r.t. 6∗ at 6∗ = 6 is represented by r˙t(6). The
score function it(6) at time t is then obtained as
it(6) = 2r˙t(6): (3.10)
Consider the conditional information matrix Ft(6|Xt−(k)) deJned by E[it(6)it(6)′|It−1]
which turns out to be
Ft(6|Xt−(k)) = 4E[r˙t(6)r˙t(6)′|Xt−(k)]; (3.11)
where the information set It−1 reduces to Xt−(k)=(Xt−1; : : : ; Xt−k), k=p+m due to the
Markovian property of {Xt}. The lemma below will be crucial for establishing ULAN
of the model.
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(C3-1) @+t−1(,)=@, is continuous in ,.
(C3-2) For each Jxed ,, there exist a open neighborhood N (,) about , (of which
the radius may depend on ,) and a square-integrable random quantity K(,;Xt−(p))
such that for all , ∗ ∈N (,)
‖@+t−1(, ∗)=@,‖6K(,;Xt−(p)):
Remark. Consider the following threshold AR process where
+t−1(,) =
p∑
i=1
[,1iX+t−i + ,2iX
−
t−i]
and exponential AR model given by
+t−1(,) =
p∑
i=1
[,1i + ,2i exp(−,3iX 2t−i)]Xt−i :
For each cases including the linear AR in (3.3) one may choose suitable N (,) so
that it can be veriJed that ‖@+t−1(, ∗)=@,‖ is bounded by C(,)‖Xt−(p)‖ which is
assumed to be square-integrable. Here C(,) denotes appropriate constant and Xt−(p) =
(Xt−1; : : : ; Xt−p).
Lemma 2. Let (C1)–(C3) hold. If E|t |4+¡∞ for some ¿ 0 then
(i) Ft(6|Xt−(k)) is continuous in 6.
(ii) For each <xed 6, there exists a open neighborhood N (6) about 6 on which
Ft(6∗|Xt−(k)) is bounded uniformly in 6∗ ∈N (6) by a integrable random quantity
B(6;Xt−(k)), which will be speci<ed below.
Proof. Since et is independent of Xt−(k) = (Xt−1; : : : ; Xt−k), it can be veriJed that
Ft(6|Xt−(k)) = A · J (+t−1(,);
√
vt−1(6)) · A′;
where A stands for (7× 2) matrix of derivatives speciJed by
A= [@+t−1(,)=@6; @
√
vt−1(6)=@6]
and J (a; b) denotes the 2 × 2 Fisher information matrix for the location-scale family
of distributions {f(a; b) = b−1f[(et − a)=b];−∞¡a¡∞; b¿ 0}, viz.,
J (a; b) = b−2 ·
(
J11 J12
J21 J22
)
;
where J ’s are all free from a and b. See, e.g., Lehmann (1983, p. 128) for the expres-
sions for J11; J12 and J22. Hence continuity claim (i) readily follows from (C3-1). For
(ii), notice that @+t−1(, ∗)=@6 = (0; @+t−1(, ∗)=@,)′ is bounded by a square-integrable
random quantity. Some tedious algebra also reveals that each elements in @vt−1(6∗)=@6,
6∗ ∈N (6) is basically dominated by
m∑
i=1
[−1(vt−1(6))1−(2t−i)
 + vt−1(6)(2t−i)
log(2t−i)
]; (3.12)
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where it is worth noting that, in view of (C1-1), P(t−i=0)=0. It is easy to see that the
function |x log x|, x¿ 0, goes to zero as x tends to zero, and |x−=2 ·log x|; ¿ 0; x¿ 0,
converges to zero as x goes to inJnity. Thus, by noting that v−t−1 is bounded by 
−
0 , and
replacing (2t−i)
 · log(2t−i) in (3.12) by 1+ |t−i|2+=2, each element in Ft(6∗|Xt−(k)),
apart from constants, is essentially dominated uniformly in 6∗ ∈N (6) by B(6;Xt−(k))
with
B(6;Xt−(k)) = [K(,;Xt−(p))]2 +
[
m∑
i=1
(1 + |t−i|2+=2)
]2
which is integrable by virtue of (C3-2) and E|t |4+¡∞, which completes the
proof.
The (unconditional) information matrix F(6) is deJned by
F(6) = EFt(6|Xt−(k)); (3.13)
where the expectation is taken under 6 and note that existence of F(6) is assured by
(ii) in Lemma 2. It is further assumed that F(6) is positive deJnite.
Recall 60 and 6n in (3.8) and denote the log-likelihood of the data by ln(6) at the
parameter 6 and deJne corresponding log-likelihood ratio as
Cn(6n; 60) = ln(6n)− ln(60): (3.14)
The ULAN property of Cn(6n; 60) is addressed next. It is stressed that all the prob-
abilistic statements which follow will be made under the probability measure corre-
sponding to 60 unless mentioned otherwise.
Theorem 4 (ULAN): Assume the same conditions as for Lemma 2, we then have
sup|Cn(6n; 60)− h′Sn(60) + h′F(60)h=2|= op(1) (3.15)
and
Sn(60)
d→N(0; F(60));
where the “sup” is taken over a bounded range of h, F(60) as in (3.13) and the score
function Sn(60) is given by
Sn(60) =
1√
n
n∑
t=1
it(60); (3.16)
where it(6) is de<ned as in (3.10).
Proof. According to Bickel et al. (1993, Chapter 2), if the ratio rt(6∗; 60) in (3.9)
is quadratic mean Frechet diLerentiable with respect to 6∗ at 6∗ = 60 under the
60-probability, i.e., as 1→ 0
1−1[rt(60 + 1h; 60)− 1]→ h′r˙t(60) in quadratic mean; (3.17)
where h is a given 7 × 1 vector of constants, then the ULAN immediately follows.
We note that even though Bickel et al.’s assertion is originally valid for the iid setup,
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this can be extended to cover ergodic and stationary time series case. See for instance
Kreiss (1987), Hwang and Basawa (1993, 2002) and Drost et al. (1997). Using the
conditional arguments, (i) and (ii) in Lemma 2 are analogous conditions to those in
Proposition 1 of Bickel et al. (1993, p. 13). Imitating the lines of p. 14 of Bickel et al.
(1993) with modiJcations using conditional expectation, one can deduce
1−2E[{rt(60 + 1h; 60)− 1}2|Xt−(k)]
6 (41)−1
∫ 1
0
h′F(60 + yh|Xt−(k))h dy: (3.18)
Owing to (ii) of Lemma 2, one can employ the dominated convergence theorem on
RHS of (3.18). Also from the continuity of F(·|Xt−(k)) argued in (i) of Lemma 2, it
follows as 1→ 0 that
lim supE[1−2{rt(60 + 1h; 60)− 1}2]
6E[h′F(60|Xt−(k))h=4] = E[h′r˙t(60)]2:
Proceeding as in the proof of Theorem 2.1 in Hwang and Basawa (1993), this gives
(3.17) using Fatou’s lemma and Vitali’s lemma.
As a direct consequence of ULAN, the three test statistics mentioned earlier in this
section are all asymptotically equivalent in the sense that diLerences between any of
the two are op(1) both under H and Kn. Furthermore each statistic is asymptotically
eMcient in that it produces maximum limiting power under Kn among the class of
all quadratic form tests. The common limiting distribution is known to be chi-squared
distribution under H and noncentral chi-squared distribution with appropriate noncen-
trality parameter under Kn. See, e.g., Hall and Mathiason (1990). Recall again the
testing problem speciJed in (3.8). The likelihood ratio statistic is deJned by
Ln = 2Cn(6ˆn; 6ˆH);
where Cn denotes the log-likelihood ratio in (3.14), 6ˆn = (6ˆ′1n; 6ˆ
′
2n)
′ is unrestricted
maximum likelihood estimator (MLE) of , which solves Sn(6)=0 and 6ˆH=(6′10; 6ˆ
′
20)
′
where 6ˆ20 stands for the MLE restricted to the null hypothesis H. The Wald statistic
is given by
Wn = n(6ˆ1n − 610)′[F11(6ˆn)]−1(6ˆ1n − 610);
where F11(6) denotes the upper left hand 71×71 matrix in the inverse matrix of F(6).
The LM test, or the Rao’s-score test is based on
Rn = S1n(6ˆH)′F11(6ˆH)S1n(6ˆH);
where F11(6) and 6ˆH are described as above and S1n is the 71 × 1 column vector
appearing in Sn = (S ′1n; S
′
2n)
′ partitioned in accordance with 6 = (6′1; 6
′
2)
′. The choice
pertaining to which one to be used clearly depends on the simplicity of implementation
which varies case by case.
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To illustrate, assume that {et} is Gaussian. For testing Engle’s ARCH the Rao’s
score test (LM test) Rn seems to be most convenient since it needs only the restricted
(to Engle’s ARCH) estimator which can be readily obtained using standard computer
package and therefore Engle’s original LM test (1982) can be adopted with minor
modiJcations for the conditional variance (ht therein). LM test has chi-squared distri-
bution with (m+1) degrees of freedom. See Eq. (3.6). Details are omitted (cf. Higgins
and Bera, 1992 for relevant discussions). For testing (3.5): test for symmetry, the Wald
test below may be a good choice.
Wn = n6ˆ′1n · [F11(6ˆn)]−1 · 6ˆ1n:
It is known that Wn has a chi-squared distribution with m degrees of freedom under
H and a noncentral chi-squared distribution under Kn. The Wald test appears to be
convenient to use for testing for no transformation given in (3.7)
Wn = n(ˆn − 1)2=F11(6ˆn);
where ˆn is the MLE obtained from Sn(6)=0. This is obviously chi-squared distributed
with one degree of freedom.
In order to implement the test above, iterative scoring algorithm for 6ˆn can be
employed. Each iteration (i = 1; 2; : : : ; ) generates 6ˆn(i + 1) based on 6ˆn(i) according
to (cf. Engle, 1982)
6ˆn(i + 1) = 6ˆn(i) + F−1n (6ˆn(i))Sn(6ˆn(i))=
√
n (3.19)
with stopping rule where the diLerence between consecutive iterations is deemed ac-
ceptably small. Here Sn(6) is the score function given in (3.10) and Fn(6) denotes
the sample information matrix as sample counter part for F(6).
Fn(6) =−n−1=2 · @Sn(6)@6 : 7× 7 matrix: (3.20)
The applicability of algorithm (3.19) can be justiJed by the following theorem. To
make arguments clear in the theorem below, the probability measure is taken under 6.
Theorem 5. Assume the same conditions as in Theorem 4. We have as n→∞:
(i) If F(6) is positive de<nite, then for all n su?ciently large, so is Fn(6) in (3.20)
with probability one, i.e., F−1n (·) appearing in (3.19) exists.
(ii) There exists (with probability tending to one) a unique solution (6ˆn, say) of
Sn(6) = 0, and 6ˆn is consistent to 6.
(iii) In analogy with (3.19), consider the estimator U6n de<ned by
U6n = tn + F−1n (tn)Sn(tn)=
√
n; (3.21)
where tn is a preliminary estimator such that
√
n(tn−6) is bounded in probability.
Then U6n is asymptotically equivalent to 6ˆn, i.e.,
√
n( U6n − 6) d→N(0; F−1(6)):
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Proof. (i) From the ergodic theorem, it follows that Fn(6) converges to F(6) with
probability one. Notice that the determinant of F(6); |F(6)| is strictly greater than zero.
Since determinant function is a continuous mapping, |Fn(6)| continues to be strictly
greater than zero for all suMciently large n. Or, equivalently, Fn(6) is positive deJnite
with probability one.
(ii) Fix M ¿ 0. DeJne open neighborhood Nn(6) deleting 6 about 6
Nn(6) = {6∗n ; ‖6∗n − 6‖¡M=
√
n; 6∗n = 6}: (3.22)
The event En={Cn(6∗n ; 6)=ln(6∗n)−ln(6)¡ 0; for all 6∗n ∈Nn(6)} ensures that ln(6)
attains local supremum inside Nn(6) at 6∗n = 6ˆn, say, which implies Sn(6ˆn) = 0. The
uniqueness of 6ˆn is due to (i). Consider in particular 6∗n = 6 + h=
√
n, h = 0. It then
follows from (3.15) that
Cn(6∗n ; 6) = ln(6
∗
n)− ln(6) d→N
(
−F
2
; F
)
; (3.23)
where F=h′F(6)h. Note that 0¡F¡M ′F(6)M . For given ¿ 0, choose M=G−1(1−
) where G is the distribution function of N(0,1), so that P(En)¿ 1 − , which is
possible due to (3.23). The consistency of 6ˆn follows from standard arguments (cf.
Fahrmeir and Kaufmann (1985) in the context of generalized linear model).
(iii) The assertion is immediate if one can verify that Fn(6) is continuous in 6 and
the score vector Sn(6) is uniformly smooth, viz., uniformly over 6∗n ∈Nn(6) in (3.22)
Sn(6∗n) = Sn(6)− Fn(6)
√
n(6∗n − 6) + op(1) (3.24)
which is in turn implied by ULAN (cf. Basawa, 2001, p. 59).
While the preceding tests enjoy certain asymptotic optimality properties, they depend
on f(·) of et through the score vector and information matrix. For unknown f(·) case
we need to discuss semiparametric approach treating f as an additional parameter.
4. Semiparametric tests for ARCH structure
The main goal of this section is to introduce semiparametric version of the test
discussed in Section 3. Let f denote the true but unknown density of {et} and therefore
we are concerned with a semiparametric time series model. To see the dependency of
information matrix F(6) on f, it is noted from the proof of Lemma 2 that
F(6) = E
[
A
(
J11 J12
J21 J22
)
A′=vt−1(6)
]
;
where (before taking expectation) f aLects J ’s only but not A = [@+t−1(,)=@6;
@
√
vt−1(6)=@6].
Writing A= At−1(6) and
J (f) =
(
J11 J12
J21 J22
)
;
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F(6) is estimated by the ergodic theorem
n−1
n∑
t=1
At−1(6) · J (f) · At−1(6)=vt−1(6)
which converges to F(6) with probability one. Thus one can identify asymptotically
F(6) = n−1
n∑
t=1
At−1(6) · J (f) · At−1(6)=vt−1(6)
which clariJes better the dependency on f(·) through factorization.
The density f(·) may well be replaced by a kernel density estimator fˆn(·) using
appropriate kernel, bandwidth and residuals eˆ n;1; : : : ; eˆ n;n. Refer to Kreiss (1987), Bickel
et al. (1993) and Drost et al. (1997) for the theory of kernel density and relevant
adaptive estimation in the context of semiparametric models. It is assumed that both
Sn(6) and F(6) permits kernel estimators. Actually one can deJne kernel estimator
(qˆn; t , say) of (logf)′ = f′=f so that the estimated version of the score function it(6)
deJned in (3.10) can be obtained from qˆn; t via (3.9) and (3.10). Let us call it i˜n; t(6).
DeJne the estimated version
S˜n(6) =
1√
n
n∑
t=1
i˜n; t(6) : 7× 1 vector (4.1)
and
F˜(6) = n−1
n∑
t=1
i˜n; t(6)i˜′n; t(6) : 7× 7 matrix: (4.2)
Now, U6n in (3.21) is “estimated” by 6˜n using (4.1) and (4.2)
6˜n = tn + F˜−1(tn) · S˜n(tn)=
√
n; (4.3)
where tn is a preliminary
√
n-consistent estimator for 6, and tn replaces 6.
It can be argued under regularity conditions that 6˜n is adaptive for a class C of
densities f(·). See, for instance, Kreiss (1987) and Drost et al. (1997) for various
conditions in adaptive estimation in time series. For simplicity of presentation, we
directly assume adaptive property of 6˜n.
(C4) Under 6 and f∈C which will be discussed below, it holds that:
(i) S˜n(6˜n)− Sn(6) = op(1);
(ii)
√
n[6˜n − U6n] = op(1) and thus
√
n[6˜n − 6] d→N(0; F−1(6)):
Remark. Conditions (i) and (ii) rephrase results in Theorems 5.1 and 5.2, respectively,
in Kreiss (1987). See also Theorem 3.1 of Drost et al. (1997). For ARMA model,
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Kreiss (1987) established adaptiveness under the class of symmetric densities C given
by
C = {f : f is symmetric about zero and Ee4t ¡∞}: (4.4)
While Drost et al. (1997) extended C including nonsymmetric densities under further
conditions, the symmetry f(·) seems to be tenable for our model since the Box–
Cox power transformation on vt−1 will help achieve the symmetric density f(·). It is
worth mentioning that existence of
√
n-consistent preliminary estimator tn is essential
in constructing and deriving asymptotics for 6˜n. One may use quasi-MLE (QMLE)
tn obtained from solving Sn(6) = 0 as if f(·) is indeed normal. The least-squares
estimator (LSE) can be substituted into (4.3) for tn, obtained by minimizing
∑
e2t (6).
The
√
n-consistency of QMLE and LSE may be established from standard arguments.
Returning to tests discussed in Section 3, introduce semiparametric tests according
to the kernel versions
L˜n = 2[l˜n(6˜n)− l˜n(6˜H)];
W˜ n = n[6˜1n − 610]′[F11(6˜n)]−1[6˜1n − 610];
R˜n = S˜1n(6˜H)′F11(6˜H)S˜1n(6˜H);
(4.5)
where “tilde” is used for estimated versions. SpeciJcally, l˜n(·) stands for the log-
likelihood of the data with f replaced by fˆn and 6˜H denotes the estimated version of
the restricted (to H) MLE 6ˆH.
6˜H = (6′10; 6˜
′
20);
where
6˜20 = t2n + F˜−122 (610; t2n)S˜2n(610; t2n)=
√
n:
Here F˜22 is the lower right hand 72 × 72 matrix in F˜(6), S˜2n is such that S˜n =
(S˜ ′1n; S˜
′
2n)
′, and t2n is a preliminary
√
n-consistent estimator of 62 under H. Of course,
6˜n = (6˜′1n; 6˜
′
2n)
′:
The following theorem provides the adaptiveness of the test in the sense of the
theorem below so that they also possess the usual asymptotically eMcient properties
shared in common with Ln, Wn and Rn in Section 3.
Theorem 6. Assume that (C1)–(C4) hold. We have
(i) Under H : 6= 60 and f∈C, W˜ n −Wn = op(1)
(ii) Under Kn : 6= 6n = 60 + h=
√
n and f∈C, W˜ n has the noncentral chi-squared
distribution with noncentrality parameter I speci<ed below.
(iii) Results (i) and (ii) continue to hold for L˜n and R˜n.
Proof. (i) It follows from (C4)-(ii) that under H : 6= 60 and f∈C
√
n(6˜1n − 610) d→N(0; F11(60)): (4.6)
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Provided tn appearing in 6˜n is a discretized estimator (cf. Kreiss, 1987 for deJnition),
it can be shown that F˜(tn) = F(60) + op(1) and in turn F˜(6˜n) = F(60) + op(1) which
readily yields
F˜11(6˜1n)
p→F11(60):
Hence (i) follows by noting that
W˜ n −Wn = n[6˜1n − U61n]′(F11(60))−1[6˜1n − U61n] + op(1):
(ii) Since for each Jxed f two probability measures corresponding to H and Kn are
mutually contiguous (cf. Hall and Mathiason, 1990), it follows from (4.6) that under
Kn and f√
n(6˜1n − 610) d→N (h1; F11(60));
where h1 is such that h= (h′1; h
′
2)
′. Consequently W˜ n converges under Kn to the non-
central chi-squared distribution with noncentrality parameter I= h′1[F
11(60)]−1h1. The
null distribution of W˜ n (under H and f) is immediate by letting h= 0 in Kn.
(iii) Details are omitted since similar arguments together with (C4)-(i) work for L˜n
and R˜n.
In view of the above theorem, the rejection region for testing H vs. Kn is obviously
given by {W˜ n ¿J2} where J2 is the upper -percentile of the chi-squared distribution
with appropriate degrees of freedom.
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