How to develop efficient numerical schemes while preserving energy stability at the discrete level is challenging for the three-component Cahn-Hilliard phase-field model. In this paper, we develop a set of first-and second-order temporal approximation schemes based on a novel "Invariant Energy Quadratization" approach, where all nonlinear * Corresponding authors 1993 Math. Models Methods Appl. Sci. 2017Sci. .27:1993Sci. -2030. Downloaded from www.worldscientific.com by UNIVERSITY OF NORTH CAROLINA AT CHAPEL HILL on 10/02/17. For personal use only. 1994 X. Yang et al. terms are treated semi-explicitly. Consequently, the resulting numerical schemes lead to well-posed linear systems with a linear symmetric, positive definite at each time step. We prove that the developed schemes are unconditionally energy stable and present various 2D and 3D numerical simulations to demonstrate the stability and the accuracy of the schemes.
Introduction
The phase-field, or the diffuse-interface method, is an efficient and robust modeling as well as computational approach to study free interface problems (cf. Refs. 1, 10, 12, 20, 23, 26, 27, 28, 32, 33, 36, 58, 62, 63, 67, 69, 70 , and the references therein). Its essential idea is to use one (or more) continuous phase-field variable(s) to describe different phases in the multi-component system, and represents the interfaces by thin, smooth transition layers. The constitutive equations for the phase-field variables can be derived from the energetic variational formalism, the governing system of equations is thereby well-posed and thermodynamically consistent. Consequently, one can carry out mathematical analyses to obtain the existence and uniqueness of solutions in appropriate functional spaces, and to develop energy stable numerical schemes.
For an immiscible two-phase system, the commonly used free energy for the system consists of: (i) a double-well bulk part which promotes either of the twophases in the bulk, yielding a hydrophobic contribution to the free energy; and (ii) a conformational capillary entropic term that promotes hydrophilic property in the multi-phase material system. The competition between the hydrophilic and hydrophobic part in the free energy enforces the coexistence of two distinctive phases in the immiscible two-phase system. The corresponding binary system can be modeled either by the Allen-Cahn equation (second-order) or the Cahn-Hilliard equation (fourth-order). For both of these models, there have been many theoretical analysis, algorithm developments and numerical simulations available in the literatures (cf. Refs. 1, 6, 7, 10, 15-19, 23, 24, 26, 28-30, 33-35, 37, 38, 44, 46, 48, 49, 51, 52, 54, 55, 59-61, 65 and 73) .
The generalization from the two-phase system to multi-phase systems has been studied by many researchers (cf. Refs. 2, 3, 5-7, 15, 16, 21, 22, 29-31 and 39) . Specifically, for the system with three-component, the general framework is to adopt three-independent phase variables (c 1 , c 2 , c 3 ) while imposing a hyperplane link condition among the three variables (c 1 + c 2 + c 3 = 1). The bulk part of the free energy is simply a summation of the double-well potentials for each phase variable. 6, 7, 28 Moreover, in order to ensure the boundedness (from below) of the free energy, especially for the total spreading case where some coefficients of the bulk energy become negative, an extra sixth-order polynomial term is needed, 6, 7 which couples the three-phase variables altogether.
Numerically, it is challenging to develop efficient schemes while preserving the energy stability to solve the three-component Cahn-Hilliard phase-field system, since all three-phase variables are nonlinearly coupled. Although a variety of numerical algorithms have been developed for it, most of the existing methods are either first-order accurate in time, or energy unstable, or highly nonlinear, or even the combinations of the above. We refer to Ref. 7 for a summary on recent advances about the three-phase models and their numerical approximations. For the development of numerical methods, we emphasize that the preservation of energy stability laws is critical to capture the correct long-time dynamics of the system especially for the preassigned grid size and time step. Furthermore, the energy-law preserving schemes provide flexibility for dealing with stiffness issue in phase-field models.
For the binary phase-field model, it is well known that the simple fully implicit or explicit scheme will induce quite severe stability conditions on the time step so that they are not efficient in practice (cf. Refs. 18, 19, 44, 45 and 53) . Such phenomena appear in the computation of the three-component Cahn-Hilliard model as well (cf. the numerical examples in Ref. 7) . In particular, the authors of Ref. 7 concluded that: (i) the fully implicit discretization of the sixth-order polynomial term leads to convergence of the Newton linearization method only under very tiny time step practically; (ii) it is an open problem about how to prove the existence and convergence of the numerical solution for the fully implicit scheme theoretically for the total spreading case; (iii) it is questionable to establish convex-concave decomposition for the sixth-order polynomial term; and (iv) the semi-implicit scheme is the best choice that the authors in Ref. 7 can obtain since it is unconditionally energy stable for arbitrary time step, and the existence and the convergence can be thereby proved. However, the semi-implicit schemes referred in Ref. 7 are nonlinear, thus they require some efficient iterative solvers in the implementations.
The aim of this paper is to develop stable (unconditional energy stability) and more efficient (linear) schemes to solve the three-component Cahn-Hilliard system. Instead of using traditional discretization approaches like simple implicit, stabilized explicit, convex splitting, or other various tricky Taylor expansions to discretize the nonlinear potentials, we adopt the Invariant Energy Quadratization (IEQ) approach that has been successfully applied in the context of other models in the authors' other work (cf. Refs. 11, 24, 55, [59] [60] [61] 64, 72 and 73) . However, the application of IEQ method to the three-component Cahn-Hilliard model faces new challenges due to the particular nonlinearities including the Lagrange multiplier term, and the sixth-order polynomial potential. The essential idea of the IEQ method is to transform the free energy into a quadratic form of a new variable via a change of variables since the nonlinear potential is usually bounded from below. The new, equivalent system still retains a similar energy dissipation law in terms of new variables. For the time-continuous case, the energy law of the new reformulated system is equivalent to the energy law of the original system. A great advantage of such a reformulation is that all nonlinear terms can be treated semi-explicitly, which in turn leads to a linear system. Moreover, the resulting linear system is symmetric positive definite, thus it can be solved efficiently with simple iterative methods such as CG or other Krylov subspace methods. Using this new strategy, we develop a series of linear and energy stable numerical schemes, without introducing artificial stabilizers as in Refs. 44, 53, 65 and 68 or using convex splitting approach (cf. Refs. 9, 17, 51 and 52).
In summary, the new numerical schemes that we develop in this paper possess the following properties: (i) the schemes are accurate (first-and second-order in time); (ii) they are unconditionally energy stable; and (iii) they are efficient and easy to implement (leading to symmetric positive definite linear system at each time step). To the best of our knowledge, the proposed schemes are the first such schemes for solving the three-phase Cahn-Hilliard system that can have all these desired properties. In addition, when the model is coupled with hydrodynamics (Navier-Stokes), the proposed linearization strategies can be readily applied without any essential difficulties.
The rest of the paper is organized as follows. In Sec. 2, we give a brief introduction of the three-component Cahn-Hilliard model. In Sec. 3, we construct numerical schemes and prove their unconditional energy stability and symmetric positivity for unique solvability in the time discrete case. In Sec. 4, we present various 2D and 3D numerical simulations to validate the accuracy and efficiency of the proposed schemes. Finally, some concluding remarks are presented in Sec. 5.
Model System
We now give a brief introduction for the three-component Cahn-Hilliard phase-field model proposed in Refs. 6 In the phase-field framework, a thin (of thickness ) but smooth layer is used to connect the interface that is between 0 and 1. The three unknowns c 1 , c 2 , c 3 are linked though the constraint
This is the link condition for the vector C = (c 1 , c 2 , c 3 ), where it belongs to the hyperplane of
In the two-phase model, the free energy of the mixture is as follows,
4)
where σ is the surface tension parameter, the first term contributes to the hydrophilic type (tendency of mixing) of interactions between the materials and the second part, the double-well bulk energy term represents the hydrophobic type (tendency of separation) of interactions. As the consequence of the competition between the two types of interactions, the equilibrium configuration will include a diffuse interface with thickness proportional to parameter ; and, as approaches zero, we expect to recover the sharp interface separating the two different materials (cf. for instance, Refs. 8, 14 and 66). There exist several generalizations from the two-phase model to the three-phase model (cf. Refs. 6, 7 and 30) . In this paper, we adopt the approach used in Ref. 7 , where the free energy is defined as follows:
where the coefficient of entropic terms Σ i can be negative for some specific situations.
To be algebraically consistent with the two-phase system, the three-surface tension parameters σ 12 , σ 13 , σ 23 should satisfy the following conditions:
The nonlinear potential F (c 1 , c 2 , c 3 ) is:
Since c 1 , c 2 , c 3 satisfy the hyperplane link condition (2.2), the free energy can be rewritten as
and Λ is a non-negative constant.
Here we denote ∂ i as ∂ ci . We also denote by (f (x), g(x)) = Ω f (x)g(x)dx the L 2 -inner product of any two functions f (x) and g(x), and by f = (f, f ) the L 2 -norm of the function f (x). We assume that the time evolution of c i is governed by the gradient of the energy E triph with respect to the H −1 (Ω) gradient flow, namely, the Cahn-Hilliard dynamics as follows: with the initial condition
where β L is the Lagrange multiplier to ensure the hyperplane link condition (2.2), that can be derived as
We consider in this paper either of the two type boundary conditions below:
(i) all variables are periodic, (2.15) 
where n is the unit outward normal of the boundary ∂Ω.
It is easily seen that the three chemical potentials (µ 1 , µ 2 , µ 3 ) are linked through the relation
Remark 2.1. In the physical literature, the coefficient Σ i is called the spreading coefficient of phase i at the interface between phases j and k. Since Σ i is determined by the surface tensions σ i,j , it might not be always positive. If Σ i > 0, the spreading is said to be "partial", and if Σ i < 0, it is called "total".
The following lemmas hold (cf. Ref. 6):
Lemma 2.1. There exists a constant Σ > 0 such that:
18)
if and only if the following condition holds: 
, one can drop the sixth-order polynomial term by assuming Λ = 0 since F 0 (c 1 , c 2 , c 3 ) ≥ 0 is naturally satisfied. For the total spreading case, Λ has to be nonzero. Moreover, to ensure the non-negativity for F , Λ has to be large enough. For 3D case, it is shown in Ref. 6 that the bulk energy F is bounded below when P (c 1 , c 2 , c 3 ) takes the following form: 8 17 . Since (2.9) is commonly used in the literature (cf. Refs. 6 and 7), we adopt it here for convenience. Nonetheless, it will be clear that the numerical schemes we develop in this paper can deal with either (2.9) or (2.21) without any difficulties. Remark 2.4. System (2.10)-(2.11) is equivalent to the following system with twoorder parameters,
We omit the detailed proof since it is quite similar to Theorem 3.1 in Sec. 3.
The model equation (2.10)-(2.11) obeys an energy dissipation law. More precisely, by taking the L 2 -inner product of (2.10) with −µ i , and of (2.11) with c it , and performing integration by parts, we obtain:
Taking the summation of the two equalities for i = 1, 2, 3, and noticing that (β L , (c 1 + c 2 + c 3 ) t ) = (β L , (1) t ) = 0, we obtain the energy dissipative law: 
In other words, the energy E triph (c 1 , c 2 , c 3 ) decays and the decay rate is
Numerical Schemes
We develop in this section a set of linear, first-and second-order, unconditionally energy stable schemes for solving the three-component phase-field model (2.10)-(2.11). To this end, the main challenges are how to discretize the following three terms: (i) the nonlinear term associated with the double-well potential F 0 ; (ii) the sixth-order polynomial term P ; (iii) the Lagrange multiplier term β L , especially when some Σ i < 0 (total spreading). We notice that for the two-phase Cahn-Hilliard model, the discretization of the nonlinear, cubic polynomial term induced from the double-well potential had been well studied (cf. Refs. 28, 33, 35, 38 and 50) . In summary, there are two commonly used techniques to discretize it in order to preserve the unconditional energy stability. The first is the convex splitting approach, 17, 24, 25, 41, 74, 75 where the convex part of the potential is treated implicitly and the concave part is treated explicitly. The convex splitting approach is energy stable, however, it produces nonlinear schemes, thus the implementations are often complicated with potentially high computational costs.
The second technique is the stabilization approach 10, 34, 37, [42] [43] [44] [46] [47] [48] [49] 53, 54, 56, 57, 65, 68, 71 where the nonlinear term is treated explicitly. In order to preserve the energy law, a linear stabilizing term has to be added, and the magnitude of that term usually depends on the upper bound of the second-order derivative of the Ginzburg-Landau double-well potential. The stabilizer approach leads purely to linear schemes, thus it is easy to implement and solve. However, it appears that second-order schemes based on the stabilization are only conditionally energy stability. 44 On the other hand, the nonlinear potential may not satisfy the condition required for the stabilization (the generalized maximum principle). A feasible remedy is to make some reasonable revisions to the nonlinear potential outside the physically accessible regions in order to obtain a finite bound, for example, the quadratic order cut-off functions for the double-well potential (cf. Refs. 44 and 53). Such method is particularly reliable for those models with the maximum principle. However, if the maximum principle does not hold, modified nonlinear potentials may lead to spurious solutions.
For the three-component Cahn-Hilliard model system, the above two approaches cannot be easily applied. First of all, even though the convex-concave decomposition can be applied to F 0 , it is not clear how to deal with the sixth-order polynomial term. 7 Second, it is uncertain whether the solution of the system satisfies a certain maximum principle so the condition required for stabilization is not satisfied. Third, unconditionally energy stable schemes are hardly obtained for both approaches if second-order schemes are considered.
We aim to develop numerical schemes that are efficient (linear system), stable (unconditionally energy stable), and accurate (up to second-order in time). To this end, we use the IEQ approach, without worrying about whether the continuous/discrete maximum principle holds or a convexity/concavity splitting exists.
Transformed system
Since F (c 1 , c 2 , c 3 ) is always bounded below from Lemma 2.2 for 2D and Remark 2.3 for 3D, we can rewrite the free energy functional F (c 1 , c 2 , c 3 ) in the following equivalent form
In addition, we define an auxiliary function as follows,
Then, the total free energy (2.5) can be rewritten as
Thus, we can rewrite system (2.10)-(2.11) to the following equivalent form with four unknowns (c 1 , c 2 , c 3 , U):
(3.7)
The transformed system (3.4)-(3.6) in the variables (c 1 , c 2 , c 3 , U) form a closed PDE system with the following initial conditions,
Note that we do not need any boundary conditions for U since Eq. (3.6) for it is only ordinary differential equation with respect to time, i.e. the boundary conditions of the new system (3.4)-(3.6) are still (2.16).
Remark 3.1. The system (3.4)-(3.6) is equivalent to the following two-order parameter system
with
(3.10)
Since the proof is quite similar to Theorem 3.1, we omit the details here.
We can easily obtain the energy law for the new system (3.4)-(3.6). Taking the L 2 -inner product of (3.4) with −µ i , of (3.5) with ∂ t c i , of (3.6) with − 24 U , taking the summation for i = 1, 2, 3, and noticing that (β, ∂ t (c 1 + c 2 + c 3 )) = 0 from Remark 3.1, we obtain the energy dissipation law as follows:
Remark 3.2. The new transformed system (3.4)-(3.6) is equivalent to the original system (2.10)-(2.11) since (3.2) can be obtained by integrating (3.6) with respect to time. Therefore, the energy law (3.11) for the transformed system is exactly the same as the energy law (2.25) for the original system. We emphasize that we will develop energy stable numerical schemes for the new transformed system (3.4)-(3.6). The proposed schemes will follow a discrete energy law corresponding to (3.11) instead of the energy law for the original system (2.25).
First-order scheme
We now present the first-order time stepping scheme to solve the system (3.4)-(3.6) where the time derivative is discretized based on the first-order backward Euler method. We fix the notations here. Let δt > 0 denote the time step size and set t n = n δt for 0 ≤ n ≤ N with T = Nδt.
Assuming that (c 1 , c 2 , c 3 , U) n are already calculated, we compute (c 1 , c 2 , c 3 , U ) n+1 from the following temporal discrete system: 
The initial conditions are (3.8), and the boundary conditions are:
We immediately derive the following result which ensures the numerical solutions satisfy the hyperplane condition (2.2). Theorem 3.1. System of (3.12)-(3.14) is equivalent to the following scheme with two-order parameters:
Proof. From (3.15), we can easily show that the following identity holds, 
• We then assume that (3.12)-(3.13) are satisfied and derive (3.17)-(3.21). By taking the summation of (3.12) for i = 1, 2, 3, we derive
. From (3.13) and (3.22), we derive
By taking the L 2 -inner product of (3.25) with −Θ n+1 , of (3.26) with S n+1 − S n , and taking the summation of the two equalities above, we derive
Since S n = 1, the left-hand side of (3.27) is a sum of non-negative terms, thus ∇S n+1 = 0, and ∇Θ n+1 = 0, i.e. the functions S n+1 and Θ n+1 are constants. Then (3.26) leads to Θ n+1 = 0, and (3.25) leads to S n+1 = S n = 1. Thus, we obtain (3.20) . By dividing Σ i for (3.13) and taking the summation of it for i = 1, 2, 3, and applying (3.22) and (3.20) , we obtain (3.21).
The most interesting property of the above scheme is that the nonlinear coefficient H i of the new variable U are treated explicitly, which can tremendously speed up the computation in practice. More specifically, we can rewrite Eq. (3.14) as follows: 
. Thus, the system (3.12)-(3.14) can be rewritten as:
,
Proof. Taking the L 2 -inner product of (3.29) with 1, we derive
) are the solutions for the following equations with unknowns (C i , µ i ),
and g n i includes all known terms in the nth step, and
We define the inverse Laplace operator u (with Ω udx = 0) → v := ∆ −1 u by ∆v = u, Ω vdx = 0, with the boundary conditions either (i) v is periodic; or (ii) ∂ n v| ∂Ω = 0.
(3.36)
Applying −∆ −1 to (3.33) and using (3.34), we obtain
We consider the weak form of the above system, i.e. for any i = 1, 2, 3,
We express the above linear system (3.38) as (AC,
We can easily derive (AC, D) = (C, AD),
with periodic boundary conditions or ∂ n d i | ∂Ω = 0. Therefore, we have
with periodic boundary conditions or ∂ n Z| ∂Ω = 0. Thus, In our numerical tests, we find that the solutions of these two schemes are identical up to the machine accuracy.
In practice, we directly solve the linear system (3.29)-(3.30) instead of using the inverse Laplacian operator (−∆) −1 since it is a non-local operator and thus it is not efficient to implement in physical space. Moreover, notice that the term
3 ) in (3.30) will lead to a full matrix, therefore, we use a preconditioned conjugate gradient (PCG) method with an optimal preconditioner constructed by an approximate problem of (3.30) where H n i H n j is replaced by a constant max ∀x (H n i H n j ). In this way, the system (3.29)-(3.30) can be solved very efficiently.
The stability result of the first-order scheme (3.12)-(3.14) is given below. Theorem 3.3. When (2.19) holds, the first-order linear scheme given in (3.12)-(3.14) is unconditionally energy stable, i.e. satisfies the following discrete energy dissipation law: Proof. Taking the L 2 -inner product of (3.12) with −δtµ n+1 i , we obtain Taking the L 2 -inner product of (3.13) with c n+1 i − c n i and applying the following identities
Taking the L 2 -inner product of (3.14) with 24 U n+1 , we obtain
Combining (3.47), (3.49), taking the summation for i = 1, 2, 3 and using (3.50) and (3.20), we have
where the term associated with β n+1 vanishes since
Therefore, the desired result (3.45) is obtained after we drop this positive term.
Remark 3.5. We remark that the discrete energy E 1st defined in (3.46) is bounded below. Such property is particularly significant. Otherwise, energy stability does not make any sense. The essential idea of the IEQ method is to transform the complicated nonlinear potentials into a simple quadratic form in terms of some new variables via a change Cahn-Hilliard phase-field model 2009 of variables. Such a simple way of quadratization provides some great advantages. First, the complicated nonlinear potential is transferred to a quadratic polynomial form that is much easier to handle. Second, the derivative of the quadratic polynomial is linear, which provides the fundamental support for linearization. Third, the quadratic formulation in terms of new variables can automatically keep the nonlinear potential bounded below. We notice that the convexity is required in the convex splitting approach 17 ; and the boundedness for the second-order derivative is required in the stabilization approach. 44, 53 Compared with those two methods, the IEQ method provides much more flexibilities to treat the complicated nonlinear terms since the only request of it is that the nonlinear potential is bounded below.
Meanwhile, the choice of new variables is not unique. For instance, for the partial spreading case where Σ i > 0, ∀ i, we can define four functions U 1 , U 2 , U 3 , V as follows:
Thus, the free energy becomes
For this new definition of the free energy, one can carry out a similar analysis. The details are left to the interested readers. However, we notice that this particular transformation only works for the partial spreading case. For the total spreading case, since for some i, Σ i < 0, the energy defined in (3.54) may not be bounded below. This is the particular reason why we define the new variable U in (3.2) in this paper.
As it is shown, the IEQ approach is able to provide enough flexibilities to derive the equivalent PDE system, which then leads to corresponding numerical schemes with desired properties such as unconditional energy stability and linearity. follows:
, then by mathematical induction we can easily get
Second-order scheme based on Crank-Nicolson
We now present a second-order time stepping scheme to solve the system (3.4)-(3.6).
Assuming that (c 1 , c 2 , c 3 , U) n and (c 1 , c 2 , c 3 , U) n−1 are already calculated, we compute (c 1 , c 2 , c 3 , U ) n+1 from the following temporal discrete system: 
Proof. The proof is omitted here since it is similar to that in Theorem 3.1.
Similar to the first-order scheme, we can rewrite the system (3.59) as follows:
c n 3 . Thus, the system (3.57)-(3.59) can be rewritten as: ) T is self-adjoint and positive definite.
Proof. The proof is omitted here since it is similar to that of Theorem 3.2.
The stability result of the second-order Crank-Nicolson scheme (3.57)-(3.59) is given below. Theorem 3.6. Assuming (2.19) , the second-order Crank-Nicolson scheme (3.57)-(3.59) is unconditionally energy stable and satisfies the following discrete energy dissipation law :
where E n cn that is defined by
Proof. Taking the L 2 -inner product of (3.57) with −δtµ n+1 i , we obtain
Taking the L 2 -inner product of (3.58) with c n+1 i − c n i , we obtain
Taking the L 2 -inner product of (3.59) with 24 
Thus, we obtain the desired result (3.69).
Second-order BDF scheme
Now we develop another second-order scheme based on the Adam-Bashforth approach (BDF2). Assuming that (c 1 , c 2 , c 3 , U) n and (c 1 , c 2 , c 3 , U) n−1 are already calculated, we compute (c 1 , c 2 , c 3 , U ) n+1 from the following discrete system: Similar to the first-order scheme and the second-order Crank-Nicolson scheme, the hyperplane link condition still holds for this scheme. Theorem 3.7. System (3.75)-(3.77) is equivalent to the following scheme with two-order parameters: Proof. The proof is omitted here since it is similar to that of Theorem 3.2. Theorem 3.9. The second-order scheme given by (3.75)-(3.77) is unconditionally energy stable and satisfies the following discrete energy dissipation law :
where E n bdf is defined by
Proof. Taking the L 2 -inner product of (3.75) with −2δtµ n+1 i , we obtain
Taking the L 2 -inner product of (3.76) with 3c n+1 i − 4c n i + c n−1 i , and applying the following identity Taking the L 2 -inner product of (3.77) with 24 U n+1 , we obtain
Combining (3.90), (3.92) for i = 1, 2, 3 and (3.93), we derive 
for any variable φ. Therefore, the discrete energy law (3.88) is a second-order approximation of d dt E triph (φ) in (3.11).
Numerical Simulations
We present in this section several 2D and 3D numerical examples using the schemes constructed in the previous section. The computational domain is Ω = (0, 1) d , d = 2, 3. We use the central finite difference method to discretize the spatial derivatives with 128 d grid points in all simulations. Unless otherwise explicitly specified, the default parameter values are: 
Accuracy test
For convenience, we denote first-order scheme (3.12)-(3.14) by LS1, second-order scheme (3.57)-(3.59) by LS2-CN, scheme (3.75)-(3.77) by LS2-BDF. We set the initial condition as follows:
where R = (x − 0.5) 2 + (y − 0.5) 2 . Since the exact solutions are not known, we compute the errors by adjacent time step. We present the summations of the L 2 -, L 1and L ∞ -errors of the three-phase variables at t = 1 with different time step sizes in Tables 1-3 for the three proposed schemes. We observe that schemes LS1, LS2-CN and LS2-BDF asymptotically match the first-order and second-order accuracy in time, respectively. The order parameters are = 10 −2 , M 0 = 10 −4 . In Fig. 2 , we set σ 12 = 1, σ 13 = 0.8, σ 23 = 1.4, we observe that the partial spreading phenomena are qualitatively consistent to Fig. 11 in Ref. 7. In Fig. 3 , we set σ 12 = 3, σ 13 = 1, σ 23 = 1, we observe that the total spreading phenomena are qualitatively consistent to Fig. 16 in Ref. 7 . The energy evolution curves for these two simulations are shown in Fig. 4 . The quantitative differences between our energy curves presented in Fig. 4 and theirs in Figs. 13 and 19 in Ref. 7 are possible due to the different orders of accuracy of the schemes used: ours is second-order in time while theirs is first-order in time.
Next, we conduct simulations for the classical test case of a liquid lens that is initially spherical, sitting at the interface between two other phases. For the accuracy reason, we always use the second-order scheme LS2-CN and take time step δt = 0.001. The equilibrium state in the limit → 0 can be computed analytically: the final shape of the lens is the union of two pieces of circles, the contact angles being given as a function of the three surface tensions by the Young's relations as shown in Fig. 1 (cf We still use the initial condition in the previous example, as shown in the first subfigure in Figs. 2-6 , in which, the initial contact angles are θ 1 = θ 2 = π 2 and θ 3 = π.
We first simulate the case of partial spreading. In Fig. 2(a) , we set the three surface tension parameter values as σ 12 = σ 13 = σ 23 = 1, we observe that the three contact angles finally become 2π 3 for all, shown in the final subfigure of Fig. 2 because the surface tension force between each phase is the same, which is consistent to the theoretical values of sharp interface from (4.4). In Fig. 2(b) , we keep σ 12 = 1 and decrease the other two parameter values as σ 13 = σ 23 = 0.6. From the contact angle formulation (4.4), we have θ 1 = θ 2 > θ 3 , which is confirmed by the numerical results shown in Fig. 2(b) . We further vary the two surface tension parameter values σ 13 and σ 23 to be 0.8 and 1.4, respectively while keeping σ 12 = 1 in Fig. 5(c) . After the intermediate dynamical adjustment, the contact angles at equilibrium become θ 1 < θ 3 < θ 2 , which is consistent to the formulation (4.4) as well.
We then simulate the case of total spreading (without a junction point) in Fig. 6 . We set the three surface tension parameter values as σ 12 = 3, σ 13 = 1, σ 23 = 1. From (4.4), the three contact angles can be computed as θ 1 = θ 2 = π and θ 3 = 0, that can be observed in Fig. 6(a) , where the third fluid component c 3 totally spreads to a layer. For the final case, we set σ 12 = 1, σ 13 = 1, σ 23 = 3. By (4.4), it can be computed that the three contact angles at equilibrium are θ 1 = 0, θ 2 = θ 3 = π, which indicates that the first and third fluid components c 1 , c 3 are totally spread, and c 2 stays inside the first fluid component, as shown in Fig. 6(b) . We remark that all numerical results are qualitatively consistent with the computation results obtained in Refs. 6 and 30.
Spinodal decomposition in 2D
In this example, we study phase separation behavior, i.e. the so-called the spinodal decomposition phenomenon. The process of the phase separation can be studied by considering a homogeneous binary mixture, which is quenched into the unstable part of its miscibility gap. In this case, the spinodal decomposition takes place, which manifests in the spontaneous growth of the concentration fluctuations that leads the system from the homogeneous to the two phase state. Shortly after the phase separation starts, the domains of the binary components are formed and the interface between different phases can be specified. 4, 13, 76 For the accuracy reason, we use the second-order scheme LS2-CN and take the time step δt = 0.001.
The initial condition is taken as the randomly perturbed concentration field as follows:
where the rand(x, y) is the random number in [−1, 1] which has a zero mean. To label the three phases, we use pink, gray and yellow to represent phases I, II and III respectively. In Fig. 7 , we conduct numerical simulations for the case of order parameters σ 12 = σ 13 = σ 23 = 1 as Fig. 2(a) . We observe the phase separation behavior and the final equilibrium solution t = 30,000 present a very regular shape where the three contact angles are θ 1 = θ 2 = θ 3 = 2π 3 . In Fig. 8 with the same initial condition, we set the surface tension parameter values as σ 12 = 1, σ 13 = 0.8, σ 23 = 1.4. The final equilibrium solution after t = 30,000 shows three different contact angles that obey θ 1 < θ 3 < θ 2 , consistent to the example Fig. 5(c) . The total spreading case is simulated in Fig. 9 , in which we set the surface tension parameter values as σ 12 = 1, σ 13 = 1, σ 23 = 3. The final equilibrium solution after t = 30,000 presents that not a junction point appears, similar to Fig. 6(b) . Cahn-Hilliard phase-field model 2023 Fig. 7 . (Color online) The 2D dynamical evolution of the three-phase variables c i , i = 1, 2, 3 for the partial spreading case, where order parameters are (σ 12 ; σ 13 ; σ 23 ) = (1 : 1 : 1), the time step is δt = 0.001 and 128 2 grid points are used. Snapshots of the numerical approximation are taken at t = 0, 1000, 2000, 5000, 10,000, 20,000, 25,000, 30,000. The color in pink, gray and yellow represents the three phases I, II and III, respectively. 0.8, 1.4) , the time step is δt = 0.001 and 128 2 grid points are used. Snapshots of the numerical approximation are taken at t = 0, 1000, 2000, 5000, 10,000, 20,000, 25,000, 30,000. The color in pink, gray and yellow represents the three phases I, II and III, respectively.
In Fig. 10 , we present the evolution of the free energy functional for all three cases. The energy curves show the decay with time that confirms that our algorithms are unconditionally stable. In particular, we plot the time evolution of the free energy with different time steps. It verifies that our numerical scheme predicts accurate results with relative large time steps. The corresponding total CPU/GPU time spent (in seconds) to calculate until t max = 500 with various time steps δt = 10 −2 , 5 × 10 −3 , 2.5 × 10 −3 , 1.25 × 10 −3 are listed in Table 4 . Fig. 9 . The 2D dynamical evolution of the three-phase variable c i for the total spreading case (no junction points), where the order parameters are (σ 12 ; σ 13 ; σ 23 ) = (1, 1, 3), the time step is δt = 0.001 and 128 2 grid points are used. Snapshots of the numerical approximation are taken at t = 0, 1000, 2000, 5000, 10,000, 20,000, 25,000, 30,000. The color in pink, gray and yellow represents the three phases I, II and III, respectively.
(a) (b) Fig. 10 . (a) Time evolution of the free energy functional using the algorithm LS2-CN using δt = 0.001 for the three-order parameter set of A : (σ 12 ; σ 13 ; σ 23 ) = (1, 0.8, 1.4) (partial spreading), B : (σ 12 ; σ 13 ; σ 23 ) = (1, 1, 1) (partial spreading), and C : (σ 12 ; σ 13 ; σ 23 ) = (1, 1, 3) (total spreading). The x-axis is time, and y-axis is log 10 (total energy). (b) Time evolution of the free energy with different time steps for Case B. Cahn-Hilliard phase-field model 2025
Spinodal decomposition in 3D
Finally, we present 3D simulations of phase separation dynamics using second-order scheme LS2-CN and time step δt = 0.001. In order to be consistent with the 2D case, the initial condition is set as follows:
φ i = 0.5 + 0.001 rand(x, y, z), c i | (t=0) = φ i φ 1 + φ 2 + φ 3 , i = 1, 2, 3, (4.6)
where the rand(x, y, z) is the random number in [−1, 1] with a zero mean. Fig. 11 . The 3D dynamical evolution of the three-phase variables c i , i = 1, 2, 3 for the partial spreading case, where the order parameters are (σ 12 ; σ 13 ; σ 23 ) = (1 : 1 : 1) and time step is δt = 0.001. 128 3 grid points are used to discretize the space. Snapshots of the numerical approximation are taken at t = 50, 100, 200, 500, 750, 1000, 1500, 2000. The color in pink, gray and yellow represents the three phases I, II and III, respectively. Fig. 13 . Time evolution of the free energy functional using the algorithm LS2-CN using δt = 0.001 for the three-order parameter set of A : (σ 12 ; σ 13 ; σ 23 ) = (1, 0.8, 1.4) and B : (σ 12 ; σ 13 ; σ 23 ) = (1, 1, 1) . The x-axis is time, and y-axis is log 10 (total energy). Figure 11 shows the dynamical behavior of phase separation for three equal surface tension parameter values σ 12 = σ 13 = σ 23 = 1. In Fig. 12 , we set the surface tension parameter values as σ 12 = 1, σ 13 = 0.8, σ 23 = 1.4. We observe that the three components accumulate but with different contact angles, consistent to the 2D case. In Fig. 13 , we depict the evolution of the free energy functional, in which the energy curves show decays with time.
Concluding Remarks
We develop in this paper several efficient time stepping schemes for a threecomponent Cahn-Hilliard phase-field model that are linear and unconditionally energy stable based on a novel IEQ approach. The proposed schemes bypass the difficulties encountered in the convex splitting and the stabilized approach and enjoy the following desirable properties: (i) accurate (up to second-order in time); (ii) unconditionally energy stable; and (iii) easy to implement (one only solves linear equations at each time step). Moreover, the resulting linear system at each time step is symmetric, positive definite so that it can be efficiently solved by any Krylov subspace methods with suitable (e.g. block-diagonal) pre-conditioners.
To the best of our knowledge, these new schemes are the first schemes that are linear and unconditionally energy stable for the three-component Cahn-Hilliard phase-field model. These schemes can be applied to the hydrodynamically coupled three-phase model without essential difficulties. Although we considered only time discretization in this study, it is expected that similar results can be established for a large class of consistent finite-dimensional Galerkin approximations since the proofs are all based on a variational formulation with all test functions in the same space as the space of the trial functions.
