We present an extragradient method for fixed point problems and variational inequality problems. Using this method, we can find the common element of the set of fixed points of a nonexpansive mapping and the set of solutions of the variational inequality for monotone mapping.
Introduction
Let C be a closed convex subset of a real Hilbert space H. Recall that a mapping A of C into H is called monotone if
2 Journal of Inequalities and Applications for all v ∈ C (see [1] [2] [3] ). The set of solutions of the variational inequality problem is denoted by Ω. The variational inequality has been extensively studied in the literature, see, for example, [4] [5] [6] and the references therein. A mapping S of C into itself is called nonexpansive if
for all u,v ∈ C. We denote by F(S) the set of fixed points of S.
For finding an element of F(S) ∩ Ω under the assumption that a set C ⊂ H is closed and convex, a mapping S of C into itself is nonexpansive and a mapping A of C into H is α-inverse strongly monotone, Takahashi and Toyoda [7] introduced the following iterative scheme:
x n+1 = α n x n + 1 − α n SP C x n − λ n Ax n , (1.5) for every n = 0,1,2,..., where P C is the metric projection of H onto C, x 0 = x ∈ C, {α n } is a sequence in (0,1), and {λ n } is a sequence in (0,2α). They showed that if F(S) ∩ Ω is nonempty, then the sequence {x n } generated by (1.5) converges weakly to some z ∈ F(S) ∩ Ω. Recently, Nadezhkina and Takahashi [8] introduced a so-called extragradient method motivated by the idea of Korpelevič [9] for finding a common element of the set of fixed points of a nonexpansive mapping and the set of solutions of a variational inequality problem. They obtained the following weak convergence theorem.
Theorem 1.1 (see Nadezhkina and Takahashi [8] ). Let C be a nonempty closed convex subset of a real Hilbert space H. Let A : C → H be a monotone k-Lipschitz continuous mapping, and let S : C → C be a nonexpansive mapping such that F(S) ∩ Ω = ∅. Let the sequences {x n }, {y n } be generated by
where
. Then the sequences {x n }, {y n } converge weakly to the same point P F(S)∩Ω (x 0 ).
Very recently, Zeng and Yao [10] introduced a new extragradient method for finding a common element of the set of fixed points of a nonexpansive mapping and the set of solutions of a variational inequality problem. They obtained the following strong convergence theorem. be generated by
where {λ n } and {α n } satisfy the following conditions: In this paper, motivated by the iterative schemes (1.6) and (1.7), we introduced a new extragradient method for finding a common element of the set of fixed points of a nonexpansive mapping and the set of solutions of the variational inequality problem for monotone mapping. We obtain a strong convergence theorem under some mild conditions.
Preliminaries
Let H be a real Hilbert space with inner product ·, · and norm · and let C be a closed convex subset of H. It is well known that for any u ∈ H, there exists unique y 0 ∈ C such that
We denote y 0 by P C u, where P C is called the metric projection of H onto C. The metric projection P C of H onto C has the following basic properties:
for all x ∈ H, y ∈ C. Such property of P C will be crucial in the proof of our main results. Let A be a monotone mapping of C into H. In the context of the variational inequality problem, it is easy to see from (iv) that 
Let A be a monotone mapping of C into H and let N C v be the normal cone to C at v ∈ C, that is,
Then T is maximal monotone and 0 ∈ Tv if and only if v ∈ VI(C,A) (see [11] ). Now, we introduce several lemmas for our main results in this paper.
Lemma 2.1 (see [12] ).
Lemma 2.2 (see [13] ). Let {x n } and {y n } be bounded sequences in a Banach space X and let {β n } be a sequence in
Lemma 2.3 (see [14] ). Assume {a n } is a sequence of nonnegative real numbers such that
where {γ n } is a sequence in (0,1) and {δ n } is a sequence such that
Then lim n→∞ a n = 0.
Main results
Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let A be a monotone L-Lipschitz continuous mapping of C into H, and let S be a nonexpansive mapping of C into itself such that F(S) ∩ Ω = ∅. For fixed u ∈ H and given x 0 ∈ H arbitrary, let the sequences {x n }, {y n } be generated by 
. Put t n = P C (x n − λ n Ay n ). Substituting x by x n − λ n Ay n and y by x * in (iv), we have
Using the fact that A is monotonic and x * is a solution of the variational inequality problem VI(A,C), we have
It follows from (3.2) and (3.3) that
Substituting x by x n − λ n Ax n and y by t n in (iii), we have
It follows that
x n − λ n Ay n − y n , t n − y n = x n − λ n Ax n − y n , t n − y n + λ n Ax n − λ n Ay n , t n − y n ≤ λ n Ax n − λ n Ay n , t n − y n ≤ λ n L x n − y n t n − y n . (3.6)
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(3.7)
Since λ n → 0 as n → ∞, there exists a positive integer
By (3.1), we have
Therefore, {x n } is bounded. Hence {t n }, {St n }, {Ax n }, and {Ay n } are also bounded.
For all x, y ∈ C, we get Set x n+1 = (1 − β n )z n + β n x n . Then, we obtain
(3.13)
Combining (3.12) and (3.13), we have
λ n+1 Ax n+1 + Ay n+1 + Ax n + λ n Ay n , (3.14) this together with (C2) and (C4) imply that
Hence by Lemma 2.2, we obtain z n − x n → 0 as n → ∞. Consequently,
From (C4) and (3.12), we also have t n+1 − t n → 0 as n → ∞. For x * ∈ F(S) ∩ Ω, from Lemma 2.1, (3.1), and (3.7), we obtain when n ≥ N 0 that 
Since α n → 0 and x n − x n+1 → 0, from (3.18), we have x n − y n → 0 as n → ∞. Noting that
Consequently, from (3.19), we can infer that
which implies that
Also we have
Next we show that
To show it, we choose a subsequence {t ni } of {t n } such that
Yonghong Yao et al. 9
As {t ni } is bounded, we have that a subsequence {t nij } of {t ni } converges weakly to z. We may assume without loss of generality that t ni z. Since St n − t n → 0, we obtain St ni z as i → ∞. Then we can obtain z ∈ F(S) ∩ Ω. In fact, let us first show that z ∈ Ω. Let
On the other hand, from t n = P C (x n − λ n Ay n ), we have
that is,
Therefore, we have This is a contradiction. Thus, we obtain z ∈ F(S). Hence, from (iii), we have
Therefore,
this together with (3.30) and Lemma 2.3, we can obtain the conclusion. This completes the proof.
We observe that some strong convergence theorems for the iterative scheme (3.1) were established under the assumption that the mapping A is α-inverse strongly monotone in [15] .
Corollary 3.2. Let C be a nonempty closed convex subset of a real Hilbert space H. Let
A be a monotone L-Lipschitz continuous mapping of C into H such that Ω = ∅. For fixed u ∈ H and given x 0 ∈ H arbitrary, let the sequences {x n }, {y n } be generated by y n = P C x n − λ n Ax n , x n+1 = α n u + β n x n + γ n P C x n − λ n Ay n , (3.33) where {α n }, {β n }, {γ n } are three sequences in [0,1] satisfying the following conditions:
Then {x n } converges strongly to P Ω u.
Applications
A mapping T : C → C is called strictly pseudocontractive if there exists k with 0 ≤ k < 1 such that
for all x, y ∈ C. Put A = I − T, then we have
On the other hand,
Hence, we have Proof. Put A = I − T. Then A is monotone. We have F(T) = Ω and P C (x n − λ n Ax n ) = (1 − λ n )x n + λ n Tx n . So, by Theorem 3.1, we can obtain the desired result. This completes the proof. Proof. Since A −1 0 = Ω, putting P H = I, by Theorem 3.1, we can obtain the conclusion. This completes the proof.
