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Introduction
In the past few years, nanoscience has transpired to be one of the most acclaimed
fields. Designing elements from the nanoscale upwards and the contingency to create
new structures never seen before has led to new and broader applications. Appli-
cations range from materials development and designing detectors, sensors, optical
devices, composite materials to medical applications such as designing biomaterials
and drug delivery systems. When thinking in terms of nanometric proportions, one
must keep in mind that size matters. Basic properties of matter such as mechanical,
electronic, magnetic, chemical and optical properties undergo significant changes due
to minuscule changes in size. For centuries humans have been utilizing nanoscience
in multiple aspects of their daily life. The “Lycurgus Cup” [1,2] is a good example of
the use of nanoscience in 4th century glass production techniques [3,4].
Figure 2..1: The Lycurgus Cup, a 4th-century Roman glass cage cup made of a
dichroic glass [1]
The dichroic effect in “Lycurgus Cup” is achieved through producing the glass with
very small gold and silver nanoparticles. Although the technical process of production
of such material at the time was still unknown and some theories lean to accidental
contamination in the manufacturing process. However, the reason for the dichroic ef-
fect of the glass is the embedded nanoparticles in the glass which are about 70 nanome-
ters in diameter. At this size, the nanoparticles approach the size of the wavelength of
visible light and therefore a surface plasmon resonance is created. Today nanoscience
applications include nanocarbon compounds such as fullerene, graphene and carbon
nanotubes. Other applications can be the development of nano-electromechanical de-
vices, light weight and more durable composites, filters, catalyzers, membranes and
much more. When dealing with nanomaterials one must always consider the impor-
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tance of the surface to volume ratio at the nanoscale. This ratio is very high at
this scale, and thus, the properties of the material are effected accordingly. Material
properties such as mechanical, optical, electronic, electromagnetic and chemical are
all effected due to this ratio. In this study, we examine the irradiation effects of a SiO
nanowire with a Si core and SiO2 shell. A single Argon atom is used for the irradiation
process whith energies ranging from 300 eV to 30,000 eV. Molecular dynamics (MD)
simulations [5,6] using LAMMPS package [7] is utilized to calculate the sputtering
yields. Silicon compounds and nanomaterial is often utilized in electronics and semi-
conducting materials. Silicon oxide nanowires are not so different, and most of their
applications are in p-n junctions of semiconductors applicable in sensors, electronic
chips and light emitting diodes (LED) [8]. Recent studies show that silicon nanowires
yield up to 12× 104 atoms per individual impact of 300 keV of argon ion energies [9].
The MD simulation method is currently capable of simulating the irradiation process
of nanowires of more realistic size than experimental ones. The sputtering process is
simulated to a femtosecond resolution and by using the MD simulation method one
can also accurately track the trajectories of individual sputtered atoms.
2.1 Nanowires
A nanowire is a macroscopically long wire with the length of 1 to 100 nm in two
dimensions and of arbitrary length in the third dimensions [10], i.e. nano-whiskers,
nanorods, nanobelts, nanopillars. Nanowires can be grown utilizing bottom-up and
top-down methods in different ways [11].
Spontaneous Growth in the form of nanowires is the preferential form for ma-
terials which have a layered crystal structure. These layers grow prominently in some
direction, leaving one or two dimensions in a non-growing mode [12]. This growth in
one prominently favored direction results in wire formation. Pure elements such as Te
and Se naturally favour to grow in a wire form. This is due to their trigonal crystal
structures posessing straight helical chains[13], Fig. 2.1.1.
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Figure 2.1.1: a) and b) Cross-sectional scanning electron microscopy images of GaN
NWs grown on AlN/SiC(0001) and AlN/SiC(0001), respectively [14].
Vapor Liquid Solid Growth (VLS) is one of the methods used to grow nanowires,
contrary to spontaneous growth it works for a very wide range of materials, using a
liquid droplet of material deposited on a target substrate of another material in the
phase of vapor to form an alloy of the two materials, eventually the liquid gets super-
saturated and if the temperature of melting of the deposited material is greater than
the melting temperature of the alloy material then the deposited material will start
to precipitate out from the substrate material and form a nanowire. See Fig. 2.1.2.
Figure 2.1.2: Schematic illustration of Si whisker growth from the reaction of SiCl4
and H2 vapor phases. This reaction is catalyzed by gold-silicon droplet deposited on
the wafer surface prior to whisker growth [15].
Template-Directed Synthesis is a top-down method used to grow nanowires in
ready made growth templates. A template can e.g. be a nanometer narrow ridge like
a groove into which the nanowire can be grown. The fabrication is done using lithog-
raphy techniques such as etching. Step edges can also be used to grow nanowires.
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These edges can be achieved using sputtering or deposition methods.
Figure 2.1.3: a) Top view and b)side view SEM images of the as- prepared Cu2ZnSnS4
nanowires array after etching off the AO template. Cross-sectional scanning electron
microscopy images of GaN NWs grown on AlN/SiC(0001) and AlN/SiC(0001), re-
spectively [16].
Their crystalline nanowires or whiskers can grow purely naturally, and contradic-
tory to bulk counterparts, they do not have defects. These structures can be used to
reinforce composite materials, i.e. SiC nanowhiskers can be used to reinforce carbon
fiber composites. The melting point of nanowires is also dependent on their diameter.
Quantum confinement in quantum dots creates unique optical properties in nanowires
and makes them interesting. They can also be used as wave guides, and the ends of
the nanowires can also act as mirrors depending on the refractive indices. Nanowires
can also be made to act as a lasing element, i.e. ZnO nanowires on sapphire in air
[17].
2.2 Irradiation
Transmission of energy in a stream of particles or wave form through a medium is
known as radiation. Maxwells equations in electrodynamics imply that any charged
moving particle induces an electromagnetic field. However, there is no energy trans-
port. An accelerated particle induces an electromagnetic field which transmits energy.
This energy transmission to infinity is known as electromagnetic radiation (EMR).
Visible light is one form of EMR visible to the human eye, radio waves, infrared and
X-rays are also other recognizable forms. Radiation is not limited to EMR and a wide
range of different particles can cause radiation [18]. Among the many types of par-
ticles which can cause radiation are photons (causing the EMR), electrons, neutrons,
ions and elementary particles.
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Photons are the most common and widely used type of radiation, which is avail-
able at most treatment centers and hospitals. Photon radiation has broad application
in cancer treatment and radiotherapy. Ultraviolet, X-ray and gamma radiation are
all considered as ionizing. These radiations are part of the upper electromagnetic
spectrum of photon energies, which have higher frequency and a shorter wave length
in comparison to the lower end of the spectrum.
Electrons accelerated to high energies can develop into a source of ionizing radi-
ation. The acceleration is achieved by the means of an external electromagnetic field
[19]. Electron microscopes, high-energy electron accelerators, X-ray tubes (electrons
accelerated in a vacuum tube and guided towards a metal target in order to produce
X-rays [20,21] and cathode-ray tubes (applied in old-fashioned non-flat televisions) can
be specified as electron radiation sources. In medicine electron sourced radiation is
primarily utilized as an add-on or in combination with other radiation treatments, i.e.
electron beam delivers it’s damage primarily on the outer surface, rather than going
deeper into the tissue [22,23].
Free Neutrons are not stable elementary particles, and have a half-life of ≈ 11
minutes. However, free neutrons do exist in various circumstances such as natural
radioactive decay, nuclear fission and nuclear fusion reactors. Neutron radiation can
be classified according to energies ranging from cold neutrons at energies below 0.003
eV to high energy (relativistic) neutrons at energies above 10 MeV.
Ions charged atoms or molecules are defined as ions. Any ion can be accelerated
via electromagnetic fields to high energies ranging from 10 eV to 7 TeV. Applications
for ion irradiation is wide: there are many uses in silicon chip and electronics manu-
facturing (predominantly ion implantation) and material modifications [24]. Neutral
atoms can also endure an excited state, but are very rare (since they cannot be accel-
erated directly). They can however be accelerated when ionized and their behavior is
the same as energetic ions of corresponding energies.
Elementary particles can at least in principle transmit an energy  5 eV and
hence produce damage in materials. Particles such as positrons, muons and antipro-
tons can be accelerated at large particle physics labratories such as the The Large
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Hadron Collider (LHC) at CERN [25]. In nature, elementary particle radiation also
occurs. Cosmic rays are high-energy extra-terrestrial particles. Cosmic ray muons
or Cosmic Bullets are formed in the uppermost atmosphere when cosmic rays collide
with nuclei in the earth’s upper atmosphere [26].
2.2.1 Ionizing Radiation
Any type of radiation that carries enough energy to break atomic bonds or in other
words damage materials and ionize them is defined as ionization radiation. The
strength of chemical bonds in materials is of the order of ∼2 to 5eV. Thus radiation
with energies higher than the chemical bond strength can break bonds sufficiently
and generate permanent damage. Transmitting particles with energies higher than
5eV may be ionizing, however the exact limit is unclear and is case dependent; and in
many cases the fundamental physics of the process is still enigmatic.
2.3 Energy Loss of Energetic Ions in Matter
Energy loss of particles in matter has great significance in multiple fields of science
and physics in particular. Ion implantation is a broadly utilized technique in semi-
conductor fabrication and multiple fields of materials science. The decisive quantity
in energy loss considerations is the stopping force dE
dx
(stopping power). This can be
considered as the force that the medium exerts on the penetrating particle:
dE/dx = NS(E) (2.3.1)
where N is the number density of atoms in the medium and S(E) the stopping cross-
section, in which the dependence on the kinetic energy E of the initial particle is
measured. Here the stopping cross-section refers to a quantity independent of density
and with the dimension of energy × area.
The collisions between the incident ion and atoms of the substrate medium are between
the ion and the electrons, and the ion and the nuclei of the substrate medium atoms.
The stopping cross-section S(E) is defined as:
S(E) = Se(E) + Sn(E) (2.3.2)
where Se represents the electronic stopping and Sn is the nuclear stopping.
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2.3.1 Electronic Stopping
The slowing down process of an energetic ion traveling in matter is due to the inelastic
collisions between electrons in the medium and the ion traveling through [27]. These
collisions between the electrons in the medium and the traveling ion cause the electron
cloud of the ion and electrons in the target to be excited. Thus the collisions can not
be evaluated as the classical scattering process between two charged particles. Elec-
tronic stopping power is calculated as a function of energy Se(E) which is a weighted
average taken over all the energy-loss processes for different charge states [28].
2.3.2 Nuclear Stopping
The slowing down process of an energetic ion traveling in matter is due to elastic col-
lisions between the incident ion and nuclei of the substrate atoms. Nuclear stopping
power is calculated in the form of the repulsive potential V (r) between two atoms.
The repulsive potential between two atoms can be calculated to remarkable accuracy
using ab initio quantum mechanical calculations[29,30]. Fig. 2.3.1 shows the ratio
between nuclear and electronic stopping power.
Figure 2.3.1: Ratio between nuclear and electronic stopping power. The maximum
of the nuclear stopping curve typically occurs at energies between 10-100 keV, of the
electronic stopping power at MeV energies. For very light ions slowing down in heavy
materials, the nuclear stopping is weaker than the electronic at all energies [31].
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2.4 Basic Point Defects
A perfect crystalline material is more an idealization than reality. In nature, there
is no perfect crystal, atom arrangement in real materials does not adhere to perfect
text book crystalline patterns. The physical reason for this phenomenon is that the
desired structures of solid material are those which have the ability to minimize the
energy [32]. The minimal energy configuration of the atoms of solid materials is in-
variably crystalline. This is due to the general pattern of the crystal lattice repeating
the local configuration most favorable for bonding. Additionaly, although a perfect
crystalline configuration is energtically minimal and therefore favorable, atoms are
nearly stationary at low temperatures in solid materials, thus making it difficult to
eliminate any imperfection which are introduced during either the growth, processing
or use of the crystalline material. However, defects in crystalline materials are critical
for tweaking and tailoring materials. If in fact materials were not imperfect and all
perfect crystalline structured, their properties would be dictated exclusively by their
crystalline structure, thus restricting their variety. In fact, it is the prospect of man-
ufacturing crystalline materials which possess defects that grants the opportunity for
materials scientists to tailor material properties and achieve diverse combinations of
materials in correspondence with modern requirements.
2.4.1 Vacancies
Vacancies are the simplest type of point defect in crystalline structures, where one
atom is missing or vacant from a lattice cite. Vacancies can occur naturally or artifi-
cially in all types of crystalline materials. They can be forged due to the vibrations
of atoms during solidification, local rearrangement of atoms, plastic deformation and
ionic bombardments. The process of vacancy creation can be modeled by considering
the energy required to break the bonds between an atom inside the crystal and its
nearest neighbor atoms [33]. The stability of the surrounding crystal structure ensures
that the neighboring atoms in the crystal lattice will not simply collapse around the
vacancy. In some crystalline materials, neighboring atoms move away from a vacancy
defect. This is due to the fact that they experience attraction from other atoms in
the lattice. Vacancies can also exist in small concentrations in thermodynamic equi-
librium.
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2.4.2 Interstitials
Interstitials are point defects in which an atom occupies a site in the crystal structure
which is not usually occupied by any atom [33]. Two or more atoms may share one
lattice site in interstitial defects, thus increasing its total energy. Interstitials can be
produced by bombarding the crystal substrate with elementary particles or ions with
energies above the displacement threshold for the substrate, however they can also
exist in small concentrations in thermodynamic equilibrium.
2.4.3 Sputtered Atoms
Sputtering is a process in which atoms or molecules are ejected from the surface of
the material as a result of incident particles, such as low mass high energy ions or low
energy heavy ions bombardment. The number of sputtered atoms depends on a num-
ber of parameters such as mass ratio of incident particles to surface atoms, particle
flux and energy, as well as surface temperature [30]. Sputtering is divided into three
mechanisms: physical, chemical and electronic sputtering.
Electronic sputtering is caused by energetic electrons such as in transmission
electron microscopy (TEM [34]) or very high-energy ion bombardment, where elec-
tronic excitation can cause sputtering [35].
Chemical sputtering occurs when the incident particles form chemical com-
pounds with the surface atoms by breaking and forming new bonds . Thus, chemical
sputtering is immensely dependent on the surface materials and surface temperature.
This gives rise to processes such as thermal desorption and evaporation. The erosion
of hydrocarbons in fusion reactors is also a prime example of the chemical sputtering.
One well understood way by which molecules can form at the surface of certain ma-
terials is via swift chemical sputtering (SCS) [36]. In the SCS process, an energetic
particle penetrates between two substrate atoms, causing their bond to break, which
in turn releases a surface atom together with any other atom bound to it [36].
Physical sputtering occurs in all materials regardless of material structure and
is instigated from the transfer of kinetic energy of the incident particle to the surface
atoms of the substrate [30]. The breaking of atomic bonds and therefore sputtering
occurs when the energy received in the direction normal to the surface is sufficient to
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overcome the surface binding energy SE. Physical sputtering consists of the following
three regimes:
(i). If the energy of the incident particle is not sufficient to produce collision cascades,
sputtering will occur as a single knock-off event.
(ii). A linear cascade event can occur when there are no dense sub-cascades created.
(iii). When the incident particle is heavy enough, the collisions occur very close to
each other. In this case the binary collision approximation (BCA) is not valid any-
more and the collisional process is interpreted as a complicated process of many-body
interactions between thousands of atoms in the substrate. This causes what is known
as a heat spike [37,38].
The erosion rate of a surface is defined as the sputtering yield Y and is defined as
the average number of atoms ejected from the surface per incident ion. Y depends
on several factors such as the surface atoms type, binding energy, relative mass of the
incident particles and atoms, incident ion energy and angle of incidence of ions.
Y =
Nsputtered atoms
Nincident ions
(2.4.1)
Measurement of sputtering yields can be done by different experimental techniques
such as mass loss measurements, detection of sputtered particles on a collector, field-
ion microscopy and spectroscopy. With advances in computing capabilities, modeling
is predominantly used for studying the process of sputtering, such as molecular dy-
namics simulations.
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Methods
To study the behavior of materials under irradiation, several experimental devices
exist, such as accelerators, small fusion and linear plasma devices. However, the
experimental studies cannot always explain the exact mechanisms participating in
the irradiation and defect production process. Therefore modeling can be used to
complement the study of experimentalists, mediating between theory and experiments
[39]. In this section, the computer simulation methods that have been used in this
work are described.
3.1 Computer Simulations
Computer simulations play a key role in bridging the gap between experimental and
theoretical science. The basic idea behind computer simulations is the use of ad-
vances in computing capabilities in pursuit of understanding and solving complex
problems. The distinct elements of algorithms (numeric and non-numeric modelling
and simulations), computer and information science are integrated into the computer
infrastructure which supports scientific and engineering problem solving capabilities
in order to construct computer simulations. A flowchart of the basics of computer
simulations can be seen below (Fig 3.1.1).
Figure 3.1.1: Flowchart of the basics of computer simulations. Computer simulations
as the connecting link between natural phenomena and scientific theory utilized for
model development.
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Computer simulations in science have been around since they were pioneered and de-
veloped as a scientific tool used to study meteorology and nuclear physics after the
second world war. Despite the fact that computer simulations have been around for a
while, they have not been so prominent among the scientific community until recent
years in which the development and advances in scientific computing capabilities have
progressed expeditiously. Today computer simulations in science have become impera-
tive in a growing number of diciplines. The fields of science that have a comprehensive
use of computer simulations have expanded to climate science, astrophysics, particle
physics, materials science, engineering, fluid mechanics, evolutionary biology, ecology,
economics, decision theory, medicine, sociology, epidemiology, and many others.
3.2 Binary Collision Approximation
One of the widely accepted techniques utilized for sputtering erosion and studying
ion irradiation induced damage on surfaces, which is important at higher energies,
is the Binary Collision Approximation (BCA) [40]. In BCA the assumption is made
that collisions between atoms can be approximated as elastic binary collisions. In
this technique, a single collision between the incident ion and a substrate atom is
evaluated by solving the classical scattering integral between two colliding particles.
The solution of the integral results in both the scattering angle of the incident ion
and its energy loss, which is transfered to the substrate atom. The scattering angle
between the ion and the target atom is calculated as
θ = pi − 2
∫ 1
ρ
0
(
1
p2
[1− v(u)
E1
(m1 +m2)
m2
]− u2)− 12du (3.2.1)
The interatomic potential is usually a screened Coulomb potential of the form
V (r) =
1
4pi0
Z1Z2
r
φ(
r
a
) (3.2.2)
where Z1 and Z2 are the atomic numbers or nuclear charges, the scalar r is the distance
between the charges and 0 is the dielectric constant. The Ziegler-Biersack-Littmark
(ZBL) screening function is often used for φ( r
a
), where a is a screening length [41].
The energy loss of an incident ion to electrons of the substrate atoms can be han-
dled separately as an inelastic energy loss. This energy loss process reduces the energy
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Figure 3.2.1: Schematic illustration of binary collision between atoms [42].
of the incoming ion, but does not change the direction of that. A substrate surface
layer atom is considered to be sputtered if its energy normal to the surface is larger
than the surface binding energy [43]. The advantages of BCA is it’s speed, which is
4-5 orders of magnitude faster than MD (see next section) [39]. This approximation is
reasonable for high-energy recoils, for when the surface binding energy is small com-
pared to the recoil energy of the atoms. Therefore BCA is based on some assumptions
and limitations. This approximation emerges when incident ions have low energies,
or in very dense substrate materials, or when chemical effects play a role in materials.
There are many computer simulation programs based on BCA which can be used
with crystalline and amorphous substrates. A static Monte-Carlo program which is
known as transport of ions in matter (TRIM) is one of the programs dealing with
amorphous targets. The dynamic version of that is TRIDYN which can describe col-
lision effects and also compositional changes in solids [44]. SDTrimSP (where S stands
for static, D for dynamic, the end S stands for serial and P for parallell) is the com-
bination of two mentioned programs with all possible output facilities provided, such
as sputtering, backscattering and transmission. The basic physical concepts used in
the newer program SDTrimSP are the same as in the previous versions. The program
assumes an amorphous substrate structure at zero temperature and infinite side size
and treats the bombardment of incident ions on different substrate structures [43].
Stopping and Range of Ions in Matter (SRIM) code [45,46] is another program which
can calculate interaction of ions with matter. The core of SRIM is TRIM. The SRIM
package contains programs for the analysis of ion scattering experimental data (called
Rutherford Backscattering Spectroscopy, RBS), and analysis of data from substrate
sputtering experiments (called Elastic Recoil Detection, ERD). The package calculates
the stopping and range of any ion, at energies up to 2 GeV/amu incident on substrate
material using a quantum mechanical treatment of ion-atom collisions (assuming a
moving atom as an "ion", and all target atoms as "atoms"). During the collisions,
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the ion and substrate atom have a screened Coulomb collision, for a potential that in-
cludes exchange and correlation interactions between the overlapping electron shells.
The incident ion also endures long range interactions creating electron excitations and
plasmons within the substrate. A qualitative description of the calculations is found
in "SRIM - The Stopping and Range of Ions in Matter", by J. F. Ziegler and J. P.
Biersack in 1985 (a new edition was published in 2009).
3.3 Molecular Dynamics Simulations
The atomistic simulation method also known as the molecular dynamics (MD) sim-
ulation method is used to study the development of a system, by simulating the
evolution of all atoms that comprise the system [5]. Suggested in 1957 by Alder and
Wainwright [47], MD simulates the system by solving Newton’s equations of motion
over all atoms. MD has the ability to calculate and predict the properties of many
body systems. Applications are predominantly in the fields of physics, chemistry and
biology. In MD the initial coordinates of atoms ri are defined at t0 (first time step)
of the simulation. The simulation is often started from temperatures above T = 0,
however this is not always the case. This initial temperature is originated by inducing
velocities according to the Maxwell-Boltzman distribution.
3.3.1 The MD Algorithm
MD solves Newton’s equations of motion for atoms. It can be based on quantum-
mechanical interactions, but the simulation used in this work is the classical MD
method, based on the Born–Oppenheimer approximation [48]. This approximation
states that the dynamics of electrons is so fast that they reach the equilibrium well
before the nuclei do. Thus, the two subsystems may be treated separately. The forces
acting between atoms are given by the so called interatomic potential. The effect
of the electrons is approximated as a single potential energy surface and electronic
effects like the formation of atomic bonds, are implicitly included in the interatomic
potential that is used.
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Figure 3.3.1: Flowchart of the basic MD algorithm.
Figure 3.3.1 describes the algorithm for an atomistic MD simulation. The algorithm
starts with setting initial positions ri and velocities vi of the atoms i = 1...N . Then,
Newton’s equations of motion for this system are solved
Fi(ri, t) = mir¨i = miai(t) = −∇riV (ri) (3.3.1)
where mi, ri(t), ai(t) and Fi(ri, t) are the mass, position, acceleration and force of
atom i at a time t, respectively, determined by the interatomic potential V (ri). The
accelerations for the atoms can be calculated from this equation.
Since we are usually also interested in macroscopic quantities such as energy, tem-
perature, pressure and etc.. In MD the time averages of these quantities are calculated,
according to the ergodic hypothesis, which states that for an ergodic system the time
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average can be replaced by an ensemble average. It has to be ensured, that the code
runs for a long enough time so that the simulation goes through all possible states
and samples the phase space sufficiently.
In addition, the timestep should fulfill the following requirements: It should be a small
fraction of the time corresponding to a maximal movement in the system due to ther-
mal vibrations as well as due to forces acting in the system. For a too long timestep,
errors accumulating in the numerical integration would lead to the non-conservation
of energy. Thus, energy conservation is always to be checked whenever a new kind of
process is simulated. This equation is solved at each time step to calculate the new
atomic configurations. In all simulations, the timestep must be much smaller than
the inverse of the fastest vibrational frequency in the system. When the timestep gets
smaller, the number of steps needed to reach the final time increases, and the model-
ing becomes computationally less efficient. In most MD-simulations the timestep is a
few femtoseconds (f s).
3.3.2 Solving Equations of Motion
The integration of Eq. 3.3.1 is done numerically, using an accurate and efficient inte-
grator algorithm. The most prominent algorithms that can be used are the so-called
(ii) leapfrog, (iii) predictor-corrector and (iv) velocity-Verlet.
(i) Verlet: All algorithms used for integration assume that the atoms position r,
velocities v, and accelerations a can be approximated using a Taylor series expansion
[49]:
r(t+ δt) = r(t) + v(t)δt) +
1
2
a(t)δt2 (3.3.2)
v(t+ δt) = v(t) + a(t)δt+
1
2
b(t)δt2 + ... (3.3.3)
a(t+ δt) = a(t) + b(t)δt+ ... (3.3.4)
In order to derive the so called Verlet algorithm we can write:
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r(t+ δt) = r(t) + v(t)δt+
1
2
a(t)δt2 (3.3.5)
r(t− δt) = r(t)− v(t)δt− 1
2
a(t)δt2 (3.3.6)
By summing these equations, we obtain
r(t+ δt) = 2r(t)− r(t− δt) + a(t)δt2 (3.3.7)
(ii) Leap-Frog: In the leap-frog algorithm, the velocities v are first calculated at
the initial time of t+ 1
2
δt, then the velocities are used to calculate the positions r, at
time t+ δt.
r(t+ δt) = r(t) + v(t+
1
2
δt)δt (3.3.8)
v(t+
1
2
δt) = v(t− 1
2
δt) + a(t)δt (3.3.9)
Here, the velocities leap over the positions and the positions also leap over the veloci-
ties. The advantage of this algorithm is that the velocities are calculated with a good
amount of accuracy, however, the disadvantage is that they are not calculated at the
same time as the positions. The velocities at time t can be approximated as:
v(t) =
1
2
[v(t− 1
2
δt) + v(t+
1
2
δt)] (3.3.10)
(iii) Predictor-Corrector: In the predictor-corrector method, an initial predic-
tion for the result is made and then this guess is corrected iteratively until the desired
accuracy is reached. The corrector step can use different methods to refine the result
by using the old data.
After computing the accelerations, the new positions for the atoms can be calculated.
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With the given timestep (δt) the new position can be calculated as
ri+1 = ri + viδt+
1
2
aiδt2 (3.3.11)
where ri and vi are the old position velocity, respectively, and ai is the calculated
acceleration. The new velocity of the atom is determined by
vi+1 = vi + aiδt (3.3.12)
However, these equations are rather inaccurate numerically, and much better ac-
curacy can be achieved by adding a few more terms to the expressions in equation
3.3.3.
(iv) Velocity-Verlet: By eliminating the half step problem of the Verlet algo-
rithm, The Velocity-Verlet algorithm yields positions r, velocities v and accelerations
a at time t. Using this algorim has the advantage that there is no compromise on
precision.
r(t+ δt) = r(t) + v(t)δt+
1
2
a(t)δt2 (3.3.13)
v(t+ δt) = v(t) +
1
2
[a(t) + a(t+ δt)]δt (3.3.14)
Generally after calculation of new positions and velocities, the list of nearby atoms for
each atom in the system must be updated, usually done every ∼10 simulation steps.
Moreover, periodic boundary conditions can be used to simulate bulk materials and
infinitely long wires without having to simulate too many atoms.
3.3.3 MD Ensembles
During the general discussion of simulations, how statistical physics serves as a back-
ground to numerical models has been dealt with. Concerning MD, statistical ensem-
bles (thermodynamic states of a system in statistical equilibrium) are of particular
interest. The most prominent ones are
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(i) the microcanonical or NV E ensemble: an isolated system, where the total
particle number N , the total volume V and the total energy E are fixed and QNV E
is the partition function for the microcanonical ensemble.
QNV E =
∑
Γ
(δ(H(Γ)− E) = 1
N !
1
h3N
∫
drdpδ(H(r, p)− E) (3.3.15)
Here the thermodynamical potential is the entropy:
S
kB
= lnQNV E, and the δ function refers to state Γ where thee total energy is
equal to E.
(ii) the canonical or NV T ensemble: a closed system with fixed N and V , where
energy can be transferred between the system and its surroundings that acts as a heat
bath keeping the temperature T constant in the system and QNV T is the partition
function for the canonical ensemble.
QNV T =
∑
Γ
(exp(−H(Γ)
kBT
)) =
1
N !
1
h3N
∫
drdp exp(−H(r, p)/kBT ) (3.3.16)
Here the thermodynamical potential here is the Helmoltz free energy [50]:
A
kBT
= − lnQNV T , A = E − ST
(iii) the isothermal-isobaric or NPT ensemble: a system in which both energy E
and volume V can fluctuate but the number of particles N is kept constant. In this
ensemble the environment serves as a heat and pressure bath maintaining a constant
temperature T and pressure P in the system and QNPT is the partition function for
the isothermal-isobaric ensemble.
QNPT =
∑
Γ
(exp(−(H(Γ) + PV )
kBT
)) =
1
N !
1
h3N
1
V 0
∫
drdp exp(−(H(r, p) + PV )/kBT )
(3.3.17)
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Here the thermodynamic potential is Gibbs’s free energy:
G
kBT
= − lnQNPT , G = E − TS + PV
(iv) the grand canonical or µV T ensemble: an open system in which all external
quantities such as energy, volume and number of particles, can change, while conju-
gated quantities temperature T , pressure p and chemical potential µ are constant and
pressure P in the system and QµV T is the partition function for the grand canonical
ensemble.
QµV T =
∑
r,N
(exp(−(H(Γ) + µN)
kBT
)) =
∑
N
1
N !
1
h3N
exp(−µN/kBT )
∫
drdp exp(−(H(r, p)/kBT )
(3.3.18)
Here the thermodynamic potential is the grand potential:
−Ω
kBT
= − lnQµV T , Ω = E − TS − µN = −PV
In the present work, the system is equilibrated using an NV E microcanonical en-
semble and NV T heat bath for energy transfer with a Berendsen [51] temperature
scaling. The temperature scaling is achieved by forcing the temperature of the system
at every timesptep to be precisely T0. The Berendsen temperature scalling essentially
is a direct scaling softened or damped with a time constant [51]. The NV T heat bath
coupling can be described as a global coupling term with an additional local noise
term R(t).
mv˙ = F −mγv +R(t) (3.3.19)
By replacing the local noise term with it’s average behavior in dEk
dt
, we get:
(
dT
dt
)bath = 2γ(T0 − T ) (3.3.20)
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and
mv˙ = F +mγ(
T0
T
− 1)v (3.3.21)
If T0 is the desired temperature, ∆t the time step and τT = 12γ the time constant of
the control. We can rewrite the temperature behavior as,
dT
T
=
1
τT
(T0 − T ) (3.3.22)
By solving for T (t) we get
T (t) = T0 + (Ti − T0)e
−t
τT (3.3.23)
where Ti = T0 is the initial temperature. By scaling the velocity as v → λv the
changes in the internal energy will be:
δE = (λ2 − 1)3
2
NkBT (3.3.24)
where N is the number of particles in the system and kB is Boltzman’s constant.
From the definition of heat capacity CV = δEδT [52] we obtain:
CV =
δE
δT
=
(λ2 − 1)3
2
NkBT
δt
τT
(T0 − T )
(3.3.25)
By solving λ we obtain:
λ2 =
2CV δt
3NkBτT
(
T0
T
− 1) + 1 (3.3.26)
Assuming that the heat capacity is given by the Dulong − Petit law [53],
CV = 3NkB (3.3.27)
We obtain the expression for the scaling parameter λ as:
λ =
√
2δt
τT
(
T0
T
− 1) + 1 (3.3.28)
25
3.3.4 Interatomic Potentials
The result of an MD simulation depends on the forces acting on the atoms. Thus, the
most critical part of the MD simulation algorithm is the calculation of these forces
(see Eq. 3.3) from the interatomic potential V (ri). So, developing desired potential
models that can describe the interaction between atoms in a solid well, is vital. These
potentials depend on different parameters. In general, they consist of attractive and
repulsive terms, to account for the attractive and repulsive interactions between elec-
trons and nuclei, due to the different charge signs, at different interatomic distances.
Although these potentials are classical, their formalism is usually derived from quan-
tum mechanical principles.
The development of interatomic potentials is an ongoing challenge for simulating ma-
terials and provides the only method to perform MD simulations. Despite all the work
done regarding producing befitting potential models, few have shown to be reliable
enough to be employed to predict quantitative energies apart from where they are fit-
ted. The objective is to reveal evolutions and physiographies that are of importance in
real materials. An essential issue for any empirical potential model is transferability.
The fact that a potential model which is fitted to one set of properties is capable of
describing another is of substantial importance. In general most potentials are not
transferable, so one has to be careful to use a potential model corresponding to the
type of application for which it is intended. For a wide variety of materials science
problems such as fracture, dislocation dynamics, phase transitions and swelling, the
physics is predominantly dictated by geometry. The potential models used in the
simulations performed in this work are presented below.
Tersoff potential The Tersoff potential model [54] is based on the bond order
concept, which implies that the strength of a bond between two atoms is not constant
and depends on the local environment, i.e. an atom with many neighbors will form
weaker bonds than an atom with fewer neighbors. Tersoff relinguished the common
use of the N-body potential [55] form and proposed a new advance by coupling two
body and higher multi atom correlations into his model.
E =
∑
i
Ei =
1
2
∑
i 6=j
Vij (3.3.29)
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Here,
Vij = fC(rij)[fR(rij) + bijfA(rij)] (3.3.30)
The potential energy here can bee seen as the bonding energy Vij and a local site
energy Ei. Here rij is the distance between corresponding atoms i and j, fA attractive
pair potential, fR repulsive pair potential and fC is the cutoff function.
fR(r) = Ae
(−λ1r) (3.3.31)
fA(r) = −Be(−λ2r) (3.3.32)
fC =

1, r < R−D
1
2
− 1
2
sin[pi
2
(r−R)
D
], R−D < r < R +D
0, r > R +D
(3.3.33)
and
bij =
1
(1 + βnζnij)
1/2n
(3.3.34)
ζij =
∑
k 6=ij
fC(rij)g(θijk)e
(−λ33(rij−rik)3) (3.3.35)
g(θ) = 1 +
c2
d2
− c
2
[d2 + (h− cosθ)2] (3.3.36)
Here ζij is the effective coordination number of atom i, d determines how sharp the de-
pendence on the angle θ is and c represents the strength of the angular effect. Defining
"bonding neighbors" and the resulting predicaments is avoided by introducing a cut-
off function that effectively cuts off after four neighbors bonding distance [54]. The
angular dependence of the polytetrahedral is still necessary to sustain the structure,
and further elaborations by Brenner [54] provides a correction for the overbinding of
radicals. The Tersoff potential gives a good description of the liquid and amorphous
state, and has become widely used in many applications, in addition to elements such
as Si and C, as well as covalently bonded compounds such as silicon carbide [56] and
tungsten carbide [57]. The Tersoff [54] formalism is by far the most broadly used
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bond order potential model. The potential model was first calibrated for silicon and
later for carbon and germanium [58] and is the basis for a large number of potentials
developed afterwards.
ZBL potential The repulsive interactions between the nuclei of atoms in materi-
als at very short distances can be considered to be substantially Coulumbic. However,
the electron clouds surrounding thee atoms acts as a divider between the nuclei at
larger distances. The repulsive potential can be described via a Coulombic repulsive
potential between the nuclei along with a screening function.
V (r) =
1
4pi0
Z1Z2
r
φ(r) (3.3.37)
Here φ(r) represents the screening function due to the effect of the electronic clouds
and for r > 0, φ(r) > 1. Z1 and Z2 are the charges of the interacting nuclei and r
represents their distance. The "universal" potential developed by Ziegler, Biersack
and Littmark (ZBL) [59], is the most commonly utilized repulsive potential formula-
tion. Free-electron gas (FEG) calculations were used to obtain the repulsive potential
for a number of randomly chosen atomic pairs. They found a shape for the repulsive
potential function by fitting a universal screening function to potentials calculated
theoretically for a large variety of atom pairs[41,59]. The screening function used in
the ZBL model is as below,
φ(re) = 0.1818e
−3.2re + 0.5099e−0.9423re + 0.2802e−0.4029re + 0.02817e−0.2016re (3.3.38)
Here re = rau , au =
0.8854a0
Z0.231 +Z
0.23
2
and a0 = 0.529Å is Bohr’s atomic radius.
Tersoff-ZBL hybrid potential The hybrid potential computes a three body Ter-
soff [58] potential with close-seperation based on the Coulumbic and Zeigler-Biersack-
Littmark (ZBL) [59] universal screening potentials. In the LAMMPS MD simulator
package this model is implemented such that the energy of the system E is given as,
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E =
1
2
∑
i
∑
i 6=j
Vij (3.3.39)
Vij = (1− fF (rij)V ZBLij + fF (rij)V Tersoffij ) (3.3.40)
fF (rij) =
1
1 + e−AF (rij−rC)
(3.3.41)
Here the ZBL component is as in Eq. 3.3.37 and 3.3.38,
and the Tersoff component V Tersoffij is as in Eqs 3.3.29 and 3.3.30.
The term fF (rij) in Equation 3.3.40 is a Fermi like function used to connect the Ter-
soff potential term with the ZBL repulsive term smoothly. At very short ranges, the
ionic repulsive interactions can be considered as a screened-Coloumbic type interac-
tion between the nuclei and a screening function φ(r). The ZBL potential model is
constructed by fitting the universal screening function φ(r) to the Biersack-Zeigler
[41] potential. In the simulations performed in this work this hybrid Tersoff-ZBL
potential model was used in the LAMMPS MD simulation package.
3.4 Defect Analysis
Defect analysis is performed utilizing the Voronoi cell method. This method is a con-
venient way to represent an irregular distribution of cell centers in lattice structures.
This is achieved by dividing the initial simulation lattice into Voronoi polyhedra and
setting the centroid of the Voronoi polyhedra on each atoms initial position in the
lattice structure. Then the initial lattice and the irradiated lattice cells are compared.
Subsequently, empty polyhedras with omitted atoms are labelled as "vacancies", poly-
hedras with two or more atoms "interstitials" and polyhedras with an atom of dis-
similar type are considered as "antisites".
The voronoi tessellation was calculated utilizing the compute-voronoi in LAMMPS
and the Voro++ software [60].
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Figure 3.4.1: Example of the computed Voronoi cells in cylindrical particle packing
using Voro++ software [61]
The tessellation is performed for the first invocations, of the simulation and then
stored. For all the following invocations the number of atoms in each Voronoi cell
tesselation is counted and stored. The compute returns a per-atom array with two
columns. The first column being the current number of atoms in the Voronoi cell
volume defined by each atom at the time of the initial invocation of the tessellation
computation [62]. The second column of the compute-voronoi consists of the total
number of atoms sharing the Voronoi cell of the saved tessellation at the initial lo-
cation of the current atom. The first column of data gained from compute-voronoi
is used to locate vacancies, while the second column is utilized to identify interstitial
atoms.
3.5 Simulation Setup
In this work, the production analysis of defects induced on an amorphous nanowire
with a Si core and SiO2 shell by a single Ar atom bombardment was simulated at
various energy ranges: energies of 30 eV, 300 eV, 1 keV, 3 keV, 10 keV and 30 keV.
The incident Ar energies are chosen so that the Ar ion penetrates through the SiO2
shell and through the Si core and exits the far end of the nanowire.
A simulation box with the dimensions x = 100Å, y = 100Å, and z = 310Å, in which
a hexagonal amorphous nanowire with an Si core and SiO2 shell with a total of
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63475 atoms and the dimensions of x =76Å, y = 76Å and z = 309Å is set up
in the LAMMPS MD simulator package. The Si core has a diameter of ∼ 48Å and
the thickness of the SiO2 shell is ∼ 14Å . The SiO2-Si interface of the substrate
nanowire was created by annealing (warming up to 1000 K and cooling down 3 times
using a Berendsen [51] temperature control) by annealing, A. Ilinov [63] [64-67]. A
visualization of the simulation setup can be seen below (see Fig. 3.5.1).
Figure 3.5.1: Simulation setup for both configurations of the nanowire: a) shows
the flat surface irradiation setup for the partially oxidized nanowire is a pristine
crystalline Si nanorod; b) shows the edge surface irradiation setup for the partially
oxidized nanowire.
In the present work, the nanowire was irradiated as studied by S. Hoilijoki [68], the
effect of energy increase on defect production is studied. The LAMMPS MD simulator
package [7] is utilized to perform classical MDS. A hybrid Tersoff-ZBL (see Tersoff-
ZBL section 3.) is used to model the potential interactions of Si-O-Si [69,70] and
the Ar-Si, Ar-O and Ar-Ar interactions are treated with the ZBL repulsive potential
model [59]. The LAMMPS MDS package uses a velocity-Verlet integrator algorithm
(see velocity-Verlet section 3.) to solve the equations of motion (Eqs. 3.3.13 and
3.3.14). A Berendsen temperature control is used at a temperature of 0.1 K with
damping parameter of 0.1 [71]. Fixed boundary conditions are applied to the sim-
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ulation box and the nanowire is fixed at the initial step of the simulation to avoid
movement. The total runtime of the simulation is 20 ps, inclusive of 20, 000 time-steps
each having the length of 1 fs. The simulations for each energy range is conducted
200 times and the the results presented are averaged over 200 runs.
Results and Discussion
An illustrative example of the end state of the Si-SiO2 nanowire after an irradiation
run is presented for each ion energy in Fig. 4.1 for the flat surface irradiation and Fig.
4.2 for the edge irradiation. For irradiation with the incident Ar energy at 30 eV, the
incident Ar atom deposits its energy within the first couple of atomic layers, and the
damage is confined to the surface. At the incident energy of 300 eV, a small collision
cascade [72-74] is formed at the surface, and the incident Ar atom penetrates into
the Si-SiO2 nanowire to the depth of a few atomic layers. Beyond this energy, the Ar
atom is capable of traveling through the entire cross section of the Si-SiO2 nanowire.
At 1 keV, the incident Ar atom is deflected in the core and exits through one of
the adjacent surfaces to the entry point of the Ar atom into the Si-SiO2 nanowire,
spawning small cascades while entering and exiting the Si-SiO2 nanowire. At 3 keV,
the cascades created by the traversing Ar atom are larger. At 10 kev the cascades
are the largest and the most damage is produced. Finally at 30 keV, the incident Ar
atom travels through the Si-SiO2 nanowire and exits the wire from the opposite side.
The damage produced is mainly formed upon entering and exiting the wire, again.
Fig. 4.3 show an illustrative example of five states (timesteps) of a simulation run
for each of the incident Ar energies irradiating the Si-SiO2 nanowire. The Ar atom is
incident on the edge of the Si-SiO2 nanowire in Fig. 4.3 for all simulations presented.
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Figure 4.1: An example of the end state of an irradiation run for each of the irradiation
energies used for the Si-SiO2 nanowire. The Ar ion is incident on the top surface (flat
configuration of irradiation). The color coding here is by potential energy with red
being high and green low.
Figure 4.2: An example of the end state of an irradiation run for each of the irradiation
energies used for the Si-SiO2 nanowire. The Ar ion is incident on the left-hand side of
the surface (edge configuration of irradiation). The color coding here is by potential
energy with red being high and green low.
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Figure 4.3: An example showing five states of a simulation run for each of the irradi-
ation energy ranges used to irradiate the Si-SiO2 nanowire. The Ar ion is incident on
the left-hand side of the surface (edge congfiguration of irradiation). The color coding
here is by potential energy with red being high and green low.
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The general conclusion can be made that the damage produced is predominantly
created on the surfaces of the Si-SiO2 nanowire. In Figs. 4.4 and 4.5, the ratio of the
density of defects produced at irradiation energy of 1 keV to the density of atoms in
the pristine Si-SiO2 nanowire, Cdef [75,76], is presented as a function of perpendicular
distance from the surface of the nanowire. The analysis is presented for a both edge
and flat surface irradiation configurations.
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Figure 4.4: Separate concentrations
of vacancies and interstitials created
by 1 keV irradiation during the en-
tire set of runs for the flat surface
of the nanowire as a function of dis-
tance from the front surface.
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Figure 4.5: Separate concentrations
of vacancies and interstitials created
by 1 keV irradiation during the en-
tire set of runs for the edge surface
of the nanowire as a function of dis-
tance from the front surface.
Figures 4.6 and 4.7 show the concentration of defects produced at irradiation energy
of 10 keV for both edge and flat surface irradiation configurations.
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Figure 4.6: Separate concentrations
of vacancies and interstitials created
by 10 keV irradiation during the en-
tire set of runs for the flat surface
of the nanowire as a function of dis-
tance from the front surface.
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Figure 4.7: Separate concentrations
of vacancies and interstitials created
by 10 keV irradiation during the en-
tire set of runs for the edge surface
of the nanowire as a function of dis-
tance from the front surface.
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Figures 4.8 and 4.9 show the results for the total number of each type of point defect
produced in the MDS runs of Ar atoms incident on the nanowire. The decrease in
defect production in the nanowire at high energies of the incident Ar atom can be
attributed to the increased transmission of Ar atom for increasing irradiation energy.
The damage prduction and number of point defects decreases significantly when the
Ar atom travel through the Si-SiO2 nanowire at irradiation energy of 30 keV.
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Figure 4.8: Results for the total num-
ber of each type of defect produced
in the MD runs on the nanowire flat
surface.
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Figure 4.9: Results for the total num-
ber of each type of defect produced in
the MD runs on the nanowire edge
surface.
In figures 4.10 and 4.11 the results for the total number of each type of point defect
produced in the MDS runs of Ar atoms incident on the nanowire with a logarithmic
scalling on the x axis are presented.
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Figure 4.10: Total number of each
type of defect produced in the MD
runs on the nanowire flat surface.
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Figure 4.11: Total number of each
type of defect produced in the MD
runs on the nanowire edge surface.
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The concentration of total defects produced Cdef [76] is compared between both edge
and flat surface irradiation configurations in Fig.4.12 for an incident argon with 1 keV
energy.
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Figure 4.12: Concentration (see text) of point defects (vacancies or interstitials) cre-
ated by 1 keV irradiation during the entire set of runs as a function of distance from
the front surface of the nanowire for flat and edge configurations. The dotted line
indicates the SiO2 shell and Si core interface.
The concentration of the total point defects (vacancies, interstitials)Cdef [76] created
by 1 keV Ar atom irradiation on the Si-SiO2 nanowire shows a higher concentration
for the edge configuration on the SiO2 shell in comparison to the flat surface configu-
ration. Cdef [76] for the SiO2 shell region shows a nonlinear format, whereas for the Si
core region of the nanowire Cdef has a more linear orientation compared to the SiO2
shell. This behavior of Cdef is correlative for both edge and flat surface irradiation
configurations and independent of irradiation configuration.
In figure 4.13 the concentration of total defects produced Cdef [76] is compared be-
tween both edge and flat surface irradiation configurations for an incident argon with
10 keV energy.
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Figure 4.13: Concentration (see text) of point defects (vacancies or interstitials) cre-
ated by 10 keV irradiation during the entire set of runs as a function of distance from
the front surface of the nanowire for flat and edge configurations. The dotted line
indicates the SiO2 shell and Si core interface.
Finally, the results for the total number of defects for all the irradiation simula-
tions are presented in Fig. 4.14 and Fig. 4.15 with a linear and logarithmic x axis
respectively.
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Figure 4.14: Results for the total number of defects for all NW irradiation runs.
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Figure 4.15: Total number of defects for all NW irradiation runs.
The total number of defects produced at 10 keV is the highest number of defects
produced for both edge and flat surface irradiations of the nanowire. The differences
between the flat surface and the edges can be due to the almost random orientation of
atoms in the amorphous layer, therefore the amorphous layer is more likely to prevent
channeling for ions incident on the nanowire.
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Conclusions
The process of understanding radiation effects on Si is of great significance for ad-
vancements in semiconductor technology. The research work presented here gives some
understanding of the defect production process of the amorphous Si-SiO2 nanowire.
The defect production mechanism and effects grant a rare insight into the fascinating
atomic world which involves a broad range of fundamental physics.
The energy for sputtering atoms off the surface of the nanowire can be smaller than
the threshold energy in the bulk core, which implies that damage in the nano wire
is predominantly in the surface region. This was confirmed when the ion irradiation
of our Si-SiO2 nanowire was simulated using classical MD. Defect production is pre-
dicted to be mostly concentrated on the surface of the wire, and the finite diameter of
the wire leads to a peak in defect production before the transmission of ions becomes
predominant at high irradiation energies. At the peak, the amount of defects created
is increased by as much as a factor of five in comparison to the bulk surface, which is
an example of the effect of the large surface area to volume ratio of nanostructures.
We can clearly see that for all irradiation energies, the defects are in fact concentrated
in the SiO2 shell and surface interface region of the Si core region of the nanowire.
The observed defects and sputtering yields are mainly caused by the combination of
the material of the nanowire, in this case Si and especially SiO2. It can be concluded
that defect production in the systems is largely a surface effect. This can be due to
two major factors, the first being the large surface-to-volume ratio of the nanowire
and secondly that the amorphous SiO2 shell decreases the penetration probability and
prevents channeling by slowing down the incident ions. For high irradiation energies,
the increased incident energy leading to the transmission of the Ar atom through the
nanowire causes a notable decrease in defect production in the nanowire substrate,
thus increasing the defect production on the adjacent surface region of the nanowire.
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