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Adaptar un Servidor Proxy Caché a una infraestructura P2P basada en DHT que 
permita a los navegadores web sobre máquinas de escritorio compartir sus caché 
locales, transfiere las bondades de los sistems P2P DHT a la gestión de caché en 
un Servidor Proxy. Este trabajo analiza los sistemas P2P basados en DHT, sus 
componentes, la implementación jDHT-UQ [7] y las arquitecturas de un Servidor 
Proxy Caché así como la de un sistema P2P DHT para realizar su integración; con 
base en lo anterior se diseña, implementa y documenta un prototipo con funciones 
mínimas que se valida sobre una red LAN estable. Para la realización del trabajo 
se utilizó una adaptación metodológica constituida por 5 fases que son estudios 
previos, análisis del problema, diseño de la solución, implementación y pruebas; 
además se utilizó la guía de buenas prácticas especificadas por el PMI [14] para la 







El trabajo que se presenta tuvo sus cimientos en el proyecto denominado Diseño 
de un Servidor Proxy Caché: Arquitectura, Algoritmos e Implementación elaborado 
como requisito de grado a nivel de la Especialización en Redes de Datos realizada 
en la Universidad Tecnológica de Pereira, con el apoyo del Grupo de Investigación 
en Redes, Información y Distribución – GRID de la Universidad del Quindío; en 
consideración se utiliza el servidor proxy caché como punto de partida al cual se le 
acoplará un sistema P2P DHT para la gestión del caché. Los servidores proxy 
caché son una instancia intermedia del tráfico de entrada y salida a Internet, en él 
convergen situaciones que inciden en el desempeño de la red como el rendimiento 
y la seguridad [1,2,3]. El rendimiento afecta la agilidad al momento de generarse 
transacciones entre los usuarios de la red y los servidores de origen,  y cuellos de 
botella que se producen por la concurrencia de solicitudes que llegan desde los 
clientes que desean salir a Internet [4].El control de acceso como mecanismo de 
seguridad afecta la agilidad y el rendimiento de la red; además la disponibilidad se 
puede vulnerar al considerarse el caché como punto único de falla. 
 
Las arquitecturas P2P son sistemas distribuidos constituidos por nodos 
interconectados capaces de auto organizarse en una red con el fin de compartir 
recursos tales como contenido, ciclos de CPU, almacenamiento y ancho de banda, 
capaz de adaptarse a fallos y a la entrada y salida de nodos manteniendo 
conectividad y desempeño aceptable y la escalabilidad, sin intermediarios o 
servidores centralizados [5]. 
 
Los sistemas p2p DHT son sistemas distribuidos sin control centralizado u 
organización jerárquica, en los cuales cada nodo ejecuta software con 
funcionalidad equivalente [8]. 
 
Para los fines de este trabajo se describirá y utilizará Chord [8] como protocolo 
escalable de búsqueda distribuido en un sistema p2p dinámico con entradas y 
salidas constantes de nodos, los cuales están organizados en una topología de 
anillo [8]. 
 
Los sistemas P2Pevolucionaron asistemas estructurados basados en DHT 
(Distributed Hash Table)los cuales corresponden a una estructura de datos 
escalable y eficiente para almacenar y encontrar objetos (archivos) en un gran 
conjunto de nodos con grandes volúmenes de datos, utilizando diferentes 
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algoritmos para su distribución ubicados en una red sobrepuesta desacoplada de 
la topología física y utilizando una función hash [6]. En los sistemas P2P 
estructurados la información se encuentra en los nodos sin que alguno conozcala 
totalidad de la información o detalles de la topología del sistema. 
 
Entre las implementaciones de Chord se encuentra jDHT-UQ como producto que 
surge del Grupo de Investigación en Redes, Información y Distribución GRID, 
donde se realizó la investigación de infraestructuras P2P  DHT y se implementó un 
prototipo basado en la investigación [7]. 
 
Este trabajo utiliza la implementación jDHT-UQ para la creación de un repositorio 
distribuido de archivos basado en un sistema peer-to-peer DHT cuya capa de 
enrutamiento es manejada por el algoritmo Chord y la gestión de almacenamiento  
por DHash [7,8]. La solución se manifiesta a través de una API creada con fines 
académicos desarrollada en java, multiplataforma, tolerante a fallos y concebida 
para ejecutarse de 2 formas, sobre un solo host a través de una estructura de 
datos, y en red sobre una LAN estable. Se destacan entre las funcionalidades de 
jDHT-UQ los métodos Put y Get así como la salida voluntaria de nodos [7]. 
 
Considerando que este proyecto surge como trabajo futuro del ejercicio 
desarrollado por GRID [7], se tendrá en cuenta la implementación jDHT-UQ como 
sistema P2P DHT para soportar el esquema que permitirá la distribución del caché 
que servirá de apoyo al servidor proxy, dando continuidad a la línea de trabajo que 
se ha venido adelantando en GRID. 
 
El servidor proxy caché que se utiliza en este documento se denomina 
HTTPProxyServer corresponde al trabajo de grado realizado por José Andrés 
Uruburo para la Especialización en Redes de Datos de la Universidad Tecnológica 
de Pereira, bajo la dirección de Carlos Eduardo Gómez, donde se diseñó y 





1. PLANTEAMIENTO DEL PROBLEMA 
 
 
Un servidor proxy intercepta las solicitudes HTTP generadas por los usuarios de la 
red, para luego reenviarlos a los servidores de origen en representación de los 
clientes. Cuando este esquema se ejecuta de forma centralizada, se puede 
convertir en un cuello de botella efecto causado por la concurrencia de solicitudes, 
puede representar un punto único de falla capaz de negar el acceso a los 
contenidos, y el esquema de control de acceso requerido para la seguridad afecta 
el rendimiento de la red; esto exige infraestructura que corresponda a los 
requerimientos y su adecuada administración. 
 
Por lo anterior, se propone hacer una investigación acerca del comportamiento de 
un servidor proxy caché sobre una infraestructura DHT con el fin de distribuir el 
servicio de almacenamiento de cache aprovechando los beneficios de los 







2.1. OBJETIVO GENERAL 
 
 
Adaptar un servidor proxy caché a una infraestructura peer-to-peer basada en 
DHT que permita que los navegadores web sobre máquinas de escritorio 
compartan sus cachés locales. 
 
 
2.2. OBJETIVOS ESPECÍFICOS 
 
 
1. Analizar los sistemas P2P basados en DHT y sus componentes. 
2. Analizar la implementación de un sistema P2P DHT. 
3. Analizar a nivel de arquitectura un servidor proxy caché y un sistema P2P DHT 
para realizar su integración. 
4. Implementar un prototipo que integre un servidor proxy caché con un sistema 
P2P DHT dentro de una red LAN estable. 








Un servidor proxy caché distribuido sobre un sistema P2P DHT obtiene los 
beneficios de la descentralización como escalabilidad, auto organización y 
tolerancia a fallas de los nodos, generando una alternativa de solución ante el 
punto único de falla y el cuello de botella como posibles factores de riesgo 
inherentes al caché web centralizado. Esta alternativa se propone para los web 
cachés ubicados en una red LAN donde un conjunto de máquinas cooperan bajo 
un esquema P2P que realiza sus funciones, facilitando el intercambio de objetos 
web entre los nodos que cumplen doble función, como navegadores web y como 
cache web. Un caché web P2P descentralizado ofrece un conjunto de recursos 
representados en máquinas de escritorio logrando el desempeño sin requerir 
hardware adicional. En términos de localización de objetos, es un esquema de 
enrutamiento basado en P2P que puede verse como una estructura de 






4. MARCO CONCEPTUAL 
 
 
Los servidores proxy cache corresponden a una tecnología ampliamente 
estudiada a finales de los años 90, donde su campo de aplicación ha quedado 
suficientemente explorado y dado a conocer a la comunidad académica 
internacional [10]. Sin embargo, cuando este esquema se ejecuta de forma 
centralizada, puede generar un cuello de botella por concurrencia de solicitudes, 
puede presentar un punto único de falla capaz de negar el acceso a los 
contenidos, y el control de acceso establecido como esquema de seguridad puede 
afectar el rendimiento de la red. 
 
Un servidor proxy cache intercepta solicitudes HTTP de los clientes, busca el 
objeto en su caché y si lo encuentra se lo devuelve al cliente, de lo contrario, 
consulta al servidor de origen, obtiene el objeto y antes de enviárselo al cliente, 
guarda una copia en su caché. Los servidores proxy caché normalmente se ubican 
en las fronteras de la red y son evaluados en términos de velocidad, escalabilidad 
y confiabilidad [1]. 
 
Los sistemas peer-to-peer son sistemas distribuidos conformados por nodos 
interconectados, capaces de auto organizarse en una red con el objetivo de 
compartir recursos tales como contenido, ciclos de CPU, almacenamiento y ancho 
de banda, capaz de adaptarse a fallas y a la entrada y salida de nodos 
manteniendo la conectividad, el desempeño aceptable y la escalabilidad, sin 
intermediarios o servidores centralizados [5]. La primera generación de estos 
sistemas compartía datos sobre un conjunto dinámico no estructurado de 
participantes, donde la solicitud de objetos se realiza por propagación, lo cual 
exige consumo de recursos de red que desborda los tiempos de respuesta. La 
segunda generación está definida por sistemas peer-to-peer estructurados que 
intentan mejorar la propagación de consultas a partir de la gestión de un conjunto 
de participantes dinámico y heterogéneo, donde su organización lógica está 
sustentada por una tabla hash distribuida [13]. Los sistemas peer-to-peer basados 
en DHT son una clase de sistemas peer-to-peer donde los objetos se asocian a 
una clave y cada uno en el sistema responde por almacenar cierto rango de datos 
[6]. Las tablas hash distribuidas son sistemas estructurados escalables y eficientes 
para almacenamiento y localización de objetos sobre un conjunto de nodos 
ubicados en una red sobrepuesta que se desacopla de la topología de red física, y 
que utiliza diferentes protocolos de enrutamiento para distribuirlos de manera 
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uniforme mejorando la recuperación de datos y reduciendo los problemas 
relacionados con la alta tasa de rotación [6]. 
 
Una red sobrepuesta consiste en una red lógica formada sobre una física, donde 
los enlaces lógicos pueden representar uno o varios enlaces físicos que pueden 
ser geográficamente distantes, pero adyacentes en la red sobrepuesta; además 
ambas redes son independientes [5,7]. Sobre la red sobrepuesta operan 
protocolos de enrutamiento peer-to-peer auto organizados y descentralizados que 
funcionan con una tabla hash distribuida y escalable, mediante la asignación 
confiable dado un objeto clave relacionado con un único nodo activo en la red. 
Estos sistemas balancean el almacenamiento y cargan consultas de forma 
transparente tolerando nodos fallidos y otorgando sentencias de enrutamiento 
eficientes. Entre los protocolos más populares se encuentran CAN, Chord, 
Tapestry y Pastry [4]. 
 
Los sistemas peer-to-peer DHT consideran tres capas funcionales en su 
arquitectura que son DistributedLookupService (DLS) como soporte a la red 
sobrepuesta, Distributed Storage Service (DSS) que ofrece servicios de 
persistencia de datos y finalmente Distributed Data Service (DDS) que gestiona 
datos con recursos semánticos [9]. 
 
Squirrel es un sistema que permite habilitar navegadores web en máquinas de 
escritorio para que compartan sus cachés locales, con el fin de formar un caché 
web eficiente y escalable, con los beneficios de auto organización y tolerancia a 
fallas de los nodos propio de los sistemas peer-to-peer basados en DHT. Squirrel 
utiliza Pastry como protocolo de enrutamiento que funciona como localizador de 
objetos que identifica, localiza y enrruta a los nodos que conforman la caché 
donde se encuentra el objeto web solicitado [4]. 
 
jDHT-UQ es una implementación para la creación de un repositorio distribuido de 
archivos basado en un sistema peer-to-peer DHT, que utiliza Chord como 
protocolo de enrutamiento y DHash como esquema de almacenamiento. jDHT-UQ 
fue concebido con fines académicos y puede ser ejecutado sobre un solo host 
como una estructura de datos, o sobre una red estable donde la volatilidad de 







Este trabajo pretende investigar la posibilidad de que los navegadores web 
corriendo sobre máquinas de escritorio puedan utilizar los beneficios de una 
infraestructura P2P basada en DHT para compartir la información almacenada en 
caché tomando como referencia el trabajo “Squirrel: A descentralized peer-to-peer 
web caching” presentado por [4], y dando continuidad a otros trabajos realizados 
en el GRID denominados “Investigación de infraestructuras peer-to-peer DHT e 
implementación de un prototipo basado en la investigación” [7] y “Diseño de un 
servidor proxy caché: arquitectura, algoritmos e implementación” [10]. Para 
alcanzar el objetivo se toma como referente el algoritmo Chord [8] como 
mecanismo de enrutamiento con el apoyo de DHash [9] como método de 
almacenamiento, ambos implementados en jDHT-UQ [7]. En cuanto al servidor 
proxy caché, corresponde al desarrollo realizado en el trabajo de grado de la 
Especialización en Redes de Datos de la UTP. En consecuencia, el trabajo 
propuesto consiste en la integración a nivel de arquitectura y desarrollo de un 
prototipo funcional de un servidor proxy caché sobre un sistema P2P DHT para 







La adaptación de un servidor proxy caché a una infraestructura peer-to-peer 
basada en DHT que permita que los navegadores web sobre máquinas de 
escritorio compartan sus cachés locales se realizó en el marco de la investigación 
tecnológica en ciencia de la ingeniería, donde la metodología utilizada es producto 
de una adaptación de la metodología propuesta por [11, 14] e implementada por 
[12]. Con base en este esquema se plantean cinco fases donde convergen 
Estudios previos, Análisis del problema, Diseño de la solución, Implementación y 
Pruebas. 
 
La primera fase está compuesta por el documento donde se especifica el 
anteproyecto, el EDT (Estructura de División del Trabajo), plan de trabajo y matriz 
de riesgos. El esquema de planeación se basa en las buenas prácticas 
especificadas por el PMI para la ejecución de proyectos y se complementa con 
atributos de calidad y buenas prácticas en la ingeniería de software según el 
esquema planteado por el GRID en la realización de proyectos de investigación, 
esto con el fin de evitar ambigüedades en tiempos de ejecución. Además, se 
realizará la búsqueda y organización de la información, revisión bibliográfica y el 
análisis de los trabajos relacionados, logrando identificar el estado general del 
tema. Finalmente en esta etapa se obtiene la formulación del proyecto. La 
segunda fase se busca comprensión los sistemas P2P basados en DHT y sus 
componentes, así como la implementación de un sistema P2P DHT. La tercera 
fase consiste en analizar a nivel de arquitectura el servidor proxy caché y un 
sistema P2P DHT con el fin de lograr su integración. La cuarta fase tiene como 
objetivo la implementación del prototipo en una red LAN estable, materializando el 
diseño realizado. Durante la última fase se hará la validación del trabajo para 
facilitar su comprensión a través de la aplicación de los casos de prueba 
funcionales sobre el prototipo. Finalmente se culmina con la elaboración del 







Dado que este proyecto es una labor conjunta entre la Universidad Tecnológica de 
Pereira y el GRID de la Universidad del Quindío, se requiere de las bases de datos 
electrónicas, libros e investigadores en el área disponibles para brindar apoyo en 
las diferentes fases a medida que se requiera. Además es necesario un 
computador donde se pueda realizar la integración del servidor proxy caché con el 









Las redes peer-to-peer basasdas en DHT son sistemas distribuidos 
descentralizados, estructurados, escalables y eficientes que permiten almacenar y 
localizar archivos en una red overlay [22]. En esta sección se analizarán los 
sistemas P2P DHT a partir de sus conceptos básicos, junto con el listado de 
implementaciones populares; luego se analizarán los componentes de estos 
sistemas con base en su especificación y funcionamiento. 
 
 
8.1. CONCEPTOS BÁSICOS DE SISTEMAS P2P DHT 
 
 
8.1.1. Sistema distribuido y computación peer-to-peer 
 
Un sistema distribuido es aquel en el que los componentes ubicados en una red 
de computadores comunican y coordinan sus actividades por transferencia directa. 
La computación peer-to-peer, en adelante P2P es un sistema distribuido que 
interconecta nodos con el objetivo de compartir recursos computacionales como 
contenidos, almacenamiento, ciclos de cpu y ancho de banda a través de 
intercambio directo. Se caracteriza por la tolerancia a fallas producto de la entrada 
y salida de nodos, la escalabilidad, la auto-organización, la resistencia a la 
censura, el control central, la aceleración del proceso de comunicación, la 
reducción de costos de colaboración y el mantenimiento de la conexión; cumple 
funciones de administración, mantenimiento, responsabilidad, posesión, 
introducción, recuperación, cifrado, descifrado, verificación de archivos, ejecución 
de tareas, localización, almacenamiento, enrutamiento, conexión y desconexión de 
nodos, aspectos que son distribuidos de forma unilateral e independiente; se 
clasifica en tres categorías que son comunicación y colaboración, computación 
distribuida y distribución de contenidos. La computación P2P para comunicación y 
colaboración tiene como objetivo la comunicación en tiempo real y la colaboración 
entre pares a través del aporte de infraestructura. La computación distribuida tiene 
como objetivo dividir tareas en unidades de trabajo y distribuir dichas unidades 
entre los peers que las ejecutan y devuelven el resultado, lo anterior mediante el 
uso de la capacidad de procesamiento. Finalmente la computación P2P para la 
distribución de contenidos tiene como objetivo almacenar, publicar, acceder y 
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consultar archivos por medio del almacenamiento distribuido que se caracteriza 
por ser eficiente, organizado e indexado [15,5]. 
 
La computación P2P para la distribución de archivos resuelve aspectos 
funcionales de seguridad, anonimato, equidad, escalabilidad, desempeño, gestión 
y organización de recursos, y se divide en dos categorías que son aplicaciones 
P2P e infraestructura P2P; a su vez las aplicaciones P2P se subdividen en dos 
categorías que son aplicaciones para el intercambio de archivos, y las 
aplicaciones para la publicación y almacenamiento de archivos. Las aplicaciones 
para el intercambio de archivos tienen como objetivo la búsqueda y transferencia 
de archivos mediante el intercambio entre peers. Las aplicaciones P2P para la 
publicación y almacenamiento de archivos tienen como objetivo publicar, 
almacenar y distribuir por medio del acceso controlado de peers privilegiados y el 
intercambio entre ellos; además se caracteriza por la resistencia a la censura, el 
control, la persistencia, la seguridad, el anonimato, la actualización y la remoción 
de archivos [5]. 
 
La infraestructura P2P para la distribución de contenidos tiene como objetivo la 
localización, enrutamiento, anonimato y gestión de reputación de archivos 
mediante el uso de frameworks de servicios y aplicaciones y se caracteriza por la 
distribución masiva de contenidos, el control no global, la heterogeneidad de peers 
y de datos, la autonomía de fuentes de datos, el volumen de datos compartidos y 
el alto churnrate [5,9]. 
 
 
8.1.2. Sistemas peer-to-peer estructurados y no estructurados 
 
Las arquitecturas p2p se clasifican en centralizadas, descentralizadas no 
estructuradas y descentralizadas estructuradas. Las centralizadas están 
compuestas por un directorio que administra las consultas realizadas por los 
nodos, generando dificultades para la escalabilidad y estableciendo un punto único 
de falla; entre las implementaciones populares de esta arquitectura se encuentra 
Napster [16, 17]. 
 
Las arquitecturas descentralizadas no estructuradas permiten la distribución de 
datos haciendo uso de mecanismos como la inundación, donde se administran los 
datos de manera independiente, sin directorios centralizados, situación que genera 
dificultades al momento de escalar. Este tipo de arquitecturas está compuesta por 
peers, en ella no se ejerce control sobre la topología haciendo dificil la 
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localización, no facilita la actualización, genera altos tiempos de retardo debido al 
intercambio de mensajes ocasionado por el tráfico, lo que conlleva a la saturación 
del sistema. Entre las implementaciones populares de esa arquitectura se 
encuentra Gnutella [16, 17]. 
 
Las arquitecturas descentralizadas estructuradas facilitan la búsqueda eficiente 
haciendo uso de una red overlay que implica tener conocimiento global de la red, 
no requiere directorio central, permite la entrada y salida de nodos y archivos y su 
localización precisa. Entre las implementaciones populares se encuentran Chord, 
Tapestry, Can y Past [16, 17]. 
 
 
8.1.3. Función Hash y tabla hash 
 
El messagedigest corresponde a un valor de longitud fija que proporciona control 
de integridad producto de aplicar a un mensaje de entrada una serie de 
operaciones matemáticas que en conjunto se conocen como función hashing; 
MD5 y SHA-1 son algoritmos populares que implementan la función hash, el 
primero calcula un valor de 128 bits mientras el segundo lo calcula de 160 bits. 
Una función hash se puede aplicar sobre diferentes atributos del objeto como el 
nombre, el tamaño, la dirección IP o la fecha de creación con el fin de generar un 
identificador que se asociará a una posición donde se encuentra el nodo que lo 
almacenará [18, 19, 20, 21, 22, 23,24]. Una función hashing tiene propiedades 
como: 
 
• Dado el mensaje m, es facil calcular el messagedigest de m. 
• Dado  el messagedigest de m, no es posible encontrar el mensaje m que 
fue utilizado para calcularlo. 
• Dado un mensaje m, no es posible encontrar otro mensaje m’ tal que 
produzca el mismo menssagedigest. 
• Cualquier cambio en el mensaje m produce un messagedigest distinto. 
 
MD5 (MessageDigest 5), definido en el RFC 1321 corresponde a la quinta versión 
de una serie de métodos para el cálculo del messagedigest diseñado por Ronald 
Rivest del MIT en 1992; este algoritmo funciona truncando los bits de forma tal que 
cada bit de salida es impactado por cada bit de entrada. El algorimo comienza 
aplicando un padding (relleno) inicial al mensaje m, al cual se le agrega un valor 
entero de 64 bits; la longitud total del mensaje es múltiplo de 512 bits y se calcula 
en un proceso de 4 iteraciones tomando un bloque de 512 bits de entrada el cual 
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se mezcla por completo con el buffer inicial de 128 bits utilizando una tabla basada 
en la función seno [19]. 
 
SHA-1 (Secure Hash Algorithm 1) definido en el RFC 3174 al igual que MD5 
procesa datos de entrada en bloques de 512 bits para producir un messagedigest 
de 160 bits; este inicia con un paddig que consta de 1 bit seguido por la cantidad 
de ceros necesarios para hacer del mensaje m un múltiplo de 512 bits, 
posteriormente se ejecutan maniobras basadas en la función XOR y en 
desplazamientos de bits;  finalmente la diferencia de longitud entre SHA-1 y MD5 
hace que el primero sea más seguro. En la actualidad se cuenta con el algoritmo 
SHA-3 que junto con SHA-2 complementan la serie; este consta de 4 funciones 
hash criptográficas denominadas SHA3-224, SHA3-256, SHA3-384 y SHA3-512 
así como 2 funciones de salida denominadas SHAKE128 y SHAKE256. SHA-3 se 
basa en el algoritmo KECCAK seleccionado por NIST como ganador del concurso 
de criptografía [19, 31]. 
 
Una tabla hash es una estructura de datos que organiza eficientemente llaves 
sobre valores, asigna identificadores a objetos y es usada como índice para 
mejorar el acceso a datos [18,20,21]. Los sistemas p2p estructurados se conocen 
como DHT, surgen como evolución de los modelos de índices centralizados y 
totalmente descentralizados por inundación, y son estructuras que se distribuyen  
entre los peers donde cada nodo almacena una parte de ella, además permite 
localizar datos de manera eficiente por medio de un índice descentralizado y 
uniformemente repartido entre los nodos del sistema, facilitando la escalabilidad, 
el almacenamiento y la localización de objetos mediante la gestión de conjuntos 
dinámicos y heterogéneos de peers [22, 25, 26, 27]. 
 
 
8.1.4. Sistema DHT 
 
Un sistema DHT mapea llaves para nodos en una infraestructura p2p lo cual 
provee una visión global de la información distribuida a lo largo de muchos peers 
[20,22,23], independiente de su ubicación actual facilitando la gestión de entrada y 
salida de nodos a la red, soporta búsquedas eficientes de coincidencia exacta [24], 
permite construir aplicaciones con alta escalabilidad y disponibilidad 
proporcionando un adecuado manejo de peers dinámicos a gran escala, haciendo 
uso de las parejas (llave, valor) donde cualquier nodo participante en la red puede 




Una red overlay está compuesta por un conjunto de uniones virtuales entre peers 
que se encuentran enlazadas por medio de conexiones físicas subyacentes sobre 
las cuales se forma una red lógica abstracta que reside por encima de la red de 
computadores [18,20,22]. Las tablas hash distribuidas se construyen sobre una 
red overlay donde la información almacenada está formada por parejas (llave, 
valor) [24,25,26] insertadas luego de determinar el peer cuyo identificador sea el 
más cercano a la llave al cual se envía un mensaje con instrucciones para su 
almacenamiento; de forma similar, para acceder al contenido del peer se consulta 
la DHT suministrando la llave que coincida con la pareja (llave, valor) deseada [27, 
28, 29, 30].  
 
DHT funciona bajo un esquema de enrutamiento sobre una red overlay que 
entrega solicitudes de una llave al nodo actualmente responsable de ella, sin 
necesidad de conocer toda la red, las llaves o las máquinas [18, 20, 22, 24]. El 
proceso de enrutamiento se logra a través de varios saltos donde cada nodo 
mantiene un pequeño conjunto de vecinos y los mensajes se enrutan al más 
cercano [25, 26, 27, 28, 29, 30]. 
 
Para afrontar la escalabilidad cada peer solo controla su inmediato sucesor que 
será el peer más próximo [18, 20, 22], además cada peer es consciente de la 
existencia de otros dos que son su inmediato sucesor y predecesor [24, 25, 26], 
sin embargo para gestionar la salida los peers controlan su primer y segundo 
sucesor cuya actividad verificará periódicamente, además cada nodo mantendrá 
una pequeña cantidad de información de los otros nodos, por lo que no será 
costoso mantener el índice actualizado[27, 28, 29, 30]. 
 
DHT está compuesto por tres capas que gestionan algoritmos para buscar los 
nodos teniendo en cuenta que ubicar un objeto se reduce a enrutarlo hacia el peer 
que lo contiene. La primera capa se denomina DLS (DistributedLookupService) se 
encarga de gestionar la búsqueda de peers y el enrutamiento de mensajes 
haciendo uso de los métodos get para retornar el objeto y put para insertarlo, con 
el apoyo del método lookup y la llave que indetifica el peer [18, 20, 22]. Entre las 
implementaciones populares para esta capa se encuentran Chord y Pastry. La 
segunda capa se denomina DSS (Distributed Storage Service) encargada de 
gestionar el almacenamiento y recuperación de objetos ante la entrada y salida de 
nodos; entre las implementaciones populares para esta capa se encuentran Past y 
Dhash [24, 25, 26]. La tercera capa denominada DDS (Distributed Data Service) 
es la encargada de gestionar las aplicaciones que se implementan sobre las capas 
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DLS y DSS; entre las implementaciones populares de esta capa se 
encuentranPinS y PIER [27, 28, 29, 30]. 
 
En DHT todos los nodos tienen las mismas funciones, por lo que no se requiere 
intervención de uno en particular para el buen desempeño del sistema [18, 20, 22, 
24]. Entre las implementaciones populares para DHT se encuentran Chord, Can, 
Pastry y Viceroy [25, 26, 27, 28, 29, 30]. 
 
 
8.1.5. Características de los sistemas DHT 
 
Los sistemas DHT se caracterizan por los siguientes aspectos [20, 23, 25, 28, 31]: 
 
• Las consultas son enrutadas por medio de un número pequeño de nodos 
hacia el objetivo. 
• La distribución de identificadores de nodos e índices de datos se hace de 
manera balanceada. 
• Si el índice existe en el DHT el dato también existe. 
• Los sistemas DHT aprovechan el poder computacional de recursos en red 
de forma rentable. 
• Los sistemas DHT realizan búsquedas de coincidencia exacta. 
• El desempeño del DHT depende del comportamiento de los nodos en la red 
overlay. 
• Un sistema DHT es escalable. 









Chord es un protocolo de búsqueda distribuida que surge a partir de la 
implementación de un sistema peer-to-peer que utiliza una geometría de 
enrutamiento en anillo en una red overlay; proporciona un servicio eficiente de 
distribución y consulta con balanceo de carga, descentralizado, escalable, 
confiable y flexible; se centra en la prestación de una tabla hash que funciona 
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resolviendo parejas (llave, valor) y sirve como tabla de enrutamiento con 
crecimiento logaritmico para enrutar objetos cuyos atributos se pueden convertir 
en llaves [7,8, 32]. 
 
Chord proporciona soporte para una sola operación que consiste en obtener una 
llave y asignarla a un nodo, donde la localización de datos se logra al asociar la 
llave con cada dato almacenando el par (llave, valor) en el nodo relacionado. 
Adicionalmente Chord facilita la entrada de nodos al sistema y puede resolver 
consultas aunque el sistema este cambiando, dado que un nodo debe 
responsabilizarse de almacenar un valor asociado a la llave [7, 8, 32]. 
 
Chord utiliza hashing consistente para asignar llaves que identifican los nodos, y 
que a su vez serán mapeados en el sistema. Las llaves junto con el objeto se 
asignan al nodo más cercano que será el sucesor de esta llave al cual se 
mantiene una referencia consignada en las entradas de una tabla de enrutamiento 
[7, 8, 32]. 
 
Cada nodo Chord requiere información de pocos nodos con el fin de realizar las 
búsquedas, a su vez cada nodo necesita enrutar información sobre ellos 
considerando que la tabla de enrutamiento es distribuida. Además Chord mantiene 
su información de enrutamiento con nodos que entran y salen del sistema; esto 
permite que una aplicación pueda almacenar y buscar cada valor en un nodo del 
cual tenga la llave [7, 8, 32]. 
 
En el sistema Chord una consulta puede ser trasmitida por todo el círculo de 
identificadores, en caso de que una respuesta no esté en un nodo, se procede a 
dirigir la consulta al sucesor de forma sucesiva hasta resolver la consulta [7, 8, 32]. 
 
El sistema Chord es escalable, el costo de comunicación y mantenimiento de 
estado es logarítmico con la cantidad de nodos, donde en un estado estable 
dentro de un sistema de N-Nodos, cada uno mantiene información sobre otros 
O(log N) nodos y sobre ese mismo volumen resuelve las búsquedas de mensajes 
haciendo el enrutamiento eficiente. Finalmente todos los identificadores están 










CAN, abreviatura de Red de Contenido Direccionable (Content Addressable 
Network) es una infraestructura distribuida que proporciona tablas hash 
funcionales sobre Internet. Puede ser usado en sistemas de almacenamiento a 
gran escala y en la construcción de DNS [7, 27, 32]. 
 
CAN es un modelo en el que los nodos son mapeados sobre un espacio 
coordenado N-dimensionales completamente lógico y no guarda relación con 
ningún sistema de coordendasfíscas sobre TCP/IP, el cual se divide en bloques 
basados en la densidad del servidor y la información de carga, cada bloque reune 
información sobre su vecino más cercano en el espacio de coordenadas que 
sirven para dirigir tablas que habilitan rutas entre puntos específicos en ese 
espacio y dado que las direcciones son puntos en un espacio coordenado, cada 
nodo simplemente enruta al vecino hasta llegar al destino [7, 27, 32]. 
 
CAN tiene operaciones de inserción, búsqueda y eliminación de pares (llave, 
valor), donde cualquier llave es mapeada a un punto en el espacio de 
coordenadas [7, 27, 32]. 
 
CAN se compone de varios nodos individuales, cada nodo almacena una parte de 
tabla hash denominado zona que contiene un pequeño número de zonas 
adyacentes a la tabla. Cuando un nodo entra al sistema se le asigna su propia 
porción del espacio de coordenadas partiendo una zona anteriormente asignada a 
otro nodo. Cuando un nodo sale de CAN, la zona que ocupaba y las entradas en 
la tabla hash asociadas al nodo se transfieren a uno de sus vecinos mediante el 
envío de mensajes de actualización que reportan zonas de coordenadas y listas 
de vecinos [7, 27, 32]. 
 
En CAN el enrutamiento se logra por una línea recta construida entre fuente y 
destino de la consulta, donde el nodo mantiene la IP de los nodos responsables de 
las zonas adyacentes, lo cual es suficiente para enrutar una consulta sobre la red 
[7, 27, 32]. 
 
CAN es escalable, tolerante a fallas, auto-organizado, completamente distribuido, 
no requiere control central, coordinación o configuración y funciona en una red 







Pastry es una implementación conocida de DHT que utiliza una combinación de 
geometrías de árboles y de anillo que funciona como protocolo de localización y 
enrutamiento de objetos peer-to-peer basada en una red overlay que se organiza 
de forma autónoma; puede ser usada para soportar una variedad de aplicaciones 
p2p tales como almacenamiento global de datos, compartir datos, comunicaciones 
en grupo y nomenclaturas, además logra búsquedas eficientes al mantener en 
cada nodo una tabla de enrutamiento, un conjunto de nodos y un conjunto de 
vecinos [33]. 
 
Cada nodo en la red Pastry tiene un identificador único el cual es usado para 
indicar una posición del nodo en un espacio circular y es asignado aleatoriamente 
cuando se une al sistema; cuando se presenta un mensaje y una llave, un nodo 
Pastryenruta eficientemente el mensaje al nodo con el identificador 
numéricamente más cercano a la llave entre todos los nodos activos. Cada nodo 
Pastry realiza un seguimiento de sus vecinos más cercanos y notifica la llegada de 
nuevos nodos, nodos que fallan y nodos recuperados. Pastry tiene en cuenta la 
ubicación en la red con el fin de minimizar la trayectoria del mensaje de acuerdo a 
una medida como la cantidad de saltos de enrutamiento IP. El identificador puede 
ser generado por una función de hashing de una llave pública o de la IP del nodo 
[33]. 
 
Para una consulta el primer nodo ve si la llave está en el rango de identificadores 
cubierto por su conjunto de hojas, si cumple, el mensaje se envía al nodo destino, 
si la llave no es cubierta, se usa la tabla de enrutamiento para dirigir la consulta al 
nodo identificado con la llave siguiente. Un nodo que desea entrar al sistema debe 
saber al menos la existencia de un nodo en Pastry; cuando un nodo detecta 
inconsistencias repara sus tablas de estado usando información de otros nodos 
[33]. 
 
Pastry es totalmente descentralizado, escalable, autónomo en su organización, se 
adapta automáticamente a la entrada, salida y falla de nodos, es eficiente, 
tolerante a fallas y tiene buenas propiedades de enrutamiento; además cualquier 









Tapestry es una infraestructura overlay de localización y enrutamiento que se 
organiza de manera autónoma, es tolerante a fallas, elástico y soporta carga 
pesada de contenidos, es escalable, enruta eficientemente las solicitudes, 
inclusive ante la carga de datos fuente y la falla de nodos. Proporciona 
enrutamiento independiente de la ubicación del mensaje de manera directa o 
acercándose a la copia del objeto, utiliza enlaces punto a punto sin necesidad de 
recursos centralizados, trata los defectos de forma transparente donde los routers 
fallidos son puenteados, los nodos atacados son removidos y la topología se 
adapta rápidamente a las circunstancias, puede construirse de forma eficiente 





Viceroy es una composición aproximada de una red en mariposa junto con una 
forma de anillo a predecesor y sucesor, que de una manera simple y eficiente 
soporta entornos dinámicos. Este sistema localiza datos y recursos en una red 
dinámica, gestiona la distribución de datos entre varios nodos de la red y está 
habilitado para enfrentar la búsqueda de grandes volúmenes de clientes. Cada 
nodo cuenta con 5 enlaces de salida y 2 valores asociados que determinan su 
conectividad al resto del sistema y son el identificador que es un valor fijo, y el 
nivel que depende de la evolución del sistema [7, 34]. 
 
La red consta de 3 enlaces, un anillo general, un anillo de nivel y la mariposa; el 
anillo general permite a cada nodo conectarse a su predecesor y sucesor, el anillo 
de nivel permite conectarse a los nodos al interior y siguiente anillo y la mariposa 
permite conectar nodos al siguiente nivel. Para el enrutamiento se utiliza el anillo 
general y el enlace mariposa, el enrutamiento se usa para mantener la estructura 
de la red y para la búsqueda de llaves [7, 34]. 
 
Cuando un nodo se sale del sistema deben removerse sus enlaces y notificar a los 
demás nodos para que encuentren el reemplazo. Los recursos del nodo que salen 
se reasignan al sucesor. El enrutamiento consiste en enlazar sucesor y 








Kademlia es un sistema de almacenamiento y búsqueda p2p, además es el primer 
sistema DHT en explorar el hecho de que las fallas de nodo son inversamente 
proporcionales a sus respectivos tiempos de ejecución [7, 35]. 
 
Kademlia puede enviar una consulta a cualquier nodo en un intervalo, usa 
identificadores para nodos y llaves para datos los cuales se utilizan como las hojas 
de un árbol binario. Para encontrar un dato con base a una llave, un nodo inicia un 
procedimiento recursivo para localizar los nodos más cercanos; cuando un nuevo 
nodo llega al sistema toma algunos vecinos a partir de un nodo previamente 
conocido [7, 35]. 
 
Kademlia minimiza el número de mensajes enviados a los nodos para identificar 
otros, utiliza consultas paralelas y asincrónicas para evitar atrazos por fallas de 
nodos; además el algoritmo con el cual los nodos graban la existencia de otros 
resiste ataques de negación de servicios [7, 35]. 
 
Para localizar nodos cerca al identificador específico, kademlia utiliza un solo 
algoritmo de enrutamiento, a diferencia de otros sistemas DHT que utilizan varios; 
adicionalmente los pares (llave, valor) se almacenan en nodos con identificadores 
cercanos a la llave. Por otro lado, los nodos tienen suficiente conocimiento y 
flexibilidad para enrutar consultas a través de rutas de baja latencia. Finalmente, 
Kademlia combina consistencia y desempeño, minimiza la latencia de 
enrutamiento y genera una topología unidireccional simétrica [7, 35]. 
 
 
8.3. ESPECIFICACIÓN Y FUNCIONAMIENTO DE LOS COMPONENTES 
DE UN SISTEMA P2P DHT 
 
 
Los sistemas p2p DHT son sistemas distribuidos sin control centralizado u 
organización jerárquica, en el cual cada nodo ejecuta software con funcionalidad 
equivalente [8]. 
 
Para los fines de este trabajo se describirá y utilizará Chord [8] como protocolo 
escalable de búsqueda distribuido en un sistema p2p dinámico con entradas y 




8.3.1. Funcionamiento de Chord 
 
Chord proporciona una sola operación y consiste en que dada una llave se obtiene 
un nodo; además facilita la unión de nuevos nodos al sistema y la recuperación de 
fallas [8]. 
 
Los nodos en Chord son identificados por llaves las cuales se vinculan con un 
valor que puede ser una dirección IP, un documento o un elemento arbitrario con 
el apoyo de una función hashing consistente, situación que permite la localización 
de datos asociando una llave a cada valor y almacenando el par (llave, valor) en el 
nodo rastreado [8]. 
 
Chord utiliza la función SHA-1 sobre la dirección IP del nodo para asignar un 
identificador, y sobre el nombre del archivo para establecer la llave, de esta 
manera cada archivo se relaciona con una llave única. De igual manera se logran 
balancear cargas dado que cada nodo recibe aproximadamente el mismo número 
de llaves y requiere relativamente pocos movimientos de llaves cuando un nodo 
nuevo entra o sale del sistema [8]. 
 
Todos los identificadores están ordenados en forma de anillo con tamaño 2𝑚𝑚 , 
siendo m la cantidad de bits necesarios para representar el identificador más 
grande que va a soportar el anillo. Además los nodos se identifican en el sentido 
de las manecillas del reloj, donde la llave es asignada al primer nodo que está en 
la red cuyo identificador sea igual o siguiente a la llave; a este nodo se le 
denomina nodo sucesor de la llave y tanto la llave como el objeto se asignan al 





Cada nodo mantiene una referencia hacia su sucesor, así una consulta se puede 
transmitir por todo el círculo de identificadores; si la respuesta no se halla en un 
nodo específico se puede consultar al sucesor, y así sucesivamente hasta que 
alguno resuelva la consulta [8]. 
 
Para incrementar la robustez y la velocidad en las búsquedas cada nodo mantiene 
una tabla de enrutamiento con m entradas, en las que se almacena una referencia 
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al primer nodo sucesor a una distancia de 2𝑖𝑖−1 �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�𝑛𝑛 + 2𝑖𝑖−1�� siendo 
1<=i<=m [8]. 
 
Para procesar una consulta, un nodo busca en su tabla de enrutamiento el nodo 
más lejano que precede a la llave buscada, si este nodo no es el responsable de 





La escalabilidad está dada por la condición en la cual cada nodo requiere 
información de máximo 𝑂𝑂(log𝑁𝑁) nodos para enrutar las solicitudes, situación que 
se logra con el intercambio de igual cantidad de mensajes y número de saltos [8]. 
 
 
8.3.4. Volatilidad de nodos 
 
Cuando un nodo n entra a la red, ciertas llaves previamente asignadas al sucesor 
son reasignadas a n. De igual forma, cuando el nodo n abandona la red, todas las 
llaves que custodiaba son reasignadas a su sucesor. Este comportamiento permite 
mantener el balance de carga en el sistema; de igual forma, para unir nodos y 




8.3.5. Características y aplicaciones de Chord 
 
Una aplicación basada en Chord puede almacenar y buscar cada valor en el nodo 
del cual tiene la llave que se asigna al primer nodo cuyo identificador es igual o 
siguiente. Por otro lado, Chord se adapta eficientemente a la entrada y salida de 
nodos del anillo y puede responder consultas aunque el sistema esté en constante 
cambio [8]. 
 
Chord es escalable y los costos de comunicación y mantenimiento del estado 
actualizado de cada nodo es logarítmico con respecto al número de nodos; 
además simplifica el diseño de sistemas p2p enfocándose en mitigar las 
dificultades causadas por el direccionamiento y distribución de archivos en red 
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como el balance de carga, la descentralización, la confiabilidad y la flexibilidad de 
nombramiento [8]. 
 
La implementación de Chord se toma como una librería enlazada a una aplicación, 
ofreciendo 2 operaciones, la primera proporciona la función lookup(key) que 
retorna la dirección IP del nodo responsable de la llave; la segunda notifica los 
cambios sobre el conjunto de llaves por los cuales el nodo responde [8]. 
 
Los índices distribuidos en las aplicaciones Chord soportan la búsqueda de 
palabras clave, donde la llave puede ser una palabra y el valor puede 
corresponder a un listado de archivos. Adicionalmente Chord permite realizar 




8.3.6. Componentes del sistema 
 
Entre los componentes que conforman el sistema P2P DHT referenciado se 
encuentra la función hashing consistente (SHA-1) encargada de generar los 
identificadores, la tabla hash distribuida que almacena los conjuntos (llave, valor) 
con funciones de tabla de enrutamiento, la llave que surge de la dirección IP del 
nodo, el valor que se genera con base al nombre del archivo y que se asociará 
con la llave, la red overlay en forma de anillo y los enlaces a nodos sucesores. 
 
 
8.3.7. Implementaciones de Chord 
 
Entre las implementaciones de Chord se encuentra jDHT-UQ como producto que 
surge del Grupo de Investigación en Redes, Información y Distribución GRID, 
donde se realizó la investigación de infraestructuras P2P  DHT y se implementó un 
prototipo basado en la investigación [7]. 
 
Considerando que este proyecto surge como trabajo futuro del ejercicio 
desarrollado por GRID [7], se tendrá en cuenta la implementación jDHT-UQ como 
sistema P2P DHT para soportar el esquema que permitirá la distribución del caché 






En esta sección se analizaron los sistemas P2P DHT a partir de sus conceptos 
básicos, se identificaron implementaciones populares, se especificaron sus 
componentes y su funcionamiento; de esta forma se lograron analizar los sistemas 
P2P basados en DHT y sus componentes. 
 
En la siguiente sección se analiza la implementación de un sistema P2P DHT 
denominado jDHT-UQ que facilitará la comprensión del funcionamiento de estos 
sistemas, logrando así alcanzar una perspectiva de la gestión de caché al 




9. ANALISIS DE LA IMPLEMENTACIÓN DE UN SISTEMA P2P DHT 
 
 
DHT-UQ es una herramienta que implementa los servicios de un sistema P2P 
DHT. En esta sección se realiza una descripción operativa de las funciones put y 
get y se ilustrará la ejecución de jDHT-UQ en un entorno LAN y en un entorno de 
escritorio representado en una estructura de datos, de esta manera se logra 
analizar la implementación de un sistema P2P DHT. 
 
 
9.1. DESCRIPCIÓN OPERATIVA DE LAS FUNCIONES GET Y PUT  
 
 
Este trabajo utiliza la implementación jDHT-UQ para la creación de un repositorio 
distribuido de archivos basado en un sistema peer-to-peer DHT cuya capa de 
enrutamiento es manejada por el algoritmo Chord y la gestión de almacenamiento  
por DHash [8, 20]. 
 
La solución se manifiesta a través de una API creada con fines académicos 
desarrollada en java, multiplataforma, tolerante a fallos y concebida para 
ejecutarse de 2 formas, sobre un solo host a través de una estructura de datos, y 
en red sobre una LAN estable. Se destacan entre las funcionalidades de jDHT-UQ 
los métodos Put y Get así como la salida voluntaria de nodos [20]. 
 
 
9.1.1. Requerimientos funcionales 
 
En las tablas 1,2,3 y 4 se especifican los requerimientos funcionales de la 
aplicación que son de interés para el proyecto. 
 
Número: R1 Tipo: Funcional Nombre: Put de un recurso 
Descripción: se emplea para ingresar 
un recurso a la red P2P DHT. 
Condición: Obligatorio 
Detalles y restricciones: el API debe proveer la posibilidad de insertar un 
recurso (archivo) al sistema, por medio de la localización del nodo responsable de 
dicho recurso. De esta manera el recurso se hallará disponible para todos los 
nodos que se encuentran en el sistema. 




Número: R2 Tipo: Funcional Nombre: Get de un recurso 
Descripción: Permite recuperar 
recursos de la red P2P DHT. 
Condición: Obligatorio 
Detalles y restricciones: el API debe proveer la posibilidad de recuperar un 
recurso (archivo) del sistema, con base en la coincidencia exacta del nombre del 
recurso, mediante la localización del nodo responsable de dicho recurso. 
Tabla 2: Requerimiento funcional método GET [20] 
 
 
Número: R3 Tipo: Funcional Nombre: Búsqueda de llaves 
Descripción: permite encontrar el nodo 
responsable de una llave en la red P2P 
DHT. 
Condición: Obligatorio 
Detalles y restricciones: el API debe proveer la posibilidad de realizar búsqueda 
de llaves para encontrar el nodo responsable de esta, apoyando así los 
requerimientos R1, R2 y R4. 
Tabla 3: Requerimiento funcional Lookup [20] 
 
 
Número: R4 Tipo: Funcional Nombre: Salida voluntaria 
Descripción: se utiliza para que el 
nodo salga del sistema de manera 
voluntaria. 
Condición: Obligatorio 
Detalles y restricciones: el API debe proveer la posibilidad de que un nodo 
pueda salir del sistema de manera voluntaria, notificando tal actuación a sus 
nodos sucesor y predecesor, así incrementa la probabilidad de disponer de los 
recursos a través del envío de archivos a nuevos nodos responsables. 
Tabla 4: Requerimiento funcional Leave [20] 
 
 
9.1.2. Aspectos arquitecturales 
 
El sistema es modular y tiene una estructura definida por 2 capas,  la primera de 
ellas denominada Capa Inferior está sustentada en Chord [8] y proporciona 
mecanismos de localización de nodos y búsqueda de llaves; la segunda capa 
denominada Capa Superior se fundamenta en DHash para ofrecer la funcionalidad 




9.1.3. Casos de uso 
 
Las funcionalidades ofrecidas por las capas Inferior y Superior antes descritas se 
representaran por medio de los modelos que se ilustran a continuación.  
 
El Diagrama 1 representa el modelo casos de uso de Capa Inferior. 
 
 
Diagrama1: Diagrama de casos de uso Capa Inferior (Chord) [20] 
 
 
En la tabla 5 se describe el caso de uso lookup. 
 
Caso de uso: lookup 
Descripción del caso de uso: lookup tiene como objetivo buscar el nodo 
responsable de una llave en la red lógica. 
Descripción actor: User es el actor que requiere localizar el nodo responsable 
de una llave. 
Precondiciones: El sistema debe estar en funcionamiento, con acceso a la red 
de manera permanente para garantizar el resultado de la búsqueda, cuya 
probabilidad de acierto es mayor en la medida que la red sea estable. 
Adicionalmente para que la consulta tarde log(𝑁𝑁) la tabla de enrutamiento debe 
estar actualizada.  
Flujo básico de eventos:  
1. User crea una llave con el respectivo valor a buscar. 
2. User solicita al sistema la consulta del responsable de la llave. 
3. El sistema encuentra el nodo responsable de la llave. 
4. El sistema retorna la llave correspondiente al nodo responsable. 
Fin del caso de uso. 
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Poscondiciones: la llave resultante de la búsqueda cumple con la condición de 
que su hashing es mayor o igual al hashing de la llave buscada. Si el siguiente 
nodo más cercano a la llave consultada no pudo responder a la solicitud de 
búsqueda, la llave es retornada nula; de lo contrario, existirá una llave de 
respuesta. 
Información adicional: la llave a buscar es creada a partir del constructor que 
tiene como parámetro una cadena o número. 
Tabla 5: Descripción detallada del caso de uso lookup [20] 
 
 
En la tabla 6 se describe el caso de uso leave. 
 
Caso de uso: leave 
Descripción del caso de uso: leave tiene como objeto desconectar el nodo de la 
red. 
Descripción actor: User es el actor que requiere salir de la red. 
Precondiciones: El sistema debe estar en funcionamiento, no debe estar 
esperando respueta por una búsqueda y para incrementar la probabilidad de 
acierto la red lógica debe ser estable. 
Flujo básico de eventos:  
1. User elige la opción leave. 
2. El sistema suspende los procesos relacionados con el nodo. 
3. El sistema informa a su predecesor y sucesor sobre el retiro. 
Fin del caso de uso. 
Poscondiciones: El nodo debe suspender sus labores en un lapso de tiempo 
corto, además se debe abstener de responder a otros nodos, notificar al sucesor 
y predecesor sobre su actuación para fines de estabilizar la red y finalmente sale 
del anillo. 


















Diagrama 2: Diagrama de casos de uso Capa Inferior (DHash) [20] 
 
 
En la tabla 7 se realiza la descripción del caso de uso Get. 
 
Caso de uso: Get 
Descripción del caso de uso: Get tiene como objeto realizar la búsqueda de un 
recurso en la red con base en el nombre. 
Descripción actor: User es el actor que requiere localizar el recurso en la red. 
Precondiciones: El sistema debe estar en funcionamiento con acceso 
permanente a la red, debe realizar búsquedas de coincidencia exacta sobre el 
nombre del recurso. Además, para incrementar la probabilidad de éxito en la red 
lógica debe ser estable y los nodos contener el recurso y las rutas de 
almacenamiento disponibles en el sistema. 
Flujo básico de eventos:  
1. User crea una cadena con el nombre del recurso que desea consultar. 
2. User solicita al sistema que encuentre el recurso. 
3. El sistema realiza la búsqueda del recurso. 
4. El sistema retorna el recurso solicitado. 
Fin del caso de uso. 
Flujo alterno 
1. User crea una cadena con el nombre del recurso que desea consultar. 
2. User solicita al sistema que encuentre el recurso. 
3. El sistema realiza la búsqueda del recurso. 
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4. El sistema no encuentra el recurso solicitado. 
5. El sistema lanza una excepción. 
Fin caso de uso 
Poscondiciones: El recurso solicitado ha sido grabado en disco y el objeto 
producto de la consulta es una referencia a dicho recurso. 
Tabla 7: Descripción detallada del caso de uso get [20] 
 
 
En la tabla 8 se describe el caso de uso Leave. 
 
Caso de uso: Leave 
Descripción del caso de uso: Leave tiene como objeto desconectar el nodo de 
la red. 
Descripción actor: User es el actor que necesita abandonar la red. 
Precondiciones: El sistema debe estar en funcionamiento sin esperar respuesta 
por consulta, y para incrementar la probabilidad de éxito de la operación la red 
lógica debe ser estable y las rutas de almacenamiento de recursos en el sistema 
deben esta disponibles. 
Flujo básico de eventos:  
1. User elige la opción leave. 
2. El sistema suspende los procesos relacionados con el nodo. 
3. El sistema reubica los recursos del nodo que acaba de salir de la red 
lógica. 
4. El sistema elimina los recursos existentes en el nodo. 
Fin del caso de uso. 
Poscondiciones: El nodo debe suspender su funcionamiento en un lapso de 
tiempo corto, así como las solicitudes de otros nodos para salir del anillo. El nodo 
debe salir correctamente de la red lógica, lo que implica la reubicación adecuada 
de recursos. Finalmente, la ruta en la cual el nodo almacena sus recursos deja de 
existir. 











En la tabla 9 se describe el caso de uso Put. 
 
Caso de uso: Put 
Descripción del caso de uso:.Put tiene por objeto agregar un recurso a la red. 
Descripción actor: User es el actor que requiere agregar un recurso a la red. 
Precondiciones: El sistema debe funcionar con acceso permanente a la red, el 
almacenamiento se basa en el nombre del recurso, sin tener en cuenta la ruta 
absoluta o relativa, además debe ser la misma con el que se va a recuperar. Si el 
recurso existente ha sido modificado con respecto a una invariante previamente 
definida, el recurso es reemplazado. 
Flujo básico de eventos:  
1. User crea un recurso identificado con la ruta del objeto que se desea 
almacenar. 
2. User solicita al sistema que almacene el recurso. 
3. El sistema verifica la existencia del recurso a almacenar. 
4. El sistema busca la ubicación correcta del recurso. 
5. El sistema almacena el recurso. 
6. El sistema crea copias del recurso en la red lógica. 
Fin del caso de uso. 
Flujo alterno 
1. User crea un recurso identificado con la ruta del objeto a almacenar. 
2. User solicita al sistema que almacene el recurso. 
3. El sistema verifica la existencia del recurso. 
4. El sistema detecta que el recurso ya existía. 
Fin caso de uso. 
Poscondiciones: El recurso ha sido almacenado en el nodo respectivo y es 
posible obtenerlo a partir de su nombre utilizando el caso de uso Get, además 
existen copias del recurso en la red lógica. 
Tabla 9: Descripción detallada del caso de uso Put [20] 
 
 
9.1.4. Vista lógica 
 
A continuación se ilustran las capas inferior Chord y superior DHash de jDHT-UQ, 
así como los paquetes y clases que contienen en el marco de la arquitectura que 
ofrece las funcionalidades básicas del sistema el cual implementa su esquema de 
comunicación sustentado en TCP para el caso de DHash, y UDP con Multicast 




El diagrama 3 ilustra el modelo de paquetes de las capas inferior y superior que 




Diagrama 3: Modelo de paquetes de las capas inferior y superior [20] 
 
 




Diagrama 4: Modelo interfaces DHTNode y DHash [20] 
 
 
Las interfacesDHTNode y DHash facilitan la comunicación este capas, donde 
DHTNode contiene las funcionalidades necesarias de un nodo en la capa de red 
lógica, mientras que DHash encapsula la gestión de la capa de almacenamiento 






9.1.5. Vista de procesos 
 
El acceso a un recurso de la red se basa en una llave de búsqueda de 
coincidencia exacta, por lo tanto se utiliza el objeto DHNode para encontrar el 
responsable del recurso[20]. El diagrama 5 representa el diagrama de secuencia 
correspondiente a la primera interacción para obtener un recurso de la red.  
 
 




El diagrama 6 representa el diagrama de colaboración para el acceso a un recurso 
de la red en su primera interacción.  
 
 



















El diagrama 7 representa el modelo de secuencia correspondiente a la segunda 
interacción del acceso a un recurso.  
 
 







El diagrama 8 ilustra el diagrama de colaboración en su segunda interacción para 
el caso en el cual el recurso no es encontrado en el nodo. 
 
 
















El almacenamiento de un recurso en la red consiste en buscar el nodo que se hará 
cargo del archivo para transferirlos. El diagrama 9 corresponde al diagrama de 
secuencia para almacenar recursos en la red en su primera interacción.  
 
 
Diagrama 9: Diagrama de secuencia interacción 1 para almacenar un recurso [20] 
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El diagrama 10 representa el diagrama de colaboración para almacenar un 
recurso en la red en su primera interacción.  
 
 
Diagrama 10: Diagrama de colaboración interacción 1 para almacenar recurso en 


















El diagrama 11 representa el modelo de secuencia correspondiente a la segunda 
interacción para almacenar un recurso en la red.  
 
 





El diagrama 12 modela el diagrama de colaboración correspondiente a la segunda 
interacción del momento en el cual se almacena un recurso en la red, caso en el 
cual el nodo responsable rechaza la transferencia [20]. 
 
 























El diagrama 13 representa el diagrama de secuencia correspondiente a la salida 
de un nodo de la red. 
 
 













El diagrama 14 representa el diagrama de colaboración correspondiente a la 
salida de un nodo de la red. 
 



















La creación de un nodo puede realizarse con base en la dirección IP utilizada por 
el computador junto al número de puerto de comunicación [20]. El diagrama 15 
muestra el diagrama de secuencia correspondiente a la primera interacción de la 
función que crea el nodo. 
 





















El diagrama 16 representa el diagrama de colaboración correspondiente a la 
primera interacción al crear un nodo en la red. 
 
 






















El diagrama 17 corresponde al modelo de diagrama de secuencia que representa 
la segunda interacción en la creación de un nodo en la red. 
 
 




9.1.6. Vista de implementación 
 
El proyecto jDHT-UQ está construido en java 1.6 y se conforma de dos capas que 
son Chord y DHash, las cuales están desacopladas por completo. La capa Chord 
se encarga de manejar el anillo lógico sobre la red física, mientras que la capa 













La capa Chord tiene 2 subsistemas principales, uno para la comunicación y otro 
para la lógica y estabilidad de la red. La capa dhash consta de 2 susbsistemas, 
uno para la gestión de recursos y otro para la transferencia [20]. El diagrama 18 
ilustra el diagrama de componentes. 
 
 
















El diagrama 19 ilustra el modelo del paquete integración que representa la 
vinculación entre las interfaces DHash y DHTNode, a partir del uso compartido de 
la clase DHashNode que corresponde a una generalización de DHash y a una 
composición de DHTNode. 
 
 






















9.1.7. Vista de despliegue 
 
DHT-UQ es una aplicación que se ejecuta en diferentes computadores en un 
entorno LAN controlado. El diagrama 20 representa el diagrama de despliegue 
para la configuración en red [20]. 
 
 

















El diagrama 21 representa el diagrama de despliegue con menor nivel de 
abstracción para la configuración en red. 
 
 
Diagrama 21: Diagrama de despliegue con menor nivel de abstracción para la 











9.2. ANALISIS APLICATIVO SISTEMA P2P DHT 
 
 
Para analizar la implementación de un sistema P2P DHT se hizo uso del aplicativo 
jDHT-UQ desarrollado por los estudiantes Daniel Andres López Rincón, Hector 
Danilo Hurtado Olaya y Daniel Andres Peláez López, bajo la dirección de Carlos 
Eduardo Gómez Montoya y el apoyo del GRID de la Universidad del Quindío [7]. 
 
El aplicativo jDHT-UQ implementa un sistema P2P DHT utilizando Chord [8] como 
estrategia para las operaciones de la capa de búsqueda y DHash como estrategia 
para las operaciones de la capa de almacenamiento; funciona a nivel de localhost 
haciendo uso de una estructura de datos para representar el comportamiento de la 
red overlay y los objetos allí contenidos, de igual manera funciona a nivel de red 
LAN estable con respecto a la entrada y salida de nodos, bajo un entorno 
controlado sin la presencia de esquemas de seguridad como detección y 
prevención de intrusos representados entre otros por servicios firewall. 
 
Una LAN estable es una red cuyos host permanecen activos durante prolongados 
periodos de tiempo, de esta manera se evita la ejecución de los procesos 
necesarios para mantener el equilibrio de la red overlay ocasionada por la salida o 
entrada de nodos. Como ejemplo de una LAN estable se pueden citar los 
computadores de las oficinas que permanecen encendidos y conectados a la red 
durante la jornada laboral. 
 
El factor de replicación consiste en la generación de copias del objeto en un nodo 
y en cuantos sucesores se especifique; se representa con un valor numérico 
entero que va desde 0 para el caso en el cual no se requiere generar replicación y 
solo se conserva el objeto en el nodo responsable, hasta n nodos sucesores. Para 
las pruebas realizadas en este trabajo se definieron 0 y 1 como factores de 
replicación. La replicación de los datos es responsabilidad del nodo que ha 
recibido el archivo por medio del método PUT y no por aquel que lo emite [7]. 
 
Se realizarán 2 tipos de pruebas, el primer tipo consiste en la ejecución del 
aplicativo bajo entorno localhost en el cual se simulará una red overlay compuesta 
por 10 nodos a los que se les distribuirá 20 objetos con factor de replicación de 0 y 
1 respectivamente, para lo cual se utilizará un computador MacBook Pro con 
procesador Intel Core i5 de doble núcleo a 2.5 GHz, 4 GB de memoria  SDRAM 
DDR3 Y disco duro de 500 GB donde reside un sistema operativo OS Yosemite 
Versión 10.10.  El segundo tipo de pruebas se realizará en un entorno LAN 
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controlado, integrado inicialmente por 4 máquinas entre las que se encuentran 2 
computadores Acer con procesador Intel Dual Core a 1.4 GHz, 4 GB de memoria 
RAM y disco duro de 300 GB,  1 Toshiba con procesador Intel Core i5 de doble 
núcleo a 2.5 GHz, y disco duro de 500 GB, y el MacBook Pro descrito 
anteriormente. De manera complementaria se realizaron pruebas en una LAN 
constituido por 5 máquinas, entre las que se encuentran los 4 computadores 
anteriormente descritos junto con un computador HP con procesador Intel Dual 
Core a 1.4 GHz, 2 GB de memoria RAM y disco duro de 300 GB donde se 
distribuirán 19 archivos con factor de replicación 0 y 1 respectivamente.  
 
Para la implementación de la red LAN se hizo uso de un router inalámbrico marca 
D-Link DIR-600 con 4 puertos LAN a 10/100 Mbps y Wireless 802.11g a 2.4 GHz 
Access Point. 
 
En todos los casos se ilustrará una representación gráfica de la red overlay 
indicando la ubicación de los nodos y los objetos contenidos haciendo uso de la 
interfaz gráfica ofrecida por el aplicativo ejecutado en modo localhost, de igual 
forma se presentarán  las capturas de pantalla correspondientes a los 
exploradores de archivos con los objetos contenidos en cada nodo; finalmente se 
describen a través de tablas los  listados de nodos con nombre, hashing y 
ubicación, el nombre de los objetos a distribuir con su respectivo hashing y 
ubicación estimada, así como la distribución esperada de contenidos por nodo.  
 
 
9.2.1. Prueba 1: Localhost con estructura de datos representando la red 




1. Se verificó que la carpeta DHash se encontrara vacía. 
2. Se ejecutó el aplicativo DHT-UQ.jar. 










La tabla 10 contiene el listado de nodos en la red overlay para la prueba 1. 
 
 
Nombre del nodo Hashing Posición Rango 
192.168.0.17:2000 6589 1 54027-6589 
192.168.0.23:2000 8880 2 6590-8880 
192.168.0.15:2000 13646 3 8881-13646 
192.168.0.22:2000 14768 4 13467-14768 
192.168.0.14:2000 22282 5 14769-22282 
192.168.0.21:2000 24861 6 22283-24861 
192.168.0.16:2000 29336 7 24862-29336 
192.168.0.19:2000 31725 8 29337-31725 
192.168.0.18:2000 34024 9 31726-34024 
192.168.0.20:2000 54026 10 34025-54026 
Tabla 10: Listado nodos en la red overlay prueba 1 
 
 
4. Se generan los valores hashing para los objetos a distribuir en la red overlay, 
los cuales están contenidos en la tabla 11. 
 
 
Objeto Hashing Nodo Objeto Hashing Nodo 
Archivo.pdf 8328 2 Mapa.jpg 52374 10 
Articulo.pdf 49443 10 Monografia.pdf 57594 1 
Carta.pdf 18459 5 Paisaje.jpg 8672 2 
Documento.pdf 61827 1 Postal.jpg 1366 1 
Ensayo.pdf 48200 10 Produccion.pdf 27418 7 
Entorno.jpg 9535 3 Sintesis.pdf 46056 10 
Foto.jpg 12954 3 Taller.pdf 14789 5 
Imagen.jpg 41768 10 Tesis.pdf 22124 5 
Informe.pdf 1981 1 Texto.pdf 30043 8 
Libro.pdf 56046 1 Trabajo.pdf 7820 2 
Tabla 11: Listado de objetos a distribuir en la red overlay y estimación del nodo 







5. La tabla 12 contiene la estimación de la ubicación de los objetos por nodo. 
 
 



























































6. La figura 1 representa la red overlay en el entorno gráfico del aplicativo jDHT-
























7. De la figura 2 a la figura 11 seilustra el explorador de archivos de cada nodo 

















Figura 5: Contenido nodo 4 red overlay con factor de replicación 0 prueba 1. 
 
 
Figura 6: Contenido nodo 5 red overlay con factor de replicación 0 prueba 1. 
 
 
Figura 7: Contenido nodo 6 red overlay con factor de replicación 0 prueba 1. 
 
 





Figura 9: Contenido nodo 8 red overlay con factor de replicación 0 prueba 1. 
 
 
Figura 10: Contenido nodo 9 red overlay con factor de replicación 0 prueba 1. 
 
 
Figura 11: Contenido nodo 10 red overlay con factor de replicación 0 prueba 1. 
 
 
9.2.2. Prueba 2: Localhost con estructura de datos representando la red 




1. Se verificó que la carpeta DHash se encontrara vacía. 
 




3. La tabla 13 contiene los identificadores hashing para los nodos. 
 
 
Nombre del nodo Hashing Posición Rango 
192.168.0.17:2000 6589 1 54027-6589 
192.168.0.23:2000 8880 2 6590-8880 
192.168.0.15:2000 13646 3 8881-13646 
192.168.0.22:2000 14768 4 13467-14768 
192.168.0.14:2000 22282 5 14769-22282 
192.168.0.21:2000 24861 6 22283-24861 
192.168.0.16:2000 29336 7 24862-29336 
192.168.0.19:2000 31725 8 29337-31725 
192.168.0.18:2000 34024 9 31726-34024 
192.168.0.20:2000 54026 10 34025-54026 
Tabla 13: Listado nodos red overlay con factor de replicación 1 prueba 2 
 
 




Objeto Hashing Nodo Objeto Hashing Nodo 
Archivo.pdf 8328 2,3 Mapa.jpg 52374 10,1 
Articulo.pdf 49443 10,1 Monografia.pdf 57594 1,2 
Carta.pdf 18459 5,6 Paisaje.jpg 8672 2,3 
Documento.pdf 61827 1,2 Postal.jpg 1366 1,2 
Ensayo.pdf 48200 10,1 Produccion.pdf 27418 7,8 
Entorno.jpg 9535 3,4 Sintesis.pdf 46056 10,1 
Foto.jpg 12954 3,4 Taller.pdf 14789 5,6 
Imagen.jpg 41768 10,1 Tesis.pdf 22124 5,6 
Informe.pdf 1981 1,2 Texto.pdf 30043 8,9 
Libro.pdf 56046 1,2 Trabajo.pdf 7820 2,3 
Tabla 14: Listado objetos a distribuir en la red overlay con factor de replicación 1 y 







5. La tabla 15 contiene la estimiación de la ubicación de los archivos por nodo. 
 
 




















































Tabla 15: Distribución de objetos estimados por nodo en la red overlay con factor 





6. La figura 12 representa la red overlay utilizando la interfaz del aplicativo jDHT-




Figura 12Red overlay con factor de replicación 1 prueba 2. 
 
 
7. De las figuras 13 a la 22 se representa las capturas de pantalla 
correspondientes a los exploradores de archivos para cada nodo de la red overlay 









Figura 14: Contenido nodo 2 red overlay con factor de replicación 1 prueba 2. 
 
 
Figura 15: Contenido nodo 3 red overlay con factor de replicación 1 prueba 2. 
 
 
Figura 16: Contenido nodo 4 red overlay con factor de replicación 1 prueba 2. 
 
 





Figura 18: Contenido nodo 6 red overlay con factor de replicación 1 prueba 2. 
 
 
Figura 19: Contenido nodo 7 red overlay con factor de replicación 1 prueba 2. 
 
 
Figura 20: Contenido nodo 8 red overlay con factor de replicación 1 prueba 2. 
 
 





Figura 22: Contenido nodo 10 red overlay con factor de replicación 1 prueba 2. 
 
 
9.2.3. Prueba 3: Red LAN integrada por 4 host y factor de replicación cero 
(0). 
 
1. Se verifico que la carpeta DHash se encuentre vacía. 
2. Se ejecutó el aplicativo DHT-UQ.jar. 
3. Se generaron los identificadores hashing estimados para los nodos a partir de 
sus direcciones ip y número de puerto 2000 el cual está definido por defecto en el 




Nombre del nodo Hashing Posición Rango 
192.168.0.15:2000 13646 1 34025-13646 
192.168.0.16:2000 29336 2 13647-29336 
192.168.0.12:2000 32795 3 29337-32795 
192.168.0.18:2000 34024 4 32796-34024 














4. La tabla 17 contiene los valores hashing para los objetos a distribuir en la red 
overlay. 
 
Objeto Hashing Nodo Objeto Hashing Nodo 
Archivo.pdf 8328 1 Mapa.jpg 52374 1 
Articulo.pdf 49443 1 Monografia.pdf 57594 1 
Carta.pdf 18459 2 Paisaje.jpg 8672 1 
Documento.pdf 61827 1 Produccion.pdf 27418 2 
Ensayo.pdf 48200 1 Sintesis.pdf 46056 1 
Entorno.jpg 9535 1 Taller.pdf 14789 2 
Foto.jpg 12954 1 Tesis.pdf 22124 2 
Imagen.jpg 41768 1 Texto.pdf 30043 3 
Informe.pdf 1981 1 Trabajo.pdf 7820 1 
Libro.pdf 56046 1    
Tabla 17: Listado de objetos para la red overlay y nodo destino estimado con 
factor de replicación 0 prueba 3. 
 
5. La figura 23 representa la red overlay haciendo uso de la interfaz gráfica del 
aplicativo en modo localhost. 
 
 




6. La tabla 18 contiene la estimación de la ubicación de los archivos por nodo 
 
 









































Tabla 18: Distribución de objetos por nodo Chord red overlay con factor de 
















7. De la figura 24 a la figura 27 se representan de las capturas de pantalla de los 
exploradores de archivos correspondientes a cada nodo de la red overlay una vez 

















Figura 27: Contenido nodo 4 red overlay con factor de replicación 0 prueba 3. 
 
 
9.2.4. Prueba 4:  Red LAN con 4 host y factor de replicación uno (1). 
 
1. Se verifico que la carpeta DHash se encontrara vacía. 
 
2. Se ejecutó el aplicativo DHT-UQ.jar. 
 
3. Se generaron los identificadores hashing estimados para los nodos a partir de 
sus direcciones ip y número de puerto 2000 el cual está definido por defecto en el 




Nombre del nodo Hashing Posición Rango 
192.168.0.15:2000 13646 1 34025-13646 
192.168.0.16:2000 29336 2 13647-29336 
192.168.0.12:2000 32795 3 29337-32795 
192.168.0.18:2000 34024 4 32796-34024 














Objeto Hashing Nodo Objeto Hashing Nodo 
Archivo.pdf 8328 1,2 Mapa.jpg 52374 1,2 
Articulo.pdf 49443 1,2 Monografia.pdf 57594 1,2 
Carta.pdf 18459 2,3 Paisaje.jpg 8672 1,2 
Documento.pdf 61827 1,2 Produccion.pdf 27418 2,3 
Ensayo.pdf 48200 1,2 Sintesis.pdf 46056 1,2 
Entorno.jpg 9535 1,2 Taller.pdf 14789 2,3 
Foto.jpg 12954 1,2 Tesis.pdf 22124 2,3 
Imagen.jpg 41768 1,2 Texto.pdf 30043 3,4 
Informe.pdf 1981 1,2 Trabajo.pdf 7820 1,2 
Libro.pdf 56046 1,2    

























5. La tabla 21 contiene la estimación de la ubicación de los archivos por nodo 
 

















































































6. La figura 28 representa la red overlay utilizando la interfaz gráfica del aplicativo. 
 
 
Figura 28: Representación gráfica res overlay con factor de replicación 1 prueba 
4. 
 
7. Entre las figuras 29 y 32 se encuentran representadas las capturas de pantalla 
de los exploradores de archivos correspondientes a cada nodo una vez realizada 
la distribución de los objetos haciendo uso del método PUT. 
 
 




Figura 30: Contenido nodo 2 red overlay con factor de replicación 1 prueba 4. 
 
 
Figura 31: Contenido nodo 3 red overlay con factor de replicación 1 prueba 4. 
 
 
Figura 32: Contenido nodo 4 red overlay con factor de replicación 1 prueba 4. 
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9.2.5. Prueba 5: Red LAN con 5 host y factor de replicación cero (0). 
 
1. Se verifico que la carpeta DHash se encontrara vacía. 
 
2. Se ejecutó el aplicativo DHT-UQ.jar. 
 
3. Se generaron los identificadores hashing estimados para los nodos a partir de 
sus direcciones ip y número de puerto 2000 el cual está definido por defecto en el 





Hashing Posición Rango 
192.168.0.6:2000 21292 1 54825-21292 
192.168.0.5:2000 29410 2 21293-29410 
192.168.0.2:2000 44378 3 29411-44378 
192.168.0.3:2000 49233 4 44379-49233 
192.168.0.8:2000 54824 5 49234-54824 
Tabla 22: Listado nodos red overlay prueba 5 
 
 
4. La tabla 23 contiene los valores hashing para los objetos. 
 
 
Objeto Hashing Nodo Objeto Hashing Nodo 
Archivo.pdf 8328 1 Mapa.jpg 52374 5 
Articulo.pdf 49443 5 Monografia.pdf 57594 1 
Carta.pdf 18459 1 Paisaje.jpg 8672 1 
Documento.pdf 61827 1 Postal.jpg 1366 1 
Ensayo.pdf 48200 4 Produccion.pdf 27418 2 
Entorno.jpg 9535 1 Sintesis.pdf 46056 4 
Foto.jpg 12954 1 Taller.pdf 14789 1 
Imagen.jpg 41768 3 Tesis.pdf 22124 2 
Informe.pdf 1981 1 Texto.pdf 30043 3 
Libro.pdf 56046 1 Trabajo.pdf 7820 1 





5. La tabla 24 contiene la estimación de la ubicación de los archivos por nodo 
 
 






























































La figura 33 representa la red overlay con factor de replicación cero (0). 
 
 




6. De la figura 34 a la figura 38 se ilustran las capturas de pantalla de los 
exploradores de archivos de los nodos contenidos en la red overlay después de 
distribuir los objetos haciendo uso del método PUT. 
 
 





Figura 35: Contenido nodo 2 red overlay con factor de replicación 0 prueba 5. 
 
 
Figura 36: Contenido nodo 3 red overlay con factor de replicación 0 prueba 5. 
 
 
Figura 37: Contenido nodo 4 red overlay con factor de replicación 0 prueba 5. 
 
 
Figura 38: Contenido nodo 5 red overlay con factor de replicación 0 prueba 5. 
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9.2.6. Prueba 6: Red LAN con 5 host y factor de replicación uno (1). 
 
1. Se verifico que la carpeta DHash se encontrara vacía. 
 
2. Se ejecuto el aplicativo DHT-UQ.jar. 
 
3. Se generaron los identificadores hashing para los nodos, los cuales se 





Hashing Posición Rango 
192.168.0.6:2000 21292 1 54825-21292 
192.168.0.5:2000 29410 2 21293-29410 
192.168.0.2:2000 44378 3 29411-44378 
192.168.0.3:2000 49233 4 44379-49233 
192.168.0.8:2000 54824 5 49234-54824 
Tabla 25: Listado de nodos red overlay prueba 6. 
 
 
4. La tabla 26 contiene los valores hashing para los objetos a distribuir en la red 
overlay. 
 
Objeto Hashing Nodo Objeto Hashing Nodo 
Archivo.pdf 8328 1,2 Mapa.jpg 52374 5,1 
Articulo.pdf 49443 5,1 Monografia.pdf 57594 1,2 
Carta.pdf 18459 1,2 Paisaje.jpg 8672 1,2 
Documento.pdf 61827 1,2 Produccion.pdf 27418 2,3 
Ensayo.pdf 48200 4,5 Sintesis.pdf 46056 4,5 
Entorno.jpg 9535 1,2 Taller.pdf 14789 1,2 
Foto.jpg 12954 1,2 Tesis.pdf 22124 2,3,4 
Imagen.jpg 41768 3,4 Texto.pdf 30043 3,4 
Informe.pdf 1981 1,2,3 Trabajo.pdf 7820 1,2 
Libro.pdf 56046 1,2,3    






5. La tabla 27 contiene la ubicación de los archivos por nodo en la red overlay. 
 
 












































































En la tabla 27se mostraron los objetos contenidos en cada nodo luego de realizar 
su distribución haciendo uso del método PUT; sin embargo para esta prueba en 
particular el objeto Imagen.jpg cuyo nodo responsable es 3 no se replicó sobre el 
sucesor (nodo 4) debido a una salida momentánea no controlada del nodo 4 de la 
red, lo que ocasionó inestabilidad en el sistema. De igual forma, el objeto 
Sintesis.pdf cuyo  destino era nodo 4 no pudo ser alojado allí producto de la 
inestabilidad de la red, sin embargo pudo ser replicado en el nodo 5 quien asumió 
las funciones de sucesor del nodo 4.  
 
 
6. La figura 39 representa la red overlay haciendo uso de la interfaz gráfica del 














7. De la figura 40 a la 44 se ilustran las capturas de pantalla correspondientes a 
los exploradores de archivos para cada nodo de la red overlay una vez realizada la 



























En esta sección se analizó la herramienta jDHT-UQ como implementación de un 
sistema P2P DHT, se realizó una descripción operativa de las funciones put y get 
y se documentó la ejecución de jDHT-UQ en un entorno LAN y de escritorio. 
 
 
Se puede concluir que las pruebas realizadas a nivel de localhost son totalmente 
predecibles debido a que el sistema se encuentra en modo de simulación, aunque 
representan el estado esperado en un entorno LAN.  
 
Por otro lado, las pruebas realizadas bajo entorno LAN controlado reflejaron las 
estimaciones calculadas cuando se tuvo la participación de 4 host en la red; sin 
embargo en el momento de incrementar a 5 la cantidad de host de la prueba, se 
presentó inestabilidad en la LAN a causa de un nodo que se ausentó por corto 
tiempo alterando el resultado estimado, producto del cual dos objetos fueron 
rechazados por el nodo responsable pero también fueron asumidos por el nodo 
que respaldó la replicación; por este motivo se concluye que al incrementar el 
factor de replicación aumenta la disponibilidad de contenidos en la red overlay, así 
como la tolerancia a fallas. 
 
En la próxima sección se analiza un Servidor Proxy Caché y un sistema P2P DHT 
desde una perspectiva arquitectural que permitirá realizar su integración, de esta 
manera se obtiene el modelo arquitectural de un Servidor Proxy Caché basado en 
un sistema P2P DHT para ser implementado en un prototipo que funcionará en 





10. ANALISIS A NIVEL DE ARQUITECTURA UN SPC Y UN SISTEMA P2P 
DHT PARA REALIZAR SU INTEGRACIÓN 
 
 
Para adaptar un Servidor Proxy Caché a una infraestructura P2P basada en DHT 
es necesario analizar un Servidor Proxy Caché y un sistema P2P DHT a nivel 
arquitectural. En esta sección se realiza un análisis de la arquitectura e un 
Servidor Proxy Caché y de la arquitectura de un sistema P2P DHT, de esta forma 
se logra y describe la integración arquitectural de ambos sistemas. 
 
 




Los servidores proxy caché son mediadores que realizan transacciones con el 
servidor de origen en nombre del cliente, se ubican entre clientes y servidores y 
actúan en beneficio de los usuarios [10,24, 36]. 
 
Los servidores proxy web resuelven solicitudes http, además guardan copias 
locales de los objetos web solicitados recientemente para entregárselos a los 
usuarios de forma ágil en comparación con el tiempo que implica traerlo desde el 
servidor de origen, lo cual reduce el tráfico en Internet, y en consecuencia el 
tiempo de descarga de objetos web [10]. 
 
Un caché es un mecanismo que permite mejorar el desempeño de algunos 
sistemas mediante el almacenamiento de ciertos datos que pueden llegar a ser 
utilizados posteriormente en un lugar más cercano de su ubicación original. Por lo 
tanto, al momento de requerir un dato, es el caché quien lo suministra. La idea de 
un caché consiste en almacenar el recurso recuperado en un archivo local para su 
uso posterior, por lo que no sería necesario conectarse al servidor remoto la 
próxima vez que se requiera este archivo [2]. 
 
Un servidor proxy caché intercepta solicitudes http de los clientes, busca el objeto 
en su caché y si lo encuentra se lo devuelve al cliente, de lo contrario, consulta al 
servidor de origen, obtiene el objeto y antes de enviárselo al cliente, guarda una 
copia en su caché. Los servidores proxy caché normalmente se ubican en las 




El servidor proxy caché intenta mejorar el desempeño de la red tratando de reducir 
la percepción de latencia por parte del usuario y el tráfico hacia redes externas 
[37], generando alta disponibilidad de contenidos y ahorro en el ancho de banda 
[1]. 
 
El servidor proxy caché que se utiliza en este documento se denomina 
HTTPProxyServer corresponde al trabajo de grado realizado por José Andrés 
Uruburo para la Especialización en Redes de Datos de la Universidad Tecnológica 
de Pereira, bajo la dirección de Carlos Eduardo Gómez, donde se diseñó y 
construyó un modelo haciendo uso de buenas prácticas de Ingeniería de Software 
[10]. 
 
Los servidores proxy se comportan como un servidor de origen al recibir y 
procesar solicitudes del cliente y retornar las respuestas, y se comportan como 
cliente al enviar solicitudes al servidor de origen y recibir respuestas [36, 38]. 
 
Cuando un objeto solicitado no se encuentra en caché o ha caducado existe una 
incoherencia, de lo contrario se logra un acierto. El porcentaje de aciertos por 
solicitud se denomina tasa de acierto o Hit Rate y mide la efectividad del caché; de 
otro modo, el porcentaje de bytes atendidos por solicitud se denomina Byte Hit 
Rate o tasa de acierto de bytes transferidos y sirve para medir el ancho de banda 
consumido [36, 37, 38]. 
 
El caché utiliza memoria que asume funciones de buffer de datos, 
almacenamiento de objetos comunes o recientemente solicitados e indexación de 
objetos. Debe contar con suficiente espacio sin que este garantice un incremento 
en la tasa de aciertos. Por otro lado, utiliza algoritmos de consistencia que pueden 
ser débiles o fuertes y evitan el alojamiento de datos defectuosos u obsoletos  con 
respecto al servidor de origen. De igual forma cuenta con políticas de sustitución 
entre las que se encuentran LRU1, FIFO2, LFU3, o Greedy Dual-Size4, de las 
cuales depende su efectividad y que permiten eliminar contenidos en memoria 
para ser reemplazados por otros nuevos en caso de saturación o desbordamiento 
[1,10, 38]. 
 
                                                          
1LRU: LeastRecentlyUsed. Política de reemplazo que desaloja del caché el elemento menos usado recientemente. 
2 FIFO: First In First Out. Política de reemplazo que elimina del caché el primer elemento que ingresó, es decir, el que más 
tiempo lleva alojado en caché. 
3LFU: LeastFrecuentlyUsed: Política de reemplazo que elimina del caché el elemento con menor frecuencia de uso. 
4Greedy Dual-Size: Política de reemplazo que asigna un peso a cada objeto almacenado en caché. El peso es calculado 
como una relación entre el tamaño del objeto, la frecuencia de acceso y la edad del objeto almacenado en caché. 
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El caché reúne copias de la primera respuesta del servidor de origen y las envía al 
cliente cada vez que las solicita reduciendo el tráfico hacia el servidor. Los 
sistemas de caché se evalúan con base en tres métricas que son velocidad, 
escalabilidad y confiabilidad [1, 10, 38]. 
 
Al construir un servidor proxy caché se hace necesario contar con suficiente 
espacio en disco, de lo contrario el caché reemplaza los objetos que pueden ser 
solicitados [2,10, 38]. 
 
HTTPProxyServer [10] tiene 3 componentes, los cuales son un cliente, un servidor 































10.1.1. Diagramas de casos de uso 
 










En el sistema ilustrado en el diagrama 22 intervienen 3 actores, el primero 
denominado usuario es quien activa el sistema solicitando un recurso al servidor 
web. El segundo representa un servidor proxy caché que sirve de intermediario 
ante el servidor web para gestionar los recursos requeridos por el cliente. El 
tercero se denomina servidor web, y representa la instancia que tiene los recursos 
solicitados [10]. 
 
Para acceder a un contenido el usuario activa el caso de uso solicitar recurso, el 
cual intenta conectarse al servidor de origen activando el caso de uso conectar 
servidor web  quien establece una conexión con el servidor proxy caché a través 
del caso de uso conectar al servidor proxy cache para buscar allí el archivo; de no 
encontrarlo se establece conexión con el servidor web. 
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En caso de que no exista servidor proxy caché, el caso de uso denominado 
solicitar recurso activa el caso de uso crear mensaje de solicitud http, quien se 
encarga de construir el mensaje y enviarlo al servidor web a través del casos de 
uso enviar  mensaje de solicitud http. El servidor web recibe la solicitud y retorna el 
contenido, si no dispone del recurso envía un mensaje de error [10]. 
 
 










El sistema definido en el diagrama 23 cuenta con un actor denominado cliente, el 
cual detona el sistema con el caso de uso aceptar conexión que establece 
contacto con el servidor web. Una vez establecida la conexión el servidor web 
recibe el mensaje de respuesta http, lo analiza y crea el mensaje de respuesta, el 




A continuación se presenta el diagrama 24 con el modelo de casos de uso 









En el sistema denominado servidor proxy caché definido en el diagrama 24 
intervienen 2 actores, el cliente quien activa el sistema a partir de la solicitud del 
recurso, y el servidor web encargado de atender las solicitudes del cliente [10]. 
 
Cuando se requiere un recurso, el servidor proxy caché acepta la solicitud de 
conexión y se contacta con el servidor web con el fin de acceder al recurso vigente 
creando un mensaje http que es enviado al servidor web quien la recibe y le 
retorna el recurso solicitado, o un mensaje de error en caso de no tenerlo. Cuando 
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un mensaje llega al servidor proxy caché se analiza para extraer el contenido, 
copiarlo en caché y enviarlo al cliente [10]. 
 
 
10.1.2. Diagramas de Clase 
 









El diagrama 25 muestra la clase que contiene el método main se denomina 
Inicializar y se contacta con el servidor web a través de la clase Comunicaciones 
quien a su vez utiliza la clase Protocolohttp para crear y enviar mensajes de 
solicitud http con la ayuda de la clase Sockets y con el apoyo de la clase 
Excepciones para los casos en que se presentan las inconsistencias. La clase 
Comunicaciones instancia la clase Persistencia para alojar el recurso solicitado, y 














El diagrama 26 muestra la clase Inicializar contiene el método main el cual se 
relaciona con la clase Comunicaciones y con la clase Servicios. La clase 
Comunicaciones  se soporta en la clase Protocolohttp, con la clase Sockets y con 
la clase Solicitudhttp; la clase Socket se encarga de facilitar el flujo de datos. La 
clase Servicios busca el recurso solicitado para enviarlo al cliente. La clase 




















En el diagrama 27 la clase principal se denomina Inicializar y está relacionada con 
la clase Servicios para verificar la disponibilidad del recurso en caché y enviarlo al 
cliente. Esta clase a su vez mantiene un vínculo con la clase Protocolohttp que 
facilita las comunicaciones [10]. 
 
La clase Comunicaciones se relaciona con la clase Socket para conectarse al 
servidor web y a cliente, en caso de falla en el flujo de datos, la clase Excepciones 
interviene para su manejo [10]. 
 
La clase Persistencia se encarga de alojar en caché el recurso solicitado por el 







10.1.3. Diagramas de Secuencia 
 
 











En el diagrama 28 el usuario activa el sistema requiriendo recursos al servidor, 
para tal fin solicita conexión, crea y envía un mensaje de solicitud http; luego 















El diagrama 29 ilustra el modelo de secuencia del sistema Cliente 










En el diagrama 29 se representa al usuario activa el sistema solicitando recursos 
al servidor web, una vez aceptada la conexión se crea y envía un mensaje de 
solicitud http y recibe el recurso enviado por el servidor que procede a guardarlo 
















El diagrama 30 presenta el modelo de secuencia correspondiente al sistema 










El diagrama 30 ilustra al usuario activa el sistema solicitando recursos al servidor, 
para tal fin solicita una conexión que en caso de ser negada envía un mensaje de 



















El diagrama 31 presenta el modelo de secuencia en curso básico del sistema 




Diagrama 31: Modelo de secuencia sistema Servidor Web HTTPProxyServer 





El diagrama 31 ilustra al cliente cuando solicita conexión al servidor quien al 
aceptarla recibe un mensaje de solicitud http proveniente del cliente, analiza su 
contenido, localiza el recurso y lo retorna al cliente creando un mensaje de 

















El diagrama 32 presenta el modelo de secuenca del sistema Servidor Web 




Diagrama 32: Modelo de secuencia sistema Servidor Web  HTTPProxyServer 





En el diagrama 32 el cliente solicita conexión al servidor, y en caso de no 



















El diagrama 33 representa el modelo de secuencia del sistema Servidor Web 




Diagrama 33: Modelo de secuencia sistema Servidor Web HTTPProxyServer 





En el diagrama 33 el cliente solicita conexión al servidor web quien la acepta y 
analiza el contenido del mensaje, en caso de no contener el recurso solicitado 


















El diagrama 34 ilustra el modelo de secuencia en curso básco del sistema 




Diagrama 34: Modelo de secuencia sistema Servidor Proxy Caché 





El diagrama 34 muestra el momento en el cual el cliente solicita conexión al 
servidor proxy caché y le envía un mensaje de solicitud http el cual es recibido y 
analizado por el servidor proxy caché quien consulta el recurso en su caché, crea 














El diagrama 35 representa el modelo de secuencia del sistema Servidor Proxy 




Diagrama 35: Modelo de secuencia sistema Servidor Proxy Caché 





En el diagrama 35 se muestra al cliente solicitar conexión al servidor proxy caché 
y envía un mensaje de solicitud http el cual es recibido y analizado; de igual forma 
busca el recurso en caché y en caso de no tenerlo extiende la solicitud al servidor 
web quien al momento de recibir la respuesta, guarda una copia en caché y envía 








El diagrama 36 representa el modelo de secuencia del sistema Servidor Proxy 




Diagrama 36: Modelo de secuencia sistema Servidor Proxy Caché 





En el diagrama 36 el cliente solicita conexión al servidor proxy caché y en caso de 






















10.1.4. Modelo de procesos  
 
 
A continuación se muestra el diagrama 37 correspondiente al sistema de solicitud 










El diagrama 37 muestra cuando el cliente activa la aplicación solicitando un 
recurso web al servidor, si existe servidor proxy caché este asume la solicitud, 
consulta en caché la disponibilidad del recurso y lo retorna al cliente; en caso de 
no tenerlo envía la solicitud al servidor web, quien consulta su contenido y lo 
entrega; en caso de no tenerlo envía un mensaje de error al servidor proxy caché 
[10]. 
 
Al recibir el recurso, el servidor proxy caché guarda una copia en caché y envía 




10.1.5. Modelo de despliegue 
 
 










En el diagrama 38 HTTPProxyServer sirve como mediador entre la red LAN e 
Internet, se ubica en la frontera de la red y se encuentra respaldado por el caché 
que almacena una copia de los recursos web solicitados. 
 
 




Una red Peer-to-Peer es un sistema distribuido sin control centralizado, que puede 
ser usado para acceder a cualquier recurso, no cuenta con clientes ni servidores 
fijos, y por el contrario, cuenta con una serie de nodos que se comportan de forma 





En un sistema Peer-to-Peer cada nodo provee funcionalidades tanto de servidor 
como de cliente; además pueden aportar o consumir servicios o recursos como 
información, archivos, ancho de banda, capacidad de almacenamiento y poder de 
procesamiento [20]. 
 
Con el objeto de utilizar los recursos compartidos, los peers interactúan de manera 
directa con otros, dicha interacción se realiza sin control central permitiendo 
superar posibles cuellos de botella [20]. 
 
Cualquier nodo puede iniciar, detener o completar una transacción, además la 
eficiencia de los nodos en el enlace y transmisión de datos varía de acuerdo a su 
configuración local, velocidad de proceso, disponibilidad de ancho de banda, 
conexión a la red y capacidad de almacenamiento en disco [20]. 
 
En los sistemas Peer-to-Peer no existe una autoridad central encargada de 
administrarlo que se haga responsable por la entrada y salida de nodos en la red, 
el uso de recursos o la comunicación entre peers; sin embargo cada nodo es 
autónomo de establecer las condiciones para poner a disposición de otros peers 
sus recursos [20]. 
 
 
10.2.1. Red Overlay 
 
El correcto funcionamiento de cualquier sistema Peer-to-Peer depende de un 
conjunto de nodos y sus conexiones para formar una red lógica denominada red 
overlay, en la cual los nodos asumen funciones de cliente y de servidor dando 
autonomía a la red lógica sobre la red física, donde un enlace lógico puede 


















Figura 45: Red Overlay [20] 
 
 
La topología, estructura, grado de centralización, mecanismo de búsqueda y 
localización empleados por la red overlay ilustrados en la figura 45 son 
fundamentales en el desempeño y operación de un sistema Peer-to-Peer puesto 
que están directamente relacionados con aspectos que conciernen a la tolerancia 


















Figura 46: Distributed Hash Table [20] 
 
 
La red overlay se distribuye en términos de centralización y estructura donde el 
grado de centralización se refiere al nivel de responsabilidad que cada peer tiene 
en el sistema, mientras la estructura corresponde a la ubicación del contenido [20], 
como lo muestra la figura 46. 
 
 
10.2.2. Arquitectura de un sistema Peer-to-peer 
 
La arquitectura Peer-to-peer consiste en un sistema interconectado de nodos 
autónomos en una topología de red que se unen para compartir recursos; además 
están en capacidad de  adaptarse a fallos y acomodarse a la entrada y salida de 
nodos, conservando niveles de desempeño y conectividad aceptables sin el apoyo 





10.2.3. Arquitectura de un sistema DHT 
 
Distributed Hash Table (DHT) es el primer concepto que define una estructura 
sobre redes overlay Peer-to-peer donde los nodos se conservan autónomos 
producto del control de datos local y de las operaciones, proporciona una vista 
global de datos entre todos los nodos y su ubicación está sujeta al estado actual 





Chord es uno de los primeros y más influyentes sistemas DHT, desarrollado por 
Ion Stoica y otros colaboradores en MIT en 2001, definiendo un esquema donde 
los nodos se organizan de manera circular formando un anillo de hasta 2m nodos 
donde cada uno tiene un identificador que se obtiene a partir de un hashing 
consistente producto del algoritmo SHA-1, y se distribuye de manera uniforme por 
la red asegurando la ubicación balanceada de los nodos en el anillo [39]. 
 
El identificador de un nodo se representa con el valor hash obtenido de su 
dirección IP, de manera similar, el identificador de la llave corresponde al valor 
hash generado de un atributo del archivo como el nombre, la fecha de creación o 
el autor, entre otros; estos valores permiten definir la estructura del anillo donde 
los nodos se ubican en el sentido de las manecillas del reloj [39] que se ilustra en 






Figura 47:Un circulo de identificación m=6 conteniendo 10 nodos y almacenando 
5 llaves [20] 
 
 
En el anillo Chord que se representa en la figura 47 cada archivo se mapea en 
función de una llave única que junto al objeto es asignada al nodo más cercano 
que sucede a esta llave. De igual forma, cada nodo mantiene una referencia al 
sucesor, así una consulta se transmite por todo el anillo; en caso de que la 
respuesta no esté en determinado nodo se consulta al sucesor, y así 


















Figura48: Búsqueda de una llave en el anillo [20] 
 
 
Complementando lo anterior, el contenido es usualmente direccionado a través de 
identificadores sin estructura derivadas del mismo, por medio de una función hash, 
situación que permite la ubicación de los datos en función de la información [20] 















Figura 49: Tabla de enrutamiento para el nodo 8 con m=6 [20]. 
 
 
Para incrementar la robustez y la velocidad en las consultas, cada nodo mantiene 
una tabla de enrutamiento con entradas en la que se registra una referencia al 



















Figura 50: La ruta de una consulta para la llave 54 iniciando en el nodo 8 [20]. 
 
 
Al procesar una consulta un nodo busca en su tabla de enrutamiento el peer más 
lejano que precede a la llave que busca; si ese nodo no es responsable por la 
llave, realiza el mismo procedimiento hasta encontrar el peer encargado [20], 













En la figura 51 se ilustra la secuencia de operaciones realizadas cuando ingresa 








A partir de esta estructura un nodo solo necesita una pequeña cantidad de 
información de enrutamiento acerca de otros nodos; en contraste con otros 
sistemas, los participantes de Peer-to-peer DHT tienen solo información parcial 
sobre la red. Además, cuando un nuevo nodo entra a la red overlay, ciertas llaves 
previamente asignadas al sucesor del nodo son ahora reasignadas al nuevo nodo; 
de forma complementaria cuando un nodo sale de la red todas las llaves 
asignadas serán reasignadas al sucesor para mantener el balance de carga [20, 
39] situación que se refleja en la figura 51. 
 
 
10.3. DESCRIPCIÓN DE LA INTEGRACIÓN A NIVEL DE ARQUITECTURA 




Los sistemas peer-to-peer DHT se encuentran en la categoría de sistemas 
distribuidos estructurados sobre redes overlay, los cuales pueden ser analizados 
mediante la división por capas de acuerdo a los servicios que ofrece entre los que 
se encuentran la  capa de consulta (DistributedLookupService - DLS) y la capa de 
almacenamiento (Distributed Storage Service - DSS) [13]. Chord se encuentra en 
DLS y se encarga de la gestión de nodos y contenidos mediante el uso de las 
funciones join, leave, lookup y neighbors, las cuales brindan apoyo en términos de 
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entrada, salida y búsqueda de nodos, así como en la identificación de nodos 
cercanos; mientras que DHash se encuentra en DSS brinda la posibilidad de 
gestionar la entrada y salida de contenidos mediante las funciones put y get 
soportadas sobre Chord. 
 









Para el propósito de este trabajo y como lo ilustra la figura 52, se reunirán los 
servicios que ofrecen Chord y DHash en una sola entidad denominada caché, 







Por otro lado HttpProxyServer [10] implementa un servidor proxy donde se 
apoyará en la función de caché para almacenar los archivos que son consultados 
por los miembros de una red LAN a servidores de origen que se encuentran en 
Internet, a partir de mecanismos de solicitud y respuesta, situación que se ilustra 
en el diagrama 39. 
 
 
Diagrama 39: Modelo arquitectural definido por paquetes del Servidor Proxy con 
Caché P2P DHT 
 
 
Teniendo en cuenta que HttpProxyServer hace las funciones de servidor proxy 
caché y que Chord junto con DHash están en condiciones de realizar funciones de 
caché, se establecerá un servicio donde el servidor proxy al momento de enviar un 
mensaje de solicitud haga uso de la función put, y al momento de realizar una 
consulta haga uso de la función get, ambas contenidas en DHash; de esta manera 
se logra un Servidor Proxy con el Caché administrado por un Sistema Distribuido 
Peer-to-peer DHT como se muestra en el diagrama 39. 
 
DHTProxyCachéServer es un servidor proxy caché peer-to-peer descentralizado 
que habilita los navegadores web sobre máquinas de escritorio con la intensión de 
que compartan sus caché locales, generando un gran caché compartido, eficiente 
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y escalable el cual para efectos de este trabajo funcionará en una red LAN estable 
sobre la cual se genera una red overlay con una latencia menor a la considerada 
cuando se accede a servidores externos, dado que el ancho de banda en este 
nivel es superior al de las redes externas; sin necesidad de dedicar hardware 
exclusivo ni generar costos administrativos. Lo anterior permite que se hereden las 
bondades de los sistemas peer-to-peer DHT como la escalabilidad, la 
descentralización, la tolerancia a fallas, el bajo costo operativo, la autonomía, el 
poco aporte requerido por parte de los nodos participantes, el balanceo de carga y 
el enrutamiento eficiente. 
 
El diagrama 40 representa el modelo arquitectural orientado a la implementación 




Diagrama 40: Modelo arquitectural orientado a la implementación Servidor Proxy 
con Caché P2P DHT 
 
 
DHTProxyCacheServer utiliza un sistema autónomo de enrutamiento peer-to-peer 
denominado Chord [8] que actúa como servicio de localización de objetos web, el 
cual identifica y enruta copias en caché de los archivos solicitados, además utiliza 
DHash [6] como mecanismo para almacenar objetos. Las funcionalidades y los 
atributos ofrecidos tanto por Chord como por DHash están representados en la 
implementación jDHT-UQ [20] descrita en secciones anteriores. 
 
De manera complementaria, y en caso de fallas por causa de la ausencia de 
múltiples nodos, DHTProxyCacheServer solo debe traer del servidor web la 
pequeña fracción de objetos que se encontraban en ellos, por lo que se asume 
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que todos los nodos pueden acceder a Internet de manera directa o a través de 
firewall. 
 
Dado el caso en que el proxy detecte que el objeto ubicado en el caché local haya 
perdido la vigencia, DHTProxyCacheServer lo busca en otros nodos de la red 
overlay antes de enviar la solicitud al servidor de origen. 
 
Respecto al servicio de almacenamiento de archivos, se hace un llamado al 
método put de DHash, con el identificador del objeto web obtenido a partir de 
calcular el valor hashing del nombre, con el apoyo del algoritmo SHA-1; se debe 
tener en cuenta que para acceder al objeto almacenado se hace un llamado al 
método get de DHash incluyendo como parámetro el nombre del archivo y su 
identificador; la búsqueda se realiza por coincidencia exacta de los elementos en 
consulta. 
 
En esta sección se analizó la arquitectura de un Servidor Proxy Caché y de un 
sistema P2P DHT, quer permitió la integración arquitectural entre ambos con el fin 
de facilitar la implementación del prototipo que integre un Servidor Proxy Caché 
con un sistema P2P DHT en una red LAN estable. 
 
La sección que sigue a continación establece la implementación de un prototipo 
que integra un Servidor Proxy Caché con un sistema P2P DHT que será ejecutado 




11. IMPLEMENTAR UN PROTOTIPO QUE INTEGRE UN SERVIDOR PROXY 




A partir del diseño arquitectural del prototipo que integra un Servidor Proxy Caché 
con un sistema P2P DHT, es posible construir su implementación. En esta sección 
se describe la integración entre un Servidor Proxy Caché y un sistema P2P DHT a 
nivel arquitectural, se describe el prototipo que integra ambos sistemas logrando 
de esta manera un diseño que será desarrollado y documentado. 
 
 
11.1. DESCRIPCIÓN A NIVEL DE ARQUITECTURA DE LA INTEGRACIÓN 
ENTRE EL SERVIDOR PROXY CACHÉ Y EL SISTEMA PEER-TO-
PEER DHT 
 
Retomando lo referido en la Introducción, los servidores proxy caché son 
intermediarios en transacciones web entre clientes HTTP y servidores de origen 
desempeñando funciones de almacenamiento de datos, conexiones y 
procesos[36,38, 40]. En el trabajo de grado elaborado por los autores para optar 
por el título de Especialista en Redes de Datos otorgado por la Universidad 
Tecnológica de Pereira se construyó un servidor proxy caché que apoya la 
transacción entre el marco conceptual y el uso de implementaciones populares 
como Squid para facilitar la comprensión respecto a la labor realizada por el 
servidor, haciendo uso de metodologías dispuestas por la Ingeniería de Software y 
que contempla la posibilidad de articular módulos adicionales [10]. El servidor 
proxy caché construido en [10] obedece a un diseño que consideró la 
implementación de un servidor web y de un cliente web que lo acompañan, lo que 
generó el surgimiento de tres sistemas independientes que se articulan en tiempo 
de ejecución con la comunicación de procesos y variables. Por lo anterior, se 
construyó un cliente que tiene contacto con el usuario, un servidor web encargado 
de ofrecer los recursos solicitados por el cliente, y el servidor proxy caché como 
mediador entre el cliente y el servidor web en el proceso de intercambio de 






Figura 53: Modelo arquitectural HttpProxyServer 
 
Como se mencionó en secciones anteriores, un sistemas P2P DHT se estructura 
sobre redes overlay, donde se cuenta con el apoyo del algoritmo Chord encargado 
de la gestión de nodos y contenidos mediante los métodos join, leave, lookup y 
neighbors, brindando apoyo para la entrada, salida y búsqueda de nodos, así 
como en la identificación de nodos cercanos; y con el apoyo de los servicios de 
DHash mediante los métodos put y getque permiten el almacenamiento sobre la 
red overlay como se ilustra en la figura 54. 
 
 
Figura 54: Sistema P2P DHT [20] 
 
La figura 54 representa un posible escenario de la distribución física de los nodos 




DHTProxyCacheServer es un servidor proxy en el cual su caché es administrado 
por un sistema P2P DHT, el cual recibe el contenido que llega desde el servidor de 
origen, envía una copia al caché distribuido y otra copia se la entrega al cliente 
que emitió la solicitud. 
 
La figura 55 muestra un ejemplo del anillo Chord y de la tabla hash contenida en 




Figura 55: Ejemplo Anillo Chord [20] 
 
En un anillo Chord cada nodo conoce solo una parte de la red overlay que 
corresponde al listado de nodos relacionados en la tabla hash que contiene, de 
acuerdo a lo representado en la Figura 55. 
 
DHTProxyCacheServer utiliza los métodos put y get de la clase DHash contenida 
en jDHT-UQ, donde put recibe como parámetro el contenido junto con el 
identificador, mientras que get recibe como parámetro el identificador y retorna el 
contenido requerido. Al interior de jDHT-UQ se implementa DHash y Chord cuya 







A nivel de despliegue se considera una red LAN estable donde un nodo ejecutará 
DHTProxyCachéServer; a su vez los demás nodos de la red que participan como 
caché ejecutarán jDHT-UQ; del mismo modo estos nodos configuran sus 
navegadores web de forma tal que los parámetros del proxy corresponden a la 
dirección IP del nodo que ejecuta DHTProxyCacheServer quien será el encargado 
de administrar la entrada y salida de contenidos a Internet, el  diagrama 41 
representa la vista física y la vista lógica de un posible escenario a través de un 
modelo de despliegue. 
 
 
Diagrama 41: Modelo de despliegue DHTProxyCacheServer 
 
El Diagrama 41 contiene una vista física y lógica de un posible escenario donde se 
depliega la solución en sobre una red LAN la cual está compuesta por 9 
computadores conectados a través de un switch como dispositivo intermedio que 
al su vez permite la conexión con un enrutado con acceso a Internet donde 
encontrarán servidores web; a su vez, la vista lógica representa la red overlay 
conformada por nodos cuya posición depende del valor hash con el cual se 
identica. Nótese que aunque los nodos pueden ser adyacentes en la red físcia, 
pueden no serlo en la red overlay. 
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11.2. DESCRIPCION DEL PROTOTIPO QUE INTEGRA AL SERVIDOR 
PROXY CACHÉ CON EL SISTEMA P2P DHT 
 
 
El servidor proxy caché en el marco de este trabajo cuenta con tres componentes 
principales que son el cliente, el servidor proxy caché y el servidor web. Al cliente 
denominado HttpClient lo constituyen los métodos askFileName que retorna una 
cadena con el nombre del archivo; el método createHttpServerConnection que no 
retorna elementos y se encarga de establecer la conexión entre cliente y servidor; 
el método createHttpRequestMessage que recibe una cadena con el nombre del 
archivo solicitado y retorna el mensaje de solicitud http; el método sendToServer 
que recibe como parámetro un objeto y permite enviar mensajes al servidor sin 
retornar valores; el método receiveHttpResponseMessage que recibe el nombre 
del archivo y acoge el mensaje de respuesta http proveniente del servidor; y 
finalmente el método receiveFromServer que se encarga de obtener un objeto del 




Diagrama 42: Clase HttpClient. 
 
El diagrama 42 ilustró la clase HttpClient la cual contiene el nombre de la clase en 
la parte superior, mientras que en la parte inferior se definen los encabezados de 
los métodos junto con los parámentros de entrada y el valor que retorna cada uno. 
 
La clase HttpProxyServer cuenta con los métodos cachéLookup que recibe el 
nombre del archivo y se encarga de buscar un objeto en caché retornando falso en 
caso de no encontrarlo o verdadero en caso contrario; el método 
receiveRequestMessage no recibe parámetros y se encarga de recibir mensajes 
de solicitud http procedentes del cliente retornando una cadena correspondiente al 
mensaje de solicitud en formato http; el método createClientConnection no recibe 
parámetros y establece una conexión con el cliente; el método receiveFromCliente 
está atento a recibir los objetos web provenientes del cliente, retornando un objeto 
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web; el método createHttpResponseMessage recibe como parámetro el nombre 
del archivo para crear el mensaje de respuesta en formato http que será enviado 
al cliente, y retorna una cadena que corresponde al mensaje de respuesta http 
creado; el método getContentType recibe como parámetro una cadena con el 
nombre del objeto y retorna una cadena con el tipo de mensaje de respuesta 
enviado al cliente; el método sendHttpResponseMessage recibe como parámetro 
una cadena con el mensaje de respuesta en formato http junto al nombre del 
archivo, sin retornar valores; el método sentToClient recibe como parámetro el 
objeto que será enviado al cliente; el método createHttpServerConnection no 
recibe parámetros y se encarga de crear una conexión con el servidor web; el 
método créateHttpResponseMessage recibe como parámetro una cadena con el 
nombre del objeto web y crea un mensaje de solicitud en formato http; el método 
sendToServer recibe como parámetro un objeto que contiene el mensaje de 
solicitud al servidor web; el método receiveHttpResponseMessage recibe como 
parámetro una cadena con el nombre del archivo dirigido al cliente y se encarga 
de enviar el mensaje de respuesta http. Finalmente el método receiveFromServer 
no recibe parámetros y permite establecer conexiones con el servidor, retornando 
el objeto solicitado al servidor de origen. A continación se representa diagrma 43 




Diagrama 43 Clase HttpProxyServerRe 
 
En el diagrama 43 se mostró la clase HttpProxyServer con sus respectivos 





La clase HttpServer contiene los métodos createHttpClienteConection, el cual se 
encarga de establecer conexión con el cliente http sin generar retorno; el método 
createHttpResponseMessage recibe una cadena con el nombre del archivo y 
retorna una cadena con el mensaje de respuesta en formato http; el método 
getContentType recibe una cadena por parámetro con el nombre del archivo y 
retorna otra con el tipo de archivo consultado; el método 
sendHttpResponseMessage recibe una cadena con el mensaje de respuesta y 
otra con el nombre del archivo, no retorna valores y se encarga de enviar al cliente 
el mensaje de respuesta http; el método sendToClient recibe un objeto web, no 
retorna valores y se encarga de enviar el objeto solicitado al cliente; el método 
recibe HttpRequestMessage se encarga de recibir un mensaje de solicitud http 
proveniente del cliente, retornando una cadena con el mensaje  de solicitud; por 
último está el método receiveFromClient que se encarga de recibir la conexión con 
el cliente. El diagrama 44 corresponde a la representación de la clase HttpServer. 
 
 
Diagrama 44: Clase HttpServer 
 
El diagrama 44 ilustró la clase HttpServer, donde se indetifican los parámetros de 
entrada y los tipos de retorno esperados de los respectivos métodos. 
 




Diagrama 45: Componentes Sistema HttpProxyServer 
 
El diagrama 45 ilustró los componentes del sistema que lo conforman HttpClient, 
HttpProxyServer, HttpServer y los respectivos vínculos. 
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Por otro lado, el sistema P2P DHT está compuesto fundamentalmente por 2 
clases, DHash y DHTNode; DHash se encarga de implementar los métodos put 
que recibe un archivo para ubicar en la red overlay, y get que recibe una cadena 
con la llave que identifica el objeto web solicitado a la misma red, retornado el 
archivo solicitado. El diagrama 46 representa la clase DHash. 
 
 
Diagrama 46: Clase DHash 
 
Como se ilustró en el diagrama 46, la clase DHash está compuesta por los 
métodos put y get, los cuales permiten almacenar y localizar objetos (archvios) en 
un sistema P2P DHT. 
 
DHTNode se encarga de implementar las funciones del algoritmo Chord, y se 
compone de los métodos leave, lookup, join y neighbors. El métodoleave no recibe 
parámetros y permite a un nodo abandonar la red, lookup se encarga de consultar 
contenidos en la red overlay, join que recibe el identificador del nodo nuevo 
facilitando su vinculación a la red overlay, y neighbors que retorna un vector con 
los índices de los vecinos. Finalmente el método getkey se encarga de solicitar la 
clave del objeto consultado en la red overlay retornando la llave que identifica el 
objeto encontrado. A continuación se presenta el diagrama 47 correspondiente a 
la clase DHTNode. 
 
 
Diagrama 47: Clase DHTNode 
 
El diagrama 47 representó la clase DHTNode con sus respectivos métodos, 
parámetros de entrada y retornos esperados. 
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A continuación se ilustra el diagrama 48 que representa el sistema P2P DHT. 
 
 
Diagrama 48: Sistema P2P DHT 
 
El diagrama 48 presentó el sistema P2P DHT comformado por DHash y 
DHTNode, lo cuales están acompañados por los métodos, parámetros y tipos de 
retorno esperados. 
 
El diagrama 49 representa el modelo de clases donde se integra el servidor proxy 
caché al sistema P2P DHT. 
 
 
Diagrama 49: Modelo de clases integración servidor proxy caché y sistema P2P 
DHT 
 
El diagrama 49 ilustró el modelo de intregración entre el servidor proxy caché y el 
sistema P2P DHT, conformado por las clases HttpClient, HttpProxyServer, 
HttpServer, DHash y DHTNode; además se especifian las asociaciones entre ellas 





11.2.1. Relaciones y multiplicidad 
 
La clase HttpProxyServer tiene una relación de composición con la clase 
HttpClient donde varios clientes se vinculan a un solo servidor proxy server; por 
otro lado, la clase HttpServer se agrega a la clase HttpProxyServer con una 
relación de 1 servidor proxy a varios servidores web. Existe un vínculo de 
agregación entre la clase HttpProxyServer y la clase DHash con multiplicidad de 1 
servidor proxy por varias clases DHash. Finalmente se establece un vínculo de 
composición entre DHash y DHTNode con una relación de 1 a 1. 
 
 
11.2.2. Integración entre el servidor proxy caché y el sistema P2P DHT 
 
Al momento de hacer efectiva la vinculación del sistema P2P DHT al servidor 
proxy para que actúe como caché, se establece un acople entre las clases 
HttpProxyServer a través de los métodos getContentType y 
sendHttpResponseMessage con la clase DHash mediante los métodos put y get; 
el intercambio se realiza teniendo en cuenta los parámetros que indican el nombre 
y el objeto web transferido, que será localizado y consultado en la red overlay. A 
continuación se representa el diagrama 50 que ilustra las clases que relacionan al 
servidor proxy con el sistema P2P DHT. 
 
 
Diagrama 50: Clases que relacionan al Servidor Proxy con el sistema P2P DHT 
 
El diagrama 50 presentó la relación establecida a niver del clases entre el servidor 
proxy y el sistema P2P DHT para lograr su integración. 
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Para que el sistema P2P DHT intervenga en la operación, el servidor proxy 
consulta a la red overlay antes de hacerlo al servidor de origen. 
 
La estrategia para lograr lo anterior se implementa mediante el uso de máquinas 
de escritorio que cooperan entre si exportando el contenido de sus caché locales a 
otros nodos en la red overlay, a partir del uso de algoritmos descentralizados en 
un esquema peer-to-peer, proporcionando la funcionalidad de un servidor proxy 
caché tradicional, afrontando oportunidades de mejora como la escalabilidad que 
exige el crecimiento de usuarios, así como el punto único de falla que representa 
un proxy caché centralizado, que puede redundar en la denegación de acceso al 
contenido web almacenado en caché a los nodos vinculados en la red LAN. 
 
Bajo el esquema propuesto cada nodo desempeña funciones tanto de navegador 
web como de caché web, donde el incremento en el número de clientes se refleja 
en un incremento de recursos para compartir, con la facultad de escalar de 
manera automática.  
 
Sin embargo se puede dar el caso en el que el caché esté constituido por un 
conjunto de nodos independientes al conjunto de nodos cliente, escenario en el 
cual el crecimiento de los nodos cliente no altera la escalabilidad del caché, dado 
que esté se modifica únicamente por el incremento en los nodos que integran el 
sistema P2P DHT. A continuación el diagrama 51 presenta un modelo de 
despliegue donde los nodos cliente son independientes de los nodos que 





Diagrama 51: Modelo despliegue nodos cliente independientes de nodos caché 
 
 
El diagrama 51 representa el modelo de despliegue de otro posible escenario 
donde la red LAN 1 corresponde a los clientes web, los cuales están físicamente 
conectados a la red LAN 2 donde opera el sistema DHTProxyCachéServer. 
Nótese que el caché se construye sobre la red LAN 2 ilustrada a través de una 
vista física con su correspondeinte vista lógica conformada por la red overlay. 
 
La operación de DHTProxyCacheServer se hace efectiva ejecutando en cada 
nodo una instancia de la aplicación con la misma política de expiración, 
configurando el navegador para que use DHTProxyCacheServer como servidor 
proxy caché; además el navegador web y DHTProxyCacheServer comparten un 
solo caché que es administrado por DHTProxyCacheServer; esto se logra con solo 






11.3. DESCRIPCIÓN DEL PROCESO DE DESARROLLO PARA INTEGRAR 
UN SERVIDOR PROXY CACHÉ CON UN SISTEMA P2P DHT 
 
 
Para el desarrollo del sistema definido en este trabajo se tuvo en cuenta los 
requerimientos funcionales y no funcionales establecidos en el trabajo 
denominado Diseño de un Servidor Proxy Caché: Arquitectura, Algoritmos e 
Implementación [10] para especificar los requerimientos funcionales y no 
funcionales del servidor proxy, así como los requerimientos funcionales del caché; 
por otro lado se tuvieron en cuenta los requerimientos funcionales y no funcionales 
del trabajo denominado Investigación de infraestructuras P2P DHT e 
implementación de un prototipo basado en la investigación [20] para establecer los 
requerimientos no funcionales del caché que se acopló al servidor proxy. 
 
Este trabajo consiste en el acoplamiento entre el servidor proxy caché definido en 
el documento denominado Diseño de un Servidor Proxy Caché: Arquitectura, 
Algoritmos e Implementación [10] con el sistema P2P DHT definido en el 
documento denominado Investigación de infraestructuras P2P DHT e 
implementación de un prototipo basado en la investigación [20], obteniendo un 
servidor proxy con el caché gestionado mediante un sistema P2P DHT.El diseño 
del sistema modelado en las secciones 10.1, 10.2, 10.3, 11.2 y 11.3 ilustran la 
arquitectura del servidor proxy, del sistema P2P DHT y de la integración entre 
ambos, con el fin de inspirar su construcción. 
 
En el proceso de desarrollo se utilizó Java como lenguaje de programación, con 
Eclipse como entorno de desarrollo; allí se construyeron todos los componentes 
del sistema. Para el caso del servidor proxy caché [10] se utilizó un computador 
MacBook Pro con procesador Intel Core i5 de doble núcleo a 2.5 GHz, 4 GB de 
memoria  SDRAM DDR3 Y disco duro de 500 GB donde reside un sistema 
operativo OS Yosemite Versión 10.10. Sin embargo los clientes pueden ser 
ejecutados bajo otros sistemas operativos tipo Windows o Linux. 
 
La independencia del sistema puede ser analizada a través de una 
implementación por capas donde se vincula la capa de redfísica conformada por el 
computador MacBook Pro mencionado anteriormente, desde el cual se ejecutará 
el cliente, el servidor web y el servidor proxy caché P2P DHT,jundo con la cantidad 
de equipos que sea posible soportar bajo un entorno LAN controlado en los cuales 
se ejecutará una instancia de jDHT-UQ [20].También se define la capa de red 
lógica estructurada bajo un esquema de direccionamiento IP privado donde los 
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clientes pueden establecer comunicación con el servidor proxy ubicado en la 
misma red. 
 
De forma complementaria se cuenta con una capa de servicios compuesta por un 
servidor web que contiene un conjunto de archivos en un directorio para satisfacer 
las necesidades de los clientes que envían solicitudes, en este caso 
representados por el servidor proxy caché; a su vez este servidor asume el rol de 
cliente ante el servidor de origen al momento de requerir un archivo que no está 
en caché, y el de servidor ante el cliente que demanda los recursos web [10]. 
 
El caché está constituido por un sistema P2P DHT que conforma una red overlay 
sobre una red LAN estable en un entorno controlado. 
 
 
11.3.1. Descripción del prototipo 
 
El prototipo está integrado por un cliente web que solicita información o archivos a 
un servidor web con la intervención de un servidor proxy con el caché 
implementado sobre un sistema P2P DHT. Inicialmente el cliente establece 
conexión con el servidor proxy y le envía un mensaje de solicitud http, una vez 
aceptada la conexión se procede a la recepción y análisis de mensaje para 
identificar en el contenido el nombre del archivo solicitado, el cual se envía al 
sistema P2P DHT que conforma el caché para definir si se encuentra o no allí. En 
caso de que el recurso no se encuentre en el caché, el servidor proxy envía un 
mensaje de solicitud http al servidor web, quedando a la espera del recurso 
demandado. Al momento de recibir el archivo proveniente del servidor de origen, 
el servidor proxy guarda una copia en el caché P2P DHT y envía otra al cliente 
que lo solicita para almacenarlo en un directorio local. 
 
En esta sección se realizó la descripción a nivel arquitectural de la integración 
entre un Servidor Proxy Caché y un sistema P2P DHT; además se diseñó,  
implementó y documentó un prototipo funcional que opera en una red LAN 
estable. 
 
En la próxima sección se diseñan, ejecutan y documentan las pruebas que 
validarán el prototipo, de esta forma se logra una aproximación inicial a la 
validación de desempeño, dado que se realizará la comparación desde este 
ángulo entre un Servidor Proxy Caché tradicional y un Servidor Proxy Caché sobre 
un sistema P2P DHT.  
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Al construir el prototipo funcional de un sistema se hace necesario realizar su 
validación. En esta sección se realiza el diseño de las pruebas a partir de la 
descripción de los casos que validarán el funcionamiento y desempeño del 




12.1. REQUISITOS PARA EJECUTAR EL PROTOTIPO 
 
 
La ejecución del prototipo en un entorno controlado requiere una red LAN estable 
sin esquemas de seguridad ni políticas administrativas en funcionamiento, de 
forma tal que el Servidor Proxy Caché  son un sistema P2P DHT se ejecuten 
adecuadamente. Una vez logradas las condiciones sobre la red LAN, se debe 
ejecutar una instancia de DHTProxyCacheServer, una instancia del Servidor Web 
y otra del Cliente Web preferiblemente en equipos diferentes; de igual forma se 
debe ejecutar una instancia de jDHT-UQ en cada uno de los equipos que 
conformarán la red overlay. 
 
 




Considerando que el prototipo implementado se compone de un servidor web, un 
cliente web y un sistema P2P DHT que gestiona el caché, se crean sistemas 
independientes que se comunican en tiempo de ejecución, motivo por el cual las 
pruebas funcionales se realizarán con un cliente web que emite solicitudes de 
recursos a un servidor web con la intervención del servidor proxy caché. 
Adicionalmente se cuenta con la participación de los demás nodos que integran la 
red conformando el sistema P2P DHT en el que funcionará el caché, 






12.2.1. Descripción del escenario de prueba 
 
Las pruebas que se describen a continuación evaluarán la funcionalidad del 
sistema;  para lo cual se construirá una red LAN constituida por 4 computadores 
portátiles con las características que se definen a continuación. 
 
 
12.2.2. Descripción Red LAN  
 
Para la implementación de la red LAN se hizo uso de un router inalámbrico marca 
D-Link DIR-600 con 4 puertos LAN a 10/100 Mbps y Wireless 802.11g a 2.4 GHz 
Access Point. 
 
La tabla 28 contiene el listado con las especificaciones técnas correspondientes a 




MacBook Pro Procesador Intel Core i5 de doble núcleo 
a 2.5 GHz, 4 GB de memoria  SDRAM 
DDR3 Y disco duro de 500 GB donde 
reside un sistema operativo OS Yosemite 
Versión 10.10. 
PC1 Acer con procesador Intel Dual Core a 
1.4 GHz, 4 GB de memoria RAM y disco 
duro de 300 GB, con sistema operativo 
Windows 7. 
PC2 Acer con procesador Intel Dual Core a 
1.4 GHz, 4 GB de memoria RAM y disco 
duro de 300 GB, con sistema operativo 
Windows 7. 
PC3 Toshiba con procesador Intel Core i5 de 
doble núcleo a 2.5 GHz, y disco duro de 
500 GB, con sistema operativo Windows 
8. 






12.2.3. Escenario de prueba 
 
La figura56 representa el escenario físico en el cual se realizaron las pruebas en 
un entorno LAN controlado donde se formó un sistema P2P DHT en el cual se 
implementó el Servidor Proxy Caché, el Servidor Web, el Cliente Web y los nodos 
que integran la red Overlay. 
 
 
Figura 56: Escenario de prueba 
 
La figura 56 presentó el escenario de prueba en el cual se realizará la validación 
funcional de la solución. La red física está compuesta por los computadores 
descritos en la tabla 28 donde se establecerá la red overlay que conformará el 
sistema P2P DHT encargado de la gestión de caché. 
 
Uno de los computadores pertenecientes a la red LAN será el encargado de 
ejecutar el servidor proxy con una instancia del caché P2P DHT, así como el 
servidor web y el cliente web desde el cual se solicitarán los recursos web. Los 
demás computadores se encargarán de ejecutar instancias de jDHT-UQ que harán 
la función de nodos del sistema P2P DHT en el que funcionará el caché. 
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12.2.4. Retardos en la transferencia de información 
 
En un contexto ideal, las redes de datos deberían realizar transferencias 
inmediatas, sin retardos ni pérdidas de datos; sin embargo debido a las 
restricciones físicas que afectan los diversos medios de transmisión de datos, 
estos funcionan en términos de ancho de banda y retardo [41,18]. 
 
En la transferencia de datos entre origen y destino es probable que estos fluyan a 
través de dispositivos intermedios, lo cuales agregan retardo a la transmisión del 
paquete que transporta el mensaje. Teniendo en cuenta lo anterior, se define el 
retardo extremo a extremo como la sumatoria de todos los retardos sobre un 
paquete de origen a destino, donde se consideran los retados de procesamiento, 
colas, transmisión y propagación [41,18]. 
 
 
• Retardo de procesamiento: Corresponde al tiempo transcurrido entre el 
procesamiento del datagrama IP y el reenvío a una interfaz de salida; allí 
convergen actividades como suma de verificación del encabezado del 
datagrama IP, reducción del TTL, generación de una nueva suma de 
verificación y la selección de interfaz de salida [41]. 
 
• Retardo por colas:Corresponde al tiempo que debe esperar un paquete 
que llega en ser atendido dada la existencia de paquetes previos en la 
misma interfaz del dispositivo intermedio; al presentarse dicha situación los 
paquetes que llegan se almacenan temporalmente en el buffer siembre y 
cuando halla espacio disponible. El tiempo de espera en buffer se 
denomina retardo por colas y depende del tráfico [41]. 
 
• Retardo de transmisión: Corresponde al tiempo que tardan en ser 
transmitidos al enlace de comunicación los bits de un paquete de longitud L, 
a una velocidad R definida en términos del enlace de transmisión medido 
en bits por segundo. El retardo de transmisión se puede estimar calculando 
L/R con el resultado expresado en segundos [41,18]. 
 
• Retardo de propagación: Corresponde al tiempo requerido por un bit para 
propagarse de un extremo a otro del enlace, dependiendo de las 
propiedades físicas del medio de transmisión de datos. La velocidad de 
propagación puede estimarse entre 2x108 metros/segundos y 3x108  
metros/segundo, mientras que el retardo de propagación se calcula 
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estableciendo el cociente de la distancia entre los enlaces definido en 
metros, sobre la velocidad definida en metros/segundo, cuyo resultado se 
expresa en términos de segundos [41,18]. 
 
• Retardo simulado: Teniendo en cuenta que para efectos prácticos de este 
trabajo se implementa el Cliente Web, el Servidor Web y el Servidor Proxy 
Caché sobre la misma red LAN, se simulará un retardo de 2 segundos que 
representará el tiempo requerido por la consulta al Servidor de origen 
ubicado en Internet, de acuerdo a la siguiente estimación [18]: Se tiene una 
red LAN con capacidad para transmitir 100 Mbps. Un enrutador en la LAN y 
otro en Internet se conectan a 20 Mbps. Los servidores de origen se 
encuentran en Internet sin ubicación específica. Suponiendo que el tamaño 
promedio por objeto es de 1.000.000 de bits con una tasa promedio de 
solicitudes de los navegadores vinculados a la red LAN estimada en 20 
objetos por segundo, junto con mensajes de solicitud http tan pequeños que 
se tornan despreciables a la sobrecarga de tráfico; se puede asumir que el 
tiempo estimado entre el reenvío de un mensaje de solicitud http y el arribo 
de la respuesta es de 2 segundos [41,18]. 
 
 
12.2.5. Descripción casos de prueba funcionales 
 
Caso 1: El cliente web solicita un recurso al servidor proxy caché; como el caché 
está vacío, se envía la solicitud al servidor web quien devuelve el archivo con un 
mensaje de respuesta http. 
 
Caso 2: El cliente web solicita un recurso al servidor proxy caché; considerando 
que el archivo requerido se encuentra en caché, se envía un mensaje de 
respuesta al cliente con el objeto solicitado sin acudir al servidor de origen. 
 
Caso 3: Se solicitan 20 archivos desde el cliente web considerando que el caché 
se encuentra vacío. 
 
Caso 4: Se solicitan 20 archivos desde el cliente web teniendo en cuenta que se 
alojan en caché, por lo que no es necesario acudir al servidor de origen. Los 
tiempos de respuesta se comparan con los generados en el caso 3. 
 
Para la ejecución de las pruebas definidas en este documento se considera un 
estado en el que todos los archivos requeridos por el cliente web se encuentran en 
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el servidor web y serán transferidos sin errores ni problemas de comunicación, 
dado que se evaluará el funcionamiento del proxy. Por otro lado, la validez del 
prototipo se verificará mediante el análisis de los registros log del servidor proxy 
caché donde se evidencia la transferencia de recursos y su custodia en caché. De 
igual forma, se analizarán los contenidos de los directorios encargados de 
almacenar los archivos ubicados en el cliente web después de la ejecución. 
 
 
12.2.6. Pruebas funcionales 
 
1. Se ejecutará el servidor web, el cliente web y el servidor proxy con el caché 
P2P DHT vacío. Se analizarán las salidas en consola, los registros log, el 
contenidos de los nodos que conforman el caché y el directorio local del 
cliente web donde aloja los recursos requeridos. 
2. Se ejecutará el servidor web, el cliente web y el servidor proxy con el caché 
P2P DHT ocupado por los archivos requeridos por el cliente web. Se 
analizarán las salidas en consola, los registros log, el contenido de los 
nodos que conforman el caché y el directorio local del cliente web donde se 
encuentran los recursos requeridos. 




12.3. INFORME DE LOS RESULTADOS DE LAS PRUEBAS 
FUNCIONALES DEL PROTOTIPO 
 
 
Se ejecutó el sistema integrado por un cliente web, un servidor web y un servidor 
proxy con el caché implementado sobre un sistema P2P DHT conformado por una 
red LAN de 4 nodos sobre la que se establece una red overlay. 
 
Como primera actuación se ejecutó el cliente web, el servidor web y el servidor 
proxy caché en uno de los computadores que conformó la red; luego se ejecutó 








12.3.1. Descripción de las pruebas funcionales 
 
La primera prueba consistió en la solicitud por parte del cliente web de 1 
archivoconsiderando que el cachévacío. La segunda prueba consistió en solicitar 
nuevamente el archivo, con la diferencia que este se encontraba en caché, por lo 
que el tiempo de respuesta esperado fue inferior. La tercera prueba consistió en 
solicitar 20 archivos desde el cliente web con el caché vacío. Finalmente la cuarta 
prueba consistió en solicitar desde el cliente los 20 archivos requeridos en la 
tercera prueba teniendo en cuenta que se encontraban alojados en caché. 
 
 
12.3.2. Resultado de las pruebas funcionales 
 
En todas las pruebas se analizaron las salidas por consola y los archivos log 
generados por el cliente web, el servidor web y el servidor proxy caché; 
adicionalmente se analizó el estado de los directorios locales del cliente web y de 





Atributos de prueba 
 
A continuación se presenta la tabla 29 que contiene los atributos de prueba. 
 
Atributos Valores 
Fecha 9 de Junio de 2015 
Número solicitudes HTTP 2 
Número objetos transferidos 1 
Tamaño total objetos 251.376 
Número clientes 1 
Número nodos 4 
Tabla 29: Atributos prueba 1 
 







Métricas evaluadas Prueba 1 
 




Archivo Hora solicitud Hora respuesta Tiempo entre 
solicitud/respuesta 
(Segundos) 
Libro.pdf 14:03:15,380 14:03:17,527 2,147 
Tabla 30: Desempeño consulta al servidor de origen 
 




Bytes servidos: 251.376 
 
Bytes transferidos: 251.376 
 
Solicitud de un recurso web desde el cliente hasta el servidor de origen con el 
caché vacío. 
 
La Figura 57 que se presenta ilustra el contenido del directorio local en el cliente 
web donde se ubicarán los recursos web solicitados. 
 
 
Figura57: Estado inicial directorio local Cliente Web. 
 
La figura 57 ilustró el estado inicial del directorio local del cliente web antes de la 





El contenido del servidor de origen se presenta a continuación en la figura 58, y no 
varía durante la realización de las pruebas. 
 
 
Figura58: Contenido Servidor Web 
 





















Al iniciar la prueba se ejecuta como primera instancia el Servidor Web, cuyo 
estado durante la ejecución de la prueba se ilustra a continuación en la figura 59. 
 
 
Figura59: Salida en consola Servidor Web Prueba 1 
 
La figura 59 presentó las salidas en consola correspondientes al Servidor Web una 





















Luego se ejecuta el Servidor Proxy Caché, cuyo comportamiento durante la 
prueba se presenta a continuación en la figura 60. 
 
 
Figura60: Salida en consola Servidor Proxy Caché Prueba 1 
 
La figura 60 presentó la salida en consola del Servidor Proxy Caché una vez 
















El Cliente Web solicita al usuario el ingreso por consola del nombre del archivo 
que será enviado al Servidor Web mediante un mensaje de solicitud http, proceso 
que se ilustra en la figura 61. 
 
 
Figura61: Salida en consola Cliente Web Prueba 1 
 
 
La figura 61 presentó la salida en consola correspondiente a la ejecución de la 
prueba funcional del Cliente Web. 
 
 
El registro log presentado en la figura 62 representa el comportamiento del 
Servidor Proxy Caché al momento en que el Cliente Web solicita el recurso web 
denominado Libro.pdf , y este se reenvía al Servidor Web. 
 
 
Figura62: Registro Log Servidor Web Prueba 1 
 
La figura 62 presentó el registro log correspondiente al Servidor Web una vez 
ejecutada la prueba funcional. 
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La figura 63 mustra el registro log correspondiente al comportamiento del Servidor 
Proxy Caché durante la prueba funcional. 
 
 
Figura63: Registro log Servidor Proxy Caché Prueba 1 
 
La figura 63 presentó información relacionada con el registro de tiempo, fecha  y 
tipo de solicitud realizada en momento de la ejecución del Servidor Proxy Caché 
durante la prueba funcional. 
 
La figura 64 presenta el registro log producto del comportamiento del Cliente Web 
al momento de ejecutar la prueba funcional. 
 
 
Figura64: Registro log Cliente Web Prueba 1 
 
La figura 64 presentó el registro log del Cliente Web al momento en que se ejecutó 





Las segunda prueba consistió en solicitar desde el Cliente Web el archivo 
Libro.pdf que se encuentra en caché producto de la ejecución de la prueba 
anterior; por tal motivo es retornado sin necesidad de acudir al Servidor Web. 
 
Atributos de prueba 
 
La tabla 31 contiene la información correspondiente a los atributos de la prueba. 
 
Atributos Valores 
Fecha 9 de Junio de 2015 
Número solicitudes HTTP 1 
Número objetos transferidos 1 
Tamaño total objetos 251.376 
Número clientes 1 
Número nodos 4 
Tabla 31: Atributos prueba 2 
 
 
Métricas evaluadas Prueba 2 
 




Archivo Hora solicitud Hora respuesta Tiempo entre 
solicitud/respuesta 
(Segundos) 
Libro.pdf 13:21:49,390 13:21:49,553 0,163 





Bytes servidos: 251.376 
 
Bytes transferidos: 251.376 
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La Figura 65 que se presenta corresponde a la salida en consola del Cliente Web. 
En este caso se evidencia la eficiencia del caché implementado sobre el sistema 
P2P DHT, dado que el tiempo de retardo demandado para el arribo del recurso 
web solicitado por el Cliente Web fue menor que el percibido en la prueba anterior 
cuando el archivo no residía en caché. 
 
 
Figura65: Salida en consola Cliente Web Prueba 2. 
 
La figura 65 presentó la salida en consolo correspondiente al Cliente Web una vez 
realizada la segunda prueba de validación funcional. 
 
 
El Servidor Web y el Servidor Proxy se muestran en ejecución en la figura 66. 
 
 
Figura66: Ejecución Servidor Web Prueba 2 
 
La figura 66 presentó la salida en consola correspondiente a la ejecución del 











La figura 67 ilustra el registro log producto de la ejecución del Servidor Proxy 
Caché en la segunda prueba funcional. 
 
 
Figura67: Ejecución Servidor Proxy Caché Prueba 2 
 
En la figura 67 se identificó información relacionada con fecha, hora, tipo de 
solicitud y longitud del objeto solicitado. 
 
 
Los registros log presentados en la figura 68 evidencian el comportamiento del 
Cliente Web, del Servidor Web y del Servidor Proxy Caché durante el transcurso 
de la operación. 
 
 
Figura68: Registros log Cliente Web Prueba 2 
 
En la figura 68 se presentó información relacionada con fecha, hora y tipo de 




La figura 69 presenta la información relacionada con los registros log del Servidor 
Proxy Cache durante la ejecución de la segunda prueba funcional. 
 
 
Figura69: Registros log Servidor Proxy Caché Prueba 2 
 
La figura 69 presentó el comportamiento del Servidor Proxy Caché en términos de 
fecha, hora y transacción realizada durante la ejecución de la prueba funcional. 
 
 




Figura70: Registro log Servidor Web Prueba 2 
 
La figura 70 representó el comportamiento del Servidor Web registrado por el 
archivo log, el cual se encuentra vacío producto de la utilización del caché para 










Se solicitan 20 archivo, uno a uno por ejecución desde el Cliente Web al Servidor 
de origen, quien recibe cada mensaje de solicitud http y reenvía el recurso 
requerido, el cual se copia en caché y se envía al Cliente Web. 
 
Métricas evaluadas Prueba 3 
 
La tabla 33 contiene la información referente a las métricas evaluadas durante la 
segunda prueba funcional. 
 
Desempeño 
Archivo Hora solicitud Hora respuesta Tiempo entre 
solicitud/respuesta 
(Minutos) 
Archivo.pdf 14:38:08,589 14:38:10,661 00:02,1 
Imagen.jpg 14:39:42,288 14:39:44,308 00:02,0 
Paisaje.jpg 14:40:39,641 14:40:41,658 00:02,0 
Articulo.pdf 14:38:26,648 14:38:28,671 00:02,0 
Monografia.pdf 14:40:29,419 14:40:31,436 00:02,0 
Mapa.jpg 14:40:18,156 14:40:20,173 00:02,0 
Trabajo.pdf 14:42:01,316 14:42:03,333 00:02,0 
Foto.jpg 14:39:29,849 14:39:31,885 00:02,0 
Texto.pdf 14:41:51,855 14:41:53,876 00:02,0 
Tesis.pdf 14:41:39,405 14:41:41,428 00:02,0 
Informe.pdf 14:39:54,399 14:39:56,430 00:02,0 
Postal.jpg 14:40:49,469 14:40:51,547 00:02,1 
Libro.pdf 14:40:06,233 14:40:08,256 00:02,0 
Carta.pdf 14:38:38,612 14:38:40,733 00:02,1 
Documento.pdf 14:38:51,699 14:38:53,798 00:02,1 
Entorno.jpg 14:39:16,820 14:39:19,056 00:02,2 
Ensayo.pdf 14:39:02,731 14:39:05,495 00:02,8 
Produccion.pdf 14:41:01,197 14:41:03,618 00:02,4 
Sintesis.pdf 14:41:14,925 14:41:17,461 00:02,5 
Taller.pdf 14:41:27,095 14:41:30,197 00:03,1 







Bytes servidos: 52.611.439 
 
Bytes transferidos: 52.611.439 
 
 
Atributos de prueba 
 




Fecha 9 de Junio de 2015 
Número solicitudes HTTP 40 
Número objetos transferidos 20 
Tamaño total objetos 52.611.439 
Número clientes 1 
Número nodos 4 
Tabla 34: Atributos prueba 3 
 
 
La cantidad de nodos que integraron la red fue 4, y el caché se implementó sobre 
el sistema P2P DHT con factor de replicación cero. 
 
Para cada nodo se verificó que la carpeta DHash se encontrará vacía, se ejecutó 
el aplicativo DHT-UQ.jar y se generaron los identificadores hashing estimados 
para los nodos a partir de sus direcciones IP y el número de puerto 2000 el cual 
está definido por defecto en el aplicativo para la comunicación en red. 
 
La tabla 35 contiene el listado de nodos que formarán parte de la red overlay.  
 
Nombre del nodo Hashing Posición Rango 
192.168.0.15:2000 13646 1 54027-13646 
192.168.0.14:2000 22282 2 13647-22282 
192.168.0.18:2000 34024 3 22283-34024 
192.168.0.20:2000 54026 4 34025-54026 
Tabla 35: Listado de nodos en red overlay prueba 3. 
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Teniendo en cuenta los nombres de los archivos, se generan los valores hashing, 
el tamaño en bytes y se estima el nodo donde se alojará en la red overlay, los 





Archivo.pdf 51.208 8328 1 
Imagen.jpg 57.784 41768 4 
Paisaje.jpg 60.673 8672 1 
Articulo.pdf 71.854 49443 4 
Monografia.pdf 82.688 57594 1 
Mapa.jpg 91.410 52374 4 
Trabajo.pdf 126.945 7820 1 
Foto.jpg 137.724 12954 1 
Texto.pdf 158.969 30043 3 
Tesis.pdf 179.459 22124 2 
Informe.pdf 212.474 1981 1 
Postal.jpg 243.492 1366 1 
Libro.pdf 251.376 56046 1 
Carta.pdf 416.451 18459 2 
Documento.pdf 517.773 61827 1 
Entorno.jpg 2.353.547 9535 1 
Ensayo.pdf 7.632.166 48200 4 
Produccion.pdf 7.632.166 27418 3 
Sintesis.pdf 10.169.495 46056 4 
Taller.pdf 22.163.785 14789 2 
Tabla 36: Listado de objetos para la red overlay y nodo destino estimado con 
factor de replicación 0 prueba 3. 
 
 
Teniendo en cuenta la longitud de los archivos medida en bytes, se identifica como 
el de mayor tamaño Taller.pdf con una longitud de 22.163.785 bytes; de igual 
forma, el archivo de menor tamaño es Archivo.pdf con una longitud de 51.208 






De igual forma se estima la ubicación de los archivos por nodo, los cuales se 
encuentran contenidos en la tabla 37. 
 












































Tabla 37: Distribución de objetos por nodo Chord red overlay con factor de 
replicación 0 prueba 3. 
 
 
El contenido inicial del Cliente Web se presenta a continuación en la figura 71. 
 
 






El contenido de los nodos que conforman la red antes de propiciar el contacto 
entre el Cliente Web y el Servidor Web se ilustra a continuación en las figuras 72, 
73, 74, 75 y 76. 
 
 
Figura72: Nodo 192.168.0.14 estado inicial prueba 3. 
 
 
Figura73: Nodo 192.168.0.20 estado inicial prueba 3 
 
 
Figura74: Nodo 192.168.0.15 estado inicial prueba 3 
 
 





El contenido del servidor de origen se presenta en la figura 76, y no varía durante 
la realización de las pruebas. 
 
 






















La Figura 77 ilustra una fracción de la salida en consola generada por el Servidor 
Web durante la ejecución de la prueba. 
 
 



















La figura 78 muestra una fracción de las salidad por consola del Servidor Proxy 
Caché durante la ejecución de la prueba 3. 
 
 
Figura78: Servidor Proxy Caché en ejecución 
 
 
El Cliente Web solicita al usuario el ingreso por consola del nombre del archivo 
que será enviado al Servidor Web mediante un mensaje de solicitud http. La 
Figura 79 muestra la solicitud del último archivo requerido. 
 
 




La figura 70 presentó el comportamiento por consola al momento de ingresar el 
nombre del archivo solicitado por el Cliente Web durante la ejecución de la prueba. 
 
En el Anexo 6 que complementa el trabajo se encuentran los registros log que 
reflejan el comportamiento del WebServer, del ProxyWebServer y del WebClient 
durante la realización de las pruebas funcionales. 
 
El contenido de los nodos que conforma el caché implementado sobre el sistema 
P2P DHT se ilustra a continuación en las figuras 80, 81, 82, 83 y 84. 
 
 
Figura80: Contenido final nodo 192.168.0.14 
 
 
Figura81: Contenido final nodo 192.168.0.20 
 
 













Finalmente la prueba 4 consistió en la ejecución del Cliente Web solicitando los 20 
archivos de la Prueba 3; sin embargo y considerando que dichos recursos se 
encuentran en caché, el Servidor Proxy los consulta desde allí sin necesidad de 
acudir al Servidor Web. 
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Métricas evaluadas Prueba 4 
 
La tabla 38 especifica los atributos de prueba en el márco de las métricas que se 
evaluaron durante la ejecución de la prueba funcional. 
 
Atributos Valores 
Fecha 9 de Junio de 2015 
Número solicitudes HTTP 20 
Número objetos transferidos 20 
Tamaño total objetos 52.611.439 
Número clientes 1 
Número nodos 4 
Tabla 38: Atributos prueba 4 
 
La tabla 39 contiene información correspondiente a los archivos que se solicitaron 





Hora respuesta Tiempo entre 
solicitud/respuesta 
(Minutos) 
Archivo.pdf 16:15:46,208 16:15:46,564 00:00,4 
Imagen.jpg 16:16:58,883 16:16:59,112 00:00,2 
Paisaje.jpg 16:17:54,977 16:17:55,114 00:00,1 
Articulo.pdf 16:15:59,145 16:15:59,228 00:00,1 
Monografia.pdf 16:17:46,018 16:17:46,259 00:00,2 
Mapa.jpg 16:17:32,012 16:17:32,215 00:00,2 
Trabajo.pdf 16:19:02,440 16:19:02,721 00:00,3 
Foto.jpg 16:16:48,099 16:16:48,283 00:00,2 
Texto.pdf 16:18:54,844 16:18:54,975 00:00,1 
Tesis.pdf 16:18:43,615 16:18:43,769 00:00,2 
Informe.pdf 16:17:10,331 16:17:10,452 00:00,1 
Postal.jpg 16:18:03,265 16:18:03,327 00:00,1 
Libro.pdf 16:17:21,308 16:17:21,543 00:00,2 
Carta.pdf 16:16:07,999 16:16:08,191 00:00,2 
Documento.pdf 16:16:18,407 16:16:18,646 00:00,2 
Entorno.jpg 16:16:39,646 16:16:39,892 00:00,2 
Ensayo.pdf 16:16:28,628 16:16:29,234 00:00,6 
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Produccion.pdf 16:18:15,209 16:18:15,512 00:00,3 
Sintesis.pdf 16:18:24,071 16:18:24,677 00:00,6 
Taller.pdf 16:18:34,127 16:18:34,816 00:00,7 




Bytes servidos: 52.611.439 
 
Bytes transferidos: 52.611.439 
 
Para la ejecución de la prueba se elimina el contenido del Cliente Web de forma 
tal que se pueda evidenciar nuevamente la llegada de los recursos solicitados, 
como lo muesta la figura 85. 
 
 
Figura85: Estado inicial Cliente Web 
 
Considerando que los archivo requeridos por el Cliente Web se encuentran 
distribuidos en el Caché implementado sobre un sistema P2P DHT, no se hizo 
necesario la intervención del Servidor Web durante las transacciones, por lo tanto 
la salida en consola que se ilustra a continuación en la figura 86 donde se muestra 
que se encuentra vacía, evidenciando la ausencia de solicitudes http provenientes 
del Cliente o del Servidor Proxy Caché. 
 
 
Figura86: Salida en consola Servidor Web. 
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En la Figura87 se que se presenta a continuación, se registra una fracción de las 
transacciones percibidas desde consola las cuales fueron ejecutadas por el 
Servidor Proxy Caché. Los detalles de estas transacciones se registran en el 
archivo log correspondiente. Nótese el reporte de los contenidos extraídos desde 
el caché y no desde el servidor de origen. 
 
 
















Teniendo en cuenta que el Cliente Web se ejecutó por varias ocasiones, la figura 




Figura88: Salida en consola del Cliente Web 
 
La figura 88 presentó la salida en consola producto de la ejecución del Cliente 
Web durante la realización de la prueba funcional. 
 
El comportamiento del Servidor Web, el Cliente Web y el Servidor Proxy Caché se 
refleja en los registros log relacionados en el Anexo 6, en los cuales se evidencia 
la agilidad en las transacciones accediendo a los archivos caché, con respecto a la 
Prueba 3 donde los recursos web fueron suministrados en su totalidad por el 






















Figura89: Estado final del Cliente Web. 
 




12.4. INFORME DE LOS RESULTADOS DE LAS PRUEBAS DE 
DESEMPEÑO DEL PROTOTIPO 
 
 
12.4.1. Descripción de las pruebas 
 
• Prueba de desempeño 1: La prueba 1 consiste en realizar solicitudes 
desde el Cliente Web al Servidor Web de archivos a través de un Servidor 
Proxy Caché centralizado sin contenido en caché; el objeto 1 es de longitud 
22.163.785 bytes, el objeto 2 es de longitud 10.169.415 bytes y el objeto 3 
es de longitud 51.208 bytes. Cada objeto será solicitado 10 veces. 
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La tabla 40 relaciona los valores evaluados en la trasnferencia de un objeto de 
22163,785 bytes. 
 










1 22163,785 17:43:56,779 17:44:00,391 0:00:03,612 
2 22163,785 17:46:40,683 17:46:43,822 0:00:03,139 
3 22163,785 17:47:53,647 17:47:56,587 0:00:02,940 
4 22163,785 17:48:58,040 17:49:00,975 0:00:02,935 
5 22163,785 17:49:57,793 17:50:00,697 0:00:02,904 
6 22163,785 17:51:28,000 17:51:30,885 0:00:02,885 
7 22163,785 17:52:15,548 17:52:18,447 0:00:02,899 
8 22163,785 17:53:15,706 17:53:18,606 0:00:02,900 
9 22163,785 17:54:47,071 17:54:49,963 0:00:02,892 
10 22163,785 17:55:35,279 17:55:38,154 0:00:02,875 
Tabla 40: Parametros prueba 1 con archivo de 22163,785 bytes. 
 
La tabla 40 presentó los valores que se sometieron a evaluación durante la prueba 
de desempeño 1 con un archivo de 22163,785 bytes, donde se especifica por 
cada ejecución la longitud del archivo solicituado, hora en que se hizo la solicitud 
del objeto, hora de respuesta en la que llegó el objeto y tiempo de retardo 
requerido para la transferencia del objeto desde el servidor web hasta el cliente, 

















La tabla 41 relaciona los valores evaluados en la trasnferencia de un objeto de 
10169,495 bytes. 
 










1 10169,495 18:00:35,229 18:00:37,725 0:00:02,496 
2 10169,495 18:01:48,716 18:01:51,173 0:00:02,457 
3 10169,495 18:02:41,721 18:02:44,180 0:00:02,459 
4 10169,495 18:03:28,822 18:03:31,301 0:00:02,479 
5 10169,495 18:04:20,952 18:04:23,413 0:00:02,461 
6 10169,495 18:05:15,937 18:05:18,417 0:00:02,480 
7 10169,495 18:06:00,257 18:06:02,721 0:00:02,464 
8 10169,495 18:06:46,946 18:06:49,411 0:00:02,465 
9 10169,495 18:07:36,337 18:07:39,085 0:00:02,748 
10 10169,495 18:08:23,153 18:08:25,611 0:00:02,458 
Tabla 41: Parametros prueba 1 con archivo de 10169,495 bytes. 
 
La tabla 41 presentó los valores que se sometieron a evaluación durante la prueba 
de desempeño 1 con un archivo de 10169,495 bytes, donde se especifica por 
cada ejecución la longitud del archivo solicituado, hora en que se hizo la solicitud 
del objeto, hora de respuesta en la que llegó el objeto y tiempo de retardo 
requerido para la transferencia del objeto desde el servidor web hasta el cliente, 
















La tabla 42 relaciona los valores evaluados en la trasnferencia de un objeto de 
51,208 bytes. 










1 51,208 18:10:07,105 18:10:09,122 0:00:02,017 
2 51,208 18:10:52,443 18:10:54,460 0:00:02,017 
3 51,208 18:11:48,199 18:11:50,220 0:00:02,021 
4 51,208 18:12:31,623 18:12:33,642 0:00:02,019 
5 51,208 18:13:21,504 18:13:23,523 0:00:02,019 
6 51,208 18:14:12,426 18:14:14,445 0:00:02,019 
7 51,208 18:15:20,561 18:15:22,580 0:00:02,019 
8 51,208 18:16:49,059 18:16:51,075 0:00:02,016 
9 51,208 18:17:28,669 18:17:30,688 0:00:02,019 
10 51,208 18:18:16,770 18:18:18,784 0:00:02,014 
Tabla 42: Parametros prueba 1 con archivo de 51,208 bytes. 
 
La tabla 42 presentó los valores que se sometieron a evaluación durante la prueba 
de desempeño 1 con un archivo de 51,208 bytes, donde se especifica por cada 
ejecución la longitud del archivo solicituado, hora en que se hizo la solicitud del 
objeto, hora de respuesta en la que llegó el objeto y tiempo de retardo requerido 
para la transferencia del objeto desde el servidor web hasta el cliente, con la 
intervención de un Servidor Proxy Caché centralizado sin contenido en caché. 
 
 
• Prueba de desempeño 2: La prueba 2 consiste en realizar solicitudes 
desde el Cliente Web al Servidor Web de archivos a través del 
DHTProxyCacheServer sin contenido en caché; el objeto 1 es de longitud 
22.163.785 bytes, el objeto 2 es de longitud 10.169.415 bytes y el objeto 3 










La tabla 43 relaciona los valores evaluados en la trasnferencia de un objeto de 
22.163,785 bytes. 
 










1 22163,785 18:25:47,110 18:25:50,594 0:00:03,484 
2 22163,785 18:26:34,389 18:26:37,325 0:00:02,936 
3 22163,785 18:27:22,939 18:27:26,104 0:00:03,165 
4 22163,785 18:28:13,168 18:28:16,069 0:00:02,901 
5 22163,785 18:28:58,955 18:29:01,859 0:00:02,904 
6 22163,785 18:29:48,747 18:29:51,640 0:00:02,893 
7 22163,785 18:32:50,225 18:32:53,142 0:00:02,917 
8 22163,785 18:33:34,031 18:33:36,943 0:00:02,912 
9 22163,785 18:34:22,071 18:34:25,240 0:00:03,169 
10 22163,785 18:38:28,026 18:38:30,948 0:00:02,922 
Tabla 43Parametros prueba 2 con archivo de 22.163,785 bytes 
 
La tabla 43 presentó los valores que se sometieron a evaluación durante la prueba 
de desempeño 2 con un archivo de 22.163,785 bytes, donde se especifica por 
cada ejecución la longitud del archivo solicituado, hora en que se hizo la solicitud 
del objeto, hora de respuesta en la que llegó el objeto y tiempo de retardo 
requerido para la transferencia del objeto desde el servidor web hasta el cliente, 
















La tabla 44 relaciona los valores evaluados en la trasnferencia de un objeto de 
10.169,495 bytes. 
 










1 10169,495 18:40:25,024 18:40:27,517 0:00:02,493 
2 10169,495 18:41:13,735 18:41:16,204 0:00:02,469 
3 10169,495 18:42:27,266 18:42:30,001 0:00:02,735 
4 10169,495 18:44:36,443 18:44:39,363 0:00:02,920 
5 10169,495 18:46:32,561 18:46:35,384 0:00:02,823 
6 10169,495 18:47:35,322 18:47:38,083 0:00:02,761 
7 10169,495 18:48:27,763 18:48:30,234 0:00:02,471 
8 10169,495 18:49:18,809 18:49:21,277 0:00:02,468 
9 10169,495 18:49:58,990 18:50:01,477 0:00:02,487 
10 10169,495 18:50:55,480 18:50:58,225 0:00:02,745 
Tabla 44: Parametros prueba 2 con archivo de 10.169,495 bytes 
 
La tabla 44 presentó los valores que se sometieron a evaluación durante la prueba 
de desempeño 2 con un archivo de 10.169,495 bytes, donde se especifica por 
cada ejecución la longitud del archivo solicituado, hora en que se hizo la solicitud 
del objeto, hora de respuesta en la que llegó el objeto y tiempo de retardo 
requerido para la transferencia del objeto desde el servidor web hasta el cliente, 
















La tabla 45 relaciona los valores evaluados en la trasnferencia de un objeto de 
51,208 bytes. 
 










1 51,208 18:55:21,028 18:55:23,048 0:00:02,020 
2 51,208 18:56:13,278 18:56:15,293 0:00:02,015 
3 51,208 18:56:56,259 18:56:58,277 0:00:02,018 
4 51,208 18:57:39,173 18:57:41,191 0:00:02,018 
5 51,208 18:58:28,772 18:58:30,789 0:00:02,017 
6 51,208 18:59:13,325 18:59:15,344 0:00:02,019 
7 51,208 19:00:01,837 19:00:03,854 0:00:02,017 
8 51,208 19:00:46,784 19:00:48,798 0:00:02,014 
9 51,208 19:01:50,349 19:01:52,368 0:00:02,019 
10 51,208 19:02:36,029 19:02:38,050 0:00:02,021 
Tabla 45: Parametros prueba 2 con archivo de 51,208 bytes 
 
La tabla 45 presentó los valores que se sometieron a evaluación durante la prueba 
de desempeño 2 con un archivo de 51,208 bytes, donde se especifica por cada 
ejecución la longitud del archivo solicituado, hora en que se hizo la solicitud del 
objeto, hora de respuesta en la que llegó el objeto y tiempo de retardo requerido 
para la transferencia del objeto desde el servidor web hasta el cliente, con la 
intervención de DHTProxyCacheServer sin contenido en caché. 
 
 
• Prueba de desempeño 3: La prueba 3 consiste en realizar solicitudes 
desde el Cliente Web al Servidor Web de archivos a través de un Servidor 
Proxy Caché centralizado con los objetos requeridos contenidos en caché; 
el objeto 1 es de longitud 22.163.785 bytes, el objeto 2 es de longitud 
10.169.415 bytes y el objeto 3 es de longitud 51.208 bytes. Cada objeto 









La tabla 46 relaciona los valores evaluados en la trasnferencia de un objeto de 
22.163,785 bytes. 
 










1 22163,785 19:09:14,365 19:09:15,130 0:00:00,765 
2 22163,785 19:10:05,957 19:10:07,050 0:00:01,093 
3 22163,785 19:10:40,086 19:10:40,717 0:00:00,631 
4 22163,785 19:11:13,121 19:11:13,764 0:00:00,643 
5 22163,785 19:11:45,228 19:11:45,913 0:00:00,685 
6 22163,785 19:12:20,097 19:12:20,796 0:00:00,699 
7 22163,785 19:12:53,634 19:12:54,254 0:00:00,620 
8 22163,785 19:13:29,908 19:13:30,566 0:00:00,658 
9 22163,785 19:14:11,506 19:14:12,250 0:00:00,744 
10 22163,785 19:14:44,534 19:14:45,099 0:00:00,565 
Tabla 46:Parametros prueba 3 con archivo de 22.163,785 bytes 
 
La tabla 46 presentó los valores que se sometieron a evaluación durante la prueba 
de desempeño 3 con un archivo de 22.163,785 bytes, donde se especifica por 
cada ejecución la longitud del archivo solicituado, hora en que se hizo la solicitud 
del objeto, hora de respuesta en la que llegó el objeto y tiempo de retardo 
requerido para la transferencia del objeto desde el servidor web hasta el cliente, 
con la intervención de un Servidor Proxy Caché centralizado con los objetos 















La tabla 47 relaciona los valores evaluados en la trasnferencia de un objeto de 
10.169,495 bytes. 
 










1 10169,495 20:29:13,085 20:29:13,608 0:00:00,523 
2 10169,495 20:29:50,272 20:29:50,660 0:00:00,388 
3 10169,495 20:30:26,692 20:30:27,254 0:00:00,562 
4 10169,495 20:31:04,078 20:31:04,437 0:00:00,359 
5 10169,495 20:31:36,384 20:31:36,846 0:00:00,462 
6 10169,495 20:32:13,012 20:32:13,565 0:00:00,553 
7 10169,495 20:32:46,082 20:32:46,560 0:00:00,478 
8 10169,495 20:33:30,178 20:33:30,562 0:00:00,384 
9 10169,495 20:34:03,533 20:34:04,011 0:00:00,478 
10 10169,495 20:34:36,208 20:34:36,565 0:00:00,357 
Tabla 47: Parametros prueba 3 con archivo de 10.169,495 bytes 
 
La tabla 47 presentó los valores que se sometieron a evaluación durante la prueba 
de desempeño 3 con un archivo de 10.169,495 bytes, donde se especifica por 
cada ejecución la longitud del archivo solicituado, hora en que se hizo la solicitud 
del objeto, hora de respuesta en la que llegó el objeto y tiempo de retardo 
requerido para la transferencia del objeto desde el servidor web hasta el cliente, 
con la intervención de un Servidor Proxy Caché centralizado con los objetos 















La tabla 48 relaciona los valores evaluados en la trasnferencia de un objeto de 
51,208 bytes. 
 










1 51,208 20:36:34,921 20:36:35,182 0:00:00,261 
2 51,208 20:37:31,364 20:37:31,579 0:00:00,215 
3 51,208 20:37:56,936 20:37:57,153 0:00:00,217 
4 51,208 20:38:26,349 20:38:26,437 0:00:00,088 
5 51,208 20:38:52,347 20:38:52,510 0:00:00,163 
6 51,208 20:39:21,917 20:39:22,003 0:00:00,086 
7 51,208 20:39:49,375 20:39:49,411 0:00:00,036 
8 51,208 20:40:36,815 20:40:36,901 0:00:00,086 
9 51,208 20:41:13,042 20:41:13,127 0:00:00,085 
10 51,208 20:41:46,466 20:41:46,654 0:00:00,188 
Tabla 48: Parametros prueba 3 con archivo de 51,208 bytes 
 
La tabla 48 presentó los valores que se sometieron a evaluación durante la prueba 
de desempeño 3 con un archivo de 51,208 bytes, donde se especifica por cada 
ejecución la longitud del archivo solicituado, hora en que se hizo la solicitud del 
objeto, hora de respuesta en la que llegó el objeto y tiempo de retardo requerido 
para la transferencia del objeto desde el servidor web hasta el cliente, con la 
intervención de un Servidor Proxy Caché centralizado con los objetos requeridos 
contenidos en caché. 
 
 
• Prueba de desempeño 4: La prueba 4 consiste en realizar solicitudes 
desde el Cliente Web al Servidor Web de archivos a través del 
DHTProxyCacheServer con los objetos requeridos contenidos en caché; el 
objeto 1 es de longitud 22.163.785 bytes, el objeto 2 es de longitud 
10.169.415 bytes y el objeto 3 es de longitud 51.208 bytes. Cada objeto 







La tabla 49 relaciona los valores evaluados en la trasnferencia de un objeto de 
22.163,785 bytes. 
 










1 22163,785 20:46:29,988 20:46:31,043 0:00:01,055 
2 22163,785 20:47:28,823 20:47:29,566 0:00:00,743 
3 22163,785 20:48:06,230 20:48:06,878 0:00:00,648 
4 22163,785 20:48:42,496 20:48:43,120 0:00:00,624 
5 22163,785 20:49:15,122 20:49:15,684 0:00:00,562 
6 22163,785 20:49:48,876 20:49:49,626 0:00:00,750 
7 22163,785 20:50:23,450 20:50:24,082 0:00:00,632 
8 22163,785 20:50:54,105 20:50:54,717 0:00:00,612 
9 22163,785 20:51:24,100 20:51:24,771 0:00:00,671 
10 22163,785 20:51:53,653 20:51:54,291 0:00:00,638 
Tabla 49: Parametros prueba 4 con archivo de 22.163,785 bytes 
 
La tabla 49 presentó los valores que se sometieron a evaluación durante la prueba 
de desempeño 4 con un archivo de 22.163,785 bytes, donde se especifica por 
cada ejecución la longitud del archivo solicituado, hora en que se hizo la solicitud 
del objeto, hora de respuesta en la que llegó el objeto y tiempo de retardo 
requerido para la transferencia del objeto desde el servidor web hasta el cliente, 
con la intervención del DHTProxyCacheServercon los objetos 















La tabla 50 relaciona los valores evaluados en la trasnferencia de un objeto de 
10.169,495 bytes. 
 










1 10169,495 20:53:49,874 20:53:50,221 0:00:00,347 
2 10169,495 20:54:41,731 20:54:42,216 0:00:00,485 
3 10169,495 20:55:14,864 20:55:15,229 0:00:00,365 
4 10169,495 20:55:44,649 20:55:45,315 0:00:00,666 
5 10169,495 20:56:20,246 20:56:20,612 0:00:00,366 
6 10169,495 20:56:54,944 20:56:55,426 0:00:00,482 
7 10169,495 20:57:29,352 20:57:29,871 0:00:00,519 
8 10169,495 20:58:05,194 20:58:05,677 0:00:00,483 
9 10169,495 20:58:37,577 20:58:37,919 0:00:00,342 
10 10169,495 20:59:22,491 20:59:22,861 0:00:00,370 
Tabla 50:Parametros prueba 4 con archivo de 10.169,495 bytes 
 
La tabla 50 presentó los valores que se sometieron a evaluación durante la prueba 
de desempeño 4 con un archivo de 10.169,495 bytes, donde se especifica por 
cada ejecución la longitud del archivo solicituado, hora en que se hizo la solicitud 
del objeto, hora de respuesta en la que llegó el objeto y tiempo de retardo 
requerido para la transferencia del objeto desde el servidor web hasta el cliente, 
con la intervención del DHTProxyCacheServercon los objetos requeridos 
















La tabla 51 relaciona los valores evaluados en la trasnferencia de un objeto de 
51,208 bytes. 
 










1 51,208 21:01:00,053 21:01:00,208 0:00:00,155 
2 51,208 21:01:43,921 21:01:44,108 0:00:00,187 
3 51,208 21:02:20,595 21:02:20,748 0:00:00,153 
4 51,208 21:02:51,328 21:02:51,443 0:00:00,115 
5 51,208 21:03:30,729 21:03:31,094 0:00:00,365 
6 51,208 21:04:05,745 21:04:06,044 0:00:00,299 
7 51,208 21:04:35,496 21:04:35,753 0:00:00,257 
8 51,208 21:05:11,096 21:05:11,320 0:00:00,224 
9 51,208 21:05:49,404 21:05:49,590 0:00:00,186 
10 51,208 21:06:23,688 21:06:23,841 0:00:00,153 
Tabla 51: Parametros prueba 4 con archivo de 51,208 bytes 
 
La tabla 51 presentó los valores que se sometieron a evaluación durante la prueba 
de desempeño 4 con un archivo de 51,208 bytes, donde se especifica por cada 
ejecución la longitud del archivo solicituado, hora en que se hizo la solicitud del 
objeto, hora de respuesta en la que llegó el objeto y tiempo de retardo requerido 
para la transferencia del objeto desde el servidor web hasta el cliente, con la 

















12.4.2. Representación gráfica de las pruebas de desempeño 
 
El gráfico1 ilustra el desempeño de un Servidor Proxy Caché Centralizado sin 
contenido en caché a través del cual se transfiere un archivo de 22.163, 785 bytes. 
 
 
Gráfico 1: Desempeño Servidor Proxy Caché Centralizado sin contenido 
transfiriendo un archivo de 22.163,785 bytes. 
 
El gráfico 1ilustró el desempeño del Servidor Proxy Caché Centralizado sin 
contenido en caché transfiriendo un archivo de 22.162,785 bytes, el cual sufre un 
decrecimiento en el tiempo durante las primeras 3 ejecuciones, sin embargo tiende 





























Dempeño Servidor Proxy Caché Centralizado sin contenido 




El gráfico 2 ilustra el desempeño del DHTProxyCacheServer sin contenido en 
caché a través del cual se transfiere un archivo de 22.163, 785 bytes. 
 
 
Gráfico 2:  Desempeño del DHTProxyCacheServer sin contenido transfiriendo 
archivo de 22.163,785 bytes. 
 
El gráfico 2 ilustró el desempeño del DHTProxyCacheServer sin contenido en 
caché transfiriendo un archivo de 22.162,785 bytes, el cual sufre un decrecimiento 
en el tiempo durante las primeras 2 ejecuciones, luego tiende al alza en la 
ejecución 3, sin embargo descrece en la ejecución 4 y se mantiene estable hasta 
la ejecución 8 donde sufre un leve incremento en la ejecución 9 pero nuevamente 





























Desempeño DHTProxyCacheServer sin contenido en caché 




El gráfico 3 ilustra el desempeño de un Servidor Proxy Caché Centralizado sin 
contenido en caché a través del cual se transfiere un archivo de 10.169,495 bytes. 
 
 
Gráfico 3:  Desempeño de un Servidor Proxy Caché Centralizado sin contenido 
transfiriendo archivo de 10.169,495 bytes. 
 
El gráfico 3 ilustró el desempeño de un Servidor Proxy Caché Centralizado sin 
contenido en caché transfiriendo un archivo de 10.169,495 bytes, el cual presenta 
cierta estabilidad desde la ejecución 1 hasta la 8, momento en el cual muestra un 




























Dempeño Servidor Proxy Caché Centralizado sin contenido 




El gráfico 4 ilustra el desempeño del DHTProxCacheServer sin contenido en 
caché a través del cual se transfiere un archivo de 10.169,495 bytes. 
 
 
Gráfico 4:  Desempeño del DHTProxyCacheServer sin contenido transfiriendo 
archivo de 10.169,495 bytes. 
 
El gráfico 4 ilustró el desempeño del DHTProxyCacheServer sin contenido en 
caché transfiriendo un archivo de 10.169,495 bytes, el cual permanece estable 
durante la ejecución 1 y 2, sin embargo sufre un incremento cuyo pico se logra en 
la ejecución 4 y que desciende hasta el tiempo inicial en la ejecución 7, 
sosteniéndose así hasta la ejecución 9, y al llegar a la ejecución 10 vuelve a 






























Dempeño DHTProxyCacheServer sin contenido en caché 




El gráfico 5 ilustra el desempeño del Servidor Proxy Caché Centralizado sin 
contenido en caché a través del cual se transfiere un archivo de 51,208 bytes. 
 
 
Gráfico 5:  Desempeño del Servidor Proxy Caché Centralizado sin contenido 
transfiriendo archivo de 51,208 bytes. 
 
El gráfico 5 ilustró el desempeño de un Servidor Proxy Caché Centralizado sin 
contenido en caché transfiriendo un archivo de 51,208 bytes, el cual se mantiene 
estable durante las dos primera ejecuciones, pero sufre un pico en la ejecución 3 
el cual descrece levente en la ejecución 4, sin embargo se sostiene así hasta la 
ejecución 7 donde se evidencia un valle durante la ejecución 8 el cual se recupera 

























Desempeño Servidor Proxy Caché Centralizado sin 




El gráfico 6 ilustra el desempeño del DHTProxyCacheServer sin contenido en 
caché a través del cual se transfiere un archivo de 51,208 bytes. 
 
 
Gráfico 6:  Desempeño del DHTProxyCacheServer sin contenido transfiriendo 
archivo de 51,208 bytes. 
 
El gráfico 6 ilustró el desempeño del DHTProxyCacheServer sin contenido en 
caché transfiriendo un archivo de 51,208 bytes, el cual presenta un a precipitación 
inicial durante las primeras 2 ejecuciones, luego presenta ascenso durante la 
ejecución 3 y permanece estable hasta la ejecución 4, sin embardo en la ejecución 
5 presenta un leve descenso que se revierte en el ejecución 6, pero que vuelve a 
presentarse en la ejecución 8 donde se presenta un valle, el cual se recupera 
























Desempeño DHTProxyCacheServer sin contenido en caché 




El gráfico 7 ilustra el desempeño de un Servidor Proxy Caché Centralizados con el 
objeto requerido almacenado en caché a través del cual se transfiere un archivo 
de 22.163,785 bytes. 
 
 
Gráfico 7: Desempeño de Servido Proxy Caché Centralizado con el objeto 
requerido en caché transfiriendo archivo de 22.163,785 bytes. 
 
El gráfico 7 ilustró el desempeño de un Servidor Proxy Caché Centralizado 
transfiriendo un archivo de 22.163,785 bytes contenido en caché, el cual presenta 
un pico en la ejecución 2, pero en la ejecución 3 el tiempo retorna a su estado 




























Desempeño Servidor Proxy Caché Centralizado 





El gráfico 8 ilustra el desempeño del DHTProxyCacheServer transfiriendo un 
archivo de 22.163,785 bytes que se encuentra en caché. 
 
 
Gráfico 8:  Desempeño del DHTProxyCacheServer transfiriendo archivo de 
22.163,785 bytes almacenado en caché. 
 
El gráfico 8 ilustró el desempeño del DHTProxyCacheServer transfiriendo un 
archivo de 22.163,785 bytes contenido en caché, cuyo comportamiento muestra 
un descenso que persiste hasta la ejecución 5, momento en el cual se recupera 





























Desempeño DHTProxyCacheServer transfiriendo archivo de 




El gráfico 9 ilustra el desempeño de un Servidor Proxy Caché Centralizado 
transfiriendo un archivo de 10.169,495 bytes que se encuentra en caché. 
 
 
Gráfico 9: Desempeño de un Servidor Proxy Caché Centralizado transfiriendo 
archivo de 10.169,495 bytes almacenado en caché. 
 
El gráfico 9 ilustró el desempeño de un Servido Proxy Caché Centralizado 
transfiriendo un archivo de10.169,495 bytes contenido en caché, el cual presenta 






























Desempeño Servidor Proxy Caché Centralizado 





El gráfico 10 ilustra el desempeño del DHTProxyCacheServer transfiriendo un 
archivo de 10.169,495 bytes que se encuentra en caché. 
 
 
Gráfico 10: Desempeño del DHTProxyCacheServer transfiriendo archivo de 
10.169,495 bytes almacenado en caché. 
 
El gráfico 10 ilustró el desempeño del DHTProxyCacheServer transfiriendo un 
archivo de 10.169,495 bytes contenido en caché, el cual muesta dos picos 
consecutivos, donde el segundo logra mayor incremento, sin embargo durante las 
ejecuciones 5, 6 y 7 se nota un incremento en el tiempo que desciende 






























Desempeño DHTProxyCacheServer transfiriendo archivo de 




El gráfico 11 ilustra el desempeño de un Servidor Proxy Caché Centralizado 
transfiriendo un archivo de 51,208 bytes que se encuentra en caché. 
 
 
Gráfico 11:  Desempeño de un Servidor Proxy Caché Centralizado transfiriendo 
archivo de 51,208 bytes almacenado en caché. 
 
El gráfico 11 ilustró el desempeño de un Servidor Proxy Caché Centralizado 
transfiriendo un archivo de 51,208 bytes contenido en caché, el cual presenta un 
descenso que se prolonga hasta la ejecución 4, momento en el cual muestra un 
comportamiento inveso para la ejecucón 5, el cual se precipita nuevamente hasta 
la ejecución 7 donde logra el mayo nivel de profundidad; en este momento 



























Desempeño Servidor Proxy Caché Centralizado 




El gráfico 12 ilustra el desempeño del DHTProxyCacheServer transfiriendo un 
archivo de 51,208 bytes que se encuentra en caché. 
 
 
Gráfico 12:  Desempeño del DHTProxyCacheServer transfiriendo archivo de 
51,208 bytes almacenado en caché. 
 
El gráfico 12 ilustró el desempeño del DHTProxyCacheServer transfiriendo un 
archivo de 51,208 bytes contenido en caché, el cual presenta un leve descenso 
durante las ejecuciones 1 y 2, que posteriormente se descrementa hasta la 
ejecución 4, momento en el cual presenta un incremento contundente durante la 
ejecución 5 que decrece progresivamente hasta la ejecución 10. 
 
 
En esta sección se describieron los casos de prueba funcionales del prototipo de 
Servidor Proxy Caché sobre un sistema P2P DHT, donde se realizó el diseño de 
las pruebas; además se presentó el informe con los resultados obtenidos con base 
en el comportamiento mostrado por el instrumento desarrollado. De manera 
complementaria se diseñaron y ejecutaron una serie de pruebas que permitieron 
comparar el desempeño del Servidor Proxy Caché sobre un sistema P2P DHT con 




























El tiempo requerido para acceder a un objeto que no se encuentra en caché es 
superior al tiempo requerido cuando el archivo está depositado en caché. Por otro 
lado, en las pruebas realizadas se presentaron fluctuaciones moderadas entre el 
número de ejecuciones y el tiempo de retardo. Finalmente, cuando se accede a un 
archivo alojado en el servidor de origen que no tiene copia en el caché del proxy, 
el tiempo de retardo es similar ante la interveción del Servidor Proxy Caché 








Se adaptó un servidor proxy caché a una infraestructura P2P basada en DHT que 
permite a los navegadores web sobre máquinas de escritorio compartir sus caché 
locales,  para lo cual se analizaron los sistemas P2P basados en DHT,  sus 
componentes, la implementación de un sistema P2P DHT denominado jDHTUQ, y 
la arquitectura tanto de un servidor proxy caché como de un sistema P2P DHT 
para realizar su integración. Con base en lo anterior se implementó un prototipo 
con funciones mínimas que integró un servidor proxy caché con un sistema P2P 
DHT dentro de una red LAN estable que se validó funcionalmente. 
 
Al comparar el desempeño de un Servidor Proxy Caché Centralizado con respecto 
a un DHTProxyCacheServer, se puede concluir que la diferencia en tiempos entre 
ambos servidores es ajustada, por lo tanto, la sensación de retardo ante el Cliente 
Web al momento solicitar un archivo es similar con cualquiera de los dos 
servidores. 
 
Se muestra cómo las principales funcionalidades y desempeño de un servidor 
proxy caché tradicional pueden ser alcanzadas mediante un  servidor proxy con el 
caché implementado en un sistema P2P DHT,  completamente autónomo, sin 
necesidad de hardware adicional o esfuerzos administrativos, con la ventaja de ser 
económico, escalable y tolerante a fallas, heredando todas las propiedades de los 
sistemas P2P DHT. De esta manera se da continuidad al trabajo denominado 
Investigación de Infraestructuras Peer-to-Peer DHT e Implementación de un 
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