We formally verify several computational reductions concerning the Post correspondence problem (PCP) using the proof assistant Coq. Our verifications include a reduction of a string rewriting problem generalising the halting problem for Turing machines to PCP, and reductions of PCP to the intersection problem and the palindrome problem for context-free grammars. A rigorous correctness proof for the reduction of the halting problem to PCP is missing in the literature.
Introduction
A problem P can be shown undecidable by giving an undecidable problem Q and a computable function reducing Q to P. There are well known reductions of the halting problem for Turing machines (TM) to the Post correspondence problem (PCP), and of PCP to the intersection problem for context-free grammars (CFI). We study these reductions in the formal setting of Coq's type theory [8] with the goal of providing elegant correctness proofs.
Given that the reduction of TM to PCP appears in textbooks [5, 2, 7] and in the standard curriculum for theoretical computer science, one would expect that there are rigorous correctness proofs in the literature. To our surprise, we found that this is not the case. What is missing is the formulation of the inductive invariants providing for the necessary inductive proofs. Speaking with the analogue of imperative programs, the correctness arguments in the literature argue about the correctness of programs with loops without stating and verifying loop invariants.
By inductive invariants we mean statements that are shown inductively and that generalise the obvious correctness statements one starts with. Every substantial formal correctness proof will involve the construction of suitable inductive in-variants. Often it takes ingenuity to generalise a given correctness claim to one or several inductive invariants that can be shown inductively.
It took some effort to come up with the missing inductive invariants for the reductions leading from TM to PCP. Once we had the inductive invariants, we had rigorous and transparent proofs explaining the correctness of the reductions in a more satisfactory way than the correctness arguments we found in the literature.
Reduction of problems is transitive. Given a reduction P Q and a reduction Q R, we have a reduction P R. This way complex reductions can be factorised into simpler reductions. Following ideas in the literature, we will establish the reduction chain SRH SR MPCP PCP where SRH is a generalisation of the halting problem for Turing machines, SR is the string rewriting problem, and MPCP is a modified version of PCP fixing a first card. The interesting steps are SR MPCP and MPCP PCP. We also consider the intersection problem (CFI) and the palindrome problem (CFP) for a class of linear context-free grammars we call Post grammars. CFP aks whether a Post grammar generates a palindrome, and CFI asks whether for two Post grammars there exists a string generated by both grammars. We will verify reductions PCP CFI and PCP CFP, thus showing that CFP and CFI are both undecidable.
Coq's type theory provides an ideal setting for the formalisation and verification of the reductions mentioned. The fact that all functions in Coq are total and computable makes the notion of computable reductions straightforward. Moreover, the correctness arguments coming with our approach are inherently constructive, which is is verified by the underlying constructive type theory. The main inductive data type we use are lists, which conveniently provide for the representation of strings, rewriting systems, Post correspondence problems, and Post grammars.
The paper is organised as follows. We start with the necessary formal definitions covering all reductions we consider. We then present each of the five reductions and conclude with a discussion of the design choices underlying our formalisations. The sections on the reductions are independent and can be read in any order.
The paper is accompanied by a Coq development covering all results of this paper.
The theorems in the paper are hyperlinked with their formalisations in the HTML presentation of the Coq development at http://www.ps.uni-saarland.de/extras/PCP.
Definitions
Formalising problems and computable reductions in constructive type theory is straightforward. A problem consists of a type X and a unary predicate p on X, and a reduction of (X, p) to (Y, q) is a function f : X → Y such that ∀x. px ↔ q(fx). Note that the usual requirement that f is total and computable can be dropped since it is satisfied by every function in a constructive type theory. We write p q and say that p reduces to q if a reduction of (X, p) to (Y, q) exists.
Fact 1
If p q and q r, then p r.
The basic inductive data structures we use are numbers (n ::= 0 | Sn) and lists (L ::= [ ] | s :: L). We write L 1 + + L 2 for the concatenation of two lists, L for the reversal of a list, [ fs | s ∈ A ] for a map over a list, and [ fs | s ∈ A ∧ ps ] for a map and filter over a list. Moreover, we write s ∈ L if s is a member of L, and L 1 ⊆ L 2 if every member of L 1 is a member of L 2 .
A string is a list of symbols, and a symbol is a number. The letters x, y, z, u, and v range over strings, and the letters a, b, c range over symbols. We write xy for x + + y and ax for a :: x. We use ǫ to denote the empty string. A palindrome is a string x such that x = x. Proof By induction on x.
A card x/y or a rule x/y a is a pair (x, y) of two strings. When we call x/y a card we see x as the upper and y as the lower string of the card. When we call x/y a rule we see x as the left and y as the right side of the rule.
The letters A, B, C, P, R range over list of cards or rules.
Post Correspondence Problem
A stack is a list of cards. The upper trace A 1 and the lower trace A 2 of a stack A are strings defined as follows:
Note that A 1 is the concatenation of the upper strings of the cards in A, and that A 2 is the concatenation of the lower strings of the cards in A. We say that a stack A
A match is a matching stack. An example for a match is the list A = [ǫ/ab, a/c, bc/ǫ], which satisfies A 1 = A 2 = abc.
We can now define the predicate for the Post correspondence problem:
Note that PCP (P) holds iff there exists a nonempty match A ⊆ P. We say that A is a solution of P. For instance,
is solved by the match
We define the predicate for the modified Post correspondence problem as follows:
MPCP (x/y, P) := ∃A ⊆ x/y :: P. xA 1 = yA 2 Informally, MPCP (x/y, P) is like PCP (x/y :: P) with the additional constraint that the solution for x/y :: P starts with the first card x/y.
String Rewriting
Given a list R of rules, we define string rewriting with two inductive predicates x ≻ R y and x ≻ * R y:
Note that ≻ * R is the reflexive transitive closure of ≻ R , and that x ≻ R y says that y can be obtained from x with a single rewrite step using a rule in R.
Proof By induction on x ≻ * R y.
We define the predicates for the string rewriting problem and the generalised halting problem as follows:
Post Grammars
A Post grammar is a pair (R, a) of a list R of rules and a symbol a. Informally, a Post grammar (R, a) is a special case of a context-free grammar with a single nonterminal S and two rules S → xSy and S → xay for every rule x/y ∈ R, where S = a and S does not occur in R. We define the projection σ a A of a list of rules A with a symbol a as follows:
We say that a Post grammar (R, a) generates a string u if there exists a nonempty list A ⊆ R such that σ a A = u. We say that A is a derivation of u in (R, a).
We can now define the predicates for the problems CFP and CFI:
Informally, CFP (R, a) holds iff the grammar (R, a) generates a palindrome, and CFI (R 1 , R 2 , a) holds iff there exists a string that is generated by both grammars (R 1 , a) and (R 2 , a).
Alphabets
For some proofs it will be convenient to fix a finite set of symbols. We represent such sets as lists and speak of alphabets. The letter Σ ranges over alphabets. We say that an alphabet Σ covers a string, card, or stack if Σ contains every symbol occurring in the string, card, or stack. We may write x ⊆ Σ to say that Σ covers x since both x and Σ are lists of symbols.
SRH to SR
We show that SRH reduces to SR. We start with the definition of the reduction function. Let R, x 0 , and a 0 be given. We fix an alphabet Σ covering R, x 0 , and a 0 . We define
Proof For all y ⊆ Σ, a 0 y ≻ * P a 0 and ya 0 ≻ * P a 0 follow by induction on y. The claim now follows with Fact 4 (1, 2) .
Proof Let x 0 ≻ * R y and a 0 ∈ y. Then y ≻ * P a 0 by Lemma 5. Moreover, x 0 ≻ * P y by Fact 4 (3) . Thus x 0 ≻ * P a 0 by Fact 4 (1) . Let x 0 ≻ * P a 0 . By induction on x 0 ≻ * P a 0 it follows that there exists y such that x 0 ≻ * R y and a 0 ∈ y. Theorem 7 SRH reduces to SR.
Proof Follows with Lemma 6.
SR to MPCP
We show that SR reduces to MPCP. We start with the definition of the reduction function.
Let R, x 0 and y 0 be given. We fix an alphabet Σ covering R, x 0 , and y 0 . We also fix two symbols $, # / ∈ Σ and define:
We now state the correctness lemma for the reduction function.
Lemma 8 x 0 ≻ * R y 0 if and only if there exists a stack A ⊆ P such that d :: A matches.
From this lemma we immediately obtain the desired reduction theorem (Theorem 11). The proof of the lemma consists of two translation lemmas Lemma 9 and Lemma 10. The translation lemmas generalise the two directions of Lemma 8 such that they can be shown with canonical inductions.
Lemma 9 Let x ⊆ Σ and x ≻ * R y 0 . Then there exists A ⊆ P such that A 1 = x#A 2 . Proof By induction on x ≻ * R y 0 . Lemma 10 Let A ⊆ P, A 1 = x#yA 2 , and x, y ⊆ Σ. Then yx ≻ * R y 0 . Proof By induction on A and case analysis on the card A starts with.
Theorem 11 SR reduces to MPCP.
Proof Follows with Lemma 8.
The translation lemmas formulate what we call the inductive invariants of the reduction function. The challenge of proving the correctness of the reduction function is finding strong enough inductive invariants that can be verified with canonical inductions.
MPCP to PCP
We show that MPCP reduces to PCP. We start with the definition of the reduction function.
Let x 0 /y 0 and R be given. We fix an alphabet Σ covering x 0 /y 0 and R. We also fix two symbols $, # / ∈ Σ. We define two functions # x and x # inserting the symbol # before and after every symbol of a string x:
We define:
Lemma 12 There exists a stack A ⊆ x 0 /y 0 :: R such that x 0 A 1 = y 0 A 2 if and only if there exists a nonempty stack B ⊆ P such that B 1 = B 2 .
From this lemma we immediately obtain the desired reduction theorem (Theorem 17). The proof of the lemma consists of two translation lemmas (Lemmas 15 and 16) and a further auxiliary lemma (Lemma 13).
Lemma 13 Every nonempty match B ⊆ P starts with d.
Proof Let B be a nonempty match B ⊆ P. Then e cannot be the first card of B since the upper string and lower string of e start with different symbols. For the same reason # x / y # cannot be the first card of B if x/y ∈ R and both x and y are nonempty.
Consider ǫ/ay ∈ R. Then ǫ/(ay) # cannot be the first card of B since no card of P has an upper string starting with a.
Consider ax/ǫ ∈ R. Then # (ay)/ǫ cannot be the first card of B since no card of P has a lower string starting with #.
For the proofs of the translation lemmas we need a few facts about # x and x # . 
PCP to CFP
Let # be a symbol. Proof Follows with Facts 2 and 3.
There is an obvious connection between matching stacks and palindromes: A stack [x 1 /y 1 , . . . , x n /y n ] matches if and only if the string x 1 · · · x n # y n · · · y 1 is a palindrome, provided the symbol # does not appear in the stack (follows with Facts 2 and 18 using y n · · · y 1 = y 1 · · · y n ). Moreover, strings of the form x 1 · · · x n # y n · · · y 1 with n 1 may be generated by a Post grammar having a rule x/ y for every card x/y in the stack. The observations yield a reduction of PCP to CFP. We formalise the observations with a function
Lemma 19 σ # (γA) = A 1 # A 2 .
Proof By induction on A using Fact 2.
Lemma 20 Let A be a stack and # be a symbol not occurring in A. Then A is a match if and only if σ # (γA) is a palindrome.
Proof Follows with Lemma 19 and Facts 18 and 2.
Lemma 21 γ(γA) = A and A ⊆ γB → γA ⊆ B.
Theorem 22 PCP reduces to CFP.
Proof Let P be a list of cards. We fix a symbol # that is not in P and show PCP (P) ↔ CFP (γP, #). Let A ⊆ P be a nonempty match. It suffices to show that γA ⊆ γP and σ # (γA) is a palindrome. The first claim follows with Lemma 21, and the second claim follows with Lemma 20.
Let B ⊆ γP be a nonempty stack such that σ # B is a palindrome. By Lemma 21 we have γB ⊆ P and B = γ(γB). Since γB matches by Lemma 20, we have PCP (P).
PCP to CFI
The basic idea for the reduction of PCP to CFI is that a stack A = [x 1 /y 1 , . . . , x n /y n ] with n 1 matches if and only if the string x 1 · · · x n # x n #y n # · · · #x 1 #y 1 # equals the string y 1 · · · y n # x n #y n # · · · #x 1 #y 1 # provided the symbol # does not occur in A. Moreover, strings of the first form can be generated by the Post grammar ([ x/x#y# | x/y ∈ A ], #), and strings of the second form can be generated by the Post grammar ([ y/x#y# | x/y ∈ A ], #). We fix a symbol # and formalise the observations with two functions
and a function γA defined as follows: Proof By induction on A.
Lemma 24 Let B ⊆ γ i C. Then there exists A ⊆ C such that γ i A = B.
Proof By induction on B using Fact 3.
Lemma 25 Let # not occur in A 1 and A 2 . Then γA 1 = γA 2 implies A 1 = A 2 .
Proof By induction on A 1 using Fact 3.
Theorem 26 PCP reduces to CFI.
Proof Let P be a list of cards. We fix a symbol # not occurring in P and define R 1 := γ 1 P and R 2 := γ 2 P. We show PCP (P) ↔ CFI (R 1 , R 2 , #). Let A ⊆ P be a nonempty match. Then
Let B 1 ⊆ R 1 and B 2 ⊆ R 2 be nonempty lists such that σ # B 1 = σ # B 2 . By Lemma 24 there exist nonempty stacks A 1 , A 2 ⊆ P such that γ i (A i ) = B i . By Lemma 23 we have A 1 1 #(γA 1 ) = A 2 2 #(γA 2 ). By Fact 3 we have A 1 1 = A 2 2 and γA 1 = γA 2 . Thus A 1 = A 2 by Lemma 25. Hence A 1 ⊆ P is a nonempty match.
Discussion
We have formalised and verified a number of computational reductions to and from the Post correspondence problem based on Coq's type theory. Our goal was to come up with a development as elegant as possible. Realising the design presented in this paper in Coq yields an interesting exercise practising the verification of list-processing functions. If the intermediate lemmas are hidden and just the reductions and accompanying correctness statements are given, the exercise gains difficulty since the correctness proofs for the reductions SR MPCP PCP require the invention of general enough inductive invariants (Lemmas 9, 10, 15, 16). To our surprise, we could not find rigorous correctness proofs for the reductions SR MPCP PCP in the literature (e.g, [5, 2, 7] ). Teaching these reductions without rigorous correctness proofs in theoretical computer science classes seems bad practice. As the paper shows, elegant and rigorous correctness proofs using techniques generally applicable in program verification are available.
The ideas for the reductions SRH SR MPCP PCP are taken from Hopcroft et al [5] . They give a monolithic reduction of the halting problem for Turing machines to MPCP. The decomposition SRH SR MPCP is novel. Davis et al [2] give a monolithic reduction SR PCP based on different ideas. The idea for the reduction PCP CFP is from Hesselink [4] , and the idea for the reduction PCP CFI appears in Hopcroft et al [5] .
There are interesting design choices we faced when formalising the material presented in this paper.
1. We decided to formalise PCP without making use of the positions of the cards in the list P. Most presentations in the literature (e.g., [5, 7] ) follow Post's original paper [6] in using positions (i.e., indices) rather than cards in matches. An exception is Davis et al. [2] . We think formulating PCP with positions is an unnecessary complication.
2. We decided to represent symbols as numbers rather than elements of finite types serving as alphabets. Working with implicit alphabets represented as lists rather than explicit alphabets represented as finite types saves bureaucracy.
3. We decided to not cover Turing machines in the paper but instead start from an abstract halting problem based on string rewriting (SRH). Formalising a concrete Turing machine model from the literature is tedious, and this is also true for the reduction of the corresponding halting problem to SRH. See the accompanying Coq-development for a formalisation of Turing machines (following Asperti and Ricciotti [1] ) and a verified reduction to SRH.
4. We decided to work with Post grammars (inspired by Hesselink [4] ) rather than general context-free grammars since Post grammars sharpen the result and enjoy a particularly simple formalisation.
The Coq development verifying the results of this paper consists of about 850 lines of which about one third realizes specifications. The reduction SR SRH takes 70 lines, SR MPCP takes 105 lines, MPCP PCP takes 206 lines, PCP CFP takes 60 lines, and PCP CFI takes 107 lines. The Coq development also comes with a formalisation of Turing machines following Asperti and Ricciotti [1] and a verified reduction of the halting problem to SRH.
In previous work [3] we studied an explicit model of computation based on a weak call-by-value calculus L in Coq. Given this development, it should be straightforward to reduce PCP to the termination problem for L. Reducing the termination problem for L to TM (halting problem for Turing machines) will take considerable effort. Together with the already verified reduction TM SRH (see Coq development), verification of the two mentioned reductions would verify the computational equivalence of TM, SRH, SR, PCP, and the termination problem for L.
