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Pulsed dipolar spectroscopy (PDS) is an electron paramagnetic resonance (EPR) technique,
used to conduct long range distance measurements in proteins in the nanometre range. This
thesis presents a number of methodological and instrumental techniques to improve the sen-
sitivity and utility of PDS experiments using a home-built high power pulsed spectrometer,
HiPER, operating at 94 GHz. These include the implementation of phase-modulated compos-
ite pulses, which correct for imperfections arising due to inhomogeneity, and offer increased
excitation bandwidth as well as experimental protocols such as annealing and glassing of sam-
ples. A theoretical study into the use of matched filtering to reduce echo noise during mea-
surements, has predicted gains of up to a factor of 3 enhancement in signal-to-noise.
Using such techniques we demonstrate sensitivity enhancements of more than 30 on PDS
experiments, between nitroxides and Fe centres, in haem-proteins, corresponding to a reduc-
tion in averaging time of almost 1,000, in comparison to standard commercial spectrometers
operating at X-band. The use of composite pulses in PDS experiments on nitroxide biradicals
were also investigated, including their limitations due to intramolecular effects. The thesis
then describes a single frequency dipolar modulation experiment, RIDME, and uses high field
measurements to determine both the distance and relative orientation of a cobalt-nitroxide
system, for the first time. Finally, a design study is conducted to implement frequency and
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This thesis concerns methodology and instrumentation to improve the sensitivity of pulsed
electron paramagnetic resonance (EPR) experiments, used to measure distances in proteins
in the nanometre range. Proteins are the most abundant and functionally diverse molecules
in living systems. Virtually every life process depends on this class of macromolecules [1].
Understanding the 3D structure of biomolecules is important as it provides crucial insight into
the mechanisms that drive their function.
There are many tools available to study the microscopic structure of macromolecules such
as nuclear magnetic resonance (NMR), florescence resonance energy transfer (FRET) and X-
Ray crystallography. The aim of each technique is to identify and characterise the local and
surrounding structure of small, complex biological systems. Electron Paramagnetic Resonance
(EPR) spectroscopy has been shown to be a powerful technique to measure and identify the
local surroundings of unpaired electrons that can be found within some biological systems.
EPR is a magnetic resonance technique where the sample of interest is immersed in a strong
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magnetic field (typically 0.3 to 4 Tesla) and is irradiated by microwave radiation. The magnetic
field causes the paramagnetic centres (unpaired electrons) present to orientate parallel or
anti-parallel to the field, which results in Zeeman splitting that is observable in the emitted
or absorbed radiation. The energy difference between the split levels is proportional to the
external field, and transitions between states occur when a photon whose energy matches the
difference between the levels is absorbed or emitted. In the case of EPR, this energy is typically
in the microwave to millimetre wave regime. The resonance of a paramagnetic centre, or
unpaired electron, in an atom or molecule is typically spread over a range of frequencies,
caused by the underlying coupling of the paramagnetic centre to its local environment. From
a spectroscopist’s point of view, this means that one can tune one’s magnetic field strength
and frequency to probe different parts of the paramagnetic centre. By employing pulses of
radiation, one can measure distances between two paramagnetic centres present, using dipolar
spin-spin coupling. This can be carried out by applying pulses at one frequency, and exciting
another part of the spectrum using pulses of another frequency. The dipole-dipole coupling
between the unpaired electrons’ spin is proportional to the inverse cube of their separation,
and is measured using the Pulsed Electron Double Resonance (PELDOR) experiment. This
experiment can be routinely used to measure distances between 1.5 and 6 nm, and in more
favourable cases, up to 10 nm [2–4]. This is carried out between either embedded intrinsic
paramagnetic centres, or extrinsic centres known as spin labels. These can be engineered
into the protein of interest using site-directed spin labelling (SDSL) enabling measurements
between specific sites in the structure [5–9]. This allows for structural and in some cases,
functional information to be obtained about the system, by monitoring its conformational
changes, as seen through changes in the separation of the labels under the action of different
processes [10, 11].
PELDOR was first reported by Milov et al. in 1984 describing a pulsed technique which
measures the dipole-dipole coupling between nearby unpaired electrons [12]. By observing
an echo on one set of spins, and inverting its nearby partner spin using pulses of a different
frequency, their dipole-dipole interaction leads to a modulation of the observed echo, which is
dependent on their relative separation, and in some cases, orientation. This technique was ex-
tended to the more ubiquitous ‘dead-time free’ 4-pulse version [13] which traces this modula-
tion through the echo maximum, allowing for much more accurate fitting, and thus extraction
of distance between the spin centres.
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Most experiments using PELDOR that are typically carried out on biomacromolecules use
spin labels containing a nitroxyl radical. The paramagnetic centre in the spin label is generally
at the end of of linker, which, for the commonly used MTS label, is approximately 1 nm long.
Due to its flexibility, it can occupy many conformations, dependent on its surroundings. This
can be successfully modelled and simulated, and software packages now exist for comparison
with experimental findings [14, 15]. Recently there has been significant interest in conduct-
ing measurements using intrinsic paramagnetic centres present in the structure, to remove
the ambiguity of the spin label and its potential for inducing structural changes to the protein
[16–20]. This however can be extremely challenging as embedded centres tend to be metal-
lic, which are spectrally broad and exhibit fast relaxation, strongly inhibiting the sensitivity
required for PELDOR. Generally, such measurements are carried out between the embedded
centre and a spin label that is attached to the surrounding protein. This has added advan-
tage the centres have different spectroscopic properties, thus it is trivial to excite the spins
separately. PELDOR measurements have been reported between low-spin ferric haem and a
nitroxide label, with separations of 2.1 and 2.7 nm [17, 18] at X- and Q-band respectively.
These experiments required long averaging times to produce sufficient signal-to-noise, which
degrades with increasing spectral width of the metal centre.
At lower fields and frequencies, such as X-band at ∼9 GHz (0.33 T) the nitroxide label
has a spectral width of ∼ 100 MHz, allowing for sufficient separation of observer and pump
pulses in a PELDOR experiment, and adequate excitation of the spin centre using moderate
length pulses. However, it is not possible at X-band to distinguish orientation of the nitroxyl
centre, as the field strength does not resolve its g-tensor components. To observe and measure
the orientation of the label, higher fields (>3 T) must be utilised [21]. However, the extra
definition of the nitroxyl centre’s spectra is gained by spreading out its spectral components
allowing for selective excitation of its orthogonal components. At W-band (94 GHz, 3.35 T)
this stretches over 400 MHz, requiring broad, short pulses to ensure suitable excitation [22,
23]. This is further complicated when measurements are carried out using metal centres,
whose spectra can stretch over several GHz. This presents a significant challenge in terms
of instrumentation to develop spectrometers that can carry out measurements on broad line
systems, with sufficient signal-to-noise and short averaging times.
Most EPR spectrometers utilise cavity based resonators to measure spins within samples
of interest, where the cavity is engineered to produce enhanced B1 fields over a narrow range.
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Alternatively, broad cavities have also been created which operate over larger frequency band-
widths, but with reduced B1 field amplitudes which reduce excitation bandwidths of pulses.
The sensitivity of PELDOR experiments relies on the number of spins excited by both the
observer and pump pulses, thus to improve sensitivity one requires to increase the number
of spins excited, and the fidelity with which they are manipulated. A W-band spectrometer,
HiPER, has been developed at St Andrews which uses a non-resonant sample holder, allowing
for broadband excitation using high power pulses [24]. The spectrometer operates in induc-
tion mode1, with samples placed inside a cylindrical waveguide, supporting a TE11 mode.
While this supports operation over several GHz, it comes at the cost of the B1homogeneity of
the field, which degrades performance of the pulses, reducing echo amplitudes and fidelity of
spin manipulation.
The problem of applied field inhomogeneity has also affected NMR, where surface coils
and other RF coil set ups result in inhomogeneous distributions of fields within samples. In
1979 Levitt et al. [25] proposed a new contiguous, phase modulated pulse sequence to com-
pensate for applied field inhomogeneity. By changing the phase, the axis and thus, direction
of rotation of the spins is altered, allowing for sequences that correct for imperfections that re-
duce the fidelity across the sample. In most cases, they also broaden the excitation bandwidth
in comparison with standard pulses. Various composite pulses have been developed for use,
mainly in NMR, including spatial localisation [26]; double-quantum excitation [27]; sensitiv-
ity enhancements in pulse train experiments [28], and many more [29–32]. Their use in EPR
however is quite limited, with their first demonstration by the Freed group in 1989, where
excitation bandwidths of over 200 MHz was demonstrated using composite pulses [33]. The
narrowband BB1 composite pulse was utilised by Morton et al. for use in quantum computing
applications. Turro et al. used composite pulses to enhance inversion recovery experiments
on nitroxides at X-band [34].
The somewhat limited use of composite pulses in EPR can be attributed to the requirements
for high-speed instrumentation for implementation. Development of such instrumentation has
also coincided with the availability of high speed arbitrary waveform generators (AWGs). In
the last few years, improvements in excitation bandwidths and thus sensitivity in lower fre-
quency (9-35 GHz) pulsed EPR experiments has been provided using much more sophisticated
1Induction mode refers to the operation where the sample will absorb or emit a circularly polarised beam on-
resonance, with power transferred to the orthogonal polarisation state. This allows for the detection signal (from
the sample) to be isolated from the transmitted signals using Faraday rotators and polarising grid.
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pulse techniques such as frequency and amplitude modulated pulses, which offer far larger im-
provements in comparison with composite pulses [35–38]. Their implementation requires the
use of an arbitrary waveform generator to produce modulated pulse sequences. However their
use at higher frequency becomes much more challenging as the performance of components
becomes much more critical. It is only recently (August 2017) that their use at W-band has
been successfully reported [39] showing large improvements in modulation depth in PELDOR
experiments. The implementation of an AWG at 200 GHz has also been reported, however its
use is extremely limited [40]. The implementation of composite pulses, which require discrete
phase modulation is somewhat more straightforward at higher frequencies, and can still offer
up to a factor of 3 improvement over traditional rectangular pulses when used in PELDOR
experiments [41].
Another technique to measure distances between electrons in EPR that has gained interest
over the last few years is the Relaxation Induced Dipolar Modulation Enhancement (RIDME)
experiment [42, 43]. Unlike PELDOR, this technique uses single frequency pulses to mea-
sure distance between electrons, using the dipole-dipole coupling between the observed and
nearby spins. This relies on spontaneous relaxation of the partner spin to induce modulation
of the observed echo. It has been shown to work well where the partner spin has a much
faster electronic relaxation than the observed spin, allowing the user to exploit the much more
favourable slow relaxing spin for observation purposes, such as in the case of nitroxide spin
labels [44, 45]. In comparison with PELDOR, it has been shown that RIDME can provide up
to 7 times enhancement in SNR when measuring distances between a low-spin ferric haem
centre and a nitroxide label in a haem-protein [18]. One of the main advantages of this tech-
nique comes from the fact it does not require two frequencies to be accommodated within the
resonator, like in PELDOR, meaning that the observer pulse can be easily optimised. However,
RIDME has the disadvantage that it requires relaxation of the centre to be set as a function of
temperature to ensure relaxation occurs to induce modulation. It has also been found to com-
monly suffer from electron-nuclear modulation effects, although pulse sequences have been
proposed to remove this [46]. Due to the fact that RIDME only probes one of the two spins
selectively, the effects of orientation selection are not expected to be as strong as observed us-
ing PELDOR. However, it has been shown recently that orientation effects have been observed
at Q-band, albeit only weakly [44]. It does however suggest that experiments at higher field
may render more convincing orientation selective results.
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1.2 Overview of thesis
1.2.1 Chapter 2: EPR theory and instrumentation
Chapter 2 contains background theory relevant to EPR, PELDOR and other pulsed techniques
such as RIDME. It also provides background theory of composite pulses, and provides an intro-
duction to shaped pulses and necessary electronics. The chapter also includes background on
the instrumentation used in thesis, in particular that of the home-built W-band spectrometer,
HiPER [24].
1.2.2 Chapter 3: Assessing and improving sensitivity
Chapter 3 describes methods to measure and compare the sensitivity of HiPER in compari-
son with other spectrometers, and how experimental protocols can be used to improve this.
It includes comparison of different types of sample tubes and temperature cycling protocols
that have been developed to maximise sensitivity. The chapter concludes by examining how
simple digital filtering techniques can be used to reduce noise on echo signals measured on
the spectrometer.
1.2.3 Chapter 4: Simulating composite echoes and modelling B1 inhomogeneity
Chapter 4 describes modelling of the B1 profile of the non-resonant sample holder used in
HiPER, and how this is used in echo simulations to calculate the expected gains in echo am-
plitude when using composite pulses. It describes the effect of different cavity set ups on the
expected gains and how B1 amplitude can be optimised on HiPER to produce the largest gains
in sensitivity.
1.2.4 Chapter 5: Composite PELDOR: Nitroxide biradicals
Chapter 5 examines the use of composite pulses in PELDOR experiments on systems contain-
ing two nitroxyl spin labels. Initially, it examines the expected gains in echo amplitude when
using composite pulses in comparison with standard pulses, on a nitroxyl mono-radical as a
function of orientation. It then examines the performance of composite pulses in refocused
echo experiments and in PELDOR experiments on a model bi-radical sample. The chapter fin-
ishes by comparing the performance of composite pulses on the mono- and bi-radical nitroxide
samples using phase memory time (Tm) measurements to underpin the degraded performance
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in the case of the bi-radical.
1.2.5 Chapter 6: Composite PELDOR: Iron-nitroxides
Chapter 6 describes PELDOR experiments carried out between broad metallic paramagnetic
centres and nitroxyl spin labels, in this case between the intrinsic low-spin haem iron centre
in a protein, and a spin label attached to the protein. This chapter compares the sensitivity en-
hancement provided using composite observer pulses and composite pump pulses in PELDOR
sequences, on a spin-labelled neuroglobin system. It also examines the enhancement provided
by composite pulses in echo experiments when observing using the broad iron centre. It also
describes experiments on myoglobin samples which have been spin labelled on multiple sites.
It also compares the relative sensitivity of PELDOR experiments conducted at lower field on
both samples and examines how moving to higher field can, despite broadening of the spectra,
provide significant improvement in sensitivity.
1.2.6 Chapter 7: Cobalt-Nitroxide orientational PELDOR and RIDME study
This chapter describes orientational PELDOR (osPELDOR) and orientational RIDME (osRIDME)
measurements carried out on a cobalt-nitroxide model system on HiPER. RIDME is a single-
frequency PDS technique that exploits the last relaxation of a partner spin to induce echo
modulation on an observed spin centre. The experiments conducted involved orientational
measurements between an broad metal centre and two nitroxide labels, which are positioned
the ends of a rigid structure with the metal centre in the middle. At W-band, it is possible
to resolve the relative orientations of the nitroxyl label. Thus, experiments were conducted
firstly between metal centre and the relative orientations of the nitroxyl labels to assign their
relative orientation. Orientation selective measurements were then carried out between the
two nitroxide labels to assign their relative orientations. Orientational measurements were
also carried out using RIDME, demonstrating differences in dipolar frequency dependent on
the relative orientation of the nitroxide label to the vector joining it and the metal centre, ~rAB.
1.2.7 Chapter 8: Frequency and Amplitude Modulated Pulses for use in EPR
experiments
Finally, chapter 8 discusses preliminary work carried out to implement frequency and am-
plitude modulated pulses on a X/Q-band pulsed spectrometer using an arbitrary waveform
generator (AWG). It includes design specifications to implement both coherent (detection)
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modulation as well as incoherent ELDOR (pump) channel modulation. The chapter describes
in detail how imperfections such as amplitude deviations as a function of frequency and phase
roll-off from the AWG can be corrected. It then discusses protocols to remove distortions when




EPR theory and instrumentation
This chapter will discuss the background theory behind the experiments conducted in this
thesis, including the PELDOR and RIDME experiments, and theory behind broadband com-
pensation pulses such as composite pulses. The theory discussed here is based on a number of
texts which the author has found extremely useful [25, 47–49]. The chapter also includes op-
erational details of the home built spectrometer, HiPER, which has been used for the majority
of experiments in this thesis.
2.1 Theory of Pulsed EPR
2.1.1 The Spin Hamiltonian
A paramagnetic substance can be defined as one which possesses no resultant magnetic mo-
ment in the absence of an external magnetic field, but acquires a magnetic moment in the
direction of the applied field, whose magnitude is a function of the field [50]. The fundamen-
tal paramagnetic considered here, is that of the electron. It is known from experiments that
the electron possesses intrinsic angular momentum, ħhS, known as spin, where S is the spin
9
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operator given by S = (Sx ,Sy ,Sz). By considering the particle’s mass m, and charge q, we can





which in the case of the electron, simplifies to




. From a full quantum mechanical treatment, the fundamental property that
the electron has a spin = 1/2 emerges. The factor g is included to account for deviations of the
behaviour of the electron as a quantum mechanical object, from that of a classically charged
particle. For a free electron, this quantity is ge ∼ 2.002319.
The behaviour of an electron and its nearby environment, while immersed in an external
magnetic field, B0, is described using the static spin Hamiltonian,H0 given by















The first term of the Hamiltonian, βeB˜0geS/ħh is the electron Zeeman interaction, which
describes the interaction of the electron spin, S and the external magnetic field B0. When the
external magnetic field is applied along the z-direction, the Hamiltonian becomes
HEZ = βegeħh B0Sz (2.4)
For an electron with spin, S = 1/2, and considering that the electron can be in one of
two states, either parallel or anti-parallel (1/2 or -1/2) to the external field, its corresponding
energy will be one of two values,
E± = ± (1/2) g|βB|B0 (2.5)
This relation infers that if one were to supply an electron in the lower state with electro-
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magnetic energy equal to the difference between the two states, the energy would be absorbed,
placing the electron in the higher energy state.
The second term in the full Hamiltonian, S˜DS describes the zero field splitting that occurs
when the spin S of the electron is greater than 1/2. The presence of more than one spin
results in dipole-dipole coupling between the electron spins, which removes the degeneracy
of the ground state, leading to a field-independent splitting.
The third term,
∑m
k=1 S˜AkIk describes the hyperfine interaction between an electron S and a
nuclear spin I. The hyperfine interaction is governed by the hyperfine tensor A and comprises of
two parts, the isotropic or Fermi contact interactionHF and the electron-nuclear dipole-dipole
couplingHdd . The Fermi contact interaction is given by







where |ψ0(0)|2 is the electron spin density at the nucleus, and µ0 is the magnetic per-
meability of the vacuum. The electron-nuclear dipolar interaction is anisotropic and can be
described similar to a classical dipolar interaction as








= S˜ T I (2.9)
where r is the vector connecting the electron and the nuclear spin. When integrated over
spatial electron distribution, it reduces to the anisotropic dipole-dipole coupling tensor, T. The
total hyperfine interaction tensor is thus given by
A = aiso1+ T (2.10)
The fourth term, βn
∑m
k=1 gn,kB˜0Ik/ħh describes the interaction of the nucleus with the ex-




I˜kPkIk describes the nuclear quadrupole interaction, which arises
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in cases where spin I ≥ 1. This results in a non-spherical charge distribution on the nucleus,
which interacts with the electrostatic gradient of the electrons, given by the nuclear quadrupole
tensor, P.
The final term in the Hamiltonian,
∑m
i 6=k I˜id(i,k)Ik describes the dipole-dipole interaction
between two nuclear spins, Ii and Ik.
2.1.2 Weak coupling between electron spins
In the scope of this thesis, we are generally concerned with the interaction of two weakly
coupled unpaired electrons, SA and SB. Their interaction is characterised by an exchange
coupling tensor, J and a dipole coupling tensor, D and can be described using the following
Hamiltonian
H0(SA, SB) =H0(SA) +H0(SB) +Hexch(SA, SB) +Hdd(SA, SB) (2.11)
=H0(SA) +H0(SB) + S˜A · J · SB + S˜B ·D · SB (2.12)
The exchange coupling term accounts for cases where the orbitals of the two electrons over-
lap, resulting in exchange of the two unpaired electrons. This can occur when the separation
between the electrons is less than 1.5 nm. The dipolar term is analogous to the electron-
nuclear dipolar interaction, and can also be described by considering the classical interaction




− 3(µA · rAB)(µB · rAB)
r5AB
(2.13)
by defining rAB, the vector joining the two spin centres in spherical coordinates as, rAB =






(A+ B + C + D + E + F) (2.14)
where the terms, A-F are given by
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2 θ · e−2iϕ
F = −3
4
S1−S2− sin2 θ · e2iϕ
where Sz is the zˆ component of the full spin angular momentum operator S, and S+ and S−




x − iS iy respectively. In order to
simplify the terms involved in dipolar interaction, it is useful to explore what their functions
are. Term A is the secular term of the dipolar interaction and it describes the splitting of each
EPR line due to the dipolar interaction, into a doublet with energy of separation equal to A, as











Figure 2.1: (a) Diagram showing the two spins involved in the weakly coupled system, the orientation
of the field, and their separation, ~rAB. (b) shows the splitting of the two spin’s resonant frequencies,ωA
and ωB due to term A, the secular term of the dipolar interaction. Adapted from [51].
Term B is the pseudo-secular term which can lead to the mutual flip-flop of both spins,
which occurs when both spins are simultaneously inverted. This term only becomes significant
if the difference in Zeeman energies for both spins is small and comparable to the dipolar
coupling frequency. This case occurs most generally at lower fields, where the spectra is much
narrower or where the separations between spins is much smaller. It can become significant
in the case of rigid labels with strong orientation dependence, where the dipolar coupling
strength increases. In most cases considered here, it can be neglected.
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Terms C and D, and E and F consider the secular and pseudo-secular single and double
quantum transitions between the states, which require spin flips of either or both spins. The
probability of such transitions occurring requires the difference of the Zeeman energies of both
spins to be comparable to the dipolar splitting energy. For most experiments considered here
at fields around 3.4 T and spin separations of greater than 2 nm, the separation in Zeeman
energy between the two states is much larger than the dipolar coupling, and in this limit terms
C-F can also be neglected.
The static spin Hamiltonian for two weakly coupled electrons (in the limit of no exchange
interaction), reduces to





















1− 3cos2 θ (2.18)
where ωdd is referred to as the dipolar frequency. In the case of two nitroxide labels, both
with g≈2.006 for example, the dipolar coupling between the spins when ~rAB = 2 nm is 41
MHz (θ=90◦), and for a typical ∆ω = |ωA −ωB| = 100 MHz, the pseudo-secular term has
no effect, and thus can be neglected [52]. In the systems considered within the scope of this
thesis, all inter-spin distances are greater than 2 nm, and at high field (3.35 T) it is trivial to
ensure frequency separation, ∆ω is much greater than ωdd . Thus, the Hamiltonian shown
in Equation 2.17 reduces to terms dependent on the z components of the spin operators for
each spin, and a term that describes the dipolar coupling frequency which is dependent on the
separations of the spins ~rAB, and the orientation of the dipolar axis ~rAB to the static field, B0.
The dipolar frequency ωdd varies from -2 Ddd/~rAB3 to +Ddd/~rAB3 as θ from 0◦ (parallel) to
90◦ (perpendicular).
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Figure 2.2: Diagram showing the Pake doublet, showing the position of the peaks corresponding to
the parallel (θ=0◦) and perpendicular (θ=90◦) components of dipolar coupling frequencies.
The paramagnetic containing samples which are considered here consist of randomly ori-
entated molecules, such that an average over all orientations of θ is sampled. This results in
spectra which resembles a Pake doublet [53], with peaks at ωdd = 90◦and further peaks at
ωdd = 0◦, as illustrated in Figure 2.2.
2.1.3 The vector picture
In the systems considered here, it is not singular electrons that are observed, but ensembles
of electrons, which possess a net magnetic moment, expressed per unit volume as the macro-







where µi is the magnetic moment of an electron, as defined in Eq. 2.1. In the absence of
relaxation, the magnetisation, M may be treated in the same way as a single classical magnetic
moment, which, at thermal equilibrium is aligned parallel to the magnetic field, B0. The





where S is the spin operator. Thus for an ensemble, with net magnetisation, M, its equation
of motion is given by
dM
d t
= M×− geµBħh B0 (2.21)
If the magnitude of M and its angle to B0 is constant, the magnetisation will precess on a
15
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This is considered in the laboratory frame, which is stationary, with zL collinear with B0.
In order to explore the action of a time-varying applied magnetic field, B1, it is more conve-
nient to move to the rotating frame, which rotates around zL at the frequency of a circulary
polarised field, of frequency ωmw, such that, with respect to the stationary lab frame, B1x L
= B1 cos (ωmw t), B1y L = B1 sin (ωmw t) and B1zL = 0. Thus, the equation of motion for the
magnetisation in this frame becomes
dMx
d t
= − (ωs −ωmw)My = −ΩsMy
dMy
d t






In this frame, when there is no radiation present, the magnetisation precesses around
B0 at the resonance offset frequency, Ωs = (ωs −ωmw), as shown in Figure 2.3(a). When





The combination of the external field B0 and the applied radiation field B1 results in an
effective field, Beff, which is the vector product of both B1 and B0. The effective field is angled







The spin then follows a nutation around Beff with precessional frequency,ωeff =
q
ω21 +Ω2s .
This set up is shown in Figure 2.3(b) In most of the experiments considered in the context of
this thesis, the applied magnetic field B1 linearly polarised. Its phase φ, which describes the
angle between the direction of the B1 field and the x-axis in the rotating frame. Thus, φ
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determine the direction that the resulting linearly polarised field will be applied along.
(a) Free precession (b) Nutation
Figure 2.3: Diagrams illustrating (a) free evolution of the spins at the precession frequency Ω0, (b)
prcession of the magnetisation at frequency ωe f f about the effective B-field, resulting in a nutation
precession. (Adapted from [47].)
In the pulsed EPR experiments described here, the applied magnetic field is provided by
short pulses of millimetre wave radiation, where B1 is turned on at t = 0 and switched off at
t=tp. At thermal equilibrium, all spins are aligned with the field, such that M//B0. The action
of the applied field rotates the spins from equilibrium, about the axis of the applied field, by
the flip angle, β = ω1 tp, such that the duration tp and the amplitude ω1 of the applied field
determine how far the spin is rotated from equilibrium. The most common examples are β =
90◦(pi/2), describing a rotation into the transverse (x-y) plane and β = 180◦(pi) describing
an inversion of the spins.
Spin echoes
One of the simplest pulse experiments to be carried out on a system is to produce a spin echo,
or, as it is more commonly referred to, a Hahn echo. Under the action of the 90◦ pulse, applied
along x, (φ=0◦), the spins will be rotated from +z around the x-axis, and end pointing along
the -y direction at the end of the pulse. After the pulse, and in the absence of relaxation, the
spins will continue to precess around B0 indefinitely, during a process known as ‘free preces-
sion.’ In the rotating frame, the magnetisation thus remains fixed along -y. In most cases,
not all spins will precess at Ωs due to small offsets in frequency, meaning that the spins will
spread out as some precess faster and some slower than Ωs. This results in ‘dephasing’ of the
spin packet, as the magnetisation spreads out in the transverse plane. If the spins are subject
to a second pulse, a period τ later, of flip angle β = 180◦, this will flip the magnetisation in
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the transverse plane, reversing the direction of precession around z. The so-called ‘dephasing
pancake’ of spins will then re-combine a period τ after the second pulse, to produce a signal,
known as an ‘echo.’ The sequence is shown in Figure 2.4. The echo is produced as the rotating
spins in the transverse plane emit electromagnetic radiation at the precession frequency. As
the spin packet recombines, the magnitude of the signal increases dramatically, producing the
echo. After the echo, the spins continue free precession about z.
Figure 2.4: Diagram showing the simple Hahn echo pulse sequence, and resulting echo.
In the presence of relaxation however, the amplitude of the echo will decrease as the period
τ between the pulses is increased. This decay is caused by a reduction in the total number of
spin packets which rephase over time, due to interactions with environment, such as spin-spin
interactions. By measuring the echo amplitude as a function of τ, it is possible to obtain the
transverse relaxation period, known as the phase memory time, Tm of the spins excited by the
pulses. The echo amplitude as a function of τ is typically given by






After the spin echo sequence, if the spins are subjected to a second inversion pi pulse, known
as a refocusing pulse, a second spin echo will be produced, a period 2(τ1 + τ2) after the first
pulse, as shown in Figure 2.5. This is possible as the spins continue to precess about z in the
xy-plane, and can be refocused to produce further echoes, multiple times. The echo amplitude
reduce as the interval between the pulses increases, due to relaxation.
2.1.4 Relaxation processes
So far, we have assumed that once energy is put into system, and the spins start to precess in
their new state that they do so forever. In reality, this is not the case, as the spins are subject
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Figure 2.5: Diagram showing the refocused spin echo pulse sequence, and resulting refocused echo.
to relaxation processes, that will cause the system to return to its equilibrium state, M0 // z.
This will occur at different rates in different planes. In the longitudinal direction, the static
magnetic field along z induces an anisotropy in space, causing the Mz component to decay








where M0 is the magnetisation at thermal equilibrium (in the direction of the external
magnetic field, B0) t is the time between excitation and measurement of the echo and T1 is the
time constant required to reduce the z-component of the magnetisation by a factor of e. This
process, in the absence of B1 is caused by lattice-induced transitions between spin levels [55].
This is driven by the absorption or stimulated emission of phonons, mediated by fluctuating
local magnetic fields which are driven by lattice vibrations [47]. When placed in the static
external magnetic field, each of the magnetic dipoles that make up the bulk magnetisation M
can align either in the direction of the field, or in opposition to it, corresponding to a lower









where N+ and N− refer to the population of the antiparallel (higher energy) and parallel
(lower energy) states respectively. ∆E refers to the energy difference between these states, as
given in Eq. 2.5. This relation states that more of the spins will be in the lower state, parallel
to the field as the temperature decreases, and similarly at higher temperatures, the spins will
occupy both states equally.
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Relaxation in the transverse (xy) plane is governed by a separate time constant, T2, or as
it is more commonly referred to in EPR, Tm. This relaxation tends to be dominated by flip-
flop spin-spin interactions, where the spin state changes from α to a β state, and this in turn
induces a second spin to change from the β to an α state. This process is called spin-spin
relaxation. This most often occurs between electrons and nearby nuclei in the experiments
considered here. The transversal relaxation is generally measured in pulsed EPR experiments
by recording the magnitude of a spin echo as a function of increasing τ, whose decay is given
by






where Tm is a time constant for the transversal relaxation. Many processes can contribute
to this relaxation, including lifetime broadening (1/2 T1), spin-spin relaxation (1/T2’) and
interactions with nearby protons. Thus, the all encompassing time constant, phase memory
time, Tm is generally used.
2.2 PELDOR: Pulsed Electron Double Resonance
The most widely used experiment to measure the dipolar coupling between two spins, is the
4-pulse PELDOR (Pulsed Electron DOuble Resonance) experiment, shown in Figure 2.6. In
this experiment, we consider a set of 2 spins, A and B which are separated by a distance ~rAB,
and both each have different resonance frequencies, ωA and ωB. The A spins are selectively
excited using pulses of frequency ωA, and measured using a refocused echo sequence. This
monitors the echo amplitude of the A spins in the A-B spin pair, and is commonly referred to
as the probe or detection sequence.
At a time t after the first inversion pulse in the probe sequence, an inversion pulse at
frequency ωB inverts the B spins in the pair, and is referred to as the pump pulse. This spin
flip caused by the pump pulse, causes a sudden shift in the Larmor frequency of the A spin by
±ωdd (Eq. 2.18). This causes the spins to precess with this altered frequency ωA±ωdd in the
transverse plane, resulting in a non-perfect refocusing of the spins at a time 2(τ1+τ2) after the
first pulse. By increasing the time t, that the pump pulse occurs during the dipolar evolution
of A spins, the phase lag or phase advance accumulated by the echo will similarly increase,
resulting in a periodic modulation of the echo amplitude. The echo amplitude modulation as
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Figure 2.6: Diagram showing the standard 4-pulse PELDOR experiment, consisting of a refocused Hahn
echo sequence on the probe or detection sequence (f1) and a single inversion pulse on pump spin (f2)
sequence.
a function of t is given by
Vint ra(t) = V (0) cos (ωdd (τ− t)) (2.30)
where V0 is the maximum echo amplitude at t=0, and ωdd is given by Eq. 2.18. In the
limiting case where the A and B spins are spectrally well separated (and probe pulses do not
excite the pump spins and vice versa) and the detection and pump pulses excite the A and
B spins fully, the dipolar interaction will lead to a 200% modulation of the signal amplitude
during the experiment [56]. In reality, only a fraction of the spins will be excited, resulting
in much reduced modulation. The echo amplitude will also be subject to intermolecular in-
teractions, Vinter(t) which results in a background decay of the signal. In the glassed samples
considered here, this is given by [47]
Vinter(t) = exp (−kC FB|τ− t|) (2.31)
where FB is the fraction of B spins excited by the pump pulse, C is the concentration of the









assuming a homogeneous distribution of radicals within the sample. Given that it is gener-
ally only possible to excite a portion of B spins, and that the signal will be a product of all spin
pairs excited in the sample, averaging all distances between pairs, the intramolecular portion
of the PELDOR signal, Vint ra(t) becomes
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Vint ra(t) = 1−
∫ pi/2
0
sinθABλ(θAB) [1− cos (ωdd(θAB)(τ− t))] dθAB (2.33)
which introduces the orientation-dependent modulation depth parameter, λ(θAB) where
θAB is the angle between ~rAB and B0. It is important to take into consideration the orientation
dependence of these parameters in the experiments carried out here, as at higher field (>3.35
T) the Zeeman interaction starts to dominate, and it becomes possible to resolve g-tensor
components in the more commonly used nitroxyl radical. This means that it becomes possible
to selectively excite the different orthogonal orientations of the nitroxyl during the experiment.
The different populations of spins present at each orientation, and at the frequency excited by
the pulses will result in different modulation depths.
2.2.1 PELDOR data processing: DeerAnalysis
In order to obtain distance measurements from the PELDOR experiments conducted as part
of this thesis, a MATLAB software package maintained by the Jeschke Group at ETH Zürich
called DeerAnalysis was utilised [57]. While there are many packages available online which
use various methods to allow the user to extract distance determinations from PELDOR time
trace data, DeerAnalysis was chosen for use here as it is the most widely used in the current
literature and noted for its robust characterisation of supplied data. The package allows the
user to import ASCII text files containing the time step and corresponding magnitude values,
which is processed to remove background decay as given by Eq. 2.31 using fitting procedures.
It then calculates a FFT of the time trace data, which after background removal should be of
the form as given in Eq. 2.30, which it fits using robust fitting techniques to find the best fit for
the data. It is then able to return a distance distribution, converting the frequency components
which relate to the dipolar coupling frequency ωdd into distance values, corresponding to the
separation between the spin pairs. The user is also able to verify the fit by using a verifica-
tion procedure, which iterates through variations in different fitting parameters, such as zero
time, background decay start time, background fit dimension, and Tikhonov regularisation
parameter.
While DeerAnalysis is useful for obtaining quick and robust fits of most data, it is unable
to take into consideration any effects of orientation selection. This is commonly observed as
an incomplete Pake pattern, which is obtained using the FFT of the time trace, where parts,
typically the shoulders at 0◦ are missing (c.f. Figure 2.2). Any orientation dependence means
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that the distance obtained is a function of the relative orientations of the labels, thus to avoid
this, averaging over all orientations must be carried out to obtain the actual distance between
labels.
2.3 RIDME: Relaxation Induced Dipolar Modulation Enhancement
Another pulsed dipolar spectroscopy (PDS) technique which is becoming increasingly pop-
ular in pulsed EPR experiments to measure distances between spin centres is the Relaxation
Induced Dipolar Modulation Enhancement (RIDME) experiment. In this experiment, the dipo-
lar modulation due to a nearby coupled electron is measured by probing and exciting one of
the two spins in the pair. The experiment involves producing an echo, and relies on the sponta-
neous relaxation (and thus inversion) of the coupled spin centre to produce dipolar modulation
of the echo. While the spin dynamics are strikingly similar to that of the PELDOR experiment,
and can be analysed to produce broadly the same results, the spin dynamics are quite different.
The first RIDME sequence to be reported was the so-called 3-pulse RIDME experiment,
shown in Figure 2.7 [42]. In this sequence, a stimulated echo (SE) produced using three pi/2
pulses on the A spins. The latter two pulses in the sequences are separated by T, which is
referred to as at the mixing time. This period is optimised to allow for the coupled B spin to
spontaneously relax. This performs the same action as the pump pulse in a PELDOR experi-
ment, inducing a shift in precession of the A-spins, which can be measured by recording the




Figure 2.7: Diagram showing the 3-pulse RIDME sequence, consisting of 3 pi/2 pulses, the latter two
of which are separated by the ‘mixing’ time T, and are stepped to record the dipolar modulation of the
stimulated echo.
To explain the mechanism behind the dipolar evolution observed here, it is useful to de-
scribe it using the vector picture in the rotating frame of the A-spins [43]. The magneti-
sation starts in the equilibrium position, (0,0,+M0), before it is acted upon by a pi/2 pulse
along the x-axis. This rotates the spin packet into the transverse plane, along y, (0,M0,0).
23
Chapter 2. EPR theory and instrumentation
The spins are then free precess for a period of τ, resulting in the magnetisation given by
(M0 sinΩAτ,M0 cosΩAτ,0). The second pi/2 pulse transfers the magnetisation into the longi-
tudinal plane, described by (M0 sinΩ0τ,0,M0 sinΩ0τ), which is allowed to freely evolve for a
period, T, where T Tm the transversal relaxation. This nulls any magnetisation in xy, leav-
ing only the z-component, given by (0,0,M0 cosΩ0τ). The final pi/2 pulse then rotates the
magnetisation back into the transverse plane, given by (0,M0 sinΩ0τ,0) which produces an
stimulated echo a period τ after the final pulse. If one of the B-spins which is dipolar coupled
to the A-spins spontaneously flips during the mixing time T, the Larmor frequency, ΩA of the
A-spins will be shifted by ωdd . This results in a modulation of the echo, which can be mea-
sured by increasing τ. The modulation of the echo is given by cos (ωddτ). The probability of









where T1 is the longitudinal relaxation of the B-spin. One consequence is that the modu-
lation depth maximum is 0.5 of the echo amplitude.
One drawback of this pulse technique is that unlike the 4-pulse PELDOR technique, it is
not possible to observe the so-called ‘zero-time’ defined as the start of the modulation, which
occurs immediately after the final pulse. It is not possible to observe τ → 0, due to cavity
ring down, or dead-time effects that swamp receivers with residual pulse amplitude, making
it impossible to observe echoes at τ=0. To overcome this, a dead-time free 5-pulse RIDME














Figure 2.8: Diagram showing the 5-pulse dead-time free RIDME sequence.
In this sequence, a refocused virtual echo (RVE) is used to measure the dipolar modulation
of the echo. Pulses 3 and 4 are separated by the mixing time T, and are stepped together as t
increases. The period t defines the zero point of the dipolar evolution and is located where the
primary echo is formed by the first two pulses in the seqeunce. The zero time is recorded by
traversing the pulses through t=0, typically, with t starting at -200 ns. The RVE is formed by
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the refocusing of the first virtual echo by the final pi pulse in the sequence. Like in the 3-pulse
RIDME sequence, if the partner B-spins spontaneously flip during T, the resonance frequency
of the A-spins will be shifted by ωdd , with the modulation given by cos (ωdd t).
The one drawback of the 5-pulse RIDME sequence is that with the addition of more pulses,
more coherent transfer pathways are created, thus there are several instances throughout the
sequence where combinations of stimulated, primary and virtual echoes can coincide, result-
ing in large spikes in amplitude in the measured echo. This can be compensated for by using
8-step phase-cycling, where the phase of the first, third and fourth pulses is cycled, and the
detection magnitude is set accordingly. The 8 traces are then combined according to the de-
tection magnitude, removing all unwanted coherences from the detection echo and resulting
dipolar modulation trace. The 8-step phase cycling sequence used is shown in Table 2.1.
ϕ1 ϕ3 ϕ4 Detection
+x +x +x +
+x -x -x +
+x +y +y +
+x -y -y +
-x +x +x -
-x -x -x -
-x +y +y -
-x -y -y -
Table 2.1: 8-step phase-cycling sequence used in 5-pulse RIDME experiments. ϕi refers to the i
th pulse
in the sequence. Detection refers to the magnitude of signal, in the case of - detection, the trace must
be inverted before addition to + traces
The resulting trace can then be processed similarly to PELDOR, using background removal
and Fourier Transform to obtain the dipolar evolution frequency,ωdd , and thus the separation
between the two spin centres.
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2.4 Composite pulses
2.4.1 Theory
Composite pulses are defined as a series of contiguous pulses with different phases and lengths
[25]. They are designed to perform the same action as a standard inversion (180◦, pi) or
excitation (90◦, pi/2) pulses, but use phase changes within the pulse to compensate for errors
of applied field (B1) inhomogeneity and frequency offset. This results in pulses which are
able to excite larger populations of spins, enhancing echo amplitudes and thus, improving the

















describes the nominal flip angle (usually
90◦ or 180◦) of the sub-pulse p, and φp describes its phase, or axis of rotation. Thus, the
sequence 90451800 would describe a rotation of 90
◦ around an axis at an angle of 45◦ from the
+x axis towards +y, followed by a 180◦ rotation around the +x-axis. The first composite pulse
was created using simple geometrical arguments considering the comparison of the dephasing
of a spin packet during a spin echo immediately after excitation, to the spread in rotation angles
of spins experiencing different amplitudes of the applied field, as in the case of inhomogeneity
across the sample [25].
Figure 2.9: Diagram showing the action of a standard 18090 pulse on spins experiencing greater than
(blue) and less than (red) nominal B1 field, due to the effect of B1 inhomogeneity across the sample.
During a pulse, spins experiencing larger than nominal field would overshoot the target an-
gle of rotation, and those experiencing lower than nominal field would undershoot, as shown
in Figure 2.9. Overall, this results in a reduced population of spins in the target state, which
in the case of a spin echo, results in reduced echo amplitudes. To counteract for this, Levitt
et al. proposed creating a sequence that produced an overall 180◦ rotation of the spins, but
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split the overall rotation into three parts, using different phases. The first part involved a 90◦
rotation around y-axis (φ = 90◦) which will rotate spin packets from the equilibrium position
along +z towards the x-axis. Errors in amplitude due to inhomogeneity will result in some
spins overshooting and some undershooting the target state. This is immediately followed by
a 180◦ pulse applied along the x-axis (φ=0◦), which will rotate the off-target spins around the
x-axis, resulting in spins that were over rotated are rotated back towards the +z-axis by the
same angle of deviation from target, and the undershooting spins would be similarly rotated
but towards the target of -z. The final part of the sequence is another 90◦ pulse along y, which
will rotate the spins by the same amount as the first pulse, resulting in both the under and
overshooting spins in the target -z state. The path taken by a spins experiencing larger than,
and less than nominal applied B1 fields are shown in Figure 2.10.
(a) Under-shoot (b) Over-shoot
Figure 2.10: Figures showing the spin trajectory of spins under the action of a 909018009090 composite
pulse, under the conditions of (a) lower than nominal (under-shoot) and (b) larger than nominal (over-
shoot) B1 field. .
Compensation for frequency offset is slightly less intuitive than compensation for B1 inho-
mogeneity, but it is essential for improving excitation across broad line samples. Frequency
offset arises due to the fact pulses from the spectrometer are mono-frequency, and the sample
consists of electrons with a range of Larmor frequencies, due to interactions with nearby spins
in their environment, as well as g-tensor anisotropy. This manifests itself as an increase in the
effective flip angle of the spins, which can be considered as the rotation axis being tilted by an
angle ∆ towards +z [30]. Under the action of an inversion pulse, the rotation would become
equivalent of a rotation of ∆ about y, followed by 180◦about x, and a rotation ∆ about -y. The
process is described as follows
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Sx cosφ + Sy sinφ
∆y−→ 1800−−→ ∆−y−−→ Sx cosφ cos2∆+ Sz cosφ sin2∆− Sy sinφ (2.35)











which is only equal to -φ in the on-resonance (∆ = 0) case. This means that during a spin
echo, the spins will not rephase perfectly, which results in a non-perfect spin echo.
2.4.2 Symmetric and antisymmetric composite pulses
While the performance of a large number of pulses is usually measured by their compensation
abilities and bandwidth enhancement, it has been widely remarked over the years, ‘I tried
using a composite pulse and there was no improvement- in fact, it was slightly worse.’ [30]. This
arises from the use of composite pulses in place of inversion pulses in spin echo sequences,
where one wishes to utilise the compensation and enhancement provided to improve echo
amplitudes. However, most composite pulse sequences cannot produce Hahn echoes, and
the mechanics of why this is the case can be explained by considering that when multiple
rotations are performed, their product is another rotation in addition to the rotation angles
and axes of the individual elements [30]. Most sequences can be categorised into symmetric,
antisymmetric and asymmetric sequences, and are described as follows.
In a symmetric composite pulse, the flip angles follow β1 = βN and β2 = βN−1, with
corresponding phases, ϕ1 = ϕN , ϕ2 =ϕN−1. Antisymmetric sequences follow the same pulse
length sequence, but have phases following, ϕ1 = ϕ0+ϕ′1, ϕ2 = ϕ0+ϕ′2 · · ·ϕN−1 = ϕ0-ϕ′2,
ϕN = ϕ0-ϕ′1, where ϕ0 is the central phase of the pulse. The effect of this layout choice is
subtle, but has a large effect when considering the performance of the pulse when attempting
to rotate off-resonance spin packets. As the derivation from Odedra et al. [30] shows, for
symmetric sequences, there is no constraint on the overall rotation axis, meaning that when a
pulse is applied off resonance, phase errors will occur, which will reduce the coherence of the
pulse, resulting in poorly formed echoes.
In the case of antisymmetric pulses with a central phase ϕ0 = 0◦, the rotation will take
the form of a rotation in the xy-plane given by phase ϕ, followed by a rotation in the xz-
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plane, and finally another rotation in the xy-plane by -ϕ. This results in an overall rotation
axis in the xz-plane (or the plane containing z and ϕ0) regardless of the offset, ∆ due to the
reverse rotation, -ϕ which will remove any accumulated phase lag due to offset. The self-
phase correcting abilities of the antisymmetric composite pulse sequences make them much
more useful in experiments to replace standard 1800/pi inversion pulses. An example of such
a pulse is 60180180060180. This sequence is a symmetric/antisymmetric pulse, with phases
ϕ1 = ϕ0+180◦, ϕ2 = ϕ0 and ϕ3 = ϕ0 -180◦, with ϕ0 = 0◦. This pulse rotates spins from
the equilibrium state along +z, towards the xy-plane around -x, before rotating around +x by
300◦ (compensating for any under or over-shoot due to B1 inhomogeneity), before finishing
the rotation towards -z about -x. This cancels any phase lag due to frequency offset, by rotating
the spins back on themselves, in terms of their phase, while performing the inversion. Using
this composite pulse, B1 inhomogeneity can be compensated for, while the effects of resonance
offset phase errors are effectively cancelled out. The action of this pulse on a set of spins, in
the absence of B1 inhomogeneity (B1/B01 = 1) but in the presence of frequency offset, where
∆ω/Ω0=±0.2, is shown in Figure 2.11(a).
(a) Antisymmetric (b) Asymmetric
Figure 2.11: Diagrams showing the effect of applying an antisymmetric composite pulse
(60180300060180) (a) and an asymmetric composite pulse (9001801802700)(b) on a set of spins with no
B1 inhomogeneity, and up to ±20% frequency offset.
The figure also shows the action of an asymmetric composite sequence, in this case,
9001801802700, whose overall action is also inversion, but it uses non-symmetric pulse lengths
to do so. There is no restriction placed on the overall rotation axis for such pulses, thus they are
often referred to as ‘variable rotation’ pulses. In this example, the pulse does not compensate
for phase errors arising due to frequency offset, resulting in spreading of the spin packets at
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the end of the pulse, as shown in Figure 2.11(b). This is particularly dramatic in comparison
with the action of the antisymmetric pulse, which shows no distortion in phase for moderate
frequency offsets. The issue with this induced dispersion of the spin packets at different offsets
is that the dispersion will propagate as the spins undergo the action of free precession, and
as a result, they will not rephase together to produce an echo. The effect of this in terms of
coherence in spin echoes, will be discussed fully in Chapter 3.
It should however be noted that the symmetric and asymmetric sequences may be used
where coherence is required, but only if multiple refocusing pulses are applied. By repeating
the same composite pulse, phase errors occurring due to the first composite pulse are effec-
tively cancelled by the second composite pulse, due to the opposing direction of the inversion,
which reverses the phase distortion. Such sequences are important, as their performance in
terms of compensation for B1 inhomogeneity and limited excitation bandwidths, generally
outstrips that of the restrictive antisymmetric sequences.
2.4.3 Inversion sequences for use in EPR and integration into PELDOR experi-
ments
Over the years, a large number of composite pulse sequences have been developed for use in
magnetic resonance experiments. Their applications were typically in NMR experiments and
targeted B1 inhomogeneity compensation and increasing excitation bandwidths. The pulses
can vary in length and involve many complicated and precise phase changes, as a result of
attempts at numerical optimisation to create pulses as opposed to geometrical arguments.
For use in experiments in EPR, and in particular in PELDOR experiments, we require short
inversion sequences that will not limit pump pulse displacement. Longer sequences tend to
provide better compensation and inversion over larger bandwidths, however their length can
be restrictive in PELDOR.
In the absence of spin-coupling, the net effect of various composite pulses can be easily
calculated by applying rotation matrices, and visualised using contour plots that show the
magnitude of inversion as a function of frequency offset and B1 inhomogeneity, as shown in
Figure 2.12. The resonance frequency is given by Ω0 which is also the frequency of the applied
field/pulse. The nominal applied field amplitude to produce the required flip angle of the pulse
(usually pi/2 or pi) is given by B01 . Figure 2.12 gives a number of examples of short, wideband
composite pi-inversion pulses. Short is defined here as typically no longer than 3 times the
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length of a pi inversion pulse. In the contour/density plots, the magnitude of the inversion
varies from Mz = +1 (non-inverted) to Mz = -1 (inverted).
B1 inhomo. (B1/ B1
0)
Mz
Frequency offset (Δω/Ω0) Frequency offset (Δω/Ω0) Frequency offset (Δω/Ω0)












































































Figure 2.12: Contour plots showing the inversion performance of a range of composite pulses in terms
of their ability to invert across frequency offset (x-axis) and in the presence of B1 inhomogeneity (y-
axis), where Ω0 is the resonant frequency and B
0
1 is the nominal amplitude of the applied pulse. The
plot scales between white = 95-100% inversion (Mz = -1) to black = 0% inversion (Mz = +1)
The inversion properties a standard 180◦/pi-inversion pulse are also shown in Figure 2.12
(A) where only a small area around the centre (on-resonance, B01 = 1) can invert perfectly. This
shows that for any level of applied field inhomogeneity, the spins will not be perfectly inverted
over the sample volume. Similarly, it shows that the excitation bandwidth of the pulse is very
limited.
Of the composite pulses shown in Figure 2.12, the 9001801802700 sequence [26] offers
the largest compensation for frequency offset, but only compensates for B1 at large frequency
offsets, relative to the standard pi inversion pulse. The 909018009090 sequence [25] offers
slightly less bandwidth enhancement but offers more B1 compensation at line centre (zero
offset,∆ω/Ω0=0). This sequence is also shorter and uses smaller 90◦ phase changes, reducing
potential distortion effects during rapid phase changes.
The 900360120900 sequence is better at compensating for B1 inhomogeneity (while of-
fering some compensation for frequency offset) [58]. In a coupled spin system, it is usually
assumed that the B1 field associated with the pulse is larger than the dipolar coupling. In cases
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where this is not true, the 450180909018018090450 sequence potentially offers better inversion
performance [59]. All the sequences mentioned so far are examples of variable rotation se-
quences [49], which as mentioned in Section 2.4.2, cannot be used to produce simple Hahn
echoes dues to phase distortions arising. However, the 60180300060180 is an example of a con-
stant rotation, or antisymmetric pulse, which can be used directly in Hahn echo sequences.
However, as its inversion contour plot shows, its performance in terms of inversion over a
range of offsets is not as large as other variable rotation sequences.
2.4.4 Frequency offset and bandwidth compensation
The bandwidth enhancement at nominal applied field (B1/B01 = 1) for 9001801802700,
909018009090 and a 16 ns pi rectangular (180
◦) are shown in Figure 2.13. The figure on
the left is the equivalent of taking a horizontal cut through of the contour plot at nominal
field. The inversion profiles have been scaled according to a 16 ns pi inversion pulse excitation
profile. For reference, they are shown overlaid on a typical spectrum of a nitroxyl biradical
obtained at W-band. Figure 2.13(a) shows that the composite pulses broaden the bandwidth
of excitation around the frequency of the pulse, in comparison with the standard rectangular
equivalent. However, the excitation is not uniform around resonance and they both also ex-
hibit large ‘wings’ of partial excitation outside of the main central lobe. This can attributed
to the rapid phase changes occurring during the pulse, which manifest as frequency spikes.
The inversion profiles also illustrate that the composite pulses must be separated sufficiently
in terms of frequency to avoid excitation overlap.
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Figure 2.13: (a) Inversion profile (Mz) of rectangular pi (blue), 9001801802700(red) and
909018009090(green) composite pulses. The rectangular pulse is a 16 ns pi. (b) shows the inver-
sion profiles of a 16 ns pi rectangular (blue) and 9001801802700 (red) composite pulse overlaid on
the absorption spectra of a nitroxyl biradical (black) taken at W-band.
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2.5 Amplitude and frequency modulated pulse techniques
Another method that can be used to improve the excitation bandwidth of pulse is to use ampli-
tude and frequency modulated pulses, known as shaped pulses. Such pulses involve sweeping
the frequency of the pulse over a finite range of frequencies, and in some cases, the amplitude
of the pulse is also modulated. This is in contrast to the more traditionally used rectangu-
lar mono-frequency pulse, which can only excite a finite bandwidth of spins around its pulse
frequency. Similar to composite pulses, shaped pulses were first introduced into magnetic
resonance experiments in NMR, where modulation of the carrier frequency could be easily
carried out due to the much lower frequency of operation at kHz level. This gained particu-
lar traction in ultra high field NMR experiments, which were often bandwidth limited, as it
meant the RF power level could be lowered such to reduce sample heating. The integration
into EPR experiments has been much slower, partly due to the requirements for modulation
at much higher frequencies, for which the instrumentation has only recently become avail-
able. The use of such pulses in standard EPR experiments such as PELDOR has rendered large
improvements in modulation depths, and has allowed new experimental protocols, such as
5- and 7-pulse PELDOR experiments. As this thesis does not deal directly with the use of
such experiments, only the attempts at implementation (Chapter 8) this part is provided only
a background overview to what is a very important development in the field at the time of
writing.
2.5.1 Theory of adiabatic, chirp and other wideband pulses in EPR
A useful reference describing the spin dynamics involved in shaped pulses can be found in the
work by Tannús and Garwood [60]. The rotation of the magnetisation, M using frequency
modulated pulses is best visualised in the rotating frame (x’,y’,z’), which rotates at the instan-
taneous frequency, ωmw(t) of the pulse. Thus, the direction of the applied field vector, B1(t)
remains fixed, and by convention (φ=0◦), it points along x’. When the frequency of the pulse
differs from the resonance frequency,ωs, a field is produced along z’-axis, of magnitude,∆ω/γ
(γ = geµB/ħh)1, where ∆ω = ωs −ωmw, i.e. the frequency offset between the resonance fre-
quency and the frequency of the pulse. Combined with B1(t), this results in an effective field,
Be f f (t)=
p
∆ω/γB1(t). As the frequency reduces towards the resonance frequency as a func-
1γ refers to the gyromagnetic ratio, which is much more commonly referred to in NMR as each element has a
different gyromagnetic ratio. Given that we are only considering the electron here, it is not used in the convention
presented so far. It is only used here for neatness in the calculation.
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tion of time, the effective field changes its orientation, with an instantaneous angular velocity,
dθ
d t , where θ(t) is given by




Thus, as ∆ω→ 0, the effective field rotates from +z’ towards the transverse plane, result-
ing in a 90◦ rotation of the magnetisation, equating to an excitation pulse. If the frequency
continues to sweep to -∆ω, the magnetisation will continue to follow or precess about Be f f (t)
resulting in a 180◦ rotation of M, the equivalent of an inversion pulse. The magnetisation is
able to follow the effective field as long as the frequency sweep is conducted adiabatically, i.e.
slow enough. The restriction requires that the effective field does not change direction faster




|dθ/d t|  1 (2.38)
The first type of shaped pulse to be reported in EPR was the sech/tanh pulse [35]. In this
sequence, the frequency is modulated by a hyperbolic secant function, and the amplitude by
a hyperbolic tangent function. The frequency modulation of the pulse as a function of time is
given by
∆ω(t) =∆ωmax tanh (β t) (2.39)
where ±∆ωmax is the width of the frequency sweep, t is its duration and β is a truncation




1 sech (β t) (2.40)
where Bmax1 is the maximum amplitude of the pulse, and β is also a truncation factor.
Figure 2.14 shows the in- and out-of-quadrature pulse profiles for a standard 32 ns rectangular
pi inversion pulse, and for a sech/tanh shaped pulse which is designed to invert over a 200
MHz bandwidth (centred around the carrier frequency, in this case, zero) with an overall
pulse length of 120 ns. The shaped pulse was generated using EasySpin’s pulse function,
35
Chapter 2. EPR theory and instrumentation
using a truncation factor of β=0.1*t [62]. A comparison of their respective inversion profiles,
assuming no adverse effects of resonator profiles/inhomogeneity are shown in Figure 2.15.
The inversion profiles were also generated using EasySpin.





















(a) Rectangular 32 ns pi pulse


















(b) Sech/Tanh shaped pi pulse
Figure 2.14: (a) 32 ns pi inversion pulse (b) 120 ns Sech/Tanh pi inversion pulse, using β=0.1t trun-
cation factor, and generated using EasySpin [62]











Figure 2.15: Comparison of the inversion profiles of the rectangular pulse (orange) and the sech/tanh
shaped pulse shown in Figure 2.14. The shaped pulse shows flat inversion over ±100 MHz, whereas
the rectangular pulse shows a sinc-like inversion profile, with inversion over ∼35 MHz. Both were
generated using EasySpin [62]
The inversion profile show that the shaped pulse is able to invert spins over a much larger
bandwidth than that of the standard rectangular pulse. The shaped pulse also benefits sharp
transitions from no-inversion to full-inversion, meaning that pulses of differing frequencies,
in experiments such as PELDOR, can be placed closer together, without overlap. This is in
contrast to the rectangular pulses, which suffer from partial inversion outside of the main lobe
of full excitation, which restricts how close in frequency pulses can be placed. There is a draw
back however in using shaped pulses as to ensure high fidelity of inversion, the overall pulse
length is usually quite long, usually 120-200 ns [35, 37]. In the case of PELDOR, where one
might want to use such a pulse for the pump pulse to increase the modulation depth, the pulse
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length will restrict how far one can step the pump pulse before overlap with the final inversion
pulse in the sequence occurs (c.f. Figure 2.6). The rectangular pulse however, as it typically
much shorter does not suffer this restriction. It has however been demonstrated that shaped
pulses can generate up to 3 times larger modulation depth in PELDOR experiments where the
pump pulse is replaced by a shaped pulse [35].
2.5.2 Implementation of shaped pulses
In order to implement shaped pulses, one requires a means of modulating both the amplitude
and the frequency of pulses produced by the spectrometer. A variety of methods have been
reported in the literature, including modifications to the bridge of an existing commercial spec-
trometer [35, 37, 63], on home-built spectrometers [39] or building new spectrometers that
are based around the use of shaped pulses [36, 38]. At the core of these implementations is the
arbitrary waveform generator (AWG) which allows the user to produce customised waveform
outputs. The output of the AWG is programmed by specifying the voltage/amplitude at each
point in the sequence, where the time dependence, or speed is given by the clock rate, typi-
cally in the range of GSa/s. The AWG is used to modulate the main carrier frequency used in
pulsed operation, typically through the use of up-conversion in a diode mixer,which produces
output of the carrier frequency plus the modulated output from the AWG [64]. Standard mix-
ers have 3 ports as shown in Figure 2.16(a). The local oscillator (LO) port takes in the carrier
frequency, in this case, typically 8-10 GHz, which is mixed with the intermediate frequency
(IF) port signal, which is usually DC (0 Hz) to up to 3.5 GHz. At the RF port, the output is
produced which consists of LO, LO + IF, and LO - IF, as shown in Figure 2.16(b). The mixer
can also be used to down-convert modulated LO, by applying the modulated signal to the RF










Figure 2.16: (a) Schematic diagram of a basic ideal RF mixer in up-conversion mode (b) diagram of
the output from an ideal mixer at the RF port.
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A drawback of this sort of up-conversion is that multiple frequencies are produced at the
RF output as illustrated in Figure 2.16(a). To overcome this, filtering can be used, so long as
there is sufficient difference in the IF and LO frequencies, such that band-pass filtering can
cancel the LO and LO - IF, leaving only the LO + IF components can be used. Such a method
is used in the AWG spectrometer that was developed at ETH Zürich [38]. This is possible as
they are using fast AWG, (12 GSa/s) which allows them to produce IF frequencies around 1.5
GHz, which provides a large enough separation between their LO (typically at 8 GHz) to allow
for band-pass filtering to be used.
Where fast AWGs are not available, most groups have resorted to using IQ mixers that,
with careful calibration are able to suppress the LO and produce the upper side band (LO +
IF) output only. This takes an IF input in the form of its in- and out-of-quadrature components
to separate ports, called I and Q, where the Q signal is 90◦ orpi/2 out of phase with the I signal.
The signal is then mixed with LO such that the LO - IF signal is cancelled out. A schematic


















Figure 2.17: (a) Schematic diagram of an ideal double-balanced IQ RF mixer in up-conversion mode
(b) diagram of the output from an ideal double-balanced mixer at the RF port.
Most implementations using double-balanced mixers use the pulse oscillator source as the
LO, and generate waveforms (IF input) using the AWG, that modulate the signal around LO
centre frequency. This allows the full bandwidth offered by the particular AWG to be used
to produce broadband shaped pulses. It does however require very careful calibration of the
mixer itself, as the performance degrades leading to ‘leakage’ of LO and the LO-IF frequencies
if there are offsets in amplitude, phase or DC offset of the IQ inputs to the mixer. This is
discussed more fully in Chapter 8.
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2.6 HiPER: High power EPR at 94 GHz
Figure 2.18: CAD view of the HiPER spectrometer, showing the location of various components of the
system. Credit to Dr Rob Hunter
The instrument used in the majority of experiments in this thesis, is a home built 94 GHz
1 kW pulsed spectrometer, known as HiPER [24] (shown in Figure 2.18.) The instrument has
been developed at St Andrews by the Millimetre Wave and EPR Group, following a £2.6 million
Basic Technology grant aimed at ‘bringing the NMR paradigm to EPR.’ The aim of the project
was to develop a spectrometer that offered significant increase in concentration sensitivity
versus commercial spectrometers, with a view to be able to measure at much lower concen-
trations and in a much faster time. The vast majority of commercially available spectrometers
utilise resonant cavities in order to increase the applied B1 field across the sample, however
cavities are designed to support single mode within the cavity, which places restrictions on the
bandwidth of frequencies that can be supported. To excite broadband samples, and to provide
sufficient frequency separation between pulses, larger bandwidth cavities can be used, how-
ever, they suffer from overall decreased B1 field amplitudes, which require longer pulse lengths
and thus, lower excitation bandwidths. Another drawback of cavities are the ring-down time
that occurs immediately after pulses applied, which can last 100-200 ns, where it is not pos-
sible to detect signals from the sample, due to large amplitude pulse reflections in the cavity,
which would damage the receiver.
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HiPER removes the bandwidth and dead time restrictions of cavity, and instead uses a
non-resonant set up, where samples are placed inside a cylindrical transmission line, which is
shorted by a small mirror at its base. This set up allows for large sample volumes to be utilised,
and it supports a large frequency bandwidth.
7.6833 GHz
PL DRO, PMYTO

















Phase Box x12 94 GHz
1 kW
amplifier
Figure 2.19: System overview of the pulse transmit set up on HiPER, showing the oscillators, phase
control box, multipliers, amplifiers and power monitor locations. The thick green line indicates points
where the frequency is at 94 GHz. The arrows that are perpendicular to the green 94 GHz line indicate
positions of power couplers with power detectors attached.
A simplified system diagram of the transmit chain on HiPER is shown in Figure 2.19. Pulses
on HiPER are formed at 7.833 GHz using either a fixed frequency phase-locked dielectric res-
onant oscillator (DRO) or a tunable, phase-locked permanent magnetic yttrium iron garget
(YIG) tuned oscillator (PMYTO) at 7.683 GHz, which is up-converted using a 150 MHz oscil-
lator. The pulses then either bypass or transmit through 1 of 4 phase channels in the vector
modulator, which provides arbitrary phase modulation to the signal at 7.833 GHz, before pass-
ing through a x12 multiplication chain (VDI) to the transmission frequency of 94 GHz. When
the tunable PMYTO oscillator is used as the source, the frequency can be tuned between 93.5
to 94.4 GHz. The pulses are then formed by the main pulse switch, which consists of a double-
balanced mixer which provides switch on times as fast as 300 ps. The pulses then pass through
the hard/soft pulse network, which consists of fast switch that allows for pulses to pass through
an additional variable attenuator to produce lower amplitude pulses. The paths then recom-
bine before passing through a solid-state 1 W amplifier (Quinstar) followed by a 1 kW extended
interaction klystron amplifier (EIKA), before entering a feedhorn which directs the pulses to
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the transmit optics bench. From there, they then pass through a sequence of mirrors, Faraday
rotators and polariser grids, for single mode transmission at 94 GHz. The optics bench then
directs the pulses into a 1.8 m long corrugated cylindrical waveguide, which leads into the
centre of a 3.35 T superconducting magnet. The waveguide tapers from 46 mm to 3 mm using
a feedhorn, where the 94 GHz signal reaches the sample holder. Signals from the sample are
then reflected back up through the waveguide, where they are separated from the transmit
signals via a polarising grid and directed onto the receive optics bench. This bench similarly
consists of an array of mirrors, Faraday rotators and polarising grids, which direct the signal
from the sample, typically at the pico-watt level, into a highly sensitive receiver at the end of
a feedhorn. The signal passes through the receiver protection switch, which operates to pro-
tect the receiver from transmission leakage which may damage the receive mixer. From there,
the 94 GHz signal is down-converted coherently through mixing with the 92.2 GHz from the
transmit oscillator (after multiplication), producing output at 1.8 GHz. The modulated signal
at 1.8 GHz then passes through a 90◦ splitter, producing the in- and out-of-quadrature parts of
the receive signal. Both channels are then down-converted using a 1.8 GHz coherent source,
producing the baseband (zero frequency offset) signal. The output is then either directed to
1 GS/s digitiser and averaging card, in the control PC. The main pulse switch is controlled
using the ‘fast channel’ on a 81210 parametric bit error rate testing (ParBERT) system, which
operates up to 2.66 GS/s. The switches for pulse sources, and the vector modulator chan-
nel select are provided by the other channels which operator 4 times slower. HiPER is set up
such that the ParBERT provides 0.5 ns resolution for pulses, and 4 ns resolution for the vector
modulator.
2.6.1 Amplifier characterisation
In order to investigate the bandwidth limitations of the system, measurements were carried out
monitor the power level as a function of transmit frequency at various points in the transmit
chain. There are a number of power couplers in the system, which act as connectors between
various stages, but also allow for permanent power monitoring using fast diode power detec-
tors. The detectors have been calibrated as function of power and frequency using a HP 437
power meter. There are three detectors installed on HiPER monitoring the output from the VDI
multiplier chain, output from the 1 W amplifier and output from the 1 kW amplifier. In day
to day operation on HiPER, all three are monitored on a 20 GS/s LeCroy digital oscilloscope.
Power measurements were taken using the oscilloscope as a function of frequency, as shown
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in Figure 2.20.


























Transmit multiplier saturated output power
First transmit amplifier output power (1 W)
Second transmit amplifier power output (1 kW)
Figure 2.20: Power levels vs frequency at various stages in the transmit chain of the W-band spec-
trometer, normalised to the peak output. The response of the transmit multipliers (black) and the first
transmit amplifier (1 W, blue) is relatively flat over the range 93.4-94.6 GHz, in comparison with the
second transmit amplifier (1kW EIKA, red) which causes the largest bandwidth limitation.
The plots shows that the power output from the multipliers (black) is generally flat, with
little variation over the range from 93.4 to 94.6 GHz. The 1 W amplifier, shown in blue is
generally flat between 93.6 and 94.1 GHz, and shows up to 1.5 dB difference in output between
94.1 and 94.6 GHz. Both devices are driven in saturation, so any changes in amplitude will
have minimal effect. The largest variation in power output comes from that of the EIK amplifier
(red) which provides peak output at 93.8 GHz, dropping by more than 3 dB at frequencies less
than 93.65 GHz and greater than 94.4 GHz. This illustrates that the amplifier can provide
output over ∼800 MHz, with some variation in amplitude over the range. It also illustrates
that power output varies moderately as a function of frequency, and that the user must bear
this in mind when setting up the instrument. Other frequency characterisation carried out on
HiPER, showed all other non-electrical components in the system, such as the optics benches
and feedhorns were flat over this range, with at maximum 0.5 dB variation in power. This
indicates that the bandwidth of the spectrometer is limited by the EIK amplifier.
2.6.2 Non-resonant sample holder
In order to ensure large excitation bandwidths can be utilised in experiments, HiPER uses
a non-resonant sample holder. Unlike traditional resonators that use cavity set ups which
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offer enhanced B1 fields over smaller bandwidths, HiPER uses a cylindrical transmission line
set up that allows for operation over a large range of frequencies. Sample tubes are loaded
into a sample ‘puck’ as shown in Figure 2.21(b) which consists of a 3 mm diameter smooth
walled piece of waveguide, supporting a TE11 mode. The puck is set into plastic to allow for
easy handling. Its overall length is approximately 30 mm. The sample puck is placed into
a spring-loaded mount (Figure 2.21(a)) which is attached to the narrow end of a tapered
corrugated feedhorn, with an opening which matches the inner diameter of the puck. The
mount is spring-loaded so that the sample puck can be slid rapidly into a circular recess where
it is located correctly within the waveguide to facilitate cold sample loading.
(a) (b)
Figure 2.21: CAD images of (a) feedhorn and sample holder attached, (b) cut-through of the sample
holder, showing the sample puck with loaded sample, and the Attocube mounted mirror at the bottom.
Credit to Dr Rob Hunter for both images.
Below the sample puck, inside the lower ‘can’ part of the sample mount, a piezo-mounted
roof mirror, or back-short is located. The piezos, supplied by Attocube (Munich, Germany)
allows the user to precisely adjust the position of the back-short vertically and rotationally
to optimise the power-coupling to the sample or minimise cross-polar. The use of a mirror
below the sample means that the incident and reflected millimetre wave radiation through
the sample, interfere creating a standing wave. By altering the position of the back-short
vertically, it is possible to adjust the number of half-wavelengths within the sample, which
optimises the signal from the sample itself. Coupled together with the fact that the circular
waveguide supports a TE11 mode, the B1 field within the sample will be highly inhomogeneous.
The implications of this is discussed fully in Chapter 4.
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2.6.3 Composite pulse implementation: Phase modulator
In the original implementation of HiPER, phase control was provided by 4 individual channels
consisting of variable phase controls, which could be chosen individually to set the phase of
the transmit signal. In the most recent implementation and the one used here, much more
flexibility has been built in to the system by allowing the channels to be combined in a binary
fashion, permitting for a choice of up to 16 (24) phase states. A schematic diagram of the phase
box is shown in Figure 2.22. The phase box is situated prior to the x12 multipliers, and thus
operates around 7.833 GHz (depending on choice of oscillator). The input signal is applied to
a 2-way 0◦ power splitter, allowing one arm to act as phase reference, while the other arm is
split into 4 channels, using a 4-way 0◦ power splitter. Each of the 4 channels has a separate
attenuator and phase shifter, which allows the user to set the phase of the input signal. Each of
the 4 phase channels are selected individually or collectively, using 4 fast switches controlled
from the ParBERT pulse controller (Agilent, Inc.) which provides 4 ns timing resolution. The
signals from the channels are then recombined in phase quadrature with the signal from the
reference arm. By varying the attenuation and phase of the channel(s), one can obtain a
continuously variable phase shift (up to 74◦). Due to the fact that the phase shifting is carried
out prior to the x12 multiplier, only one-twelfth of the phase shift is required. Thus, to produce
a 360◦ phase shift at 94 GHz, one would only require a 30◦ shift in phase at 7.8 GHz.
Using the 4 channels in a binary fashion, one can produce 15 binary weighed steps in phase
from 0 to 360◦ at 94 GHz, by setting the channels to 1.875◦, 3.75◦, 7.5◦ and 15◦ at 7.833 GHz.
Since the phase changes required are very small, the accompanying amplitude change is also
very small, and is largely eliminated by the levelling amplifier, and the post-multiplication
amplifier chain.
Using phase changes on short time scales, such as when implementing composite pulses,
can induce large amplitude and frequency distortions, thus it is important to measure what ef-
fect phase changes can have. Figure 2.23(a) shows the amplitude response when a 9001801802700
composite pulse sequence, using a 16 ns pi pulse length (tpicomposi te = 8+16+24 ns) after mul-
tiplication (red) and after the amplification by both the 1 W and 1 kW amplifiers (blue). The
1 W amplifier is a solid state amplifier from Quinstar which features a 6 GHz instantaneous
bandwidth, and the 1 kW from CPI has a 1 GHz instantaneous bandwidth, thus offering 1 ns
resolution, and is thus considered the bandwidth limiting component in the transmit chain2.
2The 1 W amplifier has also been subjected to amplitude response measurements for composite pulses, and it
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Phase box bypass arm
Figure 2.22: Schematic diagram showing the vector modulator phase control box set up used on HiPER,
consisting of 4 independent channels that can be combined simultaneously by opening several channel
selection switches. The phase of each channel is set using a phase shifter and an attenuator. It also
shows the phase box bypass channel.
As can be seen in the figure, the amplitude after multiplication is broadly flat, with small
(>5%) distortions occurring during the phase changes, indicating that multiplication is causes
minimal amplitude distortion. The post-amplification trace however shows large amplitude
drop outs occurring during phase changes, as the phase swaps between 0◦ and 180◦ extremely
quickly causing a ringing effect. However, as the trace also shows, this resolves within 1-2 ns
indicating that it should have miminal impact on the performance of the pulses. It should be
pointed out that some of the distortions seen in the Figure are caused by reflections of signals
within the cables used for the measurement, known as cable bounce. The peak indicated by
the asterisk (*) in Figure 2.23(a) is caused by cable bounce.
Figure 2.23(b) shows the same composite pulse, recorded after down-conversion via the
receive chain. It shows the full system response to the composite pulse. This was recorded by
sending pulses to the sample holder and recording the back-reflected signal in high power
through several sheets of Eccosorb, a type of foam which attenuates millimetre wave sig-
nals with minimal distortion, as to not damage the sensitive receiver. The figure shows that
the phase is slightly distorted shortly after the phase change, with some signal in the out-of-
quadrature channel, but this settles to zero after 2-3 ns. This indicates that the phase response
of the system at 94 GHz is extremely good. It would be expected that in conventional cavity
based set ups, phase response would be much slower and thus much more distorted due to
the bandwidth restrictions of the cavity.
showed ringing on the order of 200 ps, in line with its bandwidth.
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Figure 2.23: (a) Plots showing the pulse power profile of a 9001801802700 composite pulse, using
8+16+24 ns pulse lengths, prior (red) and after (blue) the 1 kW amplifier (blue), measured using a
fast digital oscilloscope and a fast power monitor, showing minimal distortion due to the 1 kW amplifier,
and ringing which resolves within 1-2 ns. (b) Output from the IQ detection system via the sample holder
showing full system response.
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Assessing and improving sensitivity
This chapter will focus on procedures to improve sensitivity beyond using pulse techniques,
including testing different sample tubes, studying processes to improve sample glassing and
how digital filtering might be used in the software to improve signal-to-noise.
3.1 Annealing samples and vitrification
3.1.1 Vitrification
One of the sources of losses when using non-resonant cavities are dielectric losses, caused
by interaction of the E-field with the sample, and scattering caused by cracks and imperfec-
tions in the glassed sample which reduce the transparency and increase signal loss. While
dielectric losses cannot be easily reduced without significantly altering the sample solution,
sample cracking can be reduced and removed by altering sample loading and preparation rou-
tines prior to testing. Before any cold testing is carried out, the samples are flash-frozen by
immersion in liquid nitrogen (77 K), which if performed correctly (plunged) will result in a
super-cooled liquid glass state. This process is generally aided by adding ‘cryoprotectants’ to
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the sample solution. This is important, as to successfully vitrify water, it must be cooled at rate
of 1 x 106 K/s, whereas if the solution consists of 50 % of a cryoprotectant such as glycerol,
this reduces to ∼50 K/s [65]. Vitrification occurs as the fast cooling process resists transition
into a crystalline solid due to its viscosity. Since water has a very low viscosity, the vitrification
process is improved by the addition of viscous substances (cryoprotectants) such as glycerol
[66]. This is commonly carried out to preserve biological samples and tissues from damage
when freezing, as ice crystals can pierce and damage cell walls and disrupt the structure.
In the EPR case, having a vitrified sample is key to reducing scattering losses caused by the
formation of ice crystals. It also helps to avoid aggregation effects in the sample. Theory by
Bhat. et al [67] indicates that the minimum concentration for successful vitrification is 40%,
as at this point, all of glycerol’s hydrogen bonds (6) are occupied by water molecules. Below
this concentration, mesoscopic domains of water molecules can form, which will crystallise,
disrupting glass formation. Bhat et al. have also produced an empirical formula for calculating
the glass transition temperature of water/glycerol mixture, given by
Tg = w1Tg1 + w2Tg2 + Kw1w2 (3.1)
where Tg1 and Tg2 refer to the glass transition temperatures of the components of the
mixture, w1 and w2 are their respective proportions and K is a constant. For water/glycerol,
the glass transition temperatures are 132 K and 200.5 K respectively. Bhat et al. calculated the
constant K to be -95, thus a 50/50 water/glycerol solution should undergo its glass transition
temperature at ∼142.5 K.
3.1.2 Annealing
While conducting experiments on HiPER, it was discovered that the signal amplitudes were
much lower than expected, often accompanied by poor isolation between transmit and receive
signals, resulting in increased noise. This was attributed to formation of a poor glass upon flash
freezing and loading of the sample. When samples are loaded into the spectrometer for a cold
experiment, the sample is flash frozen in liquid nitrogen and loaded into a sample puck which
is also immersed in liquid nitrogen, before being inserted into the cryostat of the spectrometer
at 130 K. To load the sample, the liquid helium cooling is temporarily stopped and the cryostat
returns to ambient pressure for a period of approximately 30 seconds, while the waveguide is
hoisted out of the cryostat and the sample puck is loaded into the sample holder at the end
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of the waveguide, before being lowered back into the cryostat and cooling recommences. At
this time, the sample is briefly exposed to ambient air, which should not cause the sample
temperature to increase greatly, as air is a poor conductor of heat. The sample and the sample
puck will thermalise to the cryostat at 130 K, in the interim before liquid helium cooling is
restarted. If the sample warms above 130 K during the process, it is in the region known as
‘no man’s land’ [68] between the temperatures that ice crystals can form, and the temperature
at which it is a supercooled liquid, or glass state. The formation of ice crystals changes the
dielectric constant of the sample, which can result in loss of signal through the sample, as well
as scattering due to cracking.
To reduce this, a protocol has been developed alleviate cracking in the sample, resulting
in significantly improved echo signals and much more reproducible results. This involved
firstly replacing the previously used quartz sample tubes, with sample tubes made out of the
translucent polymer, FEP (Fluorinated Ethylene Propylene). Through flash-freezing experi-
ments on samples inside FEP tubes and quartz tubes, it was discovered that the FEP tubes
routinely formed better glassed samples that the quartz equivalent sample tube. As the sam-
ple freezes, it does so from the outside nearest the walls of the tube, towards the centre. This
was observed as a meniscus formed on the top surface of the tube. This differential cooling
will induce stresses as it transitions into a glassy state. The performance of the FEP tube in
comparison with the quartz was attributed less mechanical stress being placed on the sample
during freezing due to the hydrophobic surface of the FEP tube, and lower differential cooling
for the FEP tube versus the quartz. The quartz tubes however are hydrophilic and have a very
low coefficient of expansion relative to most samples, which can also exacerbate cracking.
The largest improvement (up to five times enhancement in echo amplitude) has been ob-
served when the samples are subjected to an annealing process after loading into the cryostat.
This involves gradually raising the temperature of the cryostat to∼190-200 K, taking it through
the glass transition and through the so-called ‘no man’s land’ region. This is carried out while
monitoring a continuous wave microwave signal at 94 GHz through the sample. As the sample
goes through its transition, its dielectric constant changes. At this point, the signal through
the sample is observed to rapidly decrease. When this occurs, the cryostat is then lowered to
the measurement temperature, by reducing the heater and increasing liquid Helium flow rate
through the cryostat to maximum. The benefits of this step are attributed to release of stresses
within the sample and the formation of better glass in much more controlled conditions, with-
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out sudden temperature jumps induced during loading. It has been noted that echo signals
have improved by as much as five times in echo amplitude after annealing.
3.2 Concentration sensitivity of HiPER: 1 µM TEMPO
3.2.1 Comparing sample holder set ups
In order to give a fair comparison of a spectrometer’s sensitivity, it is important to consider
the physical attributes which provide excitation and detection of samples. The main aspects
that describe the sensitivity are the cavity used, frequency of operation and power available.
When comparing spectrometers, it is often useful use the concentration sensitivity of a given
set up, as this takes into account differences such as sample volume, bandwidth of excitation,
applied field inhomogeneity, and the associated dielectric losses. In this discussion, this will
be factored into a conversion factor c, and a Figure of Merit, F, to quantify the concentration
sensitivity of a given set up.









Where QL is the loaded quality factor (Q) of the cavity, P0 is the available power, µ0 is the
magnetic permeability, Vc is the cavity volume, andω0 is the angular frequency of the applied


























s refers to the components of the applied field that are perpendicular to the





c refer to all B1 components in the cavity. This implies
that the filling factor, ηc is typically < 1. The average B1 field across the sample in the cavity












where cc is the conversion factor of the cavity. This is considered in comparison with the
average transverse B21t field in a single mode rectangular waveguide, with a cross sectional
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In the case where the waveguide is shorted (i.e. mirror placed at one end, such that B1 field
is reflected back through the sample/waveguide), it will have an effective volume of Vw =
Awλg/2 where λg is the wavelength supported by the waveguide. This causes the average B1
field to be doubled over the volume due to reflections. Thus, we can define the filling factor















Assuming the single mode supported by the waveguide is a TE mode, such that µ0/Zw =
















are useful for comparing different types of cavities, it is
generally more convenient to estimate the conversion factor, c by measuring the effective pi/2















where tpi/2 is measured using a Hahn echo experiment. In this case, the B
2
1s field over
the sample is calculated as | sin (B1γt) |, assuming B1 is homogeneous. The pi/2 pulse length
will determine the excitation bandwidth of the spins within the sample. Once the sample is
excited, we need to be able to detect a signal from it, and this will be proportional to the initial
magnetisation, m0 after excitation as









where C is the spin concentration (number of spins per unit volume), Vs is the volume of
sample and T is the sample temperature. Signal from the sample is generated and emitted
as the magnetisation m0 precesses about B0 in the transverse plane. If the sample undergoes
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this precession in free space, it will emit a circularly polarised beam of radiation due to the









where Z0 is the impedance of free space, and λ is the free space wavelength. As the
radiation is emitted, it is will be modified by its surroundings in terms of impedance Z, and
the wavelength of radiation, λ. This will dependent on the set up, whether it is a shorted
waveguide or a cavity, as the power emitted from any part of the sample will be dependent on
how it will couple to the desired mode in the cavity of the waveguide. Thus, for a critically

























The component of the magnetisation in the transverse plane will be be dependent on the
type of experiment carried out, B1 inhomogeneity across the sample, the bandwidth of exci-
tation, and the relaxation rate of the spins involved. For the case where the entire spectrum






where c is the conversion factor estimated from the effective pi/2 length. The signal will
be proportional to the square root of Pmax , and thus c ·ω0 ·m0, and given that m0 ∝ ω0 Vs,
we can define a Figure of Merit, F, given by
F = c ·ω20Vs (3.14)
This term is useful for directly comparing different cavity or waveguide set ups, based on
the key features of conversion factor, volume of sample and frequency of operation. From
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this equation, we can see that the figure of merit for comparable cavity set ups (with the same
conversion factor, c) scales as square of the frequency of operation, inferring that the sensitivity
will improve at higher frequencies.
3.2.2 Concentration sensitivity comparison: 1 µM TEMPO test
One of the main aims of this project is to compare and improve the sensitivity of pulse EPR
experiments using HiPER, in comparison with commercially available spectrometers. For this
comparison, the Bruker Elexsys X-band spectrometer has been utilised, as at the time of mea-
surement, it was regarded as one of the most commonly used ‘work horse’ spectrometers for
PELDOR measurements. This spectrometer operates at 9.5 GHz and uses a cavity resonator,
whereas HiPER operates at 94 GHz and uses a non-resonant sample holder set up. The differ-
ence in cavity type allows HiPER to probe much broader bandwidths than a cavity resonator,
as it is not restricted by the Q-factor and ring-down parameters as in the cavity resonator case.
HiPER has the added advantage that due to the fact it uses a non-resonant cavity, it is also
possible to alter the volume of sample measured, increasing the number of spins measured.
Using the theory discussed in Section 3.2.1, we an deduce the gain expected using HiPER in
comparison with other spectrometers, and for various set ups in each case. This is calculated
with reference to an optimised PELDOR cavity set up provided by Bruker, called the MD5
cavity. This operates around 10 GHz and features a ∼160 µL effective sample volume. It has a
conversion factor, c of 0.3 resulting in a Figure of Merit of 4.8x1015 [69]. A number of different
HiPER sample tube set ups were tested in this experiment.
Two types of sample tube were tested, both were approximately 45 mm in length, and had
a outer diameter of 2.97 mm, and were placed inside an extended sample ‘puck’ which was
45 mm in length. One of the tubes was made of fluorinated ethylene propylene (FEP) tubing,
which was provided by AdTech Polymer Engineering, created by sealing lengths of FEP tubing
through melting processes. The tubing had a wall thickness of 1 mm, leaving an inner diameter
of ∼2 mm. The tubes were filled to sample depths of 20 and 38 mm for comparison of sample
volume. The second tube was machined in house out of Rexolite, a hard polystyrene plastic
which was chosen for its very low dielectric constant, thus low dissipation/loss properties at
94 GHz. Sample tubes with a wall diameter of 0.5 mm were made by machining blocks of
Rexolite, to produce sample tubes with a large sample volume.
The corresponding conversion factors, volumes and calculated Figure of Merit for each of
53
Chapter 3. Assessing and improving sensitivity








FEP, 38 mm fill 119 7.0 0.41 44
FEP, 20 mm fill 61 6.0 0.47 27
Rexolite 186 8.5 0.33 57
Table 3.1: Table showing the relative Figure of Merit in comparison with a Bruker MD5 cavity, for
various set ups on HiPER
A direct sensitivity comparison was carried out between the X-band Bruker spectrometer
and the 3 tube variants on HiPER, as detailed in Table 3.1, using 1 µM sample of the nitroxyl
mono-radical. The radical used was 4-amino TEMPO (4-Amino-2,2,6,6-tetramethylpiperidine-
1-oxyl) which is a water-soluble version of TEMPO, a small organic molecule containing a
nitroxyl radical. It is structurally similar to the MTSL nitroxyl spin label, but lacks the necessary
attachment site to be used in spin labelling.
The sample was prepared by dissolving 4-Amino-TEMPO in deionised water, which was
then added to water/glycerol to create a final concentration of 1 µM TEMPO in 60/40 glyc-
erol/water. For the X-band testing, 100 µL was placed inside a sample tube for testing. The
W-band sample volumes/tubes used are as given in Table 3.1. The X-band measurement was
carried out at 50 K, and the W-band measurement at 58 K. The temperature difference should
have minimal effect on the relaxation properties, it is purely due to the fact that the HiPER
cryostat operates optimally at 58 K instead of 50 K.
The benchmark for the sensitivity measurement was a simple Hahn echo (pi/2→ τ→ pi→
τ→ echo) with τ = 2 µs, thus producing the echo at 4 µs, which is then recorded after 1000
averages.
The signal-to-noise (SNR) for each of the echoes was obtained by taking the ratio of peak
amplitude with the root mean square of the noise floor. The results are summarised in Table
3.2.
Tube RMS noise Echo peak SNR Area under curve
FEP, 38 mm fill 0.29 31 107 553
FEP, 20 mm fill 0.28 18 63 270
Rexolite 0.30 33 112 670
Table 3.2: Table detailing the signal-to-noise comparison for the 3 tube/fill set ups used in the com-
parison
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(a) FEP 38mm (b) FEP 20mm
(c) Rexolite
Figure 3.1: Echo signal obtained for the 1µM TEMPO test using 3 different sample tubes/volumes.
Experiment conducted in HiPER at 58 K.
The results obtained can be compared using the Figure of Merit for each of the set ups.
For the FEP tube, it indicates that the 38 mm fill should perform 1.63 times better than the
20 mm fill, when taking the effective pi/2 length and volume of fill into account. This factor
agrees well (within 5%) with the ratio of echo peaks (1.72) and SNR (1.69). In comparing the
38 mm FEP fill and the Rexolite (which shows the largest SNR), the Figure of Merit predicts
a 1.30 enhancement for the Rexolite over the FEP equivalent. This value is not met in terms
of SNR (1.04) or peak (1.06) suggesting that the Rexolite is lossy. To take account for the
fact that the Rexolite uses much longer pulses, which results in a much broader echo, the area
under the curve was measured for both cases, the ratio of which (1.21) is still less than the
predicted factor. The lossiness may be indicative of the larger inner radius, which will result
in the far edges of the volume being immersed in a B1 field of a much lower amplitude due to
inhomogeneity of the TE11 mode supported by the sample holder, which is a Bessel function
radially. This means that the additional volume provided by the thinner walled sample tube
cannot be fully utilised, and will contribute to a larger distribution in amplitudes across the
sample. This partially explains why the Rexolite sample tube required a longer pulse length.
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While the Rexolite itself is very low loss at 94 GHz, machining by the workshop resulted in
tubes which were very scratched and dirty, which may also contribute to the losses.
While the Rexolite tube does offer the largest signal-to-noise, and does not suffer from
hydrophillic glassing issues like quartz sample tubes, it does suffer from some practical issues
such that it is not resistant to organic solvents such as Toluene, making it unsuitable for samples
in non water/glycerol solvents. It also requires extensive machining to produce the sample
tubes themselves, which is costly and time-consuming. The FEP tubes however are resistant
to Toluene1 and require only minimal machining for use in experiments. The machining is due
to bulging that occurs when the end of the tube is sealed. Considering that they offer a similar
enhancement in signal-to-noise, the FEP tube is better choice for use in EPR experiments.
The results for 1 µM sample of TEMPO measured at X-band are shown in Figure 3.2. This
measurement was obtained on our group’s own Bruker X-band spectrometer, using the same
stock of 1 µM TEMPO as in the W-band measurements. It was not possible to measure the
echo at 4 µs due to noise, thus the result shown in Figure 3.2 was obtained for an echo at 2
µs, (τ = 1 µs), which resulted in a signal-to-noise of 10.7. A Tm measurement of the sample
indicated that the SNR of the echo at 4 µs should be ∼5.5.
Figure 3.2: Spin echo obtained at X-band at 50 K, recorded with τ = 1 µs, using 160 µL sample of 1
µM TEMPO.
In order to check whether the result was reproducible, Dr Bela Bode, a collaborator in
the Chemistry department at St Andrews repeated this experiment using the same sample on
their Bruker X-band spectrometer. The results are shown in Figure 3.3. The measurements
were carried at the maximum of the nitroxyl spectrum using a 16 ns pi pulse length and at the
PELDOR observer position using a 32 ns pi pulse length, as shown in Figures 3.3(a) and (b)
1Tubes were filled with Toluene and left overnight at room temperature in the lab, and no change was observed in
the tubes.
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respectively.
(a) X-band 8ns (b) X-band 16ns
Figure 3.3: Data from B.Bode for 1 µM TEMPO spin echo at τ = 2 µs, measured at 50 K using 160 µL
sample of 1 µM TEMPO.
The measurements made by the Bode group show a signal-to-noise ratio of 8.3 when placed
at the maximum of the spectrum and 3.5 when placed at the observer pump position. This
indicates that when observing on the maximum, HiPER’s 38 mm fill FEP can provide 12.9
times improved signal-to-noise versus the Bruker X-band when measuring on the maximum.
A summary of the SNR for the various set ups is shown in Table 3.3. This does not however
compare to the expected enhancement suggested by the Figure of Merit for both set ups. When
observing on HiPER, the TEMPO spectrum is approximately 4 times as broad, and given that
the pulse lengths used on HiPER and at X-band are approximately similar, the experiments at
X-band are able to excite 4 times more spins in comparison with W-band. This results in the
reduced enhancement observed.
Tube SNR SNR enhancement
FEP, 38 mm fill 107 12.9
FEP, 20 mm fill 63 7.6
Rexolite 112 13.5
X-band (Pump) 8.3 1.0
Table 3.3: Table summarising the SNR results for the 1 µM TEMPO Hahn echo test, as a function of
sample tube/experimental set up. Comparison of the SNR achieved on HiPER versus X-band measure-
ment (Figure 3.3(a)) in the pump position is also given.
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3.3 Matched filtering of echoes
The aim of this analysis is explore how filtering can be utilised to reduce noise in the measure-
ment of echoes, and to improve signal to noise of progressive experiments, such as PELDOR.
This will be carried out using what is known in the literature as ‘match filtering’ where one uses
a template that resembles a known signal, in order to detect resemblance of the template in
an unknown, or in most cases, noisy signal [71]. In the case here, we are considering the use
of templates that are mathematical functions that can be easily generated in the time domain
to match an echo. The goal is to examine how one can efficiently and effectively reduce noise
when measuring echoes, and what improvement can be made on the current implementation.
All work presented in this section is theoretical, no implementation was made due to time
constraints and reprogramming required.
The measurement of signals in pulsed EPR involves measuring echoes in the time domain
as a function of magnetic field, or pulse delay. For most set ups, an excellent guide to optimis-
ing measurements can be found in Ref. [72]. In this chapter, Jeschke describes how one must
optimise cursor placement so to avoid losing any spectral information in the case of measure-
ments as a function of magnetic field, and to optimise signal-to-noise in measurements as a
function of pulse delay. He argues that wide cursors should be used for field measurements,
such as field swept echoes, as excitation bandwidths of the pulses can lead to line broadening.
Thus to obtain signal amplitude at the field measurement position, and to not be complicated
by excitation outside of this position, one should measure a window approximately 4 times as
broad as the echo itself, centred on the maximum. For pulse delay, or progressive experiments
such as Tm or PELDOR, one should measure the echo with a window which is as wide as the
longest pulse in the sequence, as this is the optimal setting.
The method described by Jeschke was found to be not directly applicable to HiPER. Due
to B1 inhomogeneity, echoes are broadened in comparison with more conventional EPR spec-
trometers, such that the ‘window as wide as the longest pulse,’ which usually equates to∼50%
of echo maximum, is not the optimum set up. Analysis carried out previously by Dr Graham
Smith indicated that for progressive experiments optimal cursor placement is ∼30% of echo
maximum, and this convention has been utilised ever since. The analysis carried out here is
going to compare the ‘HiPER protocol’ for measurement to the placement of different filters
over echoes to reduce noise, and examine their effectiveness to improve signal to noise in a
simple PELDOR simulated experiment.
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3.3.1 Algorithms for testing
Measurements on HiPER are recorded using a 1 GS/s averaging card, which returns the down-
converted baseband in- and out-of-quadrature signals to the HiPER control computer for pro-
cessing using the control software. These echoes can be recorded at 1 ns resolution and two
such recorded echoes will be used in this analysis. Both were obtained during experiments
on a room temperature nitroxyl biradical experiment using a refocused echo, comparing the
echo enhancement using composite pulses in comparison with standard rectangular pulses.
The experiment itself is detailed later in Chapter 5. Similarly in this analysis, standard rectan-
gular and composite echoes will both be analysed. The experimental echoes used are shown
in Figure 3.4.











































Figure 3.4: Echoes used in simulation, (a) using rectangular pulses, (b) using 9001801802700 composite
pulse sequence. Both obtained using 16 ns pi/2 pulses, measured on the Z3 position of the nitroxyl
spectrum. I and Q are the in- and out-of-quadrature components of the signal (90◦ phase difference)
and ’res’ is the resultant (magnitude) of the signal.
HiPER echo measurement protocol
The current implementation on HiPER to measure echo magnitudes, involves placement of 3
sets of cursors. One set is centred to measure the echo area (area B), and the other two (areas
A and C) are offset and of a similar width to area B, used to remove any DC offset. Any effect
of DC offset is generally removed in conventional experiments using phase cycling, as it is
characterised as a small positive voltage that offsets the signal from zero, and can be removed
by subtraction echoes during phase cycling. To avoid using phase cycling, correction for DC
offset is made by subtracting a mean of the two areas (A and C) from the main echo area,
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area B during the measurement. The cursors are generally set by placing the area B cursors at
∼30% of maximum echo amplitude, with the outer cursors placed at the same width, between
the outer cursors and the edge of the window. This is shown in Figure 3.5 for both the (a)
rectangular echo and (b) composite echo cases.



































Figure 3.5: Plots illustrating cursor placement using the HiPER protocol, in the case of (a) rectangular
pulse echoes and (b) composite pulse echoes, with central cursors (blue) placed at ∼30% of echo
maximum. The DC offset correction cursors (green and orange) are placed equidistant to the left and
right of the main cursors.
As Figure 3.5 shows, in the case of the rectangular echo (a) the majority of the time trace
is analysed, with the parts outside the echo are generally places where there are little or no
signal. In the case of the composite echo, where the echo produced is much narrower than
the rectangular echo, it results in far narrower cursors, and much smaller DC offset correction
areas, which may result in erroneous DC corrections. It should be pointed out at this stage
that for the purposes of fair comparison between rectangular and composite pulses, the cursor
positions shown in Figure 3.5 have been calculated using an algorithm written in Python,
which searches for the nearest neighbour to 30% of echo maximum to calculate the cursor
positions and corresponding widths. It then calculates the positions for areas A and C by
placing cursors of the same width, centred between the left or right area B cursor and the
edge of the echo. When conducting experiments on HiPER, the cursors are placed by eye,
thus consistency is not guaranteed. For the purposes of brevity, the option to use interpolation
between points, instead of nearest neighbour to find the cursor positions has been ignored, as
to reflect the resolution of the averaging card.
The algorithm works by calculating the signal-to-noise ratio of the echo in the presence
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of varying degrees of added noise. The algorithm first adds fractional random noise, that is
created using a normal or Gaussian distribution of width between 0.01 and 0.3 times of the
echo maximum. It then calculates the SNR of the noisy echo to equal the area measured. In
this case, area B minus the mean of areas A and C, divided by the noise of each of the segments
measured. The noise is calculated using a moving average through all the points on the echo
and calculates a residual as the resultant of the trace minus the moving average through the
points. The noise is then given by the standard deviation of the residual. The process is shown
in Figure 3.6.





































(b) Echo with 10% noise added










































Figure 3.6: Plots illustrating the HiPER echo measurement protocol. (a) raw rectangular echo, (b)
with 10% Gaussian noise added, (c) areas to analysed according to placement of cursors at 30% of
echo maximum, (d) areas measured (blue and orange) and the residual noise (green) of each of the
segments.
Shaped filters
In an attempt to reduce noise across the echo, two shaped filters were used, on the basis of
mathematical functions that have a similar shape to an echo. The first is a Gaussian lineshape,
created as y(x)= exp
 −x2. The second is a sinc-squared function, where y(x)= (sin(x)/x)2.
For all filters used, x varies from -5 to 5. The shape is then scaled to the width of the echo
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window. The filters are shown in Figure 3.7.















Figure 3.7: Plot showing the shaped filters used in analysis, gaussian (blue) and sinc2 (green)
The algorithm for each filter works as follows. The raw echo is taken as input and fractional
random noise is added, using the same method as for the HiPER filter. The noisy resultant trace
(resultant =
p
I2 +Q2) then has its DC offset removed by taking a mean of the resultant trace
between similar area A and C cursors as in the HiPER filter case, and taking the mean of both
parts and subtracting it from the resultant trace. This is then multiplied by the corresponding
filter, which varies from 0 to 1. The so-called ‘match-filtered’ trace’s SNR is then calculated as
the area under the whole filtered echo, divided by the standard deviation of the residual noise
following subtraction of a moving averaging through all the points. For each of the filters, the
area is not subject to cursor placement, and the entire area is measured, as the filter itself will
zero (or in the case of the sinc filter reduce) any noise outside of the main echo peak. The
protocol when applying a sinc2 filter is shown in Figure 3.8.
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(b) Echo with 10% noise added
Noisy I
Noisy Q

















(c) Noisy resultant and filter
resultant
filter

















(d) Filtered sig. and residual noise
filtered
residual (offset)
Figure 3.8: Plots illustrating the sinc2(x) filter method, (a) raw rectangular echo, (b) with 10% Gaus-
sian noise added, (c) sinc2(x) filter to be multiplied by the resultant noisy echo (d) area measured
(coloured, blue) and the residual noise (green, offset) of the trace.
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Modelled echo filters
To ‘best’ match the echo shape, a filter was created that uses simulated echoes shapes as the
matching filter. The echoes were obtained from the simulation as discussed in Section 4.3.1,
which uses the B1 inhomogeneity profile of HiPER to create Hahn and refocused echoes using
rectangular and composite pulses. The echo shapes for a rectangular and a 9001801802700
composite pulse refocused echo are shown in Figure 3.9. The echo shapes were both padded
with zeros at the start and end to match the centre/maximum amplitude of the real and mod-
elled echoes. Interpolation was also used to down-sample the echoes so that they approxi-
mately matched the measured echoes, i.e. both were 394 points long. The modelled filters
were applied in the same way as the shaped filter, with the relevant (rectangular or compos-
ite) modelled echo used for smoothing in place of the Sinc/Gaussian filter. Since the model
does not return the in- and out-of-quadrature parts, both filters were made positive by taking
the absolute of their values, before being applied to the noisy resultant, as per the algorithm’s
protocol.
















Figure 3.9: Plot showing the modelled echo used in analysis for rectangular echoes (blue) and
9001801802700 composite echoes (green)
Other filters
Two additional filtering methods were also utilised in this analysis. The first is the so-called ‘un-
matched’ filter, which involves measuring the entire echo trace, albeit with DC offset removed,
with no attempt to remove or reduce noise. The area of the echo is taken as the integral of
the entire echo. This was included as an example of why filtering, including the use of cursor
areas is utilised. The second is a ‘top hat’ filter which is similar to the HiPER protocol, with
cursors placed at 30% of echo amplitude, except that the DC correction is carried out using
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the same DC offset correction as in all other methods, and not using mean of areas A and C
method as specified Section 3.3.1. This was included to find out whether the SNR improves
at all by not subtracting the areas to provide DC offset correction.
A summary of all the filtering methods used is shown in Table 3.4.
Filter name Description DC offset removal
HiPER Area at 30% echo amplitude
Area of echo minus mean
of areas between cursors
Top-hat Area at 30% echo amplitude
Unmatched Complete trace, no filter
Gaussian Gaussian function filter, complete trace
Sinc-squared Sinc2 function filter, complete trace
Modelled Simulated echo filter, complete trace
Trace minus mean of trace
between outer cursors
Table 3.4: Summary of filtering methods used in the simulation
3.3.2 Echo signal-to-noise testing
In order to compare the effectiveness of different filters on improving signal-to-noise, tests
were carried out to measure SNR, magnitude of the echo (i.e. its area) and noise as a function
of added fractional noise to both the standard rectangular and composite echoes. The testing
involved adding fractional noise to each echo and repeating this 2000 times, with the average
of the resulting SNR, echo area and noise for each filter recorded. This was repeated for added
fractional noise from 0.01 to 0.3 of the echo maximum. The results for the rectangular echo
SNR are shown in Figure 3.10.
The plots indicate that for moderate, up to ∼15% added noise, the shaped and modelled
echo filters can provide up to 2 times enhancement in SNR versus the HiPER protocol. The un-
matched filter performs similarly to the HiPER protocol, providing slight (10%) enhancement
with added noise up to 15%, but its performance degrades as the noise increases. Interestingly,
the top hat filter performs worst. The error calculation in the case of the HiPER filter takes into
consideration the residuals of areas A and C, as they are involved in the area correction, and
thus, the noise is ∼20% lower for the HiPER filter than the top hat. The measured area for the
top hat (not shown) is also smaller and decreases with increasing noise, suggesting that sub-
tracting the mean of the resultant trace between the A and C cursors from the echo trace, has
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(b) SNR normalised to HiPER
Figure 3.10: Plots showing analysis that was carried out on the rectangular experimental echo, showing
(a) signal-to-noise as a function of fractional added noise when using the 6 filter protocols, (b) signal-
to-noise normalised to the corresponding HiPER SNR for comparison purposes.
a greater effect at reducing the magnitude of the signal, than using the mean of the areas for
the correction. In the case of the shaped and modelled filters, the noise is taken as the residual
of the whole window, the majority of which is at zero following filtering, resulting in noise
which greater than a factor of 2 smaller than the HiPER filter noise. The area measured in the
case of the shaped filters is obviously slightly reduced, with the sinc-squared filter causing the
largest (∼1/3) reduction in echo area. Thus, the enhancement in SNR is caused by the huge
reduction in noise of the echo. The modelled echo filter performs similarly to the sinc-squared
filter. Theory predicts that the best-matched filter, i.e. the modelled filter should perform the
best, as the sinc-squared and gaussian filters only approximate the echo shape, thus are not
best-matched. While the modelled filter has an echo area which is on average 20% larger
than that of the sinc-squared, the reduction in noise is not as large as for the sinc-squared,
which can be attributed to the fact it is broader and does not cancel out as much noise in the
measured echo area, resulting in an overall similar SNR performance. Thus, the narrower the
filter, more of the noisy echo is multiplied by zero, which reduces more of the noise.
The simulation was repeated using the composite echo (Figure 3.4(b)) the results of the
signal-to-noise using the 6 filters are shown in Figure 3.11.
The signal-to-noise analysis as a function of added noise shows that the shaped and mod-
elled echo filters can provide up to 3.5 times enhancement when measuring composite echoes,
versus the 2 times when measuring rectangular echoes. The shaped filters provide a similar
large reduction in noise, but suffer far less from reduction in echo area (signal) as in the rectan-
gular echo case, with the Gaussian filter providing up to 25% enhancement versus HiPER filter
for noise less than 15%. The improvement in echo area can be attributed to the narrowness
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(b) SNR normalised to HiPER
Figure 3.11: Plots summarised analysis that was carried out on the composite experimental echo
showing (a) signal-to-noise as a function of fractional added noise when using the 6 filter protocols,
(b) signal-to-noise normalised to the corresponding HiPER SNR for comparison purposes.
of the echo, and the fact that the area outside of the main peak is not completely suppressed
and is able to contribute to the measured magnitude, which in the case of the top hat and
HiPER filter, is ignored entirely. However, the broader the filtered echo, the larger the noise,
thus resulting in the Gaussian filter having the worst noise reduction (∼1/2) of the 3 shaped
and modelled filters, which reduces its overall performance. Theory would suggest that the
‘best matched’ modelled echo filter should perform best, but it performs worst out the shaped
filters when low amounts of fractional noise is added. This is attributed to the fact that the
model is not perfect, as discussed later in Section 4.3.2, the echo shape varies as a function of
the maximum applied amplitude. As a result, the modelled filter’s noise reduction performs
worse with low level added noise, and plateaus with the largest reduction of all filters (<2/3
reduction) for noise greater than 10%. An interesting observation is that the unmatched filter
can provide up to 50% enhancement for low added noise, reducing back to the same level
as HiPER SNR as the noise increases to 30%. This can be attributed to the same effect as in
the shaped filter case that the area outside of the main peak also contributes to the measured
magnitude, albeit, without the benefit of reduced noise.
Overall, the simulation indicates that when measuring composite echoes with small frac-
tion of noise, a sinc-squared filter is best suited to provide the largest enhancement in SNR,
and the modelled filter is best suited for cases with large amounts of noise.
3.3.3 PELDOR simulation
While echo SNR provides an indication of the expected improvement, it is much more useful
to see how the improvement works in practice, in particular in the case of a PELDOR experi-
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ment. For this purpose, a simulation was set up by generating a typical PELDOR oscillation,
and generating n echoes which are all scaled by the modulation of the PELDOR oscillation,
corresponding to the point at which they would occur in the experiment. Each of the echoes
was then subjected to one of the 6 filter algorithms, with the resulting area recorded, as per
a standard PELDOR experiment. The simulated PELDOR traces can then be compared to see
which algorithm provides the best SNR as a function of added noise. The SNR of the PELDOR
traces was calculated by first calculating the magnitude of the signal, which to avoid effects of
excessive noise was taken as the maximum minus minimum of a moving average through the
trace. This was then divided by the noise, calculated as the standard deviation of the noisy
trace minus the moving average.
The simulated ‘typical’ PELDOR trace used is shown in Figure 3.12(a). The PELDOR traces
obtained following the application of the 6 algorithms are shown in Figure Figure 3.12(b). An
example of the SNR calculation carried out on the unmatched and sinc-squared, showing the
raw trace, moving average and residual noise is shown in Figure 3.13.















(a) Simulated PELDOR trace























Figure 3.12: Plots showing (a) simulated PELDOR trace (b) resulting PELDOR traces following appli-
cation of 6 filters to set of PELDOR trace scaled echoes with 10% noise added
It should be pointed out that the traces shown for the application of the algorithm are
produced using one iteration of added noise and filtering, and thus, are prone to fluctuations
of noise. They are merely shown as examples of the simulation. To get a more appropriate
gauge of the performance of the filters, the PELDOR traces were calculated 500 times for each
value of added noise, and for each of the filters, with the mean SNR, noise, and area measured
recorded. The resulting averaged SNR and the SNR normalised to the HiPER filter for the
PELDOR traces using rectangular echoes are shown in Figure 3.14.
The SNR analysis shows that for moderate amounts of noise, up to 6 times enhancement
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Figure 3.13: Signal-to-noise analysis for unmatched (top) and sinc-squared filter (bottom). The left
plots show the raw PELDOR signal following filtering (blue) and the moving average through all the
points (green). Right plots show the residual when the moving average is subtracted from the raw
signal.
in signal-to-noise can be expected when using the shaped filters, which equates to a factor
of 36 in averaging time. The normalised to HiPER filter plot shows a large drop in SNR at
fraction of added noise = 0.03. This is due to the fact the noise of the HiPER trace at 0.03
does not follow the same upward trend for this one point, and is smaller than expected for
unknown reasons. In general, it would appear that the sinc-squared and modelled filters per-
form best over all, unmatched filter provides some enhancement, but performance diminishes
as the noise increases. Curiously, the tophat filter provides a very good enhancement for small
amounts of added noise, but performs similarly to HiPER filter as the noise level increases.
The simulation was repeated using the composite echo. Results are shown in Figure 3.15.
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Figure 3.14: Plots showing (a) PELDOR trace signal-to-noise as a function of fractional added noise
when using the 6 filter protocols, (b) PELDOR trace signal-to-noise normalised to the corresponding
HiPER SNR for comparison purposes. Analysis was carried out using rectangular pulse echoes.
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Figure 3.15: Plots showing (a) PELDOR trace signal-to-noise as a function of fractional added noise
when using the 6 filter protocols, (b) PELDOR trace signal-to-noise normalised to the corresponding
HiPER SNR for comparison purposes. Analysis was carried out using the composite pulse echo.
The SNR results for the composite echoes show that for low levels of noise, top hat performs
best, followed by the shaped filters, and slight enhancement is given by the unmatched filter.
The large SNR for the top hat, which is overall less than that of the HiPER filter, is attributed
to the extremely narrow sampling of points, in comparison with other methods, due to the
very narrow shape of the main peak of the composite echo. For low levels of added noise,
it benefits greatly from a small noise figure, but its overall SNR is diminished by the small
echo area measured, and both suffer as the added noise increases. In the case of the shaped
filters, as the added noise increases, a factor of∼2 times enhancement is given by the modelled
filter, with the Gaussian filter preforming worse out of the three shaped and modelled filters.
This is attributed to the fact that despite the Gaussian filter providing the largest magnitude
of the shaped filters for moderate added noise (<10%), the noise is comparable to HiPER
for most added noise values. The sinc-squared and modelled filters follow similar trends in
terms of magnitude and noise, with the modelled filter having both the smallest magnitude
and the smallest noise of all the filters. As in the case of the echo analysis, it would appear
that the reduction in noise provides a much larger benefit, resulting in the largest overall SNR
enhancement.
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3.4 Conclusions
In this chapter, we have examined how experimental protocols such as the use of hydrophobic
sample tubes, and annealing are important to ensure excellent sensitivity when conducting
experiments using the HiPER spectrometer. This has been expanded to compare concentration
sensitivity between different types of sample tubes, and different cavity set ups. It was shown
that while the thin-walled Rexolite tubes performed best, they did were not the best choice in
practice due to machining requirements, lossiness and adverse reactions with organic solvents.
The FEP tube was chosen as the new sample tube of choice, as it requires minimal machining
and was resistant to the organic solvent, Toulene it was it was tested with. Its echo performance
measuring very low concentration sample of a nitroxide mono-radical was compared with the
experiments conducted at X-band using a resonator set up, showing HiPER to provide up to
13 times echo enhancement.
The theme of sensitivity enhancement was then applied through the use of simple digi-
tal filtering to improve SNR of echoes. Measurement algorithms were used to simulate and
compare the current measurement set up on HiPER to other methods that use matched filters
to reduce noise. This included the use of echo-like mathematical functions such as Gaussian
curves and sinc-squared functions, as well as ‘best matched’ filters created by modelling echo
shapes. It was found that in the case of rectangular echoes, the SNR could be improved by a
factor of 2 using modelled and matched filters, in comparison with traditional measurement
methods when up to 0.3 times echo amplitude of random noise is added. In the case of com-
posite echoes, up to a factor of 3.5 times enhancement in SNR could be achieved using the
matched filter. This analysis was extended to a mock PELDOR simulation, with echoes scaled
in amplitude to represent time steps in a PELDOR trace. Each of the echoes then had noise
added, before being measured using the filter measurement algorithms. This then produced
a PELDOR ‘measurement’ trace with the signal level and noise dictated by the performance of
the filter. In the case of the rectangular echo, it was discovered that up to 6 times improvement
in signal-to-noise versus traditional methods can be achieved using the modelled and matched
filters. The improvement was not as large in the case of the composite echo PELDOR measure-
ment, where up to a factor of 2 was observed. This effect is surprising, but may be attributed to
the fact that in the case of the composite echo, the cursor positions are much narrower, than in
the case of the rectangular echo. This means that the composite echo samples∼1/2 less of the
time trace than the rectangular echo, meaning that it also samples less noise, which will scale
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as the square-root of the number of samples, thus improving its performance. While all of the
matched and modelled filters use the whole time trace window for the measurement, each of
them nulls the noise outside of the main peak, which also reduces the overall noise. Thus, one
might argue that the filtered composite PELDOR does not show as large an improvement due
to the fact that its noise is far lower in the first place. The simulation also does not take into
consideration, as will be seen experimentally in Chapters 5 and 6, that the use of composites
improves echo amplitudes and modulation depth, which will automatically enhance the SNR
with respect to the rectangular echo case. Thus, one will expect the matched filtering to only
improve this further.
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Simulating composite echoes and modelling B1
inhomogeneity
Some of the work presented in this chapter is based on a journal article published in April 2017
in Journal of Magnetic Resonance, Vol 278, pp 122-133, DOI: 10.1016/j.jmr.2017.03.018.
This chapter will focus on how the B1 density profile of HiPER can be simulated and what
gains can be expected using composite pulses to form echoes. It will discuss comparisons of
echoes simulated in different cavity/resonator set ups and compare how factors such as line
shape/width and homogeneity of B1 field can affect the resulting echo shapes.
4.1 Simulating composite pulse echoes
In order to quantify the enhancement provided by composite pulses on HiPER, code was de-
veloped to simulate the rotation of spins undergoing the action of various composite pulses.
This code was developed by a previous MPhys project student in the group (Scott Cassidy)
and adapted for various uses. The code allows for the user to specify functions declaring the
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frequency offset, ∆ω1/ω01 and B1 profile and width, B1/B
0
1. The code then generates a 2-
dimensional array over the specified range of B1 amplitudes and frequency offsets for use in
simulation code.
4.2 B1 inhomogeneity
4.2.1 B1 Density profile of HiPER
The non-resonant sample holders used in HiPER consist of a smooth-walled cylindrical metal
void of diameter 3 mm and length 30 mm. This is surrounded by a plastic outer, creating a
‘puck’ of approximate diameter 25 mm. Sample tubes, typically made of a Fluorinated Ethy-
lene Propylene (FEP) tubing of 2.97 mm outer diameter, with 0.5 mm thick walls, are loaded
with sample and placed into the sample holder. The sample holder behaves like a length of
circular waveguide, which is excited by the millimetre wave radiation incident at the top. The
radiation travels through the sample and is reflected off the piezo-mounted roof mirror at the
bottom, before being reflected back through the sample. This results in a B1 field that varies
sinusoidally along the length of the sample. The input wave at the top of the sample holder is
assumed to be a circularly polarised plane wave. The dominant mode inside a circular waveg-
uide is typically the TE11 mode, however due to the fact this waveguide becomes dielectrically
loaded when a sample is placed inside, the mode present is a modified TE11 mode which is
described by the following equation in cylindrical coordinates [73, 74]:























where Bmax1 is the maximum B1 amplitude, J0 and J2 are zeroth and second order Bessel
functions of the first kind respectively and a is the radius of the waveguide from centre to
wall. The factor 1.84118 is given by the boundary conditions and frequency cut off for this
mode. This results in a B1 amplitude distribution, which has repeating symmetry over r=0→
a, φ=0→ pi/2 and z=0→ 1. The radius of the circular waveguide, a is scaled by the dielectric
constant, εr of the sample tube and sample itself. FEP has a dielectric constant of 2.1 at 1 kHz
and 1 MHz, unfortunately no data is available for this material in the region of 100 GHz, so
in this model it is assumed to be constant. The dielectric constant for a glassy water/glycerol
sample εsample = 3.5 at 100 GHz [75]. The optical path length of the circular waveguide is
given by its refractive index, n (n= 2pεr) times its thickness. Using this approximation, the
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radius of the waveguide a = 2
p
εsample * 1 mm + 2
p
εtube * 0.5 mm = 2.59 mm, and the radius
of the B-field within the sample varies from r = 0→ 1.87 mm.
The B1 density profile was then calculated using code created in Python, using the NumPy
and SciPy packages [76, 77]. This was carried out by sampling the B1 amplitude value at
10,000,000 random points across the repeating cylindrical volume segment. For illustration,
























Figure 4.1: Plot showing random sampling over the segment of cylinder between (r=0->1.87
mm,φ=0->pi/2, z=0->1) shown in Cartesian coordinates with vertices drawn in light blue. For brevity,
the plot shows 1,000 random points, one-ten-thousandth of the number of points sampled in the cal-
culation.
The B1 amplitude is then evaluated using Eq. 4.1 at each of the points and binned using
the NumPy histogram function to count up the number of points with amplitude in the range
of bin width, as shown in Figure 4.2. The profile was then exported to Mathematica for use in


















Figure 4.2: Histogram of the B1 amplitude over the segment of sample, as a function of B1/Bmax1 , using
200 bins
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The contour plot shown in Figure 4.3 illustrates the B1 amplitude inside the sample over
the symmetric segment at z=0. The radius of the segment has been scaled to the optical path
length.
















Figure 4.3: Contour plot of the B1 amplitude inside the sample at z=0, in Cartesian coordinates. The
radius has been scaled to the optical path length.
The histogram illustrates the significant inhomogeneity present inside the sample seg-
ment, with a significant proportion (20.1%) at B1 = 0→0.20 of Bmax1 and only 18.7% at B1 =
0.80→1.0 of Bmax1 .
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4.2.2 Homogeneous B1 profile
To aid comparison of the enhancement provided by composite pulses in the inhomogeneous
B1 set up on HiPER, the homogenous B1 field case was also considered. This is typical of some
commercial cavity resonator set ups where the sample is placed such that the B1 field is broadly
flat across the sample volume. Most of these resonator set ups aim to ensure that the E-field
within the cavity is at a minimum where the sample is located to reduce dielectric losses, and
that the B1 field is at a maximum here.
Figure 4.4: Diagrams showing the B and E-field amplitudes within a resonator supporting the TE102
mode. (Reproduced from Bruker Technical manual)
Figure 4.4 shows the B and E field amplitudes within the most commonly used cavity set
up, the TE102 mode. In this set up, the sample is placed in the null between the two peaks
of the E-field, and thus in the peak of the B-field. Depending on sample size, this will induce
a small distribution on B-field across the sample, but it is considered minimal. It should be
noted that the field within the cavity will alter when the sample is placed inside the cavity, as
the cavity becomes dielectrically loaded. However, it is generally possible to alter the vertical
position of the sample tube to ensure it is located at B-field maximum. This is in contrast to
the HiPER set up, where the B and E-fields within the sample are inherently inhomogeneous
due to the transmission of the millimetre waves through the sample and consequent standing
wave created.
In terms of the simulation, for the homogeneous B1 case, a δ-function is used such that
B1/Bmax1 =1 across the sample.
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Figure 4.5: Plot of B1 profile used in the homogeneous B1 case. It resembles a δ-function at B1/Bmax1
= 1.
4.2.3 Frequency offset
Frequency offset is defined as a misset between frequency of the pulse, ω1 and the resonant
frequency of the particular spin, Ω01. The bandwidth of frequencies present is defined as a
function of its offset from resonant frequency ∆ω1 = ω1 − Ω01. This represents the under-
lying spectrum of spins one is exciting with the composite pulse. The spectrum is specified
using functions to express the variation in magnitude with frequency offset. Any spectrum
can be specified, and is simply loaded into Mathematica for use in the pre-compiled code to
define the range in frequency offsets in the 2-dimensional array of frequency offsets and B1
inhomogeneity.
In order to assess the performance on broad-line centres in comparison with narrow-line
centres, 2 main frequency offset profiles were created for testing. The broad-line centre is



























which is Gaussian in shape, with the FWHM of ∆ω1/Ω
0
1 = ± 0.15. Both frequency offset
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profiles are shown in Figure 4.6


































Figure 4.6: Frequency offset profiles used in simulation.
4.3 Echo Simulations
4.3.1 Hahn echo and Refocused Hahn echo simulations
The effect of frequency offset and B1 inhomogeneity across the sample on echo amplitude
has been simulated using complied code in Mathematica. The frequency offset range and
B1 amplitude range are pre-complied and loaded into a 2-dimensional array to represent the
different frequency and amplitude offsets experienced by the spin packets present. The creates
a distribution of B1 amplitudes within the sample, ranging from 0≤ B01 ≤ Bmax1 , where B01 is
the amplitude that produces the desired flip angle for a given pulse length, at zero frequency
offset1. The weighting of a spin packet at a particular B1 field is proportional to the volume of
sample experiencing that field. Each spin packet at a given B1 amplitude and frequency offset
is then acted upon by the appropriate rotation matrix for the relevant type of pulse, allowing
for any composite pulse sequence to specified. The rotation matrices are defined by their flip
angle,










and its axis of rotation,
1Here I am parting with the usual convention defining the amplitude of the pulse asω1 with units of frequency, and
instead, to keep it unit-less, I am referring to the amplitude as B1, and using∆ω1 to refer to the offset in frequency
of the pulse from the resonance frequency of the spin, Ω01. The terms ‘field’ and ‘amplitude’ when referring to B1
are also used interchangeably.
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where β ’ is the nominal flip angle at zero frequency offset (usually 90◦ or 180◦), Ω01 is the
resonant frequency of the spin, ∆ω1 is the resonance frequency offset, φ is the phase and iˆ, jˆ
and kˆ are unit vectors in the x, y and z directions respectively.
Any period of free precession is defined by a delay matrix that rotates each of the vectors
around the z’-axis in the rotating frame by angle θ = τ1∆ω1. In the case of the Hahn echo
sequence, this consists of a pi/2 rotation matrix, followed a delay matrix of length τ1, followed
by a pi or composite-equivalent pi inversion pulse rotation matrix, and final delay matrix of τ1.
The model then returns the sum of all the magnetization vectors around the time 2τ1 after
the first pulse, showing the echo that is produced.
4.3.2 Optimisation of echo amplitude as a function of Bmax1 /B
0
1
Due to the distribution of B1 amplitudes, and thus, flip angles β across the sample, there is an
optimum value of Bmax1 /B
0
1 that provides the best overall echo amplitude for standard rectangu-
lar pulses. This can be optimised by using the simulation package in Mathematica to calculate
the echo shape as a function of Bmax1 /B
0
1 for a specified pulse sequence, B1 inhomogeneity
profile and frequency offset profile. This was carried out for the TE11 ‘HiPER’ inhomogeneity
profile and the broad-line using a Hahn echo (pi/2 - τ - pi - τ - echo) sequence. This was
carried out using the interpolation function in Mathematica to scale B1/Bmax1 between 0 and
2. Figure 4.7 shows the effect of increasing Bmax1 /B
0














































Figure 4.7 illustrates how the Hahn echo amplitude increases with increasing B1 amplitude,
until the point that it starts to distort and decrease in amplitude, due to over-rotation of spins.
In the absence of B1 inhomogeneity and when exciting a narrow line, this should occur at
Bmax1 /B
0
1 = 1, corresponding to correct rotation of all spins. Figure 4.8 shows how the echo
amplitude (a) and integrated echo area (b) varies with increasing B1 amplitude.
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(b) Integrated echo area
Figure 4.8: (a) Maximum echo amplitude and (b) echo area/integral as a function of Bmax1 /B
0
1. The
green square shows the maximum. The red circles indicate where the echo amplitude/area is 90% of
maximum. The digits underneath indicate Bmax1 /B
0
1 at that point.
Figure 4.8(a) shows that the maximum echo amplitude is obtained for Bmax1 /B
0
1 = 1.16, and
that while the echo amplitude varies within 10% of its maximum, Bmax1 /B
0
1 amplitude changes
between 0.90 and 1.48. In terms of sensitivity, the integrated echo area is proportional to the
level of signal, so one seeks to maximise this quantity in order to optimise the signal to noise of
the measurement. Figure 4.8(b) shows a maximum for B1/Bmax1 = 1.30, and variation between
1.04 and 1.61 within 10% of this maximum. This indicates that when there is insufficient
granularity/resolution in amplitude or pulse length or if poor signal-to-noise prevents one
from obtaining the optimal echo, the B1 amplitude varies significantly.
4.3.3 Composite echo amplitude as a function of Bmax1 /B
0
1
Similarly to the process detailed in Section 4.3.2, refocused rectangular and refocused com-
posite echoes were generated for a range of B1 amplitudes, in order to assess the effect of
increasing B1 amplitude. The refocused Hahn echo was simulated by adding a second inver-
sion pulse that matches the first inversion pulse, introduced a period τ2 after the echo. This
produces an echo at 2(τ1 +τ2) after the first pulse.
Figure 4.9(a) shows absolute echo amplitude and 4.9(b) echo height normalised to the
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rectangular pulse, both as a function of B1 amplitude. In the absolute case, (Figure 4.9(a)) it
shows a maximum for rectangular pulses (blue) around Bmax1 /B
0
1 = 1.22 and for 9001801802700composite
at Bmax1 /B
0
1 = 1.25. The optimal amplitude disagrees with that of the of the Hahn echo case.
At B1 amplitudes lower than optimal, the enhancement as shown in Figure 4.9(b) is large but
the absolute echo magnitude, as shown in Figure 4.9(a) is small. However, if the optimal
amplitude is missed due to granularity in amplitude or misset in pulse length, Bmax1 /B
0
1 >1.22
provides greater enhancement for composites versus rectangular pulses.





















































Figure 4.9: (a) Simulation of maximum echo amplitude as a function of Bmax1 /B
0
1, (b) maximum echo
amplitude normalised to the rectangular equivalent to show enhancement as function of Bmax1 /B
0
1.
4.3.4 Hahn and refocused composite echoes
Following comparison of refocused echo simulation results with experimentally obtained re-
focused echoes on flat, broadline centres, Bmax1 /B
0
1 was optimised to the enhancement in echo
amplitude achieved. This corresponds to Bmax1 /B
0
1 = 1.65. The enhancement in echo area
is also greater for larger Bmax1 /B
0
1, and as shown in Hahn echo simulation, plausible choice
due to misset in B1 amplitude or pulse length due to insufficient granularity/resolution. Com-
parison of composite Hahn and refocused echoes using 3 composite sequences and standard
rectangular pulses are shown in Figures 4.10(a) and 4.10(b) respectively.
As expected, most of the composite pulses are unable to produce Hahn echoes due to phase
distortion resulting from the fact they are variable rotation composites. The constant phase ro-
tation, Wimperis-60, 60180300060180 sequence however is able to produce an echo, which has
slightly enhanced echo amplitude, but is significantly narrower, reducing the measurable echo
area. In the case of the refocused echoes, all sequences are able to produce enhanced echoes,
due to the fact the second refocusing pulse reverses the phase distortion. The 9001801802700
84
4.3. Echo Simulations
(a) Hahn echoes (b) Refocused echoes
Figure 4.10: Simulations of (a) Hahn echoes and (b) refocused echoes using composite and rectangular
pi pulses. All echoes normalised to the maximum of the rectangular pulse (blue) echo.
sequence provides the largest enhancement at 2.79 times that of the rectangular pulse echo,
followed by the 909018009090 sequence and the 60180300060180.
4.3.5 Composite echoes: HiPER B1 versus homogeneous B1
The echo simulation was also carried out using the homogeneous B1 profile (Figure 4.5) in
order to compare the enhancement expected using composite pulses in more conventional EPR
set ups using a resonant cavity. The simulation also uses the broad frequency offset lineshape,
as shown in Figure 4.6a. The resulting refocused echoes are shown in Figure 4.11.
Figure 4.11: Simulation of refocused Hahn echoes using composite and rectangular pi pulses on a
broad line with homogeneous B1 profile. All echoes normalised to the maximum of the rectangular
pulse (blue) echo.
The simulation shows that composite pulses in the absence of B1 inhomogeneity, can pro-
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vide up to 2.33 times enhancement in echo amplitude using 9001801802700 sequence when
exciting broad line samples. When exciting narrow line samples, the enhancement is negligi-
ble due to the fact that standard rectangular pulses can generally excite the majority of the
line. It should be noted that the effects of cavity response and bandwidth is not taken into
consideration in this simulation, as it assumes no bandwidth restriction is imposed.
4.4 Conclusions
Models of B1 field present in samples measured using the HiPER spectrometer indicate large
variations in amplitude across the sample, resulting in large variations in flip angle of the spins
under action of pulses. By sampling the B1 amplitude at 10,000,000 points across the repeat-
ing segment to produce a B1 density measurement, it was shown that there is a generally even
distribution of amplitudes between 0 and 1, with tapering towards the maximum amplitude
of 1. The use of simulations to emulate the action of composite pulses under such condi-
tions, shows that significant gains in echo amplitude can be achieved by using these pulses, in
particular on broad line systems.
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Composite PELDOR: Nitroxide bi-radicals
The work presented in this chapter is based on a journal article published in April 2017 in
Journal of Magnetic Resonance, Vol 278, pp 122-133, DOI: 10.1016/j.jmr.2017.03.018.
Nitroxyl radicals, or as they are more commonly referred to, nitroxide spin labels are useful
tools for EPR studies of biomolecular systems due to their chemical stability and ability to be
attached without distorting the underlying structure of the system in question [78]. Due to
their small size and, in most cases, non-toxic attributes, they are the most often used spin label
for biochemists wishing to measure the structural characteristics of their system in question. In
this chapter, the use of composite pulses to improve measurement sensitivity will be examined
to see if SNR can be increased in PELDOR experiments.
5.1 Nitroxyl mono-radical: TEMPO
In order to assess the effect of using composite pulses in nitroxyl-based measurements, exper-
iments were carried out on the nitroxyl mono-radical, 4-amino-TEMPO (Structure shown in
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Figure 5.1). Measurements on nitroxides at high field are complicated by the fact that the de-
generacy of the g-tensor is lifted, allowing for different orientations to be selectively excited.
Due to the excitation broadening provided by composite pulses, any overlap or additional
diffusion effects must be investigated, in particular for different orientations.
In its most basic form, this has been carried out on a mono-radical so that any dipolar or in-
tramolecular instantaneous diffusion effects can be avoided. The sample concentration is also
kept low at 50 µM in order to lessen any effect of inter-molecular instantaneous diffusion. It is
important when conducting enhancement measurements to ensure that orientational effects









Figure 5.1: Structure of 4-amino-TEMPO.
5.1.1 TEMPO: sample preparation
The sample was made by dissolving 4-amino-TEMPO (Sigma Aldrich) in deionised water and
mixed with glycerol to produce final radical concentration of 50 µM TEMPO in 60/40 glyc-
erol/water. This was then loaded into a FEP tube, flash frozen in liquid nitrogen and loaded
into a pre-cooled cryostat in HiPER at 130 K. The sample was then annealed to 200 K before
the temperature was lowered for measurement at 58 K.
5.1.2 TEMPO: Field swept echo experiment
The field swept echo experiment on the TEMPO sample was carried out at 58 K using a Hahn
echo sequence, pi/2 → τ→ pi→ τ→ echo, with 16 and 32 ns pi/2 and pi pulse lengths and
inter-pulse delay τ = 250 ns. The field was swept from 3337 mT to 3367 mT in 0.1 mT steps,
with pulse frequency of 93.9996 GHz. Sequence repetition frequency was 500 Hz, averaging
500 shots per point. Resulting spectrum is shown in Figure 5.2.
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Figure 5.2: Absorption spectra of sample of 4-amino-TEMPO, measured at 58 K using a field swept
echo, with 32 ns pi pulse lengths, and τ = 250 ns. The labels indicate the approximate orientation
positions.
The experiment was also repeated with shorter (broader excitation) pulses, which showed
reduced definition of the orientations. By increasing the pulse length, and thus decreasing the
excitation bandwidth of the pulses used, more definition was achieved. Figure 5.2 indicates
little effect of instantaneous diffusion, which is commonly observed as attenuation of the Y
component (main peak) with respect to the left shoulder of X, and the Z components to the
right. This is to be expected, due to the low sample concentration which will minimise inter-
spin effects.
5.1.3 TEMPO: Composite refocused echo experiments
Composite refocused echoes were measured on the 50 µM sample of TEMPO at different field
positions/orientations on the nitroxyl centre. Echoes were obtained using standard, rectan-
gular pi/2 and pi pulses and with the equivalent 909018009090 and 9001801802700 composite
pi-inversion pulses. In each case, the initial pi/2 excitation pulse was provided by an 8 ns pi/2
rectangular pulse. The field positions used are X = 3347 mT, Y = 3350 mT, Z1 = 3352 mT, Z2
= 3355 mT and Z3 = 3358 mT. The enhancements provided by the composite pulses are sum-
marised in Table 5.1 and shown in Figure 5.3(a). The experiment was repeated with longer
pulses (16 ns pi/2) which halves the excitation bandwidth in comparison with the 8 ns pi/2
experiment. The results are also summarised in Table 5.1 and shown in Figure 5.3(b).
Figure 5.3(a) shows that the enhancement in echo amplitude achieved using composite
pulses is not uniform across the nitroxyl spectrum, suggesting some orientational dependence.
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Figure 5.3: (a) Refocused echoes obtained using sample of TEMPO, using rectangular 16 ns pi pulses
and composite pulses for corresponding field positions as shown in Figure 5.2. (b) Repeat of (a) using


















X 2.216 2.177 1.790 1.793
Y 1.673 1.570 1.526 1.730
Z1 1.702 1.749 1.679 1.881
Z2 1.913 2.104 1.951 2.323
Z3 2.216 2.593 2.111 2.644
Table 5.1: Echo enhancement with field position for composite versus rectangular refocused echoes,
normalised to the rectangular echo amplitude
In particular, it shows that the smallest enhancement is obtained for the Y orientation on the
nitroxyl line. The Y and the Z1 orientations are centrally located in the nitroxide spectrum,
thus, both should benefit the most from availability of spins for excitation by the broadband
pulse. Given that the addition of broadband excitation reduces it, it suggests other effects
are degrading the composite echoes. Simulations on a broad, flat line (Figure 4.10(b)) indi-
cate that up to 2.7 times enhancement in echo amplitude should be possible. In an effort to
investigate whether the enhanced bandwidth is degrading performance, the experiment was
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repeated with longer pulses to reduce the bandwidth of excitation. The results shown in Fig-
ure 5.3(b) show that the echo amplitude enhancement improves marginally with longer pulses
and follows similar trend in orientation dependent enhancement, with echoes measured on Z3
showing the most enhancement. In the case of the mono-radical, effects of intramolecular and
intermolecular instantaneous diffusion are not expected, as the label is not directly coupled to
another spin and the concentration is low.
5.2 Model nitroxyl bi-radical MSA236
In investigating the applicability of composite pulses for use in more general PELDOR exper-
iments, the rigid model nitroxyl bi-radical MSA236 was used. The sample itself was kindly
donated for testing purposes by Jeschke Lab at ETH Zürich, having been synthesized by the
Godt group at Universitát Bielefeld. The rod-like structure (compound IIIb in [79], shown
in Figure 5.4) has a well-defined distance (4.1 nm) between the nitroxyl centres due to its
limited flexibility. This particular sample has been set in deuterated ortho-terphenyl (D8-oTP)
at a concentration of 50 µM. Ortho-terphenyl is a solid at room temperature, and is easily
melted (and thus glassed) around 80 ◦C, which is trivially achievable in the lab using a heat
gun. By placing the sample in a deuterated matrix, the absence of protons reduces the effects
of nuclear-electron relaxation between the unpaired electron and its surroundings, extend-
ing the transverse relaxation time in comparison with non-deuterated equivalent matrix. This
combination allows for testing on this sample to be carried out at room temperature, without









Figure 5.4: Structure of MSA236. The R groups are C6H13. Distance between radical centres is 4.1
nm.
5.2.1 MSA236: sample preparation
The sample was provided by the Jeschke group in powdered form, which was loaded into a
FEP tube, before being melted using a heat gun, (at approximately 80 ◦C) until a translucent
glass was formed. The sample tube was measured to have filled around 2/3 of the tube,
corresponding to a sample volume of ~100 µL. The sample was then allowed to re-crystallise
and harden to a solid at room temperature, before loading into a sample holder and into the
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spectrometer for testing.
5.2.2 MSA236: Field swept echo experiment
The field swept echo experiment on MSA236 was carried out at 291 K using a Hahn echo
sequence, pi/2 → τ→ pi→ τ→ echo, with 7 and 14 ns pi/2 and pi pulse lengths and inter-
pulse delay τ = 250 ns. The field was swept from 3337 mT to 3367 mT in 0.1 mT steps, with
pulse frequency of 93.9996 GHz. Sequence repetition frequency was 5 kHz, averaging 5,000
shots per point.







Figure 5.5: Absorption spectrum for the nitroxide bi-radical MSA236 at room temperature, obtained
using a field-swept echo experiment, showing positions X, Y, Z1, Z2 and Z3.
In contrast to the field swept echo spectrum of the mono-radical (Figure 5.2), the field
swept echo spectrum of the bi-radical (using rectangular pulses) shows the effects of in-
stantaneous diffusion where the X and Y components are attenuated with respect to the Z-
components. This is caused by intramolecular instantaneous spin diffusion between the para-
magnetic centres in the sample. It is particularly common in rigid bi-radicals such as this one
due to strong orientation dependent dipolar coupling between the labels [22].
5.2.3 MSA236: Composite refocused echo experiments
Composite refocused echoes were measured on the MSA236 model nitroxyl bi-radical system
at different field positions/orientations on the EPR spectrum nitroxyl centre. Echoes were
obtained using standard, rectangular pi/2 and pi pulses and with the equivalent 909018009090
and 9001801802700 compositepi-inversion pulses. In each case, the initialpi/2 excitation pulse
was provided by an 8 ns pi/2 rectangular pulse. The field positions used as shown in Figure 5.5
are X= 3347 mT, Y= 3350 mT, Z1 = 3352 mT, Z2 = 3355 mT and Z3 = 3358 mT. The results of
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the refocused echo experiments for each of the composite and standard sequences versus field
positions are shown in Figure 5.6(a). Similarly to the TEMPO measurements, the refocused
echo measurements on MSA236 were repeated using 16 ns pi/2 pulse lengths, results of which



















X 1.266 1.217 1.671 1.752
Y 1.138 1.063 1.425 1.450
Z1 1.219 1.197 1.672 1.726
Z2 1.406 1.462 1.974 2.064
Z3 1.621 1.783 2.175 2.465
Table 5.2: Echo enhancement with field position for composite versus rectangular refocused echoes,
normalised to the rectangular echo amplitude
Similarly to the TEMPO refocused echo results shown in Section 5.1.3, the refocused echo
enhancement when using composite pulses is also non-uniform with orientation for the model
bi-radical system. The enhancement is smallest for Y and Z1 with 8 ns pi/2 pulse lengths,
and shows greatest enhancement for Z3. The enhancement improves when one uses longer
pulses, however, it still follows the same trend for degraded enhancement on Y and best on Z3.
In comparison with the composite echoes obtained on the mono-radical with 8 ns pi/2 pulse
lengths, the enhancement obtained on the bi-radical for the same pulse length is significantly
degraded for all orientations. The bi-radical shows a much larger enhancement for all orien-
tations at the longer pulse length for all orientations, whereas the mono-radical shows only
moderate increase between the shorter and longer pulse measurements. This suggests that
the increase in bandwidth is much more detrimental to echo amplitude enhancement in the
case of dipolar coupled systems.
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Rectangular 909018009090












































Figure 5.6: (a) Refocused echoes obtained using rectangular 16 ns pi pulses and composite pulses for
corresponding field positions. (b) Repeat of (a) using 32 ns pi pulse length. All echoes are normalised
to the corresponding rectangular echo. The shoulder to the right of the main peak in the echo is due
to B1 inhomogeneity.
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5.2.4 MSA236: Composite PELDOR
PELDOR experiments were carried out on MSA236 with rectangular pi pulses replaced with
909018009090 and 9001801802700 inversion pulses. Combinations of the pulse sequences were
used to assess the ability of the composite pulses to improve signal-to-noise through different
means. This was carried out by replacing the pi pulses on the observer (refocused echo) se-
quence with composites 909018009090 and 9001801802700 to increase measured signal, and
by replacing the pump inversion pi pulse in the pump sequence to invert more partner spins,
utilising the increased bandwidth offered by the 909018009090 and 9001801802700 sequences
to increase modulation depth. The combinations used are shown in Figure 5.7, where (a)
represents the standard 4-pulse dead-time free DEER sequence using rectangular pulses, (b)
uses a rectangular observer pulse, and a composite pump, (c) uses a composite observer and a
rectangular pump and (d) uses both composite observer and composite pump. The resulting


























Figure 5.7: Pulse sequence combinations used in MSA236 composite pulse DEER experiments, shown
using the 9001801802700 composite pulse.
By replacing the pump pulse with a composite (Figure 5.7(b) composite pump), it is ex-
pected that this should increase the modulation depth as the broadband pulse increases the
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Figure 5.8: DEER comparison using (a) 909018009090 composite pi pulse and (b) 9001801802700 com-
posite pi pulse, using the MSA236 model biradical, observing on Z3 and pumping Y orientations. The
combinations used are all pi-rectangular (black), observer pi-composite (purple), pump pi-composite
(red) and all pi-composite (green).
number of inverted partner spins in the dipolar coupling term. The expectation from enhance-
ments seen in the refocused echo experiments, is that by replacing the observer pulse with
composite pulses (Figure 5.7(c) composite observer), it should increase signal to noise with
its enhanced echo amplitude. It should be noted that the positions of pump and observer were
the same for normal and composite tests. This was to ensure that the same orientations of
spins were selected by the pulses.
The DEER experiment was carried out on the YZ orientation (observer Z3 and pump Y)
using 8 ns pi/2 pulse lengths. This orientation was chosen so that composite pulses on the
pump could be utilised fully to excite the large, broad peak of the spectrum at Y. The results
for each of the combinations of pulses using the 909018009090 and 9001801802700 composite
are shown in Figure 5.8. The data were processed using DeerAnalysis 2016 [57].
The left plots in Figure 5.8 show the raw (normalised) traces, left of centre shows the
background subtracted data, right of centre shows the FFT of the DEER data or Pake pattern,
and the right plots shows the derived distance distributions. The observer composite sequence
(Figure 5.7(c)) shown in purple and all pi-composite (Figure 5.7(d)), shown in green, have
been offset vertically by 0.05 for clarity.
Both experiments show no discernible difference between pump composite and all com-
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Rectangular 31.72 1.00 1.00 1.00 1.00
Pump 909018009090 43.72 1.38 1.57 1.45 1.05
Pump 9001801802700 40.23 1.27 1.61 1.50 1.18
Observer 909018009090 41.96 1.32 0.96 1.00 0.76
Observer 9001801802700 40.99 1.29 0.94 1.03 0.79
All pi-909018009090 51.52 1.62 1.49 1.43 0.88
All pi-9001801802700 55.87 1.76 1.52 1.55 0.88
Table 5.3: SNR comparison of the DEER traces obtained, normalised to the standard rectangular se-
quence trace
posite cases (shown in red and green respectively), which each exhibit the same level of mod-
ulation enhancement (1.50 times that of the normal, rectangular inversion pulse). The same
effect is observed with the rectangular and probe composite sequences (shown in black and
purple respectively) showing the same modulation depth also. The signal-to-noise ratio (SNR)
does vary between the pairs with the same modulation depth. The SNR for each of the aver-
aged traces was calculated simular to the method described in [80] by dividing the magnitude
of signal (maximum minus minimum) of the raw DEER data by the standard deviation of the
residual noise, which was obtained by subtracting a moving average from the data. The SNR
results for MSA236 are summarised in Table 5.3.
Using this metric, the all-pi composite 9001801802700 sequence increases the SNR by 1.76
compared to the rectangular pulse sequence. This is partly due to a decrease in noise, provided
by the narrower composite echo and the increase in modulation depth provided by the broad-
band composite pump. The 909018009090 all pi-composite gives 1.62 times enhancement,
which is to be expected as it is slightly less broadband than the 9001801802700 sequence and
does not provide as large an echo enhancement. The observer composite and pump composite
sequences all provide between 1.27 and 1.38 times enhancement in SNR. When comparing the
noise figure and the signal magnitude of the traces to that of the rectangular sequence how-
ever, we see that while the pump composite sequences provide the largest absolute increase in
modulation depth, the increase in signal level is only 1.45-1.50 times, and the noise level in the
trace is observed to slightly increase. In the case of the observer composite sequence however,
the signal level or integrated echo area, is similar to that of the rectangular sequence, but the
overall SNR improves due to the reduction of the noise figure by 21-24%, due to the narrower
echo. The noise level scales with the number of time samples measured, so by reducing the
width of the window, the noise also reduces. While the echo on the nitroxide does not give
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the large echo amplitude enhancement as predicted in the simulation and as achieved in the
broad low-spin Fe(III) sample, its integrated echo magnitude is the same as the rectangular
echo so it does not suffer from a decrease in signal level, but benefits from the decrease in
noise. In DEER traces obtained using all pi-composites, the noise decrease is not as large as
the observer composite case, but it does benefit from the increase in modulation depth, and
these effects combined result in an increase of up to 1.76 times in signal to noise. This equates
to a factor of 3 (1.762) in averaging time.
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5.3 Phase memory time measurements on MSA236 and TEMPO
In order to assess the processes causing the differences in composite echo enhancement with
orientation on the mono- and bi-radical nitroxyls, phase memory time (Tm) measurements
were carried out. This was carried out using the same operating conditions (i.e. temperature)
as for the refocused echo experiments, using a Hahn echo increasing τ progressive experi-
ment. The excitation pulse in both cases was provided by a 16 ns pulse and the refocusing
pulse’s length was varied to change its flip angle. Decay curves were recovered (using a 20 ns
displacement of the refocusing pulse for 401 steps), which had pulse lengths of 32, 16, 8 and
4 ns respectively, corresponding to flip angles of pi, pi/2, pi/4 and pi/8 respectively. This was
repeated on the X, Y and Z2 orientations of the nitroxide spectrum, at field positions of 3347
mT, 3350 mT and 3355 mT respectively. The results are shown in Figure 5.9.
The phase memory time measurements are different for both samples due to the fact they
were carried out at different temperatures. The MSA236 experiments were carried out at room
temperature (291 K), resulting in a bi-exponential decay, in contrast, the decay curve on the
TEMPO, which was carried out at 58 K shows a stretched exponential decay. For the purposes
of fair comparison, the latter has been used to fit both, producing an ‘average’ Tm for the
bi-exponential fit, and a comparable ‘goodness of fit’ to the bi-exponential fit. The following
equation was used for the fitting:








where V(τ) describes the magnitude of signal as a function of increasing τ, a, b and c
are fitting parameters and Tm is the phase memory time, or time constant of the decay. The
fitting was carried out using the Curve Fitting toolbox in MatLAB 2016a, and the results are
summarised in Tables 5.4 and 5.5.
Flip Angle θ X (3347 mT)/µs Y (3350 mT)/µs Z2 (3355 mT)µs
pi 2.21 2.27 2.28
pi/2 2.21 2.22 2.26
pi/4 2.20 2.21 2.21
pi/8 2.18 2.21 2.28
Table 5.4: Tm results for TEMPO
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Flip Angle θ X (3347 mT)/µs Y (3350 mT)/µs Z2 (3355 mT)µs
pi 0.33 0.15 0.21
pi/2 0.30 0.15 0.20
pi/4 0.24 0.21 0.24
pi/8 0.38 0.30 0.32
Table 5.5: Tm results for MSA236
The curve fitting results for phase memory time (Tm) as a function of flip angle and orien-
tation for TEMPO indicate very little instantaneous diffusion is occurring, as Tm is consistent
(within 5%) across all orientations and refocusing flip angle. However, the results for the bi-
radical, MSA236 indicate that there is some instantaneous diffusion present due to the large
variations in Tm, in particular for Y. Given the low concentration of both samples at 50 µM,
in addition to the deuterated matrix (D8-oTP) in which the bi-radical is dissolved, the instan-
taneous diffusion present in MSA236 is most likely intra-molecular in nature, resulting from
dipolar coupling between the electron spin-pairs of the molecule itself.
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Figure 5.9: Plots of Hahn echo decay versus as a function of flip angle of refocusing pulse with respect
to orientation. a),c) and e) show X,Y and Z2 for MSA236 respectively, and b),d) and f) show X,Y and
Z2 for TEMPO respectively. Plots offset for clarity.
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5.4 Conclusions
Experiments were carried out on a nitroxide mono-radical to explore how composite pulse
refocused echo enhancement varies as a function of orientation and of excitation bandwidth.
The experiments showed some orientation dependence on the enhancement achieved using
composite pulses, with the worst performance on X, Y and Z1 and the best on Z2 and Z3.
It also showed little difference in enhancement when the pulse lengths were doubled. The
experiments were repeated on a model nitroxide bi-radical, which showed little enhancement
on X, Y and Z1 and degraded enhancement (in comparison with the mono-radical) on Z2 and
Z3. The experiments were repeated with the pulse lengths doubled, resulting the same trend
of orientation dependent enhancement and some improvement in echo enhancement. This
was still degraded in comparison with the mono-radical. It was confirmed through the use
of phase memory time measurements that intramolecular relaxation effects between the spin-
pairs in the bi-radical appear to cause the degraded performance. Composite pulses were used
in PELDOR experiments on the bi-radical, resulting in up to 1.76 times enhancement in signal-
to-noise, equating to a factor of 3 reduction averaging time when using all-pi 9001801802700
composite pulses. This performance was degraded by the effects of intramolecular diffusion,





The work presented in this chapter is based on a journal article published in April 2016 in
Journal of Physical Chemistry Letters, Vol 7, pp 1411-1415, DOI: 10.1021/acs.jpclett.6b00456.
This chapter will discuss the use of composite pulses in PELDOR experiments that contain
broad metallic paramagnetic centres and nitroxyl spin labels. Such systems are generally chal-
lenging due to the broad spectral width of metal centres, which requires broadband pulses to
provide sufficient excitation. It is however still advantageous to utilise the embedded metal
centre, and other attached spin labels to perform PELDOR measurements between the centres.
While spin labels can be attached in various locations within the protein, they also assume
many conformations due to the length of the tether (typically 1 nm), which can reduce mea-
surement accuracy. The intrinsic centre is essentially a fixed point within the protein of interest,
reducing measurement inaccuracy, in comparison with measuring between two nitroxide spin
labels. However, embedded paramagnetic metal centres, exhibit very different spectral and
relaxation attributes versus the nitroxyl label; the metallic centre will be extremely broad and
relaxes much faster, requiring lower measurement temperatures than that of the label. This
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results in challenging measurement conditions. This chapter will discuss how measurements
between haem centres and labels in two proteins systems can be carried out successfully at
W-band, resulting in a large increase in measurement sensitivity over commercially available
X- and Q-band spectrometers.
6.1 Haem-based protein systems
Haem-based proteins are found in all kingdoms of nature and cover a diverse range of func-
tions and variety of biochemical reactions. It is widely remarked that haem proteins and
metalloporphyrin-based proteins lie at the basis of life [81]. Understanding their function,
such as conformational changes occurring during actions such as ligand binding, is important
with the aim of designing synthetic analogues and therapeutics against disease [82]. Most
haem-based proteins contain a metalloporphyrin chelating an iron atom. The basic struc-
ture of the porphyrin is a tetrapyrrole macrocycle, known as porphine, that is ligand-binded
(chelated) to a metal atom. The porphine consists of four pyrrole units interconnected by
methine bridges. The pyrrole unit itself consists of a 5-member ring made up of 4 carbon
atoms and a nitrogen atom. The macrocycle structure of the metal ligating porphyrin, the
metalloporphyrin is shown in Figure 6.1.
Figure 6.1: Structure of the metalloporphyrin present in the haem protein, myoglobin. The bronze-
coloured atom at the centre of the tetrapyrrole structure is an iron atom. Image created in Pymol using
the porphyrin centre of the PDB model 1MBI (sperm whale myoglobin).
The presence of the Fe(III) in some of the forms of haem-based proteins makes the protein
intrinsically paramagnetic. The porphyrin centre in most systems of this type is regarded as
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a fixed point paramagnet within the protein itself, thus it is generally advantageous to use
such centres directly in PELDOR measurements [6, 16–20]. Additional paramagnetic centres,
usually in the form of spin labels can be attached to the protein itself by engineering cysteine
amino acids at specific points along the protein, to react with spin labels through the use of the
technique known as site-directed spin-labelling (SDSL). This allows for distance measurements
to be carried out between the intrinsic paramagnetic centre and the extrinstic centre of the
label, using PELDOR measurements. The label typically has a length of 1 nm, and can adopt
many conformations, which can reduce the accuracy of the measurement.
Measurements of this type are however, extremely challenging because haem centres ex-
hibit extremely broad spectra in EPR experiments and rapid electron relaxation, which strongly
inhibits the sensitivity required for Fe(III)-nitroxide PELDOR experiments. However, PELDOR
experiments have been reported between a low-spin ferric haem and a nitroxide label giving
distances of 2.1 [17] and 2.7 nm [18]. These measurements were carried out at X- and Q-
band frequencies on a human neuroglobin (NGB) and cytochrome P450cam proteins. The
low-spin ferric haem centres in both of these proteins at X-band were spectrally 280 and 80
mT broad respectively. Both measurements were carried out on commercially available spec-
trometers using standard rectangular pulses and required long averaging time (24 hours in the
NGB case), which degrades significantly with increasing spectral width. Other pulsed dipolar
distance measurement techniques, such as RIDME [43], can also be utilised for such measure-
ments, as was demonstrated on the spectrally narrower P450cam system, providing a factor
of 7 enhancement in sensitivity.
Due to the broadband nature of the intrinsic metal centre in such systems, it is an obvious
choice to utilise broadband pulses to improve sensitivity. The use of broadband pulses on more
traditional commercial systems is limited in part by the bandwidth of the resonator, which will
limit the excitation capabilities of pulses. The proportion of spins excited is proportional to the
magnitude of echoes or signals obtained, thus to fully utilise broadband pulses, one requires
either complex resonator compensation [37], or use of a non-resonant system, such as HiPER
[24].
The two haem-based systems studied here are human neuroglobin (NGB) and sperm whale
myoglobin (Mb). The neuroglobin study was conducted in collaboration with Professor Sabine
Van Doorslaer from the University of Antwerp. All sample preparation of the neuroglobin
mutants was carried out by Professor Sylvia Dewilde at Antwerp. The myoglobin study was
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carried out in conjunction with Dr Janet Lovett, and mutants were purified and spin-labelled
in St Andrews by Dr Stacey Bell. The plasmid for the myoglobin was provided by Prof Jason
Chin at Cambridge University.
6.1.1 Ligand coordination of Fe(III): high-spin versus low-spin state
In its ferric (Fe(III)) state, the electronic configuration of highest occupied orbital, the 3d-
orbital has 5 electrons, and 5 orbitals to be filled. According to the Aufbau principle, the lowest
energy orbitals are filled first. Each electron has spin 1/2, and according to Pauli’s Exclusion
Principle, each orbital can be doubly occupied, providing they are in pairs of + and - 1/2 spin
state. The coordination of the iron within in the porphyrin ring, results in an octahedral crystal
field arrangement of the electronic orbitals due to the presence of 4 electrons (or ligands) from
the coordinating nitrogens in the porphyrin and 2 additional coordinating ligands below and
above the plane of the porphyrin. This results in 5 possible electron orbitals, namely dzx , dyz ,
dx y , dz2 and dx2 − dy2 , shown in Figure 6.2.
Figure 6.2: Diagram illustrating the shape of the d-orbitals and their positions relative to the 6 ligands
in the octahedral arrangement. (Reproduced from [83], under Creative Commons licence)
The former 2 orbitals are concentrated closer to ligands along the axes, resulting in a higher
energy state, eg , due to repulsion, where both orbitals are degenerate. The remaining three or-
bitals form a lower energy triply degenerate set, t2g , as shown in Figure 6.3(a). The occupancy
(shown in Figure 6.3(b)) of the orbitals by the 5 available electrons is thus determined by the
separation of the eg and t2g sets, which in the case of the metalloporphyrin, is determined
by what ligands it is coordinated to axially. This separation, ∆O is called ligand-field splitting
parameter. The occupancy of the 5 orbitals is thus determined by the size of the ligand field,
such that if the splitting is smaller than the energy cost of placing 2 electrons in one orbital,
then the 5 electrons will singly occupy all orbitals, resulting in an overall spin S=5/2, known
as a high-spin state. However, if the ligand splitting is large, it becomes more favourable to
doubly occupy the lower orbitals, the electrons will arrange such that there are 2 pairs and


















Small ΔO (s= 5/2) Large ΔO (s= 1/2)
(b) Occupancy as a function of ∆0
Figure 6.3: (a) Energy level arrangement of the 5 d-orbitals in a spherical (unbound) and octahedral
(bound) environment, (b) influence of ligand splitting ∆O level on occupancy of energy levels.
6.2 Neuroglobin NGB-C120R1
Human neuroglobin (NGB) is a haem protein part of the porphyrin-containing globin proteins
which bind oxygen reversibly and are thus crucial in respiratory processes in living species
[84]. However, this particular protein’s function is still relatively unknown since its discovery
in 2000. In this system, the haem iron is coordinated on both sides by histidine residues, which
act as a high-field ligand, forcing the iron into a low spin state.
In the case of NGB, the axial ligands are provided by 2 histidines from the nearby helices
of the protein itself, shown in Figure 6.4. The helices are colour-coded for clarity, and the
histidines are coloured according to the helix they are attached to. Due to the fact the haem
iron is coordinated by the two histidines, unlike most globin proteins, NGB cannot functionally
bind oxygen. It has been suggested that its function may be involved in detoxifying reactive
oxygen or to enhance cell viability under hypoxia [85].
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Figure 6.4: Structure of human neuroglobin (NGB) highlighting the location of the two coordinating
histidines around the haem iron. These act as high-field ligands to force the haem iron into a low-spin
(s=1/2) state. Image created in Pymol using PDB model 1OJ6.
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6.2.1 Spin labelling NGB C120R1
Human neuroglobin protein contains 3 cysteines which are available to be spin-labelled by re-
action with a (1-oxyl-2,2,5,5-tetramethyl-∆3-pyrroline-3-methyl) methanethiosulfonate (MTS)
nitroxide label, denoted as R1. Reaction with the protein as is, would result in spin labels be-
ing attached at 3 sites across the protein, which will make interpreting distance measurements
between the iron centre and the labels challenging. In order to simplify this, the protein was
mutated to produce a single-cysteine site, so that labels only attach in one location. In the ex-
periments conducted on HiPER and described here, this was carried out with labels attached
to Cys 120, which is located on position 19 of the G helix [17]. To simulate the expected
distance between the haem iron and the nitroxide label, the Pymol package MtsslWizard [14],
was used to attach a MTS label to the site. This package samples the conformational space of
the label and calculates which conformations clash with the protein structure. The resulting
‘mushroom’ of all possible label positions of C120R1 attached to the NGB protein is shown in
Figure 6.5. The sample was prepared by our collaborators at University of Antwerp, as detailed
in their previous study in Reference [17].
C120R1
Fe(III)
Figure 6.5: Stucture of neuroglobin, labelled at Cys120 using MTS label. Image created in Pymol using
PDB model 1OJ6, and spin-labelled using MtsslWizard[14].
6.2.2 Experimental set up
Pulsed experiments were carried out at 94 GHz using HiPER. The prepared NGB-C120R1 sam-
ple was mixed 1:1 with glycerol, resulting in a final concentration of 1.1 mM (haem content).
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The solution was then loaded into a FEP sample tube before being flash frozen in liquid ni-
trogen and placed inside a pre-cooled (also in LN2) sample puck. The sample puck was then
loaded into the spectrometer at 140 K before being annealed by gradually raising the temper-
ature to 180 K for a short time. The cryostat was then lowered to 6 K for testing.
6.2.3 Field swept echo experiment
The field swept echo experiment on NGB C120R1 was carried out at 6 K using a Hahn echo
sequence,pi/2→ τ→ pi→ τ→ echo, with 6 and 12 nspi/2 andpi pulse lengths and inter-pulse
delay τ = 1 µs. The field was swept from 3167 mT to 3527 mT in 0.5 mT steps, with pulse
frequency of 93.9996 GHz. The resulting spectrum is shown in Figure 6.6. The Hahn echo was
optimised on the Fe centre, allowing for a fast sequence repetition frequency (due to its fast
relaxation) of 1 kHz, averaging 1,000 shots per point. The nitroxide label is saturated under
such conditions as it exhibits extremely long T1 relaxation, and cannot fully recover between
the pulses. The bumps observed to the left and right of the main nitroxide peak are manganese,
a common contaminant in samples made using this type of preparation. The manganese is
assumed to be in the solution and at low enough concentration to not adversely affect the spin
dynamics of the Fe(III) centre and the nitroxide label. It also features an extremely fast (not
measurable) T1, that leads to it only being observed in these circumstances below 10 K.
Figure 6.6: NGB C120R1 field-swept echo simulation of the spectra generated using EasySpin[62] at
W-band (94 GHz), with experimental data shown inset. Blue shaded part in the simulation indicates
the part of spectrum that is viewed in the inset. The full experimental spectrum cannot be viewed due
to limitations of the magnet’s sweep coil (±200 mT).
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6.2.4 Refocused echo experiments
Refocused echo measurements were carried out on NGB C120R1 using a refocused echo se-
quence to observe echoes on the Fe(III) centre. This was carried out at the probe field loca-
tion as shown in Figure 6.6, 314 MHz from the gy position of the nitroxide. Similar to the
refocused echo experiments in Chapter 5.1.3, echoes were obtained using standard, rectan-
gular pi/2 and pi pulses, and with the equivalent and 9001801802700 composite pi-inversion
pulse. The pulse sequence consisted of the observer part of the PELDOR sequence, pi/2
→ τ1 → pi → (τ1 +τ2) → pi → τ2 → echo, with pi/2 and pi pulse lengths of 8 and 16 ns
respectively and inter-pulse delays τ1 = 198 ns and τ2 = 750 ns. The results comparing
the rectangular pulse and composite pi-pulse echoes are shown in Figure 6.7(a). The echo












































Figure 6.7: (a) Experimentally measured refocused spin echoes of a frozen solution of NGB-C120R1
obtained using the 9001801802700 composite pi-pulse (blue) and standard rectangular pi-pulse (black).
(b) Simulation of the refocused spin echo, using the same sequences, assuming a flat linewidth over
the excitation profile and taking into account the large B1inhomogeneity associated with HiPER.
The experimental results show good agreement with the simulated results (see Chapter 4,
Section 4.3.4). The small bump to the right of the peak (indicated by asterisk) in both sim-
ulation and experiment is a consequence of B1inhomogeneity across the sample (in contrast
with the case of no inhomogeneity, shown in Chapter 4, Figure 4.11). The simulation indi-
cated that 2.79 times enhancement in echo height can be theoretically expected, whereas the
experiment shows a 2.73 times enhancement. In a PELDOR experiment, the more pertinent
quantity is the integrated echo signal-to-noise ratio. In both cases, an increase of 1.8 times is
observed, assuming rectangular integration windows whose width is defined by the 30% of
echo amplitude points, as shown in Figure 6.7(b), with the measured area shown as hatched.
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The agreement with the theoretical simulation has been achieved for the special case where
the line shape, or underlying spectra in terms of frequency offset is essentially flat over the
excitation profile. This is to be expected from the position of the pulses with respect to the
Fe(III) line which is flat and broad. It also assumes the effects of instantaneous diffusion are
negligible, which is also to be expected. The agreement overall indicates that the excitation is
not limited by any other parameters invoked by the system, in particular, system bandwidth.
6.2.5 Composite PELDOR
PELDOR measurements were carried out on NGB-C120R1 using HiPER, by observing on low-
spin Fe(III) and pumping the gy peak of the nitroxide. The separation between pump and
probe was 314 MHz, allowing for good separation so to avoid overlap of the extended wings
of excitation of the composite pulses. This is also easily accommodated within the excitation
bandwidth of the 1 kW amplifier. The choice to pump on the maximum of the nitroxide is
to maximise the modulation depth of the measurement, as the largest number of spins of the
nitroxide are on gy , as indicated in the field sweep (Figure 6.6). The position of the probe is
also located on the gy position of the low-spin Fe(III) centre. This orientation is distributed
over a large range of dipolar angles, thus reducing effects of orientation selection between the
nitroxide and the iron centre. The positions of the pump and probe are also shown in Figure
6.6.
Pulse sequences used were the same as those used in the nitroxide biradical study as dis-
cussed in Chapter 5, shown in Figure 5.7. The sequences were carried out using the standard
4-pulse PELDOR sequence, using 8 ns pi/2 and 16 ns pi pulses, and the 9001801802700 com-
posite sequence in place of the composite pulses, with pulse length tpiComposi te = 8+16+24 =
48 ns. The interpulse delays, τ1 and τ2 were 198 and 954 ns respectively. The pump pulse
was started 100 ns after the first pi pulse in the observer sequence and was incremented in 4 ns
steps for 201 steps. The cryostat was held at 6 K for the duration of experiments, as this tem-
perature allowed for a fast sequence repetition rate of 1 kHz, allowing for 1,000 averages per
point to be carried out. Each sequence was averaged for 9 scans, taking 30 minutes in total to
complete. The resulting PELDOR traces for all rectangular, composite probe and rectangular
pump, rectangular probe and composite pump and all-pi composite are shown in Figure 6.8.
Figure 6.8 shows the PELDOR traces as obtained on HiPER using the standard, combina-

























Figure 6.8: NGB-C120R1 PELDOR results showing traces obtained on HiPER using all rectangular
pi pulses (black), pump composite (red), observer (or probe) composite pulses (purple), and all pi-
composite pulses (green). The all-pi-composite trace (green) has better signal-to-noise and modulation
depth over the trace using conventional rectangular pulses (black) for the same number of scans.
processed using DeerAnalysis 2015 [57]. The plot on the left shows the raw, normalised av-
eraged traces obtained, the centre plot shows the data following background subtraction and
the right plot shows the resulting distance distributions, obtained by Fourier transform analysis
and Tikhonov regularisation fitting of the time traces.
Signal-to-noise analysis was carried out on all 4 sets of data using the same method as
described in Chapter 5, by dividing the magnitude of the signal (maximum - minimum) by the
standard deviation of the residual noise (obtained by removing a smoothing spline). Results
are summarised in Table 6.1.





Table 6.1: Comparison of the signal to noise for PELDOR composite sequences used on NGBC120R1.
The composite observer/probe sequence (purple and green, Figure 6.8) shows a 1.8 times
improvement in signal-to-noise over the standard, rectangular sequence. This indicates that
the composite pulse echo is able to increase signal-to-noise as expected due to the enhance-
ment in echo amplitude and area provided. The composite pump (red) shows an increase in
modulation depth of approximately 80%, but due to the fact it is measured using a standard
rectangular refocused Hahn echo, its signal-to-noise is only improved by the increase in signal
level, resulting in a factor of 1.6 times improvement over the standard rectangular sequence.
In the case where composite observer and composite pump pulses are used, the combined
benefits of improved echo area and improved modulation depth result in a factor of 3.03 im-
provement in signal-to-noise over the standard rectangular sequence. The signal to noise of
113
Chapter 6. Composite PELDOR: Iron-nitroxides
the averaged traces is proportional to the averaging time squared, meaning that the rectan-
gular sequence would require 9 times longer averaging to produce the same level of SNR as
provided in the all-pi composite case. This would lengthen the experiment from 30 minutes to
4.5 hours.
6.2.6 Comparison with X-band result
Previous studies of NGB C120R1 using PELDOR were conducted by our collaborators using a
commercial Bruker X-band spectrometer. This was carried out at 15 K, using standard rect-
angular pulses. The spectrometer was set up using the broadband split-ring loop gap MS3
resonator, which permitted excitation of the pump and probe frequencies with a separation
of 350 MHz between them. Full details of the experiment can be found in Reference [17].
The experiment was also conducted between the gy orientation of the Fe(III) centre and the
gy of the nitroxide. A comparison of PELDOR traces obtained at X-band and at W-band using

























Figure 6.9: NGB-C120R1 PELDOR measurement obtained at X-band using a commercial spectrometer
using standard rectangular pulses (red) and at W-band using HiPER with all-pi composite pulses (black).
The left hand plot shows the raw (normalised) PELDOR data, centre shows the background subtracted
data and a right shows the distance distribution, obtained using DEERAnalysis 2015 [57].
Signal-to-noise ratio (SNR) analysis was also carried out on both sets of data using the
same method as described in the previous subsection. By this SNR metric, the X-band data has
a SNR of 21, and the W-band SNR is 124. Allowing for differences in averaging time (24 hours
at X-band versus 30 minutes at W-band), and an increase of∼ 1.3 in sample concentration, this
results in an overall enhancement factor of 31, a factor of 3 of which can directly attributed
to use of wideband composite pulses. It should be noted also that testing on the neuroglobin
was carried out using a sequence repetition frequency of 1 kHz, which was not fully optimised
at the time. Later studies on similar low-spin ferric haem systems indicated that repetition
rates of 10 kHz to be more appropriate, allowing for a 10 times increase in the number of
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waveforms averaged per second, which should provide a further factor of 3 in SNR.
6.3 Myoglobin
The Myoglobin Fe(III)-nitroxide PELDOR study was conducted using spin-labelled sperm whale
myoglobin, Mb. Myoglobin is the protein responsible for oxygen storage in muscles. It is able
to perform this function as the haem group is ligated on one side, allowing for oxygen binding
at the other site.
The particular state of the system used here, the myoglobin is in its reduced state, referred
to in the literature as metmyoglobin, with the Fe centre is in the ferric state, allowing for
oxygen to ionically bind to the iron in the centre of the haem. In its non-bound configuration,
the Fe(III) exists in a high-spin (S=5/2) state due to the fact it is only ligated by a histidine
(provided by the nearest helix to the haem) on one side. However, it is possible to convert the
haem centre to low-spin by providing an additional axial haem ligand. This can be carried out
using a variety of methods, including the addition of potassium cyanide (KCN) which converts
oxy-myoglobin to low-spin metmyoglobin or the organic compound imidazole can be used
to convert high-spin metmyoglobin to low-spin [86]. In both cases, the KCN or imidazole
chelates the Fe atom, creating a high field ligand across the highest occupied electron orbital,
creating the more favourable doubly occupied lower t2g orbital, leaving one leftover unpaired
electron. The KCN preparation was attempted as part of this study, however it was found to
only be partially successful in conversion to the low spin state, and required extensive safety
measures to be adhered to during preparation1. The imidazole preparation was much easier
to carry out in the lab due to not being highly toxic, and provided favourable results in ligating
the haem iron. Full information about the preparation of the metmyoglobin mutants can be
found in Reference [87].
The spin state of the haem centre after the addition of imidazole was verified by carry-
ing out using UV-vis spectroscopy, as the haem centre absorbs different wavelengths of light,
depending on its spin state [88]. This was carried out in the wet lab when the sample was
made. The spin state was also additionally verified by carrying out a continuous wave EPR
measurement at low temperature. The EPR spectra was obtained at 10 K, and is shown in Fig-
ure 6.11. The CW measurement is carried out by irradiating the sample at a fixed frequency,
1Preparation involving potassium cyanide required the use of a separate fume cupboard and a first aider had to be
present at all times during the handling of KCN. It also placed restrictions on the storing of the protein sample for
testing purposes.
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Figure 6.10: Structure of Myoglobin showing the location of the haem within the protein, illustrating
the location of its ligating histidine from the F-helix and the addition of imidazole. Image created using
Pymol and PDB model 1mbi.
with a continuous wave signal, the external magnetic field, B0 is then swept until the reso-
nance condition is fulfilled. When this occurs, the absorption of the signal and its reflection is
altered, rendering the spectrum of the sample as a function of field. In the spectra shown, this



















Figure 6.11: cw EPR spectra obtained a sample of metmyoglobin with imidazole at 10 K using a high
Q-factor X-band resonator. The spectra is plotted in terms of g along x, and the amplitude of signal
along y. It shows presence of the high-spin parallel and perpendicular components at g = 2, and 6, and
low spin around g = 1.5 to 3.
The high-spin state of Fe(III) consists of a parallel (g‖) and a perpendicular(g⊥) component
at g = 2 and 6 respectively. The low-spin state is characterised by coordination of the single
unpaired electron to its surrounding axial ligands, resulting in characteristic broad spread over
gx , gy and gz values. The spectra obtained as shown in Figure 6.11 shows some high-spin is
present through the sharp peaks at g = 2,6, but good conversion to low-spin state, through the
broad peaks shown at low-g between g = 1.5 and g = 3. The peaks agree approximately with
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the literature values of g=(1.55, 2.28,2.90) [86]. The lowest g-value peak cannot be verified
as it is outside the measured range.
Following verification of the low-spin conversion, spin-labelling was carried out. The met-
myoglobin was mutated to produce cysteine binding sites at positions S117C and S3C, located
on the A and G helices of the protein respectively. Singly mutated and doubly mutated versions
were created and reacted with the MTS spin label, R1. This created the singly labelled mutants
Mb-S117R1 and Mb-S3R1, and the doubly labelled Mb-S3R1S117R1 mutant for testing. The
doubly labelled version is shown in Figure 6.12.
Figure 6.12: Structure of Myoglobin showing the position of the two labels, S117R1 and S3R1. Image
created using Pymol using PDB model 1mbi and the MtsslWizard package [14].
6.3.1 Experimental set up
The samples were prepared in 50/50 protein to deutrated glycerol mixture before being loaded
into FEP tubes and flash frozen in liquid nitrogen, ready for testing in HiPER. The final protein
concentrations were Mb-S3CR1: 0.18 mM, MbS117R1:0.2 mM and Mb-S3R1S117R1: 0.14
mM. The haem content was monitored using UV-vis spectroscopy to determine the occupancy
of the protein. The haem content for Mb-S3R1 was determined to be 100%, in contrast with
70% for Mb-S117R1 and 95% for Mb-S3R1S117R1.
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The flash frozen sample tubes were then loaded into sample puck that was also submerged
in liquid nitrogen, before being loaded into the pre-cooled spectrometer at 130 K. The samples
were then annealed by raising the temperature gradually to 180 K, before lowering to the
measurement temperature of 6 or 58 K.
6.3.2 Field swept echo experiment
Field sweep echo experiments were carried out using the same settings for the neuroglobin,
as discussed in Section 6.2.3, with the echo optimised on the Fe centre. The resulting spectra
is shown in Figure 6.13, inset.
fpump= 93.64956 GHz





Figure 6.13: Mb-S3R1 field-swept echo simulation of the spectra generated using EasySpin [62] at
W-band (94 GHz), with experimental data shown inset. Blue shaded part in the simulation indicates
the part of spectrum that is viewed inset. The full experimental spectrum cannot be viewed due to
limitations of the magnet’s sweep coil (±200 mT).
The full spectrum has been simulated using the EasySpin package [62] in MATLAB, us-
ing the g-values, g = (1.55,2.28,2.90) given in Reference [86], and typical g-values for the
nitroixde centre, as g = (2.0083 2.0063 2.00240). In contrast to the neuroglobin, 6.6 the
myoglobin Fe centre is approximately one half as broad.
6.3.3 Fe(III)-nitroxide and bisnitroxide PELDOR
Composite PELDOR experiments were carried out on all 3 samples, measuring between the
Fe(III) centre and the gy of the nitroxide label at 6 K. This was carried out using the all-
composite PELDOR sequence, as shown in Figure 6.14, B.
Mb-S3R1 inter-pulse delays were τ1 = 198 ns and τ2 = 1454 ns, with 8 ns pi/2 and 16

















Figure 6.14: Pulse sequences used in PELDOR experiments on Myoglobin mutants. All Fe(III)-nitroxide
experiments used the all-pi composite sequence (b), and the nitroxide-nitroxide used the standard rect-
angular pulse sequence, (a).
pulse used here. The pump pulse was started 100 ns after the first pi pulse on the observer
sequence and was incremented in 8 ns steps for 182 steps. The observer pulse frequency was
93.9996 GHz and the pump frequency was 93.64956 GHz, giving a frequency offset of 350
MHz. This was averaged at 10 kHz for 12 scans taking approximately 37 minutes to run.
Mb-S117R1 inter-pulse delays were τ1 = 244 ns and τ2 = 964 ns, with the same pulse
lengths as for Mb-S3R1. τ1 was optimised to minimise the effect of ESEEM (See Tm mea-
surements). This was carried out by monitoring a standard Hahn echo (pi/2-τ-pi-echo) using
rectangular pulses as a function of τ and optimised to give the largest echo. The pump pulse
was started 156 ns after the firstpi pulse on the observer sequence and was incremented in 8 ns
steps for 124 steps. The observer pulse frequency was 93.9996 GHz and the pump frequency
was 93.64956 GHz, giving a frequency offset of 350 MHz. This was averaged at 10 kHz for 9
scans taking approximately 19 minutes to run.
Mb-S3R1S117R1 inter-pulse delays were τ1 = 226 ns and τ2 = 1498 ns, with the same
pulse lengths as for Mb-S3R1. The pump pulse was started 124 ns after the first pi pulse on the
observer sequence and was incremented in 8 ns steps for 187 steps. Observer pulse frequency
was 93.9996 GHz and the pump frequency was 93.64956 GHz, giving a frequency offset of
350 MHz. This was averaged at 10 kHz for 12 scans taking approximately 38 minutes to run.
Measurements between the nitroxide labels on the doubly labelled mutant, Mb-S3R1S117R1
were carried out at 58 K with rectangular pulses, using the standard PELDOR sequence as
shown in Figure 6.14, A. This was carried out at the higher temperature where the T1 relax-
ation of the nitroxide is much more favourable, allowing for sequence repetition rates of 1
kHz. The results of the bisnitroxide measurements are denoted as S3R1-S117R1.
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S3R1-S117R1 inter-pulse delays were τ1 = 260 ns and τ2 = 1990 ns, with all standard
pulses with pulse lengths tpi/2 = 6 ns and tpi = 12 ns. The pump pulse was started 100 ns
after the first pi pulse on the observer sequence and was incremented in 8 ns steps for 262
steps. Frequency of observer pulse was 93.78516 GHz (gz) and the pump pulse was 93.92004
GHz (gy), giving a frequency offset of 134 MHz. This was averaged at 1 kHz for a single scan,
which took approximately 5 minutes to run. The PELDOR results for all 4 measurements are
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Figure 6.15: PELDOR results obtained at W-band for Mb-S3R1 (blue), MbS117R1(green), Mb-S3R1-
S117R1 taken at 6 K with observer Mb, pump nitroxide (red), and Mb-S3R1-S117R1 taken at 58 K
with observer nitroxide gz and pump nitroxide gy (purple). Left panel shows normalised raw data,
centre shows data post-background subtraction with black line showing the fit obtained using Deer-
Analysis2015 [57] and right showing the resulting distance distribution for each of the traces
All traces were analysed using DeerAnalysis 2015 [57] to subtract the background decay
and fit the time traces to obtain an approximate distance distribution. In the case of the singly
labelled mutants, Mb-S3R1 and Mb-S117R1, shown in Figure 6.15 in blue and green respec-
tively, show distances between the Fe(III) centre and the spin labels to be 3.17 nm and 2.57
nm respectively. The doubly labelled mutant, Mb-S3R1S117R1 Fe-Nitroxide measurement re-
sults in a flat, featureless PELDOR trace, whose distance distribution shows slight peaks which
overlay the distances obtained for the singly labelled versions. While this result agrees with
the singly labelled versions, it cannot be recommended as a primary method of determining
the Fe-N distances due to the lack of confidence in the fitting.
Large differences in the modulation depth have been observed between the Mb-S117R1
and Mb-S3R1, which achieved 5 and 20% modulation respectively. The exact cause for this
difference is not known, as there is no evidence of incomplete spin labelling in either sample
which would contribute to a reduction in modulation depth. The haem content of Mb-S117R1
is slightly lower at 70% than that of the Mb-S3R1 sample, however this would not be expected
to reduce modulation depth as this would result in less observer spins to excite which would
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reduce the overall magnitude of the signal, assuming any ‘free’ haem is removed through
washing. Another possible reason could be orientation selection of the label. The excitation of
the Fe centre will utilise only a small fraction of the spins present, representing a very narrow
band of angles in Y orientation. While gy on both the label and the Fe centre is well distributed
around the sphere, the label can only assume a number of conformations, depending on its
nearby environment. These conformations have been predicted using MtsslWizard [14], and
as shown in Figure 6.12, the S117R1 label conformations cover a much smaller distribution
of angles. Because the PELDOR measurement is carried out between gy on both centres, if
the label has less spin pairs in this orientation, the modulation depth is also expected to drop.
Given that an orientation study was not carried out on this system, by pumping the other
nitroxide orientations as well, one can only speculate whether this is a cause of the reduction
in modulation depth as observed here.
The measurement between the two nitroxide centres on the doubly labelled mutant shows
excellent signal to noise for a single scan experiment. This was carried out using rectangu-
lar pulses to avoid overlap effects between the pump and observer pulses. Given the label
concentration, (280 µM) the sample signal was extremely good and did not require any ad-
ditional improvement from broadband observer pulses. The distance distribution indicates a
label separation of 3.67 nm.
6.3.4 Rotamer library modelling of distances
In order to verify the distances obtained and check the sample has not mutated or undergone
extreme misfolding during mutagenesis, the distances between the labels and the Fe centre
have been modelled using two packages, MMM (Multiscale Modelling of Molecular systems)
[15] and MtsslWizard [14]. Both packages use x-ray crystallography derived structures of
proteins, and pre-calculated rotamer libraries containing all possible conformations of the label
to calculate inter-spin distance distributions. The rotamer libraries simulate flexibility of the
structure/bonds in spin labels to calculate all possible conformations of the nitroxide spin tag
when attached to specific sites within the protein. Both packages use different techniques
to simulate the rotamers, with MMM using a large database of pre-calculated rotamers to
reflect a range of physical parameters (such as temperature and solvent) whereas MtsslWizard
allows the user to calculate based on Van der Waals restrictions and swiftness of calculation.
Both methods of modelling are used broadly in the field of EPR, so both are used here for
comparison.
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In the case of MMM, 3 custom rotamer libraries were used, following advice from one of
the developers, Dr Yevhen Polyhach at ETH Zürich as to which would be must accurate for our
system. These were R1A UFF 216 298K, R1A UFF 216 CASD 298K and R1A Xray 298K, which
are all specialist libraries for the R1 spin label.
The MtsslWizard simulation was carried out using the ‘loose’ Van der Waals approximation,
which allows for conformations of labels closer than 0.45 nm to the protein structure, i.e.
below the VdW ‘cut off.’ This assumption is generally found to provide the most accurate
distance distributions in practice. The simulation also utilised the ‘painstaking’ thoroughness
search rotamer search setting to calculate 1,500 chi angle conformations of the label. The chi
angle is defined as the angle between the carbon-carbon bonds on the tether of the MTS label
between its attachment point and the radical.
In modelling the Fe(III)-R1 distance, both packages simulate the Fe centre to be a fixed
point coordinate within the structure and measure the distance between this coordinate and
the coordinates of the nitroxyl radical in all possible calculated conformations of the labels. It
then totals all possible distances and returns the corresponding distance distribution. Figure
6.16 shows a comparison of distance distributions obtained using fitting of the PELDOR data,
(black) and the distributions predicted by MMM and MtsslWizard (coloured) for all mutants
and and the different 4 PELDOR measurements carried out. It also shows the corresponding
raw experimental data, background corrected data and the resulting Pake patterns as obtained
using DeerAnalysis 2015.
For each of the mutants, the simulated distances were up to 0.3 nm different than ex-
perimentally measured at W-band. However, this is within the bounds of accuracy of the
rotamer-library-based approach, although we also do not rule out contributions from freezing
induced changes to the spin label. Orientational effects can reduce the accuracy of PELDOR
measurements at W-band. Although the haem is expected to be relatively rigid, and the pump
pulse will be highly selective, a broad range of Euler angles will still be excited by a probe
pulse situated towards the centre of the Fe spectrum. Similarly an even broader range of Euler
angles is excited by the wideband pump pulse centred on the gy part of nitroxide, which is
also expected to have a rather broad range of orientations with respect to the haem. Thus a
reasonable approximation to a full Pake pattern is expected, although not fully observed. It
should be noted that the maximum frequency offset between pump and probe is limited by the







Figure 6.16: PELDOR data for all Metmyoglobin mutants and their comparisons with various rotamer
library derived distance distribution simulations. (a) Mb-S3R1 at 6 K, (b) Mb-S117R1 at 6 K, (c) Mb-
S3R1-S117R1 at 58 K and (d) Mb-S3R1-S117R1 at 6 K. Column 1 shows normalised experimental data
with background fit in red, column 2 shows background corrected data (black) with red line showing
the fit obtained using DeerAnalysis2015. Column 3 shows the resulting Fourier transform of data in
column 2 (Pake pattern) and column 4 showing the resulting distance distribution (black) using MMM
libraries: R1A UFF 216 298K (blue), R1A UFF 216 CASD 298K (green) and R1A Xray 298K (orange),
and MtsslWizard in purple.
orientations of the Fe centre. The spin density is also expected to be largely centred on the
Fe, as nitrogen and proton hyperfine couplings are relatively small, as indicated in Reference
[89].
6.3.5 Comparison with Q-band
A direct PELDOR sensitivity comparison was carried out between Q-band and W-band using
Mb-S117R1 system, shown in Figure 6.17. The Q-band measurements were carried out on our
research group’s commericial spectrometer. The Bruker Elexsys E580 system utilises a high
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power (150 W) travelling wave tube (TWT) amplifier with a probe supporting a cylindrical
resonator (ER 5106QT-2w). This particular resonator operates around 34 GHz in the TE012
mode. The Q-band measurements were conducted at 15 K (which was limited by T1 relaxation
time). The frequency of separation between the pump and probe was 80 MHz, which was
limited by the cavity. This involved observing on the Fe and pumping the peak of the nitroxide.
The inter-pulse delays were τ1 = 216 ns and τ2 = 1000 ns, using standard rectangular
pulses of 32 ns. The pump pulse had a length of 26 ns and was started 80 ns after the first
pi pulse on the observer sequence. This was incremented in 8 ns steps for 132 steps. Addi-
tionally, the sequence utilised nuclear modulation averaging by altering τ1 in order to remove
ESEEM effects from the traces. This averaging is included in the overall number of scans.
The sequence repetition rate used was 3.3 kHz, which was limited by the spectrometer, for 36
scans taking approximately 18 minutes to run. The W-band measurements were made at 6




























Figure 6.17: Comparison of W-band with composite pulses (blue) and Q-band (red) PELDOR traces
obtained using sample Mb-S117CR1. Left shows raw normalised data, centre shows data after back-
ground correction with fit added, and right shows the corresponding distance distributions.
Signal-to-noise ratios for Q-band and W-band were calculated to be 28 and 156 respec-
tively. This equates to an improvement of 5.5 times in signal-to-noise using HiPER versus the
commercial Q-band spectrometer. It should be noted however that HiPER can accommodate a
much larger sample volume (80-150 µL, 90µL in this case), in comparison with 60 µL used in




6.3.6 Q-band versus W-band relaxation study
T1 relaxation as a function of temperature
While conducting the comparison experiments on the Fe(III)-nitroxide experiments between
W-band and X/Q-band, it was observed that it was possible to measure at much lower tem-
peratures and with much higher repetition rates at W-band. In order to investigate why this
might be the case, experiments were carried out comparing the longitudinal relaxation (T1) as
a function of temperature at Q and W-band on Mb-S3R1S117R1, observing on the Fe centre,
in probe position as per the PELDOR experiments.
The inversion recovery experiment was performed using the pulse sequence as shown in
Figure 6.18. The pulsed experiment works by using an initial pi pulse to invert spins from equi-
librium into the excited (-Z) state, then a Hahn echo (pi/2→ pi→echo) sequence is displaced
away from the initial inversion pulse and its echo recorded. The greater the time between the
initial inversion and the Hahn echo sequence, the longer the spins have to recover, resulting in
a trace that illustrates the longitudinal relaxation of the spins. It is essential to phase cycle or
use different oscillators to remove any spurious echoes from the trace. In the case of HiPER, the
DRO oscillator was used for the Hahn echo, and the PMYTO oscillator was set to 93.9996 GHz
for the inverting pulse (to match the frequency of the DRO). The Bruker spectrometer used a






Figure 6.18: Diagram showing the T1 relaxation pulse sequence used. The light blue inversion pulse
is same frequency, but incoherent to the darker blue pulses.
In the experiments carried out at W-band, τ = 276 ns, which was chosen to minimise
ESEEM, and T was incremented from 50 ns in 100 ns steps for 601 steps, pi/2 and pi pulse
lengths were 5 and 10 ns and the sequence repetition frequency was set to 100 Hz. The low
repetition frequency was also chosen to reduce any saturation between shots. The trace was
normalised by repeating the experiment without the initial inversion pulse, and averaging the
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echo amplitude obtained to obtain the fully relaxed value.
In the Q-band experiments, τ = 312 ns, also chosen to minimize ESEEM, T was incre-
mented from 380 ns in 3000 ns steps for 1200 steps at 5, 6, 8 K, at 10 K it was incremented
from 380 ns in 1000 ns steps for 600 steps, and at 15 K it was incremented in 100 ns steps
for 600 steps. The pi/2 and pi pulse lengths were 16 and 32 ns and the sequence repetition
frequency was set to 250 Hz.
The W-band and Q-band curves are shown in Figure 6.19(a) and 6.19(b), where it should
be noted that sensitivity decreases rapidly with increasing temperature. The data was fitted
using MATLAB curve fitting toolbox, to the equation f(x) = c - a*exp(-b*x) where b = t/T1.
The T1 fits versus temperature are summarised in Tables 6.2 and 6.3.



















































Figure 6.19: Inversion recovery experimental results obtained at (a) W-band and (b) Q-band as a
function of temperature.
Temperature/K T1/µs
5 30.60 ± 0.20
10 14.07 ± 0.14
15 6.01 ± 0.14
30 5.86 ± 0.47
Table 6.2: Summary of curve fitting results for T1 measurements carried out at W-band, as shown in
Figure 6.19.
The results show that the T1 relaxation at W-band is significantly faster than that at Q-
band. At 5 K the T1 of the Mb is 30.8 µs at W-band and 1.1 ms at Q-band. The shorter T1
allows much faster averaging of data in PELDOR measurements at W-band versus Q-band,
allowing for more waveforms to be acquired per second, thus increasing the SNR. At higher
fields, direct spin-lattice relaxation process becomes dominant over the Raman relaxation pro-




5 1103 ± 32
6 520.8 ± 14.8
8 149.4 ± 8.7
10 47.03 ± 3.88
15 6.544 ± 0.29
Table 6.3: Summary of curve fitting results for T1 measurements carried out at Q-band, as shown in
Figure 6.19.
to scale as T−1B40, and thus has a very strong field (B0) dependence which becomes significant
at W-band. Lower temperatures also increases the signal magnitude due to the Boltzmann
distribution, as the lower (ground) state is more highly populated at lower temperatures. This
indicates that even if the experiments were carried out at temperatures where their relaxation
rate was similar, the higher field experiment would have a larger echo amplitude due to the
fact it is at a lower temperature. It should, however be noted that the T1 of the Fe at Q-band
at its measurement temperature of 15 K is faster than that of the the T1 measured at the mea-
surement temperature at W-band, at ∼ 5 µs versus ∼14 µs. This indicates the Q-band would
benefit from a slight reduction in temperature, in order to accommodate the more favourable
longitudinal as in the W-band case. This slight reduction would be expected to increase the
signal slightly, but not as significantly as in the W-band case, where the significantly lower
temperature benefits from Boltzmann distribution effects.
Tm relaxation as a function of temperature
Phase memory time (Tm) measurements were carried out at W-band and Q-band on the dou-
bly labelled Mb-S3R1-S117R1 at the probe (Fe(III)) position using the following sequence:
pi/2→T→ pi →T→echo. This was conducted to gauge the severity of the ESEEM effect as a
function of field and frequency, and to also determine the distance measurement limitation
using such systems.
At W-band this was carried out with pi/2 and pi pulses of 5 and 10 ns. T was incremented
from 200 ns in 10 ns steps for 301 steps. This was carried out at 5, 15 and 25 K. At Q-band the
pulse lengths were 16 and 32 ns, and T was incremented from 180 ns in 4 ns steps for 1024
steps. This was carried out at 5, 10 and 15 K. Results are shown in Figure 6.20.
As seen in Figure 6.20, both W-band and Q-band show strong ESEEM effects in the echo
decay. This is shown through the modulation of the echo decay at small T, due to coupling
of the Fe(III) to nitrogen and protons in the surrounding porphyrin ring. The effect is much
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(a) W-band T1


























Figure 6.20: Phase memory time (Tm) experimental results obtained at (a) W-band and (b) Q-band as
a function of temperature.
more pronounced at Q-band than at W-band, which is why nuclear modulation averaging was
utilised when conducting the Q-band PELDOR, whereas at W-band τ1 was optimised. The Tm
at W-band at 5 K is approximately 1.1 µs. This limits the distance that can be measured using
PELDOR, as at least 1.75 periods of dipolar modulation is generally required to sufficiently
resolve the distance distribution [2]. At t= Tm point, the echo has a magnitude that is∼1/e the
size of the echo at t=0, thus, to measure at t> Tm requires extensive averaging as it is expected
that the echo will be very noisy due to its small amplitude. For a Tm of 1.1 µs, and imposing
1.75 dipolar evolutions requirement, it means that one can expect to be able to resolve a




[5]. While the Mb-S117R1 measurement distance of 2.57 nm was comfortably within this
bound, the Mb-S3R1 at 3.17 nm is at the near limit, which explains its poor SNR in comparison.
This observation however is assuming that the Tm for the singly labelled mutants matches that




In this chapter, composite pulses were used in PELDOR experiments on iron-nitroxide systems
resulting in large gains in measurement sensitivity and measurement run time. This was ini-
tially tested on a human neuroglobin (NGB) by observing using the broad metallic low-spin
iron haem centre, and inverting the nitroxide spin label using the pump pulse. Initial mea-
surements as X-band on this system required 24 hour averaging time, and still resulted in poor
signal-to-noise [17]. By replacing the observer sequence pi pulses in the PELDOR experiment
with composite pulses, the resulting composite echo was 2.7 times larger than the rectangular
equivalent, resulting in a 1.78 times improvement in echo area, and thus 1.78 times enhance-
ment in signal-to-noise. By replacing the pump pulse with a composite pulse, and observing
using rectangular pulses, a much larger bandwidth of spins were excited and inverted by the
pump pulse, resulting in 80% enhancement in modulation depth. This increase in signal level
resulted in an overall increase in signal to noise of 1.59 times in comparison with the rectangu-
lar PELDOR sequence. The benefits of the enhanced composite echo and improved modulation
depth were combined by using a all-pi composite PELDOR sequence, which gave an overall en-
hancement of a factor of 3 versus the rectangular pulse sequence. Thus, by replacing inversion
pulses with composite equivalents, one is able to reduce the averaging time required by a fac-
tor of 9. In comparison with the results achieved at X-band, this equated to a factor of 31
times improvement in sensitivity, using composite PELDOR at W-band versus the rectangular
equivalent on a X-band Bruker spectrometer.
This work was explored further through measurements on a similar haem iron protein sys-
tem with the Myoglobin project. This involved further iron-nitroxide PELDOR experiments on
3 mutants of a myoglobin protein, two singly-labelled and a doubly-labelled version. Using
all-pi composite PELDOR, measurements could be obtained in 20-40 minutes. Measurements
on the singly-labelled mutants were compared with those obtained using the doubly-labelled
mutant, which showed the distance distribution to agree well. They were also compared to
distance distributions generated using modelling packages and found to not agree exactly. It
was discovered by conducting inversion recovery relaxation measurements that one of the con-
tributing factors to the large sensitivity enhancements at W-band versus lower frequency/field
measurements was due to the different relaxation processes involved at higher field. At higher
field (W-band, 3.35 T), the T1 relaxation of the Fe centre was significantly faster at lower
temperatures than at Q-band (1.1 T) allowing for many more waveforms to be acquired per
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second, increasing the SNR. This is due to direct spin-lattice relaxation processes that become
dominant over Raman relaxation processes. This meant that experiments at W-band could be
conducted at much lower temperatures (6 K) where it also benefits from Boltzmann distri-
bution effects, increasing the echo amplitude. PELDOR results on one of the singly labelled
mutants were carried out at Q-band for SNR comparison purposes, where it was shown that




Cobalt-Nitroxide orientational PELDOR and
RIDME study
This chapter will discuss orientational PDS measurements carried out on a model system with
a Cobalt metal centre, and two nitroxide labels. Systems like this have previously been studied
at X and Q-band, where combinations of single and double nitoxyl-metal measurements have
been carried out [44, 45, 92] to explore the relative orientations of the labels and metal centre.
This study is focused on a doubly labelled version measured at W-band, where it is possible
to resolve the relative orientations of the nitroxide label. The aim is to explore how high
field PDS techniques can be utilised to measure the relative orientation between the labels,
and also between the metal centre and the labels, in particular using RIDME. At the time of
writing, this is the first demonstration of orientation selective measurements carried out using
the single-frequency RIDME technique.
Unlike the haem-based systems discussed in the previous chapter, the Co(II) centre is not
chelated to a porphyrin, but it is also coordinated by nitrogens, provided by 6 surrounding
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pyridine groups. Pyridine groups are structurally similar to the benzene ring, but in the case
of the pyridine, one of the six methine (carbon-hydrogen) groups is substituted for a nitrogen.
Four pyridine groups bond via reduction (removal of hydrogen) to produce terpyridine. In
this complex, the terpyridine is attached to a linker containing a nitroxyl spin label, creating
the monomer unit. Two units then join, ligating Co(II) in the centre, between the six central
nitrogens from the bis-terpyridine units. This creates a rod-like dimer structure with the Co(II)
at the centre, and two nitroxide labels at either end, as shown in Figure 7.1.
Figure 7.1: Diagram showing the structure of Co(II)-Terpyrdine model system used in this study.
Similar to the Fe(III) haem systems considered in Chapter 6, the Co(II) centre is in a low-
spin state due to the high-field ligand action of its coordinating nitrogens. The reduced Co(II)
itself has an electronic configuration where its highest occupied orbital is 3d, which has 7
electrons. In the case where it is not ligated, the Co(II) centre has an overall spin S = 5/2,
however, under the action of a high-field ligand, such as that provided its 6 coordinating
nitrogens here, the d-orbital’s lower t2g level is doubly occupied with 6 of the 7 electrons,
and the additional 7th is unpaired in an eg level orbital (see Figure 6.3(b)). This results in an
overall spin state of S = 1/2. The low-spin state results in axial g-tensors, which have been
previously determined by Kremer et al. [93].
This model system allows for orientation selective studies to be carried out between the
two labels, and between the Co(II) centre and the labels. The aim of the experiments are to
investigate how Relaxation Induced Dipolar Modulation Enhancement (RIDME) can be utilised
along with more traditional PELDOR techniques to explore structural information about such a
system. The first part of this chapter will focus on the orientation selective RIDME (osRIDME)
measurements and orientation selective PELDOR (osPELDOR) measurements, all conducted
using standard rectangular pulses, and will discuss the combination of all measurements to
provide understanding of the structure of the system.
This study has been conducted in collaboration with Dr Bela Bode’s research group in the
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School of Chemistry at St Andrews. All samples were synthesised by his PhD student (at the
time) Dr Angeliki Giannoulis, and all EPR measurements presented here were carried out by
the author.
7.1 Co(II)-Terpyridine: Orientation predictions
Based on extensive orientation studies that have been carried out previously at W-band on
bisnitroxide model systems [22], and the expected g-tensor alignment of the Co(II) terpyri-
dine centre as determined by Kremer et al. [93], it is possible to make predictions for where
parallel and perpendicular components of the dipolar oscillations will occur. The nitroxyl g-
tensors can be assigned relative to the molecular framework, such that gx is collinear along
the bond joining the N-O group, gy is perpendicular to gx in the plane of N-O bond, and gz is
perpendicular to both gx and gy , out of the plane. This is shown in Figure 7.2.
From this assignment and with reference to the molecular structure of Co(II)-terpyridine
(Figure 7.1), we can assign ~rAB, the vector joining the two spin centres to run parallel with
the molecular backbone of the molecule, such that gx is approximately ∼ 20-30◦ off axis from








Figure 7.2: Annotated version of Figure 7.1 showing the orientation of rAB and the g-tensor orientations
of the NO• radicals.
While the molecule itself is regarded to be moderately rigid, there will be some flexibility
between the terpyridine unit and the linker connecting the nitroxyl group. This will result in
the nitroxyl tracing out a cone of opening ∼25◦, which will lead to a mixing of the XX and
XY components. In the simplest case, where gx is parallel to ~rAB, and both gy and gz are thus
perpendicular to ~rAB, the dipolar oscillation frequencies given in Table 7.1 would be expected.
The table shows that one should expect ν‖, the double frequency on XX and ν⊥, the single
frequency (ν⊥ = 2ν‖) on YY, ZZ, ZY, and YZ, with no modulation occurring between XZ, ZX,
YX and XY, as there should be no collinear components in these orientations. Due to the
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X Y Z
X ν‖ - -
Y - ν⊥ ν⊥
Z - ν⊥ ν⊥
Table 7.1: Orientation frequencies expected between relative orientations of the NO•-NO• centres
symmetry of the pairs, one can carry out a full orientation measurement by measuring just 6
pairs of pump and probe.
In order to predict assignment of ν‖ and ν⊥ between the Co(II) centre and the nitroxyl
centres, relative to ~rAB, one requires insight of the assigned orientation of the Co(II) g-tensors
relative to the terpyridine group. From the literature, Kremer et al [93] have determined g-
values as ~g = (2.26, 2.09,2.03), with the lowest g-value, gz to be orientated in the direction
of central bond of the terpyridine group, and thus aligned along ~rAB. Due to the bandwidth
restrictions of the W-band instrument, we can expect to observe the orientation of Co(II) closest
to the nitroxyl centre (g=2.003 to 2.008), which will correspond to Co(II) gz . Based on this,
we should thus expect NO gx -Co(II) to have the largest ν‖ oscillation, and little oscillation in
both NO gy and NO gz orientations, as neither are collinear with Co(II) gz and ~rAB.
The RIDME experiment is used to measure the relative orientation of NO• to ~rAB, as its dipo-
lar oscillation is dependent on spontaneous relaxation of the Co(II) centre, and is independent
of the orientation of the Co(II) centre. Unlike PELDOR, where the dipolar oscillation is only
possible between the particular orientation of Co(II) chosen by the probe pulses, RIDME only
measures the relative orientation of the observed nitroxide relative to ~rAB. Thus, it can be used
to confirm the assignment of NO• relative to ~rAB, as determined in the NO•-NO• osPELDOR.
7.2 Sample prep and field swept echo
The sample was prepared in a similar way to the synthesis described in Reference [92], ex-
cept using Co(II) instead of Zn(II). The model was dissolved in an optimised glass-forming
solvent consisting of 80% deutrated DMSO-d6:10% D2O:10% Ethylene glycol, to provide bis-
terpyridine concentration of 200 µM. The sample was loaded into a FEP tube (∼100 µL) flash
frozen and loaded into a pre-cooled sample puck. This was then loaded into the precooled
cryostat at 130 K, before attempting to anneal it. The initial load and subsequent tempera-
ture increase showed a dramatic reduction in cross-polar signal at ∼175 K, suggesting that
the sample was annealed. However, due to the presence of large proportion of DMSO, the
sample did not follow the same annealing process as observed in samples in a water/glycerol
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glassy matrix/solvent. The sample suffered greatly from cracking at different temperatures,
characterised by large, sudden jumps in amplitude of the cross polar cw signal, in particular at
60 K, resulting in a reduction of the observed echo signal when measured. The solve this, the
temperature was raised to take it above its glass transition temperature, to remove the cracks,
before being quickly lowered, using a high flow rate of liquid helium, to 11 K for testing. This
method ensured minimal cracking occurred.
A field swept echo experiment was set up by optimising a Hahn echo on the Co(II) centre.
This was carried out by optimising the lengthpi/2 andpi pulses used in the Hahn echo sequence
at maximum pulse power, and altering the position of the roof mirror to provide the optimal
echo amplitude. The pi/2 and pi pulse lengths were set to 5 and 10 ns respectively. The Hahn
echo sequence was set up with τ = 250 ns. The field was then reset, and measurement of the
spectra was obtained between 3167 mT and 3397 mT, in 0.4 mT steps. The resulting spectrum
is shown in Figure 7.3.
*
3200 3250 3300 3350 3400
Field/mT
Figure 7.3: Absorption spectrum obtained using a field swept echo experiment on Co(II)-terpyridine
model system at 11 K. The spectra shows the underlining broad Co2+ line and the nitroxide label. The
5 bumps shown around the nitroxide line (asterisk) are Manganese contaminants.
The spectra illustrates the extent of the Co(II) line at 94 GHz, showing a broad line which
decreases in magnitude to the low field side of the nitroxide line. It also shows that there are
manganese contaminants present in this sample.
In order to accurately determine the field positions on the nitroxide for later orientation
selective measurements, the field swept echo experiment was repeated at 30 K, with the echo
optimised on the nitroxide line. This was carried out using 6.5 ns pi/2, 13 ns pi pulse lengths
and τ = 400 ns. The field was stepped in 0.1 mT steps, from 3340 to 3365 mT. The resulting
spectrum is shown in Figure 7.5.
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7.3 Co(II)-Terpyridine: Relaxation studies
In order to optimise the temperature in the PELDOR and RIDME studies, longitudinal relax-
ation measurements were carried out on the Co(II) centre. This was conducted using an inver-
sion recovery experiment, using the same sequence as given in Figure 6.18, with pulse lengths
of pi/2 = 9 ns and pi = 18 ns, τ = 250 ns where T was incremented from 50 ns in 100 ns steps
for 801 steps. The sequence repetition rate was set to 100 Hz, with 100 waveforms averaged
per point. This was carried out at 20 and 30 K. The data was normalised by repeating the
sequence, without the initial inversion pulse, and normalising the decay curve to the average
of the normalisation sequence magnitude. The results are shown in Figure 7.4

























Figure 7.4: T1 relaxation measurement conducted via inversion recovery as a function of temperature
at 3,317.15 mT. Fit (orange) for 30 K data was obtained used Curve Fitting Toolbox in MATLAB.
The curves show a dramatic difference in T1 relaxation between 20 and 30 K, with the 20
K echo recovering ∼ 30% of maximal echo amplitude after 80 µs. The Curve Fitting toolbox
in MatLAB 2016b was used to determine T1 as a function of temperature, using the relation:







The 30 K data curve showed the magnetisation had recovered to ∼97% of full recovery
amplitude, V(t) = 1 by the end of the trace, returning T1(20 K) = 24.49 ± 0.34 µs. How-
ever it was not possible to obtain a fit to the data at 20 K, due to the limited recovery of the
magnetisation. The value obtained at 30 K was in broad agreement with that obtained dur-
ing experiments on the sample at X and Q-band, and was sufficient to optimise the RIDME
experiment.
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7.4 Orientation selective PELDOR NO•-NO•
To explore the flexibility of the molecule, and determine the molecular backbone, or ~rAB vector
of the system, osPELDOR experiments were carried out between the two nitroxide labels. At
W-band, it is possible to resolve the 3 orthogonal orientations of the label with respect to the
main field, B0. Thus, by placing pump and probe pulses appropriately, it is possible to deter-
mine the relative orientations of the labels to the field. If the orientations are collinear, large
modulation depths are observed, whereas non-collinear orientations are not. The experiments
were carried out using 6 measuremsents, with pump and probe locations as shown in Figure
7.5. It should be noted that all measurements were carried out with probe pulses placed on
the lower magnitude field position, with the larger magnitude used as pump, to maximise
modulation depth.








Figure 7.5: Pump and probe positions used in the NO-NO osPELDOR experiments
PELDOR experiments were carried out at 10 K, and not at 50-58 K as typically used for
bisnitroxide measurements, due to instabilities in the sample at 58 K which led to frequent
cracking and increased loss of signal within the sample. While going to lower temperature
increases the amplitude of signal, the T1 relaxation increases considerably, resulting in much
slower sequence repetition frequencies (SRF) and thus, less waveforms can be averaged per
second. In the previous study of this sample at Q-band, 20 K was used, but it was found that
the best SNR could be achieved at 10 K, using a SRF of 20 Hz. It should be noted, this was also
limited by the stability of the EIK amplifier in the system, which produces random fluctuations
in output at SRF < 20 Hz.
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The osPELDOR experiments were carried out using the standard 4-pulse PELDOR sequence
(shown in Figure 6.14(a)) with τ1 = 200 ns, τ2 = 4800 ns. The pump pulse was started 100
ns after the first inversion probe pulse and displaced 20 ns per step for 221 steps. The pulse
lengths for each experiment were optimised based on excitation bandwidth requirements and
power available at the particular frequency. All probe pulses were carried out using the main
fixed oscillator (DRO) on HiPER with f1 = 93.9996 GHz, with the main field set to the off-
set indicated in the field swept echo experiment (Figure 7.5), and the pump pulse frequency,
f2, set using either an external input oscillator or the internal phase locked tunable oscillator
(PYMTO) to produce the required offset. The power level/amplitude of the pulses was op-
timised by setting the main W-band attenuator to produce the required pulse amplitude for
the chosen pulse length on the probe pulses, then the amplitude required for the pump pulses
was set by directing pump pulses along the variable attenuator pulse path, and level set by
optimising its attenuation. The parameters used in the experiment are summarised in Table
7.2.





XX 3346.15 93.939 70 6,12 13
YX 3345.65 93.868 131 6,12 10
YY 3349.15 93.929 70 16,32 28
XZ 3355.15 94.265 -265 6,12 18
YZ 3355.15 94.134 -135 16.32 38
ZZ 3358.15 94.069 -70 12,24 26
Table 7.2: osPELDOR parameters
The data was then processed using DeerAnalysis 2015 [57], to remove background decay
and to calculate the frequency components of the time trace data. The data and resulting Pake
patterns are shown in Figure 7.6.
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Figure 7.6: Plot showing the osPELDOR data obtained between the NO-NO groups of the Co(II)-
Terpyridine model system, with left showing normalised raw data, centre data post background sub-
traction, and right showing the Fourier transform of the centre trace, or Pake pattern.
X Y Z
X ν‖ DNO DNO
Y ν‖ ν⊥ DNO
Z ∼ ν⊥ ν⊥ ν⊥
Table 7.3: Orientation frequencies measured frequencies between relative orientations of the NO•-NO•
centres. DNO cells were not observed, and the greyed cells do not agree with predicted orientations
(Table 7.1), in the case of rigid model approximation.
The data shows that the PELDOR oscillation is strongly orientationally selective, as 2 out
of 6 traces obtained have double the dipolar frequency of the other 4. There are some dis-
crepancies between the predicted frequencies as a function of relative orientation and those
measured. This is summarised in Table 7.3. The XX orientation shows the expected double
frequency (ν‖) inferring XX to be parallel to ~rAB, and ZZ, YY and ZY all show the expected
single frequency (ν⊥) inferring that they are perpendicular to ~rAB. There is some modulation
seen in the remaining measurements that does not agree with the predicted case, in that YX
shows strong ν‖ oscillations and ZX shows much weaker ν⊥ oscillation. In the case of the YX
measurement, this can be attributed to the tilting of x with respect to ~rAB, from the flexibility
of the linker, leading to the nitroxyl group assuming a cone of conformations, centred around
~rAB. This will permit in certain conformations for Y to be parallel to ~rAB. It should also be noted
that the gy exhibits an extremely broad range of Euler angles, which makes it a poor choice
for precise orientation selectivity. The small modulation on ZX can be attributed directly to
the flexibility of the molecule, and given its small modulation depth, it suggests that there are
very few labels with collinear gx and gz . This modulation behaviour was also observed in the
previous W-band bisnitroxide study [22], as mentioned earlier in this section, with oscillation
in YX and ZX, and was modelled by the tilting of x with respect to ~rAB, modelled with the cone
of conformations from the linker.
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7.5 Co(II)-Terpyridine: PELDOR Co(II)-NO•
PELDOR measurements were also carried out between Co(II) centre and the 3 orthogonal
orientations of the nitroxide, in order to gauge the relative orientation between the portion
of Co(II) spins excited by the probe pulses and the nitroxide orientations. The probe pulse
was placed at 3332 mT, and pump pulses were placed at NO gx = 3347 mT, NO gy = 3350
mT and NO gz = 3355 mT, as shown in Figure 7.7. The offset was chosen to maximise the
Co(II) signal magnitude, as it becomes larger further from the nitroxyl part of the spectrum.
The field position 3337 mT was also considered, as it would reduce frequency offset between
pump and probe pulses, but would involve measuring on top of a manganese peak, which
may cause erroneous effects in the measurement. In order to place the probe at 3332 mT,
and pump pulses around 3355 mT, it required large frequency offsets to be accommodated
within the spectrometer, ranging from 420 MHz to 644 MHz. While this is possible within the
usable bandwidth of the amplifier (∼ 800 MHz), it is not possible to use the fixed-frequency
(DRO) oscillator for one of pulses (with the magnetic field positioned for this location on
the spectrum), and simultaneously use the tunable (PMYTO) oscillator for the other pulse, as
this would place the other pulse outside the usable bandwidth, which is centred around the
DRO frequency of 94 GHz. Instead, the sweep coil position is located such that both pulses
can be given moderate offset from 94 GHz, with both pulse frequencies provided by tunable
oscillators. The power output from the spectrometer varies as a function of frequency, so to
avoid any complications and to ensure consistency of excitation, the probe pulses on Co(II)
were kept fixed at 94.4 GHz for all experiments. This meant that the pump pulses were offset
from this position by +150, +182 and +230 G. The sweep coil field was set to -7 G, resulting
in pump frequencies of fx = 93.9804 GHz, fy = 93.8908 GHz and fz = 93.7564 GHz.
Probe and pump pulse lengths were optimised for power levels available at their respective
frequencies. The probe used 6 and 12 ns pi/2 and pi pulse lengths, with pump pulses on NO
gx , NO gy and NO gz using 12, 13 and 12 ns pi pulses respectively. The experiment was carried
out using the standard 4 pulse PELDOR sequence (Figure 2.6), with τ1 = 250 ns and τ2 = 850
ns. The pump pulse was started 100 ns after the first probe inversion pulse, and was displaced
8 ns per step for 101 steps. This was carried out at 15 K to optimise the SRF of the sequence
when observing using the metal centre. In this case it was carried out using SRF of 1 kHz,
with 1,000 averages taken per point.
The PELDOR results are shown in Figure 7.8.
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Figure 7.7: Pump and probe positions used in the Co(II)-N PELDOR experiments






















































Figure 7.8: PELDOR results obtained between low-g Co(II) and the 3 orientations of the nitroxide
centre. Left shows raw, normalised data, centre background subtracted, and right shows the FFT of the
centre plot.
The Co(II) probe position excites the ‘low-g’ orientation of the Cobalt centre, which accord-
ing to Kremer et al’s analysis, should be gz which is orientated parallel to ~rAB. The NO
•-NO•
results infer gy and gz of the nitroxide centre to be perpendicular to ~rAB, thus it should be
expected that the PELDOR measurement should have returned large double frequency (ν‖)
modulation between Co(II)-NO gx and little to no modulation on Co(II)-NO gy and Co(II)-NO
gz . The opposite is observed here. The results in Figure 7.8 show large, single frequency (ν⊥)
modulation on Co(II)-NO gy and Co(II)-NO gz and a much smaller modulation on Co(II)-NO
gx . The strong presence of the double frequency between the Cobalt centre and orientations of
the nitroxide centre which have been previously proven to be perpendicular to ~rAB, infers that
the assignment of the low-g component of the Co(II)-terpyridine to be aligned parallel to ~rAB
is incorrect, and it is must perpendicular to ~rAB. The NO
•-NO• measurement points strongly
to NO gx being parallel to ~rAB, thus the small modulation depth showing the single frequency
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component (ν⊥) must be as a direct result of the flexibility of the dimer structure, which allows
for a limited fraction of conformations with gx of the nitroxide to be perpendicular to ~rAB.
Due to the broadband nature of Co(II)-terpyridine centre, the pump pulse can only invert
a small fraction of the spins, thus it probes a very selective portion of all orientations possible.
Thus the W-band measurement gives high confidence that Kremer et al’s assignment from 1982
is incorrect. A similar issue was also found during the EPR study of a Cu(II)-terpyridine system
[94], where the authors used modern Density Functional Theory (DFT) calculations to verify
the assignment, and found DFT to agree with their EPR observations. The issue was attributed
to an ‘unusual convention’ used in g-tensor assignment in a number of articles at the time.
Following on from this result, DFT calculations were carried by St Andrews’ computational
NMR group, led by Prof Michael Bühl on the Co(II)-terpyridine centre. The group was able
to verify using DFT calculations that the g-tensor corresponding to the central pyridine (i.e.
along ~rAB) to be the largest g-value, not the smallest, as suggested by Kremer et al, inferring
a swap of gxand gz in the notation. This result then agrees with the Co(II)-NO
• osPELDOR
data presented here, where the lowest g-value Co(II) is observed, and it corresponds to an




The main purpose of this study was to explore the effectiveness of using the single-frequency
PDS technique, RIDME (Relaxation Inducted Dipolar Modulation Enhancement) to extract
orientation information from metal-nitroxide systems. The RIDME technique is best utilised in
systems where there is a large difference in longitudinal relaxation between the spin centres
present. This means it is not best suited for NO•-NO• systems, where T1 is approximately
equal, but is ideal for measuring between NO• and metal centres. RIDME is advantageous
over PELDOR as an observation is generally carried out using the centre with the longest T1,
enhancing sensitivity, and removing the requirement for excessively low temperatures and
high sequence repetition rates. In a direct comparison, it has been reported that RIDME in
favourable circumstances can offer an enhancement in SNR of 7 over PELDOR measurements
[18].
RIDME relies on the relaxation of the faster relaxing centre to produce the dipolar mod-
ulation effect. A pulse sequence is carried out on one set of spins A, and should any coupled
B spins spontaneously flip, the observed A-spins precesion frequency will be shifted by ωdd ,
resulting in a modulation of its echo amplitude. The shift in ωdd similar to the PELDOR ex-
periment, is dependent on the orientation of ~rAB, the vector joining the two spin centres, with
the static magnetic field, B0.
7.6.1 3-pulse RIDME
RIDME measurements were carried out on the Co(II)-terpyridine system by observing on the
3 orientations of the NO• centre. This experiment was conducted initially using the non dead-
time free 3 pulse sequence and later using the full 5-pulse deadtime free method. The 3 and
5-pulse sequences are shown in Figure 7.9.
The mixing time, T for the measurement was obtained from the T1 measurement which
returned 24.5 µs at 30 K (Figure 7.4) and was thus set to 25 µs. The 3-pulse sequence was
used initially to check that dipolar oscillation could be observed. This was carried out on the
NO gy and NO gz orientations, with τ = 120 ns and 5.5 ns pi/2 pulse lengths. The latter 2
pulses in the sequence were displaced in 8 ns steps for 126 steps. The resulting time traces
are shown in Figure 7.10.
It is difficult to extract distances from this 3 pulse experiment as the zero time of the
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Figure 7.9: (a) 3-pulse RIDME sequence, (b) 5-pulse RIDME sequence.


















Figure 7.10: Normalised time traces obtained using 3-pulse RIDME sequence to observe on gy and gz
orientations of the nitroxide centre. Traces show some modulation, and strong background decay.
oscillation is not observed. It does however show evidence of oscillation, which indicates that
the mixing time is appropriate to observe the RIDME effect at this temperature.
7.6.2 5-pulse RIDME and phase cycling
5-pulse RIDME experiment requires 8-step phase cycling in order to remove echo crossings
from the traces, that occur due to the number of pulses, and thus, large number of coherence
transfer pathways involved in the measurement. This was carried out on HiPER using the 4-
channel vector modulator, with each channel set manually to produce the required +x, +y, -x
and -y phases. It should be noted that the +x was set by merely bypassing the vector modu-
lator. At the time of the experiment, HiPER did not have 8-step phase-cycling programming,
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requiring each of the 8 traces to be acquired individually, and to be manually processed to
produce the desired time trace. The phase cycling used is summarised in Table 7.4.
ϕ1 ϕ3 ϕ4 Detection
+x +x +x +
+x -x -x +
+x +y +y +
+x -y -y +
-x +x +x -
-x -x -x -
-x +y +y -
-x -y -y -
Table 7.4: 8-step phase-cycling sequence used during the 5-pulse RIDME experiments. ϕi refers to the
ith pulse in the sequence. Detection refers to the magnitude of signal, in the case of - detection, the
trace must be inverted before addition to + traces
In contrast to other experiments on HiPER, where the magnitude or resultant of the in-
and out-of-quadrature signal (Resultant =
p
I2 +Q2) is used, in order to maintain the sign
of the signal, the in-quadrature signal is used, with the global phase adjusted at the start of
the experiment such that all signal is in the in-quadrature channel. As an example of how
severely the echo crossings affect the acquired traces, Figure 7.11(a) shows the 8 phase cycled
traces obtained during the measurement on NO gz , and Figure 7.11(b) shows the addition of
all positive and all negative resolves all echo-crossing effects.
The final part of processing involves multiplying the negative detection trace by -1 to make
it positive, then adding it to the positive detection trace. The resulting trace can then be
processed similarly to PELDOR traces using DeerAnalysis [57].
7.6.3 RIDME experimental set up
The 5-pulse RIDME experiments on HiPER were carried out using the 5-pulse sequence as
detailed in Figure 7.9(b). τ1 was set to 400 ns, τ2 = 2.4 µs and Tmix = 25 µs. The traces
were obtained by observing on field positions, gx = 3347 mT, gy = 3350 mT and gz = 3355
mT, and using pi/2 and pi pulse lengths of 24 and 48 ns respectively. The sequence repetition
rate was kept low due to the slow relaxation of the nitroxide at 30 K and was optimised
to 100 Hz, with 70 averages taken per point. The 3rd and 4th pulses in the sequence were
displaced by 8 ns per point for 126 points. This meant that each of the 8 phase cycle traces took
approximately 2 minutes to obtain, thus, each trace in total took approximately 20 minutes
to obtain in total. The slight delay was induced by the lack of internal programming to carry
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Figure 7.11: (a) resulting 8 traces obtained using phase cycling, with all postive detection shown in
brown and negative detection shown in green, (b) sum of the respective positive and negative detection
sequences, showing how phase cycling removes all spurious echo crossings.
out the phase cycling automatically, and thus the requirement for the phase to be manually
selected and set for each trace.
Initially, in an attempt to optimise the signal-to-noise of the traces at such low repetition
frequencies, short, hard pulse lengths of 8 ns pi/2 were utilised. Unfortunately, this led to
ESEEM artefacts appearing in the final traces that could not be removed by phase cycling, as
shown in Figure 7.12. From the FFT of the data, it was determined that the frequency of the
artefact, (∼18 MHz) corresponded to deuterium hyperfine, a rarely observed effect at W-band.
Fortunately, it was possible to remove the ESEEM from the traces by using softer, longer pulses
whose excitation bandwidth does not invoke ESEEM modulation effects. Figure 7.12 shows
the resulting 5-pulse RIDME traces obtained on the gy orientation of the nitroxide using 24,
32, and 48 ns pi pulse lengths, and shows how the severity of the ESEEM artefact reduces with
increasing pulse length until it is removed completely (48 ns pi).
It should be noted that the Jeschke Group at ETH Zürich have also found this effect in
their RIDME experiments at Q-band, and propose instead that the ESEEM be removed through
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averaging traces [46]. This involves using a 64-step phase cycling sequence, consisting of the
standard 8-step phase cycle, and a further 8 iterations where τ1 and τ2 are altered to average
through the full oscillation period of the deuterium oscillation. This technique was not utilised
in this instance largely due to the programming required to implement it.



















Figure 7.12: RIDME traces obtained using different pulse lengths/excitation bandwidths on gy ori-
entation of the nitroxide. The shorter pulse lengths result in ESEEM modulation in the traces, due
to excitation of deuterium which is coupled to the nitroxide. At 48 ns pi pulse length, no ESEEM is
observed.
Following the ESEEM investigation, RIDME traces were obtained using the optimised pulse
lengths, and the parameters as detailed previously. The data was then manually post-processed
to remove echo-crossing artefacts before being processed using DeerAnalysis [57] to remove
background decay and to produce the FFT of the time traces. It should be noted that Deer-
Analysis cannot account for any orientation selection, thus it has not been used at this stage
for any distance determination. The resulting traces are shown in Figure 7.13.




















































Figure 7.13: RIDME results obtained on Co(II)-Terpyridine model system, observing on the 3 orienta-
tions of the nitroxide centre. Left shows raw, normalised data, centre shows background subtracted,
and right shows the FFT of the centre plot.
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The osRIDME results shown in Figure 7.13, show evidence of orientation selectivity, as
two different frequencies are observed across the three orientations. The gx orientation of
the nitroxide (blue) shows the double frequency ν‖, and both gy and gz (red and green)
orientations show the single frequency, ν⊥. Following the osPELDOR analysis, this is to be
expected, as it infers gx of the nitroxide to be parallel to ~rAB and gy and gz to be perpendicular
to ~rAB.
The dipolar modulation effect observed during the RIDME experiment is a result of spon-
taneous relaxation of the Co(II) centre during Tmix , and the resulting dipolar effect depends
on the orientation of ~rAB and the external magnetic field, B0. The Co(II) centre relaxation is
orientation independent, and acts merely to flip of the coupled spin within the pair, resulting
in dephasing of the observed echo. The NO• allows one to choose one of the three orthogonal
orientations on the nitroxyl relative to ~rAB to observe. When observing any given orientation
of the nitroxide, it is only resonant when parallel to the main field, and the dipolar modulation
frequency is dependent only on the orientation of ~rAB with respect to the main field. Thus, if
the double frequency ν‖, is returned when observing on gx , it infers that gx is aligned parallel
to ~rAB, It does not infer anything about the relative orientation of the Co(II) centre, as in this
experiment, it acts only as a point magnetic moment, which is coupled to the nitroxide centre.
The modulation depth is near identical across all 3 orientations, which, although not verified1
indicates the T1 relaxation of the Co(II) centre is not expected to be orientation dependent.
Previous studies on this system using osRIDME at Q-band were able to observe some dif-
ference in the dipolar modulation frequency when observing on gx of the nitroxide, but were
unable to differentiate fully between the single and double frequencies, unlike at W-band. At
the time of writing, this is the first demonstration of orientation selectivity observed using
RIDME. In comparison with the equivalent PELDOR measurement, RIDME was previously re-
garded as not strongly orientation selective, due to the observation of a more complete Pake
doublet [18]. PELDOR on metal centres is inherently orientationally selective due to its broad-
band nature and the limited excitation of pulses, which will inevitably selective a narrow range
of orientations. While RIDME removes this restriction, as no pulses directly excite the metal
centre, in the case of a rigid system, orientation effects can be very severe, as observed here,
leading to poor distance determination.
1To measure on all orientations of the Cobalt centre, it would require shifting of the magnet’s main coil, which has
been in a persistent (stable) closed loop state since Septemeber 2013.
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7.7 Co(II)-Terpyridine: Orientation summary
In conclusion, it is evident that all three experiments are essential to determine the relative
orientation of the spin centres and the molecule, through pulsed dipolar spectroscopy. While
the NO•-NO• osPELDOR was able to determine the relative orientations, and attribute flexibil-
ity in some cases of the labels to the molecular backbone (~rAB), does not provide information
on the the orientation of the metal centre to the label. The Co(II)-NO• osPELDOR was able
to attribute the relative orientation of the portion of the Co(II) (low-g) centre observed in the
experiment to the orientations of the NO• labels. However, modulation was only observed
where the spin centres were collinear, with the modulation depth indicating the portions of
spins present fitting this state. The RIDME experiment was able to confirm the orientation of
the NO• labels with respect to the molecular backbone, ~rAB, as the dipolar modulation was
determined by the orientation of ~rABto the external magnetic field, and had no dependency on
the orientation of the metal centre.
From the experiments we are able to summarise that the Co(II)-(bis)terpyridine model
system is a moderately rigid structure, and it has been verified to assume the expected structure
when observed using pulsed dipolar spectroscopy techniques. The nitroxide label has a degree
of flexibility due to the double linker used to attach the nitroxyl label to the terpyridine group.
Previous studies [22] have shown that this flexibility leads to a mixing of XX and XY states, as
the label traces out a cone of possible conformations around the linker point, which was also
observed here. This is also shown through the weak modulation seen in states that should
have no oscillation, such as ZX and YX.
The orientation selective PELDOR carried out between the Co(II) centre and the nitroxide
label was able to attribute the relative orientation of the ‘low-g’ part of the Co(II) centre and the
orientations of the NO• centres. This experiment gave an unexpected result, which was not in
agreement with previous studies carried out on the Co(II)-terpyridine centre with regard to the
orientation of g-values of the metal centre when ligated within the terpyridine structures. The
experiment showed ‘low-g’ Co(II) to be perpendicular to ~rAB, as given by the observed dipolar
frequency, and the large modulation depth when orientations proven in other experiments to
also be perpendicular to ~rAB (Y and Z) were pumped. The experiment only showed weak single
(ν⊥) frequency when pumping NO gx , which was attributed to flexibility of the label, leading
to some conformations where O gx is perpendicular to ~rAB.
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The RIDME experiment showed strong confirmation of the orientations of the NO• with
respect to ~rAB, with the Co(II) centre acting as a point magnetic moment, independent of its
orientation. The dipolar coupling of the metal centre and the NO• labels result in modulation
of the observed echo, whose frequency of modulation is dependent on the relative orientation
of ~rABto the external field. The experiment strongly returned the double frequency (ν‖) when
observing on NO-gx and showed the same modulation depth, albeit with the single frequency
(ν⊥) when observing on NO-gy and NO-gz . This result is expected from both sets of PELDOR
measurements, which assign gx of the nitroxide to be generally collinear with the molecular
backbone (and ~rAB) and thus gy and gz to be perpendicular to this.
This result is particularly gratifying as it shows that orientation selective measurements
can be carried out, without the requirement for observation of both sets of spins with selective
pulses. Metal centres are extremely broad, and it becomes impossible to carry out orientation
selective PELDOR measurements at high fields between spin labels. At the time of writing,
there is no spectrometer (at fields greater than 3 T) in existence that allows for observation
with offsets greater than 1 GHz (∼35 mT). As demonstrated here, this results in osPELDOR
measurements that are restricted by the orientation of the metal centre which is closest to the
nitroxide centre. RIDME measurements however, while independent of the orientation of the
metal centre, can offer the ability to pin down the relative orientation of observed spin centre
to the vector which joins the two spins. For this rigid model system, it is thus trivial to assign
orientations. However, in the case of myoglobin or neuroglobin systems measured in Chapter
6, where the MTS label is much less rigid, it is expected it will be more challenging to resolve
the relative orientation of the label to ~rAB. However, more rigid labels such as the bipedal Rx
label [23], should provide much more favourable outcomes in terms of osRIDME.
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8
Frequency and Amplitude Modulated Pulses for
use in EPR experiments
This chapter will discuss preliminary work to date to implement an arbitrary waveform gener-
ator on our group’s X/Q-band Bruker spectrometer. The main aim of this project is to harness
the ability to use frequency and amplitude modulated pulses which offer far larger excitation
bandwidths than composite pulses, to improve sensitivity, and improve flexibility of experi-
ments on the spectrometer.
Modulated pulses have been utilised in EPR experiments since they were first reported by
Spindler et al. in 2012 [35]. Since then, various EPR groups have implemented modifications
to their current spectrometers set ups, or in a few cases, built entirely new spectrometers based
around AWGs to use such pulses. This chapter will discuss the design plans for a dual-channel
modification to bring modulated pulses to both the coherent and ELDOR channels of a X/Q-
band Bruker spectrometer and an implementation on HiPER.
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8.1 Designing AWG implementation for Bruker X/Q-band spec-
trometer
Following on from recent successes of the the Stoll Lab at University of Washington, demon-
strating the feasibility of coherent shaped pulses on their similar Bruker spectrometer [63], a
similar design was created for use in St Andrews. In the Stoll Lab set up, they utilised a 4.6
GSa/s Keysight arbitrary waveform generator, which was spliced in using a double-balanced
IQ mixer in parallel to the current coherent channels in their Bruker spectrometer. In their pa-
per they detail how this set up allows the user to modulate coherent pulses only, which leads
to the creation of many coherence transfer pathways when using multiple pulse experiments
such as PELDOR. This is avoided in standard experiments to an extent, through the use of a
separate incoherent frequency source for the pump pulse. Through averaging, any coherences
occurring between the pump and probe pulses are random, and thus average to zero. To over-
come this coherence problem, the Stoll Lab have resorted to using 16 to 128 step phase cycling
to remove imperfections from their measurements.
8.1.1 Dual channel modulation set up
In the St Andrews implementation, the plan was to utilise a dual-channel set up, with modu-
lation provided to both the coherent (detection/observer) channel and the ELDOR oscillator
for pump pulses. This will allow the user, in the case of PELDOR experiments, to modulate
both the observer and pump pulses, thus utilising bandwidth enhancement and bandwidth
sculpting to improve modulation depth and improve signal to noise without the requirement
for lengthy phase cycling.
The implementation was to be carried out within the Bruker X-band bridge, where all
pulse forming is carried out, allowing for use at both X and Q-band. The Q-band set up on our
particular spectrometer, a Bruker Elexsys E580 is implemented as a separate Q-band ‘bridge’
which takes in the X-band pulse input and uses mixers to up-convert the pulses to the required
frequencies around 33-34 GHz. For simplicity, and following common usage, we will refer to
this band of frequencies used here as ‘Q-band’ but the reader should be aware that this is not an
officially recognised frequency designation, and the correct term for this band of frequencies
is ‘Ka-band.’
1
1Q-band is not referenced explicitly in standards held by institutions such as IEEE, thus it is inconsistently refer-
enced in the literature, but it is commonly used to refer to frequencies between 33 and 50 GHz. In particular,
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Figure 8.1 shows a schematic overview of the transmit chain of the Bruker bridge in our
spectrometer. The bridge, much like HiPER uses two oscillators, one for coherent observation
(source) and the other (ELDOR) for incoherent pump pulses in PELDOR experiments. On
the coherent channel, phase cycling and individual pulse power levels are set using the SPFU
(Standard Pulse Forming Unit) and MPFU (Microwave Pulse Forming Unit) channels. The set
up allows for pulses to be directed through any of the 3 channels, controlled by the PatternJet
software control. The pulses are then combined with pulses from the ELDOR source, before
passing through the main pulse gate switch. For Q-band operation, the pulses are then directed
to the IF out from the X-band bridge and into the Q-band bridge for subsequent up-conversion
and amplification before entering the resonator. In the case of the X-band select, the pulses




































Figure 8.1: Schematic diagram of the main components of the Bruker bridge for transmit. The parts in
green show where the AWG is to be inserted. The diagram has been adapted from one kindly supplied
by the Stoll Lab.
To implement the AWG the plan was to develop two sets of modulation plates to accommo-
date the various components required to modulate the 9 GHz pulses for both channels, and to
do it in such a way that the spectrometer could be operated normally, without having to open
the bridge and ‘unplug’ components each time. The idea was to run cables from inside the box
to outside, perform modulation and run cables back in, ensuring that the power levels were
balanced throughout, as though the AWG did not exist. To perform this on the coherent chan-
nel, it can be placed in parallel to the current SPFU and MPFU channels in the spare slot on
the 4-way splitter, ensuring that any delays for additional cable lengths is accounted for. This
Bruker uses it to refer to its spectrometer that operates around 33 GHz, whereas IEEE recognises Ka-band as
frequencies between 26.5 and 40 GHz, thus both are equally applicable.
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is similar to the implementation in the Stoll Lab. In the case of the ELDOR channel, there are
no power splitters between the ELDOR source and where it is recombined with the coherent
channel. Thus, the plan was to run cables to a pair of switches outside the box, which in their
non-powered state, would just act as an extra cable length between the source and the pin
switch, and in their powered-state would modulate the ELDOR source using the AWG. Both
implementations require careful power level measurements between various points inside the
bridge to make sure that one could compensate for any power losses due to components and
lengths of cable, and ensure the power level that is returned to the system post-modulation
matches that of the non-modulated power level to guard against any component damage.
"Helpfully," all components in the bridge were powder-coated so to remove any identifying
features or model numbers that might assist in working this out. We are grateful to the Stoll
Lab who were able to provide us with a helpful schematic diagram showing all the levels on
their system, which we were able to verify on our bridge using power meters2.
The modulation plate design schematics for the coherent and ELDOR channels are shown
in Figure 8.2. Both use a Marki MLIQ0416 double-balanced mixer to produce the modulated
output, using the relevant Bruker source as the local oscillator (LO), with 2 channels from the
AWG providing the in- and out-of-quadrature (I and Q) intermediate frequency (IF) inputs.
Unlike a standard mixer which produces the LO ±IF frequencies at the RF output port, the
double balanced mixer, if calibrated correctly, produces only the upper side band (USB) com-
ponents (LO+IF) at the RF port, removing the requirement for filtering. This is key in this
application, as the AWG operates at 1 GSa/s limiting its bandwidth to ∼400 MHz [95], thus
the user often wishes to modulate around the LO frequency to maximise useful bandwidth,
thus, it is difficult to use filtering without significantly diminishing the bandwidth available.
The power level supplied from the splitter, and coupled with various cable losses (∼1.25 dB
per m [96]) mean that significant amplification is required to produce the required drive level
for the IQ mixer, which in this case is approximately 11-18 dBm. The mixer has a conversion
loss of approximately 8-10 dB, such that in the case of both channels, additional attenuation
is required in order to match the level back into the system.
2While all Bruker spectrometers that are produced are generally the same, it is wildly remarked that following
upgrades by Bruker later on, each spectrometer becomes in many ways bespoke, and one can confirm, the power
levels of the Bruker bridge in St Andrews did not, in any way, match that of the Bruker bridge in the Stoll Lab.
154










from box to plate
1 m cable










(a) Coherent channel modulation plate
1 m cable
from box to plate 1 m cable






IN J1J2 IN J2J1












(b) ELDOR channel modulation plate
Figure 8.2: Schematic diagrams of the (a) coherent and (b) ELDOR channel modulation plates to be
implemented on the Bruker. Their locations in the Bruker bridge are detailed in green in Figure 8.1.
8.2 Keysight M3202A arbitrary waveform generator: programming
and control
The arbitrary waveform generator from Keysight Technologies, (model M3202A) is a 14-bit 1
GSa/s 400 MHz bandwidth, 4-channel AWG. 14-bit defines the granularity of the waveform
amplitude, stating that there are 214 (16,384) amplitude levels available to each channel, and
1 GSa/s specifies the rate at which amplitude can be changed, and the bandwidth capability
merely specifies that it can sensibly reproduce a 400 MHz waveform before clipping due to lack
of resolution occurs. The AWG was supplied in a PXIe (PCI eXtensions for Instrumentation
Express) format, which requires it to be mounted inside an external PXIe rack to provide
power, timing and control. Keysight also supplied said PXIe rack, interface card and PCIe
host controller for connection to a desktop PC. This allowed for the AWG to be connected
and controlled using extremely fast PCIe connectivity (commonly used for graphics cards),
allowing for up to 8 GB/s of data transfer rates. The software and drivers also allowed for
control via various programming interfaces, including LabVIEW, Python, C and MATLAB. The
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latter was chosen for applications described here as it allowed for simple script-based control
and data processing all within the same software environment.
Waveforms on the AWG can be specified using in the in-built function generator to produce
sinusoidal, triangular or square wave output, or using the arbitrary waveform function. The
former produces output based on the amplitude, DC offset, phase, and frequency requested,
whereas the latter produces output based on a user uploaded wavetable specifying the am-
plitude as a function of time, which is normalised to the amplitude or peak voltage output
requested. The arbitrary waveform function can also utilise the DC offset function, which
places a offset in voltage across the entire waveform. The maximum output each channel can
produce has been set as ±1.5 V (∼13 dBm), however, stable output is only guaranteed up to
±1 V (10 dBm). The arbitrary waveform function also requires the user to specify the required
clock rate, which will set how fast the wave table output is applied.
This particular type of arbitrary waveform generator is also able to produce phase coherent
output, meaning that any accumulated phase between channels can be removed to ensure
phase coherence between them. This is essential when using double-balanced mixers, as the
phase offset between the I and Q inputs must be precisely set in order to minimise leakage at
other frequencies.
When running arbitrary waveforms, the AWG was programmed to produce output follow-
ing a trigger signal, which was supplied from an external source. The AWG would then repeat
or ‘play’ the specified output on each subsequent trigger until the function was terminated.
This would then stop the running of the AWG, and follow a close procedure to successfully
close the AWG, wipe its onboard RAM, and return it to a state awaiting the next run. This
meant that it was possible to compartmentalise the running of the AWG into a simple function
call, allowing integration into measurement scripts in MATLAB.
8.2.1 AWG waveform generation
Waveforms were loaded into the AWG by importing comma separated value files containing
an array of normalised values that specified the voltage output for each clock point. The
AWG then produces an output of the values, normalised to the amplitude specified by the user
when initialising the program to run the AWG. The pulse sequences were generated using
EasySpin 5.1.10 using the pulse function [62]. This allows for the user to easily generate
frequency and amplitude modulated pulses by specifying the type of modulation, pulse length,
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frequency sweep and clock rate parameters. The code then returns the wave table as a complex
array, whose real and imaginary parts were then exported to csv files. The pulse function in
EasySpin also allows the user to estimate the excitation profile of the generated pulse sequence.
An example of this is shown in Figure 8.3, showing a 250 ns shaped pulse, which utilises
Gaussian amplitude modulation, and frequency modulation following the so-called ‘uniform
Q’ algorithm [97]. The pulse, in the absence of resonator profile and external component
distortion is able to perfectly invert all spins over a range of 300 MHz, as requested. This was
generated based on an AWG clock rate of 1 GSa/s, which sets the fundamental bandwidth
resolution of the pulse. It should be noted that other shaped pulse types/pulse lengths and
bandwidths may not be able to reproduce such sharp frequency cut off as seen in this case,
this pulse is shown for example purposes only.





























Figure 8.3: (a) Plot showing the I and Q components of an amplitude and frequency modulated Gaus-
sian/uniform Q pulse, sweeping over 300 MHz, with an overall pulse length of 250 ns. (b) Calculated
inversion profile of the pulse shown in (a), showing sharp inversion edges at ±150 MHz.
8.3 Keysight M3202A arbitrary waveform generator: characteri-
sation
In order to ensure accurate up-conversion through the mixer, it was essential to characterise
the output produced by the AWG at various frequencies. To carry out these measurements (and
others related to mixer calibration), equipment made available on loan from Keysight includ-
ing a 13 GHz, 40 GSa/s oscilloscope (Keysight DSA91304A) and a 20 GHz signal generator
(Keysight E8267A). It was possible to connect to both pieces of kit via GPIB (General Purpose
Interface Bus) to control, and in the case of the oscilloscope, to retrieve measurements. This
was controlled in MATLAB, which allowed for operation of all pieces of kit and subsequent
analysis to be carried out using scripts.
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AWG: Amplitude as a function of frequency
An initial measurement was made to characterise the amplitude variation of the output from
the 4 channels as a function of frequency when producing a standard sinusoidal signal. This
was carried out by changing the frequency of the output between 1 and 400 MHz, in 1 MHz
steps at constant amplitude, then pausing briefly to measure the peak-to-peak amplitude of
the signal on the oscilloscope. The oscilloscope then returned the peak-to-peak amplitude
which was then recorded into an array, as a function of the frequency of the signal. Figure 8.4
shows the amplitude of channels 1 and 2 of the oscilloscope as a function of frequency, for a
requested amplitude (Vpeak) of 0.35 V. It shows that the amplitude is not flat over the range,
and varies by up to 0.5 dB across the range. While this variation is small, it does show that
the AWG is unable to produce equal output across all channels.
























Figure 8.4: Plot showing the peak-to-peak amplitude of the output from all 4 channels of the AWG as a
function of frequency. It shows that the channels differ in amplitude and it is not flat across the range,
tapering off significantly at frequencies greater than 340 MHz.
To correct for this variation and to equalise the output, the amplitude of the signal has
to be specified for each frequency, where its amplitude is set to a level which corrects the
variation. This is calculated by normalising the trace to the largest amplitude of the pair of
channels (in this case, channels 1 and 3) and taking a moving average through the points to
remove any noise. The correction at each point is then double the amplitude difference be-
tween the amplitude at that point to the maximum output, thus creating a mirror image of the
measured output. This is illustrated in Figure 8.5(a) for channels 1 and 2, with the corrected
versions shown as dashed lines. The correction is then applied by using linear interpolation
function which returns the amplitude correction factor for any specified frequency within the
range. The code uses the interpolation function to find the required correction factor this and
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applies this to the amplitude. The result of using the correction factor to channels 1 and 2, in
comparison with the non-corrected output is shown in Figure 8.5(b). The result shows that
the application of simple correction factor can effectively correct the output of the AWG as a
function of frequency.






















































Figure 8.5: (a) Plot showing the smoothed and normalised peak-to-peak amplitude as measured on
channels 1 and 2 (solid lines) and the corresponding mirror image correction factor (dashed lines) for
each channel. (b) amplitude output measured showing the before and after correction is applied to
channels 1 and 2.
8.3.1 AWG frequency swept pulse correction
It was observed that the amplitude output of the AWG during a swept pulse sequence was
not flat across the range, and additionally, there appeared to be phase roll off occurring,
indicating that the AWG was unable to accurately reproduce the requested waveform. To
correct for this, measurements of the output waveform were recorded on a fast oscilloscope
(Lecroy) and compared to the ideal, or requested waveform using the transfer function esti-
mate, (tfestimate()) function in MATLAB 2016a. This function estimates the relationship
H1 between the input x(t) and the output y(t), as the following,
H1( f ) =
Py x( f )
Px x( f )
(8.1)
where Px x( f ) is the power spectral density of the input, x and Py x( f ) is the cross power
spectral density of the input, x and the output y. The power spectral density is a discrete time
Fourier transform (DTFT) of the time-domain signal, and the cross power spectral density is
a DTFT of the convolution of the two signals [98]. The transfer function estimate function in
MATLAB carries out the relevant DTFT calculations using Welch’s periodogram method [99]
to compare the input and output signals from the AWG in the frequency domain, returning
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the difference between the two. In this method, windowing is used to average across the
waveform, and identify its amplitude variation as a function of frequency. By inputting both
channels input, representing the real and imaginary (or 90◦ phase shifted) parts of the wave-
form as a complex array of values, it is also possible to recover the phase variation as a function
of frequency. The algorithm used to process the data here was adapted from one created by
Dr Johannes Mckay at NHMFL Tallahassee, Florida, to account for similar roll off observed on
their AWG.
The algorithm works as follows:
• Load in waveform recorded on fast oscilloscope, user selects the location of the start of
waveform and exports it to the workspace as a variable.
• User indicates type, length and frequency sweep parameters of the waveform uploaded
to the AWG. Algorithm generates over-sampled version of the waveform sampled at the
clock rate of the oscilloscope (20 GSa/s) and a version sampled at the clock rate of the
AWG (1 GSa/s).
• The code uses minimisation based on the start of the waveform variable to find the
start of the waveform, then it uses interpolation at the sample rate of the oscilloscope
to export the correct length of waveform, discarding parts of the trace that are not the
waveform itself. It repeats this for the imaginary waveform.
• The transfer function then takes the complex (I +iQ) total of the over-sampled ideal
waveform as input, and uses the complex (I +iQ) total as the output. The windowing
level is set to ensure good overlap of the samples, to ensure good resolution of the
frequency components. The transfer function returns the complex transfer function Txy
over the frequency range, W.
• Transfer function correction is then applied by down-sampling both the transfer func-
tion and the measured waveform, so it matches the sample rate of the AWG (which
is significantly slower than the oscilloscope). This is carried out by interpolating the
frequency-shifted Txy over the range of frequencies corresponding to the sample rate
of the AWG (i.e. ±1 GSa s−1/2). The Fourier transform of the down-sampled interpo-
lated measured signal is then divided by the interpolated transfer function, creating the
corrected signal.
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• The corrected signal is then returned to the time-domain by means of inverse Fourier
transform, producing the real and imaginary parts of the waveform.
• The waveform is then normalised and exported to the relevant file format for re-loading
onto the AWG
To show this in practice, a rectangular/linear, fixed amplitude linear frequency swept pulse,
sweeping from -100 MHz to +100 MHz in a linear fashion, over 7 µs was uploaded to the
AWG, producing the real components on channel 1, and the imaginary on channel 2. The
resulting output was recorded (in this case) on the LeCroy Wavemaster 8620A 20 GSa/s, 6
GHz analogue bandwidth, real time oscilloscope. The original waveform and the resulting
output as measured by the oscilloscope are shown in Figure 8.6.


































Figure 8.6: Plots showing (a) requested waveform and (b) the resulting output from the Keysight
M3202A arbitrary waveform generator for a frequency sweep from -100 to 100 MHz. The resulting
waveform shows the effects of amplitude roll-off as it goes through the highest frequency parts.
The resulting output shows slight amplitude compression at the edges of the waveform,
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where it is producing the largest frequency components. This indicates that its pulse behaviour
appears to be repeating that of the continuous-wave output as a function of frequency, which
showed a similar decline in amplitude over this range.
The transfer function algorithm was applied to the output from the AWG, and Figure 8.7(a)
shows the channel 1/I measured output on top of the expected output. Figure 8.7(b) shows a
zoomed portion of the waveform, illustrating the phase roll off that also occurs.

















(a) Measured versus ideal I


















Figure 8.7: (a) showing the comparison of the real components of the waveform, as measured from
Ch1 of the AWG, in comparison with the ideal case, showing the effect of amplitude roll off, (b) zoomed
part, showing the difference in phase between ideal and measured waveforms between 6.42 and 6.43
µs due to phase roll off of the pulse.
The magnitude and phase of the waveform as measured by the transfer function estimate
algorithm are shown in Figure 8.8. The magnitude plot shows that the amplitude shows a lin-
ear increase as the frequency goes from -100 MHz to zero, and a similarly symmetric decrease
as the frequency increases from zero to +100 MHz, up to 0.5 dB of difference. The phase
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follows an inverted parabolic trend, centred on zero frequency, with deviations in phase up to
∼12-14◦.



















(a) Transfer function magnitude
















(b) Transfer function phase
Figure 8.8: (a) and (b) the magnitude and phase of the raw output of the the waveform from the AWG,
as measured by the transfer function estimate algorithm.
Using the transfer function, a corrected version of the waveform was produced as shown
in Figure 8.9. The waveform shows the opposite trend in amplitude roll off to that of the
measured waveform, the idea being that by reducing the parts providing maximal amplitude
and increasing those that provide reduced amplitude, the result should be a flat waveform.
The corrected waveform was then uploaded to the AWG and its output recorded. The resulting
output is shown in Figure 8.10. The corrected measured waveform in comparison with the
initial non-corrected waveform (Figure 8.6(b)) shows a much more uniform amplitude across
the pulse.
To check the performance of the corrected waveform, its transfer function was also deter-
mined in comparison with the ideal pulse. The results in comparison with the non-corrected
versions are shown in Figure 8.11, with the corrected transfer functions shown in green. The
corrected versions show flat magnitude and phase across the bandwidth of the pulse, indicat-
ing that the application of the transfer function estimate is able to rectify phase and amplitude
roll off on the output of the AWG.
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Figure 8.9: Plot showing the resulting waveform uploaded to the AWG after transfer function estimate
was applied.















Figure 8.10: Plot showing the resulting waveform uploaded to the AWG after transfer function estimate
was applied.
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(a) Transfer function magnitude


















(b) Transfer function phase
Figure 8.11: Plots showing the (a) magnitude and (b) phase as a function of frequency before (blue)
and after (green) application of the correction. It shows that transfer function estimate works well to
remove amplitude and phase roll-off in the output from the AWG.
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8.4 Mixer characterisation
While double-balanced mixers are useful for up-conversion without the requirement for filter-
ing, they require careful calibration to ensure leakage of unwanted signals is kept to a min-
imum. There are three main problems when working with IQ mixers: amplitude imbalance
between the two IF inputs, phase between channels is not 90◦ and LO leakage through the RF
port occurring when no voltage is applied, or incorrect level of voltage is applied. Kaufmann
et al. [36] detail procedures to calculate amplitude, phase and DC offset corrections required
to sufficient suppression of the LO and lower side-band signals.
In their set up, they were able to acquire the output from their mixer, using a sampling
oscilloscope which allows one to observe repetitive signals at very high sampling rates, i.e.
∼10 GHz modulated signal from the mixer. The IQ inputs to their mixer were supplied using
two 1 GHz DAC board, which operate similarly to arbitrary waveform generators. Their boards
were also able to supply triggering at the resolution of the clock rate (i.e 1 GSa/s) of the board,
which could be supplied to the sampling oscilloscope to measure the output. This allowed them
to stroboscopically reconstruct the amplitude and phase of the mixer output, and compare to
the input. They could then use fitting procedures to work out the required amplitude, phase
and DC offset required to produce the required output.
An attempt was made to carry this out in St Andrews. However it was not possible to
make the AWG, the signal generator, trigger source for the AWG and the trigger source for
the oscilloscope phase coherent, despite using a common 10 MHz reference on all devices.
This resulted in ∼120 ps measurement jitter on the edge of the pulse when measured on the
oscilloscope. This meant that the phase could not be reconstructed accurately between runs.
Instead, an attempt was made to carry out the correction using the transfer function calibration
procedure to correct for phase and amplitude errors. The DC offset was corrected for by
iterating through small DC offsets while monitoring the LO leakage on a spectrum analyser.
Both methods will be described in this section.
8.4.1 DC offset correction
To compensate for LO leakage, the correct DC offset must be applied to each of the IQ inputs
to the mixer, as a function of LO frequency. This can be carried out by applying LO drive to
the mixer, while monitoring the RF output on a spectrum analyser, which displays a Fourier
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transform of the signal applied to its input, and thus provides the relative magnitude of the
signal as a function of frequency. The LO level is then monitored as small DC voltages are
applied to both the I and Q ports of the mixer by setting the levels on the AWG. This was
carried out by connecting the spectrum analyser (HP 8593A) via GPIB, and using commands
to retrieve the LO peak magnitude as a function of LO frequency and of DC offset levels.
A script was created in MATLAB which first sets the required LO frequency from the signal
generator, then initialises the AWG to produce the required I and Q DC offset voltage, be-
fore reading the LO leakage level on the spectrum analyser, and storing this in an array. The
script then iterates through creating a 2D array of LO leakage levels as a function of I and Q
DC voltage levels. This was initially carried out using DC offsets between ±0.015 V on each
channel, in steps of 0.002 V for LO frequencies between 9.6 and 10 GHz, which indicated
that the majority of minimum LO leakage levels could be found in the top left quadrant, with
I offsets between 0 and 0.015 V, and Q offsets between -0.015 and 0 V. The script was then
re-run using the smallest DC voltage resolution available (0.001 V) over this reduced range.
The LO frequency was stepped in 10 MHz steps, with said LO leakage array produced at each
LO frequency. Figure 8.12 shows a contour plot of the LO leakage at 9.61 GHz as a function
of DC offset. It shows a minimum at DC I= 0.005 V and DC Q = -0.007 V, which produced
the lowest smallest LO leakage over the range of -58.6 dBm3 which is approximately 22 dB
smaller than the 0 V leakage level. Thus, a small variation in the offset level can render a large
reduction in the LO leakage. Figure 8.13 shows the minimum DC offset voltages found as a
function of LO drive frequency. The top left plot suggests there is some periodicity to the offset
required as a function of frequency, however the measurement is limited by granularity of the
possible DC offset levels allowed and the step size of the measurement.
3Levels quoted here can only be trusted relative to other LO leakage levels given and not absolutely, as the spectrum
analyser used here was last calibrated when the author started primary school (1995).
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Figure 8.12: Contour plot showing the level of LO leakage through the mixer at 9.61 GHz as a function
of I and Q DC offset voltage.
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Figure 8.13: (top left) DC offset voltages for I and Q producing minimum LO leakage as a function
of LO frequency (top right) DC offset I vs DC offset Q, (bottom) Resulting LO leakage level using the
optimum DC offset parameters found as a function of LO frequency.
Following the measurement, the resulting optimised DC offset levels for the I and Q chan-
nels were used in an interpolation function to calculate the approximate offset as a function
of LO frequency, to thus, work out the optimal DC offset for any specified frequency between
9.6 and 10 GHz. This was utilised similarly to the amplitude correction interpolation function
168
8.4. Mixer characterisation
discussed in Section 8.3, so that the script can find out the correct DC offset to use. This was
tested using a range of LO frequencies not previously tested, and showed excellent suppres-
sion of the LO. It was also tested in conjunction with the amplitude correction function for
sinusoidal waveforms, where, with some minor tweaks to the phase between the channels, it
was able to produce up to 50 dB of isolation between the upper side band and the LO.
8.4.2 Up-converted waveform transfer function compensation
While the 40 GSa/s fast oscilloscope can measure the 9 GHz modulated output from the mixer,
it is not possible to utilise averaging to reduce noise due to jitter on the pulse, which caused
instability in the oscilloscope triggering function. This caused spurious modulation to be ob-
served in the middle of the chirp envelope, thus making it unsuitable for measurement pur-
poses. However, it was possible to record single shot waveforms, which can be de-noised using
filtering. The idea was to record the up-converted output, which consists of the LO + IF signal,
then down-convert it to remove the LO signal, thus recovering the IF, which can be processed
using the transfer function estimate method described earlier to perform the required correc-
tion. The down-conversion of the waveform can be performed easily using the rfmixer()
function included in EasySpin 5.1.8.
To demonstrate this, a rectangular/linear fixed amplitude frequency swept pulse was gen-
erated and uploaded to the AWG. This pulse sequence was 4 µs long, and swept from -200
MHz to +200 MHz in a linear fashion, with a fixed amplitude. The real and imaginary parts
of the waveform were used as the IQ inputs to the mixer. The LO was set to 9.96 GHz, and
output from the mixer was recorded on the oscilloscope. Single shot events were uploaded to
MATLAB for processing. The resulting waveform and its FFT are shown in Figure 8.14.
The raw output plot (Figure 8.14(a)) shows some distortion and variation of the amplitude
across the pulse, which is broadly periodic in nature. It was observed that changing the LO
drive frequency, the distortion would similarly change, suggesting that it is a beating effect
occurring inside the mixer due to non-linearities. The FFT shows a large peak at zero frequency
from the DC level signal, and main peaks around ± 10 GHz, which are approximately the
width of the pulse, ±200 MHz, and it also shows some noise outside of these regions. The raw
signal was then down-converted using rfmixer() function in EasySpin to remove the 9.96
GHz components, and return the modulated signal at base band. The result of this, and its
corresponding FFT are shown in Figure 8.15.
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(a) Raw output (b) FFT
Figure 8.14: (a) Raw output from Marki MLIQ0416 mixer as measured on the oscilloscope, for a 4 µs
±200 MHz linear fixed amplitude frequency swept pulse, upconverted using a 9.96 GHz LO drive, (b)
a frequency shifted FFT of (a)
(a) Down-converted raw output (b) FFT
Figure 8.15: (a) Down-converted mixer output (b) FFT of the down-converted signal
The time-domain version of the down-converted signal (Figure 8.15(a)) shows what looks
like a noisy version of the ideal signal. The FFT of the down-converted signal (Figure 8.15(b))
shows a large spike at -10 GHz, and the same clustering of noise outside of the ±200 MHz
sweep width, which is now centred around the zero frequency. It is not possible to use this
noisy version to recover the transfer function through the mixer, so filtering methods were
deployed to remove all signal outside of the main envelope in an attempt to de-noise the
down-converted signal. This was carried out in MATLAB using the filtfilt function, which
is available in the Signal Processing Toolbox. It was utilised as it is a so-called zero-phase
filtering method, which analyses the data in the both the forward and reverse directions, to
not cause any phase distortion when filtering. This is essential, as the transfer function will
estimate both the phase and magnitude of the pulse to provide corrections. For the ±200
MHz frequency sweep, the width of the filter was set to 500 MHz, so to not adversely clip or
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distort the signal. The results of applying this filter to the down-converted waveform and the
corresponding FFT are shown in Figure 8.16.
(a) Down-converted and filtered output (b) Filtered FFT
(c) Down-converted and filtered output (d) Filtered FFT
Figure 8.16: (a) Down-converted mixer and filtered output (b) FFT of the down-converted filtered
signal, (c) and (d) show the centre of plots (a) and (b)
The figure shows a cleaned up version of the down-converted version that is shown in
Figure 8.16(a), showing most of the noise is a result of frequencies outside of the main carrier.
The de-noising is shown best in the zoomed in version of the time domain plot (Fig 8.16(c))
showing the centre of the waveform, with little noise present. The time-domain plot of the
filtered signal shows the same amplitude variations as the pre-filtered version, and the same
phase relationship between the I and Q parts, i.e. both show I to be negative in the middle
of the pulse, indicating that the filtering process has not adversely distorted the signal. The
baseband signal resembles the initial waveform uploaded to the AWG, albeit with beating-style
magnitude distortion and significant phase distortion. The amplitude variation as a function
of frequency over the waveform is shown in the zoomed FFT plot. However, the resulting post-
filtered time-domain signal is now in a state that it can be analysed using the same transfer
function algorithm that was utilised to correct for distortions in the output from the AWG. The
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transfer function estimate magnitude and phase for the mixer output waveform are shown in
Figure 8.17.


















(a) Transfer function magnitude


















(b) Transfer function phase
Figure 8.17: (a) and (b) the magnitude and phase of the filtered and down-converted output from the
mixer, as measured by the transfer function estimate algorithm.
The transfer function shows a 3 dB variation in amplitude across the pulse at the extreme
band edges, which is approximately a 30% variation in overall amplitude. This would mean
that if this pulse was used on a sample in a non-resonant cavity, in the absence of B1 inhomo-
geneity, parts excited at -200 MHz would see a B1 field which is enhanced in strength, leading
most likely, depending on nominal B1 field, to over-rotation of the spins, whereas those at
+200 MHz would see a weaker B1 field, leading to under-rotation. Thus, without correc-
tion, this frequency swept pulse has created B1 inhomogeneity as a function of sweep width.
More worryingly, are the huge phase distortions occurring during the pulse, with up to ±180◦
changes. Initially, this could be put down to distortions arising from the down-conversion and
filtering processes, however, the method was initially tested on an ideal waveform, which was
up-converted and down-converted in EasySpin, before being subjected to the filtering pro-
cess and no adverse phase distortions were observed. There were significant phase distortions
observed when using a non zero-phase filter, such as butter() in MATLAB, which imposed a
parabolic phase shape to the signal during filtering.
The transfer function estimate was also used to generate the corrected waveform to see
if it can correct for distortions through the mixer. The waveform generated and subsequently
used is shown in Figure 8.18.
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Figure 8.18: Corrected waveform produced using the transfer function estimate algorithm to correct
for distortion of the signal through the mixer.
The waveform generated is noisy, which is a result of the noise on the transfer function
estimate, which is down-sampled using interpolation to 1 GSa/s to match the clock rate of
the AWG, in order to apply the correction to the waveform out of the AWG. The noise could
perhaps be improved by employing a Gaussian filter to the waveform, as Kaufmann et al. [36]
indicated, but this was not carried out here. The resulting output from the mixer using this
corrected waveform as the I and Q input at the same LO frequency is shown in Figure 8.19.
(a) Raw output (b) down-converted and filtered
Figure 8.19: (a) Raw output from Marki MLIQ0416 mixer as measured on the oscilloscope, using the
corrected waveform, (b)a down-converted and filtered version of (a)
The raw output from the mixer created using the corrected version of the waveform is
relatively flat and consistent across the waveform, in contrast to the initial recorded wave-
form, with no correction applied shown in Figure 8.14(a). The waveform was similarly down-
converted and filtered, the result of which is shown in Figure 8.19(b). It also shows that the
phase has also benefited from the correction, as the centre of the pulse, as it goes through
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zero frequency shows a maximum on I and a minimum on Q, reproducing the ideal waveform.
It still shows a slight difference in magnitude between the two channels, but this is probably
due to the fact that channel 2’s output is generally smaller than channel 1, as was discovered
during the amplitude correction testing in section balh.
The down-converted and filtered waveform was also analysed using the transfer function
magnitude to examine how the amplitude and phase varies across the pulse. This is shown in
Figure 8.20.


















(a) Transfer function magnitude



















(b) Transfer function phase
Figure 8.20: (a) and (b) the magnitude and phase of the filtered and down-converted output from the
mixer using the corrected waveform input, as measured by the transfer function estimate algorithm.
The transfer function estimate shows that the magnitude is broadly flat across the pulse,
less than 0.5 dB variation, a huge improvement on the 3 dB variation observed in the pre-
correction measurement. It is however 1 dB smaller in magnitude when compared to the
ideal pulse, which can be attributed to normalisation of the pulse envelope which is distorted
slightly by the large spike at the start of the pulse, as shown on the raw RF out measured from
the mixer (Fig. 8.19(a)). The spike is most likely due to noise and ringing as the waveform
starts, and mixer switches on. One might hope that more filtering of the waveform after the
correction is applied might be able to reduce this slightly. The phase variation over the pulse
is also greatly improved with the large phase spike observed in the transfer function estimate
of the first waveform has been completely removed in the corrected version. The plot of phase
as a function of frequency shown in Figure 8.20(b) shows a broadly flat phase over the pulse,
with up to 4◦ variation. The phase however is not centred around zero, but around -16◦
suggesting that there is still an amount of distortion occurring, whether through correction or
measurement. Flatness of the phase over the pulse is encouraging, showing that the correction,
in spite of its noisy appearance does work.
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Overall, the transfer function estimate method applied to the output from the mixer has
shown that it is possible to correct for distortions caused by up-conversion through the mixer.
However, experiments have shown that the distortions are both IF and LO frequency depen-
dent, meaning that in order to provide compensation for all pulses through the mixer, one
requires all pulses to be calibrated, and for all LO frequencies required. Alternatively, one
needs to be able to predict the distortion that will occur for a particular frequency sweep
width and predict the LO distortion that will occur, so that any user generated waveform can
be calibrated appropriately to correct the distortion. This will also require to be completed for
both mixers as planned for use in the system, as no two mixers are perfectly identical. The dis-
tortion may also vary with drive levels supplied to both the LO and the IF port, meaning exact
calibration for a range of inputs will also be required, and calibration for the specific pairing
of channels used also, as not all channels produce identical output levels when identical levels
are requested.
Before the oscilloscope was returned to Keysight, 7 GB of waveforms, spanning various LO
frequencies, frequency sweep widths and pulse lengths were obtained in an attempt to map
the distortion and produce correction algorithms. Unfortunately, due to time constraints this
work was not completed as part of this thesis. However, it does reflect many months of careful
work that should hopefully pave a way forward for completion of this project.
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This thesis has focused on methodologies to improve the sensitivity of pulsed dipolar spec-
troscopy experiments in EPR, using experimental protocols and pulse techniques. This has
been conducted using the home-built 94 GHz spectrometer, HiPER, exploring the caveats,
constraints and merits of using high field EPR for sensitive measurements. One of the main
advantages of the HiPER system is its novel use of a non-resonant sample holder, removing
the restrictions imposed by a frequency-limiting resonator, which allows for broadband exci-
tation of samples, whose only limitation is the bandwidth of the amplifier (∼800 MHz). This
has the advantage also of increasing the sample volume, and thus the number of spins mea-
sured during any given experiment. The main caveat to this set up however, was not amplifier
bandwidth, but the applied field (B1) inhomogeneity that was induced by the non-resonant
shorted cylindrical waveguide sample holder set up. Inhomogeneity was a problem also faced
by EPR’s nuclear counterpart, NMR, and where pulse sequences called composite pulses were
proposed to correct for this. By using discrete phase modulation, it is possible to compensate
for the effects of amplitude variances across the sample. Until this point, composite pulses have
had little reported use in EPR, but their benefits in improving signal-to-noise in experiments
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conducted on HiPER have been considerable.
The theoretical maximum enhancement that can be provided by composite pulses on
HiPER was explored extensively by modelling the B1 profile inside the sample. This was then
used in a simulation of the echo profiles of simple Hahn echoes using standard rectangular
pulses as well as composite pulses, and the resulting echo profiles for refocused Hahn echoes,
where the ubiquity for use in 4-pulse PELDOR experiments is much more relevant. It was
interesting to investigate signal-to-noise optimisation as a function of maximum amplitude, to
discover that the echo area ‘sweet spot’ differs from that of the maximum echo amplitude. It
was also interesting to extend this to refocused echoes to discover where the maximum en-
hancement can be found when using composite pulses. It points to the idea that this could be
implemented as an optimisation routine when running experiments in the future, to ensure
the optimal echo area is measured to improve signal-to-noise as a function of pulse amplitude.
The study also provided the means to investigate the effects of composite pulses in the case
of homogeneous B1 profiles, to answer the question often posed by anyone in EPR when you
talk to them about composite pulses: ‘yes, but what enhancement can I expect on my Bruker
spectrometer?’ The simulations in this case indicated that up to 2.4 times enhancement in
echo amplitude is possible when observing broad line systems. The simulation however does
not take into consideration the effects of ring-down in the cavity, which may adversely affect
performance due to rapid and large phase changes required.
As well as utilising composite pulses in experiments, work was carried out to investigate
protocols to improve sensitivity. This was prompted by difficulties in reproducibility when
conducting experiments on HiPER. Signal amplitudes from samples were highly variable at
times when using sample tubes made out of quartz. Samples had a tendency to crack, caused
by hydrophilic surfaces and the low coefficient of expansion of quartz when cooled. Crack-
ing of the sample increases scattering, and thus the lossiness of the sample. Two new types
of sample tubes, one made of Rexolite and the other from Fluorinated Ethylene Propylene
(FEP) were tested for use. Both offered better glassing properties due to the hydrophobic
surface and more favourable coefficient of expansion when flash frozen. While the Rexolite
provided a much larger signal amplitude due to its thinner walls and increased sample vol-
ume, it was not resistant to some organic solvents and suffered from losses due to machining
processes involved in making the tubes. The FEP tube thus replaced the quartz tube when
conducting standard EPR experiments on HiPER, offering a similar sample volume, but with
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more reliable results. Additionally, temperature cycling to anneal samples after loading into
a pre-cooled cryostat were also examined, showing that warming the sample above its glass
transition temperature can also help to alleviate cracking, further improving signal amplitudes
and enhancing sensitivity.
Simulations into the use of simple digital filters, known as matched filters to reduce noise
in echo measurements showed promising results. In the case of rectangular echoes, with
moderate levels of added random noise, SNR could be improved by a factor of 2 by using
a best-matched modelled echo filter, and by up to a factor of 3.5 in the case of composite
echoes. This was also applied to a mock PELDOR measurement, where a factor of 6 was
achieved in the case of rectangular echoes, and a factor of 2 for composite echoes. While
this methodology shows great potential to improve signal-to-noise, there are many caveats
to the measurement algorithms. All enhancements are compared to the ‘typical’ traditional
HiPER measurement method of 3 sets of cursors, where their width is set at 30% of the echo
maximum. However, this disadvantages the composite echo, as its main peak of the echo is
extremely narrow, which, puts it at it disadvantage for DC offset removal. It would benefit
from some further study to see what effect broadening the DC offset cursors has on SNR of the
HiPER measurement algorithm when used on narrow composite pulses. While conducting the
mock PELDOR simulation, random noise had a large effect on the overall result, suggesting
that the study would also benefit from a larger number of averages, which may require more
efficient code to be developed to carry this out, as current attempts required significant time
to run on a desktop computer.
The first attempt at composite pulses in PELDOR experiments described in this thesis ex-
plored how they might be utilised in the often-used nitroxide-nitroxide experiment. It was
discovered through comparison with a mono-radical that the enhancement provided by com-
posite pulses was orientation dependent, with the best performance observed on the edge
of the spectrum, in what is known as the Z3 orientation. Signal amplitude is often limited
here as it has the lowest concentration of spins, thus it was fortunate that the composite echo
performed best here, as it is the best potential to enhance SNR in this position. Its use in
PELDOR experiments on a model nitroxide bi-radical showed that by replacing all inversion pi
pulses in the PELDOR sequence with composites, up to 1.78 times enhancement in SNR could
be achieved, equating to a factor of 3 in averaging time. This was not as large as expected,
as the echo simulations indicated that 1.8 times enhancement in echo amplitude should be
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achieved in the observer sequence alone, which combined with enhanced modulation depth,
the signal level will be increased, thus increasing the overall SNR. This was however not the
case. Studies of refocused echo enhancement as a function of orientation revealed a similar,
but more severe trend in orientation dependent enhancement in the case of the biradical. By
lengthening pulses and thus decreasing the excitation bandwidth, the composite enhancement
improved. This suggested some form of spin diffusion was occurring, which was confirmed
through Tm studies on both the mono- and bi-radical samples, showing diffusion was strongly
present in the case of the bi-radical. Overall, this suggested that the enhancement in excita-
tion bandwidth afforded by the composite pulses has a detrimental effect. However, it suggests
that in the case where there is limited applied field amplitude, and pulses are long as a result,
composite pulses will be able to provide enhancement in echo amplitude.
The use of composite pulses in measurements between low-spin ferric haem centres and
nitroxide spin labels provided an excellent test bed to investigate the advantages of HiPER to
conduct such experiments. The first system, human neuroglobin (NGB) was extremely chal-
lenging to measure at X-band due to its broad spectra and fast relaxation times. Thus, it
seems counter-intuitive that large gains in sensitivity would be achieved when measuring at
higher fields, where the spectrum broadens significantly further. However, at higher field the
longitudinal relaxation of Fe(III) centre becomes much more favourable at low temperatures,
allowing for more waveform averaging per second. Composite pulses were used on the ob-
server sequence to provide enhanced echoes, where they gave enhancements in line with the
theoretical simulated maximum, resulting in an improvement in SNR versus standard pulses.
This was further improved by replacing the pump pulse with a composite, where it enhanced
the modulation depth by 80%. Both were combined in the all-pi composite PELDOR sequence
achieving a factor of 3.03 times improvement in signal-to-noise versus standard rectangular
pulses. This is significant, as it equates to factor of 9 in averaging time, achieved by pulse
replacement. In comparison with the measurements at X-band on the NGB-C120R1 system,
measurements on HiPER equated to a factor of 31 times improvement in SNR, and a reduction
in measurement time from 24 hours to 30 minutes. This result introduces the feasibility of ex-
ploring orientation dependent measurements on such systems, as it reduces the measurement
time in line with the ubiquitous nitroxide-nitroxide PELDOR experiment. Further study was
conducted on another haem-protein, myoglobin, where distances up to 3.2 nm were measured,
which at the time of writing is the largest iron-nitroxide distance measured to date. It was also
extended to a doubly-labelled nitroxide mutant, where the triangular distance between the
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iron centre and the two labels was measured. SNR comparison on the shorter singly-labelled
mutant was carried out with PELDOR conducted at Q-band, showing HiPER to provide a 5.5
times enhancement in signal-to-noise. Comparisons of the longitudinal relaxation of the iron
centre at Q- and W-band illustrated the field dependent relaxation of such systems as a func-
tion of temperature, which according to the literature should scale as T−1B40, due to direct
relaxation processes becoming dominant at higher fields and the lower temperatures. Thus,
large differences in T1 were observed below 10 K. This meant that measurements conducted
at W-band could take advantage of the fast sequence repetition frequency provided by HiPER,
to average many more waveforms per second, further improving the signal-to-noise.
In the penultimate chapter of this thesis, the single-frequency RIDME technique was utilised
to provide distance and orientation measurements between a metal centre and two nitrox-
ide centres in a rigid model system. This measurement is the first successful demonstration
of the dead-time free 5-pulse RIDME experiment to be carried out on HiPER. The Co(II)-
(bis)terpyridine model system allowed for comparative orientational measurements between
the metal centre and the nitroxide labels using both PELDOR and RIDME, rendering interest-
ing results. It showed that in PELDOR, observer pulses on the metal centre selectively excite
a single orientation of spins, which can only be observed when the partner spins are collinear.
From this result, combined with the orientation assignment from the NO•-NO• osPELDOR, it
was discovered that orientation of g-values assigned to the metal centre when ligated by the
terpyridine structures given previously in the literature to be incorrect. The osRIDME measure-
ments, conducted by observing on the orthogonal orientations of the nitroxide centre rendered
the relative orientation of the NO• labels with respect to the molecular backbone ~rAB. This was
shown as the dipolar modulation frequency was found to vary as a function of orientation. This
result was particularly gratifying as is showed for the first time that RIDME could be utilised
to provide orientation measurements between spin labels and extremely broad metal centres.
This was made possible here partly due to the rigidity of the system itself, which made as-
signing relative orientations trivial as a function of modulation depth and dipolar coupling
frequency. The extension of this to the haem-proteins as discussed in the previous chapter will
be less trivial to resolve due to the flexibility of the MTS nitroxide label that was used. How-
ever, the use of more rigid spin labels such as the bipedal Rx label may render orientational
measurements using osRIDME much more feasible.
The final chapter of this thesis described the initial work carried out to implement fre-
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Chapter 9. Conclusion
quency and amplitude modulated pulses on a Bruker X/Q-band spectrometer. Following de-
sign of modulation plates, this chapter concerned programming and calibration of the AWG,
and calibrating the IQ mixers. It was shown that the effects of amplitude and phase roll-off
from the AWG, as well as frequency-dependent amplitude variation in CW mode, could be
measured and calibrated out using transfer function estimates and interpolation functions.
Protocols to correct for imperfections in the modulated output from the mixers proved the
most challenging. A methodology was developed to measure the direct output, down-convert
it and filter it, before using the transfer function estimate to produce a corrected waveform
through AWG. This was shown to successfully reduce amplitude variations across the pulse
width from 3 dB to less than 0.5 dB. The phase variation across the pulse was reduced to
less than 5◦ post correction. This demonstrated that the mixers can be successfully calibrated,
however the dependency on both the IF and LO frequency meant that further work is required
to implement this fully. Unfortunately due to time constraints and measurement jitter issues,
this work was not completed. However, if the AWG is replaced with a much faster version, one
will be able to skip this lengthy correction process by generating the modulated IF directly, for
example around 1.5 GHz, allowing the use of a standard 3-port mixer and filters to remove
LO and LO-IF signals on up-conversion. Nevertheless, this methodology proves that slower,
1 GSa/s AWGs are capable of producing single side-band output on up-conversion from IQ
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