Abstract. If A and B are finite lattices, then the tensor product C of A and B in the category of join semilattices with zero is a lattice again. The main result of this paper is the description of the congruence lattice of C as the free product (in the category of bounded distributive lattices) of the congruence lattice of A and the congruence lattice of B. This provides us with a method of constructing finite subdirectly irreducible (resp., simple) lattices: if A and B are finite subdirectly irreducible (resp., simple) lattices then so is their tensor product. Another application is a result of E. T. Schmidt describing the congruence lattice of a bounded distributive extension of M3.
1. Introduction. Tensor products of semilattices have been studied by J. Anderson and N. Kimura [1] , G. Fraser [2] [3] [4] , and Z. Shmuely [9] . In this paper we deal with join semilattices with zero. In certain cases the tensor product of two semilattices with zero is a lattice; thus, we can investigate the lattice of lattice congruences of the tensor product. Our main result is a representation theorem: The congruence lattice of such a tensor product is a tensor product of the congruence lattices.
More precisely, we are working in the category S0, whose objects are join semilattices with zero and whose morphisms are the zero-preserving join homomorphisms. Similarly, 5, is the category of meet semilattices with unit whose morphisms are the unit-preserving meet homomorphisms. If A E S0 is a lattice, then ConJA) denotes the lattice of lattice congruences of A. Let <8> denote the tensor product in S0. Our theorem then states that under suitable conditions on A, B E S& ConjA <S> B)^ Con¿(^) <8> ConjB).
This result has two interesting consequences. A ® B is a finite simple (respectively, subdirectly irreducible) lattice iff both A and B are finite simple (respectively, subdirectly irreducible) lattices.
Note that, in general, the tensor product of A and B in S0 is not isomorphic to the tensor product of A and B in 5, even though their congruence lattices are isomorphic.
We next describe how we came to the main result. In Schmidt [8] , the lattice M3 [D] is discussed. For a finite distributive lattice d, M3 [D] denotes the lattice of all isotone maps from the poset of join irreducible elements of D into Af3. This is isomorphic to Hom0(Z), Af3) the lattice of all zero preserving join homomorphisms of D into Af3. E. T. Schmidt shows that M3 [Dd] (where Dd is the dual of D) is isomorphic to the subposet of D3 consisting of all ordered triples (a, b, c) such that a f\b = a /\c = b /\c. But this latter poset is isomorphic to Hom,(Af3, D), the poset (in fact, lattice) of all unit-preserving meet homomorphisms of Af3 into D. Thus Schmidt's result can be stated as follows:
Hom0(Dd, M3) =* Hom,(Af3, £>).
Moreover, he proves that the congruence lattice of M3 [D] is isomorphic to the congruence lattice of D.
We will generalize Schmidt's result and show that it readily follows from our results. However, we must proceed with some care due to the numerous dualities present. For A G S¡, let Ad be the dual of A. Note that Af3 st Afd and that although in general D ä Dd, they have dually isomorphic posets of join irreducible elements. We will show that
To obtain Schmidt's result, let J(D) (respectively, M(D)) be the poset of join (respectively, meet) irreducible elements of a finite D E Dox; it is well known that J(D) sí M(D). For posets P and Q, let Q[P] be the poset of isotone maps from P to Q. Since D is a finite distributive lattice,
But the commutativity of the tensor product in S, now tells us that Hom1(£>d, Af3) sí Hom,(M3, Dd) sa Hom,(Af3, D), which is Schmidt's result.
For notation and concepts not defined in this paper, see [7] .
2. The tensor product. Let A, B, C E S0; a map f: A X B -^> C is a bimorphism if for each a E A and b E B, we have fia, -) G Hom^i?, C) and f( -,b) G Hom^-d, C). Notice that if /: A X B -» C is a bimorphism, then for all a E A and bEB,fia,0)=f(0,b) = 0.
We say that A <S> B E S0 is a tensor product of A and B in S0 if there is a bimorphism/: A X B -» A <8> B such that Note that the empty set is an ideal. G. Fraser [4] solved the word problem for the tensor product in the category of join semilattices; we state the analogous result for lattices in S0.
Theorem 2.1 (G. Fraser [4] ). Let A, B E S0 be lattices. Let a, ax, . . ., a" E A -{0} and let b,bx, . . . ,bn E B -{0}. Then a ® b < V {ai® b¡\\ < i < n) iff there is an n-ary lattice polynomial p such that a < p(ax, . . . , an) and b < pd(bx, . . . , bj where pd is the dual of p.
Corollary
2.2 (G. Fraser [4] ). Let A, B E S0 be lattices. Let a, ax, a2E A -{0} and let b, bx, b2 E B -{0}. Then a ® b < (ax® ¿>,) V (a2 ® bj iff one of the following four conditions hold.
(i) a < a, and b < bx; (ii) a < a2 and b < b2; (iii) a < a, V o2 and b < bx /\ b2; (iv) a < a, A o2 and b < bx\j b2. Corollary 2.3. Let A, B E S0 be lattices. Let a, a" a2E A -{0} and let b, bx, b2 G B -{0}. Let a, < a2 and b2 < bx, or let a2 < ax and bx < b2; then a ® b < (ax® bx)\J (a2<8> b2) iff a ® b < ax® bx or a ® b < a2® b2. This is the first of two key observations; it tells us that, under the conditions stated the ideal of A ° B generated by {a, ® Z>" a2 ® b2) is the union of the principal ideals generated by at ® bx and a2 ® b2. The second key observation follows. Corollary 2.4 will be used to describe meets in A ® B, provided that it is a lattice.
Let C2 denote the 2-element semilattice. Let A, B E SQ be finite. It is easily seen that HomoO-1, C2) sí Ad. Since Horn^, B) E S0,
Horn^
® B, C) ^ Homo(^, Horn^Ä, C)). Of course, we can define the tensor product in Sx analogously and obtain analogous results.
Let A, B E Sq be lattices; when is A ® B a lattice? By 2.4, if A ® B is a lattice, then
is the join of all elements of the form
where/? and q are lattice polynomials. This join will exist exactly when it is equal to the join of finitely many of its components. We can guarantee that the join exists by requiring that A be locally finite and that B be A -lower bounded. To define this latter condition, let Fc be the free lattice over C on countably many free generators xx, . . . , and let F be the free lattice on countably many free generators xx, . . . ; let pc: F ^ Fc be induced by mapping x¡ to x¡ for all i. We say that B is A-lower bounded if for every p E FA, pB(pAx(p)) contains a least element (denoted by/»,).
Theorem 2.6. Let A, B E S0 be lattices. If A is locally finite and if B is A-lower bounded, then A ® B is a lattice. Proof. Let A be distributive; thus A is locally finite. If p E FA, then the least element in pA\p) is the disjunctive normal form of the lattice polynomials in pAl(p). Thus for any B, pB(pA\p)) has a least element; that is, B is A -lower bounded.
3. Proof of the main result. In this section let A be a finite lattice and let B be an A -lower bounded lattice with 0. As a first step, we embed ConJA) and ConL(B) into ConJA ® B). Since <b is a lattice congruence, the former condition reduces to Thus, without loss of generality, we may assume that c < p(ax, . . . ,a") A q(cx, -.., cm).
Hence c ® d < x A y, and so
[c]<t>®d = fJc®d)<MxAy)
as desired.
Our next step is to describe principal lattice congruences on A ® B. As usual, let 9(f, g) denote the smallest lattice congruence on A ® B containing (/, g); we may assume that/ > g. For a E A, h E A ® B, let ah = V {¿>l¿> G Banda ®b < h}; since A is finite and B is A -lower bounded, ah exists. (a ® af) V (a+ ®\) = (a ® ag) V (a+ ®l) (9(f, g)).
Lemma 3.5. Let a E J(A) and let
0U = V [0{(a ® af) V (a+ ®\), (a ® ag) V (a+ ®l))\a E J(A)};
thenf=g(9fJ. We now fix / = (a ® b) V (a+ ® 1) and g = (a ® b+) V (a+ ® 1) where a E J(A) and b > b+ in B. We will show that 9(f, g) = 9(a, a+)* A 9(b, b+)* where 9(a, a+) and 9(b, b+) Thus the second claim follows.
Lemma 3.9. Let a0, ax, a2E A with a0 < a, and b0, bx E B. Then the following hold.
Proof. These readily follow from 2.3 and 2.4.
Lemma 3.10. Lei a0, ax, a2, a3 E A with a0 < a, a/wf a2 < a3. 7fa2 = a3 (# (a0, a,) by using 3.9(iii). We make analogous use of 3.9(iv) if the /th step is a meet.
Lemma 3.11. Let b0, bx, b2, b3 G B with b0 < bx and b2 < b3. If b3 = b2(9(bQ, bx)), then for any a0 < ax in A,
The proof is similar to that of 3.10, using 3.9(i), (ii).
Theorem 3.12. 9(f, g) = 9(a, a+)* A 9(b, b+)*.
Proof. By 3.5, 9(f, g) < 9(a, a+)* A 9(b, b+)*. For the reverse inclusion, let
where a' is join irreducible and b > b'+. Then we need only show that 9(f, g') < 9(a, a+y A 9(b, b+)* implies that 9(f, g') < 9(f, g). By 3.8, 9(f',g') < 9(a, a+)* A9(b,b+)* implies that a' = a'+ (9(a, a + )) and b' = b'+ (9(b, b+) ).
But then, by 3.10 and 3.11, /' = g'(9((a ®b')V(a+® 1), (a ®b'+)\/(a+ ® 1))) and (a ® b') V (a+ ® 1) = (a ® b'+) V (a+ ® 1) (0(/, g)).
Hence 9(f, g') < #(/, g), proving the theorem.
Lemma 3.13. Let a E J(A) and let b > b+ in B; let <b E ConL(A) and xp G ConL(£). Then 9(a, a+Y A 9(b, b+)* < <b* iff 9(a, a+) < <¡> ConJA ® B) sí Con JA) ® ConJB).
Proof. Since the congruence lattice of a lattice is distributive, we invoke 3.15 and prove that ConJA ® B)s± ConJA) * Con JB). We use the solution to the word problem for free products of bounded distributive lattices (see G Grätzer [6] ).
By 3.12, C(A) u C(B) generates ConLL4 ® B). By 3.14, C(A) siCon JA) and C(B) sí Con JB). Let <i>0, <J>, G ConJA) and xp0, xpx E Con JB). It suffices to show that if <b* A «/'o < <t>\ V »Pf. then <j>* < <¡>* or xpfi < xp*. Suppose <p* ^ <i>f ; thus there are a, covering a0 in A with a, = a0 (<b0) but not a, =a0 (<px). a' ® b' < V {a, ® 6/11 < i < n) in A0 ® Bq. Thus the canonical homomorphism is an embedding. Moreover, using 2.4 we see that the canonical homorphism also preserves meets. Now we are ready to state and prove our main result.
Theorem 3.18. Let A, B E S0 be lattices; let A be locally finite, and let B be A-lower bounded. Then ConJA ® B) sí ConJA) ® Con JB).
Proof. By 3.17, A ® B is the direct limit (as lattices) of the lattices Af ® Bx, where A} ranges over the finite sublattices of A and Bx ranges over the sublattices of B with unit. By 3.16, Con jAj ® Bx) sí Con JAS) ® Con JBX).
But ConJA ® B) is the direct limit of the lattices Con JAj ® Bx) where A¡ ranges over the finite sublattices of A and Bx ranges over the sublattices of B with unit. Since direct limits and tensor products commute, our result follows. Throughout this section we assume that A, B E S0 are lattices such that A is locally finite and B is A -lower bounded. Proof. Since A is subdirectly irreducible iff ConJA) has a unique atom, the theorem follows from 4.1 and the main result (3.18). Proof. (A ® B)/9 is subdirectly irreducible iff 9 is completely meet irreducible. Since 9 can be written as the meet of elements of the form <j>* V *P* (see [6] ), and
