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Abstract
In a graph, a matching cut is an edge cut that is a matching. Matching Cut is
the problem of deciding whether or not a given graph has a matching cut, which
is known to be NP-complete even when restricted to bipartite graphs. It has been
proved that Matching Cut is polynomially solvable for graphs of diameter two.
In this paper, we show that, for any fixed integer d ≥ 3, Matching Cut is NP-
complete in the class of graphs of diameter d. This resolves an open problem posed
by Borowiecki and Jesse-Jo´zefczyk (2008) [6].
We then show that, for any fixed integer d ≥ 4, Matching Cut is NP-complete
even when restricted to the class of bipartite graphs of diameter d. Complementing
the hardness results, we show that Matching Cut is polynomial-time solvable in
the class of bipartite graphs of diameter at most three, and point out a new and
simple polynomial-time algorithm solving Matching Cut in graphs of diameter 2.
Keywords: Matching cut; NP-hardness; graph algorithm; computational
complexity; dichotomy theorem; decomposable graph
1. Introduction
In a graph G = (V,E), a cut is a partition V = X ∪˙Y of the vertex set into
disjoint, non-empty sets X and Y , written (X,Y ). The set of all edges in G having
an endvertex in X and the other endvertex in Y , also written (X,Y ), is called the
edge cut of the cut (X,Y ). A matching cut is an edge cut that is a (possibly empty)
matching. Note that, by our definition, a matching whose removal disconnects the
graph need not be a matching cut (but such a matching always contains some
matching cut). Note also that a graph has an empty matching cut if and only if it
is disconnected.
✩This paper is an extended version of the ISAAC 2016 paper [15].
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Another way to define matching cuts is as follows ([13, 7]). A partition V =
X ∪˙Y of the vertex set of the graph G = (V,E) into disjoint, non-empty sets X
and Y , is a matching cut if and only if each vertex in X has at most one neighbor
in Y and each vertex in Y has at most one neighbor in X .
Graham [13] studied matching cuts in graphs in connection to a number theory
problem called cube-numbering. In [12], Farley and Proskurowski studied matching
cuts in the context of network applications. Patrignani and Pizzonia [18] pointed
out an application of matching cuts in graph drawing. Matching cuts have been
used by Arau´jo et al. [1] in studying good edge-labellings in the context of WDM
(Wavelength Division Multiplexing) networks.
Not every graph has a matching cut; the Matching Cut problem is the prob-
lem of deciding whether or not a given graph has a matching cut:
Matching Cut
Instance: A graph G = (V,E).
Question: Does G have a matching cut?
This paper considers the computational complexity of theMatching Cut problem
in graphs of fixed diameter.
1.1. Previous results
Graphs admitting a matching cut were first discussed by Graham in [13] under
the name decomposable graphs. The first complexity and algorithmic results for
Matching Cut have been obtained by Chva´tal, who proved in [7] thatMatching
Cut is NP-complete, even when restricted to graphs of maximum degree four and
polynomially solvable for graphs of maximum degree at most three. These results
triggered a lot of research on the computational complexity of Matching Cut
in graphs with additional structural assumptions; see [5, 6, 14, 16, 17, 18]. In
particular, the NP-hardness of Matching Cut has been further strengthened for
planar graphs of maximum degree four ([5]) and bipartite graphs of maximum
degree four ([16]). Moreover, it follows from Bonsma’s result [5] and a simple
reduction observed by Moshi [17] that Matching Cut remains NP-complete on
bipartite planar graphs of maximum degree eight.
On the positive side, among others, an important polynomially solvable case
has been established by Borowiecki and Jesse-Jo´zefczyk, who proved in [6] in 2008
that Matching Cut is polynomial-time solvable for graphs of diameter 2. They
also posed the problem of determining the largest integer d such that Matching
Cut is solvable in polynomial time for graphs of diameter d. This open problem
was the main motivation of the present paper.
1.2. Our contributions
We prove that Matching Cut is NP-complete, even when restricted to graphs
of diameter d, for any fixed integer d ≥ 3. Thus, unless NP = P, Matching Cut
cannot be solved in polynomial time for graphs of diameter d, for any fixed d ≥ 3.
This resolves the open problem posed by Borowiecki and Jesse-Jo´zefczyk mentioned
above. Actually, we show a little more: Matching Cut is NP-complete in graphs
of diameter 3 and remains NP-complete in bipartite graphs of fixed diameter d ≥ 4.
An alternative proof (reduction from 1-IN-3 3SAT) for the case of graphs with
diameter d ≥ 4 and the case of bipartite graphs of diameter d ≥ 5 is given in
the conference paper [15]. Complementing our hardness results, we show that
Matching Cut can be solved in polynomial time in bipartite graphs of diameter
at most 3. We also point out a new and simple approach solving Matching Cut
in diameter-2 graphs in polynomial time. In summary, our main results are the
following complexity dichotomy theorems:
• Matching Cut is NP-complete for graphs of fixed diameter d ≥ 3 and (we
provide an alternative proof that the problem is) polynomially solvable for
graphs of diameter d ≤ 2.
• Matching Cut is NP-complete for bipartite graphs of fixed diameter d ≥ 4
and polynomially solvable for bipartite graphs of diameter d ≤ 3.
1.3. Notation and terminology
Let G = (V,E) be a graph with vertex set V (G) = V and edge set E(G) = E.
An independent set (a clique) in G is a set of pairwise non-adjacent (adjacent)
vertices. A biclique is a complete bipartite graph; we sometimes write Q = (V1, V2)
for a biclique with color classes V1 and V2. The neighborhood of a vertex v in G,
denoted by NG(v), is the set of all vertices in G adjacent to v; if the context is
clear, we simply write N(v). Set deg(v) = |N(v)|, the degree of the vertex v. For
a subset W ⊆ V , G[W ] is the subgraph of G induced by W , and G −W stands
for G[V \W ]. The complete graph and the path on n vertices is denoted by Kn
and Pn, respectively; K3 is also called a triangle. The complete bipartite graph
with one color class of size p and the other of size q is denoted by Kp,q. Observe
that, for any matching cut (X,Y ) of G, any Kn with n ≥ 3, and any Kp,q with
p ≥ 2, q ≥ 3, in G is contained in G[X ] or else in G[Y ].
Given a graph G = (V,E) and a partition V = X ∪˙Y , it can be decided in
linear time if (X,Y ) is a matching cut of G. This is because (X,Y ) is a matching
cut of G if and only if the bipartite subgraph BG(X,Y ) of G with the color classes
X and Y and edge set (X,Y ) is P3-free. That is, (X,Y ) is a matching cut of G if
and only if the non-trivial connected components of the bipartite graph BG(X,Y )
are edges. A path P3 in BG(X,Y ), if any, is called a bad P3.
A bridge in a graph is an edge whose deletion increases the number of the
connected components. Since disconnected graphs and graphs having a bridge
have a matching cut, we may assume that all graphs considered are connected and
2-edge connected. The distance between two vertices u, v in a (connected) graph
G, denoted distG(u, v), is the length of a shortest path connecting u and v. The
diameter of G, denoted diam(G), is the maximum distance between all pairs of
vertices in G.
The paper is organized as follows. In Section 2 we show that Matching Cut
is NP-complete when restricted to graphs of diameter d ≥ 3, for any fixed integer
d ≥ 3. In Section 3 we show that Matching Cut remains NP-complete even when
restricted to bipartite graphs of diameter d, for any fixed integer d ≥ 4. In section 4
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we point out a new and simple polynomial time algorithm solving Matching Cut
in diameter-2 graphs, and show that Matching Cut can be solved in polynomial
time for bipartite graphs of diameter at most 3. We conclude the paper with
Section 5.
2. Matching Cut in graphs of fixed diameter d ≥ 3
In this section, we first reduce Matching Cut to Matching Cut restricted
to graphs of diameter 3.
Given an instance G = (V,E) of Matching Cut, construct a new graph
G′ = (V ′, E′) as follows. First, let V = {v1, v2, . . . , vn}, and for each 1 ≤ i ≤ n,
let Qi be a complete graph on vertex set {q1i , . . . , q
n
i }. Then, G
′ is obtained from
G and Qi, 1 ≤ i ≤ n, by adding edges between vi and all vertices in Qi (thus, for
each i, V (Qi) ∪ {vi} induces a clique in G′) and edges between the vertex q
j
i ∈ Qi
and the vertex qij ∈ Qj for any pair i, j ∈ {1, . . . , n}, i 6= j. Formally,
V ′ = V ∪
⋃
1≤i≤n
V (Qi),
E′ = E ∪
⋃
1≤i≤n
{viq | q ∈ V (Qi)} ∪
⋃
1≤i≤n
E(Qi) ∪ {q
j
i q
i
j | 1 ≤ i, j ≤ n, i 6= j}.
See also Figure 1. Clearly, G′ can be constructed from G in O(n3) steps.
vi
Qi
q
j
i
vj
Qj
q
i
j
G
Figure 1: The subgraph in G′ induced by {vi} ∪ V (Qi) ∪ {vj} ∪ V (Qj), i 6= j; vi and vj are
adjacent in G′ if and only if they are adjacent in G.
Observe that from the construction of G′ we have
(p1) NG′(vi) = NG(vi) ∪ V (Qi) for every vertex vi of G, and
(p2) each vertex in Qi has at most one neighbor outside V (Qi) ∪ {vi}. Namely,
NG′(q
i
i) = (V (Qi) \ {q
i
i}) ∪ {vi}, and for j 6= i, NG′(q
j
i ) = (V (Qi) \ {q
j
i }) ∪
{vi, qij}.
Lemma 1. G′ has diameter 3.
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Proof. Let x 6= y be two non-adjacent vertices of G′. Then x ∈ V (Qi) ∪ {vi}
and y ∈ V (Qj) ∪ {vj} for some i, j ∈ {1, . . . , n}, i 6= j. Then G′[x, q
j
i , q
i
j , y] is a
path in G′ of length at most three connecting x and y. (See also Figure 1.) Thus,
distG′(x, y) ≤ 3 for all x, y ∈ V ′. Note that, for i 6= j, dG′(qii , q
j
j ) = 3, hence G
′ has
diameter 3. 
Lemma 2. G has a matching cut if and only if G′ has a matching cut.
Proof. Let (X,Y ) be a matching cut in G. Set
X ′ := X ∪
⋃
vi∈X
Qi and Y
′ := Y ∪
⋃
vi∈Y
Qi.
Then, by (p1) and (p2), (X ′, Y ′) clearly is a matching cut in G′.
Conversely, if (X ′, Y ′) is a matching cut in G′, then for any i, the clique V (Qi)∪
{vi} is contained in X ′ or else in Y ′. Hence X = X ′ ∩ V (G) and Y = Y ′ ∩ V (G)
are both non-empty, and therefore (X,Y ) is a matching cut in G. 
By Lemmas 2 and 1, we conclude
Lemma 3. Matching Cut is NP-complete in graphs of diameter 3.
Now, let d ≥ 4 be a fixed integer, and let Bd be a bipartite chain of d − 3
complete bipartite graphs K2,2 as depicted in Figure 2.
s1
s′
1
s2
s′
2
sd−2
s′d−2
Figure 2: The bipartite chain Bd of d− 3 K2,2s.
Let Gd be obtained from G
′ in Lemma 1 and Bd by joining the two vertices s1
and s′
1
to all vertices in Q1 of G
′.
Clearly, distGd(sd−2, x) ≤ d for all x ∈ V (G
′). Hence distGd(x, y) ≤ d for all
vertices x, y of Gd, and distGd(sd−2, v2) = d. Thus, Gd has diameter d. Observe
that each vertex of Bd is contained, in Gd, in a K2,3, hence in any matching cut
(X,Y ) of Gd, Bd +Q1 + v1 is contained in Gd[X ] or else in Gd[Y ]. Thus, G
′ has a
matching cut if and only if Gd has a matching cut. Hence, Lemma 3 implies
Theorem 1. For any fixed d ≥ 3, Matching Cut is NP-complete in graphs of
diameter d.
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3. Matching Cut in bipartite graphs of fixed diameter d ≥ 4
In this section, we first modify the restriction of Matching Cut on diameter-3
graphs in the previous section to obtain a similar reduction to Matching Cut on
bipartite graphs of diameter 4.
Given a bipartite graph G = (V1, V2, E) with two color classes V1 and V2,
construct a new bipartite graph G′ = (V ′
1
, V ′
2
, E′) as follows. First, let V (G) =
{v1, v2, . . . , vn}, and, for each 1 ≤ i ≤ n, let Si = (Qi, Ri, Ei) be a complete
bipartite graph with color classes Qi = {q1i , . . . , q
n
i } and Ri = {r
1
i , . . . , r
n
i }. For
1 ≤ i, j ≤ n, i 6= j write
Eij =
{
{qji r
i
j , r
j
i q
i
j}, if vi, vj ∈ V1 or vi, vj ∈ V2,
{qji q
i
j , r
j
i r
i
j}, otherwise.
Then, G′ is obtained from G and Si, 1 ≤ i ≤ n, by adding edges between vi and
all vertices in Qi (thus, for each i, Si + vi = (Qi, Ri ∪ {vi}) is a biclique in G
′) and
edge set Eij between Si and Sj for any pair i, j ∈ {1, . . . , n}, i 6= j. Formally,
V ′ = V ∪
⋃
1≤i≤n
Qi ∪
⋃
1≤i≤n
Ri,
E′ = E ∪
⋃
1≤i≤n
{viq
1
i , . . . , viq
n
i } ∪
⋃
1≤i≤n
Ei ∪
⋃
1≤i,j≤n,i6=j
Eij .
See also Figures 3 and 4. Clearly, G′ can be constructed from G in O(n3) steps.
vi
Qi q
j
i
Ri r
j
i
vj
Qjq
i
j
Rjr
i
j
G = (V1, V2, E)
Figure 3: The subgraph in G′ induced by {vi} ∪ Si ∪ {vj} ∪ Sj , i 6= j, where vi and vj belong to
the same color class of G.
Observe that from the construction of G′ we have
(p3) NG′(vi) = NG(vi) ∪Qi for every vertex vi of G, and
(p4) each vertex in Si has at most one neighbor outside V (Si) ∪ {vi}. Namely,
qii and r
i
i have no neighbor outside V (Si) ∪ {vi}, and for j 6= i, NG′(q
j
i ) =
6
vi
Qi q
j
i
Ri r
j
i
vj
Qjq
i
j
Rjr
i
j
G = (V1, V2, E)
Figure 4: The subgraph in G′ induced by {vi} ∪ Si ∪ {vj} ∪ Sj , i 6= j, where vi and vj belong to
different color classes of G; vi and vj may be adjacent or not.
Ri ∪ {vi, u}, where u = rij if vi and vj belong to the same color class of G,
and u = qij otherwise. NG′(r
j
i ) = Qi ∪ {w}, where w = q
i
j if vi and vj belong
to the same color class of G, and w = rij otherwise.
Lemma 4. G′ is bipartite and has diameter 4.
Proof. By construction,
V ′
1
:= V1 ∪
⋃
vi∈V1
Ri ∪
⋃
vj∈V2
Qj and V
′
2
:= V2 ∪
⋃
vi∈V1
Qi ∪
⋃
vj∈V2
Rj
are disjoint independent sets in G′ with V ′ = V ′
1
∪ V ′
2
, hence G′ is bipartite.
We now show that G′ has diameter 4. Let x, y be two non-adjacent vertices of
G′. Recall that, for every 1 ≤ i ≤ n, Ci = (Qi, Ri + vi) is a biclique in G′. Hence
we may assume that x ∈ Ci and y ∈ Cj for some i 6= j. (If x, y ∈ Ci for some i,
then they will have distance 2.)
Suppose that vi and vj belong to the same color class of G. Then, if x ∈ Qi
then xrji q
i
jP , where P is a path of length at most two in Cj connecting q
i
j and y,
is a path of length at most 4 connecting x and y. If x ∈ Ri ∪ {vi} then xq
j
i r
i
jP
′,
where P ′ is a path of length at most two in Cj connecting r
i
j and y, is a path of
length at most 4 connecting x and y. Similarly, it can be seen that in case vi and
vj belong to different color classes of G that there is a path of length at most 4
connecting x and y, too.
Thus, distG′(x, y) ≤ 4 for all vertices x and y in G′. Note that for i 6= j such
that vi, vj in the same color class of G, dG′(vi, r) = 4 for any r ∈ Rj \ {rij}, hence
G′ has diameter 4. 
Lemma 5. G has a matching cut if and only if G′ has a matching cut.
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Proof. Let (X,Y ) be a matching cut in G. Set
X ′ := X ∪
⋃
vi∈X
V (Si) and Y
′ := Y ∪
⋃
vi∈Y
V (Si).
Then, by (p3) and (p4), (X ′, Y ′) clearly is a matching cut in G′.
Conversely, if (X ′, Y ′) is a matching cut in G′, then for any i, the biclique
(Qi, Ri + vi) is contained in X
′ or else in Y ′. Hence X = X ′ ∩ V (G) and Y =
Y ′ ∩ V (G) are both non-empty, and therefore (X,Y ) is a matching cut in G. 
By Lemmas 5 and 4, we conclude
Lemma 6. Matching Cut is NP-complete in bipartite graphs of diameter 4.
Now, for any fixed d ≥ 5, let Gd be obtained from G′ in Lemma 4 and Bd−1
(see Section 2, Figure 2) by joining the two vertices s1 and s
′
1
to all vertices in R1
of G′.
Clearly, Gd is bipartite. Moreover, distGd(sd−3, x) ≤ d for all x ∈ V (G
′). Hence
distGd(x, y) ≤ d for all vertices x, y of Gd, and distGd(sd−3, vi) = d for all vertices
vi not in the color class of v1. Thus, Gd has diameter d. Again, observe that each
vertex of Bd−1 is contained, in Gd, in a K2,3, hence in any matching cut (X,Y ) of
Gd, Bd−1+S1+v1 is contained in Gd[X ] or else in Gd[Y ]. Thus, G
′ has a matching
cut if and only if Gd has a matching cut. Hence, Lemma 6 implies
Theorem 2. For any fixed d ≥ 4, Matching Cut is NP-complete in bipartite
graphs of diameter d.
4. Matching Cut in bipartite graphs of diameter at most 3
In this section we prove that Matching Cut can be solved in polynomial time
when restricted to bipartite graphs of diameter at most 3. Our strategy is to decide
in polynomial time, given two disjoint vertex subsets A and B of the input graph
G, if G admits a matching cut such that A is contained in one part and B is in the
other part of the matching cut. To do this, we first prove a lemma (Lemma 7) that
will be useful in many cases. This useful lemma roughly says that, if after certain
forcing rules are no longer applicable the connected components of the remaining
part of the graph induced by the remaining unforced vertices are ‘monochromatic’,
we will be able to reduce the problem to 2-SAT. As a by-product, we will derive
from this lemma a new and simple polynomial-time algorithm solving Matching
Cut in graphs of diameter 2.
4.1. A useful lemma
Given a connected graph G = (V,E) and two disjoint, non-empty vertex sets
A,B ⊂ V such that each vertex in A is adjacent to exactly one vertex of B and
each vertex in B is adjacent to exactly one vertex of A. We say a matching cut of
G is an A-B-matching cut if A is contained in one side and B is contained in the
other side of the matching cut. Observe that if G has a matching cut, then G has
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an A-B-matching with, for example, A = {a} and B = {b} for some edge ab of G.
Thus, in general, unless NP 6= P, we cannot decide in polynomial time if G admits
an A-B-matching cut for a given pair A,B. However, there are some rules that
force certain vertices some of which together with A must belong to one side and
the other together with B must belong to the other side of such an A-B-matching
cut (if any). We are going to describe such forcing rules.
Now assume that A and B are two disjoint, non-empty subsets of V (G) such
that each vertex in A is adjacent to exactly one vertex of B and each vertex in B
is adjacent to exactly one vertex of A. Initially, set X := A, Y := B and write
R = V (G) \ (X ∪ Y ). The sets A,B,X, Y will be extended, if possible, by adding
vertices from R according to the forcing rules such that the following properties
hold before and after each update:
(f1) A ⊆ X , B ⊆ Y and X ∩ Y 6= ∅;
(f2) each vertex in A is adjacent to exactly one vertex of B and each vertex in B
is adjacent to exactly one vertex of A;
(f3) no vertex in X \ A is adjacent to a vertex in Y and no vertex in Y \ B is
adjacent to a vertex in X ;
(f4) any A-B-matching cut of G must contain X in one side and Y in the other
side.
These properties imply that after each update, (X,Y ) is an A-B-matching cut
of G[X ∪ Y ]. The first three rules will detect certain vertices that ensure that G
cannot have an A-B-matching cut.
(R1) Let v ∈ R be adjacent to a vertex in A. If v is
• adjacent to a vertex in B, or
• adjacent to (at least) two vertices in Y \B,
then G has no A-B-matching cut.
(R2) Let v ∈ R be adjacent to a vertex in B. If v is
• adjacent to a vertex in A, or
• adjacent to (at least) two vertices in X \A,
then G has no A-B-matching cut.
(R3) If v ∈ R is adjacent to (at least) two vertices in X \A and to (at least) two
vertices in Y \B, then G has no A-B-matching cut.
The correctness of (R1), (R2) and (R3) is quite obvious. We assume that, before
each application of the forcing rules (R4) and (R5) below, none of (R1), (R2) and
(R3) is applicable.
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(R4) Let v ∈ R be adjacent to a vertex in A or to (at least) two vertices in X \A.
Then X := X ∪ {v}, R := R \ {v}. If, moreover, v has a unique neighbor
w ∈ Y \B then A := A ∪ {v}, B := B ∪ {w}.
(R5) Let v ∈ R be adjacent to a vertex in B or to (at least) two vertices in Y \B.
Then Y := Y ∪ {v}, R := R \ {v}. If, moreover, v has a unique neighbor
w ∈ X \A then B := B ∪ {v}, A := A ∪ {w}.
To see that (R4) is correct, let, by induction hypothesis, A, B, X and Y fulfill
the properties (f1) – (f4). We have to argue that after a next application of (R4),
A, B, X and Y still fulfill (f1) – (f4). Consider an arbitrary A-B-matching cut
(X ′, Y ′) of G, and let, by (f4), X ⊆ X ′ and Y ⊆ Y ′, say. In particular, by (f1),
A ⊆ X ′ and B ⊆ Y ′. Let v ∈ R be adjacent to a vertex a ∈ A or to (at least) two
vertices in X \A. (Then, since none of (R1), (R2), (R3) is applicable, N(v)∩B = ∅
and |N(v) ∩ Y | ≤ 1.) If v is adjacent to a vertex a ∈ A, then, by (f2), a has a
neighbor in B ⊆ Y ′. Hence v must belong to X ′ (as (X ′, Y ′) is a matching cut of
G), and (R4) correctly extends X to X ∪{v} ⊆ X ′. If v is adjacent to two vertices
in X \ A ⊂ X ′, then clearly v must belong to X ′ (as (X ′, Y ′) is a matching cut
of G), and (R4) again correctly extends X to X ∪ {v} ⊆ X ′. Moreover, in case v
has a unique neighbor w ∈ Y \B ⊂ Y ′, (R4) correctly extends A to A ∪ {v} ⊆ X ′
and B to B ∪ {w} ⊆ Y ′. Hence after updating A, B, X and Y , (X ′, Y ′) is still
an A-B-matching cut of G with X ⊆ X ′, Y ⊆ Y ′. Thus, properties (f1)– (f4) hold
after an application of (R4). The correctness of (R5) can be seen similarly.
If none of (R1), (R2) and (R3) is applicable, then each vertex v ∈ R has no
neighbor in A or has no neighbor in B, and v has at most one neighbor in X \ A
or has at most one neighbor in Y \ B. If (R4) is not applicable, then each vertex
v ∈ R has no neighbor in A and at most one neighbor in X \ A. If (R5) is not
applicable, then each vertex v ∈ R has no neighbor in B and at most one neighbor
in Y \B. Thus, together with (f1) – (f4), the following fact holds:
Fact 1. Suppose none of (R1) – (R5) is applicable. Then
• (X,Y ) is an A-B-matching cut of G[X ∪ Y ], and any A-B-matching cut of
G must contain X in one side and Y in the other side;
• for any vertex v ∈ R, N(v)∩A = N(v)∩B = ∅ and |N(v)∩X | ≤ 1, |N(v)∩
Y | ≤ 1.
We now bound the running time for the application of the rules. Observe first
that the applicability of the rules can be tested in time
∑
v∈R O(deg(v)) = O(|E|).
Each of the rules (R1), (R2) and (R3) can be applied in constant time and applies
at most once. Each of the rules (R4) and (R5) can be applied in time O(deg(v))
and applies at most |V | many times because it removes one vertex from R. So,
the total running time for applying the rules (R1) – (R5) until they are no longer
applicable is bounded by |V | ·
∑
v∈V O(deg(v)) = O(|V |·|E|).
We say that a subset S ⊆ R is monochromatic if, in any A-B-matching cut of
G, all vertices of S belong to the same side of this matching cut.
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Lemma 7. Suppose none of the forcing rules (R1) – (R5) is applicable. Assuming
each connected component of G − (X ∪ Y ) is monochromatic, it can be decided in
time O(|V |·|E|) if G admits an A-B-matching cut.
Proof. Let Z be a connected component of G− (X ∪ Y ), and let (X ′, Y ′) be an
A-B-matching cut of G with A ⊆ X ′ and B ⊆ Y ′. Note, by Fact 1, that X ⊆ X ′
and Y ⊆ Y ′. Since Z is monochromatic, we have
• Z ⊆ X ′ whenever some vertex in X \A has at least two neighbors in Z.
• Similarly, Z ⊆ Y ′ whenever some vertex in Y \B has at least two neighbors
in Z.
• If a vertex inX\A has neighbors in two connected components of G−(X∪Y ),
then at least one of these components is contained in X ′.
• Similarly, if a vertex in Y \B has neighbors in two connected components of
G− (X ∪ Y ), then at least one of these components is contained in Y ′.
Thus, we can decide if G admits a matching cut (X ′, Y ′) such that X ⊆ X ′, Y ⊆
Y ′, by solving the following instance F (G) of the 2-SAT problem.
• For each connected component C of G−(X∪Y ), create two Boolean variables
xC and yC . The intention is that xC is set to true if C must go to X and yC
is set to true if C must go to Y . Then (xC ∨ yC) and (¬xC ∨ ¬yC) are two
clauses of the formula F (G).
• For each connected component C of G − (X ∪ Y ) with |N(v) ∩ C| ≥ 2 for
some v ∈ X \ A, (xC) is a clause of the formula F (G). This clause ensures
that in this case, C must go to X .
• For each connected component C of G − (X ∪ Y ) with |N(w) ∩ C| ≥ 2 for
some w ∈ Y \ B, (yC) is a clause of the formula F (G). This clause ensures
that in this case, C must go to Y .
• For each two connected components C 6= D of G− (X ∪Y ) having a common
neighbor in X \ A, (xC ∨ xD) is a clause of the formula F (G). This clause
ensures that in this case, at least one of C and D must go to X .
• For each two connected components C 6= D of G− (X ∪Y ) having a common
neighbor in Y \ B, (yC ∨ yD) is a clause of the formula F (G). This clause
ensures that in this case, at least one of C and D must go to Y .
Claim 1. G admits a matching cut (X ′, Y ′) such that X ⊆ X ′, Y ⊆ Y ′ if and only
if the 2-CNF formula F (G) is satisfiable.
Proof of the Claim: First, suppose (X ′, Y ′) is a matching cut of G with X ⊆
X ′, Y ⊆ Y ′. For each connected component C of G − (X ∪ Y ), set b(xC) = true
and b(yC) = false if C ⊂ X ′, and b(xC) = false and b(yC) = true if C ⊂ Y ′. Since
each connected component C is contained in X ′ or else in Y ′, the assignment b is
well-defined. Moreover, b is a satisfying truth assignment for F (G):
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• For each connected component C, the two corresponding clauses (xC ∨ yC)
and (¬xC ∨ ¬yC) are obviously satisfied by b.
• For each connected component C such that |N(v) ∩ C| ≥ 2 for some v ∈ X ,
C ⊂ X ′ because (X ′, Y ′) is a matching cut and C is monochromatic. Hence
the corresponding clause (xC) is satisfied by b.
• Similarly, for each connected component C such that |N(w)∩C| ≥ 2 for some
w ∈ Y , C ⊂ Y ′. Hence the corresponding clause (yC) is satisfied by b.
• For each two connected components C 6= D having a common neighbor in
X , C ⊂ X ′ or D ⊂ X ′ because (X ′, Y ′) is a matching cut and C and D are
monochromatic. Hence the corresponding clause (xC ∨ xD) is satisfied by b.
• Similarly, for each two connected components C 6= D having a common
neighbor in Y , C ⊂ Y ′ or D ⊂ Y ′. Hence the corresponding clause (yC ∨ yD)
is satisfied by b.
Thus, F (G) is satisfied by b.
Second, suppose F (G) is satisfied, and let b be a satisfying truth assignment for
F (G). Then letX ′ consist ofX and all connected components C ofG−(X∪Y ) with
b(xC) = true and let Y
′ consist of Y and all connected components C of G−(X∪Y )
with b(yC) = true. Since for each connected component C of G − (X ∪ Y ), the
two corresponding clauses (xC ∨ yC) and (¬xC ∨ ¬yC) are satisfied by b, (X ′, Y ′)
is a partition of V (G). Moreover (X ′, Y ′) is a matching cut of G: Assume, for a
contradiction, some v ∈ X ′ has two neighbors u1, u2 in Y ′.
If v ∈ X , then, by Fact 1, v ∈ X \A and u1, u2 ∈ Y ′ \ Y . Let C1 and C2 be the
connected components containing u1 and u2, respectively. If C1 = C2 =: C, then
(xC) is a clause of F (G) and therefore b(xC) = true, hence C ⊂ X ′, contradicting
u1, u2 ∈ Y ′. If C1 6= C2, then (xC1 ∨ xC2) is a clause of F (G), hence b(xC1) = true
or b(xC2) = true, contradicting u1, u2 ∈ Y
′ again.
If v ∈ X ′ \X , then let C be the connected component containing v. Then, by
Fact 1 again, at most one of u1, u2 is in Y , say u1 ∈ Y ′ \ Y . Thus, u1 ∈ C, hence
C 6⊂ X ′ and C 6⊂ Y ′. This contradicts the definition of (X ′, Y ′).
Thus, each vertex in X ′ has at most one neighbor in Y ′, and, similarly, each
vertex in Y ′ has at most one neighbor in X ′. That is, (X ′, Y ′) is a matching cut
of G with X ⊆ X ′, Y ⊆ Y ′.
The proof of the Claim is complete.
Note that F (G) hasO(|V |) variables andO(|V |2) clauses and can be constructed
in time O(|V |(|V |+ |E|)) = O(|V |·|E|). Since 2-SAT can be solved in linear time
(cf. [3, 8, 11]), by the Claim above we can decide in time O(|V | · |E|) if G admits
an A-B-matching cut.
Lemma 7 is proved. 
4.2. Diameter 2 graphs: A new, simple and faster polynomial-time algorithm
Let G = (V,E) be a graph of diameter 2. Choose an edge ab of G, and apply
rules (R1) – (R5) for A := {a}, B := {b} as long as possible. If (R1) or (R2)
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or (R3) is applicable, then clearly G has no A-B-matching cut. So let us assume
that none of (R1), (R2) and (R3) was ever applied and none of (R4) and (R5) is
applicable. Then each connected component Z of G− (X ∪ Y ) is monochromatic.
To see this, let (X ′, Y ′) be an A-B-matching cut of G with X ⊂ X ′, Y ⊂ Y ′. By
Fact 1, any vertex in A ∪ B is non-adjacent to any vertex in Z, any vertex in A
has neighbors only in X ∪ B, any vertex in B has neighbors only in Y ∪ A. Since
G has diameter 2, therefore, N(v) ∩ N(a) 6= ∅ for all v ∈ Z and a ∈ A. Thus, v
must have a neighbor in X \A. Similarly, each vertex v ∈ Z must have a neighbor
in Y \ B. Now, suppose to the contrary that Z is not monochromatic. Then, by
connectedness, there is an edge uv in Z with u ∈ X ′ and v ∈ Y ′, say. But then
u, v and a neighbor of v in X ⊆ X ′ induce a bad P3, contradicting the assumption
that (X ′, Y ′) is a matching cut.
Thus, any connected component of G− (X ∪ Y ) is monochromatic. Therefore,
by Lemma 7, it can be decided in time O(|V | · |E|) if G has an A-B-matching
cut. Since we have at most |E| many choices for the edge ab, we conclude that
Matching Cut can be solved in time O(|V |·|E|2) for graphs of diameter two. We
remark that the known algorithm posed in [6] has slower running time O(|V |2|E|3).
Moreover, in comparison to their algorithm, ours is much simpler.
4.3. Diameter 3 bipartite graphs
We are now going to describe how to solve Matching Cut in polynomial time
when restricted to bipartite graphs of diameter at most 3. We will use the following
characterization of diameter-3 bipartite graphs.
Fact 2. Let G = (V1, V2, E) be a connected bipartite graph with color classes V1
and V2. Then G has diameter at most 3 if and only if, for each i = 1, 2 and for
every two vertices u, v ∈ Vi, N(u) ∩N(v) 6= ∅.
Proof. First, let G = (V1, V2, E) have diameter at most 3. Consider two vertices
u, v ∈ V1. Then, as any u, v-path in G has even length, there must be an u, v-path
of length 2, i.e., N(u) ∩N(v) 6= ∅. Conversely, suppose that N(u) ∩N(v) 6= ∅ for
every two vertices u, v ∈ Vi. Consider two non-adjacent vertices x, y with x ∈ V1
and y ∈ V2. Then, as G is connected, x has a neighbor y
′ ∈ V2 − y. Hence, since
N(y)∩N(y′) 6= ∅, there is an x, y-path of length 3. Thus, there is a path of length
at most 3 between every two vertices of G, i.e., G has diameter at most 3. 
Let G = (V1, V2, E) have diameter at most 3. Since graphs having a bridge have
a matching cut, we may assume that G is 2-edge connected. Hence every matching
cut of G, if any, must have at least two edges. Our algorithm consists of two
phases. In the phase 1, we will check if G has a matching cut containing two edges
a1b1, a2b2 such that a1, a2 ∈ V1, b1, b2 ∈ V2 and {a1, b2} is in one part and {a2, b1}
is in the other part on the matching cut. To do this, we start with A = {a1, b2}
and B = {a2, b1} and apply the forcing rules as long as we can. Then we will see
that, if G has an A-B-matching cut, the condition of Lemma 7 will be fulfilled and
so we can reduce the problem to 2-SAT. In case phase 1 is unsuccessful, that is, G
has no A-B-matching cut such that both A and B contain vertices of both color
classes V1 and V2, phase 2 will be started. In the phase 2, we will check if G has
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an A-B-matching cut such that A ⊆ V1 and B ⊆ V2 (or A ⊆ V2 and B ⊆ V1).
In this phase, we will see that such an A-B-matching cut of G, if any, can easily
be found because the partition of unforced vertices is uniquely determined by the
color classes of G. The details as follows.
Phase 1. Choose two edges a1b1, a2b2 ∈ E such that a1, a2 ∈ V1 and b1, b2 ∈ V2.
Set X = A = {a1, b2}, Y = B = {a2, b1} and write R = V (G) \ (X ∪ Y ). Apply
(R1) – (R5) as long as possible, and let us assume that none of (R1), (R2) and
(R3) was ever applied.
Then each connected component Z of G − (X ∪ Y ) is monochromatic. To see
this, consider an arbitrary vertex v ∈ Z. If v ∈ V1, then, since a1 ∈ A ∩ V1,
N(v) ∩N(a1) 6= ∅ by Fact 2. By Fact 1, N(v) ∩ (A ∪B) = ∅ and N(a1) ⊆ X ∪B,
hence N(v) ∩ N(a1) ⊆ X \ A, i.e., v has a neighbor in X \ A. Similarly, since
a2 ∈ B ∩V1, v has a neighbor in Y \B. Similarly, if v ∈ V2, then, since b1 ∈ A∩V2
and b2 ∈ B ∩ V2, v has a neighbor in X \ A and a neighbor in Y \ B, too. Thus,
every vertex in Z has a neighbor in X and a neighbor in Y . Therefore, by the same
argument explained in the diameter 2 case, Z is monochromatic: let (X ′, Y ′) be
an A-B-matching cut of G with, by Fact 1, X ⊆ X ′ and Y ⊆ Y ′, say, and assume
to the contrary that Z ∩ X ′ 6= ∅ and Z ∩ Y ′ 6= ∅. Then, by connectedness, there
is an edge uv in Z with u ∈ X ′, v ∈ Y ′, say. But then u, v and a neighbor of v in
X ⊆ X ′ induce a bad P3, contradicting the assumption that (X ′, Y ′) is a matching
cut.
Hence, by Lemma 7, we can decide in time O(|V |·|E|) if G has an A-B-matching
cut. Since there are at most |E|2 choices for A and B, we conclude that, with phase
1, we can decide in time O(|V |·|E|3) if G has a matching cut (X ′, Y ′) containing
two edges a1b1, a2b2 such that a1, a2 ∈ V1, b1, b2 ∈ V2 and {a1, b2} ⊆ X ′ and
{a2, b1} ⊆ Y ′.
Phase 2. In this second phase we assume that phase 1 is unsuccessful, that is, G
has no matching cut (X ′, Y ′) containing two edges a1b1, a2b2 such that a1, a2 ∈ V1,
b1, b2 ∈ V2 and {a1, b2} ⊆ X
′ and {a2, b1} ⊆ Y
′.
Choose an edge ab ∈ E with a ∈ V1 and b ∈ V2. Set X = A = {a}, Y = B = {b}
and write R = V (G) \ (X ∪ Y ). Apply (R1) – (R5) as long as possible, and let
us assume that none of (R1), (R2) and (R3) was ever applied. (Note that, as G is
2-edge connected, A and B will be updated at least once by forcing rule (R4) or
(R5), assuming G has an A-B-matching cut.)
Then, by Facts 1 and 2 (cf. also phase 1), every vertex v ∈ R1 = R ∩ V1 has a
neighbor in X (as a ∈ A ∩ V1) and every vertex w ∈ R2 = R ∩ V2 has a neighbor
in Y (as b ∈ B ∩ V2). Thus, assuming G has an A-B-matching cut (X ′, Y ′) with
X ⊆ X ′ and Y ⊆ Y ′, R1 must be included in X ′ and R2 must be included in
Y ′. For, if v ∈ R1 was in Y ′, then the A-B-matching cut (X ′, Y ′) would contain
the edges ab and uv, where u is the neighbor of v in X ⊆ X ′, with a, v ∈ V1 and
b, u ∈ V2, contradicting the assumption that phase 1 was unsuccessful. The case
of R2 is completely similar. Therefore, G has an A-B-matching cut (X
′, Y ′) with
X ⊆ X ′, Y ⊆ Y ′ if and only if (X ∪ R1, Y ∪R2) is a matching cut. As the second
property can be checked in linear time, and there are at most |E| choices for A and
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B, we conclude that phase 2 can be performed in time O(|V |·|E|2) for deciding if
G has a matching cut.
Putting all together we obtain:
Theorem 3. Matching Cut can be solved in time O(|V | · |E|3) when restricted
to bipartite graphs of diameter at most 3.
5. Concluding remarks
In this paper we have completely determined the computational complexity of
Matching Cut for graphs and bipartite graphs with respect to diameter con-
straint: Matching Cut is NP-complete when restricted to graphs of diameter d,
for fixed d ≥ 3, and to bipartite graphs of diameter d, for fixed diameter d ≥ 4. In
the other cases, Matching Cut can be solved in polynomial time.
We remark that Matching Cut can be solved in linear time in planar graphs
(and in graphs with fixed genus) of fixed diameter. This is because a planar graph
with diameter d has tree-width at most 3d − 2 ([9]). (More generally, a graph
with diameter d and genus g has tree-width O(gd); see [10].) In [5], it is shown
that Matching Cut can be expressed in monadic second order logic (MSOL),
and it is well-known ([2]) that all graph properties definable in MSOL can be
decided in linear time for classes of graphs with bounded tree-width, when a tree-
decomposition is given. It is also well-known ([4]) that a tree-decomposition of
bounded width of a given graph can be found in linear time. Combining these
facts, it follows that Matching Cut can be solved in linear time for planar graphs
(and in graphs with fixed genus) of fixed diameter.
Finally, we note that, in contrast, the computational complexity of Matching
Cut for graphs of given girth is still incompletely determined. By results due to
Bonsma ([5]), Matching Cut is NP-complete for planar graphs of girth at most
five and polynomially solvable for planar graphs of girth at least six. (In fact,
Bonsma showed that all planar graphs of girth ≥ 6 have a matching cut.) In
particular, Matching Cut is NP-complete for graphs of girth ≤ 5.
Open Question: What is the computational complexity of Matching Cut for
graphs of girth at least six?
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