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Abstract
The classical center-focus problem posed by H. Poincare´ in 1880’s asks about the
characterization of planar polynomial vector ﬁelds such that all their integral trajectories are
closed curves whose interiors contain a ﬁxed point, a center. In this paper, we present a
method allowing for the ﬁrst time to obtain an explicit expression for the ﬁrst return map in
the center problem.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let LNðS1Þ be the Banach space of bounded 2p-periodic complex-valued
functions on R: Let us consider the ordinary differential equation
dv
dx
¼
XN
i¼1
aiðxÞviþ1; ð1:1Þ
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where all aiALNðS1Þ: If the coefﬁcients of (1.1) grow not very fast for a sufﬁciently
small initial value one can solve this equation by the Picard iteration method so that
the (generalized) solution is a Lipschitz function on ½0; 2p (i.e., in this way we obtain
a function v for which (1.1) holds almost everywhere on ½0; 2p). Moreover, there is a
unique solution with the prescribed initial value vð0Þ: We say that Eq. (1.1)
determines a center if for any sufﬁciently small initial values vð0Þ the solution of (1.1)
satisﬁes vð0Þ ¼ vð2pÞ: The center problem for Eq. (1.1) is to ﬁnd conditions on the
coefﬁcients ai under which this equation determines a center. This problem arises
naturally in the framework of the qualitative theory of ordinary differential
equations created by H. Poincare´. The main purpose of the theory can be described
as follows: without explicitly solving a given differential equation, using only certain
properties of its right-hand side, to try and give an as complete as possible
description of the geometry of the solution curves of this equation (where they are
deﬁned). The center problem for (1.1) is closely related to the classical center-focus
problem ﬁrst studied by Poincare´ [13] and further developed by Lyapunov [12],
Bendixson [5] and Frommer [8]. In this case one considers the system of ODEs in the
plane
dx
dt
¼ X ðx; yÞ; dy
dt
¼ Yðx; yÞ; ð1:2Þ
where X ; Y are real polynomials of degree d; or more generally, real analytic
functions deﬁned in an open neighbourhood of the origin P :¼ ð0; 0ÞAR2: One
assumes that P is an equilibrium point, i.e. Xð0; 0Þ ¼ Y ð0; 0Þ ¼ 0: The equilibrium
point is called a center if there exists an open neighbourhood U of P that does not
contain another equilibrium points such that any trajectory of the vector ﬁeld (1.2)
that intersects U\fPg in some point is closed. Suppose
Xðx; yÞ ¼ ax þ by þ
XN
k¼2
Xkðx; yÞ; Yðx; yÞ ¼ cx þ dy þ
XN
k¼2
Ykðx; yÞ;
where Xk; Yk are real homogeneous polynomials of degree k: In the afore-
mentioned papers the case of a non-degenerated equilibrium point was studied, i.e.
the matrix
A ¼ a b
c d
 
assumed to be invertible. It was proved by Poincare´ that a necessary condition for
(non-degenerated) P to be a center is that A has pure imaginary eigenvalues. In this
case, making a linear change of variables in (1.2) and then a linear reparametrization
of trajectories one reduces (1.2) to an equivalent system:
dx
dt
¼ 
y þ Fðx; yÞ; dy
dt
¼ x þ Gðx; yÞ; ð1:3Þ
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where F ; G are real analytic functions in an open neighbourhood of P whose Taylor
expansions at P do not contain constant and linear terms. For F ; G polynomials of a
given degree, the classical Poincare´ center-focus problem2 asks about conditions on
the coefﬁcients of F and G under which all trajectories of (1.3) situated in a small
open neighbourhood of the origin are closed. (A similar problem can be posed for
the general case.) Poincare´ proved that P is a center if and only if the coefﬁcients of F
and G satisfy a certain inﬁnite system of algebraic equations E1; E2;y such that the
coefﬁcients of En are functions in the solutions of E1;y; En
1: Thus in order to solve
En one ﬁrst should solve all the previous equations. In the present paper, we give
another completely new characterization of centers in terms of an inﬁnite system of
algebraic equations eE1; eE2;y such that each eEn does not depend on a solution of
any other eEi: This allows to establish non-existence of a center using only one
successfully chosen equation eEn: Unfortunately, trying to apply either this or
Poincare´ criterion in the converse direction, gives rise, in the general case, to almost
insurmountable difﬁculties. Therefore, as it was emphasized by Poincare´, it is the
matter of great importance to ﬁnd typical situations for which all equations of the
system determining centers are satisﬁed. For some important results, see e.g. [1–
4,6,7,9–11,14–16] and references therein.
Passing to polar coordinates in (1.3) we rewrite this in the form
dr
dy
¼ P
1þ Q r; ð1:4Þ
where Pðr;fÞ :¼ xFðx;yÞþyGðx;yÞ
r2
; Qðr;fÞ :¼ xGðx;yÞ
yFðx;yÞ
r2
; ðx ¼ r cos f; y ¼ r sin fÞ: If
the moduli of the coefﬁcients of F and G are small enough one can expand the right-
hand side of (1.4) as a series in r to obtain an equation of type (1.1) whose
coefﬁcients are trigonometric polynomials. This reduces the center problem for (1.3)
to the center problem for a class of Eq. (1.1) whose coefﬁcients depend polynomially
on the coefﬁcients of (1.3), explaining the fundamental role of Eq. (1.1) in this area.
2. Formulation of main results
Let Xi :¼ LNðS1Þ be the space of all coefﬁcients ai from (1.1), and X be the
complex Fre´chet space of sequences a ¼ ða1; a2;yÞA
Q
iX1 Xi satisfying
sup
xAS1
jaiðxÞjpli; i ¼ 1; 2;y ð2:1Þ
for some positive l (depending on a). From Picard iteration it follows that for any
aAX the corresponding equation (1.1) is locally solvable for sufﬁciently small initial
values. By CCX we denote the center set of Eq. (1.1), that is, the set of those aAX
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for which the corresponding equations (1.1) determine centers. Consider the iterated
integrals
Ii1;y;ikðaÞ :¼
Z
?
Z
0ps1p?pskp2p
aikðskÞ?ai1ðs1Þ dsk?ds1
deﬁned on X (for k ¼ 0 we assume that this equals 1). They can be thought of as k-
linear holomorphic functions on X : A linear combination of iterated integrals of
order pk is called an iterated polynomial of degree k:
Next, for a sufﬁciently small r; let vðx; r; aÞ; xA½0; 2p; be the Lipschitz solution of
Eq. (1.1) corresponding to aAX with initial value vð0; r; aÞ ¼ r: Then PðaÞðrÞ :¼
vð2p; r; aÞ is the first return map of this equation.
Theorem 2.1. For sufficiently small initial values r the first return map PðaÞ is an
absolutely convergent power series PðaÞðrÞ ¼ r þPNn¼1 cnðaÞr nþ1; where
cnðaÞ ¼
X
i1þ?þik¼n
ci1;y;ik Ii1;y;ikðaÞ
and
ci1;y;ik ¼ ðn 
 i1 þ 1Þðn 
 i1 
 i2 þ 1Þðn 
 i1 
 i2 
 i3 þ 1Þ?1:
The center set CCX of Eq. (1.1) is determined by the system of polynomial equations
cnðaÞ ¼ 0; n ¼ 1; 2;y :
Corollary 2.2. (a) cnðaÞ ¼ InðaÞ þ fnðaÞ where InðaÞ :¼
R 2p
0
anðsÞ ds and fn is an
iterated polynomial of degree n in a1;y; an
1:
(b) The set
Cn ¼ faAX : c1ðaÞ ¼ c2ðaÞ ¼? ¼ cnðaÞ ¼ 0g
is a closed complex submanifold of X of codimension n containing 0AX :
(c) The tangent space to Cn at 0 is determined by equations I1ðaÞ ¼? ¼ InðaÞ ¼ 0:
The following result makes it possible to construct elements from C explicitly.
Theorem 2.3. An element a ¼ ða1; a2;yÞAX belongs to the center set C if and only if
there is a sequence u1; u2;y of 2p-periodic Lipschitz functions such that uið0Þ ¼ 0 for
any i and
XN
i¼1
aiðxÞtiþ1 ¼ 

PN
k¼1 uk
0ðxÞtkþ1
1þPNk¼1 ðk þ 1ÞukðxÞtk
as formal power series in t:
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This result gives a ‘‘parametrization’’ of the center set CCX but leaves open the
question on existence of such a sequence u1; u2y for a speciﬁc aAX :
We say that Eq. (1.1) corresponding to aAX determines a universal
center, if Ii1;y;ikðaÞ ¼ 0 for all positive integers i1;y; ik and kX1:
The set of universal centers is, in a sense, a stable part of the center set C: In a
forthcoming paper, we give a topological description of Eq. (1.1) determining
universal centers.
3. Proofs
Proof of Theorem 2.1. Substituting rðxÞ ¼ t  vðxÞ we transfer (1.1) to
v0 ¼
XN
i¼1
aiðxÞtiviþ1: ð3:1Þ
Now, multiplying (3.1) by vk
1 we get
ðvkÞ0 ¼
XN
i¼1
ðkaiðxÞtiÞviþk: ð3:2Þ
Let V be the linear space spanned by vectors ei ¼ ð0;y; 0; 1; 0;yÞ with 1 at the ith
place. We set yi ¼ viei and Y ¼ ðy1; y2;yÞ: Combining Eq. (3.2) for all k we obtain a
system of linear ODEs
Y 0 ¼
XN
i¼1
AiaiðxÞti
 !
Y ; ð3:3Þ
where Ai : V-V are linear operators. We identify V with the algebra C½½z of
formal power series with complex coefﬁcients so that en coincides with z
n
1: Let
D; L : C½½z-C½½z be the differentiation and the left translation operators deﬁned
on f ðzÞ ¼PNk¼0 ckzk by
ðDf ÞðzÞ :¼
XN
k¼0
ðk þ 1Þckþ1zk; ðLf ÞðzÞ :¼
XN
k¼0
ckþ1zk:
Lemma 3.1. It is true that
Ai ¼ DLi
1:
Thus (3.3) acquires the form
Y 0 ¼
XN
i¼1
aiðxÞtiDLi
1
 !
Y : ð3:4Þ
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Proof. Applying DLi
1 to zk we have
DLi
1ðzkÞ ¼ Dðzk
iþ1Þ ¼ 0; if kpi 
 1;ðk 
 i þ 1Þzk
i; if k4i:

By deﬁnition, Ai ¼ ðaik;lÞ is an inﬁnite matrix such that ais;iþs ¼ s for any sAZþ and
aik;l ¼ 0 otherwise. Thus we have
Aiðekþ1Þ ¼
X
aij;kþ1ej ¼ ðk 
 i þ 1Þek
iþ1: &
Let oðxÞ :¼PNi¼1 aiðxÞtiDLi
1: The fundamental solution Y of (3.4) can be
obtained by Picard iteration:
Y ðxÞ ¼ I þ
XN
n¼1
Z
?
Z
0ps1p?psnpx
oðsnÞ?oðs1Þ dsn?ds1; ð3:5Þ
where I is the identity map of the algebra of formal power series in t whose
coefﬁcients are polynomials in D and L: Let us introduce the (locally Lipschitz)
functions
Ii1;y;ikða; xÞ :¼
Z
?
Z
0ps1p?pskpx
aikðskÞ?ai1ðs1Þ dsk?ds1; xAR: ð3:6Þ
Then it is easy to see that
YðxÞ ¼ I þ
XN
i¼1
piðx; D; LÞti; where
piðx; D; LÞ ¼
X
i1þ?þik¼i
Ii1;y;ikða; xÞðDLik
1Þ?ðDLi1
1Þ; iX1: ð3:7Þ
Now, the solution of (3.4) with initial value Yð0Þ ¼PNi¼0 yiziAC½½z is Y ðxÞ 
Yð0Þ: Also, by deﬁnition, the solution Yðx; z; t; rÞ of (3.4) with initial value
Yð0Þ ¼PNi¼0 riþ1zi equals PNi¼0 yðx; t; rÞiþ1zi where yðx; t; rÞ is the solution
of (3.1) with initial value yð0; t; rÞ ¼ r; here PðaÞðtrÞ :¼ tyð2p; t; rÞ: Thus in
order to compute the coefﬁcients of the ﬁrst return map PðaÞðrÞ one should
apply every pnð2p; D; LÞ to
PN
i¼0 r
iþ1zi and then substitute z ¼ 0: Clearly, we
obtain the same if we apply every pnð2p; D; LÞ to zn: From here and (3.7) we obtain
for i1 þ?þ ik ¼ n;
ci1;y;ik :¼ ðDLik
1Þ?ðDLi1
1ÞðznÞ ¼ ðn 
 i1 þ 1Þðn 
 i1 
 i2 þ 1Þ?1:
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Therefore,
PðaÞðrÞ ¼ r þ
XN
n¼1
cnr
nþ1; where cnðaÞ ¼
X
i1þ?þik¼n
ci1;y;ik Ii1;y;ikðaÞ: &
Proof of Corollary 2.2. The proof of (a) follows directly from the above formula for
the ﬁrst return map. Let us prove (b).
By pk : X-
Qk
j¼1 Xj we denote the natural projection to the ﬁrst k coordinates.
According to part (a) the set Cn is given by equations IkðaÞ ¼ 
fkðaÞ; 1pkpn; where
Ik depends on ak and fk depends on a1;y; ak
1: Let eCn be the subset of Qnj¼1 Xj
deﬁned by these equations. Then clearly Cn ¼ p
1n ðeCnÞ: Thus in order to prove the
corollary it sufﬁces to prove that eCnCQnj¼1 Xj is a closed complex submanifold of
codimension n containing 0: We prove this by induction on n:
If n ¼ 1; then eC1 is determined by the equation I1ðaÞ :¼ R 2p0 a1ðsÞ ds ¼ 0: Since I1 is
a continuous linear functional, eC1 coincides with the complex hyperplane
KerðI1ÞCX1: Thus the required statement holds. Suppose now that the statement
has been proved for k 
 1; let us prove it for k: It is easy to see that eCk is a subset ofeCk
1  Xk determined by the equation IkðaÞ ¼ 
fkðaÞ: Since IkjXk is a continuous
linear functional, we can decompose Xk ¼ Ek"lk; where Ek ¼ KerðIkjXk Þ and lk is
the one-dimensional vector space generated by a vector ek such that IkðekÞ ¼ 1:
Further, let us consider the set Rk :¼ eCk
1  Ek: It is clear that RkCKerðIkÞ andeCk
1  Xk ¼ Rk"lk: In particular, for any aAeCk
1  Xk we have a ¼ w þ vek for
some wARk; vAC: Thus in the deﬁnition of eCk we have
v ¼ IkðaÞ ¼ 
fkðaÞ ¼ 
fkðwÞ:
This shows that eCk is the graph of the function 
fk : Rk-C: But according to the
induction hypothesis, RkCð
Qk
1
j¼1 XjÞ  Ek is a closed complex submanifold of
codimension k 
 1 containing 0. From here it follows that eCkCeCk
1  Xk is a closed
complex submanifold of codimension 1 containing 0. This implies the required
statement formulated in (b).
To prove (c) note that the linear term of the Taylor expansion of cn at 0AX equals
In: But the tangent space to Cn at 0AX is determined as the set of common zeros of
the linear terms of c1;y; cn; i.e. by equations I1ðaÞ ¼? ¼ InðaÞ ¼ 0: &
Proof of Theorem 2.3. Let vðx; r; aÞ; xA½0; 2p; be the Lipschitz solution of Eq. (1.1)
corresponding to a ¼ ða1; a2;yÞAX with initial value vð0; r; aÞ ¼ r: From Picard
iteration it follows that
vðx; r; aÞ ¼ r þ
XN
i¼1
viðx; aÞriþ1; ð3:8Þ
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where each viðx; aÞ is a Lipschitz function on ½0; 2p and the series converges
uniformly in the domain 0pxp2p; jrjper for a sufﬁciently small positive er: Assuming
that aAC we get við0; aÞ ¼ við2p; aÞ ¼ 0 for any i: Now the inverse function theorem
implies that there is a function uðx; r; aÞ :¼ rþPNi¼1 uiðx; aÞriþ1 where each uiðx; aÞ
is a 2p-periodic Lipschitz function, uið0; aÞ ¼ 0; and the series converges uniformly in
the domain 
NoxoN; jrjper for a sufﬁciently small positive er; such that
uðx; vðx; r; aÞ; aÞ  r for all sufﬁciently small r: Differentiating this equation in x we
obtain
v0ðx; r; aÞ ¼ 

PN
k¼1 uk
0ðx; aÞvðx; r; aÞkþ1
1þPNk¼1 ðk þ 1Þukðx; aÞvðx; r; aÞk:
This and equality v0ðx; r; aÞ ¼PNi¼1aiðxÞvðx; r; aÞiþ1 imply the required identity of
power series.
Conversely, from the identity of Theorem 2.3 arguing in the reverse order we ﬁnd
a formal solution of (1.1) corresponding to aAX of the form (3.8) where vi are
polynomials in u1;y; ui; v1;y; vi
1 without constant terms. In particular, each vi is a
2p-periodic Lipschitz function equals 0 at 0. But since aAX ; there is also the strong
solution of the corresponding equation (1.1) given by (3.8). It is easy to see then that
these two solutions coincide. This implies the identity vð0; r; aÞ ¼ vð2p; r; aÞ ¼ r for
any sufﬁciently small r: &
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