Abstract-The impact of multi-hopping schemes on the communication latency in a relay channel is studied. The main aim is to characterize conditions under which such schemes decrease the communication latency given a reliability requirement. Both decode-forward (DF) and amplify-forward (AF) with block coding are considered, and are compared with the point-to-point (P2P) scheme which ignores the relay. Latency expressions for the three schemes are derived, and conditions under which DF and AF reduce latency are obtained for high signal-to-noise ratio (SNR). Interestingly, these conditions are more strict when compared to the conditions under which the same multi-hopping schemes achieve higher long-term (information-theoretic) rates than P2P. It turns out that the relation between the source-destination SNR and the harmonic mean of the SNR's of the channels to and from the relay dictates whether multi-hopping reduces latency or not.
the transmission based on the delay requirement, or (ii) select a relay from a given set of relays that leads to the lowest delay. The question we examine in this paper is thus: When can a relay node reduce end-to-end delay?
One way to look at this problem involves analyzing the communication rate that can be achieved in a network with relays. Indeed a relay can increase the communication rate [12] . In this context, the achievable rates are derived under the requirement that the error probability approaches zero as the length of a transmission block goes to infinity. Moreover, the relaying gain (in terms of rate) is achieved by transmitting over an infinite number of blocks [12] [13] [14] [15] [16] . In this case, decoding at the receivers ends after the end of the last transmission block. Clearly, this increased communication rate is attained at the expense of a large latency. This perspective which does not take communication delay into account is thus not suitable for low-latency communications.
Thus, this problem has to be approached from a different perspective. Namely, the latency has to be calculated for a given number of bits to be transmitted under a given error probability requirement. This is captured by the error exponent framework [17] . This framework has been applied earlier to RCs [18] [19] [20] [21] [22] [23] . For instance, [18] studied the optimal number of hops in a separated amplify-forward (AF) half-duplex relay network from an error exponent point of view. Separated here means that a physical channel exists only between neighboring nodes. Similarly, [19] considered a separated multi-hop network with a comparison of the error exponents of concatenated coding and pass-or-decode schemes. The paper [20] studied the error exponent of a separated AF two-way relay channel, and optimized the exponent with respect to rate and power allocations, while [21] studied a separated parallel relay channel, and compared decode-forward (DF), compress-forward, and quantize-forward from an error exponent perspective.
In contrast to [18] [19] [20] [21] , [23] studied the transmission delay in a non-separated multi-hop network as a function of the number of hops and transmission blocks. The resulting interference due to the non-separated nature of the network has been treated as additional noise in [23] , which reduces the achievable rate. Alternatively, this interference can be exploited by coherent combining [12] or canceled by backward decoding. In [22] a non-separated relay channel was studied, and error-exponents for half-duplex AF and DF, and full-duplex DF with block coding and coherent combining were derived. Tan [24] provides an in-depth study of the error exponents of partial DF and compress-forward with block-Markov encoding over a discrete memoryless RC from an information-theoretic point of view. In particular, [24] studies the error exponents of these coding schemes using the method of types, and also derives an upper bound on the error exponent of the RC. Note that while the schemes considered in [24] are better than aforementioned schemes (AF, DF, etc.), they are rather more sophisticated from a practical point of view. In this paper, we restrict ourselves to simple DF and AF schemes as described next.
We define the latency in this paper, or the end-to-end delay, as the time from the beginning to the end of transmission of a message (file) consisting of B bits, where the probability that the wrong message is received does not exceed a reliability requirement . This message can be sent over one block or over multiple blocks. Note that in transmission where a message is split into multiple blocks, computing the per-block errorexponent is not sufficient for characterizing the end-to-end delay. In this case, decoding ends after the end of all transmission blocks, and thus this has to be taken into account. Now for a given error probability requirement, the latency of communication given by the block length is bounded [25] , [26] . With the aforementioned block coding structure in mind, it might seem at first that multi-hop relaying increases latency. However, we show in this paper that under some conditions on the SNR's, the end-to-end latency is reduced in comparison to the P2P channel even when block coding is taken into account.
Our approach towards computing the end-to-end delay in the RC is based on the following steps:
1) First, the bits to be delivered are divided into several blocks. 2) Then, a per-block error probability is defined, so that the message-error probability does not exceed the error probability requirement. 3) Next, the per-block error probability is divided between the uplink to the relay and the downlink to the destination. 4) Having the number of bits and error probability requirement per block, we can find the required block-length using the error exponent framework. With this, we obtain the length of uplink and downlink blocks, which are equal in AF but not necessarily so in DF. 5) Finally, we take the number of blocks into account to find the delay from the beginning of the first block till the end of the last block. This delay is a function of the number of bits, error probability requirement, the SNR's, and has to be minimized with respect to the number of blocks. At this point, a comparison with the work in [22] is due. The authors of [22] studied the per-block error exponent of fullduplex DF (step 4 above). However, the impact of the number of blocks was not considered in [22] , and hence the end-toend delay was not discussed. Indeed, the result of [22] can be embedded in our framework (steps 1 to 5 above) to obtain the corresponding end-to-end delay. Another difference between our work and [22] is that we allow the lengths and error probabilities of the uplink and downlink blocks to be different when using DF, which makes the design more flexible.
We build on the above framework to analyze the latency of two multi-hopping type relaying schemes based on DF and AF, and derive conditions under which these schemes are beneficial in terms of delay. Here, multi-hopping refers to schemes which do not exploit the existence of the source-destination channel for coherent combining of signals at the destination. The reason we restrict ourselves to these schemes is three-fold. First, these are simple schemes, and more suited to practical applications. Second, these two schemes, combined with the P2P scheme (which ignores the relay) achieve the capacity of the RC within a constant gap. This can be verified using methods similar to [27, Appendix A] . Finally, studying the latency of these simple schemes provides an upper bound on the latency that can be achieved by more sophisticated schemes [24] . Thus, by studying the simpler multi-hopping DF and AF schemes, we can find sufficient conditions under which multi-hop relaying with backward decoding reduces latency.
Our contributions can thus be summarized as follows:
• We derive expressions for the latency of multi-hopping DF and AF.
• We compare the latency of these schemes to that of the P2P scheme (benchmark).
• We approximate the latency expressions at high SNR, and identify sufficient conditions guaranteeing that relaying reduces latency. It is important here to highlight an interesting interplay between different parameters in the analysis. The DF and AF schemes transmit the information to the destination by distributing the information over multiple blocks. The number of block is a design parameter that should be chosen to minimize latency. Increasing the number of blocks reduces the number of bits per block on one hand, and results in a stricter reliability requirement per block on the other hand. This follows since the transmission will be erroneous if at least one block is erroneous. Thus, if the overall reliability requirement is , the per-block reliability requirement is /L where L is the number of blocks. From this point of view, the best choice of L is not clear. We show that one transmission block is optimal for a small number of information bits to be transmitted, while multiple blocks yield better latency for a large number of bits. In both cases, the latency of DF and AF can be lower than that of P2P despite the multi-block transmission structure. Still in some cases (conditions on the SNR's), P2P yields lower latency. Thus, it is interesting find conditions under which DF and AF reduce latency.
By studying the schemes at high SNR, we obtain the following conclusion. If the relay increases the capacity of the P2P channel, it does not necessarily reduce the latency of transmission. On the other hand, if either DF or AF reduces latency, then its long-term achievable rate has to be higher than that of P2P. Roughly speaking, while DF increases the information-theoretic capacity of in comparison to P2P if both the source-relay and relay-destination SNR's are larger than the source-destination SNR, DF reduces latency if the harmonic mean of the source-relay and relay-destination SNR's (in dB) is larger than twice the source-destination SNR (in dB). Thus, DF reduces latency under a stricter condition. AF reduces latency if the SNR of AF is larger than twice the source-destination SNR. These conditions are practically interesting for relay activation/deactivation and for relay selection as mentioned earlier.
These aspects will be discussed in detail throughout the paper. In the next section, we introduce the system model of the RC and provide the problem formulation.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a relay channel (RC) as shown in Fig. 1 where the source node wants to send a message m of B bits to the destination node with the aid of a full-duplex relay. At time instant i ∈ {1, · · · , N }, the source sends the real-valued signal x s (i) to the relay and the destination. These nodes in turn observe the following received signals, respectively,
Here, x r (i) is the relay transmit signal constructed from the relay's received signal up to time instant i − 1, i.e., y r (1), · · · , y r (i − 1). The variables z r (i) and z d (i) are independent Gaussian noises with zero mean and unit variance.
The scalars h 0 , h 1 , h 2 ∈ R are the source-destination, sourcerelay, and relay-destination channel coefficients, respectively. It is assumed that h 0 , h 1 , and h 2 maintain the same value throughout the transmission. Each of the source and the relay have a power constraints given by
The induced error probability of this procedure is P e = Prob{m =m}. The transmission has to satisfy
where > 0 is a pre-defined reliability requirement.
The main questions we would like to answer in this paper are: What is the latency of this communication? And when does the relay have a positive impact on this latency? More precisely, we aim for finding the value of N that has to be chosen so that the message m with B bits can be delivered to the destination with an error probability less that , while taking the number of transmission blocks in to account.
An instrumental quantity for this study is the error exponent of a coding scheme [28] . Gaussian coding with rate R bits per transmission over a Gaussian P2P channel with a signal-to-noise ratio SNR achieves an error exponent given by [25] 
Given this error exponent, the latency of communicating B bits over this channel with reliability is upper bounded by 1
The function n(B, SNR, ) will be used frequently in the paper for bounding the latency of a transmission scheme over a RC. Next, we summarize the main contribution of the paper. The best scheme as a function of the relay position for a relay channel with a path-loss exponent of 3, P = 20dB (relative to noise variance), P r = 2P, = 10 −3 , and B = 10kbit. The square and the diamond denote the source and the destination, respectively. The o and x denote relay positions at which DF provides lower latency than P2P, and vice versa, respectively. The + denotes relay positions where AF performs better than P2P. The region between the two black curves intersecting with the positions of the source and destination is where DF has a higher achievable rate than P2P.
III. SUMMARY OF MAIN RESULTS
In the following sections, we will derive the achievable latency of using Gaussian coding in the RC with multi-hopping DF and AF at the relay (henceforth simply DF and AF). We are going to prove that DF and AF achieve a latency of
respectively, where
and
Here, the parameter L is the number of transmission blocks and δ is a trade-off factor between the error probabilities of the uplink and downlink 2 in DF (which allows different length of uplink and downlink blocks). Notice the strict error probability requirement represented by /L arising due to the block structure.
Despite their simplicity, the latency of DF and AF can be lower than that of P2P given by N P2P = n(B, SNR 0 , ) where SNR 0 = h 2 0 P, if the relay is properly placed (see Figure 2 ). In this figure, we show the best scheme in terms of latency as a function of the relay position. The source (square) is located at the origin (0, 0) and the destination (diamond) at (1, 0) (normalized units of distance). We consider a wireless channel with a path-loss exponent of 3. The channels h 1 and h 2 depend on the relay position. If the relay is located in the region marked by x's, then P2P achieves lower latency than both DF and AF.
However, if the relay is located in the region marked by o's, then DF achieves lower latency than both AF and P2P. These positions marked by o are potential positions where a relay might be placed in a cellular communications scenario for instance, since the relay is normally located between the transmitter and the receiver.
Note that the region marked with o's is a sub-set of the region bounded between the two black curves, where DF achieves higher information-theoretic rate 3 given by R ≈ log(min{SNR 1 , SNR 2 }) than P2P which achieves R ≈ log(SNR 0 ). This interestingly means that if DF increases the achievable rate, it does not necessarily reduce latency. However, in the inner region marked by o's, DF indeed reduces latency in comparison to P2P. While DF provides lower latency than AF, the latter has the advantage of reduced computational requirements at the relay node. Thus, in cases where the relay has computational limitation, AF can be a favored scheme in the region marked by +'s.
To obtain a closer look on the conditions under which a relay reduces latency in a RC, we consider the high SNR regime. We have the following statement regarding DF.
Proposition 1: At high SNR, a sufficient condition under which DF has a lower latency than P2P is given by
where M h (x, y) is the harmonic mean of x and y defined as
x+y , and x| dB is defined as 10 log 10 (x), i.e., the value of x in dB.
This statement leads to the following interesting conclusion. If the high SNR achievable rate of DF given by 1 2 log 2 (min {SNR 1 , SNR 2 }) is higher than that of the P2P scheme given by 1 2 log 2 (SNR 0 ), then DF does not necessarily provide lower latency than P2P! Note that while the superiority of DF in terms of the information-theoretic achievable rate is dictated by the bottle-neck SNR between SNR 1 and SNR 2 , i.e., the condition min {SNR 1 , SNR 2 } > SNR 0 , its superiority in terms of latency is dictated by both SNR's as seen in (11) .
A similar statement holds for AF, for which we have the following statement.
Proposition 2: At high SNR, a sufficient condition under which AF has a lower latency than P2P is given by
Note that here, the condition is on the dB value of the harmonic mean, contrary to (11) in which the condition is on the harmonic mean of the dB values of the SNRs.
Both the DF and AF schemes can reduce the latency of transmission, but under a stricter condition than merely having a larger achievable rate.
It turns out that in general, transmission using DF or AF should be carried out over only one transmission block (for each of the uplink and the downlink) for a small payload, but over several blocks for large payload. Interestingly, although the use of multiple transmission blocks imposes a stricter error 3 An information-theoretic rate is computed under the condition that P e → 0 as N → ∞.
probability requirement per block, the overall transmission can still have lower latency than P2P. Next, we describe the three main transmission schemes of this paper.
IV. TRANSMISSION SCHEMES
The number of transmissions required to satisfy (3) depends on the scheme being used over the RC. The benchmark for our work is the scheme without a relay. The reason to choose this scheme as a benchmark is to check when the relay can in fact decrease the latency of this communication. If the relay is inactive, then the RC becomes a point-to-point channel (P2P) with SNR 0 = h 2 0 P. The optimal code for this P2P channel is a random Gaussian code [29] . In this case, the source encodes the message m into a sequence of length N P2P whose components are i.i.d. Gaussian with zero mean and variance P. The destination decodes after observing N P2P received symbols. The latency of this scheme is given by N P2P , which has to be chosen such that the error probability is below . Next, we describe schemes that incorporate the relay.
A. Decode-Forward
In decode-forward (DF), the relay decodes the signal sent by the source, and forwards it to the destination in the next transmission block. Here, we use a simple variant of DF which does not incorporate superposition block-Markov encoding [12] , [30] . This simplification is made since the channel capacity can be achieved within a constant gap by DF and P2P without superposition block-Markov encoding. This can be verified using methods similar to [27] . Furthermore, this simplifies the analysis of the problem at hand, and provides an upper bound on the latency of more sophisticated DF schemes.
The source splits m into L equal parts, denoted
. We assume that B is large enough (in comparison to L) so that the number of padded zerosB − B is negligible with respect to B, and henceB/L ≈ B/L = B . Then, the source encodes each message m , = 1, · · · , L, into a codeword x s, of length N 1 using a Gaussian code with power P. Afterwards, the source sends x s, in the -th transmission block. The relay waits until it has received N 1 symbols, after which it decodesm r,1 (which is equal to m 1 unless an error occurs). Thus, the channel from the source to the relay is treated as a P2P channel with signal-to-noise ratio
The relay then encodesm r,1 into x r,1 using a Gaussian code with power P r and length N 2 , and sends x r,1 in the first relaying block. The first relaying block begins at time instant τ + 1 where τ ≥ N 1 is to be determined later. The relay proceeds similarly by decodingm r, after the end of the -the transmission block, and forwarding it in the -th relaying block, until all message parts have been sent. The whole process takes
The destination listens and stores the received signals during the whole transmission and relaying time, and starts decoding backwards at the end of the transmission. 4 The destination starts by decoding the last message partm L (which is equal to the L-th relay messagem r,L unless an error occurs). We require that x r,L is received free of interference (from x s,L ) at the relay. This is achieved by ensuring that the transmission of x s,L from the source is completed before the transmission of x r,L from the relay starts, as shown in Fig. 3 . Fig. 3 ), the overall duration of communication in DF becomes
By using this procedure, the channel from the relay to the destination becomes a P2P channel with signal-to-noise ratio
After decodingm L , the destination constructsx s,L and uses it to cancel the contribution of x s,L from its received signal. Then the destination decodes the last but one message partm L−1 . This process continues until all message parts have been recovered at the destination. Notice that ifm L = m L , then perfect cancellation of x r,L−1 can be carried out. Otherwise, interference cancellation can not be done perfectly. In this case, an error might occur while decodingm L−1 . This error propagates till block = 1. The impact of this on the error probability will be discussed in Section V.
The value of L has to be chosen so that the latency of the whole transmission is minimized. Choosing L = 1 leads to a large message with B bits, and hence large block sizes N 1 and N 2 and a latency of N 1 + N 2 . On the other hand, increasing L leads to smaller messages m (less bits), and hence smaller N 1 and N 2 , but more blocks. The overall latency of the communication depends on N 1 , N 2 , and L, which in turn depend on the reliability constraint P e < (3). More on that will follow in Section V.
Note that DF requires decoding at the relay. Consequently, a reliability requirement has to be guaranteed not only at the destination, but also at the relay. The reliability requirement at the relay can be avoided by refraining from decoding at the relay, by using AF instead.
B. Amplify-Forward
In AF, the source encodes similar to DF, by splitting m into L messages (m 1 , · · · , m L ) and sending the messages in L blocks. We denote the length of the codeword used by the source by N 3 . Similar to DF, the relay waits until time instant τ ≥ N 3 , and then starts transmission at time instant τ + 1.
The relay scales the received signal y r (i) at time i by α = P r /(1 + h 2 1 P) and sends it in time instant i + τ . This scaling guarantees satisfying the power constraint at the relay. This leads to an equal length of transmission and relaying blocks, i.e., the length of the relaying block is also N 3 .
The destination receives a superposition of the transmit signal and the relay signal. It starts decoding from the last block. To guarantee that the last relaying block is free of interference, we need to choose τ = N 3 . During the L-th relaying block, the destination receives
where
is the relay noise during the L-th transmission block, and
is the noise at the destination during the L-th relaying block. The destination decodesm L (which is equal to m L unless an error occurs) from (13) which resembles a P2P channel with a signal-to-noise ratio of
After decoding,m L is used to cancel the contribution of x s,L from the (L − 1)-th relaying block, which works if m L = m L . Next, the destination decodesm L−1 . This proceeds until all messages are decoded. The overall latency of this scheme is
where L and N 3 have to be chosen to satisfy the reliability constraint P e < . Next, we compute the latency of these schemes.
V. PERFORMANCE ANALYSIS

A. Latency of the P2P Scheme
Recall that the P2P scheme has an SNR of SNR 0 = h 2 0 P. The B bits can be delivered in this case to the destination with reliability if N P2P is chosen such that (5)
B. Latency of the DF Scheme
The DF scheme delivers the B bits in L blocks, each containing B = B/L bits. Here, an error occurs if the event E = {m = m } occurs for any = 1, · · · , L, since an error propagates 5 due to backward decoding and interference cancellation (cancellation of the transmit signal x s,L after decodinĝ m L ). Denote the block-error probability by P e,b . Thus, an error occurs in DF if E 1 ∪ E 2 ∪ · · · ∪ E L occurs, and we can upper bound the probability of this event by
by the union bound. Therefore, if we can guarantee that P e,b < L = , then we guarantee that P e,DF < . From this calculation, we conclude that by increasing L, we decrease the number of bits B that should be delivered per block, but we get a stricter reliability requirement per block given by P e,b < , which in turn increases the block length. Whether this increase in L has an advantage strongly depends on the parameters of the system B, , SNR 1 , and SNR 2 .
We conclude that we can only tolerate a block error probability P e,b < . However, when does a block error occur in DF? A block error occurs if m =m . This in turn occurs if either the event E b1 or E b2 occur, where E b1 corresponds to the case that the relay decodes correctly while the destination does not: E b1 = {m =m r, ∧ m =m }, and E b2 corresponds to the case where both the relay and the destination decode incorrectly: E b2 = {m =m r, ∧ m =m }. The probability of E b1 can be upper bounded by the probability of error at the destination P e,d = Prob{m =m }. On the other hand, the probability of E b2 can be upper bounded by the probability of error at the relay P e,r = Prob{m =m r, }. Therefore, we can write P e,b < P e,r + P e,d .
If we set P e,d < δ and P e,r < (1 − δ) , δ ∈ (0, 1), then we guarantee that P e,b < . The advantage of this trade-off parameter δ is that it allows exploiting the better channel among h 1 and h 2 to allow higher error probability tolerance at the weaker channel.
Having bounded P e,r and P e,d , now we can write the length of blocks N 1 and N 2 by using (5) as follows
The strict error probability requirement of DF becomes obvious in these expressions of N 1 and N 2 . The error probability tolerance is reduced from to due to the block structure, and further reduced to δ and (1 − δ) due to decoding each message twice.
The parameter δ and L have to be chosen so that the latency of DF N DF is minimized. The minimum latency of DF can thus be written as
C. Latency of the AF Scheme
Recall that AF requires decoding only at the destination. This relaxes the error probability requirement since we do not need the parameter δ anymore. However, this comes at the expense of a reduced SNR. Following similar arguments as before, we can write the block size of AF as
The minimum latency of AF can thus be written as
D. Comparison
Intuitively, if SNR 0 SNR 1 , SNR 2 , then the latency of the P2P is smaller than that of the DF scheme. Similar statement holds for AF. That is, if the uplink and downlink channels are weak, then DF and AF have a negative impact on the latency. However, if the relay channels are strong enough, then a reduction of the latency can be achieved by DF and AF. This can be seen in Figure 4 (a) which shows the latency of each of the P2P, DF, and AF schemes as a function of the power P for a RC with h 0 = h 2 = 1, h 1 = 2. This setting models a scenario where the relay is close to the source, and the source and relay are equidistant from the destination. Furthermore, it is assumed that P r = 16P which models scenarios where the relay is e.g. a fixed device which is mounted on a building having access to abundant power (12dB more than the source). In this figure, a message of size B = 1kbit and a reliability requirement of = 10 −3 are considered. At P = 10dB (relative to noise variance), N P2P = 639 transmissions, while N DF = 518 transmissions thus reducing the latency by ≈ 20%. The performance of the three schemes becomes close at high P since the difference in their SNR's (on a logarithmic scale) becomes negligible in comparison to log 2 (P). More on that will follow in Section VI. Figure 4 (b) gives a closer look at the error probability for the same scenario at P = 10dB. This figure shows the latency reduction achieved by relaying. Among the 3 schemes, the best in this case is DF. However, if less computational complexity is required at the relay, then AF can also be used to reduce the latency of the communication.
In Figure 5 , the latency is plotted as a function of the message size B. In this figure, we can see that the performance of DF is close to that of P2P at small B. Recall that the block structure of DF has an advantage and a disadvantage. The advantage is the decreased number of bits to be delivered per block. The disadvantage is that these bits have to be delivered will a lower error probability. At low B, the advantage is lost since B becomes negligible in comparison to ln( ). In other words, the function n(B, SNR, ) approaches n(0, SNR, ) at low B, and thus, dividing the number of bits to delivered per block by L is irrelevant. This explains the behaviour of DF at low B in Figure 5 . However, at high B, this advantage becomes prominent, and DF becomes better than P2P. In this example, at B = 10kbit we have a decrease in latency from ≈ 6000 transmissions for P2P to ≈ 4400 transmissions for DF, a drop of > 25%.
Recall that our DF scheme is a multi-hop scheme which does not exploit the existence of the direct link h 0 . The error exponent of a DF scheme which exploits this direct channel has been studied in [22] . This channel is exploited by coherently combining the received signals from the source and the relay at the destinations, where the lengths of uplink and downlink blocks are equal. On the other hand, the simpler multi-hop DF scheme we consider in this paper has more flexibility in choosing the block lengths. From this point of view, it is important to compare the two schemes. Figure 6 shows a comparison for a relay channel where the three nodes are co-linear, and the source-destination, source-relay, and relay-destination distance is 1, d, and 1 − d units of distance, respectively. The pathloss exponent is 4, the file size is 1kbit, the error probability requirement is 10 −3 , and P = P r = 10dB. The figure shows the end-to-end delay as a function of the number of blocks L for multi-hop DF (DF-M) studied in this paper. It also shows the delay obtained by embedding the per-block error exponent of coherent DF (DF-C) from [22] in our framework. We note that the advantage of coherent combining appears when the relay is closer to the source, while the advantage of unequal transmission/relaying block lengths appears when the relay is closer to the destination. Recall that we have to choose L which minimizes the end-to-end delay. By choosing the optimal L, this figure shows that multi-hop DF (DF-M) achieves good Fig. 6 . The end-to-end delay of multi-hop DF (DF-M) and coherent DF (DF-C) [22] as a function of the number of blocks L for sending 1kbit with an error probability requirement of 10 −3 . The powers at the source and the relay are 10dB, and the relay is placed on the line between the source and the destination at a distance d from the source and 1 − d from the destination. The path-loss exponent is assumed to be 4.
performance, while having lower complexity than coherent DF (DF-C).
Next, we analyse the performance of the three schemes described in Section IV at high SNR, in order to obtain the statements of Propositions 1 and 2.
VI. HIGH SNR ANALYSIS
We start by approximating the P2P latency at high SNR.
A. Latency of the P2P Scheme
Let us first approximate the function n(B, SNR, ) at high SNR. This function is defined as follows (5) n(B, SNR, ) = min
Note that at high SNR, the denominator of (21) can be approximated for any ρ as
Substituting in (21) yields
Now we use this approximation to write the latency of the P2P scheme at high SNR. This can be approximated as
Next, we use the approximation in (24) to express the latency of DF and AF at high SNR. To this end, we consider large P and P r leading to large SNR 1 , SNR 2 , and SNR AF .
B. Latency of the DF Scheme
At high SNR, the block length parameters of the DF scheme can be approximated as
To approximate the latency of DF, we need to minimize
and over δ ∈ (0, 1). But before we proceed, this is a good point to discuss the impact of L on latency. Let us examine the behaviour of
where we used μ and ν to denote log 2 (SNR 1 ) and log 2 (
We can notice that all terms of this derivative are positive except the first one. A similar behaviour holds for Ln 1 (L , δ) + n 2 (L , δ). This leads to the following conclusion. If B is large enough, then 
.
C. Latency of the AF Scheme
At high P and P r , SNR AF is also high. The block length of the AF scheme is given by N 3 ≥ n 3 (L) where
The total latency of the AF scheme is thus given by
The behaviour of N AF as a function of L is similar to f (L) in (28), i.e., it is decreasing and then increasing for large B, and only increasing for small B. Thus, the optimal L is 1 for small B and larger than 1 for larger B. We can bound N AF by setting L = 1 as follows
D. Comparison
Although we have set L = 1 to upper bound the latency of DF and AF, the resulting latency upper bound of both scheme can be lower than the latency of P2P at high SNR. To show this, let us start by collecting the latency of the three schemes:
By comparing N P2P and the upper bound for N DF , we obtain the statement of Proposition 1. Namely, at high SNR, if
then DF has a lower latency than P2P. This follows by neglecting ln(2) from the upper bound on N DF at high SNR. Note that (33) implies
which implies that the harmonic mean of log 2 (SNR 1 ) and log 2 (SNR 2 ) is larger than 2 log 2 (SNR 0 ), i.e., M h (log 2 (SNR 1 ), log 2 (SNR 2 )) > 2 log 2 (SNR 0 ). Equivalently,
where x| dB is the dB value of x. We emphasize here that this is a sufficient condition under which relaying using DF reduces latency. More sophisticated DF schemes might be able to reduce latency under a more relaxed condition. Condition (34) is interesting especially in light of the longterm achievable rate of DF. Namely, for B → ∞, DF can achieve a rate which can be approximated at high SNR by Fig. 7 . Information-theoretic rate (with P e → 0) and effective rate (with P e < ) for a RC with h 0 = 1, h 1 = h 2 = 2, and P = P r . A payload of B = 10kbit is considered with an error probability requirement of = 10 −3 .
bits per transmission. On the other hand, P2P achieves a rate 1 2 log 2 (SNR 0 ) bits per transmission at high SNR. Thus, DF achieves higher rates than P2P if
This condition indicates that the relative performance of DF with respect to P2P is determined by the bottleneck among SNR 1 and SNR 2 for infinite transmission (B → ∞), while it is determined by both SNR's for finite transmission B < ∞ as can be seen from (34). By comparing conditions (33) and (36), we notice that DF provides lower latency only if it achieves higher rates 6 than P2P, but the converse is not true. If DF achieves higher rates than P2P then it does not necessarily provide lower latency. For instance, if SNR 1 = 36dB, SNR 2 = 33dB, and SNR 0 = 30dB, then DF achieves higher rate than P2P (on the long-term), but yields higher latency (for finite B). This is due to the discrepancy between the information-theoretic rate of a scheme, and its effective rate (B/N ) for finite B under a reliability requirement. Figure 7 shows that information-theoretic rates (IT-rate) of the P2P, DF, and AF schemes as a function of P for a RC with h 0 = 1, h 1 = h 2 = 2, and P = P r . In the same plot, we show the effective rate (Eff.-rate) for transmitting B = 10kbit of information using the three schemes with a reliability requirement = 10 −3 . In this example, it can be seen that while DF and AF perform better than P2P in the IT-sense, they loose their advantage from an effective rate point of view as P increases.
A similar comparison between AF and P2P leads to the statement of Proposition 2. Namely, at high SNR, if 2 log 2 (SNR AF ) < 1 log 2 (SNR 0 ) , 6 in the information-theoretic sense, i.e., with P e → 0 as N → ∞ then AF has a lower latency than P2P. Note that at high SNR, we can write (cf. 14))
Therefore, condition (37) can be written as
as given in Proposition 2. Similar to the discussion on DF above, at high SNR, AF achieves higher long-term rate than P2P if 1 log 2 (SNR AF ) < 1 log 2 (SNR 0 ) but achieves lower latency only if condition (37) holds, which is stricter.
It can be easily shown that the upper bound on N AF is always larger than that of N DF at high SNR. Nevertheless, in cases where both AF and DF achieve lower latency than P2P, AF remains a good candidate if low processing complexity at the relay is required.
VII. CONCLUSION
We have derived the transmission latency of multi-hopping DF and AF in a relay channel and compared it with the latency of the P2P channel scheme which ignores the relay. We have also derived sufficient conditions on the SNR's under which these simple schemes reduce latency. The obtained conditions are more stringent than the conditions under which these schemes outperform the P2P scheme in terms of informationtheoretic achievable rates. The obtained conditions can be used in practice by a network controller, e.g., to decide whether to involve a relay node in a given transmission or not. They can also be used as a relay selection criterion, where among a set of relays, the relay leading to the lowest latency is incorporated in the transmission.
As an extension for this work, it would be interesting to examine the impact of relays on the latency in a fading channel. In a block fading channel, a transmission has be optimized for a given block before the channel state changes. For such a scenario, the number of bits to be delivered per block has to be chosen such that the reliability requirement is met in the given block under the given channel state. Thus, it is interesting to study a dynamic payload allocation which minimizes the delay over such a channel. This work can also be extended towards studying the latency of multi-way communications [31] , [32] , or the latency under different reliability metrics such as guaranteed MSE [33] .
