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Методы подавления шума в сигналах и изображениях, основанные на
процедуре пороговой обработки коэффициентов вейвлет-разложения,
стали популярными благодаря своей простоте, скорости и возможности
адаптации к функциям сигналов, имеющим на разных участках различ-
ную степень регулярности. Анализ погрешностей этих методов являет-
ся важной практической задачей, поскольку дает возможность оцени-
вать качество как самих методов, так и используемого для обработ-
ки оборудования. В работе рассматривается задача оценивания функ-
ции сигнала по наблюдениям, содержащим коррелированный шум, и
вычисляются асимптотические порядки порога и функции потерь при
минимизации усредненной вероятности ошибки вычисления вейвлет-
коэффициентов.
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Введение
Статистические методы широко применяются при анализе и обработке сигна-
лов и изображений при решении таких задач, как подавление шума и/или сжатие
данных. В задачах статистической обработки данных часто предполагается, что
наблюдения независимы. Однако существует множество физических процессов,
демонстрирующих долгосрочную зависимость. Такая зависимость часто наблюда-
ется, например, при исследовании геофизических процессов, в которых она прини-
мает форму длительных периодов больших или маленьких значений наблюдений.
Схожие явления демонстрируют помехи в коммуникационных каналах.
1Работа выполнена при финансовой поддержке РФФИ (проект №19-07-00352).
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При анализе и обработке сигналов, регистрируемых при изучении таких про-
цессов, широко применяются методы вейвлет-анализа. К вектору отсчетов сиг-
нала применяется вейвлет-преобразование и осуществляется пороговая обработка
получившихся вейвлет-коэффициентов [1]. Порог обычно зависит от уровня раз-
ложения, и его можно выбирать различными способами исходя из постановки за-
дачи и целей обработки данных. В работах [2–7] для разных классов функций
приведены стратегии выбора порога, ориентированные на минимизацию средне-
квадратичного риска и функции потерь, основанной на вероятностях ошибок вы-
числения вейвлет-коэффициентов. В данной работе предполагается, что функция
полезного сигнала принадлежит классу Липшица с некоторым положительным
показателем, а шум является гауссовым и коррелированным. Получены соотноше-
ния, позволяющие вычислить порог, обеспечивающий асимптотически оптималь-
ный порядок функции потерь, основанной на вероятностях ошибок вычисления
вейвлет-коэффициентов, и приведена оценка указанного порядка.
1. Модель с долгосрочной зависимостью
Пусть сигнал описывается функцией 𝑓 , определенной на конечном отрезке
[𝑎, 𝑏], и равномерно регулярной по Липшицу с некоторым показателем 𝛾 > 0 и
константой Липшица 𝐿: 𝑓 ∈ Lip(𝐿, 𝛾). Вейвлет-разложение 𝑓 представляет собой
ряд
𝑓 =
∑︁
𝑗,𝑘∈𝑍
⟨𝑓, 𝜓𝑗,𝑘⟩𝜓𝑗,𝑘, (1)
где 𝜓𝑗,𝑘(𝑥) = 2
𝑗/2𝜓(2𝑗𝑥 − 𝑘), а 𝜓(𝑥) – некоторая вейвлет-функция. Функция 𝜓
должна удовлетворять определенным требованиям, однако ее можно выбрать та-
ким образом, чтобы она обладала некоторыми полезными свойствами, например
была 𝑀 раз дифференцируемой, имела заданное число 𝑀 нулевых моментов и
достаточно быстро убывала на бесконечности. Известно [1], что если 𝑀 > 𝛾, то
найдется такая положительная константа 𝐴, что
|⟨𝑓, 𝜓𝑗,𝑘⟩| 6 𝐴
2𝑗(𝛾+1/2)
. (2)
Всюду далее предполагается, что 𝜓 обладает нужным числом нулевых моментов
и непрерывных производных.
На практике регистрируются дискретные отсчеты функции сигнала 𝑓𝑖,
𝑖 = 1, . . . , 𝑁 . Пусть 𝑁 = 2𝐽 при некотором 𝐽 > 0. Тогда дискретное вейвлет-
преобразование представляет собой умножение вектора из значений 𝑓𝑖 на орто-
гональную матрицу, определяемую вейвлет-функцией 𝜓. При этом дискретные
вейвлет-коэффициенты связаны с непрерывными коэффициентами разложения в
(1) следующим образом: 𝜇𝑗,𝑘 ≈ 2𝐽/2⟨𝑓, 𝜓𝑗,𝑘⟩ [1].
В реальных наблюдениях всегда присутствует шум. Рассмотрим следующую
модель данных:
𝑋𝑖 = 𝑓𝑖 + 𝜖𝑖, 𝑖 = 1, . . . , 2
𝐽 ,
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где {𝜖𝑖, 𝑖 ∈ 𝑍} – стационарный гауссовский процесс с ковариационной последо-
вательностью 𝑟𝑘 = cov(𝜖𝑖, 𝜖𝑖+𝑘). Будем полагать, что 𝜖𝑖 имеют нулевое среднее и
единичную дисперсию.
В данной работе предполагается модель долгосрочной зависимости 𝑟𝑘 ∼ 𝐶𝑘−𝛼,
0 < 𝛼 < 1, 𝐶 > 0. В [8,9] показано, что в модели с долгосрочной зависимостью по-
сле применения дискретного вейвлет-преобразования получается следующая мо-
дель зашумленных вейвлет-коэффициентов:
𝑌𝑗,𝑘 = 𝜇𝑗,𝑘 + 𝜎𝛼2
(𝐽−𝑗)(1−𝛼)
2 𝜀𝑗,𝑘, 𝑗 = 0, . . . , 𝐽 − 1, 𝑘 = 0, . . . , 2𝑗 − 1, (3)
где 𝜀𝑗,𝑘 = 2
𝑗(1−𝛼)
2

𝜓𝑗𝑘𝑑B𝐻 , B𝐻(𝑡) – процесс дробного броуновского движения с
𝐻 = 1 − 𝛼/2, а значение 𝜎𝛼 зависит от 𝐶 и 𝛼. Шумовые коэффициенты 𝜀𝑗,𝑘 име-
ют стандартное нормальное распределение, но не являются независимыми. Легко
видеть, что дисперсия коэффициентов модели (3) имеет вид 𝜎2𝑗 = 𝜎
2
𝛼2
(1−𝛼)(𝐽−𝑗).
2. Пороговая обработка
Для подавления шума обычно используется пороговая обработка, смысл кото-
рой заключается в обнулении коэффициентов, чьи абсолютные значения не пре-
вышают заданного порога.
Через 𝑌𝑗,𝑘 обозначим оценку вейвлет-коэффициента, которая получается с
помощью пороговой обработки, задаваемой для порога 𝑇𝑗 некоторой функци-
ей 𝜌𝑇𝑗 (𝑥): 𝑌𝑗,𝑘 = 𝜌𝑇𝑗 (𝑌𝑗,𝑘). Наиболее популярными являются функции жест-
кой пороговой обработки 𝜌
(ℎ)
𝑇𝑗
(𝑥) = 𝑥1(|𝑥| > 𝑇𝑗) и мягкой пороговой обработки
𝜌
(𝑠)
𝑇𝑗
(𝑥) = sgn(𝑥)(|𝑥| − 𝑇𝑗)+.
Рассмотрим функцию потерь, основанную на вероятностях ошибок вычисления
вейвлет-коэффициентов и определяемую для заданного 𝜀 > 0 как
𝑟𝐽(𝑓) =
𝐽−1∑︀
𝑗=0
2𝑗−1∑︀
𝑘=0
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
2𝐽
.
Для модели с белым шумом такая функция потерь рассматривалась в работе [6].
В [5] показано, что оценки, целью которых является минимизация функции по-
терь, основанной на вероятностях ошибок вычисления вейвлет-коэффициентов,
дают сравнимые, а иногда и лучшие результаты, чем оценки, минимизирующие
среднеквадратичный риск.
Целью данной работы является поиск оптимального порога и оценивание мак-
симального порядка риска 𝑟𝐽 пороговой обработки наблюдаемого сигнала в классе
функций 𝑓 ∈ Lip(𝐿, 𝛾):
𝑅𝐽 = sup
𝑓∈Lip(𝐿,𝛾)
𝑟𝐽(𝑓). (4)
3. Асимптотический порядок функции потерь
Пусть функция 𝑔1(𝐽) > 0 сколь угодно медленно убывает по 𝐽 к нулю, а
𝑔2(𝐽) > 0 неограниченно возрастает по 𝐽 , причем
ln 𝑔2(𝐽) = 𝑜(
√
ln 2𝐽), 𝐽 →∞. (5)
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Теорема 1. При выборе асимптотически оптимального порога для жесткой и
мягкой пороговой обработки функция потерь (4) удовлетворяет неравенствам
𝐶1 · 2−
2𝛾
2𝛾+1𝐽𝑔1(𝐽) ≤ 𝑅𝐽 ≤ 𝐶2 · 2−
2𝛾
2𝛾+1𝐽𝑔2(𝐽),
где 𝐶1 и 𝐶2 – некоторые положительные константы. Для асимптотически оп-
тимального значения порога, минимизирующего порядок функции потерь (4) при
жесткой и мягкой пороговой обработке, начиная с некоторого 𝐽 справедливо
неравенство 𝑇* − 𝑇2 ≤ 𝑇𝑗 ≤ 𝑇* − 𝑇1, где
𝑇* = 𝜎𝛼2(𝐽−𝑗)(1−𝛼)/2
√︂
4𝛾
2𝛾 + 1
ln 2𝑗 ;
𝑇𝑖 = 𝜎𝛼2
(𝐽−𝑗)(1−𝛼)/2
√︂
2𝛾 + 1
4𝛾
ln((ln 2𝑗)1/2𝑔𝑖(𝑗))√
ln 2𝑗
, 𝑖 = 1, 2.
Доказательство. Рассмотрим случай жесткой пороговой обработки. Пусть
𝑌𝑗,𝑘 = 𝜌
(ℎ)
𝑇𝑗
(𝑌𝑗,𝑘).
Из (2) следует, что
|𝜇𝑗,𝑘| 6 𝐴2
𝐽/2
2𝑗(𝛾+1/2)
, 𝑗 = 0, . . . , 𝐽 − 1, 𝑘 = 0, . . . , 2𝑗 − 1, (6)
где 𝐴 – некоторая константа, зависящая от 𝛾 и 𝐿 и не зависящая от 𝐽 .
Неравенство (6) позволяет разбить все множество индексов {0, . . . , 𝐽−1} на три
класса в зависимости от величины |𝜇𝑗,𝑘|. Пусть индексы 𝑗1 и 𝑗2 (𝑗1 < 𝑗2) таковы,
что:
|𝜇𝑗,𝑘| ≤ (𝑔1(𝐽))−(𝛾+1/2), 𝑗1 ≤ 𝑗 ≤ 𝑗2 − 1;
|𝜇𝑗,𝑘| ≤ (𝑔2(𝐽))−(𝛾+1/2), 𝑗2 ≤ 𝑗 ≤ 𝐽 − 1.
При этом в силу (6) для 𝑖 = 1, 2
𝑗𝑖 =
𝐽
2𝛾 + 1
+ log2 𝑔𝑖(𝐽) +
log2𝐴
𝛾 + 1/2
. (7)
Разобьем сумму в числителе (4) на три составляющие:
𝐽−1∑︁
𝑗=0
2𝑗−1∑︁
𝑘=0
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
=
𝑗1−1∑︁
𝑗=0
2𝑗−1∑︁
𝑘=0
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
+
+
𝑗2−1∑︁
𝑗=𝑗1
2𝑗−1∑︁
𝑘=0
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
+
𝐽−1∑︁
𝑗=𝑗2
2𝑗−1∑︁
𝑘=0
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
≡
≡ 𝑆1 + 𝑆2 + 𝑆3. (8)
Рассмотрим 𝑆3. Заметим, что для любого 𝜀 > 0 найдется такое 𝐽0 = 𝐽0(𝜀), что
(𝑔2(𝐽))
−(𝛾+1/2) ≤ 𝜀 и 𝜀 ≤ 𝑐𝑇𝑗 , 0 < 𝑐 < 1, 𝑗2 ≤ 𝑗 ≤ 𝐽 −1, для всех 𝐽 > 𝐽0, и найдется
такое 𝐽1 = 𝐽1(𝜀, 𝑐) ≥ 𝐽0, что для всех 𝐽 > 𝐽1 имеют место соотношения:
𝜇𝑗,𝑘 + 𝜀 ≥ 0, 𝜇𝑗,𝑘 − 𝜀 ≤ 0, 𝜇𝑗,𝑘 + 𝜀 ≤ 𝑇𝑗 , 𝜇𝑗,𝑘 − 𝜀 ≥ −𝑇𝑗
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для 𝑗2 ≤ 𝑗 ≤ 𝐽 − 1. Следовательно, для одного слагаемого из 𝑆3 имеем при 𝐽 > 𝐽1
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
= P
(︁⃒⃒⃒
𝜌
(ℎ)
𝑇𝑗
(𝑌𝑗,𝑘)− 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
=
= P (1 (|𝑌𝑗,𝑘| > 𝑇𝑗)𝑌𝑗,𝑘 > 𝜇𝑗,𝑘 + 𝜀) + P (1 (|𝑌𝑗,𝑘| > 𝑇𝑗)𝑌𝑗,𝑘 < 𝜇𝑗,𝑘 − 𝜀) =
= P (𝑌𝑗,𝑘 > 𝑇𝑗 , 𝑌𝑗,𝑘 > 𝜇𝑗,𝑘 + 𝜀) + P (𝑌𝑗,𝑘 < −𝑇𝑗 , 𝑌𝑗,𝑘 < 𝜇𝑗,𝑘 − 𝜀) =
= P (|𝑌𝑗,𝑘| > 𝑇𝑗) ≍
𝜎𝑗 exp{− (𝑇𝑗+𝜇𝑗,𝑘)
2
2𝜎2𝑗
}
𝑇𝑗
+
𝜎𝑗 exp{− (𝑇𝑗−𝜇𝑗,𝑘)
2
2𝜎2𝑗
}
𝑇𝑗
, (9)
поскольку 𝑌𝑗,𝑘 имеют нормальное распределение со средним 𝜇𝑗,𝑘 и дисперсией 𝜎
2
𝑗 ,
а для стандартной нормальной функции распределения при достаточно больших
𝑥 справедливо соотношение 1− Φ(𝑥) ≍ Φ′(𝑥)/𝑥.
Заметим, что при 𝑗2 ≤ 𝑗 ≤ 𝐽 − 1 величины |𝜇𝑗,𝑘| не влияют на порядок правой
части (9). Применяя порог 𝑇* − 𝑇2, имеем
𝑆3 ≍
𝐽−1∑︁
𝑗=𝑗2
2𝑗−1∑︁
𝑘=0
𝜎𝑗
𝑇𝑗
exp
{︃
− 𝑇
2
𝑗
2𝜎2𝑗
}︃
≍ 2 𝐽2𝛾+1 𝑔2(𝐽). (10)
Найдем верхнюю оценку для функции потерь (4) при жесткой пороговой обра-
ботке. Для этого предположим, что все слагаемые в суммах 𝑆1 и 𝑆2 из (8) отделены
от нуля некоторой константой. Тогда из (7) получаем, что
𝑆1 + 𝑆2 =
𝑗2−1∑︁
𝑗=0
2𝑗−1∑︁
𝑘=0
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
≍ 2𝑗2 ≍ 2 𝐽2𝛾+1 𝑔2(𝐽). (11)
Как видно, порядки в (10) и (11) одинаковые, следовательно, порог 𝑇* − 𝑇2
обеспечивает равенство порядков правых частей (10) и (11) и, таким образом,
является нижней границей для асимптотически оптимального в смысле функции
потерь 𝑅𝐽 порога.
Теперь найдем нижнюю границу для функции потерь (4). Заметим, что найдет-
ся такая функция 𝑓 ∈ Lip(𝐿, 𝛾), что в неравенстве (6) будет достигаться равенство
для 0 ≤ 𝑗 ≤ 𝑗1 − 1 [1]. Следовательно, существует такое 𝐽2 > 0, что для всех 𝜀 > 0
и 𝐽 > 𝐽2 выполняется |𝜇𝑗,𝑘| > 𝜀 при 0 ≤ 𝑗 ≤ 𝑗1 − 1. Тогда
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
≥ P (|𝑌𝑗,𝑘 − 𝜇𝑗,𝑘| > 𝜀) ≥ 2− 2Φ
(︂
𝜀
𝜎𝑗
)︂
=
= 2− 2Φ
(︂
𝜀
𝜎𝛼2(𝐽−𝑗)(1−𝛼)/2
)︂
≥ 2− 2Φ
(︂
𝜀
𝜎𝛼
)︂
.
В этом случае порядок суммы 𝑆1 в (8) равен числу слагаемых, т.е.
𝑆1 =
𝑗1−1∑︁
𝑗=0
2𝑗−1∑︁
𝑘=0
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
≍ 2𝑗1 ≍ 2 𝐽2𝛾+1 𝑔1(𝐽).
Выберем порог таким образом, чтобы уравнять порядки 𝑆1 и 𝑆3. Получаем, что
в этом случае порог равен 𝑇*−𝑇1. Заметим, что сумма 𝑆2 в данных рассуждениях
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не присутствует. Это означает, что истинное значение 𝑅𝐽 имеет порядок не ниже
данного, т.е. рассматриваемый порядок является нижней оценкой для истинного
порядка функции потерь, а 𝑇*−𝑇1 – верхней границей для асимптотически опти-
мального порога 𝑇𝑗 , поскольку, чтобы не удалить важные компоненты функции
сигнала, следует выбирать наименьший порог, не ухудшающий порядок функции
потерь.
Утверждение для мягкой пороговой обработки доказывается полностью ана-
логично.
Теорема доказана.
Заключение
Рассмотрен метод подавления шума в сигнале, основанный на процедурах по-
роговой обработки. В модели с коррелированным гауссовым шумом вычислены
асимптотические порядки оптимальных порогов и функции потерь при миними-
зации усредненной вероятности ошибки вычисления вейвлет-коэффициентов.
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The de-noising methods based on the threshold processing of wavelet de-
composition coefficients have become popular due to their simplicity, speed,
and the ability to adapt to signal functions with a varying regularity. The
analysis of the errors of these methods is an important practical task, since
it makes it possible to evaluate the quality of both the methods themselves
and the equipment used for processing. We consider the problem of esti-
mating the signal function from observations containing correlated noise,
and evaluate the asymptotic orders of the threshold and loss functions while
minimizing the average probability of the error in calculating the wavelet
coefficients.
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