Abstract: Cloud computing is an emerging technology where IT resources are virtualized to users as a set of a unified computing resources on a pay per use basis. The resources are dynamically chosen to satisfy a user Service Level Agreement and a required level of performance. Divisible load applications occur in many scientific and engineering applications and can easily be mapped to a Cloud using a master-worker pattern. However, those applications pose challenges to obtain the required performance. We model divisible load applications tasks processing on a set of cloud resources. We derive a novel model and formulas for computing the blocking probability in the system. The formulas are useful to analyze and predict the behavior of a divisible load application on a chosen set of resources to satisfy a Service Level Agreement before the implementation phase, thus saving time and platform energy. They are also useful as a dynamic feedback to a cloud scheduler for optimal scheduling. We evaluate the model in a set of illustrative scenarios.
Introduction
The capacity of today's infrastructures and data centers, the ubiquity of network resources, and the low storage cost has led to the emergence of a new field which is the Cloud Computing [1] [2] [3] . This new field has emerged with the directions, in which computation philosophy has shifted from the use of a personal computer or an individual server to a cloud of distributed resources. The main objective is to draw benefits from the underlying infrastructure services to satisfy a Service Level Agreement [4] and a required performance to users [5] .
Many scientific and engineering applications present a high complexity; i.e., the number of operations generated is very high, which limits the benefits from the performance of a Cloud infrastructure if such an application runs sequentially on one node of the Cloud. If an application is divisible into a number of tasks, then parallelizing it on a number of workers within the Cloud would decrease the execution time or makespan of the application. The producer-consumer pattern [6] , also called master-worker, represents a parallelization strategy that is suitable for many of the scientific and engineering applications. For instance, it is used in Google map-reduce programming model [7] ; i.e., the rationale of why we have chosen the master-worker model as a base model. The master-worker model arises in divisible-load applications, where there is no communication between the workers, such as search for a pattern, compression, join, graph coloring and generic search applications [8] , convolution-based applications [9] , and image processing applications [10] . Furthermore, as stated in [5] , a Cloud is considered as a candidate platform to run heavy-load applications to satisfy performance requirements. Consequently, there is a great interest to run master-worker applications in the Cloud. However, running a divisible load application using a master-worker strategy in a Cloud of nodes face challenges to obtain an optimal performance and analyze the performance of the application for an optimal scheduling of the application's partitions. In the master-worker model, every computing worker processes the load received and transmits the results back to the master worker, which in turn, in a next iteration, performs some data preparations and sends news loads until the application is completed. In this case, the network capacity, the Cloud topology, and the computing performance of individual computing workers must be taken into account to model the system and the tasks' processing. In this work, we use those system parameters and we derive formulas to calculate the blocking probability and the processing time of computing workers, thus providing a dynamic feedback to a scheduler which dynamically alters its resource allocation strategy for optimal performance and better system utilization. By blocking probability, we mean the probability of a task being in a waiting state and blocking all other tasks behind. Our model can also be used as a performance analysis tool to software engineers and Cloud providers to predict the behavior of a divisible load application on a set of Cloud nodes and consequently the system utilization. Although our model and derived formulas can be used for any distributed environment, our model is more useful in a cloud structure where resources are shared in space and time and thus blocking probability is higher as we believe, and an adjustment of scheduling is needed more often. In this paper, we model a Star Cloud topology. However, the mechanisms developed in this paper can be applied to other topologies as well. For instance, the master-worker model can be used in a ring topology; transmissions and computing processing capacities of computing workers should be considered.
Several works studied the problem of finding an optimal scheduling algorithm based on system parameters. However, to the best of our knowledge, there is no work which uses the behavior of the tasks processing to provide a dynamic feedback to a scheduler for an optimal scheduling algorithm. The multi-installment algorithm, studied in [11] , proposed a model of scheduling communication and computation, in which communication time and computation time are assumed to be proportional and an application's tasks are allocated in a sequence to a list of computing workers. A multiround algorithm [12] was built based on [11] by adding communication and computation latencies to the model. However, it assumed no memory limit in computing workers. The effect of memory limitation was studied in [13] under an assumption that the time of returning the results of computations from a computing worker is negligible, and that computations are suspended by communications. By contrast, in this work, we develop a novel model of the system and we derive formulas to compute the blocking probability of computing workers following tasks allocations as a feedback mechanism to a dynamic scheduling algorithm for an optimal performance and load balanced distribution of system utilization. Those probabilities help a dynamic scheduler to dynamically modify the load, in terms of the sizes of the tasks that should be allocated to computing workers, to increase the performance of an application.
The rest of the paper is structured as follows. Section 2 provides the background and the motivations for this work. Section 3 describes the computing platform model we consider and the assumptions we set in this work. The model and its analysis are described in Section 4. In Section 5, we evaluate the proposed model and discuss the obtained results. Section 6 concludes the work.
Background and Motivations
Cloud Computing [1] [2] [3] is an emerging technology to provide users with services, which are accessible through networks including local area network (LAN), wide area network (WAN) or even Internet. More precisely, a Cloud computing platform houses 2 types of software: users' applications and system software. The users' applications are delivered as services to users, known by software as a service (SaaS) and the system software is a middleware in support of those services with a quality of service according to a Service Level Agreement [4] . Complicated applications often require a huge amount of available computing processing and network capacity, provided as an infrastructure as a service (IaaS), in support of large-scale experiments. Examples of such applications are in the domain of seismic imaging [14] , aerospace [15] , meteorology [16] , and convolution-based applications [9] . In this work, we focus on divisible load applications, where an application load can be divided into a number of tasks that can be processed independently in parallel ( [17] [18] [19] ). Divisible Load Theory [17] provides a framework for mapping divisible loads to a platform of heterogeneous machines using master-worker model. The master is a processor which divides an application load into tasks and assigns each task to a separate worker. Many scientific and engineering applications can be divided using the master-worker model, such as search for a pattern, compression, join and graph coloring and generic search applications [8] , multimedia and video processing ( [20, 21] ), and image processing [22] .
Divisible load applications based on the master-worker model can be easily implemented and deployed on a computational Cloud [1] . A Cloud is defined as a type of parallel and distributed system consisting of a collection of interconnected and virtualized computers that are dynamically provisioned and presented as one or more computing resources based on a Service Level Agreement. Hardware resources and software are presented to users as services. Therefore, one of the main goals of a Cloud is to deliver resources on pay-as-you-use basis. By means of virtualization and the ability of users to scale up and down their use of hardware, Cloud offers a flexible and an efficient platform for scientists and engineers [5] to run heavy-load applications.
The issue of finding an optimal scheduling algorithm to schedule a divisible load application to heterogeneous distributed computing platforms have been studied thoroughly [11] [12] [13] 23] . Reference [18] describes the research in this area over the past decades, which involves the linear and continuous modeling of partitionable communication and computation loads for parallel processing. The main issue to solve was to find the optimal sizes of load partitions (tasks) that have to be distributed to a distributed computing system for application optimal execution, and the ideal number of rounds needed for optimal performance [11] [12] [13] 23] . Reference [24] discusses a scheduler efficiency based on different strategies of overlapping communication and computation on target systems. However, to our knowledge, there is no work which has studied the behavior of those applications and their blocking probabilities as a set of resources virtualized to users. The blocking probabilities are dynamically computed and provided as a feedback to a dynamic scheduler which alters resources allocations accordingly to obtain an optimal scheduling algorithm.
In this work, we propose a novel model to analyze the behavior of a divisible load application implemented in a cloud system. In particular, we compute the blocking probability of running an application's tasks on a computing worker located in a Cloud computing platform. The proposed model is based on Markov chain process model. This is because a task mapped to a computing worker is usually undertaking 3 stages of manipulations that are linked to each others: (1) the transmission of the task from the master processor to a worker processor; (2) the processing of the task by the computing worker processor; and (3) the transmission of the results from the computing worker processor to the master processor. We then, based on this model, analyze the blocking probabilities of a computing worker as tasks are assigned to it. We believe that this novel model helps software engineers to predict the behavior of a distributed application, considering a set of computing resources, offered by a Cloud. In addition this model provides feedback to a dynamic scheduler which allocate adequate resources to provide users with a quality of service when running their scientific and engineering applications in the Cloud.
System Modeling
As shown in Figure 1 , a Cloud consists of multiple Computing Workers and one Master Worker, where these computing workers are independently connected to the master worker in a star topology. Note that the data speed of the link connecting these computing workers and the master worker dictates the speed of communication processing when a task is transmitted. The computing workers could be located at remote distance, and they are operating in an independent heterogeneous mode since each individual computer worker may consist of one or multiple processors, which depend on the built-in capacity in terms of computing power, memory limitation and communication protocols.
Upon receiving of an application or a user's request, the master worker divides the whole application into a sequence of tasks, which are defined as the minimum data unit to be processed at a computing worker. Since each task contains certain amount of overheads for transmission and computing purposes. To minimize the overheads as well as to achieve an optimum performance efficiency, the master worker includes a scheduler which must take into account of the capacity of the selected computing workers in terms of the capacity of the communication link between the master worker and the selected computing worker, the available memory capacity and the existing computing power in the process of task segmentation, schedule and distribution. On the other hand, the efficiency of scheduling and distributing process at the master is certainly affected by the status of operating process at the workers. This paper focuses on the statistics of computing process at the workers under various conditions, including the capacity of receiving computing tasks from the master, the capacity of computing processing at the worker and the capacity of transmitting tasks back to the master. From the best practice point of view, such statistics are able to provide valuable information for the master to dynamically control the process of scheduling the task, selecting the suitable workers and distributing the tasks to the selected workers using a scheduling algorithm [23, 25] . Note that the master worker can assign tasks to itself; i.e., the master itself can be a computing worker. The master worker collects partial results from the computing workers and combines them to constitute the final application's result. In the following analysis, a Cloud is considered to have R heterogeneous computing workers. A computing worker r, r ∈ {1, . . . , R}, in the Cloud is modeled by a tandem processing system consisting of 3 components in series. The first component represents the task receiving processing capacity of µ 1,r tasks per second, r is the index of computing worker. The second component represents the computing capacity of µ 2,r tasks per second, and the third component represents the task transmission capacity of µ 3,r . It is assumed that all the computing workers can run in parallel, but our model does not impose this and computing workers may run at different stages during application execution.
An application can be either dynamically submitted to the Cloud to run or it is statically there but a dynamic request of execution is submitted by the user. Applications' or execution requests' arrival is assumed to be a Poisson process with a mean rate λ. Poisson is often an assumption made for the arrival of tasks to a master scheduler ( [12, 26] ). When an application arrives at the Cloud, the master worker segments the application into R tasks to be assigned for each individual computing worker. The task assigned to a computing worker r is α r λ, which is also a Poisson process. Note that α r is the weight of a task load assigned to a computing worker r and α r = ∑ r=R r=1 α r = 1 is the whole application load.
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Modeling of Tasks Processing
As discussed previously, each computing worker consists of three process components, including task receiving process denoted as Station 1, a computing process denoted as Station 2 and a transmission process denoted as Station 3. The Station 1 depicts the time delay needed for receiving a task from the master worker before starting the computing process. The Station 2 defines the time needed to execute the received task. The Station 3 depicts the time needed to transfer the result obtained at the Station 2 back to the master worker.
These three stations, associated with a computing worker r ∈ {1, 2, ..., R}, are connected in a tandem model without any queuing spaces between them. In the process of receiving tasks at the Station 1, the task flow arriving at the receiver is a Poisson process and the entire process of receiving tasks from master worker is exponential distribution with a mean value of µ 1,r tasks per second since each task is accumulated by a bulk of data packets in sequence order with Poisson distribution. Likewise, the processing at the Station 2 is an exponential distribution with a mean value of of µ 2,r tasks per second. The transmission of the results back to master worker at the Station 3 is performed in a manner that the results are packetized into data packets with exponential distribution, so that the transmission time of each packet is also exponentially distributed. Hence, the transmission of tasks at the Station 3 is exponentially distributed with a mean value of µ 3,r tasks per second.
A computing worker r is operating based on the following procedures:
• The computing worker r is a tandem connected sequential processing chain.
• The master worker does not assign a new task to the computing worker r if an application task is in process at Station 1, even if Station 2 and/or Station 3 are empty.
• An application task is blocked when it completes the process at any Station and finds that the next Station is busy.
Computing Tasks Steady States Diagram
As shown in Table 1 , a 3-digit symbol is used to represent the operation status of a computing worker, where digit "0" represents the processor in an "idle" status and "1" represents the processor in a "busy" status. For example, symbol "101" represents that the process of receiving a task from the master worker is on-going, the computing processor is "free" and that the transmitting processor is "busy" on sending the results back to master worker. Furthermore, the status "b" represents an application task that is blocked due to one application task's arrival into a processor in "busy" status. For example, symbol "b11" represents that when a completely received application task is sent to a computing processor, this application task is blocked due to the computing processor being in a "busy" status, meanwhile, the transmitting processor is also in a "busy" on sending results back to master worker. It is clear that a particular scheduling algorithm ( [17, 18] ) has also an impact on the steady states of a computing worker. While a master worker is assigning tasks to a computing worker, different states transitions may happen. Figure 2 shows a Markov model for the operating process in the computing worker, where all possible operating states and transitions between these states are presented. When the computing worker is operating in steady-state, its steady state equations (Equations (1)- (12)) can be obtained by the following procedures:
Considering the state "000", which is directly related to the two states "100" and "001". When the computing worker in state "000" is starting to receive a new task from the master worker, it transits to state "100" at the rate of λ, which is an outbound flow from the state "000". On the other hand, when the computing worker is in state "001" completes the process of transmitting data back to the master worker, it transits to state "000" at the rate of µ 3,r , which is an inbound flow into the state "000". When the operation is stable, the outbound flows from the state "000" is equal to the inbound flows to the state "000". Consequently, we obtain Equation (1) Similarly, applying the same strategy to the rest of the states, we can obtain the steady-state Equations (2)- (12) for all the corresponding states.
The steady-state equations for this multidimensional Markov processing chain are then as follows:
From above twelve steady-state equations, we are able to solve for the steady-state probabilities p 001 , p 010 , p 011 , p 100 , p 101 , p 110 , p 111 , p b10 , p b11 , p 0b1 , p 1b1 in terms of p 000 and using boundary equation ∑ ∑ ∑ p n 1 ,n 2 ,n 3 = 1 to find p 000 as follows:
Based on Equation (1), we obtain:
From Equations (4) and (13), we obtain the following formula:
From Equations (2), (3), (6) , and (9) we obtain by substitutions the following equation:
Consequently, p 011 is obtained from Equation (6) as follows:
p 0b1 is obtained based on Equations (9), and (16):
Based on Equation (7), p 111 is obtained as follows, and then can be computed thanks to Equations (16) and (17):
From Equation (12), we obtain:
Based on Equation (5), we obtain:
Based on Equations (10) and (11), p b11 is obtained using the following formula:
From Equation (10), we obtain:
The total task blocking probability in computing worker r is given by the following formula, which denotes as well the computing worker efficiency:
The total effective utilization of a computing worker r is given by:
Processing Time at Computing worker
The calculation of the processing time at each computing worker allows a cloud provider to predict the usage pay on each computing worker.
The processing time for a task to be successfully completed in computing worker r is the sum of the processing times taken for that task to be successfully completed in Stations 1, 2 and 3. The average processing time on a computing worker is equivalent to the ratio of the time spent for all the tasks to be successfully completed by the computing worker r over the average of the sizes of all the tasks assigned to the computing worker r.
α r λ
Performance Evaluation
In this section, we evaluate the efficiency of a Cloud system considering the system and application parameters. In particular we analyze the impact of the system parameters (µ 1,r , µ 2,r , µ 3,r , α r , and λ) on the system state using the model.
Evaluation Method
We evaluate the proposed model and analyze the behavior of a divisible application in a Cloud system for a range of parameters presented in Table 2 . Those parameters are based on those described in [12] and [26] . The latter were based on real world scenarios. We take different values of a workload α r , assigned to a computing worker r. By incrementing the load assigned to each computing worker, we assess the impact of a bigger load on the system performance. We also assess the impact of the variation of the receiving rate at a computing worker r, by considering different receiving rates, as presented in Table 2 . As different applications may arrive or run at different rates on a master worker, then different arrival rate are considered to assess the impact of the arrival rate on the system performance.
Illustrative Scenarios
In order to analyze the impact of the relationship among the data receiving, the computing and the data transmission processing powers of a computing worker, we illustrate the model by using 3 scenarios: (1) in the first scenario, the 3 processing powers are equal (µ 1,r = µ 2,r = µ 3,r ); (2) in the second scenario, the receiving processing power is less than the computing processing power (µ 1,r < µ 2,r = µ 3,r ); and (3) in the third scenario, the receiving processing power is greater than the computing processing power (µ 1,r > µ 2,r = µ 3,r ). In our experiments a load will be divided equally on the available computing workers. We consider a range of chunk sizes to analyze the system. In our experiments we vary the chunk sizes arriving at computing workers to explore several scenarios of data distribution and their impact on the system efficiency. To analyze the impact of an arrival rate to the system efficiency, we vary the Poisson rates, representing real world scenarios [26] .
Numerical Results and Evaluation
In this section, we explore the numerical data obtained to evaluate our model. For simplicity, α r is represented by α on the figures, and µ 1,r , µ 2,r , and µ 3,r are represented by µ 1 , µ 2 , and µ 3 respectively. Figure 3 shows that, for equal capacities of receiving, computing and transmitting stations, the efficiency of the system is at its optimal for small chunks of data sizes or for small arrival rate. It also shows that the system blocks increase with bigger arrival rate and bigger data chunk. When the data chunk is relatively big (α r = 0.2), the system probability to block is exponential versus an increase in arrival rate. When the transmission capability of the system is smaller than its computing capability, then the efficiency of the system increases. Figure 4 shows that the blocking probability can reach 5.2% (when α r = 0.2) in case the transmitting power is smaller than the computing processing power vis-a-vis 7% when the computing power of the receiving, processing and transmitting are all equal. It also shows that if the transmission capability is higher than the computing capability, then the system efficiency decreases considerably, as the computing capability will not be able to cope with the transmission power. The system blocking probability can reach 8.9%. A Computing Worker CPU usage is affected by 3 factors: (1) the system efficiency, which is determined from the rate of blocking situations; (2) the chunk size; and (3) the chunks' arrival rates. Figures 5 and 6 show the CPU usage in 2 scenarios: (1) CPU usage during blocking and non-blocking situations (p 010 + p 011 + p 0b1 + p 111 + p b10 + p 110 + p b11 + p 1b1 ) versus an increase in arrival rate and chunk size; and (2) CPU usage for non-blocking situations only (p 010 + p 011 + p 111 + p 110 ). These figures show that CPU utilization is higher with higher arrivals' rates and larger chunks sizes. The CPU usage percentage can reach up to 18% when the receiving, computing and transmitting capabilities of the system are equal ( Figure 5 ). This usage increases when the receiving capability is higher than the computing and the transmitting capabilities (35%), as the computing power will not be able to cope with the receiving rate. When the receiving capability is less than the computing and the transmitting capabilities of the system, then the usage is 25%.
Conclusions
In this paper, we presented a model to predict the behavior of a divisible load application using a producer-consumer pattern, also called master-computing worker pattern in a Star network Cloud. A Cloud computing platform offers to users a virtualized distributed system, where computing resources are dynamically allocated to satisfy a user's Service Level Agreement. In this work, we proposed a novel model to predict the behavior of an application allocated to a set of computing resources; i.e., computing workers, within the Cloud. The model computes the blocking probability of a computing worker considering computing and networking capacities of the Cloud presented to users. In particular, we set out to answer two open questions: (1) how can the resources efficiency and system utilization be measured in terms of blocking probability? and (2) what is the average processing time of application's tasks on a computing worker to estimate resources usage payment? First, we developed a modeling of a star network cloud using Markov chain process model. A computing worker was represented by 3 components or queues: (1) the data receiving queue, which is used to transmit a task assigned by a master processor from the master processor to the computing worker processor; (2) the task computing queue, which is used to compute the task assigned by the master processor to the computing worker processor; and (3) the data transmitting queue, which is used to transmit results from the computing worker processor to the master processor. Then, we used that model to derive formulas which are used to calculate the blocking probabilities of tasks processing within the system. We believe that the model provides software engineers and Cloud providers with a tool to predict the behavior of divisible load applications on a set of chosen distributed resources from within a Cloud. The model allows software engineers to analyze the behavior of their applications before implementation phase. It allows Cloud providers to analyze the performance of the applications considering a set of resources for the purpose of satisfying a user's Service Level Agreement and providing a quality of service for users upon application execution. The proposed model can also be used to dynamically provide feedback to a dynamic scheduler which can alter its scheduling strategy dynamically to enhance system utilization and therefore decrease the overall makespan of the divisible load application. We have evaluated the model in a set of scenarios and analyzes corresponding performance behavior of a computing worker. Our work continues and we aim to implement a scheduler tool which uses the proposed model in this work to adapt its scheduling strategy for an optimal scheduling performance. Performance evaluations will then be conducted similar to the one performed for our work in IEEE Transactions on Parallel and Distributed Systems [? ] and in Software: Practice and Experience by Wiley [27] .
