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Abstract
We consider bivariate observations (X1, Y1), . . . , (Xn, Yn) ⊂ X× R with a real set
X such that, conditional on the Xi, the Yi are independent random variables with
distribution PXi , where (Px)x∈X is unknown. Using an empirical likelihood approach,
we devise an algorithm to estimate the unknown family of distributions (Px)x∈X under
the sole assumption that this family is increasing with respect to likelihood ratio
order. We review the latter concept and realize that no further assumption such as all
distributions Px having densities or having a common countable support is needed.
The benefit of the stronger regularization imposed by likelihood ratio ordering
over the usual stochastic ordering is evaluated in terms of estimation and predictive
performances on simulated as well as real data.
Keywords: Likelihood ratio order, stochastic order, empirical likelihood, quasi-
Newton method.
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1 Introduction
Suppose that Y1 and Y2 are random variables with densities f1 and f2 with respect to some
dominating measure. We then say that Y1 is smaller than Y2 in the likelihood ratio order
if the density ratio f2/f1 is increasing (i.e. non-decreasing) on {f1 + f2 > 0}. This notion
of order is stronger than the usual stochastic order which states that Y1 is stochastically
smaller than Y2 if IP(Y1 > y) ≤ IP(Y2 > y) for all y. However, it is still a plausible order
on distributions which appears natural on many occasions.
In discriminant analysis for instance, one assigns an observation y ∈ R to popula-
tion f2 if the ratio f2(y)/f1(y) exceeds a certain prefixed threshold. If the density ratio
f2/f1 is increasing, this amounts to separating R into two halflines that are then used as
classification regions.
In a similar fashion, if (fθ)θ∈Θ is a one-parameter family of strictly positive densities
with Θ ⊂ R, an extension of the Neyman–Pearson Lemma states the existence of uniformly
most powerful tests of θ ≤ θo against θ > θo if the ratio fθ2(y)/fθ1(y) is increasing in
y for all θ1 ≤ θ2, see Karlin and Rubin (1956); Lehmann and Rojo (1992). Such a
one-parameter family of distributions could for example be an exponential family whose
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densities are of the form fθ(y) = h(y) exp
(
r(θ)y − s(θ)), for some measurable function h,
a strictly increasing function r : Θ → R and normalizing constants s(θ). Then the ratio
fθ2(y)/fθ1(y) will be increasing in y, provided that θ1 ≤ θ2.
Furthermore, likelihood ratio ordering is also a frequent assumption or implication of
models in mathematical finance, see Beare and Moon (2015); Jewitt (1991).
Thus far, estimation of distributions under a likelihood ratio ordering constraint was
solely limited to the two-population setting. First, Dykstra et al. (1995) estimated the pa-
rameters of two multinomial distributions that are likelihood ratio ordered via a restricted
maximum likelihood approach. After reparametrization, they found that the maximiza-
tion problem at hand had reduced to a specific bioessay problem treated by Robertson
et al. (1988) and which makes use of the theory of isotonic regression. It is then sug-
gested that their approach generalizes well to any two distributions that are absolutely
continuous with respect to some dominating measure. Later, Carolan and Tebbs (2005)
focused on testing procedures for the equality of two continuous distribution functions F1
and F2 versus the hypothesis of their likelihood ratio ordering. To this end, they made
use of the equivalence between likelihood ratio ordering and the convexity of the ordinal
dominance curve α 7→ F2
(
F−11 (α)
)
, α ∈ [0, 1], which holds in case F2 is absolutely contin-
uous with respect to F1. The convexity of the ordinal dominance curve was also exploited
by Westling et al. (2019) to provide nonparametric maximum likelihood estimators of F1
an F2 under likelihood ratio order for discrete, continuous, as well as mixed continuous-
discrete distributions. Their approach builds on the idea of Carolan and Tebbs (2005),
where estimators are produced from the greatest convex minorant of the empirical ordinal
dominance curve. However, this method still necessitates the restrictive assumption that
F2 is absolutely continuous with respect to F1. Other relevant references on the topic are
Yu et al. (2017), who treat the estimation problem with a maximum smoothed likelihood
approach – requiring the choice of a kernel and bandwidth parameters – as well as Roosen
and Hennessy (2004), who test for likelihood ratio ordering of n ≥ 2 distributions using a
discretization of the space of outcomes.
In this article, we consider a family of distributions (Px)x∈X on R indexed on a real
set X and assume that this family is increasing with respect to likelihood ratio order as
defined in Appendix A. In particular, no assumption of absolute continuity is required
for our model. In Section 2, we formulate an empirical likelihood approach (Owen, 1988,
2001) to estimate the family (Px)x∈X. We then find that the problem of maximizing
the (empirical) likelihood under the likelihood ratio ordering constraint yields a finite-
dimensional constrained optimization problem. To approach the unique solution, we devise
an algorithm in Section 3 which adapts and extends ideas from Jongbloed (1998) and
Du¨mbgen et al. (2006) for the present, more complex setting. It makes use of a quasi-
Newton approach, and new search directions are obtained via multiple isotonic weighted
least squares regression. The proof of convergence of our algorithm in given in Section 4.
Finally, in Section 5 we perform simulations to illustrate the benefits of the new estimation
paradigm compared to the usual stochastic order constraint as discussed by Mo¨sching and
Du¨mbgen (2020) and Henzi et al. (2019).
The notion of likelihood ratio order between two random variables can be extended to
a partial order on the set of all probability measures on the real line. This is explained
in detail in Appendix A. That material generalizes definitions and results in Shaked and
Shanthikumar (2007). We also explain the connection between two distributions being
likelihood ratio ordered and the convexity of their ordinal dominance curve under weaker
assumptions than in previous work, e.g. by Westling et al. (2019).
Most proofs and technical details are deferred to Appendix B.
2
2 Modelling
For a set X ⊂ R, we consider a family of distributions (Px)x∈X on R and N ≥ 1 pairs of
observations
(X1, Y1), (X2, Y2), . . . , (XN , YN ) ∈ X× R,
such that, conditional on (Xj)
N
j=1, the r.v.s Yi are independent with
Yi|(Xj)Nj=1 ∼ PXi , for 1 ≤ i ≤ N.
Let x1 < · · · < xn and y1 < · · · < ym be the unique and sorted values of the covariates
and responses, respectively. That means, n,m ≤ N and
{x1, . . . , xn} = {X1, X2, . . . , XN},
{y1, . . . , ym} = {Y1, Y2, . . . , YN}.
The absolute frequency of (xi, yj) in the sample is given by the number
wij := #{k : (Xk, Yk) = (xi, yj)}.
Now we model the unknown family of distributions (Pxi)
n
i=1 by (P̂xi)
n
i=1, where
P̂xi :=
m∑
j=1
pijδyj . (2.1)
Here δy denotes Dirac measure at y, and p := (pij) ∈ [0, 1]n×m is a parameter satisfying
m∑
j=1
pij = 1 for 1 ≤ i ≤ n. (2.2)
To obtain an estimator of (Pxi)
n
i=1, one could then consider maximizing the empirical
likelihood
L
(
p
)
:=
n∏
i=1
m∏
j=1
p
wij
ij , (2.3)
subject to constraint (2.2). In this simple unconstrained case, the maximum is known to
be attained by
pij =
wij∑m
j=1wij
,
that is, P̂xi is the empirical distribution of the sample {Yk : Xk = xi}.
If the setting allows it, a natural constraint to set on (Px)x∈X is the usual stochastic
order on distributions, also known as first order stochastic dominance: For x1, x2 ∈ X,
such that x1 ≤ x2, we say that Px1 is stochastically smaller than Px2 if Px1
(
(−∞, y]) ≥
Px2
(
(−∞, y]) for all y ∈ R. As discussed by Mo¨sching and Du¨mbgen (2020) and El Barmi
and Mukerjee (2005), least squares estimation of (Pxi)
n
i=1 under usual stochastic ordering
constraint yields an estimator of the form (2.1), with probability weights pij given by
qij − qi,j−1 where
qij := min
r≤i
max
s≥i
#{k : xr ≤ Xk ≤ xs and Yk ≤ yj}
#{k : xr ≤ Xk ≤ xs} ,
qi0 := 0.
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Figure 1: In this specific example, xi = i for 1 ≤ i ≤ n = 6 and yj = j for 1 ≤ j ≤ m = 7.
These coefficients are computed via the pool-adjacent-violators algorithm, see Barlow
et al. (1972); Robertson et al. (1988), or more efficiently via a sequential version of this
procedure, see Henzi et al. (2020).
Throughout the remainder of this article, we assume that the family (Px)x∈X is in-
creasing with respect to likelihood ratio order. If we use the model of (Pxi)
n
i=1 described
in (2.1) with a parameter p ∈ [0, 1]n×m satisfying constraint (2.2), then likelihood ratio
ordering of (P̂xi)
n
i=1 is characterized in terms of p as
pi1j2 · pi2j1 ≤ pi1j1 · pi2j2 , for all 1 ≤ i1 ≤ i2 ≤ n and 1 ≤ j1 ≤ j2 ≤ m. (2.4)
To estimate (Pxi)
n
i=1, we opt for a maximizer of the likelihood L under constraints (2.2,2.4).
We refer the reader to Appendix A for a thorough discussion about likelihood ratio ordering
and to Example A.10 to see how property (2.4) derives from the general definition.
2.1 Reduction of the dimension of the problem
The problem of finding a maximizer of L under constraints (2.2,2.4) can be greatly simpli-
fied from the structure of the data and the likelihood ratio order constraint itself. These
aspects allow us to formulate an equivalent though much simpler problem involving fewer
parameters to estimate. We start with some notations which are exemplified in Figure 1.
For i ∈ I := {1, . . . , n} we define indices 1 ≤ mi ≤Mi ≤ m via
ymi = min{Yk : Xk ≥ xi},
yMi = max{Yk : Xk ≤ xi}.
The inequality mi ≤ Mi follows from the fact that Xk = xi for at least one index k. In
particular, if wij > 0, then mi ≤ j ≤Mi. Consequently, with
Ji := {j : mi ≤ j ≤Mi}
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we may write
wi := #{k : Xk = xi} =
m∑
j=1
wij =
∑
j∈Ji
wij .
Note also that m1 ≤ · · · ≤ mn and M1 ≤ · · · ≤Mn. With the set
P := {(i, j) : i ∈ I, j ∈ Ji}
of relevant pairs of indices for p, the likelihood function becomes
L(p) =
∏
(i,j)∈P
p
wij
ij , (2.5)
and a maximizer p of L under constraints (2.2,2.4) must satisfy:
pi,j+1 · pi+1,j ≤ pij · pi+1,j+1, for all mi+1 ≤ j < Mi and 1 ≤ i < n, (2.6)
and
pij
{
> 0 if (i, j) ∈ P,
= 0 otherwise.
(2.7)
Likewise, a maximizer of L under constraints (2.2,2.6–2.7) will satisfy constraint (2.4).
Hence, it is equivalent to search for p ∈ [0, 1]n×m that satisfies (2.2,2.6–2.7) and maxi-
mizes L. For rigorous proofs of these two claims, see Lemmata B.6 and B.8.
2.2 Parametrization in terms of log-probabilities and consecutive differ-
ences
In view of the likelihood score (2.5) and constraint (2.7) on the parameter p, it is natural
to reformulate the maximization problem at hand in terms of negative log-likelihood and
log-probabilities. In addition, taking differences of log-parameters allows us to rephrase
constraint (2.6) in terms of vectors with increasing components. We clarify this transition
in the present section.
Let θ = (θij)(i,j)∈P ∈ RP be defined by
θij :=
{
log(pimi) if j = mi,
log(pij)− log(pi,j−1) if mi < j ≤Mi,
so that
pij =
{
exp
(∑j
s=mi
θis
)
if (i, j) ∈ P,
0 otherwise.
Then, constraint (2.6) is equivalent to θij ≤ θi+1,j , for all mi+1 < j ≤ Mi and 1 ≤ i < n,
whereas constraint (2.2) reads
∑
j∈Ji
exp
(
j∑
s=mi
θis
)
= 1, for all i ∈ I. (2.8)
Next we consider an arbitrary index j ∈ {1, . . . ,m} and define indices 1 ≤ nj ≤ Nj ≤ n
via
xnj := min{Xk : Yk ≥ yj},
xNj := max{Xk : Yk ≤ yj}.
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These numbers are such that mi+1 < j ≤ Mi if and only if nj ≤ i < Nj−1, for arbitrary
indices 1 ≤ i < n and 1 < j ≤ m, see Lemma B.9. Furthermore, we have
P = {(i,mi) : i ∈ I} ∪ ( m⋃
j=2
{
(i, j) : nj ≤ i ≤ Nj−1
})
.
Consequently, constraint (2.6) is equivalently formulated as
(θij)
Nj−1
i=nj
∈ Rdj↑ , whenever 1 < j ≤ m and dj := Nj−1 − nj + 1 > 1,
where
Rd↑ := {v ∈ Rd : v1 ≤ v2 ≤ · · · ≤ vd}.
The numbers nj , Nj and dj are exemplified in Figure 1. Finally, we define cumulative
weights
wij :=
Mi∑
s=j
wis, for all (i, j) ∈ P.
Then, the problem of maximizing L under constraints (2.2,2.6–2.7) becomes equivalent to
minimizing the strictly convex functional
f(θ) :=
∑
(i,j)∈P
(
−wijθij + wi exp
(
j∑
s=mi
θis
))
, (2.9)
over the closed convex cone
Θ :=
{
θ ∈ RP : (θij)Nj−1i=nj ∈ R
dj
↑ for all 1 < j ≤ m
}
.
The exponential terms in (2.9) are Lagrange-type terms accounting for the normalization
of θ in (2.8), see Lemma B.11.
In the sequel, we denote the unique minimizer of f in Θ by
θ∗ := arg min
θ∈Θ
f(θ).
3 Estimation procedure
3.1 Determining a promising search direction
For η ∈ RP relatively close to a feasible parameter θ ∈ Θ, one can determine a second
order approximation of f around θ using its gradient
g(θ) :=
(
∂f
∂θij
(θ)
)
(i,j)∈P
=
(−wij +Hij(θ))(i,j)∈P ,
as well as non-trivial entries of its Hessian matrix
∂2f
∂θij∂θk`
(θ) =
{
Hi,max(j,`)(θ) if i = k ∈ I and j, ` ∈ Ji,
0 otherwise,
where H(θ) :=
(
Hij(θ)
)
(i,j)∈P is defined by
Hij(θ) :=
∂2f
∂θ2ij
(θ) = wi
Mi∑
r=j
exp
(
r∑
s=mi
θis
)
.
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The approximation of f around θ therefore reads
fθ(η) := f(θ) +
∑
(i,j)∈P
(
gij(θ)(ηij − θij) + 1
2
Hij(θ)(ηij − θij)2
)
.
Since Hij(θ) > 0 for all (i, j) ∈ P, the function fθ is strictly convex. Furthermore, its
summands can be rearranged to yield
fθ(η) = cθ +
1
2
∑
i∈I
Himi(θ)
(
ηimi − θ˜imi(θ)
)2
+
1
2
m∑
j=2
Nj−1∑
i=nj
Hij(θ)
(
ηij − θ˜ij(θ)
)2
,
with cθ independent of η and
θ˜ij(θ) := θij − gij(θ)
Hij(θ)
= θij +
wij
Hij(θ)
− 1.
It therefore possesses a unique minimizer under constraint which can be characterized by
means of isotonic regression, as indicated by the next Lemma.
Lemma 3.1. The vector
η∗(θ) := arg min
η∈Θ
fθ(η)
is characterized by
η∗imi(θ) = θ˜imi(θ), for all i ∈ I
and (
η∗ij(θ)
)Nj−1
i=nj
= Iso
((
θ˜ij(θ)
)Nj−1
i=nj
,
(
Hij(θ)
)Nj−1
i=nj
)
, for all 1 < j ≤ m,
where Iso(ξ, b) stands for the isotonic regression of ξ ∈ Rd with weights b ∈ Rd, b > 0,
that means, Iso(ξ, b) is the unique vector that minimizes
∑d
k=1 bk(zk−ξk)2 over all z ∈ Rd↑,
see Barlow et al. (1972); Robertson et al. (1988).
Additionally, the mapping
θ 7→ η∗(θ)
is continuous in Θ.
In consequence, if η∗(θ) 6= θ, then fθ
(
η∗(θ)
)
< fθ(θ) = f(θ), and we define
v(θ) := η∗(θ)− θ.
Because the gradients of fθ and f at θ are equal, we have that
Df
(
θ,v(θ)
)
= Dfθ
(
θ,v(θ)
)
= 2
(
fθ
(
θ + v(θ)
)− f(θ)) < 0,
where the justification of the second equality is given in Lemma B.13. Thus, we find that
θ 6= θ∗ and a strict improvement of f can be found in the direction v(θ).
3.2 Strict improvement
Suppose that θ ∈ Θ is such that Dfθ
(
θ,v(θ)
)
< 0, so θ 6= θ∗ and fθ
(
θ + v(θ)
)
< f(θ).
In particular, there exists some number t ∈ (0, 1] such that
ρθ(t) := f
(
θ + tv(θ)
)− f(θ) < 0.
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Our aim is to obtain a reasonably good improvement of f . That means, we look for
t∗ ∈ (0, 1] such that ρθ(t∗) is as close as possible to mint∈(0,1] ρθ(t).
For that, we proceed similarly as in Du¨mbgen et al. (2006). First, let to := 2
−no with
no the smallest integer such that ρθ(2
−no) < 0. We then define a Hermite interpolation of
ρθ:
ρ˜θ(t) := ρ
′
θ(0) · t+ t−1o
(
t−1o ρθ(to)− ρ′θ(0)
) · t2.
This new function is such that ρ˜θ(0) = ρθ(0) = 0, ρ˜θ(to) = ρθ(to) < 0 and
ρ˜′θ(0) = ρ
′
θ(0) = Df
(
θ,v(θ)
)
< 0.
The minimum of ρ˜θ in (0, 1] is therefore attained at
t∗ := min
(
−ρ′θ(0)
2
(
t−1o ρθ(to)− ρ′θ(0)
) , 1) · to.
We then update θ with θ + t∗v(θ). As shown in Lemma 1 of Du¨mbgen et al. (2006), this
procedure ensures that
f(θ)− f(θ + t∗v(θ)) ≥ 1
4
· max
t∈(0,1]
(
f(θ)− f(θ + tv(θ))) > 0.
3.3 Normalization
Let θ ∈ Θ be a feasible parameter and c(θ) := (cij(θ))(i,j)∈P be defined by
cij(θ) :=
{
log
(∑Mi
r=mi
exp
(∑r
s=mi
θis
))
if j = mi,
0 otherwise.
Then the parameter θ′ := θ − c(θ) is such that θ′ ∈ Θ and f(θ′) ≤ f(θ) with equality, if
and only if, c(θ) = 0, see Lemma B.10. In other words, replacing θ with θ− c(θ) has the
effect of decreasing the value of f , unless θ is normalized already.
3.4 Initialization
Since the vector 0 is feasible, one can simply take its normalized version θ0 := −c(0) as
a starting point.
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3.5 Complete algorithm
Let ε > 0 be a predefined precision level. The algorithm that minimizes f then reads:
Minimize f over Θ
θ ← −c(0)
v(θ)← (arg minη∈Θ fθ(η))− θ
while fθ
(
θ + v(θ)
)− f(θ) < −ε
to ← 1
while fθ
(
θ + tov(θ)
)
> f(θ)
to ← to/2
end while
t∗ ← to ·min
(
−ρ′θ(0)2−1
(
t−1o ρθ(to)− ρ′θ(0)
)−1
, 1
)
θ ← θ + t∗v(θ)
θ ← θ − c(θ)
v(θ)← (arg minη∈Θ fθ(η))− θ
end while
return(θ)
4 Convergence
The algorithmic mapping ψ : Θ→ Θ constructed in Section 3 consists of the two steps
θ ← θ + t∗v(θ)
θ ← θ − c(θ)
which have the effect of strictly decreasing the value of f , unless θ = θ∗.
Theorem 4.1. Let θ0 ∈ Θ be any feasible starting point. Then, the sequence (θn)n≥0 ∈ Θ
resulting from the algorithmic mapping ψ:
θn+1 := ψ(θn), n ≥ 0,
is such that
lim
n→∞ f(θn) = minθ∈Θ
f(θ).
In other words limn→∞ θn = θ∗.
5 Simulation study
In this section, we compare estimation and prediction performances of the likelihood ra-
tio order constrained estimator presented in this article with the estimator under usual
stochastic order obtained via isotonic distributional regression. The latter estimator was
mentioned briefly in the introduction. It is extensively discussed in Henzi et al. (2019)
and Mo¨sching and Du¨mbgen (2020).
A Gamma model We choose a parametric family of distributions from which we draw
observations. We will then use these data to provide distribution estimates which we then
compare with the truth. The specific model we have in mind is a family (Px)x∈X of Gamma
distributions
dPx
dy
(y) = fx(y) :=
b(x)−a(x)
Γ
(
a(x)
) ya(x)−1 exp(−y/b(x)),
9
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Figure 2: Conditional Gamma density with shape a(x) := 2 + (x + 1)2 and scale b(x) :=
1− 1/ exp(10x) for x in the interval X := [1, 4].
with some shape function a : X→ (0,∞) and scale function b : X→ (0,∞). Then (Px)x∈X
is increasing with respect to likelihood ratio ordering if, and only if, both a and b are non-
decreasing. Recall that since the family is increasing in likelihood ratio order, it is also
increasing with respect to the usual stochastic order. Figure 2 shows the true conditional
density for the specific parameters a and b selected for this study.
Sampling method Let no ∈ {50, 200, 1000} be a predefined number and let
Xo := 1 + 3
no
· {1, 2, . . . , no} ⊂ X := [1, 4].
For a given sample size N ∈ N, the sample (X1, Y1), (X2, Y2), . . . , (XN , YN ) is obtained
as follows: Draw X1, X2, . . . , XN uniformly from Xo and sample independently each Yk
from PXk . This yields unique covariates x1 < x2 < · · · < xn, as well as unique responses
y1 < y2 < · · · < ym, for some 1 ≤ n,m ≤ N .
For each such sample, we compute estimators of (Pxi)
n
i=1 under likelihood ratio ordering
constraint, as well as the usual stochastic ordering constraint. Using linear interpolation,
we complete both families of estimates with covariates originally in {xi}ni=1 to families of
estimates with covariates in the full set Xo. Simple calculations show that this extension
preserves the original stochastic ordering of the estimated distributions. We therefore ob-
tain estimates (P̂x)x∈Xo and ( qPx)x∈Xo under likelihood ratio ordering and usual stochastic
ordering constraint, respectively. The corresponding families of cdf’s are then written
F̂ := (F̂x)x∈Xo and qF := ( qFx)x∈Xo , whereas the truth is denoted by F := (Fx)x∈Xo . Al-
though the performance of the empirical distribution is far worse than those of the two
order constrained estimators, it is still useful to study its behavior, for example to better
understand boundary effects. The family of empirical cdf’s will be written F̂ := (F̂x)x∈Xo .
A simple score To verify the ability of the estimators F̂ and qF to retrieve the truth
given by F , we compute Monte-Carlo estimates of the mean and selected quantiles of each
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of the scores Rx(F̂ , F ), Rx( qF , F ) and Rx(F̂, F ) for each x ∈ Xo, where
Rx(G,F ) :=
∫
|Gx(y)− Fx(y)| dPx(y),
with G being either F̂ , qF or F̂, and the integral being computed numerically. We also
compute the relative change in score
100 · Rx(F̂ , F )−Rx(
qF , F )
Rx( qF , F ) .
The results of the simulations are displayed in Figure 3. A first observation is that
the performance of all three estimators gets worse close to the boundary points of X,
and this is more pronounced for the two order constrained estimators. This is a known
phenomenon from shape constrained inference. However, in the interior of X, taking the
stochastic ordering into account pays off.
The second column of plots in Figure 3 shows the relative change in score when esti-
mating the family of distributions with a likelihood ratio ordering constraint instead of the
usual stochastic ordering constraint. It is observed that the improvement in score becomes
larger and occurs on a wider sub-interval of X as no and N increase. Only towards the
boundary, the usual stochastic order seems to have better performance.
Theoretical predictive performances Using the same Gamma model, we evaluate
predictive performances of both estimators using the continuous ranked probability score
CRPS(Gx, y) :=
∫ (
Gx(z)− 1[y≤z]
)2
dz.
The CRPS is a sctrictly proper scoring rule which allows for comparisons of probabilistic
forecasts, see Gneiting and Raftery (2007) and Jordan et al. (2019). It can be seen as an
extension of the mean absolute error for probabilistic forecasts. The CRPS is therefore
interpreted in the same unit of measurement as the true distribution or data.
Because in our case the true underlying distribution is known, we study the expected
CRPS score given by
Sx(G,F ) :=
∫
CRPS(Gx, y) dPx(y)
=
m∑
j=0
∫
[yj ,yj+1)
(
Gx(yj)− Fx(z)
)2
dz +
b(x)
B(1/2, a(x))
,
for G ∈ {F̂ , qF , F̂}, where y0 := −∞, ym+1 := +∞, B(·, ·) is the beta function, and the
latter integrals are computed via numerical integration.
Consequently, we compute Monte-Carlo estimates of the mean and selected quantiles
of Sx(F̂ , F ), Sx( qF , F ) and Sx(F̂, F ), as well as the relative change in score
100 · Sx(F̂ , F )− Sx(
qF , F )
Sx( qF , F )
for each x ∈ Xo.
Figure 4 outlines the results of the simulations. Similar boundary effects as for the
simple score are observed. On the interior of X, the usual stochastic order improves the
naive empirical estimator, and the likelihood ratio order yields the best results.
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Figure 3: Monte Carlo simulations to evaluate estimation performances with a simple
score. Left column: Simple scores with G being either F̂ (green), qF (blue) or F̂ (grey).
Right column: Relative change of the score when enforcing a likelihood ratio ordering
constraint over the usual stochastic ordering constraint. The thicker line is the mean
variation, whereas the thin lines are the 25 and 75%-quantiles. Negative values represent
an improvement in score.
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Figure 4: Monte Carlo simulations to evaluate prediction performances using a CRPS-type
score. Left column: CRPS scores with G being either F̂ (green), qF (blue) or F̂ (grey).
Right column: Relative change of the score when enforcing a likelihood ratio ordering
constraint over the usual stochastic ordering constraint. The thicker line is the mean
variation, whereas the thin lines are the 25 and 75%-quantiles. Negative values represent
an improvement in score.
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Figure 5: Subsample of the weight for age data. A logarithmic scale was used for the
weight variable.
In terms of relative change in score, it appears that imposing a likelihood ratio ordering
constraint to estimate the family of distributions yields an average score reduction of about
2% in comparison with the usual stochastic ordering estimator for a sample of N = 50.
For larger values of N , this improvement occurs on a wider subinterval of X and more
frequently, as shown by the 75% mark.
Note further that the expected CRPS increases on the interior of X. This is due to the
fact that the CRPS has the same unit of measurement as the response variable. Since the
scale of the response characterized by b increases with x, then so does the corresponding
score.
Empirical predictive performances We use the weight for age dataset already stud-
ied in Mo¨sching and Du¨mbgen (2020). It comprises the age and weight of N := 16 344 girls
with an age in X := [2, 16] years old, of which we present a subsample in Figure 5. The
dataset was publicly released as part of the National Health and Nutrition Examination
Survey conducted in the US between 1963 and 1991 (data available from www.cdc.gov)
and was analyzed by Kuczmarski et al. (2002) with parametric models to produce smooth
quantile curves.
Although likelihood ratio ordering constraint is much harder to justify than the very
natural stochastic ordering constraint, we are interested in the effect of a stronger regu-
larization imposed by the former constraint.
The forecast evaluation is performed using a leave-Ntrain-out cross-validation scheme.
More precisely, we choose random subsets Dtrain of Ntrain observations which we use to
train our estimators F̂ and qF . Using the rest of the Ntest := N − Ntrain data pairs in
Dtest, we evaluate predictive performances by computing the sample mean and selected
quantiles of Ŝx(F̂ , F ), Ŝx( qF , F ), Ŝx(F̂, F ) and
100 · Ŝx(F̂ , F )− Ŝx(
qF , F )
Ŝx( qF , F )
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for each x ∈ Xo, where
Ŝx(G,F ) :=
∑
(X,Y )∈Dtest:X=x CRPS(Gx, Y )
#{(X,Y ) ∈ Dtest : X = x} ,
for G ∈ {F̂ , qF , F̂}.
Figure 6 shows the forecast evaluation results. As expected, the empirical CRPS
increases with age, since the spread of the weight increases with age. As to the relative
change in score, improvements of about 2% can be seen for Ntrain ∈ {50, 200} and of
about 1% for Ntrain = 1000 on average. The region of X where the advantage of likelihood
ratio ordering over the usual stochastic ordering is at its largest in case of Ntrain = 1000,
showing the benefit of a stronger regularization.
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A Likelihood ratio order
A.1 Two distributions
At first, let us recall some well-known facts from measure theory. Let µ and ν be σ-finite
measures on a measurable space (X,B). The measure µ dominates ν, and one writes
ν  µ, if ν(B) = 0 for any set B ∈ B with µ(B) = 0. The well-known Radon–Nikodym
theorem states that ν  µ if and only if ν has a density f with respect to µ. That means,
f : X→ [0,∞) is measurable, and ν(B) = ∫B f dµ for any B ∈ B. This is abbreviated as
f = dν/dµ. If f∗ is another such function, then µ({f∗ 6= f}) = 0.
Now we consider two probability measures Q and P on (R,B), where B is the Borel
σ-field on R. Let µ be a σ-finite measure such that Q  µ and P  µ; for instance, let
µ = P +Q. If we choose explicit densities f = dQ/dµ and g = dP/dµ, then (P +Q)({f +
g = 0}) = 0, and on R \ {f + g = 0}, the density ratio f/g is well-defined in [0,∞].
Lemma A.1. The following properties of Q and P are equivalent:
(D1) There exists an isotonic version ρ : R→ [0, 1] of dQ/d(P +Q).
(D2) For any dominating measure µ of P and Q and explicit versions f = dP/dµ, g =
dQ/dµ, there exists a set N ⊃ {f + g = 0} such that (P +Q)(N) = 0 and
g/f is isotonic on R \N.
(D3) For any dominating measure µ of P and Q, there exist versions f = dP/dµ and
g = dQ/dµ such that
g/f is isotonic on R \ {f + g = 0}.
(D4) For any dominating measure µ of P and Q, there exist versions f = dP/dµ and
g = dQ/dµ such that, for all x, y ∈ R with x ≤ y,
f(y)g(x) ≤ f(x)g(y).
(D5) For all A,B ∈ B such that A ≤ B (element-wise),
P (B)Q(A) ≤ P (A)Q(B).
(D6) For all intervals A = (w, x] and B = (y, z] with x ≤ y,
P (B)Q(A) ≤ P (A)Q(B).
We now state the definition of likelihood ratio order on distributions.
Definition A.2 (Likelihood ratio order). We say that P is smaller than Q with respect
to likelihood ratio order, and we write P ≤lr Q, if any and thus all of the properties
(D1–6) are satisfied.
Remark A.3. Shaked and Shanthikumar (2007) restrict their attention to probability
measures which are either discrete or dominated by Lebesgue measure. Their definition
of likelihood ratio corresponds to properties (D3–4) with µ being counting measure or
Lebesgue measure on the real line.
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Remark A.4 (Usual stochastic order). Recall that the distribution P is smaller than Q
with respect to the usual stochastic order, and we write P ≤st Q, if P
(
(−∞, x]) ≥
Q
(
(−∞, x]) for all x ∈ R. The likelihood ratio order is stronger than the usual stochastic
order in the sense that P ≤st Q if P ≤lr Q. This follows immediately from property (D5)
applied to A := (−∞, x] and B := (x,∞) for arbitrary x ∈ R, because P (B)Q(A) =
Q(A)− P (A)Q(A) and P (A)Q(B) = P (A)− P (A)Q(A).
The reverse statement is false in general, but the likelihood ratio order of two distri-
butions is tightly connected to stochastic order of domain-conditional distributions.
Lemma A.5. We have that P ≤lr Q if and only if P (· |C) ≤st Q(· |C) for all C ∈ B such
that P (C), Q(C) > 0.
Remark A.6 (Ordered ranges). Recall that the support of a probability measure P on
R, denoted by supp(P ), is the set
supp(P ) := {y ∈ R : P (U) > 0 for all open sets U ⊂ R s.t. y ∈ U}.
In particular, if F denotes the distribution function of P , then the endpoints inf(supp(P ))
and sup(supp(P )) are given by inf{x ∈ R : F (x) > 0} and sup{x ∈ R : F (x) < 1}, respec-
tively. Consequently, if P ≤st Q, then inf(supp(P )) ≤ inf(supp(Q)) and sup(supp(P )) ≤
sup(supp(Q)).
A.2 Ordinal dominance curves
In case Q  P , another equivalent definition of likelihood ratio order involving the
ordinal dominance curve can be stated. To define that property, we first need to set
some notations. Let F and G be the distribution functions of P and Q, respectively.
In the sequel, we use the standard conventions F (−∞) := limx→−∞ F (x) = 0 and
F (∞) := limx→∞ F (x) = 1. We also use the following definitions: The image of F
is the set Im(F ) := {F (x) : x ∈ R}. For any α ∈ [0, 1], the α-quantile of F is the number
F−1(α) defined by
F−1(α) :=

−∞ if α = 0,
min{x ∈ R : F (x) ≥ α} if α ∈ (0, 1),
sup{x ∈ R : F (x) < 1} if α = 1.
The ordinal dominance curve is the function H = HF,G : [0, 1]→ [0, 1] defined for each
α ∈ [0, 1] by
H(α) := G
(
F−1(α)
)
.
Let V ⊂ R. We say that a function h : V → R is convex on V if, for all x, y, z ∈ V with
x < y < z,
h(y)− h(x)
y − x ≤
h(z)− h(y)
z − y .
The next result has been shown in the special case of F and G being continuous and
strictly increasing by Lehmann and Rojo (1992) and in the general case but with additional
assumptions and weaker conclusions by Westling et al. (2019).
Theorem A.7. If Q P , then the following two claims are equivalent:
(i) P ≤lr Q.
(ii) The ordinal dominance curve H is convex on Im(F ).
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A.3 Families of distributions
The next lemma shows that the relation ≤lr defines indeed a partial order.
Lemma A.8. The relation ≤lr defines a partial order on the set of all distributions on
the real line. That means, for arbitrary probability measures P , Q and R on R,
• P ≤lr P (reflexivity);
• P ≤lr Q and Q ≤lr P implies that P = Q (antisymmetry);
• P ≤lr Q and Q ≤lr R implies that P ≤lr R (transitivity).
We now define likelihood ratio ordering for a family of distributions.
Definition A.9. Let (X,) be a partially ordered set and (Px)x∈X be a family of dis-
tributions on (R,B). We say that (Px)x∈X is increasing in x with respect to likelihood
ratio order if Px1 ≤lr Px2 for all x1, x2 ∈ X such that x1  x2.
Example A.10 (Total order on finite sets). For integers n,m ≥ 2, let X = {x1, . . . , xn}
and Y = {y1, . . . , yn} with real numbers x1 < · · · < xn and y1 < · · · < ym. For 1 ≤ i ≤ n,
let Pxi be a probability distribution on Y with masses pij := Pxi({yj}) for 1 ≤ j ≤ m.
According to properties (D3–5) of Lemma A.1, the family (Px)x∈X is increasing with
respect to likelihood ratio order if and only if
pi1j2 · pi2j1 ≤ pi1j1 · pi2j2
whenever 1 ≤ i1 < i2 ≤ n and 1 ≤ j1 < j2 ≤ m.
B Proofs and technical details
B.1 Local averages and isotonicity
Let µ be a locally finite measure on the real line, that means, µ(B) <∞ for bounded sets
B ⊂ R. As usual, L1(µ) denotes the set of measurable functions f such that ‖f‖ := ∫ |f |dµ
is finite, and L1loc(µ) denotes the set of locally integrable functions, that is, measurable
functions f such that ‖f1B‖ <∞, for all bounded sets B ⊂ R.
For all f ∈ L1loc(µ) and bounded intervals B, define the µ-average of f on B as
Dµf(B) := µ(B)
−1
∫
B
f dµ
with the convention 0/0 := 0. For any integer n ≥ 0, we partition R into the half-open
intervals
Inj :=
(
2−n(j − 1), 2−nj], j ∈ Z.
Now, for f ∈ L1loc(µ) define Πnf : R→ R via
Πnf(x) := Dµf(Inj) for j ∈ Z and x ∈ Inj .
Lemma B.1. For all n ∈ N0, the operator Πn : L1loc(µ) → L1loc(µ) is linear. For any
f ∈ L1loc, it satisfies the inequalities∥∥(Πnf)1Inj∥∥ ≤ ‖f1Inj‖ for all j ∈ Z.
In particular, ‖Πnf‖ ≤ ‖f‖. Moreover,
Πnf → f µ-a.e..
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Proof of Lemma B.1. Linearity of Πn follows from linearity of integrals. The contrac-
tion properties follows from the fact that for any integer j,∥∥(Πnf)1Inj∥∥ = µ(Inj)∣∣Dµf(Inj)∣∣ = ∣∣∣∣∫
Inj
f dµ
∣∣∣∣ ≤ ∫
Inj
|f | dµ = ‖f1Inj‖.
Since ‖h‖ = ∑j∈Z ‖h1Inj‖ for h = f,Πnf , this implies the inequality ‖Πnf‖ ≤ ‖f‖.
Now pick numbers cj > 0, j ∈ Z, such that
∑
j∈Z cj
∫
I0j
|f |dµ < ∞ and IP(B) :=∑
j∈Z cjµ(B ∩ I0j) defines a probability measure on (R,B). One can easily verify that
Πnf is the conditional expectation IE(f | Bn) of f ∈ L1(IP) with respect to the σ-field Bn
generated by the intervals Inj , j ∈ Z. Moreover, since B0 ⊂ B1 ⊂ B2 ⊂ · · · , and since B
is generated by
⋃
n≥0 Bn, the sequence (Πnf)n≥0 is a martingale, and by the martingale
convergence theorem (Doob, 1994), it converges almost surely to IE(f | B) = f . Now the
assertion follows from the fact that IP(B) = 0 if and only if µ(B) = 0.
Let Zn := {j ∈ Z : µ(Inj) > 0} and in := sup(Zn). For x ∈ R let
jn(x) := min
({j ∈ Zn : x ≤ 2−nj} ∪ {in}).
Let Π∗n be the operator on L1loc(µ) defined for all f ∈ L1loc(µ) and x ∈ R by
Π∗nf(x) := Dµf(Injn(x)).
In particular, Π∗nf ≡ Dµf
(
Inj
)
on Inj , whenever j ∈ Z is such that µ(Inj) > 0. That
means, Πnf and Π
∗
nf coincide µ-almost everywhere. However, the slightly more compli-
cated definition of Π∗n ensures that it preserves isotonicity.
Lemma B.2. For all n ∈ N, the operator Π∗n : L1loc(µ) → L1loc(µ) is linear. For any
f ∈ L1loc(µ), the following two conclusions hold true: If f is isotonic on R, then Dµf(Inj)
is isotonic in j ∈ Zn. If Dµf(Inj) is isotonic in j ∈ Zn, then Π∗nf is isotonic on R.
Proof of Lemma B.2. Linearity of Π∗n is obvious. If f is isotonic, then Dµf(Inj) is
isotonic in j ∈ Zn, because for numbers j < k in Zn,
Dµf(Inj) ≤ f(2−nj) ≤ f(2−n(k − 1)) ≤ Dµf(Ink).
Since jn(x) ∈ Zn for all x ∈ R, and since jn(x) ≤ jn(y) whenever x ≤ y, we find that Π∗nf
is isotonic on R whenever Dµf(Inj) is isotonic in j ∈ Zn.
Lemma B.3. For any function f ∈ L1loc(µ), the following two claims are equivalent:
(i) There exists an isotonic function f∗ : R → [−∞,∞] such that f∗ = f µ-almost
everywhere.
(ii) Dµf(A) ≤ Dµf(B) for all A = (w, x], B = (y, z] such that x ≤ y and µ(A), µ(B) > 0.
Proof of Lemma B.3. Let µ({f∗ 6= f}) = 0 for an isotonic function f∗ : R→ [−∞,∞].
For intervals A,B as in (ii), this implies that Dµf(A) ≤ f∗(x) ≤ f∗(y) ≤ Dµf(B).
Consequently, (i) implies (ii).
Suppose now that f ∈ L1loc(µ) satisfies (ii). With fn := Πnf as in Lemma B.1, the
latter lemma implies limn→∞ fn(x) = f(x) for all x ∈ R \ N for some Borel set N with
µ(N) = 0. Next let f∗n := Π∗nf . Then it follows from (ii) and Lemma B.2 that f∗n is an
isotonic function. Moreover, f∗n = fn on R \ Nn for some Borel set Nn with µ(Nn) = 0.
Consequently, limn→∞ f∗n(x) = f(x) for all x ∈ R\N∗, where N∗ := N ∪
⋃
n≥0Nn satisfies
µ(N∗) = 0. Since all functions f∗n are isotonic on R, this implies that
f∗(x) := lim inf
n→∞ f
∗
n(x)
defines an isotonic function f∗ : R → [−∞,∞], and f∗ = f on R \ N∗. Hence, (i) is
satisfied as well.
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B.2 Proofs for Appendix A
Proof of Lemma A.1. We prove the result via a chain of implications.
(D1) ⇒ (D2): Let µ, f and g be as in (D2), and let ρ : R→ [0, 1] be an isotonic version
of dQ/d(P +Q). Since f + g = d(P +Q)/dµ, for any Borel set B,
Q(B) =
∫
B
ρd(P +Q) =
∫
B
ρ(f + g) dµ,
so ρ(f + g) = dQ/dµ. Moreover,
P (B) = (P +Q)(B)−Q(B) =
∫
B
(1− ρ)(f + g) dµ,
whence (1−ρ)(f + g) = dP/dµ. That means, N1 := {f 6= (1−ρ)(f + g)}∪{g 6= ρ(f + g)}
satisfies µ(N1) = 0. With N0 := {f + g = 0}, we obtain a set N := N0 ∪ N1 such that
µ(N) = 0, and on R \N ,
g/f = ρ/(1− ρ)
is isotonic, because [0, 1] 3 r 7→ r/(1 − r) ∈ [0,∞] is strictly increasing. Hence, (D1)
implies (D2).
(D2)⇒ (D3): Let µ dominate P and Q with explicit versions f = dP/dµ and g = dQ/dµ.
Suppose that g/f is isotonic on R\N , where N ⊃ {f+g = 0} satisfies µ(N) = 0. Then we
may replace f and g with f˜ := f1R\N and g˜ := g1R\N , respectively. Then N = {f˜+g˜ = 0},
and on R\, g˜/f˜ = g/f is isotonic. Hence, (D2) implies (D3).
(D3)⇒ (D4): Let µ dominate P and Q, and suppose that there exist versions f = dP/dµ
and g = dQ/dµ such that g/f is isotonic on R \ {f + g = 0}. For points x ≤ y in
R \ {f + g = 0}, the inequality (g/f)(x) ≤ (g/f)(y) is equivalent to g(y)f(x) ≤ f(x)g(y),
and the latter inequality is always correct if x ∈ {f + g = 0} or y ∈ {f + g = 0}.
Consequently,
f(y)g(x) ≤ f(x)g(y) if x, y ∈ R, x ≤ y.
Hence (D3) implies (D4).
(D4) ⇒ (D5) ⇒ (D6): Let µ, f and g be as in (D4) and A and B be sets as in (D5).
Integrating f(x)g(y) and g(x)f(y) on A × B with respect to the product measure µ ⊗ µ
yields (D5). Condition (D6) is obviously a special case of (D5).
(D6) ⇒ (D1): Suppose that P and Q satisfy (D6). The inequality P (B)Q(A) ≤
P (A)Q(B) is easily seen to be equivalent to µ(B)Q(A) ≤ µ(A)Q(B) with µ := P + Q.
Since Q ≤ µ, the latter inquality is trivial if µ(A) = 0 or µ(B) = 0. Thus (D6) is equiva-
lent to
(D6’) (Q/µ)(A) ≤ (Q/µ)(B) for A = (w, x] and B = (y, z] with x ≤ y and µ(A), µ(B) > 0.
The inequality Q ≤ µ also implies that there exists a density ρ = dQ/dµ with values in
[0, 1]. Then (D6’) may be rewritten as
(D6”) Dµρ(A) ≤ Dµρ(B) for A = (w, x] and B = (y, z] with x ≤ y and µ(A), µ(B) > 0,
where Dµρ(C) := µ(C)
−1 ∫
C ρdµ with 0/0 := 0. Now it follows from Lemma B.3 that ρ
may be chosen to be isotonic. Thus condition (D6) implies (D1).
Proof of Lemma A.5. For notational convenience, we write PC := P (· |C) and QC :=
Q(· |C). Suppose first that P ≤lr Q, and let C be a Borel set with P (C), Q(C) > 0. Since
P (B)Q(A) ≤ P (A)Q(B) for all Borel sets A,B such that A ≤ B, and since A∩C ≤ B∩C,
we find that
PC(B)QC(A) =
P (B ∩ C)
P (C)
Q(A ∩ C)
Q(C)
≤ P (A ∩ C)
P (C)
Q(B ∩ C)
Q(C)
= PC(A)QC(B).
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Therefore, PC ≤lr QC , and this implies that PC ≤st QC , see Remark A.4.
Suppose now that PC ≤st QC for all Borel sets C such that P (C), Q(C) > 0. To verify
that P ≤lr Q, it suffices to show that
P (A)Q(B)− P (B)Q(A) ≥ 0 (B.1)
for arbitrary A = (w, x] and B = (y, z] with x ≤ y. With C := A ∪ B, it suffices to
consider the case P (C), Q(C) > 0, because otherwise (B.1) is trivial. But then (B.1) is
equivalent to
PC(A)QC(B)− PC(B)QC(A) ≥ 0,
and since PC(B) = 1−PC(A) and QC(B) = 1−QC(A), the latter inequality is equivalent
to
PC(A) ≥ QC(A).
But this is a consequence of PC ≤st QC , because PC(A) = PC((−∞, x]) and QC(A) =
QC((−∞, x]).
Proof of Theorem A.8. Reflexivity of the likelihood ratio order is obvious. To show
antisymmetry, note that P ≤lr Q and Q ≤lr P implies that P ≤st Q and Q ≤st P . But the
latter two inequalities mean that the distribution functions of P and Q coincide, whence
P ≡ Q.
It remains to prove transitivity. Suppose that P ≤lr Q ≤lr R, and let µ := P +Q+R.
Then there exist versions f = dP/dµ, g = dQ/dµ and h = dR/dµ such that
g/f is isotonic on {f + g > 0} and h/g is isotonic on {g + h > 0}.
In particular,
{f + g > 0} = A ∪B with A := {f > 0 = g} < B := {g > 0}
and
{g + h > 0} = B ∪ C with B = {g > 0} < C := {g = 0 < h}.
The relation “<” for sets is meant elementwise. In particular, {f > 0} ⊂ A ∪ B, whence
f = 0 on C, and {h > 0} ⊂ B ∪ C, whence h = 0 on A. Consequently,
{f + h > 0} = A ∪B′ ∪ C with B′ := {f + h > 0} ∩B.
Since h/f = 0 on A and h/f = ∞ on C, it suffices to show that h/f is isotonic on B′.
But since g > 0 on B′, the ratio h/f = (h/g)(g/f) is the product of two isotonic functions
from B′ to [0,∞], whence it is isotonic on B′, too.
The proof of Theorem A.7 uses elementary inequalities for distribution and quantile
functions; see for instance Chapter 1 of Shorack and Wellner (1986):
Lemma B.4. For all α ∈ [0, 1], we have F (F−1(α)) ≥ α, with equality if, and only if,
α ∈ Im(G). For all x ∈ R, F−1(F (x)) ≤ x, with equality if, and only if, F (xo) < F (x) for
all xo < x.
Proof of Theorem A.7. Suppose that (i) holds and let r, s, t ∈ Im(G) with r < s < t.
Lemma B.4 yields F−1(r) < F−1(s) < F−1(t), so A := (F−1(r), F−1(s)] and B :=
(F−1(s), F−1(t)] are such that
P (A) = F
(
F−1(s)
)− F (F−1(r)) = s− r > 0,
P (B) = F
(
F−1(t)
)− F (F−1(s)) = t− s > 0.
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Thus, by (i),
(t− s)(H(s)−H(r)) = P (B)Q(A) ≤ P (A)Q(B) = (s− r)(H(t)−H(s)),
and dividing both sides by (s− r)(t− s) shows that H is convex on Im(G).
Suppose now that (ii) holds. To verify (i), we have to show that
P ((x1, x2])Q((x3, x4])− P ((x3, x4])Q((x1, x2]) ≥ 0 (B.2)
for arbitrary real numbers x1 < x2 ≤ x3 < x4. If P ((xi, xj ]) = 0, then Q((xi, xj ]) = 0,
because Q P . Hence it suffices to verify (B.2) in case of P ((x1, x2]) = F (x2)−F (x1) > 0
and P ((x3, x4]) = F (x4)− F (x3) > 0. For 1 ≤ i ≤ 4, let x˜i := F−1(F (xi)). Then x˜i ≤ xi
and F (x˜i) = F (xi) =: ti, whence P ((x˜i, xi]) = 0 and Q((x˜i, xi]) = 0. Consequently, the
left hand side of (B.2) equals
(t2 − t1)Q((x˜3, x˜4])− (t4 − t3)Q((x˜1, x˜2])
= (t2 − t1)
(
H(t4)−H(t3)
)− (t4 − t3)(H(t2)−H(t1))
= (t2 − t1)(t4 − t3)
(H(t4)−H(t3)
t4 − t3 −
H(t2)−H(t1)
t2 − t1
)
≥ 0
by convexity of H.
B.3 Proofs for Section 2
Lemma B.5. The numbers mi and Mi have the following properties:
(a) mi = Mi = j if, and only if, Xk ≤ xi implies Yk ≤ yj and Xk ≥ xi implies Yk ≥ yj ;
(b) The numbers ri := min{l : Ml = Mi} and si := max{l : ml = mi} are such that
ri ≤ i ≤ si and wriMi , wsimi > 0.
Proof of Lemma B.5. Part (a) follows immediately from the definition of mi and Mi.
Indeed, mi = Mi = j if and only if yj = min{Yk : Xk ≥ xi} = max{Yk : Xk ≤ yj}.
As to part (b), it follows from M1 ≤ · · · ≤ Mn that ri ≤ i ≤ si. By definition of Mri ,
Yk = yMi for some k such that Xk ≤ xri . We even have Xk = xri , because otherwise
ri > 1 and Mri−1 ≥ Mi, a contradiction to minimality of ri. Hence, wriMi ≥ 1. Likewise,
the definition of msi implies that Yk = ymi for some k such that Xk ≥ xsi . Here Xk = xsi ,
because otherwise si < n and msi+1 ≤ mi, a contradiction to the definition of si. Hence,
wsimi ≥ 1.
Lemma B.6. A matrix p ∈ [0, 1]n×m that satisfies (2.6–2.7) must satisfy (2.4).
Proof of Lemma B.6. Recall that we have to show
pi1j2 · pi2j1 ≤ pi1j1 · pi2j2 (B.3)
for all 1 ≤ i1 ≤ i2 ≤ n and 1 ≤ j1 ≤ j2 ≤ m. We distinguish several cases:
Case j1 = j2: Here (B.3) is trivially verified.
Case mi2 ≤ j1 < j2 ≤ Mi1: We have that mi ≤ j1 < j2 ≤ Mi, for all i1 ≤ i ≤ i2, so
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pij > 0 for all j1 ≤ j ≤ j2 and i1 ≤ i ≤ i2, by (2.7). We further have that mi+1 < Mi, for
all i1 ≤ i < i2, so we can apply (2.6) to all j1 ≤ j ≤ j2 and i1 ≤ i ≤ i2. This yields
pi1,j2
pi1,j1
=
pi1,j2
pi1,j2−1
· pi1,j2−1
pi1,j2−2
· · · pi1,j1+1
pi1,j1
≤ pi1+1,j2
pi1+1,j2−1
· pi1+1,j2−1
pi1+1,j2−2
· · · pi1+1,j1+1
pi1+1,j1
≤ · · ·
≤ pi2,j2
pi2,j2−1
· pi2,j2−1
pi2,j2−2
· · · pi2,j1+1
pi2,j1
=
pi2,j2
pi2,j1
,
which is equivalent to (B.3).
Case j1 < mi2, Mi1 < j2 or Mi1 ≤ mi2: From (2.7), then in each case at least one of
pi2j1 or pi1j2 is zero, so (B.3) is trivial.
Lemma B.7. For all (i, j) ∈ P, either wij > 0, or there exists 1 ≤ i1 < i2 ≤ n and
mi2 ≤ j1 < j2 ≤Mi1 such that i1 ≤ i ≤ i2, j ∈ {j1, j2} and wi1j2 , wi2j1 > 0.
In other words, for all (i, j) ∈ P, either wij > 0 or (i, j) lies on the upper or lower edge
of a rectangle whose upper-left and lower-right corners have strictly positive weight.
Proof of Lemma B.7. Let (i, j) ∈ P such that wij = 0. Since wi =
∑Mi
r=mi
wir > 0, it
has to be that mi < Mi, otherwise wi = wij = 0. We distinguish several cases:
Case j = Mi: Define i1 := min{k : Mk = Mi} and j2 := j = Mi = Mi1 . By Lemma B.5
part (b), we know that wi1j2 > 0. Now wij = 0 implies that i1 < i. Letting i2 := max{k :
mk = mi} and j1 := mi = mi2 < Mi = j2, another application of Lemma B.5 part (b)
shows that wi2j1 > 0.
Case j = mi: With a similar reasoning as in the previous case, we find that the numbers
i1 := min{k : Mk = Mi}, j2 := Mi = Mi1 , i2 := max{k : mk = mi} and j1 := j = mi =
mi2 < Mi = j2 fulfill the required properties.
Case mi < j < Mi: By definition of yj , the set {k : wkj > 0} is non empty and does
not include i. Let io be one of its elements. In case io > i, we define i1 := min{k : Mk =
Mi}, i2 := io, j1 := j and j2 := Mi. These numbers are such that i1 ≤ i < io = i2,
j1 = j < Mi = j2 and wi1j2 , wi2j1 > 0, by Lemma B.5 part (b). Likewise, in case io < i,
the numbers i1 := io, i2 := max{k : mk = mi}, j1 := mi and j2 := j fulfill the required
properties.
Lemma B.8. A maximizer p ∈ [0, 1]n×m of L satisfying (2.2,2.4) must satisfy (2.6–2.7).
Additionally, we have that L(p) > 0.
Proof of Lemma B.8. Let p ∈ [0, 1]n×m be a maximizer of L satisfying (2.2,2.4). Prop-
erty (2.6) is a direct consequence of (2.4).
Next, we show that a maximizer p of L must be such that L(p) > 0. For that, let
r := [r1, r2, . . . , rn]
> ∈ [0, 1]n×m where ri := (rij)mj=1 is defined by rij := 1/(Mi−mi+ 1),
if j ∈ Ji, and rij := 0 otherwise. Since r satisfies (2.6–2.7), we obtain by means of
Lemma B.6 that (2.4) holds. Because (2.2) is satisfied as well, the matrix r is a feasible
parameter such that
L(p) ≥ L(r) =
∏
(i,j)∈P
r
wij
ij ≥
(
min
(i,j)∈P
rij
)nm
> 0.
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As to (2.7), we first prove that vi :=
∑
j∈Ji pij = 1, for all i ∈ I, yielding pij = 0 if
j /∈ Ji. For that, we verify primarily that vi > 0, for all i ∈ I. Ab absurdo, suppose that
there exists io ∈ I such that pioj = 0, for all j ∈ Jio . Since wio > 0, there is at least one
jo ∈ Jio such that wiojo > 0, which yields the contradiction L(p) = 0.
Thus, we suppose that 0 < vi ≤ 1, for all i ∈ I. Let q = [q1, q2, . . . , qn]> be an n×m
matrix with each qi := (qij)
m
j=1 defined as follows:
qij :=
{
pij
vi
if (i, j) ∈ P,
0 otherwise.
These coefficients are such that qij ≥ pij , if j ∈ Ji, and
∑m
j=1 qij = 1, for all i ∈ I,
so q ∈ [0, 1]n×m and it satisfies (2.2). Furthermore, since p satisfies (2.4), it holds that
qi,j+1 · qi+1,j ≤ qij · qi+1,j+1, for all mi+1 ≤ j < Mi and 1 ≤ j < n, that means, q satisfies
(2.6–2.7). Lemma B.6 then implies that q satisfies (2.4) as well. Therefore q is a feasible
parameter such that
L(p) =
∏
(i,j)∈P
p
wij
ij =
∏
i∈I
vwii
∏
j∈Ji
q
wij
ij ≤ L(q) ≤ L(p),
where the first inequality is due to the fact that 0 < vwii ≤ 1 and the last inequality holds
because p is a maximizer of L. But then all the inequalities are equalities, which forces
vi = 1, for all i ∈ I.
Finally, let us show that pij > 0 for all (i, j) ∈ P. Notice first that pij > 0 whenever
wij > 0, otherwise L(p) = 0 < L(r) as seen previously. Hence we treat the case of wij = 0
for some (i, j) ∈ P. From Lemma B.7, there exist 1 ≤ i1 < i2 ≤ n and mi ≤ j1 < j2 ≤Mi
with i1 ≤ i ≤ i2, j ∈ {j1, j2} and wi1j2 , wi2j1 > 0, so pi1j2 , pi2j1 > 0.
Suppose that j = j2, so i1 < i ≤ i2, and let us show that pij > 0. Ab absurdo, if
pij = 0 and since pi1j > 0, the likelihood ratio ordering constraint (2.4) yields pi1j · piu ≤
pi1u · pij = 0 for all u ≤ j, so piu = 0 for all u ≤ j. In case i = i2, we would get a
contradiction with pi2j1 > 0, and if i1 < i < i2, we would find that
inf supp(P̂xi) > j = j2 > j1 ≥ inf supp(P̂xi2 )
and contradict Remark A.6.
In case j = j1, claiming that pij = 0 would lead us to a similar contradiction.
Lemma B.9. Let 1 ≤ i ≤ n and 1 ≤ j ≤ m be arbitrary indices. Then
(1) j ≤Mi if, and only if, nj ≤ i;
(2) mi ≤ j if, and only if, i ≤ Nj .
Proof of Lemma B.9. To show (1), consider the following chain of equivalences
j > Mi ⇐⇒ (Xk ≤ xi ⇒ Yk < yj)
⇐⇒ (Yk ≥ yj ⇒ Xk > xi)
⇐⇒ i < nj .
Whence j ≤Mi if, and only if, i ≥ nj . Statement (2) is proved similarly.
Lemma B.10. Let c(θ) :=
(
cij(θ)
)
(i,j)∈P be defined for all θ ∈ Θ by
cij(θ) :=
{
log
(∑
r∈Ji exp
(∑r
s=mi
θis
))
if j = mi,
0 otherwise.
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Then the parameter θ′ := θ − c(θ) is such that θ′ ∈ Θ and f(θ′) ≤ f(θ) with equality, if
and only if, c(θ) = 0.
Proof of Lemma B.10. We prove the result with slightly different notations. Let λ =
(λij)(i,j)∈P ∈ RP be defined by λij :=
∑j
s=mi
θis. Then θ ∈ Θ if, and only if,
λ ∈ Λ := {λ ∈ RP : λi,j+1 + λi+1,j ≤ λij + λi+1,j+1, for mi+1 ≤ j < Mi, 1 ≤ i < n}
and θ satisfies constraint (2.8) if, and only if, λ is such that∑
j∈Ji
exp(λij) = 1, for all i ∈ I. (B.4)
Finally, the functional
`(λ) :=
∑
(i,j)∈P
(
wijλij − wi exp(λij)
)
,
is such that `(λ) = −f(θ).
Let us now define
ci := log
∑
r∈Ji
exp(λir)
 , for all 1 ≤ i ≤ n
and the parameter λ′ ∈ RP with
λ′ij := λij − ci.
Then λ′ ∈ Λ and it satisfies (B.4). In particular, since exp(c) ≥ 1 + c for all c ∈ R with
equality if, and only if, c = 0, we have
`(λ′) =
∑
(i,j)∈P
wij(λij − ci)−
∑
i∈I
wi
∑
j∈Ji
exp(λij − ci)
=
∑
(i,j)∈P
wijλij −
∑
i∈I
wi(1 + ci)
≥
∑
(i,j)∈P
wijλij −
∑
i∈I
wi exp(ci)
= `(λ),
with equality if, and only if, ci = 0 for all i ∈ I. In consequence, replacing λ with λ′
has the effect of strictly increasing the log-likelihood score, unless λ is normalized already.
Since θ′ij := λ
′
i,j − λ′i,j−1 = λi,j − λi,j−1 = θij for all mi < j ≤ Mi and i ∈ I, the
corresponding update on θ is given by the parameter θ′ := θ − c(θ).
Lemma B.11. An element θ ∈ Θ minimizes f if, and only if, it minimizes
fo(θ) := −
∑
(i,j)∈P
wijθij
under constraint (2.8).
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Proof of Lemma B.11. We use the same notations as in the proof of Lemma B.10.
The equivalent claim therefore reads: An element λ ∈ Λ maximizes ` if, and only if, it
maximizes
`o(λ) :=
∑
(i,j)∈P
wijλij
under constraint (B.4).
Suppose first that λ maximizes `. Then the directional derivative of ` at λ and in the
direction of (1[r=i])(r,s)∈P ∈ Λ is given by
∂
∂c
`
(
λ+ c(1[r=i])
n,m
r,s=1
)∣∣∣∣
c=0
= wi
(
1−
∑
j∈Ji
exp(λij)
)
,
and it is equal to 0 by optimality of λ. In consequence, λ satisfies constraint (B.4). It
also maximizes `o because if λ˜ satisfies constraint (B.4) but is such that `o(λ˜) > `o(λ),
then we also have `(λ˜) > `(λ), which is a contradiction with the optimality of λ.
Suppose now that λ˜ maximizes `o under constraint (B.4) and suppose that λ is such
that `(λ) > `(λ˜). As explained in the proof of Lemma B.10, the parameter λ′ defined by
λ′ij := λij−ci is such that `(λ′) ≥ `(λ) and it satisfies (B.4). In particular, `o(λ′) > `o(λ˜),
which contradicts the optimality of λ˜.
B.4 Proofs for Section 3
Lemma B.12. For w,y ∈ Rd with w > 0, the mapping (w,y) 7→ IEw
(
y |Rd↑
)
is contin-
uous in both arguments.
Proof of Lemma B.12. For w,y ∈ Rd with w > 0, it is well known that
Iso(y,w) =
(
min
s≥i
max
r≤i
Ars(w,y)
)d
i=1
,
where each function
Ars(w,y) := arg min
x∈R
s∑
i=r
wi(yi − x)2 =
∑s
i=r wiyi∑s
i=r wi
, 1 ≤ r ≤ s ≤ d
is continuous in both its arguments. But since the functions x 7→ max(γ1(x), γ2(x)) and
x 7→ min(γ1(x), γ2(x)) are continuous whenever γ1 and γ2 are continuous, we find that
(w,y) 7→ min
s≥i
max
r≤i
Ars(w,y)
is continuous in both its arguments.
Proof of Lemma 3.1. In view of the structure of the constrained set Θ, one can de-
compose the minimization of fθ under constraint into a sum of independent minimization
problems:
min
η∈Θ
fθ(η) = cθ +
n∑
i∈I
Ai +
m∑
j=2
Bj ,
with
Ai := min
η∈R
1
2
Himi(θ)
(
η − θ˜imi
)2
= 0,
Bj := min
(ηij)
Nj−1
i=nj
∈Rdj↑
1
2
Nj−1∑
i=nj
Hij(θ)
(
ηij − θ˜ij
)2
.
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Indeed, the minimization performed in each Ai is obvious and yields the unique solution
η∗imi(θ) := θ˜imi(θ),
for each i ∈ I. As to the minimization problem of each Bj , 1 < j ≤ m, it is treated with
the theory of isotonic regression (Barlow et al., 1972; Robertson et al., 1988) which aims
at determining the unique element z ∈ Rd↑ that minimizes
d∑
k=1
bk(zk − ξk)2,
for given dimension d ≥ 1, positive weights b := (bk)dk=1 and vector ξ := (ξk)dk=1. For
such generic problems, the solution is given by the least squares projection of ξ onto the
subspace Rd↑, which we denote by Iso(ξ, b) and it is efficiently computed via the pool-
adjacent-violators algorithm. We therefore define(
η∗ij(θ)
)Nj−1
i=nj
= Iso
((
θ˜ij(θ)
)Nj−1
i=nj
,
(
Hij(θ)
)Nj−1
i=nj
)
,
for each 1 < j ≤ m.
To see that the mapping
θ 7→ η∗(θ)
is continuous, recall that f is infinitely differentiable on Θ, so θ 7→ Hij(θ) and therefore
θ 7→ θ˜ij(θ) are continuous for all (i, j) ∈ P. Lemma B.12 allows us to conclude.
Lemma B.13. In the context of Section 3, we have that
Dfθ
(
θ,v(θ)
)
= 2
(
fθ
(
θ + v(θ)
)− f(θ)).
Proof of Lemma B.13. Notice first that the nature of fθ yields that
g : [0,∞) 7→ R
t → fθ
(
θ + tv(θ)
)− f(θ)
is a strictly convex and quadratic function such that g(0) = 0 and g(1) = fθ
(
θ + v(θ)
)−
f(θ). Furthermore, since θ + v(θ) = η∗ is the unique minimum of fθ in Θ, the function
g attains its minimum precisely at t = 1, so g′(1) = 0. In consequence,
g(t) = 2
(
fθ
(
θ + v(θ)
)− f(θ))t− (fθ(θ + v(θ))− f(θ))t2.
Hence, we find that
Dfθ
(
θ,v(θ)
)
= lim
t→0
fθ
(
θ + tv(θ)
)− f(θ)
t
= lim
t→0
g(t)
t
= 2
(
fθ
(
θ + v(θ)
)− f(θ)).
B.5 Proofs for Section 4
Lemma B.14. For any compact subset Θ˜ ⊂ Θ, there exists a constant D = D(Θ˜) > 0
such that
max
t∈(0,1]
(
f(θ)− f(θ + tv(θ))) ≥
(
min
(−Df(θ,v(θ)), D))2
2D
for all θ ∈ Θ˜.
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Proof of Lemma B.14. In order to ease the readability of the proof, we assume that
the parameter θ and all the relevant objects have been primarily vectorized. That means,
every pair of indices (i, j) ∈ P is enumerated, resulting in a problem with K := #P
dimensions.
The compactness of Θ˜ and the continuity of v (see Lemma 3.1) and H yield the
existence of constants D1, D2 > 0 such that
sup
θ∈Θ˜
‖v(θ)‖ ≤ D1,
sup
s∈[0,1]
sup
θ∈Θ˜
λmax
(
H
(
θ + sv(θ)
)) ≤ D2.
We therefore obtain the following Taylor’s approximation of f around θ ∈ Θ˜:
f
(
θ + tv(θ)
)
= f(θ) + t ·Df(θ,v(θ))+ t2 · v(θ)>R(θ + tv(θ))v(θ),
where R(x) =
(
Rkl(x)
)K
k,l=1
is defined by
Rkl(x) :=
∫ 1
0
(1− s)Hkl
(
θ + s(x− θ)) ds
and is such that ∣∣∣Rkl(θ + tv(θ))∣∣∣ ≤ ∫ 1
0
(1− s)
∣∣∣Hkl(θ + stv(θ))∣∣∣ ds
≤
∫ 1
0
(1− s)λmax
(
H
(
θ + stv(θ)
))
ds
≤ D2
2
,
since maxk,l|Akl| ≤ λmax(A) for all positive definite matrices A ∈ RK×K . Therefore, we
find that ∣∣∣v(θ)>R(θ + tv(θ))v(θ)∣∣∣ ≤ D2
2
K‖v(θ)‖2 ≤ KD
2
1D2
2
,
where the first inequality results from Cauchy–Schwarz and the equivalence of norms.
Consequently, with D := KD21D2 we have that
max
t∈(0,1]
(
f(θ)− f(θ + tv(θ))) = max
t∈(0,1]
−t ·Df(θ,v(θ))− t2 · v(θ)>R(θ + tv(θ))v(θ)
≥ max
t∈(0,1]
−t ·Df(θ,v(θ))− t2D
2
=
{
Df(θ,v(θ))2
2D if
−Df(θ,v(θ))
D ∈ (0, 1]
−Df(θ,v(θ))− D2 if −Df(θ,v(θ))D > 1
≥
(
min
(−Df(θ,v(θ)), D))2
2D
,
for all θ ∈ Θ˜.
Lemma B.15. For θ0 ∈ Θ, the sequence (θn)n≥0 defined by θn+1 := ψ(θn) for all n ≥ 0
is such that
(
f(θn)
)
n≥0 is convergent and
lim
n→∞Df
(
θn,v(θn)
)
= 0.
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Proof of Lemma B.15. By construction of ψ, the sequence
(
f(θn)
)
n≥0 is strictly de-
creasing and bounded from below by f(θ∗). It is therefore convergent. In particular, we
have that
lim
n→∞ f(θn)− f(θn+1) = 0. (B.5)
Suppose now ab absurdo that the desired claim does not hold. That means, there exist
δ > 0 and a subsequence
(
n(k)
)
k≥0 of (n)n≥0 such that
−Df(θn(k),v(θn(k))) ≥ δ, for all k ≥ 0.
By convexity of f , the set
Θ˜ :=
{
θ ∈ Θ : f(θ0) ≥ f(θ)
}
,
is a compact subset of Θ which contains
(
θn(k)
)
k≥0, so by Lemma B.14, there exists a
constant D > 0 such that
f(θn(k))− f
(
θn(k)+1
) ≥ 1
4
· max
t∈(0,1]
(
f(θn(k))− f
(
θn(k) + tv(θn(k))
))
≥
(
min
(−Df(θn(k),v(θn(k))), D))2
2D
≥
(
min(δ,D)
)2
2D
.
This contradicts property (B.5) and concludes the proof.
Proof of Theorem 4.1. From Lemma B.15, we know already that
(
f(θn)
)
n≥0 is con-
vergent. Ab absurdo, suppose that
lim
n→∞ f(θn) = f∞ > f(θ
∗).
Because (θn)n≥0 is a sequence in the compact set
Θ˜ :=
{
θ ∈ Θ : f(θ0) ≥ f(θ)
}
,
there exists a subsequence
(
n(k)
)
k≥0 of (n)n≥0 and an element θ˜ ∈ Θ˜ such that
lim
k→∞
θn(k) = θ˜.
The continuity of f yields
f(θ˜) = lim
k→∞
f(θn(k)) = f∞ > f(θ∗),
so θ˜ 6= θ∗, but Lemma B.15 and the continuity of θ 7→ Df(θ,v(θ)) = ∇f(θ)>v(θ) give
0 = lim
n→∞Df
(
θn,v(θn)
)
= lim
k→∞
Df
(
θn(k),v(θn(k))
)
= Df
(
θ˜,v(θ˜)
)
< 0,
which is a contradiction. Thus, limn→∞ f(θn) = f(θ∗).
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