ABSTRACT To solve the problem of insufficient sample resources and poor noise immunity in single-image super-resolution (SR) restoration procedure, the paper has proposed the single-image SR algorithm based on structural self-similarity and deformation block features (SSDBF). First, the proposed method constructs a scale model, expands the search space as much as possible, and overcomes the shortcomings caused by the lack of a single-image SR training sample; Second, the limited internal dictionary size is increased by the geometric deformation of the sample block; Finally, in order to improve the anti-noise performance of the reconstructed picture, a group sparse learning dictionary is used to reconstruct the pending image. The experimental results show that, compared with state-of-the-art algorithms such as bicubic interpolation (BI), sparse coding (SC), deep recursive convolutional network (DRCN), multi-scale deep SR network (MDSR), super-resolution convolutional neural network (SRCNN) and second-order directional total generalized variation (DTGV). The SR images with more subjective visual effects and higher objective evaluation can be obtained through the proposed method. Compared with existing algorithms, the structural network converges more rapidly, the image edge and texture reconstruction effects are obviously improved, and the image quality evaluation, such as peak signal-noise ratio (PSNR), root mean square error (RMSE), and structural similarity (SSIM), are also superior and popular in image evaluation.
I. INTRODUCTION
With the development of information technology, Lowresolution (LR) images have been difficult to meet the demand for high-definition images. High-resolution (HR) images have high pixel density, clear details and rich information, which can meet the practical application requirements of image analysis and image understanding. The single-image
The associate editor coordinating the review of this manuscript and approving it for publication was Ke Gu. super-resolution (SR) algorithm can be divided into Bicubic Interpolation, Image Reconstruction and Dictionary Learning types [1] . While there are three kinds of methods from nature, the discussions on the subject have been limited to learning based on these methods, and the corresponding algorithms are divided into two categories based on the source of the training patch: learning based on external datasets and learning based on internal datasets.
Most popular single-image super-resolution algorithms had focused on learning the relationship between image patches from low-resolution (LR) and high-resolution (HR) images in the external datasets. The existing mapping algorithms for learning from LR to HR include nearest neighbor searching [2] , manifold learning [3] , sparse coding [4] , local linear regression [5] , convolutional networks [6] , and so on. However, there are some weaknesses in learning LR/HR mapping from external datasets. Firstly, the number and type of training images needed to achieve satisfactory recovery results remain unclear. Secondly, the large-scale training datasets are usually required to learn enough expressive LR/HR dictionaries. In order to avoid the use of external datasets and related problems, a series of algorithms [7] - [14] had been emerged that are based on natural images and patches in the same existing images and cross-scales. The internal LR/HR patching datasets of these methods can be constructed using the scale space of the given image itself in the Pyramid Tower model. Compared with external dictionaries, internal dictionaries have been shown to contain more relevant training patches [11] . The scale space of Pyramid Tower model has been used to extract reproduced blocks at scale and cross-scale, meaning that another important attribute of the natural image has been extracted, namely the self-similarity of structure. The use of an internal sample dictionary will result in poor training results in the internal data training sample, but a blind increase in the number of samples will increase the time consumption of algorithm.
In recent years, more and more deep learning methods had achieved remarkable results in the research field of image super-resolution, benefiting from the powerful feature characterization [9] of deep learning, which is more effective than traditional methods. Dong et al. [6] had firstly proposed the application of the Super-Resolution using Convolutional Neural Networks (SRCNN) algorithm to super-resolution images. Compared with traditional methods, the simple network structure has obtained the ideal super-resolution consequence. However, there are limitations of the simple network structure. Firstly, it is dependent on the context information of small image blocks. Secondly, the training convergence is too slow and the time complexity is high. Thirdly, the simple network only can be used for a single-scale SRprocedure. Dong et al. [10] had proposed the Fast Super-Resolution Convolutional Neural Network (FSRCNN) by reducing the speed training of network parameters. FSRCNN used eight layers of network structure, making it deeper than SRCNN. Moreover, instead of Bicubic Interpolation, the anti-coiling layer was used on the last layer of the network. Finally, FSRCNN has achieved success in the convergence and superresolution reconstruction field. Based on slow convergence and shallow network of SRCNN and FSRCNN networks, Zhao et al. [12] had proposed an image super-resolution algorithm (EEDS) based on end-to-end and shallow convolutional neural networks that has achieved better performance than others. However, because the deep network cannot fully extract the features of an LR image in the feature extraction stage, the loss of useful information and long-term memory content during the reconstruction process becomes serious when the feature of upsampling process is nonlinear mapping, as this causes the deep network to reduce the effect of super-resolution restoration. At the same time, the shallow network master is the main problem. When restoring the main components of LR images, the use of too many parameters limits the fast convergence of the network. Kim et al. [13] had proposed a highly accurate single-image super-resolution method named Very Deep Networks for Super-Resolution (VDSR). By using a very deep convolutional network of VGG-net [14] in ImageNet classification, the model employs cascaded small filters in a deep-network structure, using twenty weight-layers to efficiently utilize the context information of large image region.
Moreover, Kim et al. [15] had proposed the Deep Recursive Convolutional Network (DRCN) for image superresolution restoration. The DRCN network had used a very deep recursive layer (as many as sixteen recursions), as increasing the recursion depth can improve performance without the need to introduce additional parameters to additional convolutions. In order to prevent the explosion and disappearance of the gradient, as well as to reduce the difficulty of training, the recursive monitoring and skipping connection methods are far more effective than previous methods. Recently, Zhao et al. [16] had proposed the Gradual Upsampling Network (GUN) model, which is based on a deep convolutional neural network. This method uses a gradual process to simplify the direct SRproblem into a multistep sampling task that employs very small magnification at each step. The Enhanced Deep Residual Networks for Single-Image Super-Resolution (EDSR) and the Multi-Scale Deep Super-Resolution network (MDSR) were proposed by Lim et al. [17] among others. The model has been optimized by removing unnecessary modules from the residual network to significantly enhance the performance of the model. Moreover, by extending the size of the model to further improve the performance, MDSR can reconstruct HR images with different magnification factors using a network model. Tai et al. [18] had proposed a very deep Memory Network (MemNet) for image restoration, which introduces memory blocks consisting of a recursive unit and a gate control unit that mine persistent memory through an adaptive learning process. The representation and output from previous memory blocks are connected and sent to the gate control unit. The gate control unit is adaptive to control memory. How many previous states should be retained, and decide how many current states should be stored and achieve superior performance in super-resolution restoration tasks. The Second-order Directional Total Generalized Variation (DTGV) [30] not only maintains the edge protection and noise suppression advantages exhibited by Directional Total Variation (DTV) [28] during super-resolution reconstruction, but also mitigates step artifacts and reconstructs clearer image details through higher-order processing.
Therefore, the paper has proposed a single-image superresolution algorithm based on Structural Self-similarity and Deformation Block Features (SSDBF). In the paper, we have adopted the algorithm of internal dictionary learning to build the Pyramid Tower model in zoom space and extract scale model, thereby avoiding a series of problems [43] - [45] associated with external dictionary learning. In addition, the use of geometric transform image blocks greatly expands the searching space and enhances the degree of dictionary performance without resulting in excessive time consumption. Finally, we also employ the group sparse learning method to enhance anti-noise resistance for achieve improved effectiveness.
II. THE ESTIMATION MODEL WITH DEFORMATION
Let ω be the set of index pixels of LR input image I . For each object fragment, C (p i ) centers on the position of
Our goal is to map C (p i ) patch in the lower sampled image I D to the transformation matrix M i of the mapping object of its nearest neighbor. In order to estimate the transformation matrix without making the algorithm more complicated, we need to solve Nearest Neighborhood Finding (NNF) estimation problem based on the dense nearest neighbor searching operation. The transform domain is been parameterized using i image pixels in the input from the LR image. The objective function of the NNF estimation problem is shown in (1),
Here, ϕ i is the unknown parameter set for constructing the transformation matrix M i of the model that needs to be estimated. The objective function of the model includes three kinds of energy consumption: (1) Presenting Energy; (2) Planar Energy; (3) Scale Energy. We first describe the cost function on the energy field.
A. PRESENTING ENERGY E a
The cost function measures the similarity between the sampling target and the source patch. In the RGB space, we use the weighted sum of the squared Gaussian distance as our metric.
The matrix W i is the Gaussian weight of σ 2 = 3, and Q (p i ; ϕ i ) represents the block sampled from I D by using the M i matrix transformation with the ϕ i parameter.
B. PLANAR ENERGY E p
For artificial images, the models can usually use standard vanishing point detection technology to reliably locate the scene. The geometry of a detected 3D scene can be used to guide the patch searching space. The plane localization code is modified in the plane structure guidance algorithm, and the planar compatibility of the costing function is added to encourage the search for the probabilistic flat label of the source patch and the object patching [19] .
Here, Pr m ij (x; y) is A-posteriori probability of assigning m i to the location (x; y) of an image pixel.
C. SCALE ENERGY E s
As continuous geometric transformation is allowed, it can be observed that the nearest neighborhood usually converges to the ordinary solution: that is, to match the patching target with itself in the lower sample image I D . However, this rarely eventuates. The insignificant solution leads to the traditional Bicubic Interpolation of the super-resolution image [20] , [46] . By introducing the scale costing function E s , we can avoid these trivial solutions in (4),
Here, the SRF indicates the desired super-resolution reconstruction factor, such as 2×, 3× or 4×, and the function S (•) indicates the scale estimation of the projection transformation matrix. The function model is approximated by the firstorder Taylor series expansion to describe the source block scale [21] , which is sampled by M i in (5),
Here, M u;v represents the value of column u and line v in the transform matrix M i , while M 3,3 is normalized to one. Intuitively, if the scale of the patching source is too small, the model will suffer. Therefore, the maximizing method uses the search for a source patch similar to the object patch, and it has a larger scale in the input LR image space. Therefore, we can provide more high-frequency details for the single super-resolution image. When the size of the source patch is large enough, the penalty threshold is reduced to zero.
III. GROUP SPARSE REPRESENTATION METHOD
The group sparse representation method had used all patching pairs to learn the dictionary and their sparse group to capture the relationship between HR and LR patches. To train the ability of dictionary learning, we can firstly extract features from LR patches that are similar to HR patches [22] . The features extracted from the LR patch are two first-order image gradients and two-order image gradients, along with horizontal and vertical axis, namely:
For each HR slice, each of the feature vectors is formed by raster scanning of the value pixel after subtracting the mean value of the film.
For each high-resolution/low-resolution patching pair, we form the cascade feature vector. Since the size of LR and HR patching features are different, the two feature vectors are normalized independently before they are connected to a single vector. All cascaded feature vectors are normalized by unit norm vectors for dictionary learning with group sparsity constraints.
Because of the design of features, it is possible for HR and LR feature vectors to be zero. In this case, these feature vectors were discarded. In order to make use of the group similarity between blocks, the K-means clustering method has been used to cluster pairs with similar feature vectors. Feature selection is accomplished via an image gradient generated by low-resolution patching. Using the given dictionary D, we can solve the group sparsity coefficient of each clustering U i .
In (6),
and R K are the k th line of sparse A. Y i is the column direction feature vector in the cluster U i . n i is the column number of Y i . * F is the Frobenius norm, and δ indicates how the eigenvectors that control the reconstruction should be similar to the original eigenvector. The Spectral Projected Gradient for L1 minimization (SPGL1) toolbox is used to solve the optimization problem.
Because the sparse coefficient of the group is solved in separated clustering, the dictionary is needed before the above equations can be solved. A represents the union of all coefficients A i and Y represents the union of all eigenvectors Y i . The dictionary D is updated via the K-SVD algorithm [23] .
D j is the j th column of D. We iteratively solve the group sparse coefficients in (6) and (7) until A and D converge. The product of dictionary D and coefficient A contains not only all the clusters in each clustering, but also the feature vectors generated by block similarity in all clusters. We use these eigenvectors to generate the output high-resolution images.
IV. THE PROPOSED ALGORITHM USING SCALE MODEL AND DEFORMATION FEATURES A. RESOURCE BLCOK ACQUISITION 1) FEATURE EXTRACTION OF DEFORMATION FEATURES
Given the low-resolution image I , fuzzy and two-sampling is first performed to obtain the down-sampling version of its n th layer. n is set to six. For ease of expression, only two layers of the structure are used to express I D1 and I D2 .
Using I , I D1 and I D2 , the proposed algorithm for obtaining high-resolution I H images has been composed of the following steps: 1) For each patch C in the low-resolution image I , we can calculate the transformation matrix M , which reduces C to the best matching patch Q 1 or Q 2 in the lower-sample image I D1 and I D2 (see Fig.1 ). In order to obtain the parameters of transformation, we use the modified block-matching algorithm [15] to estimate the nearest neighborhood between I and I D1 or I and I D2 .
2) We then extract Q H 1 or Q H 2 from image I , which is the HR version of source patching Q 1 or Q 2 .
3) We use the inverse matrix of the computed transform matrix M to ''converse'' high-resolution patch Q H 1 or Q H 2 in order to obtain the self-evaluation C H 1 or C H 2 value, which is the HR version of the object patch C that we estimate. We paste PH in HR image I H corresponding to LR patch C H 1 or C H 2 . 4) We repeat the above steps for all object patches to obtain the size of patch estimates for the high-resolution image I H .
According to the similarity of exp − C − Q k 2 /σ 2 , the weights are calculated by averaging the overlap of the high-resolution slices in which σ controls the similarity.
2) DEFORMABLE FEATURE EXTRACTION
Previous research has proven that cross-scaling selfsimilarity performs better if appropriate geometric transformations are allowed. Accordingly, we can deform the resource blocks and extract the deformation characteristics of these blocks.
We now introduce how the transformation matrix M i is designed and constructed based on the estimated parameter ϕ i , to sample the source patch Q (p i ; ϕ i ). Generally, the geometric transformation of patches can have as many as eight degrees of freedom (i.e., projection transformation). However, the affine transformation is inefficient at simulating the appearance changes of man-made images and structural scenes. In the algorithm, we can detect and localize the plane to calculate the planarization parameters. Fig.2 [24] , [47] . The geometric transformation model T i (ϕ i ) has been adopted, and the explicit search strategy of Yang et al. [25] is combined with the perspective deformation estimation method of Barnes et al. [26] and the specific equation of geometric transformation model T i (ϕ i ). It can be expressed as (8),
The matrix H captures the perspective distortion of the object and the source patch location, as well as the plane parameters (as described in He et al. [24] ). The Matrix S is as shown in (9),
The similarity transformation A is captured by the scaling parameters S s i and the 2×2 rotation matrix R t
The proposed combination transformation model is similar to the classical decomposition of the projection transformation matrix into three unique matrices: Similarity, Affinity and Perspective Collineation.
The method presented here is the general algorithm for the super-resolution image, which deals with both man-made and natural scenes in the framework. In addition, in the absence of any detected plane structure, the proposed algorithm automatically returns to the super-resolution image block-matching algorithm that only searches for the self-example of affine transformation.
The goal of the proposed method is to ''synthesize'' rather than ''decompose'' transform M i for sampling source patches. has the form of a deformation matrix. We can then use the piecewise smooth features in natural images to conduct effective nearest neighbor estimation.
The proposed method needs to estimate the nearest neighbor solution of seven dimensions on all overlapping objects. Unlike traditional methods based on self-sampling, it is only necessary here to estimate the 2D translation field. The solution space in the proposed equation is more difficult to search. Therefore, this method had modified the BlockMatching algorithm [27] according to the following detailed steps:
a: INITIALIZATION
The proposed method is not initialized randomly in blockmatching, but uses zero displacement to initialize the nearest neighborhood; moreover, the scaling is equal to the required super-resolution reconstruction factor [27] . This was inspired by HaCohen et al. [19] , who showed that a good self-example can usually be found in local areas. It was further found that the initialization strategy can provide a good start for faster convergence.
b: COMMUNICATION
This step effectively involves the propagation of good matches to neighbors. In contrast to the direct propagation transformation matrix M i , the parameter Q i = (t i ; m i ) of propagation transformation matrix facilitates the affine shape transformation to remain unchanged for the source patch position.
c: RANDOMIZATION
After each iteration of propagation, random searching is performed to improve the current solution. At the same time, the random samples of plane exponents are drawn according to the posterior probability distribution. Random perturbation affine transformation and random sample position (coarse to fine) are used to search the best geometric transformation of the source patching and reduce the matching error.
B. CLASSIFICATION LEARNING OF RESOURCE BLOCK
Resource blocks are classified by using resource blocks that match the deformed blocks. One is used to build the high-resolution dictionary, while the other is for coefficient learning.
1) High-Resolution Dictionary
The dictionary resource block pair is used here. The dictionary resource block is composed of the C H value and the low-resolution patch value C of the ''inverse transformation'' high-resolution patch by inverse matrix of the transformation matrix M . Firstly, we can use clustering sparse theory to cluster the dictionary resource blocks, as shown in Fig.3 . Then, the K-SVD [23] algorithm had been used to learn the high-resolution dictionary.
2) SPARSE LEARNING
This takes advantage of deformed resource blocking pairing. The deformed resource block is composed of the lowresolution patching Q values of the high-resolution patching Q H values and the transformation matrix M deformed by the transformation matrix M . Here, we can use group sparsity theory to group sparse pairs of deformed resource blocks. For each HR/LR patching, we can form a cascade feature vector. Before connecting them into a single vector, we independently normalize the two feature vectors. All cascaded feature vectors are normalized by unit norm vectors for dictionary learning with group sparsity constraints. The HR and LR block pairs with similar feature vectors are grouped by means of K-means clustering. Finally, we can use (6) and (7) to iteratively solve the group sparse coefficient A.
C. THE FLOW OF THE PROPOSED ALGORITHM
The proposed algorithm in the paper is as follows:
Step 1: Input the high-resolution image in the external datasets, reduce its scale, obtain the n-level low-resolution image, and build the scale model.
Step 2: Use the transformation matrix M to deform the scale model.
Step 3: Block-matching using the deformable blockmatching algorithm; see part A of section IV.
Step 4: Extract C H /C dictionary resource blocks for clustering, and use K-SVD algorithm [23] to build highresolution dictionaries.
Step 5: Extract Q H /Q resource blocks for clustering, and use (9) and (10) to learn group sparsity coefficients.
Step 6: Super-resolution reconstruction using highresolution dictionary and group sparsity coefficient.
In order to illustrate the algorithm more clearly, a flowchart of the proposed algorithm can be found in Fig.4 .
V. THE EXPERIMENTAL RESULTS AND ANALYSIS

A. THE RESULTS OF COMPARSION METHODS
In order to verify the effect of the proposed method, a large amount of simulation experiments had been carried out. We had selected four international open SR datasets: Set5, Set14, BSD100 and Urban100. The experiments were carried out under three common amplification factors (2×, 3× or 4×). The GPUused was NVIDIA GeForce1080 T i , the experimental environment was Keras, and Python3.5 and [20] . (c) Sparse coding [4] . (d) DRCN [15] . (e) MDSR [17] . (f) SRCNN [10] . (g) DTGV [30] . (h) SSDBF. [20] . (c) Sparse coding [4] . (d) DRCN [15] . (e) MDSR [17] . (f) SRCNN [10] . (g) DTGV [30] . (h) SSDBF.
OpenCV3.0 were used to carry out the simulation experiments.
The paper had selected some representative superresolution reconstruction algorithms and some testing images to obtain comprehensive comparison results. The selected super-resolution algorithms have included: Bicubic Interpolation (BI) [20] , Sparse Coding (SC) [4] , Deep Recursive Convolutional Network (DRCN) [15] , Multi-Scale Deep Super-Resolution Network (MDSR) [17] , Super-Resolution Convolutional Neural Network (SRCNN) [10] and Secondorder Directional Total Generalized Variation (DTGV) [30] . Furthermore, to compare the experimental results, we had used three commonly used indicators to quantitatively analyze the pros and cons of different experimental results, namely: Peak Signal-to-Noise (PSNR), Root Mean Square Error (RMSE) and Structural Similarity (SSIM) [31] - [35] . The PSNR was used to evaluate the performance of different image super-resolution methods. The higher the PSNR value of reconstructed image, the less the super-resolution image distortion and the higher the image quality. The SSIM values of the super-resolution image and the high-resolution image are closer to one, the more similar indicating the superresolution image and the high-resolution image.
Tab. 1 had summarized the comparison of PSNR, RMSE and SSIM values for different image experiments with different super-resolution methods. It can be seen that the proposed method dominates the numerical comparison of PSNR, RMSE and SSIM, reflecting the effectiveness and superiority of the proposed method. It is worth noting that the proposed method has larger PSNR and SSIM values than DTGV [30] . It was reflected from the side that the proposed method can not only remove noise effects, but also reconstruct more clearer high-band textures than other methods.
B. THE EXPERIMENTAL RESULTS OF DATASETS
Tab. 2 -Tab. 4 have shown the PSNR, SSIM, and Generating Image Time for BI, DRCN, MSDR, SRCNN, DTGV, and the proposed method had reconstructed at different amplification factor. With the same testing dataset and the same amplification factor, the proposed method can reconstruct superresolution images with higher PSNR and SSIM values in the shortest time. Fig.7 has shown partially reconstructed image of above several methods with baboon image. The currently displayed pictures are Butterfly (Set5) and Baboon (Set14), and the amplification factor are 2×, 3× and 4× times, respectively. It can be seen from the reconstructed image that the reconstructed image by the proposed method in the paper VOLUME 7, 2019 [20] . (c) DRCN [15] . (d) MDSR [17] . (e) SRCNN [10] . (f) DTGV [30] . (f) SSDBF. [20] . (c) SC [4] . (d) SRCNN [10] . (e) DTGV [30] . (f) SSDBF.
is the clearest and the texture is clearer than others. The following experimental results had shown that SSDBF can reduce the time complexity of the model and reconstruct the super-resolution image with good visual effects. The average PSNR of the Bicubic Interpolation method is the lowest at only 33.64db, while the best result generated by a comparison algorithm on the Set5 database was about 36.28db. For its part, the proposed method yields a high PSNR value, reaching 36.52 db.
The validity of proposed method was verified by the experimental results. In order to evaluate the quantity of image reconstruction, we can compare the results [20] . (c) SC [4] . (d) SRCNN [10] . (e) DTGV [30] . (f) The Proposed Method. [20] . (c) SC [4] . (d) SRCNN [10] . (e) DTGV [30] . (f) SSDBF. [20] . (c) SC [4] . (d) SRCNN [10] . (e) DTGV [30] . (f) SSDBF.
from two perspectives: namely, Subjective Vision and Objective Evaluation. Taking the doll image in the Set5 dataset as an example, Fig.8-Fig.11 present the subjective vision and the corresponding PSNR of different methods under two-times magnification. The four pictures of Fig.8-Fig.11 are representative of one of the datasets. Subjectively, we can see that the proposed method yields the best visual effect, which is better than that supplied by Sparse Dictionary (SC) [4] , SRCNN [10] and DTGV [30] . In contrast to other methods, artifacts in reconstructed images are prone to artifacts, and some details cannot be recovered well. The local detail information restored by our proposed method is clear and delicate, and the overall effect is closer to that of the original image. Since the proposed method considers the selfsimilarity of the intrinsic image block structure, the visual restoration effect is the better and the edges are clearer than others.
VI. CONCLUSIONS
The super-resolution problem as it relates to the single image has considered from the angle of block deformation. Accordingly, a super-resolution reconstruction algorithm based on structural similarity and deformation block feature is proposed in this paper. The proposed algorithm obtains the characteristics of its own structural similarity through the scale decomposition of the image and extracts the features of the deformation block by transformation, thus avoiding a series of related problems such as those involving data type and the quantity of the external dataset. The resource block's data is been classified by the dictionary resource block and the deformation block resource, the high-resolution dictionary and the group sparsity coefficient are learned by different constraints, and the noise resistance of the image is enhanced. The proposed method in the paper can not only avoid the over-fitting phenomenon of network deepening, but also obtain better reconstruction effect. The discrimination and sharpness of the details of the image texture are effectively improved, but there is still a gap between the edge reconstruction effect and the original high-resolution image. The algorithm effect is further improved to solve the blurring problem of the image edge region, and the super-resolution reconstruction effect of the single image has been improved. YUANTAO 
