I. INTRODUCTION
Detection and frequency estimation of sinusoidal signals from a finite number of noisy discrete-time measurements have applications in many fields. It has been widely used in sonar and radar for moving target detection. Estimation of Doppler shift in this case is usually required in order to find its position and speed. A recent and interesting application is in the search for extraterrestrial intelligence (SETI) [1] . Other well-known examples include demodulation of frequency-shift keying signals, wind profiling [2] , geolocation, and identification and tracking of an emergency location transmitter [3] .
A direct method for tone detection and frequency estimation is the standard periodogram. The periodogram of an N-point sequence, x(0), x(1), :::, x(N ¡ 1), is defined as
x(n) exp(¡j2¼nf)¯2 , k = 0,1,:::, N ¡ 1:
Samples of the periodogram at f k = k=N, k = 0, 1, :::, N ¡ 1 can be computed efficiently with the use of the fast Fourier transform (FFT) algorithm while values at the other frequencies are evaluated by either zero padding or interpolation. In the Bartlett method which is a variant of the periodogram, the sequence x(n) is divided into K nonoverlapping segments, where each segment has length M. For each segment, the periodogram is computed and the Bartlett power spectral estimate is obtained by averaging the periodograms for the K segments. By so doing, the variance in the periodogram estimate is reduced by a factor K but at the expense of reducing the frequency resolution by K. Welch had modified Bartlett's procedure by allowing the data segments to overlap and at the same time to be multiplied by a window function prior to computing the periodogram. The overlapping is used for further reducing the periodogram variance while the windowing is applied to reduce the spectral leakage [4] associated with finite observation intervals. Although the many forms of periodogram have been derived for more than two decades, there is not a comprehensive study of these approaches in sinusoid detection and frequency estimation. In this paper, the standard periodogram with and without windowing, together with Bartlett's procedure and the Welch method are compared in order to determine the best detector for a sinusoid in the presence of white Gaussian noise. We would also like to examine if these modifications can delay the threshold effect of the conventional periodogram in frequency estimation of a noisy sinusoid, even though the latter provides the maximum likelihood estimate. It is important to know the theoretical signal-to-noise ratio (SNR) below which the estimates become unreliable. This will provide a guide to system designers to decide on the necessary data length, for a given SNR, to avoid large estimation errors. Theoretical developments for single tone detection and frequency estimation are given in Section II and Section III, respectively. In particular, the detection probability, the false alarm probability, and the mean square frequency error of the periodogram and the Bartlett method are derived. Simulation results are presented in Section IV to corroborate the analytical derivations and to evaluate the detection and estimation performance of different types of periodograms.
II. SINGLE TONE DETECTION
The problem of detecting a single sinusoid in the presence of noise is formulated as follows. Given the received sequence x(n), a decision has to be made between the hypotheses:
where q(n) is a white Gaussian process while ®, f 0 , and Á(n) are unknown parameters which represent the tone amplitude, frequency, and time-dependent phase, respectively. The first hypothesis H 0 assumes that x(n) consists only of noise while in H 1 , the sinusoidal signal is presumed to be present. The aim is to find the receiver operating characteristic (ROC) which is determined by the false alarm probability P FA = P(D 1 j H 0 ) and detection probability P D = P(D 1 j H 1 ), where D 1 represents the decision of hypothesis H 1 . When the standard periodogram is used for tone detection, three steps are involved. They are 1) compute the N samples of the periodogram using FFT, 2) find the peak value by interpolation, and 3) compare it with a threshold TH. If the peak coefficient is larger than TH, H 1 is accepted, otherwise H 0 is chosen. Notice that in the first step, we only need to compute the spectral coefficients for f = 1=N,2=N, :::,1=2 ¡ 1=N, because the power spectrum is symmetric for real signals. To derive the P FA and P D in this method, we first obtain the probability density functions (PDFs) of the discrete Fourier transform (DFT) spectral coefficients. For ease of analysis, it is assumed that Á(n) = Á is a constant uniformly distributed between 0 and 2¼ while f 0 2 (0, 0:5) such that f 0 = k 0 =N where k 0 2 f1, 2, :::, N=2 ¡ 1g, implying that the tone frequency corresponds exactly to one of the FFT bins. In this case, only the largest coefficient is selected among the DFT power spectrum and no interpolation is necessary. However, the simulation results will also contain experiments with sinusoids of off-bin frequencies. It is noteworthy that the standard periodogram is a digital realization of the quadrature receiver which is optimum in the sense that it attains the minimum probability of error. Denote the spectral coefficients at f = k=N for the noise only case and the signal present case by S x 0 (k) and S x 1 (k), respectively. The value of S x 1 (k 0 ) is computed as
where
are Gaussian random variables. It can be proved [5] that A and B are independent and of identical variances equal to ¾ 2 = ¾ 2 q =2 where ¾ 2 q represents the power of q(n). We then follow [6] to derive the PDF of S x 1 (k 0 ), denoted by p s (u), as
which is a noncentral chi-square random variable. The quantity s equals the square root of the sum of mean square of A and B, that is, s = ® p N=2, and I r is the modified Bessel function of the first kind of order r.
Similarly, it can be shown that the remaining S x 1 (k) and all S x 0 (k) are of central chi-square distribution and have the same PDF function p q (u) which is given by
Note that expressions similar to (4) and (5) can be found in [7] which derives the PDFs of the Fourier transform coefficients of a complex tone signal under noisy environment. Assuming that the DFT spectral coefficients are independent which is valid when the time-bandwidth product of the signal is sufficiently large, then the false alarm rate P FA is calculated as
and the probability of detection P D is derived as
where Q denotes the Marcum Q function [8] .
The ROC is then acquired by plotting the P D against P FA . On the other hand, the DFT spectrum of the Bartlett method is defined as
The derivation for the PDFs is similar to the standard periodogram case but now the number of the power coefficients are reduced to M because of the averaging of K segments. In this case, the spectral coefficients are expressed as
is an integer and following the previous derivation that gives rise to (4), it can be shown that when the signal is present, the PDF of the spectral coefficients at k = k 0 0 , denoted by p s a (u), is of the form
The PDFs of all other coefficients for the hypotheses H 0 and H 1 are equal to
where ¡ (K) is the gamma function. As a result, the false alarm and detection probability of single tone detection using the Bartlett method, P FA a and P D a , are given by
and
respectively.
III. FREQUENCY ESTIMATION
When the hypothesis H 1 is chosen, often there is a need to estimate the tone frequency from the received sequence. It is well known that the maximum likelihood frequency estimate of a pure sinusoid is given by the location of the peak of the periodogram [7] . This estimator will attain the Cramér-Rao lower bound (CRLB) for frequency [9] ,
when SNR = ® 2 =(2¾ 2 q ) is greater than a threshold T. When SNR < T, however, the mean square frequency error (MSFE) rises very rapidly above the CRLB. This is because the frequency estimation problem is nonlinear and hence will suffer from this threshold phenomenon, sometimes also known as occurrence of outliers. Since the modified periodograms do provide smaller variances, one might expect them to give a lower SNR threshold than the standard periodogram. In this section, we derive expressions for the overall MSFEs of the periodogram and the Bartlett's procedure.
When f 0 = k 0 =N, the probability of occurrence of an anomaly in the standard periodogram is derived as q = P(S x 1 (k 0 ) · at least one of S x 1 (1), S x 1 (2), :::, S x 1 (k 0 ¡ 1), S x 1 (k 0 + 1),:::, S x 1 (N=2 ¡ 1))
which must be computed numerically. Assuming that the anomaly estimate is uniformly distributed between 0 and 0.5, the overall MSFE is given by
Similarly, the mean square error in the frequency estimate using the Bartlett method, denoted by MSFE a , is given by where q a represents the probability of the occurrence of an outlier in the averaged periodogram, which can be calculated using p s a (u) and p q a (u). Note that there is a factor of K in (17) because each segment will give an independent frequency estimate.
IV. SIMULATION RESULTS
Computer experiments were conducted to verify the theoretical calculations derived in Sections II and III. The performances of different variants of the periodogram, including the windowed periodogram, the Bartlett method and the Welch method in single tone detection and frequency estimation were also evaluated. The variance of the white noise was fixed to unity while different SNRs were produced by properly scaling the signal power. The total sample size N was 256 and unless stated otherwise, the segment length M had a value of 64. The results for detection were averages of 100 000 independent runs while those for frequency estimation were based on 25 000 independent trials. Fig. 1(a) shows the experimental and theoretical ROCs in detecting a pure sinusoid in the presence of white Gaussian noise using the standard periodogram. The simulation results were obtained by using the method suggested in [10] . Four values of SNR, namely, ¡6 dB, ¡9 dB, ¡12 dB, and ¡15 dB were tried. The frequency f 0 was chosen as 0.25 which corresponded to one of the FFT bins. It can be seen that in all cases the simulation results agreed very well with theory. The test was repeated for the Bartlett method and the results are shown in Fig. 1(b) . Again, we observe that the experimental and theoretical results were very similar. By comparing Figs. 1(a) and 1(b), it can be seen that the periodogram always provides a better detection performance than the Bartlett method. Fig. 2 plots the theoretical ROCs of the periodogram and the Bartlett method for different segment length M at SNR = ¡9 dB. It is observed that the detection accuracy decreased as the number of segment K increased. Fig. 3(a) compares the detection performance of different forms of periodograms for f 0 = 0:25 and SNR = ¡9 dB. In the windowed periodogram, the Hann window function was used while in the Welch method, rectangular and Hann windows were tried. Again, the standard periodogram gave the best performance. It is because it provided the greatest SNR of ® 2 N=(2¾ 2 q ) at f 0 = 0:25, although other modified periodograms had smaller spectral variances. The Welch method with 50% overlap using Hann window was superior to the one without overlap and the windowed periodogram, but was inferior to the Bartlett's procedure and the Welch method with 50% overlap using rectangular window. In order to investigate their performance in the presence of spectral leakage, another similar experiment was conducted for tone frequency which was uniformly distributed within one bin and the results are illustrated in Fig. 3(b) . In this test, f 0 was a uniform random variable whose value is between f 0 ¡ 1=(2N) and f 0 + 1=(2N) in the standard/windowed periodogram and f 0 2 (f 0 ¡ 1=(2M), f 0 + 1=(2M)) in other methods. It can be seen that the relative detectabilities of the methods were similar to those in Fig. 3(a) , except that the Welch method with 50% overlap using Hann window outperformed the Bartlett , we observe that the detection performance of the periodogram, the 50% overlapped Welch methods and the Bartlett's procedure degraded when the frequency was not exactly on the bin, while the remaining two methods had almost identical detectablities in both cases.
Figs. 4(a) and 4(b) compare the ROCs for a sinusoid that exhibited phase instability with exact-bin frequency and frequency uniformly distributed within one bin, respectively, at SNR = ¡9 dB. This sinusoid was modeled by a narrowband random process with normalized autocorrelation function r(m) = 0:95 jmj cos(2¼f 0 m). The results of Figs. 4(a) and 4(b) were almost identical and the detection performance in descending order was as follows, the Welch method with 50% overlap using Hann window, the 50% overlapped Welch method with rectangular window, the Bartlett method, the 0% overlapped Welch method, the periodogram and the windowed periodogram. Fig. 5 plots the mean square frequency errors of the periodogram and the Bartlett method together with the CRLB, when the source signal is a pure sinusoid with f 0 = 0:25. It is observed that the simulation results agreed with the theoretical values of (16) and (17), particularly at the threshold SNRs. Moreover, at SNR¸¡5 dB, the periodogram met the CRLB and had an MSFE which was approximately one-tenth of the Bartlett method. Fig. 6(a) shows the simulation results of all six methods in the same trial. Although the periodogram did not possess the smallest threshold SNR, it gave the optimum MSFEs for all SNRs. The estimation performance in descending order is as follows: the basic periodogram, the windowed periodogram, the two 50% overlapped Welch methods, the Bartlett's procedure, and the 0% overlapped Welch method. Comparison of the methods for frequency located in the middle of 2 bins is depicted in Fig. 6(b) . In general, the standard periodogram still provided the minimum mean square error, and the second best was the windowed periodogram, then the two 50% overlapped Welch methods, while Bartlett method and the 0% overlapped Welch method were the poorest frequency estimators.
V. CONCLUSIONS
The theoretical performance of detecting a real tone under noisy environment and estimating the corresponding frequency using conventional periodogram and the Bartlett's procedure are derived and confirmed by computer simulations. The standard periodogram provides the best ROC for a pure tone while the Welch method is the optimum detector for a sinusoid with nonstationary phase. Furthermore, the periodogram is the best frequency estimator for a noisy sinusoid among its variants. 
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