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7  had a funny feeling as I  saw the house disappear, as though I  had written a poem and 
it was very good and I had lost it and would never remember it again.’
Raymond Chandler, The High Window
‘A nd you may ask yourself, well..., how did I get here?’
Talking Heads, Once in a Lifetime
Abs trac t
In the last few years a need to perform positron emission tomography (PET)
studies in small animals has been recognized. These in vivo studies would complement 
and greatly reduce the number of ex vivo procedures which are currently utilized in the 
evaluation of putative positron-emitting tracers for clinical use. In addition, they would 
facilitate the use o f anim al models of human pathology, providing a unique 
methodology to serially study regional tissue function in single animals and provide 
fundamental biological studies to assist in the interpretation of clinical PET data. A 
dedicated tomographic system with a diameter smaller than for clinical scanners and 
with detectors of the highest possible spatial resolution has the advantages of higher 
sensitivity and resolution and, thus, has a potential for non-invasive monitoring of a 
peripheral arterial input function for human PET studies.
This thesis describes the developm ent o f a small d iam eter tom ograph 
incorporating the latest generation of com m ercial, high resolution m ulticrystal 
scintillation detectors. The work involved design and feasibility studies, through to the 
actual construction and performance evaluation.
Initial experiments were performed on a dual block detector system operated at 
an inter-detector separation of 100 mm. This system incorporated an older generation, 
bismuth german ate detector with crystal elements of dimension 3.5 mm x 6.25 mm x 
30 mm. Physical evaluation of the system indicated that optimal spatial resolutions of 
3.6 mm and 4.5 mm full-width at half maximum (FWHM) could be achieved in the two 
axes of the block. Two-dimensional (2D), dynamic planar imaging, of either rat brain, 
with positron-emitting radioligands, or the human radial artery with H2150 , confirmed 
the potential of such a system to delineate regional tracer kinetics.
Simulations were performed of tomograph designs without inter-plane septa, 
incorporating either twelve or sixteen of these blocks in ring diameters o f 95 mm and
127 mm, respectively. They demonstrated that small ring diameters could provide 
uniformity of response and high spatial resolution in a small field of view. By using a 
three-dimensional (3D) filtered-backprojection reconstruction instead of 2D methods, 
the signal : noise ratio was increased and uniform ity m aintained. The initial 
tomographic data, acquired experimentally by rotating the two blocks, confirmed that 
high spatial resolution was achievable at the centre o f the field of view and uptake 
images of ligand distribution in rat brain illustrated the detail which could be achieved. 
Uniformity within the field of view was seen to be influenced by detector parallax and 
normalization.
The final, constructed tomograph consisted of sixteen of the latest generation of 
bismuth germ an ate PET detector, each with crystal elements of dimension 2.9 mm x 
5.9 mm x 30 mm, in a ring diam eter of 115 mm, and incorporated standard, 
com m ercially  available hardware. The detector geom etry necessitated novel 
arrangements for the collection of transmission and normalization data.
The performance characteristics of the scanner indicated that a spatial resolution 
o f 2.3 mm and 4.3 mm FWHM was achievable in transaxial and axial directions, 
respectively, at the centre of the field of view. The scanner geometry, in spite of gaps 
between detector blocks, resulted in a maximum absolute efficiency of 7.9 %. Physical 
effects of detector sampling and parallax strongly influenced the tomograph response 
away from the centre of the field of view. Although limited by its off-axis response, 
biological studies in rat brain verified the potential o f the system to acquire reliable 
kinetic data from radioactivity biodistributions. The data were of sufficient quality to 
allow the derivation o f useful kinetic param eter estim ates, using established 
mathematical models. Overall, the stages involved in the development of the scanner 
were seen to be fundam entally im portant to its practical realization. The work 
encourages further development of small diameter scanners, for use as laboratory tools 
for biological studies as well as providing an environment for physics research into
novel hardware and software implementations.
The small diam eter tomograph has already proved a useful laboratory tool, 
being used to acquire in vivo PET data in over 100 animal studies. These studies have 
ranged from investigations into animal disease models and effects of drug treatments to 
evaluation of putative positron-emitting tracers for use in humans.
©  Suren Rajeswaran 1994
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CHAPTER ONE 
Introduction
1
The use of positron-emitting tracers with PET has become, over the course of 
some twenty years, a powerful non-invasive technique to quantitatively measure 
regional, in vivo tissue physiology, biochemistry and pharmacokinetics.
After the first suggestions and use of positron-emitters for brain tumour 
localization in the 1950s (Wrenn et al, 1951, Brownell and Sweet, 1953), and 
annihilation coincidence detection (ACD) (Dyson, 1960, Anger, 1963) in nuclear 
medicine applications in the 1960s, it was in the next decade that PET became a reality. 
After rotating planar detectors to acquire tomographic images (Burnham and Brownell, 
1972, Chesler et al, 1974), researchers concentrated on tomography with static 
detectors surrounding the object. This was due, in part, to the success of Hounsfield’s 
pioneering work in developing the EMI x-ray computerized tomographic scanner, for 
which he won the Nobel Prize (Hounsfield, 1973). A group of researchers at the 
University of Washington, St. Louis, USA, were then able to combine previous 
knowledge of ACD with the tomographic aspects of acquisition and reconstruction 
which Hounsfield used (Ter-Pogossian et al, 1975, Phelps et al, 1975). The result was 
the first PET scanner which was used for animal studies.
Since that time, the technology which has been utilized in PET has developed 
rapidly, allowing a wide range of studies to be performed in the areas of neurology, 
cardiology, oncology and respiratory medicine, as well as functional neuroimaging 
(Mazziotta and Phelps, 1986, de Silva and Camici, 1992, Tilsley et al, 1993, Schuster, 
1989, Frackowiak and Friston, 1994, Special Issue on Clinical PET, 1991). By using 
compounds labelled with positron-emitters which are radionuclides of commonly 
occuring major biological elements, and which have short physical half-lives of the 
order of a few minutes (Table 1.1), kinetic studies can be performed with tracer 
quantities without disturbing the biological pathway being measured and minimizing the 
radiation dose to the subject. The use of positron-emitters, thus, has immediate 
advantages over studies performed with single energy photon emitters where the
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radionuclides are either not of commonly occuring elements or do not have short half- 
lives. The use of positron-emitters with ACD also confers a number of further 
advantages, in terms of the underlying physical processes, over single photon emitters, 
which enable full quantification of the regional, radiotracer distribution to be achieved 
(Phelps and Hoffman, 1986), as described later.
n e 13N 150 18F 68Ga 82Rb
Maximum 
Energy (MeV)
0.96 1.20 1.74 0.63 1.90 3.15
Most 
Probable 
Energy (MeV)
0.33 0.43 0.70 0.20 0.78 1.39
Half-life
(min)
20.4 9.96 2.05 109.7 68.3 1.3
Range (mm 
FWHM) in 
water
1.1 1.4 1.5 1.0 1.7 1.7
Range (mm 
FWTM) in
water
2.2 2.8 3.6 1.8 4.0 5.8
Table 1.1
Physical properties of commonly utilized positron-emitting radionuclides
Production and Use of Positron-emitting Tracers
The majority of radionuclides utilized in nuclear medicine studies have physical 
half-lives of between a few hours and a few days (Short, 1994). These are mainly 
cyclotron or reactor produced radionuclides and transportation to the sites of use is 
facilitated by their relatively long half-lives. The other radionuclides which are used can 
be produced by elution of on-site generators.
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The short physical half-lives of positron-emitters necessitate the presence of an 
on-site generator or cyclotron associated wtih PET (Ter-Pogossian and Wagner, 1966). 
Only a few useful positron-emitters, such as 68Ga from 68Ge and 82Rb from 82 Sr can 
be produced from generators (Cox and Mather, 1994). Thus, a cyclotron is usually 
required, which greatly added to the capital costs of PET facilities until the recent 
advent of lower cost, compact cyclotrons and radiochemical synthesis units (Hendry et 
al, 1986, GE Medical Systems, 1993).
Chemical syntheses and preparations involving the positron-emitters are, by 
necessity, required to be simple in nature and completed in a short duration, usually in 
the order of three to four half-lives (Luthra et al, 1992). High initial yields of the 
positron-emitter (~tens of GBq of radioactivity) and syntheses lasting under one hour 
result in very high specific activities of the radiolabelled compound (~GBq/pmol). The 
specific activity is a measure of the radioactivity per mass of labelled compound 
(Fowler and Wolf, 1986) and needs to be high to ensure that concentrations of the non­
radioactive compound are low and do not interfere pharmacologically with the in vivo 
measurement of the radioligand kinetics (Luthra et al, 1992).
In addition to the requirements of high specific activity, the synthesis procedure 
should result in a sterile, non-pyrogenic formulation suitable for injection into humans. 
For these reasons, another important requirement for the production and synthesis of 
positron-emitting radiolabelled compounds is the ability to perform appropriate and 
rapid quality control procedures (Fowler and Wolf, 1986).
Principles of PET
PET utilises the fact that certain proton-rich nuclides decay by the emission of a 
positively charged electron, or positron (p+), to leave an extra neutron (n) in the
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nucleus and one less proton (p). The total kinetic energy released is shared between the 
positron and a neutrally charged particle, the neutrino (v). The competing decay scheme 
for nuclides with an excess of protons is electron capture of an inner shell electron (e).
(Positron Emission)
(Electron Capture)
Once emitted from the parent nucleus, the positron loses kinetic energy in 
collisions with electrons from the surrounding atoms until its energy is of the order of a 
few eV, whereupon collision with an electron results in annihilation of the positron- 
electron pair and conversion of their total mass (2m0c2) to energy. In order to conserve
linear and angular momentum, the energy of the annihiliation radiation is constant and 
is in the form of two 511 keV photons emitted at -180° to each other.
If the two photons are detected by opposing, externally coincident detectors 
within a few nanoseconds (ns), the line along which the annihilation event occurred can 
be determined. The ACD process provides electronic collimation of the signal as only 
those annihilations which occur along the line between the two detectors are registered 
as a valid coincidence (Fig. 1.1). This is in contrast to the detection of single photons, 
where the need for physical collimation greatly reduces the detection efficiency.
The response of the detector in terms of its counting efficiency and spatial 
localization to the source of positron-emitter is then independent of its depth within the 
object. This is not the case with single photon counting techniques where the detector 
response varies with source depth in the object due to changes in the solid angle for 
detection (Phelps et al, 1975).
p -> n + p+ + v 
p + e -> n  + v
5
D1 D2
►
Coincidence
Circuit
Fig. 1.1
Illustration of the ACD process. An annihilation event at point P in an attenuating object can give rise 
to two photons which can then be detected by a detector pair D l, D2 joined in coincidence. Electronic 
collimation is achieved as only annihilation events which occur within the sensitive limits of the 
detectors (indicated schematically by the horizontal dashed lines) are recorded.
By placing rings of coincidence detectors around the object, the annihiliation 
events can be detected along multiple coincidence lines. With the use of mathematical 
techniques, estimates of the original object radioactivity distribution can be obtained.
The fundamental physical limitations of PET in terms of the ability to localize 
the distribution of a positron-emitter derive from the positron emission itself. Positrons 
are emitted from the nucleus with a range of energies which are dependent on the 
specific radionuclide (Table 1.1). The distance travelled from the parent nucleus to the 
annihilation site is dependent on the positron’s initial energy (Cho et al, 1975). With the 
positron-emitters indicated in Table 1.1, the maximum energies can result in positron 
ranges of 1 to 2 mm (FWHM) in water. The other limitation results from the fact that 
the electron-positron pair has non-zero momentum on annihilation. The effect of the 
particles not being at rest at the time of capture is to cause deviation of the annihilation 
photons from 180° to each other. The angular distribution of this non-collinearity is
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approximately ± 0.3° (Phelps and Hoffman, 1986).
Another advantage of the ACD technique over that for detecting single photons 
arises from the phenomenon of photon attenuation. Emission of radiation from within 
the body results in interaction of the radiation such that it is absorbed or scattered by 
atomic electrons in the object.
If the photons from a source of radioactivity, with a count rate A0, has to 
traverse an object of total thickness, d, to be detected, the count rate at the detector is 
given by the relationship
A = A0 exp(-gd)
where A is the count rate at the detector and ji is the linear attenuation coefficient of the 
medium (unit distance-1).
When two photons are required to be detected for a coincidence event (Fig. 
1.1), the joint probability of detection is the product of exp(-pa) and exp(-|ib), which
is equivalent to exp(-pd) as (a+b) = d. Thus the total attenuation of the two photons in
the object is only dependent on the thickness of the object and not the individual depth 
of each photon within the object. This greatly simplifies the correction for attenuation in 
ACD and PET and is a major advantage of positron-emitters over single photon emitters 
in terms of quantitative accuracy.
7
Dl D2
Coincidence
Circuit
(a)
Dl D2
Coincidence
Circuit
(b)
Fig. 1.2
(a) Illustration of random event detection by detector pair D l, D2 from two unrelated annihilations at 
Pj and ?2. (b) Illustration of a scatter event detection by detector pair D l, D2 when one photon from
annihilation event at Pi is scattered at P  ^by an interaction with an atomic electron. System readout
places the coincidence line (—) between D1,D2 in both cases.
The detector system has a finite spatial resolution, due to the physics of positron decay 
and also the properties of the detector itself, and as a result inaccuracies in 
quantification can arise if the size the object is comparable to the spatial resolution of the 
detector system. The radioactivity concentration will be underestimated if the object size
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is less than twice the system’s spatial resolution. This effect, which occurs along all the 
object dimensions, is known as the partial volume effect (Hoffman et al, 1979). 
Another consequence of the limited resolution is ‘spillover’, where a proportion of the 
radioactivity signal from one region is superimposed on signals in other regions.
Although electronic collimation allows coincidences to be recorded within the 
sensitive volume defined by the two detectors, accidental or random coincidences can 
also be detected. These arise when two photons from two unrelated annihilation events 
are incident on the coincidence detectors (Fig. 1.2(a)) during the time period in which 
valid coincidences are accepted, which is known as the coincidence time window. The 
recording of these unwanted coincidences results in a background due to random 
counts which can be corrected by monitoring the randoms rate in a delayed time 
window where no ‘true’ coincidence can occur. The randoms in this time window are 
used to correct the events in the primary time window for random coincidences (Dyson, 
1960, Hoffman et al, 1981).
As stated above, the photons are attenuated in the object before reaching the 
detectors. This attenuation is a combination of absorption and scattering. Scattering in 
the object arises when the photon interacts with an atomic electron, such that its energy 
and direction are altered due to kinetic energy being imparted to the electron (Fig. 
1.2(b)). Scattered photons produce a low frequency, smooth background similar to that 
of the randoms contribution (Phelps and Hoffman, 1986). The typical energy 
resolution of the detector does not allow scattered radiation to be completely 
discriminated against in favour of true coincidences by raising the lower energy 
threshold for detection. Corrections in PET for the mispositioned scatter events utilize 
an appropriate characterisation of the scatter function for subtraction from the original 
data (Bergstrom et al, 1983, Bailey and Meikle, 1994) or subtract a scatter component, 
primarily derived from a lower energy window, from the scattered and true coincidence 
data in an adjacent upper energy window (Grootoonk et al, 1991).
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Stimulus and Motivation for a Small Diameter PET Scanner
Prior to its use in human clinical studies, a potential compound for use in PET 
is first evaluated in experimental animals. These pre-clinical studies provide relevant, 
quantitative information about the extent of the localisation of the radiolabel in the target 
organ of interest, its distribution throughout the body and how these parameters change 
with time.
Accurate spatial information about radiolabelled compounds is obtained by the 
use of quantitative autoradiography performed on thin tissue sections (~pm) (Young et 
al., 1986, Stewart and Bourne, 1992, Myers et al, 1992). This in vitro or ex vivo 
technique uses the compound labelled with either the positron-emitter or more usually 
with tritium, as the low energy of its emitted beta particle (maximum energy 18.6 keV) 
results in high spatial resolution. The method allows optimal spatial resolutions of a 
few pm to be achieved with tritium, and can be used to derive values for receptor 
number or affinity for the radioligand, but it provides no temporal information about 
the dynamic behaviour of the tracer in the tissue.
Useful kinetic data for novel or existing PET compounds, such as tissue 
biodistribution and metabolite profiles, are currently derived by post-mortem sampling 
at sequential time points after radioligand injection and subsequent radioactivity 
counting of the tissues (Hume et al, 1995). The method is limited by the size of the 
tissue which can be sampled and utilizes large numbers of animals, a single animal 
contributing only one time point to a time-radioactivity curve. The inter-animal 
variability, inherent with the number of animals used, can result in large statistical 
variations in the data. In vivo dynamic studies have been performed with positron- 
emitting tracers and collimated dual, large coincidence detectors (Nakai et al., 1984, 
Tagaki et al., 1984, Redies et al., 1987), but this technique is limited by the spatial 
resolution of the detector, its sensitivity and also its inability to study the tracer
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biodistribution in multiple regions simultaneously. PET has the ability to study the 
kinetic behaviour of labelled compounds non-invasively, with high sensitivity and 
spatial resolution of the order of a few mm. Thus, in vivo PET studies on individual 
animals (Ingvar et al, 1991), which complement in vitro or ex vivo autoradiography 
and a limited number of post-mortem studies, represent a powerful experimental 
approach to the rapid, efficient assessment of putative PET tracers.
Animal studies with PET also have roles in several areas of clinical research. 
Interpretation of the PET signal in clinical studies of human pathology can be 
complicated by altered levels of endogenous agonists which influence the binding of 
the radioligand and by the presence of additional, exogenous compounds which 
constitute a patient’s treatment regime. PET studies in small animals provide the ability 
to directly manipulate both the competing agonist and externally administered 
pharmaceuticals in the initially unmedicated, experimental animal (Hume et al, 1992). 
Thus, using radioligands of known selectively, the direct and/or indirect sites of action 
of drugs can be determined and receptor occupancy studies performed. In addition, 
animal models of human disease can be used to study the progress and also gain insight 
into underlying mechanisms of the disease by serial investigations on individual 
animals, and the response and efficacy of any intervening treatment monitored.
Studies on animals using clinical PET scanners have been performed since the 
introduction of the technology (Phelps et al, 1975). There are two main reasons why 
utilizing such systems is inappropriate for animals. Availability of time for scanning 
animals is limited by the clinical studies and may be prohibited by legal regulations for 
epidemiological reasons. A dedicated animal tomograph allows human and 
experimental studies to be done concomittantly, additional use being made of the 
expensive radiochemical synthesis. The other reason is that although clinical PET 
scanners are usually adequate for the study of human organs, the smaller anatomical 
structures present in laboratory animals require higher spatial resolution. To delineate
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the kinetic changes which occur in vivo, the data recorded from the scanner must also 
be of high temporal resolution whilst maintaining good statistical quality, with the 
added complication of radioactive decay. This requirement is imposed as the dynamic 
PET data have to be utilized with an appropriate tracer kinetic model to derive 
quantitative, physiological parameters (Huang and Phelps, 1986). Thus the design of a 
PET scanner for this purpose has to achieve the appropriate balance between the 
physical constraints of spatial resolution and detection sensitivity. The detection 
sensitivity is determined by the efficiency of the detector utilized and the diameter of the 
system, as the photon flux at a given point in space is governed by the inverse square 
law. Thus decreasing the diameter of a PET scanner increases the sensitivity to the 
emitted radiation.
A dedicated PET scanner, whose operational performance is optimized for 
animals, provides a useful laboratory tool for biological studies. Another necessity for 
such a device, if it is to be incorporated into an experimental biology laboratory rather 
than a clinical enviroment, is that it should be relatively inexpensive and of a smaller 
size compared to a human scanner. The added advantage of such a system is that its 
portability would allow transfer of the scanner, if the half-life of the positron-emitter 
faciliated it, to research institutes which do not have on-site cyclotron and PET 
facilities.
A compact, high performance PET scanner may also prove useful in obtaining 
the peripheral arterial input function during a human PET procedure. This time course 
of the radioactivity in the artery is required for full quantification of the regional, 
dynamic data acquired from the PET scan. Currently, the method utilized for the input 
function measurement is catheterisation of an artery, usually the brachial or radial, 
followed by on-line withdrawal of blood and subsequent counting with a radiation 
detector (Hutchins et al, 1986, lida et al, 1986, Eriksson et al, 1988, Ranicar et al, 
1991). Other methods, such as a transcutaneous measurement, have also been
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investigated (Litton and Eriksson, 1990). An ancillary PET system which can non- 
invasively and accurately monitor the arterial tracer concentration with time is a practical 
alternative. The non-invasive nature of the measurement results in little or no 
discomfort and is additionally important as subject motion through discomfort can 
greatly reduce the quality of the data acquired from a PET scan.
The history of innovation and progress in PET scanner technology has been 
marked by the collaboration of academic institutions with industry. The first 
commercial PET scanners, EC AT models I & II were the result of such a collaboration 
between the University of California at Los Angeles and EG&G Ortec, Inc, in 
Tennessee (Phelps et al 1975, Williams et al, 1979). Another collaboration between 
Shimadzu and researchers in Akita, Japan produced the Headtome IV PET scanner 
(lida et al, 1989). In general, for individual research groups, the costs of designing, 
developing and constructing high performance PET scanners themselves, are 
prohibitive.
The design and development of smaller-scale PET systems for laboratory 
studies is suited to collaborative ventures between research sites and industry, whereby 
novel hardware and software can be implemented and assessed in low cost designs 
resulting in scanners which are both reliable and have the required high performance. In 
addition, knowledge gained from these systems concerning the physics of the detectors 
or electronic reliability for example, provides insight into the performance of these 
components in larger, clinical designs. In addition to the biological applications 
described above, a small diameter PET scanner can also provide a low cost test 
environment for the development of physical or mathematical techniques, aimed at the 
improvement of scanner performance and data processing techniques. The rapid 
evaluation and efficient implementation of data acquisition schemes, reconstruction 
algorithms and data processing procedures can be facilitated by utilizing the relatively 
small data sets produced by such a system.
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This thesis describes the development, from initial design to construction and 
testing, of a small diameter tomograph which incorporates the latest generation of 
commercial PET detector in a unique geometrical design. An initial review of the 
research which has been performed in the area of PET detectors is presented, to indicate 
the diversity of detector design and emphasise the importance of the design to overall 
PET scanner performance. The scanner described is the product of an on-going 
collaboration between the MRC Cyclotron Unit, at the Hammersmith Hospital, 
London, UK and the commercial company CTI PET Systems, Inc., Knoxville, 
Tennessee, USA, which designs and constructs clinical PET scanners. Initial 
assessment of the feasibility of such a scanner design was performed with a prototype 
block detector system provided by the company. The results from this system led to the 
development and construction of the tomographic system at the CTI factory. On 
completion, the system was delivered to the MRC Unit where physical and biological 
characterizations were undertaken.
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CHAPTER TWO
Overview of 
PET Detectors
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The choice of detector in a PET system is crucial to its overall physical 
performance and hence the accuracy with which the scanner can measure radioactivity 
distributions with time. In this chapter, the main parameters which govern detector 
performance with respect to PET are discussed and the different detector approaches 
which have been implemented and are currently being proposed are reviewed. A 
majority of detector designs in PET employ crystal scintillators viewed by 
photomultiplier tubes (PMT). While this is not the only approach, the physical 
processes related to the use of scintillator-PMT schemes are discussed first and then 
other designs considered.
Scintillator Materials
Scintillator materials are suitable for the detection of the annihilation radiation if 
they have a high stopping power, i.e. the 511 keV photon is attenuated in a short depth 
of scintillator to such an extent that virtually all of its energy is absorbed and converted 
to scintillation photons. It is desirable to convert the photon energy in as short a length 
as possible, to maximise light output and reduce the volume of scintillator required and 
minimise the scattering in the detector itself, hence maxmising spatial resolution. 
Another important property of a scintillator is the light output, or the number of 
scintillation photons, produced from an interaction and its decay. The light output 
determines both energy and timing properties of the detector. If only a few 
photoelectrons are produced from the photocathode of the PMT, then the size of the 
PMT output pulse (current or voltage) is low, even after dynode amplification. The 
statistical uncertainty (standard deviation) in the output pulse will then be high (from 
Poisson statistics) so the resultant full energy peak pulse height for a 511 keV 
interaction will be large. The rise time of the light output is important for the detector’s 
' timing characteristics and the decay time is important for its count rate properties. The
16
energy resolution is proportional to the light output of the scintillator.
Sodium iodide activated with thallium (Nal(Tl)) was initially the choice for 
annihilation radiation detection, after being found to be high suitable for nuclear
medicine applications utilising low energy single photon emitters (eg 99Tcm, Ey = 140 
keV). For detection of 511 keV annihilation quanta, Nal(Tl) is not ideal owing to its
low stopping power (primarily a function of atomic number) for 511 keV photons.
Bismuth
Germanate
(BGO)
Gadolinium
Orthosilicate
(GSO)
Barium
Fluoride
(BaF2)
Caesium
Fluoride
(CsF)
Sodium
Iodide
((Nal(Tl))
Effective Z 74 59 54 53 50
Density (kg.m-3) 7130 6710 4890 4610 3670
Linear Attenuation 
Coefficient 
(mm-1)
0.096 0.062 0.044 0.039 0.034
Photoelectric 
Fraction 
@511 keV
0.435 0.245 0.198 0.194 0.183
Light Output 
(relative to 
Nal(Tl))
12 20 5/16 5 100
Wavelength at 
Maximum 
Emission (nm)
480 430 220/310 390 410
Decay Time 
Constant (ns)
300 60 0.8/630 5 230
Index of 
Refraction
2.15 1.90 1.49 1.48 1.85
Hygroscopic No No No Yes Yes
Table 2.1
Physical Properties of inorganic crystal scintillators used in PET
Another disadvantage of Nal(Tl) is the deterioration of the crystal when exposed to 
moisture. The main usefulness of Nal(Tl) is a relatively high light output and 
correspondingly good energy resolution compared to other inorganic crystal
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scintillators.
\
Bismuth germanate (BGO), suggested by Cho and Farukhi (1977) as a possible 
scintillator for PET, has since been widely adopted as the scintillator of choice in PET 
tomograph designs. Its main advantage over Nal(Tl) is its high relative efficiency for 
annihilation radiation due to its higher stopping power. The detection efficiency for 511 
keV is almost factor of three higher for BGO than for Nal(Tl), as the linear attenuation 
coefficient is 0.096 mm-i for BGO compared to 0.034 mm-1 for Nal(Tl). Another 
advantage of BGO is the fact that it is non-hygroscopic and inert. Hence BGO crystals 
can be mechanically subdivided, whilst remaining robust. However, BGO has poorer 
energy and timing characteristics than NaI(Tl) as a result of much lower light output (~ 
12% of Nal(Tl)). BGO's fluorescent decay constant of 300 ns is also longer than that 
the 230 ns of NaI(Tl) which results in the deadtime properties of BGO crystals being 
worse than Nal(Tl). At high counting rates BGO detectors, due to BGO’s longer decay 
time, suffer from greater counting losses which limit their usefulness in these 
situations. Random or accidental coincidences cause additional problems with BGO 
detectors at high rates. This follows since the worse timing capabilities mean that a 
larger coincidence timing window has to be set to record a high proportion of true 
coincidences. However, at high rates the randoms fraction, which is a function of 
detector singles rate and coincidence time window, becomes significant. After the 
discovery of the suitability of BGO as a scintillator for PET, a number of other 
scintillators have been introduced as alternatives. The scintillators which have been 
utilized, so far, in PET are shown in Table 2.1.
Caesium fluoride (CsF) was proposed as a potential scintillator for PET by 
Allemand et al in 1979. It was found that CsF exhibited a short coincidence resolving 
time of approximately 550 ps FWHM. This timing resolution enables time-of-flight 
(TOF) determination of the position of the annihilation event to within a few tens of mm 
(~70 mm). This additional localization of the annihilation along the coincidence line
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leads to increased signal-to-noise (S/N) as the counts are reconstructed into a smaller 
region in the image (Allemand et al., 1979). Although CsF has much lower light output 
than Nal(Tl) and around half that of BGO (Allemand et al, 1979, Mullani et al, 1980, 
Moszynski et al, 1981), the timing resolution is much better for CsF than for BGO.
This is due to the larger number of photoelectrons that are emitted by CsF in the first 
few ns which is the stage that timing and energy decisions are made (Mullani et al, 
1980). The energy resolution of CsF is not as good as BGO or Nal(Tl) due to the 
lower light output, but raising the energy threshold for its detection of a 511 keV event 
results in a large loss of sensitivity because of the low photopeak fraction (proportion 
of events in the photopeak compared to the Compton background) of CsF compared to 
BGO (Allemand et al, 1979). Thus the low threshold increases the detection efficiency 
for scattered as well as unscattered coincidences, reducing the final image contrast. The 
smaller decay time of 5 ns for CsF over both Nal(Tl) (230 ns) and BGO (300ns) 
allows CsF to be used at high data rates without the inherent count losses associated 
with the other two scintillators and its better timing prevents registration of high 
randoms rates under these counting conditions. As with Nal(Tl), CsF is extremely 
hygroscopic and requires containment in a dry environment.
Soon after CsF had been investigated as a TOF PET scintillator, Laval et al 
(1983) showed that barium fluoride (BaF2) had a fast decay component of 800 ps for 
scintillation light emitted at 220 nm. Timing resolutions comparable, or better, to those 
of CsF were found as a result of the relatively high light output which accompanies this 
fast emission. In addition to this, the density of BaF2 is similar to CsF resulting in 
better detection efficency per length of crystal than Nal(Tl). BaF2, apart from having all 
the advantages of CsF as a TOF detector, also does not have the disadvantage of being 
hygroscopic. Since the emitted light is in the ultra-violet part of the spectrum, detection 
of the scintillation light from the fast component requires quartz PMTs which are 
expensive.
In 1983, the properties of gadolinium orthosilicate activated with cerium (GSO) 
were found to be highly suitable as a PET detector (Tagaki and Fukazawa, 1983). Its 
density of 6710 kg.m -3  is only slightly lower than that of BGO, leading to high 
stopping power and detection efficiency for annihilation quanta. GSO also has around 
50% higher light output than BGO producing better timing and energy resolution than 
BGO. Its primary decay component of 60 ns contains 85-90% of the scintillation light 
which allows timing and energy decisions to be performed from this fast component 
(Melcher et al, 1990). The concentration of cerium determines the decay constant: a 
higher cerium concentration reduces the the decay constant. However, increasing the 
cerium concentration also reduces the light output which worsens the energy and timing 
resolution. Theoretical calculations by Dahlbom et al (1985) have indicated that the 
timing resolution should in fact be a factor of three better than experimental 
measurements have suggested (0.83 ns rather than 2.3 ns). The postulation of the long, 
600 ns decay component has been verified by Melcher et al (1990) although its intensity 
and time constant did not not fully explain the measured decay constant of GSO. The 
good efficiency and light output characteristics of GSO make it a practical alternative to 
BGO and if the theoretical timing could be achieved GSO would be useful in TOF 
applications. Currently however, cost prohibits use of the large volumes of GSO that 
are required in commercial scanners.
From this survey of scintillator properties, it is clear that the scintillators 
proposed or in use in PET are not wholly ideal for the detection of 511 keV gamma 
radiation. For this reason, research continues to be undertaken to discover a more 
suitable inorganic scintillator for PET. To facilitate this research, a method has been 
proposed to overcome the need to grow crystals of the desired compound (Derenzo et 
al, 1990). Using powdered forms of the compound and synchrotron radiation, useful 
measurements of scintillator decay time and intensity can be performed. During the last 
few years a number of new scintillators have been shown to be potentially useful for
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PET. Lead carbonate (PbCOg), which has a density of 6600 k g .m -3 , has been 
investigated (Moses and Derenzo, 1990, Moses et al 1991). Its stopping power 
properties are similar to that of BGO and it is non-hygroscopic. The decay time 
components of PbCOg are all shorter than the 300 ns of BGO by a minimum of a 
factor of two. However, due to its quantum efficiency, the light output is much lower 
than BGO (~10%) with a natural form of the crystal. The emphasis on current work is 
to produce high quality, optically pure crystals to improve on the scintillation light 
characteristics. Another lead compound, lead sulphate (PbSO^) has also been 
discovered to have some of the necessary properties for a suitable PET detector 
(Derenzo et al, 1991). Its density is 6200 k g .m -3  and, as for PbCOg, its decay
components are all at least a factor of two shorter than BGO. Its main disadvantage is a 
light output 60% of BGO. Although the energy resolution of PbSO^ is much worse 
than BGO, owing to the initial high, light intensity rate (a factor of three higher than 
BGO) the coincidence timing resolution is better.
Following the research into GSO, other rare earth oxyorthosilicates have been 
investigated. The most promising and recent of these is lutetium oxyorthosihcate (LSO) 
doped with cerium (Melcher and Schweitzer, 1992). Apart from a slightly lower 
effective atomic number than BGO (66 compared to 75), LSO has better scintillator 
characteristics than BGO. Its light output is 75% that of Nal(Tl) and therefore is over a 
factor of six higher than BGO. It has a lower index of refraction than BGO (1.82 
compared to 2.15) which is important for scintillation light collection. The decay 
constants for LSO are approximately 12 ns (35%) and 40 ns (65%). It can be seen from 
these values that LSO exhibits crystal properties which make it, to date, probably the 
most potentially useful crystal scintillator for PET. However, the techniques for 
growing crystals with consistent optical quality have yet to be properly developed as 
well as the ability to obtain large quantities of the original, purified material.
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The Scintillation Process
In inorganic materials, scintillations arise due to the absorption of the incident 
radiation energy by the crystal lattice and excitation of electrons from the valence band 
into the conductance band (Birks, 1964). This excitation leaves positive ‘holes’ in the 
valence band. The electrons then lose their kinetic energy from collisions with the lattice 
and recombine with a ‘hole’ in the valence band. If this recombination occurs at a 
luminescent centre in the lattice then the ground-state transition is accompanied by the 
emission of a light photon. These luminescent centres can be the result of impurity 
atoms, ions or defects in the crystal structure. In energy terms, the centres introduce 
extra energy levels between the conduction and the valence bands. The intensity and 
wavelength of the emitted light is dependent on the impurity or defect structure of the 
lattice. The conversion efficiency of the incident radiation into light photons is an 
important parameter. The light output for various inorganic scintillators is given in 
Table 2.1. It is clear from the table that the conversion efficiency of the scintillator 
materials is low relative to Nal(Tl). Light output determines the resultant energy 
resolution and timing properties of the scintillator and can be seen to be a quantity 
which has to be maximized to obtain optimum detector performance. PMTs are usually 
used to convert the light photons into a current pulse and amplify the initial signal. To 
increase the light collection efficiency of the photocathode of the PMT, all free surfaces 
of the crystal are usually covered with reflective material such as A1 foil but these 
materials are not fully efficient and a fraction of the light will be lost.
Self-Absorption
The scintillator itself can absorb some of the emitted light energy (Birks, 1964). 
For inorganic scintillators this phenomenon is small due to the lattice being transparent
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to the activator emissions. A correct choice of impurity concentration and purity of the 
intrinsic crystal will minimize the effect
Light Trapping
Trapping of the light scintillations can occur when the light is totally internally 
reflected at the interface between the scintillator and the glass envelope of the PMT 
(Birks, 1964, Knoll, 1989b).
The critical angle, 0, is determined from:
0 = sin -i (ni/n2)
Where ni, n% are the refractive indices of the envelope and the scintillator respectively. 
Beyond 0, the incident light is totally internally reflected.
1
Dahlbom (1987) concluded from simulation results, that due to the large mismatch in 
refractive indices between BGO and the photocathode of a commonly used PMT, the 
light trapping in BGO could be as high as 70% of the incident light.
Energy Resolution
Due to the finite number of light photons emitted when the scintillation occurs 
and the low PMT quantum efficiencies, typically 20-30% small numbers of 
photoelectrons are produced at the cathode (Birks, 1964). The discrete nature of
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photoelectron production means that there will be random fluctuations in the number 
collected from an event which deposits the same energy due to an inherent statistical 
spread. Assuming that the production of charge carriers is an random process. Poisson 
statistics can be used to model the charge formation. Thus, the absolute variance is 
equivalent to the number of charge carriers collected. Owing to the high light output of 
Nal(Tl) relative to other scintillators and although its absolute variance is higher, the 
relative variance of the measured pulse height with Nal(Tl) is much lower. This means 
that Nal(Tl) has better energy resolution. The energy resolution (FWHM) of the 
NaI(Tl) crystal is of the order of 10 % whereas a BGO crystal has an energy resolution 
of about 20 %.
Energy resolution is an important property because good energy resolution in a 
detector system provides a means by which events which have undergone Compton 
scattering, and thus have a lower energy than full energy photopeak events, can be 
discriminated against. To minimize the mispositioning of events in the detector it is 
desirable to set the lower energy threshold of the detector to be above the energy of 
most of the Compton scattered events such that mainly primary photopeak events are 
recorded. Poor energy resolution results in useful photopeak events being rejected and 
therefore a loss of sensitivity if a high energy threshold is set. The lower the energy 
threshold which is set however means that a greater fraction of the events registered by 
the detector will be scattered events and also random events, many of which arise from 
scattered coincidences.
Coincidence Timing
l
When two annihilation quanta simultaneously interact with opposing detectors, 
as a result of the statistical fluctuations in the light collection and the fluorescent decay 
time of the scintillations there will be a difference in the time at which each event is
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registered. The coincidence timing is a measure of this time interval. In order to detect 
true coincidences it is therefore necessary to set a coincidence time window which is 
larger than the time resolution of the detector system. In order to reduce the timing 
resolution of the detector system, the decision whether to accept or reject an incident 
event must be made from a few initial photoelectrons and not from the total 
photoelectron current produced from a single scintillation. This overcomes the 
problems of using scintillators with long decay times. An electronic circuit known as a 
constant fraction discriminator (CFD) is usually used to indicate the detection of an 
event by triggering at a particular fraction of photoelectrons irrespective of total pulse 
height This enables a decision to be made about the event well within the decay time of 
the scintillator. For example, with current BGO detector systems for PET, the timing 
resolutions are a few ns rather than a few hundreds of ns (Casey and Nutt, 1986, 
Digby et al, 1990, Holte et al, 1988, Yamashita et al, 1990a). There is an upper limit on 
the window width owing to the detection of random coincidences. Random events are 
by definition ones which are from unrelated annihilations. By increasing the time 
window, the probability of measuring a random event increases. The randoms rate is 
approximated by the following equation :
Ra = S1S2 2t
where Ra is the randoms rate, S 1 and S 2 are the singles rates on each detector and 2 i is 
the coincidence time window.
The coincidence time window must be chosen to minimize the randoms rate whilst 
maintaining efficiency for true coincidences. The window should be at least twice the 
timing resolution and is usually chosen as the FWTM value. In the older generation of
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is 4.5 ns and the FWTM value is 12 ns which is similar to previous detector designs 
(Casey and Nutt, 1986). The coincidence time window is set at 12 ns for tomographs 
employing these detectors.
Decay Time of Scintillator
After absorption of an incident photon’s energy, scintillation light is produced 
of which the intensity increases and then decays with specific time constants. With 
most inorganic scintillators these constants are characterized by single exponential 
values although occasionally, for example as with GSO, this is insufficient to describe 
correctly the scintillator behaviour. At high counting rates, the detector performance 
becomes heavily dependent on the intrinsic fluorescent decay time of the scintillator. 
For scintillators with relatively long decay constants, the PMT has to wait for a 
significant period to collect the total amount of light and the PMT output pulse has to be 
integrated for twice the decay constant value to enable position and energy decisions to 
be made (Thompson and Meyer, 1987). In this period the scintillator is unable to 
process the light from another event and this second count is lost because the detector 
becomes ‘dead’ for a particular time interval. As commercially available PMTs have 
electron transit times of 20-80 ns (Knoll, 1989c), the deadtime arises primarily from the 
scintillator-PMT light collection process.
In order to obtain true count rates from the source activity, corrections must be 
made for these deadtime losses. To facilitate these corrections two simplified models 
have been developed to describe the behaviour of detector systems (Knoll, 1989a). The 
first is a paralyzable model which assumes that if a second event occurs during the
integration time of the first, then the deadtime of the system for this period (t) is further 
increased by (x) after the occurence of this event and only one count is recorded. The
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other model, which is termed a nonparalyzable response, also assumes that the second 
event is lost but does not increase the deadtime from the first event which occurs.
Absorption
The extent of absorption of the full energy of the annihilation quantum in the 
crystal is dependant on the atomic number, Z, of the crystal. High Z materials absorb 
the gamma-ray energy more efficiently in a small volume as they have higher linear and 
mass attenuation coefficients and therefore the probability of interaction at a depth, x, in 
the crystal is higher :
probability, P = 1 - e -n* 
where (X is the photon linear attenuation coefficient 
For a single element of atomic number, Z 
|X = N (Ja = N Z(Je = p Ng(Te
where N is the number of atoms per unit volume, (Ja is the total cross-section for all 
interactions (Compton, Photoelectric, Rayleigh), Ng is the electron mass density, 0»e is 
the cross section per electron ((Ja/Z) and p is the density.
Thus the dependence of the interaction cross-section on the atomic number, 
density and attenuation coefficients can be seen.
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Two types of interaction events predominate with 511 keV gamma-rays in the 
detector; Compton (incoherent) scattering and photoelectric absorption. Photoelectric 
absorption is the process by which most or all the energy of the photon is absorbed by 
a bound electron (K, L or M shell). The kinetic energy of the electron, T, is :
T = ho0 -  Be
where hu0 is the energy of incident photon and Be is the binding energy of the inner 
shell electron.
The vacancy in the shell is filled by an electron by an electron from a higher 
energy state with an associated emission of characteristic x-rays or Auger electrons.
Cx~ c Zn 
hu03-5
where (JT is the photoelectric cross-section and c and n are constants
Compton scattering is the process by which the photon interacts with an atomic 
electron and its energy is only partially absorbed by the electron. The energy which is 
not transferred to the recoil electron is retained by the scattered photon. To conserve 
momentum the scattered photon has a different trajectory to the incident photon.
hi) = hu0
1+ a(l-cos0)
where ht) is the energy of scattered photon, ht)0 is the energy of incident photon, 
a  is htVnioC and 0 is the angle between incident and scattered photons.
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The probability of a Compton collision between a photon and a free electron at rest can 
be ascertained by the Klein-Nishina Formula (Hubble, 1969).
This expresses the differential Compton cross-section per unit solid angle as :
d a c
= 5.10 5. Tg [1+ k(l -co s 0)] . 1 + cos2 0 +
k2( l-c o s  6)2
dn 1 + k (l-co s  0)
expressed in units of [ (m2/electron)/steradian ]
where k is 1/X = h\)0/m0c2, X is the wavelength of incident photon and re is the 
classical electron radius in m.
Scattered photons, if detected, give rise to mispositioned events and degrade image 
contrast. For 511 keV photons the angular probability distribution for Compton 
scattering is maximum at low, forward scattering angles peaking at 35°. To maximize 
the probability of photoelectric absorption of the gamma-ray a high Z scintillator is 
required.
Photofraction
When the gamma ray interacts with the scintillator structure secondary radiation 
is produced. Compton scattered gamma-rays have slightly lower energies than the 
unscattered 511 keV gamma-ray as low angle, forward scattering predominates. In 
small scintillator volumes there is an increased probability that this secondary radiation 
will escape and be detected in another part of the scintillator which results in 
mispostioning of the event. If the first interaction is photoelectric, the incident radiation
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is, to a large extent, absorbed and the secondary radiation is low. The resulting 
characteristic x-ray is generally absorbed close to the interaction site. As explained 
above, a high Z scintillator will increase the proportion of photoelectric compared to 
Compton interactions. The photofraction is the number of events in the full-energy 
photopeak divided by the events in the total spectrum. The higher the fraction of 
Compton events recorded the lower the photofraction. This results in less ability to 
distinguish true unscattered gamma-rays from Compton events. As BGO has a higher 
photofraction than other scintillators owing to its higher Z (Table 2.1), it has the best 
sensitivity of the indicated scintillators to true coincidences compared to scattered 
coincidences.
Block Encoding Schemes
The spatial resolution of a PET system is primarily dependent on the physical 
size of a given scintillator or of its composite segments. The greater the stopping power 
of the detector, the higher the probability of absorbing the full energy of the photon in a 
small volume and the higher the localization ability of the detector and the positioning 
electronics. The detection efficiency also depends on the size but in a reciprocal way. 
The smaller the size, the lower the detection efficiency for scattered and unscattered 
gamma-rays but the better the intrinsic spatial resolution.
In order to achieve high spatial resolution PET detectors, one-to-one coupling 
schemes have been employed where individual crystals have been coupled to single 
PMTs. This arrangement results in spatial resolutions expected from the crystal size. In 
the Donner 600 tomograph the 600 BGO crystals were individually coupled to the 
PMTs in five different ways, to overcome the difficulties of crystal packing and to 
optimise light collection (Derenzo et al, 1988). This means that only a single ring of 
detectors is present. In the transaxial dimension the crystal had a width of 3 mm and
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detectors is present. In the transaxial dimension the crystal had a width of 3 mm and 
were coupled to 14 mm diameter phototubes. Owing to the coupling scheme and also 
detector motion which improved the radial sampling, the m axim um  reconstructed 
resolution was 2.9 mm FWHM and the energy resolution varied between 20-30%.
The small animal tomograph, with a 265 mm diameter, developed at the M R S, 
Japan utilized gridded PMTs to detect the scintillation light from a two BGO crystal 
system (Tomitani et al, 1985). The 13 mm square PMT was subdivided into two parts 
and each part viewed one crystal whose dimensions were 4 mm x 10 mm x 20 mm. 
The grid placed above the photocathode of the PM T controlled the photoelectron 
transport to half the PMT by producing negative pulses at the grid when an event was 
registered. This prevented electron transport on the grid side. Pulse discrim ination 
techniques were used to localize the scintillation event. A maximum spatial resolution of 
2.8 m m  FW HM  was estim ated at the centre of the FOV, w hich, apart from  
contributions of angular deviation and positron range, included a contribution of source 
spreading (2 mm).
Another design, incorporated into the Scanditronix PC2048-7W B tomograph, 
utilized crystals of both BGO and GSO on the same PM T (Holte et al, 1987). Each 
crystal, of dimensions 6 x 20 x 30 mm3 , was localized by discrimination between the 
decay times. The com bination of BGO/GSO, produced high count rate and low 
deadtime characteristics, although its detection sensitivity was lower, as expected, than 
a fully BGO-based system. The spatial resolution achieved was 5 mm at the centre of 
the FOV.
At present, the Donner 600 and the Chiba animal scanner are the systems which 
have attained the optim um  spatial resolution using a BGO scin tilla to r-PM T  
arrangement. However, whilst they demostrate that excellent spatial resolution can be 
achieved using these particular coupling schemes, they also highlight the drawbacks of 
such schemes. W ith the Donner 600, to overcome the limitation o f PM T size with
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respect to the crystal packing fraction, the PMT arrangement allows only one crystal 
ring. This restricts the axial FOV to 10 mm. So only small tissue volumes could be 
imaged. The Chiba machine also has an axial FOV of 10 mm. In addition to the FOV 
limitations, a large number of event discrimination circuits are required for this type of 
detector system. This extra circuitry, although allowing high data handling and 
consequently resulting in low system deadtime, adds considerably to the cost and 
complexity of the system.
To overcome the problems of packing fraction, limited FOV, cost and 
complexity, whilst maintaining adequate spatial resolution, a number of different block 
decoding schemes have been proposed and implemented. The general implementation is 
of a block of scintillator which has been cut into smaller segments and is coupled to a 
small number of PMTs. Positional information is obtained by using Anger logic 
decoding principles (Sorenson and Phelps, 1987). This arrangement maintains 
sensitivity axially and transaxially with a high packing fraction and the size of the 
crystal elements, which determines the spatial resolution, can allow spatial resolutions 
of 5 mm (FWHM) to be achieved in all axes. The main limitation of this detector 
readout implementation is that the scintillation light from each crystal is shared by more 
than one PMT. Due to both the finite number of scintillation photons produced per 
interaction and the method of subdividing the block and coupling many crystals to a 
few PMTs, the resultant low light output reduces the spatial and energy resolution of 
the detector and its timing capabilities compared with individual coupling schemes. 
Deadtime characteristics at high event rates are also poorer than single detector-PMT 
combinations because of the fewer number of independent data channels.
The approach of the Physics Research Laboratory at MGH, Boston was to 
utilize a rectangular arrangement of small crystals viewed through a cylindrical light 
guide by a hexagonal arrangement of PMTs (Burnham et al, 1983,1984,1985). The 4 
mm crystals were viewed by 20 mm diameter PMTs and analogue position sensing,
32
which compared the difference of PMT outputs, was used to identify the crystal of 
interaction by a maximum likelihood technique. The optimum image spatial resolution 
was 4.5 mm FWHM in the transaxial plane.
In the design of the more recently constructed neuro-PET scanner from 
Hamamatsu (Yamashita et al, 1990b), a multi-segment PMT was utilized to overcome 
the problem of PMT size while maintaining single crystal-PMT coupling. Four 
segments were housed in one glass envelope. There was a common anode, which was 
used for timing and energy discrimination, and the last dynode stage was separated into 
four parts to facilitate crystal indentification. Four BGO crystals each measuring 5 mm 
x 12 mm x 30 mm were coupled to the PMT. An energy resolution of 22.5 % FWHM 
and a coincidence timing resolution of 3.7 ns was obtained from this detector. Optimum 
image resolutions of 3.8 mm (without detector motion) and 5.3 mm FWHM were 
measured from the system in the transaxial and axial plane, respectively. This design 
also has the advantage over the Donner 600 and Chiba designs of having five detector 
rings axially, providing multiple image slices.
Apart from the MGH design, there have been other suggestions for group 
coupling schemes for PET detectors. Murayama et al (1982) suggested a coupling 
scheme of four rectangular BGO crystals, each measuring 15 mm x 24 mm x 24 mm. 
The crystals were coupled to two cylindrical PMTs of 29 mm diameter. By using 
reflective material between the outer and inner crystals and transparent adhesive 
between the inner crystals, scintillations in the four crystals provided a unique set of 
ratios of the two PMT outputs. If one of the outer crystals has a gamma-ray interaction 
a pulse is recorded from a single PMT. When scintillations arise from either of the inner 
two crystals both PMTs produce a pulse. The sum of the two signals is constant and 
independent of which crystal absorbs the photon and is used for the evaluation of the 
photon energy. By utilizing analogue sum and difference signals of the two PMT 
outputs the crystal of interaction was identified. An energy resolution of 25% was
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obtained for each crystal without full charge integration. A BGO-BGO coincidence 
timing resolution of 3.6 ns FWHM was achieved with a leading edge discriminator 
which provided a timing signal off the first few photoelectrons. The spatial resolution 
of the detector was measured as 15 mm FWHM, equivalent to the crystal size. The 
design was implemented in the twin ciystal-gridded PMT detector incorporated in the 
NIRS animal scanner.
A similar type of indentification procedure was suggested by Roney and 
Thompson (1984). The detector configuration consisted of four 4.5 mm wide, 30 mm 
deep BGO crystals coupled to a 24 mm square dual-cathode PMT. Tungsten septa 1mm 
thick were inserted between the crystals to prevent inter-crystal scatter and preserve 
spatial resolution. The crystals also had pointed front faces to increase the path length 
for non-normally incident photons. The optical cross-talk between the two channels of 
the PMT was found to exhibit position dependence. When an edge crystal was 
irradiated, less than 10% of 511 keV events interacting in the crystal and recorded give 
rise to events in the other PMT. With an inner crystal the value was over 90%. The 
cross-talk events were recorded in the energy range 50-350 keV. The position 
discrimination circuit utilized the cross-talk phenomenon by observing the signal in the 
one PMT if the minimum energy requirement was met by an event in other. An 
advantage of this design over the other decoding schemes is that sum and difference 
circuits were not required, resulting in simpler circuit design. The energy and timing 
resolutions were relatively poor, being measured at 30% and 10 ns FWHM, 
respectively.
The approaches of Murayama etal. and Roney and Thompson were combined 
in the block detector design suggested by Min et al (1987). The detector incorporated a 
4x4 array of BGO crystals, each 4.4 mm x 8.9 mm x 55 mm in size, coupled to two, 
dual-cathode PMTs. A reflector was present between the outer crystals and the inner 
crystals were optically coupled.
34
The first ‘block’ detector design from CTI PET Systems, Inc., developed the 
previous work with the inclusion of a slotted light guide (Casey and Nutt, 1986). The 
detector was a 8 x 4 array of BGO crystals which measured 13.5 mm x 5.6 mm x 30 
mm deep. Between the BGO matrix and the four PMTs was a lucite light guide which 
contained slots of varying depth to weight the distribution of the light collection across 
the face of the PMTs. Analogue discrimination was used to determine the energy and 
position of the incident events. The spatial resolution of the detector was 3.8 mm 
FW HM  and the timing resolution 4.1 ns FWHM. Other, similar designs have been 
suggested and implemented in commercial PET scanners utilising light guides to control 
the light to the PMTs (Eriksson et al, 1986, Holte et al, 1988). A disadvantage of the 
light guide is the slight loss in the scintillation light transferred from the crystal to the 
PM T resulting in poorer energy and timing resolution. W ith the im provem ents in 
m anufacturing and cutting of the BGO crystals, the CTI block was able to be 
segm ented to produce crystals with slots of varying depths w hich are filled with 
reflective material. The cuts within the BGO act as internal light guides which can 
control the light distribution without the need for a light guide. This design has been 
utilized in all subsequent CTI block detector implementations.
Current, commercial high resolution block detectors such as incorporated in the 
CTI/Siemens HR and the GE Advance PET Systems have refined the techniques of 
cutting the BGO, coupling the crystals to the PM Ts and achieving high detector 
performance, in terms of spatial resolution and sensitivity, for a reasonable cost (Tomai 
et al, 1994).
The block detector has been utilized in the majority of PET scanners because it 
has been considered as the best compromise between the opposing requirem ents of 
spatial resolution without loss of sensitivity with the added constraint of cost. The 
primary disadvantage is that spatial resolution is limited by the statistical fluctuations in 
the Ught collection and the crystal width.
Position-Sensitive Detectors
To overcome the limitations of light sharing in the block detector design whilst 
maintaining the advantages, research has also focused into the use of position-sensitive 
detectors. These detectors either consist of large area crystals with many PMTs or more 
usually a crystal block coupled to a position-sensitive (PS) PMT.
Hamamatsu developed a PSPMT which was 75 mm in diameter and contained 
cross-wire anodes (Kume et al, 1986, Uchida et al, 1986). These allowed the position 
of the interaction event to be determined by the principle of charge division in the two 
directions. A design of a BGO PSPMT detector with a 5 x 5 array of crystals 
measuring 5 mm x 5mm x 20 mm gave a spatial resolution of 3.2 mm FWHM and a 
timing resolution of 6 ns. Each crystal had an energy resolution of 20-25% and the 
detector module an overall resolution of 38%. The main disadvantage of this detector 
design was the cylindrical shape of the PMT which prevented close packing of the 
crystals and the large detector surface area it viewed which limited the count rate 
characteristics. Hamamatsu have since designed and built rectangular BGO-PSPMT 
detectors (Yamashita et al., 1990a) and one of these has been utilized in a commercial 
small animal PET system (Watanabe et al, 1992). It was composed of discrete 1.7 mm 
crystals which resulted in better than 2 mm FWHM intrinsic spatial resolution. The 
detector was adopted in the animal scanner where the resultant spatial resolution was
3.0 mm FWHM. This value was lower than the crystal width owing to inter-crystal 
scattering. The thinner crystals reduce the probability of a photoelectric event as the first 
interaction and increase the probability of Compton scattering into a neighbouring 
crystal. The cross-wire anode in the PMT limits the count rate capabilities of the system 
and development is continuing into multi-anode PMTs which will provide independent 
channels within the PMT and hence reduce deadtime. This, however, obviously adds to 
the cost and complexity.
36
The PENN-PET scanner (Karp et al, 1990) utilized six, large area Nal(Tl) 
detectors in a hexagonal arrangement. Each detector was 500 x 150 x 250 mm 
rectangular scintillator with a 125 mm glass light guide viewed by thirty 50 mm square 
PMTs. Position estimation is performed by a centroid calculation which utilizes 
information from all 30 PMTs. As the use of the large area detector reduces the count 
rate capabilities of the system, the Nal(Tl) light decay was clipped to 120 ns, the pulse 
integration times were shortened to 160-240 ns and the centroid calculation was able to 
be performed using only 10 PMTs instead of all 30. The spatial resolution of the 
system was 5.5 mm FWHM and the count rate characteristics were optimized by the 
techniques described above. The positioning capabilities near the edge of the detectors 
were, however reduced, and the effective transaxial and axial FOV were not the full 
extent of the detector. Improving the positioning response at the edges has been 
investigated (Freifelder et al, 1991) although a continuous single crystal ring detector, 
which will remove the problem of edge effects,was designed and built and is being 
evaluated (Freifelder et al, 1994).
Scintillator-Photodiode Detectors
The use of solid-state photodiodes with scintillators for determining the crystal 
of interaction has been suggested as an approach which does not require the scintillation 
light to be shared by a number of PMTs or collected by a PSPMT in order to estimate 
the event position. Photodiodes also have the added advantage of being small in 
comparison to PMTs, allowing very thin, closely packed crystals to be used in the 
detector. This design allows the inherent spatial resolution expected from the crystal 
size to be recovered and removes deadtime effects caused by the need for pulse 
integration. A number of different types of photodiode have been investigated as
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alternatives to the more conventional PMT approaches.
Silicon photodiodes have been utilized (Derenzo et al, 1983, Derenzo, 1984) 
but their photoelectron current yield was very low, requiring a pre-amplification stage 
to increase the gain. Also, optimum operation of the photodiode in terms of thermal 
noise was only achieved at low temperatures, typically -100 to -150 °C. The detector 
unit therefore required some form of cooling. As a result of the low photoelectron 
current from the photodiode, energy and coincidence timing decisions needed to be 
performed using a PMT and the crystal of interaction was determined with the 
photodiode. The energy resolution of a cooled photodiode investigated at -150 °C with 
a charge preamplifier was 10% FWHM for 511keV (Derenzo, 1984). This value was 
increased to 30% FWHM when the diodes shared the scintillation light with PMTs and 
the temperature increased to -76 °C. Using 3 mm wide BGO crystals, the photodiodes 
had 2 mm FWHM spatial resolution with a detection threshold above 400 keV.
Another type of solid-state detector, a mercuric iodide (Hglz) photodetector was 
proposed by Barton et al (1983) as a potential alternative to silicon photodiodes. Its 
photoresponse was well matched with the spectral distribution of BGO and a good 
value for energy resolution (24%) was obtained. The timing resolution however was 
poor at 105 ns. By improving the light transport and quantum efficiency this value was 
predicted to be improved by a factor of two. This, however, was still too low for a 
practical detector implementation and a PMT was suggested to perform the timing. A 
detector with GSO instead of BGO and HgI^ was proposed by Dahlbom et al (1985) 
which had similar characteristics to the HgI^-BGO detector with slightly improved 
timing and energy resolution resulting from the higher light collection. The main 
advantage of Hgl% over silicon is its lower thermal noise at room temperature which 
means that the detector does not have to be cooled, but refined fabrication techniques 
for Hgl2 have not been developed.
Avalanche photodiodes (APD) have been considered as alternatives to standard
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silicon photodiodes. They exhibit the characterisitic that from the creation of electron- 
hole pairs, secondary charge carriers are produced by impact ionisation (Dahlbom, 
1987). Thus an in-built gain exists in this type of photodiode and a signal can be 
measured at room temperature. This property avoids the necessity for cooling and pre­
amplification. Although the quantum efficiency of an APD is large compared to a PMT 
cathode (65 % to 20%) (Derenzo, 1984, Dahlbom, 1987), the PM Ts gain is a factor 
105 higher than the APD and so the timing decisions can be made from the first 
photoelectron. The low gain means that the timing resolution of commercially available 
BGO-APDs, of 15-23 ns FWHM (Lightstone et al, 1986), is lower than that of a BGO- 
PMT combination. Improvements in the gain can be made to some extent by cooling the 
detector. Owing to the low gain the energy resolution of such a device, approximately 
30% at 22 °C, is poorer than with a PMT coupled to a scintillator.
Together with the high intrinsic spatial resolution capabilities of such a detector 
implementation, Compton scattered photons can be discriminated without degrading the 
spatial resolution. Monte Carlo calculations from Derenzo (1984) indicated that forward 
Compton scattered photons could be included in the photopeak, increasing the 
efficiency from 59 to 66% without an appreciable loss in spatial resolution. His study 
found that when two crystals are determined to have had interactions, the one with 
<170 keV, or a non-backscattered photon, is nearly always the first crystal of 
interaction.
A small diameter positron tomograph incorporating the detector module 
described by Lightstone et al (1986) has been developed at the University of 
Sherbrooke, Quebec, Canada (Lecomte et al, 1990,1994). The detector unit consists of 
two BGO crystals, each measuring 3 x 5 x 20 mm3 and coupled to two silicon APDs. 
This sealed unit was utilized in an array of 32 modules in order to simulate a fiill ring 
with a 310 mm diameter. Axially, two arrays are present which produce 3 image 
planes. The reconstructed spatial resolution at the centre with this simulator system was
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2.1 mm FWHM. The coincidence window used in the system was 50 ns owing to the 
timing resolution of 15 ns FWHM. Thus a possible limitation of a system with these 
detectors may well be the recorded randoms rate, although single channel deadtime will 
be minimal.
During the last decade many improvements have been made in reducing the 
thermal noise effects in silicon photodiodes and this has stimulated continuing research 
into their use in PET. Moses et al (1993) have characterized the performance of a PET 
module with the latest generation of silicon photodiodes, a small array of BGO crystals 
and a PMT. The reduction in the dark current in the silicon photodiodes has been by a 
factor of 100 so that room temperature operation is now practically possible. 
Preliminary results from an array of 3 mm square, 30 mm long BGO crystals indicate 
that the probability of correctly identifying the crystal of interaction is greater than 80%. 
Although the signal to noise ratio of the photodiodes was not quite low enough to 
prevent incorrect indentification due to the noise, further developments are being made 
in this area. Evidently, some form of cooling could also be used. Whilst improving the 
light output and reducing noise, cooling also increases the decay time of the scintillator 
(Melcher et al, 1985) and increases the complexity as has been stated.
It can be seen from the last example that great progress has been made over the 
last few years in the area of photodiodes in PET. But there are still problems that need 
to be overcome to make a PET system based on these detectors cost-effective.
Multi-Wire Chambers
As an alternative to the many crystal-detector approaches which have been 
suggested and adopted in PET systems, multi-wire chambers have and are being 
developed to provide high spatial resolution detection of annihilation radiation.
The main principle of the chamber is that the y-ray photon energy is converted
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to a photoelectron by a suitable material and the photoelectron then ionizes a gas. This 
ionisation is detected by measuring the charge derived along a wire chamber. The 
choice of the converter material is governed by the energy of the radiation which is to 
be measured, the desired spatial resolution and efficiency. Higher energy photons result 
in a reduction in the photoelectric cross-section for interaction, reducing efficiency and 
increasing photoelectron range, worsening spatial resolution. A lead converter is 
usually used (Charpak, 1978) which, owing to its high density (~ 6000 kg.m-3), has a 
high probability for photoelectric interaction as well as limiting the photoelectron range. 
By constructing a matrix of lead with the gas in the spaces between, the probability of 
escape of the photoelectron into the gas can be greatly increased. Inert gases are used as 
electric fields can be applied to drift the photoelectrons to the wire detection stage. The 
choice of gas determines the drift velocity and thus the timing properties. The spatial 
resolution of the system is primarily determined by the photocathode hole size and 
spacing and the pitch of the wires and can be as high as 2 mm. However, at this 
resolution, positron range and non-collinearity become significant and the parallax error 
due to obliquely incident photons becomes important. Reducing the thickness of the 
converter stage will reduce this effect but also reduces efficiency.
The cost of such a detection system is very low for large area detectors (> 200 
mm square) as compared to the use of crystal scintillators. However the conversion 
efficiency in the gas is low, less than 10%, and the overall sensitivity is low for the 
large volume that can be scanned. The HIDAC camera of Jeavons et al (1983) had an 
efficiency of 7.5% at 0.5 MeV, utilising two layers of converter in each 300 x 300 x 6 
mm3 chamber. This efficiency was to be increased by the use of 8 converter planes, 
thereby increasing the singles efficiency to a projected 20%. The HIDAC camera at 
Geneva (Townsend et al, 1987) had a singles efficiency of 12% for 310 x 310 mm 2 
detectors at a 0.65 m separation. This is equivalent to a maximum coincidence 
efficiency of 1.4%. This value however, does not take into account those events which
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are rejected for falling below the energy threshold and owing to the angular constraints 
for the 3D reconstruction, as well as random, scattered and multiple events. The 
coincidence window of 40 ns is over 3 times larger than for current BGO systems, 
increasing the fraction of randoms measured for each coincidence event. At a 
coincidence rate of 8000 cps the randoms rate was 50%. The intrinsic spatial resolution 
of the system was excellent at 1.5 mm, although in practical applications this limit was 
never realized due to poor image quality. HISPET (Del Guerra et al, 1983, Bellazzini et 
al, 1984) was similar in design to the HIDAC camera and consisted of six drift space 
modules made of lead glass. Each 0.45 x 0.45 m2 module had two MWPC with two 10 
mm converters. The coincidence efficiency of the system was 2.2% and the timing 
resolution was 100 ns with the 10 mm converters. Although the performance of the 
drift space chambers was poor in terms of their overall efficiency for annihilation 
radiation detection, they offered the potential for discrimination of the Compton 
scattered radiation as the chamber had lower detection efficiency for lower energy 
photons. However, the chambers had no energy resolution as such as there was no 
relation between the energy absorbed by the converter and the pulse height measured 
from the wire chamber.
An alternative to the drift space chamber is to use a sandwich of converters. 
Stacking the photocathode converter planes increases the efficiency. Bateman et al 
(1980) described the operation of a MWPC with 20 x (300 x 300) mm2 sections of 125
Jim lead foil interleaved with 20 pm gold-plated tungsten wires with 2.5 mm spacing.
The photocathode planes which were 104 mm deep in total, also acted as a 2D inductive 
readout and the wires amplified the signal. The quantum efficiency of the MWPC was 
-11% using isobutane gas and the spatial resolution was 6 mm FWHM. The timing x 
resolution was 20 ns using constant fraction discrimination and this facilitated a 
coincidence window of 40 ns.
42
More recently in the last few years, there have been efforts to improve on the 
efficiency of the MWPC for annihilation radiation detection whilst maintaining its high 
intrinsic spatial resolution capabilities and low cost readout. The research has centred 
on the use of crystal scintillators with photosensitive wire chambers (Anderson et al, 
1984, Charpak et al, 1989, Suckling et al, 1991, Tavernier et al, 1992). The
scintillation light emitted from the crystal as the result of a y-ray interaction causes
ionisation in the low pressure gas vapour and is then detected by the wire chamber. 
These detector systems have utilized BaFi as the crystal scintillator and tetrakis 
dimethylamino ethylene (TMAE) gas at low pressure. BaF2  has two decay 
components, the fast component having a decay time of 800 ps at 210 nm and the 
TMAE is not photosensitive to the slow component. Although only a small number of 
photoelectrons are produced from this process (5-7), the photoionisation current can be 
amplified by the use of high electric field gradients up to the order of 106 (Charpak et 
al, 1989), which means that conventional timing techniques can be used to improve on 
the timing performance of the lead converter/MWPC design.
Relatively good timing and spatial resolution characteristics have been achieved 
with the prototype designs. The prototype device developed as a collaboration between 
the Rutherford Appelton Laboratory, The Institute of Cancer Research and the Royal 
Marsden Hospital, UK produced 8 mm FWHM with 50 x 50 x 8 mm3 crystals and 12 
ns timing resolution. The full system is being developed with large, BaF^ detectors of 
100mm x 100mm2. The design of Charpak et al (1987), had 5x5x50 mm3 crystals and 
obtained a performance of 5.5 mm and 10 ns. Tavernier et al (1992) have obtained 
resolutions of 3.25 mm and 30 ns. As the quantum efficiency of the photoionisation 
process is low (~ 7%) and thus the number of photoelectrons produced, ~ 5 per 511 
keV event, is small, the energy resolution is poor (~ 60%). Therefore no energy 
discrimination can be employed to reject scatter events, although the detection efficiency
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increases linearly with increasing energy (Charpak et al, 1989) and is higher for true, 
unscattered events. The proposed small diameter design of Tavernier et al. has a 
chamber detection efficiency of 37 % with no energy threshold set for 511 keV, with 
BaF2 crystals in a 200 mm diameter ring and a 60 mm axial extent.
Plastic Scintillators
Although the overwhelming number of scintillator approaches for PET have 
focussed on high Z materials such as BGO and Nal(Tl), one group has investigated the 
possibility of using a low Z material to detect the annihilation photons. McIntyre et al 
(1986) used 2.4 mm wide, plastic scintillator detectors to provide a high spatial 
resolution capability. Plastic scintillators have the advantage over most crystal 
scintillators of very short decay times (~ 2.4 ns). To couple the scintillation light from 
the plastic detector to PMTs, small, 1 mm diameter optical fibres were used. The depth 
of the low Z plastic required for good 511 keV efficiency (~ 80 %) was 160 mm.The 
large depth necessitated knowledge of radial event information as well as axial and 
angular position. This was achieved by subdividing the radial depth into concentric 
rings of 10 mm each. By grouping the detectors, a relatively small number of PMTs 
could be used (32 PMTs for 256 detectors in a quadrant, 288 for an 8 ring tomograph 
with 8192 detectors). In terms of cost and complexity this approach seems favourable 
when compared to the multi-ring high Z designs, but there are practical problems of 
light collection from the optical fibres.
Another use of plastic scintillators has been suggested by the MGH group. 
Burnham et al (1990) have reported the development of a 2D system with a fine array 
of plastic scintillator fibres. The detection principle differs from the approach of 
McIntyre et al. in that the interaction site is deduced from the scintillation light of the 
Compton electron and not the photoelectron. The ability of the low Z material to
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discriminate against multiple Compton interactions allows high spatial resolution (1.5 
mm) to be achieved. The experiments were performed with an array of 2 mm fibres 
coupled to a PSPMT. Simulations of different detector designs indicated that high 
photon interaction fractions could be achieved (-86%) and a high proportion of single 
interactions would occur with a small depth as the range of the Compton electron is 
small. The depth of interaction has to be measured and presently only 2D localization is 
possible.
Chaney et al (1992) used stacks of thin, 0.5 and 1.0 mm diameter, polystyrene 
scintillators in an 2D array of fibres coupled to a PSPMT with a timing resolution of 10 
ns. Two arrays were investigated; one with dimensions of 50 x 50 x 25 mm3 and 
parallel fibres, the other of 50 x 50 x 50 mm3 with alternate, orthogonal planes of 
fibres. A spatial resolution of 2 mm FWHM was obtained with both arrays and a 
maximum efficiency of 2.3% with the parallel fibre modules at 200 mm separation. The 
work has encouraged the design of a PET scanner based on these scintillator arrays.
Determination of Depth of Interaction (DOI)
An ideal detector system for PET should be able to provide high spatial 
resolution not only at the centre of the ring but also maintain it across the whole FOV.
Due to the parallax or penetration effect from y-rays which result from off-centre
annihilations, the point spread function (PSF) widens and becomes distorted (Fig. 
2.1).
The first suggestions for the reduction of this distortion effect were to reduce 
the length of the crystal scintillator. Although this lessens the effect, the sensitivity also 
decreases and this can only be compensated by reducing the ring diameter which 
worsens the effect. This method also increases the relative proportion of forward
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Compton scattered photons being detected which compensate for the radial blurring. 
Increasing the ring diameter also reduces the penetration effect but again at the cost of 
reduced sensitivity and increased cost.
In a ring PET system, the PSF becomes distorted with increasing radial position (R), going from the 
centre (1), to the edge of the FOV (2). This is due to the tilt of the detector face relative to the incidence 
angle of the photon. As the tilt increases towards the edge, the photons penetrate into crystals nearer to 
the centre of the FOV. As no DOI information is gained from the detector, the position is localized to 
the front face of the detector which has recorded the event.
Introducing septa between the crystals (Keller and Lupton, 1983, Tomitani, 
1985) results in the same advantages and disadvantages mentioned above.
A wedge-shaped BGO crystal was proposed by Cho et al (1984) which 
overcame the photon penetration through crystals by having an increased absorption 
length due to the wedge sections. This also facilitated an increase in detection 
efficiency. The study was a simulation and to date, no wedge-shaped crystals have 
been constructed and implemented in a tomograph, probably due to the difficulties with
Fig. 2.1
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cutting the crystals and their cost.
The approach of Carrier et al (1988) was to utilize a BGO/GSO combination 
layer to determine the depth position by pulse shape discrimination between the decay 
times of the two different scintillators. The knowledge of the depth of interaction not 
only made the spatial resolution more uniform, but also allowed the tilted configuration 
suggested by Derenzo (1984) to be used, which resulted in continuous linear sampling 
to be achieved with a stationary ring. However, the use of equal depths of BGO and 
GSO meant an asymmetrical efficiency was produced and the sampling pattern had to 
be weighted statistically.
A temperature gradient has been used (Karp and Daube-Witherspoon, 1987) to 
determine the depth of interaction by the change in the decay constant along the crystal. 
Practically, this technique has limited potential in a conventional PET system due to the 
complexity of applying and maintaining the temperature gradient
Hamamatsu (Yamashita et al, 1990a) in their initial designs for their small 
animal PET, investigated the capabilities of a comb-slit BGO detector with a PSPMT. 
This detector had 3.5 mm segments and slits which ran along half the depth of the 
detector. The slits in each half were offset by half the detector width (i.e. 1.75 mm). 
This design meant that the light distribution was shifted in position if the scintillation 
light was produced in the upper or lower half of the detector. One-bit depth information 
could then be obtained. Due to wider crystals this detector had a poorer intrinsic spatial 
resolution than the other detector studied for photons at normal incidence, but its 
resolution was much more uniform with non-normally incident photons than the other 
detector. The other detector however was adopted as the detector in the PET system, 
probably because it was easier and cheaper to manufacture.
Wong (1986) has suggested the use of a multi-strata system, similar in principle 
to that of Carrier et al (1988), except that a three layer design was proposed. Both a 
multi-scintillator (BGO/GSO/BaFa) and a triple BGO layer were investigated in a
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staggered ring concept which achieved uniform radial sampling. The detector design 
accounted for the exponential nature of the attenuation of the photon in the scintillator, 
and so each layer’s depth was chosen to record the same number of counts.The 
simulations indicated that for a 400 mm ring diameter with the triple scintillator 
combination,the spatial resolution degraded from 3 to 4 mm at 140 mm radius, instead 
of 7 mm with the conventional design. The construction of the detector was discussed 
and seen to be complex in terms of the coupling to readout devices such as PMTs or 
APDs. With PMT coupling, only two detector rings and thus 3 image planes were 
allowed and this is an obvious limitation if a large axial extent is required to be scanned 
with good axial resolution.
Following the work of Shimizu et al (1988) which showed that the light output 
of a crystal along a crystal could be altered by roughening or grinding the polished 
crystal surface, Bartzakos and Thompson (1991) used a BGO crystal divided into two 
with a painted band two-thirds along the crystal. When photons interacted with the 
front third, a PMT correctly identified the position of interaction along the crystal. 
When the photons interacted in the rear two-thirds, the scintillation light had to reach 
the position PMT by total internal reflection. As the BGO-paint refractive index ratio is 
lower than that for BGO-air, the range of incident angles is small and some of the light 
photons are absorbed. Their results indicate that for a 30 x 100 x 300 mm3 BGO crystal 
the position PMT had a relatively binary response to the position of the interacting ray, 
while the energy response of the other PMT used was constant. They proposed a 
similar system to Carrier et al (1988), with the tilted geometry transaxially and axially to 
improve the sampling. Light guides were to be used to transfer the scintillation light 
from rows of crystals to a DOI PMT while a PMT coupled to the rear of the crystal 
would determine the energy/crystal of interaction. This design also suggests 
possibilities for utilising APDs instead of the DOI PMT. The technique could also be 
utilized with existing block detector designs which would offer a cost-effective means
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for determining DOI with commercially available detectors.
Moses et al. (1990, 1991) and used parallax data obtained from Monte Carlo 
simulation to improve the radial spatial resolution on the Donner-600 tomograph. Their 
initial algorithm measured the interaction points in the crystals for sources at different 
radial distances from the centre. The DOI resolution was modelled as a Gaussian 
function'along the crystal. With a high DOI resolution (3 mm), the radial penetration 
effect was removed for all radial distances. However, with poorer DOI resolution (9 
mm and over), the LSF was degraded to the same value as when no DOI information 
was utilized. This algorithm was modified to include a probability that the interaction 
point in the crystal was also the most likely measured point of interaction which 
removed the degradation of resolution with low DOI resolutions.
Dahlbom (1987) implemented a correction for the penetration effect based on 
the measurement of the LSFs at different radial positions. The centre of mass was 
calculated for each LSF which indicated the radial mispositioning and these data were 
utilized in a fitted function which described the variation in mispositioning and used to 
correct the acquired data.
For the PENN-PET scanner described previously (Karp et al, 1990), the use of 
the large area NaI(Tl) detectors significantly reduces the radial blurring in the LSFs and 
the resolution uniformity across the transaxial FOV is far better than that of a ring 
system.
Currently, as the dimensions of detector elements and thus the spatial 
resolutions in PET systems approach the physical constraints as determined by the non- 
collineaiity and positron range, the distortion of the PSF due to detector penetration has 
become the primary obstacle to uniform, high spatial resolution PET.
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CHAPTER THREE 
Planar Studies with the 
Dual Probe Block Detector System
50
In order to explore the potential of using commercial, high resolution PET
detectors in a small diameter tomograph, a series of studies were performed with a 
simple, low cost detector system incorporating a high resolution block detector. The 
dual probe detector system was developed and constructed by CTI PET Systems, Inc, 
Knoxville, TN, USA. The aim of the experiments was to utilize the detectors at a 
separation of 100 mm to observe their physical performance with this unique geometry. 
These measurements enabled the system to be then utilized for biological studies with 
the aim of assessing its performance with respect to the measurement of regional tissue 
tracer kinetics, in the rat brain and also the human radial artery.
Detectors
The probe detector system incorporated two CTI/Siemens multicrystal block 
detectors. This block design was originally developed and implemented by CTI in 
commercial scanners (Casey and Nutt, 1986, Spinks et al, 1988) and has since 
provided the design philosophy for subsequent generations of CTI PET detectors. The 
probe detector blocks were subsequently utilized in a large diameter animal tomograph, 
the ECAT 713 (Cutler et al, 1992). Each detector was a 8x6 segmented array of BGO 
crystals which measure 6.25 x 3.5 x 30 mm3. The BGO matrix contained saw cuts of 
varying depths such that the scintillation light distribution from the crystals was 
controlled by the cuts which contained reflective material and acted as internal light 
guides.
Each block was coupled to two Hamamatsu, dual photocathode PMTs (R1548) 
which were bonded to the back surface of the block. Thus each block had 4 PMT 
outputs which were used to determine the position and energy of the incident 
annihilation radiation (Fig. 3.1).
The BGO block and attached PMTs were housed in a wedge-shaped aluminium
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can which was covered by a silicon rubber compound on its front surface to prevent 
spurious scintillations from the ambient light and also acted as a shock absorber.
Each of the block’s four individual PMT outputs was connected to a distribution 
box, mounted with the detector can on a perspex platform, which fed the output signals 
via standard cabling to a cabinet containing the front-end detector electronics, 
coincidence processor and power supplies.
Fig. 3.1
The CTI BGO 8x6 Block Detector. The BGO crystal matrix is shown with cuts o f varying depths 
which enable position discrimination by Anger-type logic. Dual-cathode PMTs are bonded to the rear of 
the block, which cover the four quadrants of the block. The dotted line indicates the internal division of  
one PMT envelope into two channels (After Digby et al, 1990).
Detector Arrangement
The two opposing detector blocks and their respective distribution boxes were 
mounted on perspex platforms which could move along the line perpendicular to the 
two detector faces. The motion was by means of a perspex rail track into which the 
perspex platforms slotted and also prevented any significant lateral movement of the
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detectors. Fine lateral adjustm ent was also possible to correctly align the pair of 
detectors. The minimum allowable distance between the two detector faces was with the 
front surfaces touching and the maximum distance which was practically achievable, 
due to cable lengths, along the rail track was approximately 420 mm (Fig. 3.2). The 
detector separation for all studies was fixed at 100 mm.
Fig. 3.2
The CTI probe detector system. The two 8x6 BGO block detectors are placed on a sliding track to 
provide variable detector separation. The ‘bucket’ electronics together with the coincidence processor are 
housed in a cabinet which receives the output from the block PMTs via 1.0 m cables. Communication  
and data transfer are performed via a serial line between the electronics and the controlling PC (not 
shown), which operates at 9600 baud.
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Bucket Detector Electronics
Standard CTI detector electronics were utilized to process the PMT signals from 
the blocks. As the two blocks were required to be in coincidence, one detector 
electronics module termed a ‘bucket’, was required for each block. A more detailed 
description of the detector processing electronics is given in Chapter 5.
Coincidence Processor
The coincidence processor polled the bucket electronics in 256 ns cycles, to 
determine the occurrence of valid event data, by checking if a flag bit had been set. The 
processor classified bucket event data as ‘prompts’, if the timing marks from two 
events fell within a 12 ns coincidence time window, or ‘delayeds’ if they fell within a 
delayed 128 ns window. The events in the delayed window were used to correct for 
random coincidences in the 12 ns window by on line subtraction during the 256 ns 
clock cycles of the processor. The software did not include the ability to record the 
randoms rates on line.
Up to four coincidence data acquisition modes could be stored in PROMs on the 
coincidence processor board and could be selected in software. Three of these modes, 
‘one, three and 8-nearest neighbours (NN)’ produced a 2D, planar image of the 
radioactivity distribution between the two detectors. The image consisted of a 15x11 
matrix which was formed at the central plane between the two detectors. Each picture 
element (pixel) was formed from a number of coincidence lines-of-response (LOR) 
between either directly opposing crystals or crystals that are offset. Fig. 3.3 illustrates 
the LOR acquired in the 3-NN coincidence mode for the two axes of the block. The 
fourth mode, ‘all coincidences’, recorded all 2304 (482) possible LOR, between the 
crystals but did not map the LOR into the 2D matrix, storing the number of counts for
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each individual LOR. A random access memory (RAM) block was utilized to store the 
histogrammed coincidence data, either from the 2D image or the ‘raw’ LOR data.
Image Plane
_____________  I ______________
Plan View
Fig. 3.3
Depiction of the LOR from which data were collected in the 2D, 3-NN acquisition mode. Also shown 
is the central plane on which the image was formed.
Communication and Computer Control
The overall control of the probe detector system was by a XT model personal 
computer (PC). Communication and data transfer between the PC and the bucket 
electronics and coincidence processor were via a RS232 serial link operating at 9600 
bits/s. With software programmes written in a version of the C computer language 
(Quick C) for the PC, block setup and diagnostics, system normalization and data 
acquisition could be performed.
Coincidence data, after acquisition, were uploaded from the histogrammed 
memory and stored on the PC’s hard disk. The time taken to transfer across the serial
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link was dependent on the number of LOR which the data were acquired from, but was 
typically less than 0.5 s for the 165 pixel 2D image and approximately 4 s for the 
individual LOR data. The minimum acquisition scan time for the 2D image was 1 s 
because of the additional time taken to write the data file to the hard disk. This allowed 
sequential dynamic frames to be acquired for the 2D image matrix but not for the 
individual LOR data.
Block Setup Procedure
The block setup procedure enabled variations in the PMT gain and non- 
uniformities in light collection and photocathode sensitivity to be adjusted for in part 
whilst determining the digitized crystal boundaries, crystal spectra, the FWHM of the 
spectra and other parameters such as position count profiles.
The block setup was accomplished by placing a plane source of radioactivity 
midway between the two detectors, of a low enough activity to cause no significant 
detector deadtime (less than 15%). The first stage of the setup balanced the gains of the 
PMTs in each block to produce equivalent counts from the PMTs. The subsequent 
stages, after initially estimating the time required to gather enough statistics to ensure 
precise determination of the parameters, evaluated the parameters mentioned above and 
stored the results in the electrically erasable PROM firmware as well as forming the 
position/energy lookup tables. With a 0.74 MBq 68Ge plane source, measuring 55 x 26 
x 9 mm3, detector setup took approximately 40 min for a detector separation of 100 
mm.
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Deadtime
The deadtime for each block was evaluated by estimating the singles rate that was 
actually incident on the detector from that which is recorded (Moyers, 1990). Gated 
counters and divider circuitry accumulate the number (n) and the duration of the 
intervals (tevent -to) between which times the bucket processing electronics were dead. 
The output of another counter provides the corrected singles rate for the block.
Counter output value, X = n = 1
n(tevent "to) (tevent "to)
where X is the corrected singles rate for the block (s-i).
The singles rates were polled by the bucket microcomputer and accessed by the PC via 
the serial link every 2 s and the uncorrected and corrected singles were updated at this 
rate.
Normalization
To correct for the inherent variations in detector efficiencies and uniformities 
across block detectors, normalization was performed with the 0.74 MBq 68Ge plane 
source. After setup, there could be up to a 50 % variation in the crystal sensitivity, 
between the inner and outer crystals due to inter-crystal scatter and the coupling of the 
crystals to the PMTs.
A normalization scan was acquired with the plane source at the central image 
plane for 30 min to produce an adequate statistics scan (minimum pixel count of -2000 
with 8-NN). This scan indicated the efficiency variation of the crystals in the final 2D 
image. Normalization coefficients were derived from the scan by taking the mean value 
over all pixels and then dividing this mean by each pixel value to produce coefficients
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for each of the 165 pixels in the 2D image from the 1, 3 or 8-NN acquisition modes.
Normalization of the different sensitivities of the image pixels due to different 
numbers of LOR forming them was performed by division by the appropriate values in 
the software.
PHYSICAL PERFORMANCE 
Spatial Resolution
The spatial resolution of the probe sytem along both axes in the 2D image was 
measured using a thin plastic cannula (2.0 mm outer diameter, 1.0 mm inner diameter 
and 90 mm in length) filled with 18F in water. The line source was initially placed at the 
central image plane level with the midline along both axes and then level with an edge. 
The line source was then displaced by 10 and 20 mm towards one of the blocks. The 
line source was scanned in all of these positions using the 250-850 keV energy window 
for the 1, 3 and 8-NN acquisition modes.
The spatial resolutions in the two axes of the block for the 2D coincidence 
modes are summarized in Table 3.1. The resolution generally degrades slightly with 
increasing numbers of LOR incorporated into the 2D image and degrades more rapidly 
with displacement of the line source away from the centre of the FOV. There is as much 
as a 100 % change in FWHM from the 1-NN value for the long axis at the image plane 
to the 8-NN value at a displacement of 20 mm. The FWHM/FWTM ratios are generally 
lower than that expected for a Gaussian distribution (0.56), except with increasing 
numbers of LOR and displacement from the centre.
The optimum resolution is 3.6 mm FWHM in the short (6 crystal) axis and 4.5 
mm in the long (8 crystal) axis. The resolution at the upper edges of the block is 
apparently more uniform in the short axis of the block for the different modes than the 
long axis, at the image plane.
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Detector Axis Level of Line Configuration Distance from centre of FOV (mm) 
(Crystals) Source ‘ -NN’ 0 10 20
8 middle 1 4.5Z9.9 4.5/10.6 6.1/11.3
(0.46) (0.43) (0.54)
“ 3 4.8/10.7 5.9/11.4 7.0/13.9
(0.45) (0.52) (0.50)
“ 8 4.8/11.7 7.3/14.5 10.7/18.7
(0.41) (0.50) (0.57)
“ upper 1 5.4/12.2 6.4/13.6 7.1/14.5
(0.44) (0.47) (0.49)
“ 3 5.3/12.2 6.4/14.6 7.1/14.5
(0.44) (0.44) (0.49)
“ 8 6.4/12.6 7.7/14.2 8.5/16.2
(0.51) (0.54) (0.52)
6 middle 1 3.8/7.7 3.9/8.4 4.1/9.0
(0.49) (0.46) (0.46)
“ “ 3 3.8/7.9 3.9/8.1 4.5Z9.5
' (0.48) (0.48) (0.47)
“ « 8 3.6Z7.6 3.9/8.5 5.4Z9.8
(0.47) (0.46) (0.55)
“ upper 1 3.6Z7.6 4.6/S.2 5.0/8.9
(0.47) (0.56) (0.56)
“ “ 3 3.7Z6.4 3.9Z6.7 4.3Z7.4
(0.58) (0.58) (0.58)
“ “ 8 3.6/5.S 3.9Z7.7 4.5/9.0
(0.62) (0.50) (0.50)
Table 3.1
Probe System’s Spatial Resolutions (FWHM/FWTM) in both axes of block for ‘1, 3 and 8-NN’ 2D 
modes, measured with a plastic cannula containing 18F in water at an energy window of 250-850 keV. 
The values in brackets are the (FWHM/FWTM) ratios.
Relative Efficiency
The system’s efficiency with respect to the energy window chosen was 
determined by scanning the 68Qe plane source at the central image plane at the energy 
windows of 250-850, 350-850 and 450-850 keV for each of the three, 2D coincidence 
modes. The relative efficiencies for the 350-850 and 450-850 keV energy windows for
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the three modes were determined as a percentage of the 250-850 keV, 8-NN mode 
value.
The variation of the system’s efficiency with respect to energy window is also 
shown in Table 3.2. As expected, the widest energy window (250-850 keV) has the 
highest efficiency for the different coincidence modes and the narrowest (450-850 keV) 
has the lowest. There is a 40 % decrease in efficiency for the 8-NN mode when the 
lower threshold is raised from 250 to 450 keV. The corresponding decrease for the 1- 
NN mode is from 16 % to 10 % at these thresholds. A fraction of the count loss caused 
by raising the lower energy threshold is due to the selective rejection of inter-crystal 
scattered events which deposit most of their energy into neighbouring crystals and, 
although the efficiency reduces with increasing lower level window, a higher fraction 
of the events recorded will be true, unscattered events.
Configuration Lower Level Energy Discriminator fkeVl
(-NN) 250 350 450
1 16 15 10
3 62 55 38
8 100 88 59
Table 3.2
Relative Efficiency of Acquisition Modes as a percentage of the 250 keV, 8-NN value 
The Upper Level Discriminator was set to 850 keV.
Count Rate and Deadtime
The count rate performance of the detector system was investigated using a 
plane source of HC radioactivity. The source, which was a 1 mm-walled plastic 
container measuring 60 x 50 x 7 mm3, was initially filled with enough activity to 
saturate the system (for coincidences). The source was scanned using the 1-NN mode 
for a total of 3 h using 5 min frames.
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System deadtime correction was evaluated by utilizing the recorded uncorrected 
and corrected singles rates to determine the deadtime corrected coincidence values. 
These were compared to the expected values obtained by performing a linear regression 
on the low count rate portion of the curve.
The count rate response of the dual probe system is shown in Fig. 3.4. The 
maximum recorded coincidence count rate at this detector separation is approximately 
3400 cps. Comparing the estimated deadtime corrected count rate with the expected 
count rate, it can be seen that at higher activity levels (over 2MBq in the FOV) there is 
an increasing underestimation of the actual count rate from the deadtime corrected count 
rate. This underestimation varies from 17 % at 2 MBq to 50 % at 8 MBq. The 
inaccurate deadtime correction was a result of wrong estimation of corrected singles 
rates in the bucket firmware. The firmware for the deadtime calculation has since been 
modified and improved the accuracy of the correction to within a few percent of the 
expected value.
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Fig. 3.4
Variation in count rate for activity levels in FOV. The expected values are derived from regression of  
the low count rate values. The deadtime corrected trues are obtained from the system firmware.
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Discussion
The spatial resolution values of the probe detector are very similar to those 
obtained by Digby et al (1990) and Cutler and Hoffman (1991) on an experimental 
system and the large ring animal PET tomograph respectively, both of which 
incorporated this type of block detector. Their work quoted mean optimum resolution 
values of 3.2 and 4.3 mm FWHM for the short and long axes of the block detector. 
These optimum values were obtained at a higher lower energy threshold of 450 keV 
which produces better spatial resolution values by reducing the inter-detector scattering. 
In addition, the probe system utilized a much smaller inter-detector distance of 100 mm, 
which would degrade the resolution even slightly away from the central plane. The 
tabulated spatial resolutions will therefore improve with higher energy thresholds at a 
cost of reduced sensitivity. Due to the increasing divergence of coincidence LOR away 
from the image plane when more LOR are accepted (see Fig. 3.3), the resolution 
degrades with displacement from the image plane. The relatively small FWHM/FWTM 
values, compared to the ratio expected for a Gaussian, obtained with 1-NN and at the 
centre suggest that inter-crystal scattering is affecting the FWTM value. When more 
LOR are utilized and the source is moved away from the centre, the effect is to worsen 
the FWHM as well as the FWTM value.
The relative sensitivity values indicate, as expected, that the 8-NN mode is the 
most efficient whilst the 1-NN is the least efficient. Although no estimate of the 
scattered fraction was obtained, this parameter has been shown to reduce with 
increasing energy threshold for this detector block (Cutler et al, 1992, Sarkar, 1994).
The count rate response of the system with the 1-NN mode indicates that a
maximum activity of approximately 1 MBq (or 27 pCi) can be placed within the FOV
of the detectors and the deadtime (~ 5%) can adequately corrected for at this rate. 
Increasing the number of LOR accepted in the acquisition will clearly allow more
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coincidences to be recorded for a given activity level, with the same relative efficiency 
as Table 3.2, although the deadtime of the blocks, for a given activity in the FOV, will 
be unchanged as it is dependent on the overall singles rate.
RAT STUDIES 
Experimental Arrangement
A number of experiments were performed to assess the ability to follow in vivo 
regional tracer kinetics in the laboratory animal. The rat brain was studied exclusively 
as the behaviour of the radiotracers/ligands in brain was known. The radiotracers, 
produced routinely at the Cyclotron Unit, were 2-[ i8F]fluoro-2-deoxy-D-glucose 
([18FJFDG) (Harnacher et al, 1986), [11C]diprenorphine (Luthra et al, 1994) and 
[HCJraclopride (Farde et al, 1988). All experiments were carried out by licensed 
investigators in accordance with the Home Office’s ‘Guidance on the operation of the 
Animals (Scientific Procedures) Act 1986’ (HMSO, February 1990).
Adult male Sprague-Dawley rats, weighing 250-260 g, were anaesthetized by 
intraperitoneal injection of sodium pentobarbitone. A lateral tail vein was catheterized 
and the anaesthetized animal placed, for shielding purposes, inside the bore of a lead 
block collimator, on a perspex platform such that its head, from the back of the ears to 
the the back of the eyes, projected into the FOV (Fig. 3.5). The detector separation was 
fixed at 100 mm and the midline of the head was positioned at the central image plane. 
In this orientation, the probe system produced a 2D lateral image of radioactivity 
distribution within the head. Alternatively, the blocks were arranged above and below 
the head, resulting in a dorso-ventral image. This arrangement was facilitated by the 
gantry described in Chapter 4.
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Fig. 3.5
Lateral arrangement of detectors for animal studies. The detectors are placed 100 mm apart on a sliding 
platform and the anaesthetized rat is positioned such that the head (from the back of the eyes to the ears) 
projects into the FOV. A lead block shields the detectors from out-of-field radioactivity in the body.
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All scans (the ‘blank’ scan with the 68Ge plane source between the detectors, the 
‘transmission’ with both the rat head and the 68Ge plane source between the detectors 
and also the dynamic emission scan with sequential scanning after radioligand injection) 
were performed with the 3-NN acquisition mode with an energy window of 350-850 
keV. These parameters offered a good compromise between spatial resolution and 
efficiency (from Tables 3.1 and 3.2), and provided some discrimination against inter­
crystal scattered events (Cutler et al, 1992, Sarkar, 1994).
Fig. 3.6 is a diagrammatic representation of the rat head position in the probe 
FOV. It can be seen that, in addition to the brain, a lateral FOV (as illustrated in Fig. 3. 
5) includes exorbital and part of the intraorbital lachrymal glands. The dorso-ventral 
FOV includes the entire intraorbital lachrymal glands and also the submallixary gland 
(not shown).
Delineation of Brain Outline
In order to delineate the outline of the animal’s head within the image, a 
transmission scan was acquired with the head in the FOV. The scan was performed 
with the 68Ge plane source described previously, positioned adjacent to one side of the 
head, and was of 15 min duration. A blank scan, without the head in position and of 
the same duration, was acquired at a later time. Division of the blank by the 
transmission data resulted in the attenuation correction factors for each pixel and these 
data also delineated the position of the head in the image.
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Fig. 3.6
Plan view of the rat head indicating the extent of head which is scanned in the lateral and dorso-ventral 
orientations. The position of the brain is indicated on the lower, dissection figure, which also shows
the positions and sizes of the intraorbital, ®  , and exorbital, ©  , lachrymal glands which are present 
as extracerebral structures in the FOV.
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The position of the brain within the head outline was also established from two 
experiments using [tSFJFDG. This compound is a glucose analogue and is routinely 
used in PET to study metabolism in different organs including brain (Lammertsma et al, 
1987). The head was scanned for 60 min using 1 min time frames, following an 
intravenous (iv) injection of 18.5 MBq of 118F]FDG and the counts for 30-60 min 
summed. This image provided the brain outline within the head and was used as a 
template for all subsequent scans.
®  ► ©
©
Fig. 3.7
2D image matrix obtained from [18F]FDG study in the lateral FOV. The light shading indicates the 
head outline derived from the transmission scan. The dark shading indicates the brain outline from the 
[18f ]FDG scan. The pixels have been labelled for future reference:- Columns A ->K and rows 1->15. 
The orientation is caudal->rostral = A ->K, dorsal->ventral = 1->15.
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A diagram of the 2D image matrix is illustrated in Fig. 3.7, for a rat positioned in the 
lateral FOV. The pixels with light shading indicate the outline of the head tissue derived 
from the transmission scan, having attenuation-correction factors greater than unity. 
The brain outline, as determined from the [!8F]FDG distribution at 60 min after 
injection, is superimposed as the darker region. The nose of the rat is towards the right 
of the image. The data indicate that the brain occupies the upper three complete rows of 
head (pixel rows 6-8 in the image) and that this is half the depth of head.
Data Analysis
The dynamic time-radioactivity data were corrected for normalization and 
attenuation and then were decay-corrected to the time of injection to give image 
counts/s/pixel. Time-activity curves were produced for each pixel in the head region.
The corrected data were exported to a SUN 3/60 workstation, using 
customized software, so that the image data could be displayed using the ANALYZE 
image-processing package (Robb and Hanson, 1988). Summed images of the 21-40 
min time period were created for each study, which represented the uptake and binding 
of the compound. From the individual pixel time-activity curves obtained, time-activity 
curves for pixel groups corresponding topographically to brain regions were generated. 
These ‘pixel regions of interest’ or ROI comprised of 4-6 pixels.
Diprenorphine Studies
The opioid receptor ligand [HCjdiprenorphine, an established clinical PET 
tracer (Jones et al, 1988, Frost et al, 1989), was utilized in the first series of dynamic 
studies. In the rat, diprenorphine binds specifically to the majority of brain regions 
except the cerebellum (Perry et al, 1980, Seeger et al, 1984), so that by one hour after
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iv injection, the ratio of counts in selected brain regions compared with cerebellum is of 
the order of 10. The cerebellum can therefore be used to monitor non-specific binding 
(Cunningham et al, 1991). 18.5 MBq of [HC]diprenorphine in 0.5 mL saline were 
injected iv over a 30 s period. Data were acquired for a total of 40 min using 1 min 
time frames. The injectate produced activity levels within the FOV (0.5 % of the 
injected activity per g tissue (Cunningham et al, 1991)) which were in the linear count 
rate region of the system and the dynamic data therefore required no deadtime 
correction. The data were normalized with an appropriate normalization scan, 
attenuation-corrected and decay-corrected as described in the previous section.
To assess the ability of the system to detect changes in the binding of the 
compound due to pharmacological manipulation, 3 experimental protocols were 
utilized. Firstly, the tracer was injected as above (‘tracer-alone’). Secondly, non­
radioactive diprenorphine, at a concentration of 470 pmole/g weight which was 
sufficient to completely displace the radioligand from the receptors (Cunningham et al, 
1991), was injected 20 min after the labelled compound (‘pulse-chase’) and thirdly, the 
compound naloxone was given 5 min prior to [HC]diprenorphine injection (‘pre­
dosed’). Naloxone is a compound which binds to the same receptor sites as 
diprenorphine. Therefore, predosing the animal with naloxone results in the receptor 
sites already being occupied when the [11C]diprenorphine is injected.
To compare the regional, in vivo [HCjradioactivity distribution obtained from 
the probe system with the actual localisation of diprenorphine binding, tissue samples 
of various brain and non-brain regions were dissected and counted in a LKB Wallac
well-type y-counter with automatic correction for radioactive decay. In addition, the 2D
images were compared with a tritium-autoradiograph obtained from whole-body sagittal 
sections (20 pm thick) of a single animal which was killed 60 min after injection, 
which were also used for conventional haemotoxylin and eosin staining.
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The result of the staining experiment is shown in Fig. 3.8(a). A mid-line 
sagittal section of the rat head and neck is shown, with the vertical lines delineating the 
extent of the FOV of the detectors (24 mm). The section confirms that the area occupied 
by the brain approximates the upper half of the FOV. The post-mortem autoradiograph 
of [3H]diprenorphine, of the same sagittal section shown in Fig, 3.8(a), is shown in 
Fig. 3.8(b). Within the brain, the highest binding of the compound was in the 
thalamus, caudate-putamen and brain stem regions indicated on the figure (more 
detailed anatomical descriptions of rat brain may be found in Zeeman and Innes, 1963 
and Paxinos and Watson, 1986). No binding is seen in the cerebellum region, (C) in 
the figure, resulting in a cold area in the upper left portion of the FOV. There is also 
uptake present in some non-brain regions in the submaxillary gland, below the brain, 
and the intra-orbital lachrymal gland which is in front of the brain.
Table 3.3
Radioactive content of selected regions in the lateral FOV of the detectors, taken post-mortem 40 min 
after iv injection of [11C]diprenorphine. Tissue samples were assayed using a gamma counter.
Dissected Region Mean Uptake (± SD)*
Tracer Naloxone Pre-dosed
Thalamus 
Caudate-putamen 
Cerebellum 
Submaxillary gland 
Exorbital lachrymal 
Intraorbital lachyrmal 
Eyeball
Masseter muscle
2.24 ±  0.25 
1.86 ±  0.33 
0.26 ±  0.03 
1.23 ±  0.17 
1.61 ± 0 .2 9  
2.63 ±  0.26 
0.26 ±  0.04 
0.31 ±  0.05
0.26 ±  0.03 t 
0.28 ±  0.04 t 
0.14 ± 0 .0 3 *  
1.28 ± 0 .11  
2.23 ±  0.29 t 
2.92 ±  0.28 
0.11 ± 0 . 0 2 *  
0.40 ± 0 .1 4
* Uptake units are Bq g -1 tissue /  injected Bq g-1 body weight. The values are from 5 animals per 
treatment. Comparing the effect of treatment, $ denotes p<0.001, t denotes p<0.01 (Students’s T-test).
Fig. 3.8
M id-line, sagittal cryostat section (20 gm ) of a rat killed 60 min iv injection o f  2.8 MBq 
pHJdiprenorphinc. The vertical lines in the haematoxylin- and eosin-stained section illustrated in (a) 
indicate the extent o f the lateral FOV. (b) is the autoradiograph o f the same section exposed to % - 
hyperfilm (Amersham) for 13 weeks. The brain regions indicated on the figure are cerebellum (C) 
thalamus (T) caudate putamen (P) and spinal cord (S).
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These findings are confirmed by the dissection data shown in Table 3.3. This shows 
the high uptake of the thalamus and caudate-putamen regions relative to cerebellum and 
some uptake in the glands. It was then possible to anatomically match ROI on the brain 
template illustrated in Fig. 3.7. For example, given the spatial resolutions of the system 
in the two axes, the counts from the cerebellar region would be mainly recorded in 
columns A-C, thalamus in D-G and caudate-putamen in H-J, across rows 6-8 in Fig. 
3.7.
Fig. 3.9(a) illustrates the 20-40 min summed image matrix after injection of the 
[11 Cjdiprenorphine. Hot spot regions are seen in the 6-pixel group (D-F, 6-7) and the 
4-pixel group (I-J, 7-8). A cold spot area is also seen in the A-B, 6-7 region, within the 
brain outline. These pixel groups were taken to represent primarily thalamus, caudate- 
putamen and cerebellum regions, respectively.
When a rat had been pre-treated with naloxone 5 min prior to scanning, the 
resultant summed image was as shown in Fig. 3.9(b). The diprenorphine cannot bind 
to sites which are occupied by naloxone and the C -ll signal is greatly reduced, as is 
illustrated in the figure. This reduction in binding is confirmed by the ex vivo dissection 
data which shows that the specific regions, thalamus and caudate-putamen, have greatly 
reduced uptake compared to the ‘tracer-alone’ case. The ratio of thalamus to cerebellum 
decreases from 8.6 to 1.9 with naloxone pre-treatment. Although the relative errors are 
large, the signal in the extracerebral glands increases due to more of the labelled 
compound being available in the circulation. Two ‘hot spot’ areas are still present in the 
image: (J-K, 7-8) and (C-D, 9-10), corresponding anatomically to intra- and exorbital 
lachrymal glands which are outside the brain. Time-activity curves from ROI selected 
on the [t 1C]diprenorphine ‘tracer alone’ study, corresponding to caudate-putamen, 
thalamus, cerebellum and non-brain tissue regions are shown in Fig. 3.10. Two curves 
are consistent with regions where specific binding is present, ie regions where the 
compound is delivered to the receptor sites on injection and is then retained by the sites.
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Fig. 3.9
Lateral, 21-40 min, summed image matrices after injection o f 18.5 MBq o f [LCJdiprenorphine given
(a) alone or (b) 5 min after an iv injection o f naloxone (1 mg/kg). As shown in Fig. 3.7, the brain is 
contained within rows 6-8 and columns A-K.
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These curves are from the ROI representing thalamus and caudate-putamen. The ROI 
from the cerebellum shows the same delivery characteristics but has little and 
decreasing retention of the label with time. The lowest curve is from a region just below 
the brain which has a time course completely different to the other curves from brain 
ROI.
15 -,
13 - o o
o -><
o *
2010 300 40
D Caudate-Putamen
o Thalamus
* Cerebellum
» Head Tissue
Time (min)
Fig. 3.10
Image counts as a function of time for p  1C]diprenorphine ‘tracer-alone’ study for three brain ROI : 
caudate-putamen (I-J, 7-8), thalamus (E-F, 6-8) and cerebellum (A-B, 6-8). Also shown is an ROI from 
head tissue beneath the brain.
Time activity curves for the 3 different protocols are shown in Fig. 3.11 for the 
ROI (E-F, 6-8) representing thalamus. In the pulse-chase experiment, the specific 
signal is displaced by administration of the non-radioactive stable diprenorphine which 
competes for the same receptor sites. The experiment where an animal was pre-treated
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with naloxone to block the opiate receptors resulted in time activity curves for the 
thalamus which were very similar to that of the cerebellum ROI (see Fig. 3.10), 
indicative of non-specific binding.
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Fig. 3.11
Time-activity curves for a thalamic ROI after iv injection of [^C]diprenorphine for the three different 
protocols : (i) tracer-alone, (ii) pre-dosed and (iii) pulse-chase. For (ii), 200 (ig/kg ‘cold’ diprenorphine 
was given 20 min post-injection and for (iii) 1 mg/kg naloxone was given 5 min prior to injection of 
the radioligand.
The data illustrated in Figs. 3.10 and 3.11 were utilized together with a non-linear least 
squares compartmental model (Hume et al, 1992) to determine the usefulness of the 
system to provide full kinetic analysis. The model incorporated two compartments and 
a non-specific reference tissue as an input function. Initially a fit was attempted using 
the ‘tracer-alone’ thalamic curves with the cerebellum as the reference (Fig 3.10). 
However, no convergence could be obtained. It was recognized that since the non­
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specific cerebellum ROI data could be contaminated by effects of partial volume, a 
better fit might be expected if the ‘tracer-alone’ thalamus data were fitted to the 
reference tissue model using the ‘pre-dosed’ thalamus data as the indirect input function 
(Fig. 3.11). A further consideration was the contribution of the non-brain data to each 
ROI curve, As can be seen from Fig. 3.10, subtraction of the non-brain component 
could result in as much as a 40 % correction in the tracer-alone thalamic curves at 40 
min. Despite taking these factors into account there was, however, little change in the 
quality of the fits obtained. It is possible that additional problems were caused by lack 
of time resolution at the start (1 minute frames rather than a few seconds) and the scan 
finishing at 40 min post injection (c.f 120 min in Cunningham et al, 1991).
Raclopride Studies
Another established clinical PET tracer, [nCjraclopride, was also used to 
assess the system. This compound is an antagonist which specifically binds to 
dopamine D2 receptors (Kohler et al, 1985) which can be quantified in the caudate- 
putamen, e.g. (Farde et al, 1990).
Individual rats (2 per protocol) were scanned using the ‘tracer-alone’ and ‘pre- 
dosed’ protocols (as described in Diprenorphine Studies). In this case, the pre-dosing 
was an injection of non-radioactive raclopride, given 10 min before radioligand 
injection at a concentration sufficient to totally block the D2 receptors (2 mg/kg iv).
Summed images (21-40 min) of the [HCjraclopride ‘tracer-alone’ and ‘pre- 
dosed’ studies are shown in Figs. 3.12 (a) and (b) respectively, with the rat positioned 
in the lateral FOV. In the ‘tracer-alone’ study, a hot spot can be seen in the 4 pixel 
region (J-K, 7-8), which is taken to represent caudate-putamen with a large spillover 
component from the eye glands. With pre-treatment with non-radioactive raclopride, 
two hot spots are observed which, as for the ‘pre-dosed’ diprenorphine case,
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correspond to non-specific binding in the glands outside the brain.
These findings are confirmed when the rat is scanned in the dorso-ventral 
position (Fig. 3.13) which shows that even without pre-dosing the rat with non­
radioactive raclopride, the relative proportion of counts accumulated in the intraorbital 
lachrymal glands is much greater than in the rest of the brain.
Fig. 3.12
Summed images (21-40 min) of (a) tracer-alone and (b) pre-dosed [^C]raclopride studies in the lateral 
FOV. For (b), 2 mg/kg non-radioactive raclopride was injected iv 10 min prior to scanning.
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Fig. 3.13
A summed image (2 1 4 0  min) o f the tracer-alone [n C]raclopride study in the dorso-ventral orientation. 
The rostral->caudal and left->right orientations are along rows 1->15 and columns A->K respectively.
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ARTERIAL STUDY
A measurement was performed with the probe system to determine its capacity 
to follow non-invasively the tracer time course in the radial artery of a human volunteer. 
For comparison, a simultaneous measurement was made using a whole-body clinical 
PET scanner, the CTI ECAT 931-08/12 (Spinks et al, 1988). One wrist of the 
volunteer was placed in the phantom holder of the ECAT, whilst the other was placed 
centrally between the two blocks of the probe system. To provide maximum resolution 
of the artery from surrounding tissue, the long (8 crystal) axis of the detectors were 
placed parallel to the artery. The probe system was shielded from background body 
radiation by a combination of 30, 25 and 50 mm thick lead blocks. The probe detector 
separation was fixed at 100 mm and the 8-NN coincidence mode was used for maximal 
sensitivity. A bolus of approximately 1480 MBq of H2150  was injected iv into the arm
which was in the ECAT. On injection, both the probe and ECAT systems commenced 
scanning using 3 s time frames for a total of 150 s.
Decay-corrected time activity curves were produced from the probe data for 
arterial and background ROI which each consisted of 30 pixels in two summed 
columns (ie along the full extent of the 8 crystal axis) of the 2D image for the two ROI.
The sinogram data from the ECAT were normalized, attenuation-corrected and 
reconstructed with a ramp filter at the Nyquist cut-off (0.5 cycles/pixel) and time- 
activity curves were generated for the integrated value along 8 image planes, an axial 
extent of 54 mm, the same extent as seen by the probe system (for an explanation of 
sinograms and image reconstruction see Chapter 4).
The time-activity curves derived from the arterial study for the probe system 
and ECAT scanner are shown in Figs. 3.14 and 3.15 respectively. The ECAT data for 
the initial 20 s period were corrupted on acquisition and therefore, have been omitted 
from both figures.
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Fig. 3.14
Time activity curves from probe system for radial artery study following iv bolus H2150  injection of
1480 MBq. ROI data from the artery and background (venous+soft tissue) and the background subtracted 
from the arterial curve are shown. To match the data with that from the ECAT, the curves are displayed 
20 s post-injection.
The arterial ROI from the probe data gives a peak as the radioactivity passes 
through the artery, and then decreases before increasing again over time. The time 
activity curve from the background ROI indicates that this ‘recuperation of counts’ is 
not due to the activity in the artery. Subtraction of the background component from the 
arterial ROI results in a curve which better approaches the shape of the expected arterial 
input curve. The spillover component from the artery into the background tissue can be 
seen in the small peak in the background curve in Fig. 3.14 at 27 s post-injection.
The corresponding data from the ECAT show similar temporal characteristics 
as the probe data. This is seen from Fig. 3.16 which is a comparison of the ECAT ROI
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data with the probe data (scaled to the maximum value). More than 80% of the data is 
correlated but there is a systematic bias in the data indicated by the positive slope of 
1.21 and negative intercept. The peak and midrange count points are well correlated but 
the low count points exhibit a shift of the probe data to lower values, as compared to 
the ECAT data. This may be due to the greater spillover and superimposition effects 
with the probe system in the later frame times. This also suggests oversubtraction of the 
background from the artery ROI data obtained using the probe system.
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Fig. 3.15
ROI data from the ECAT 931 for the same subject as in Fig. 3.14 (contralateral wrist). Due to 
acquisition error the first few data frames were lost.
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Fig. 3.16
Correlation comparison of ECAT ROI data (artery-background) with probe data (solid line). The probe 
data are scaled to the maximum value in the ECAT data. Each datum point represents a single time 
frame. Also indicated is the line of identity (dotted line).
DISCUSSION
Comparison of the [3H]diprenorphine autoradiography data in Fig. 3.8(b) with 
the 2D image matrix from the in vivo [11C]diprenorphine data in Fig. 3.9(a) indicates 
that the image ‘at equilibrium’ represents the accumulation of labelled diprenorphine in 
the rat head. The largest signal is from the central and frontal brain regions, thalamus 
and caudate putamen, which have the highest density of opiate receptors whereas the 
cerebellum, at the back of the brain, has little binding due to the lack of receptors. As a 
result of the data being acquired in the lateral projection, accumulation of the
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diprenorphine can also be detected in non-brain regions in the head. Signal spillover is 
minimal from the exorbital lachrymal glands which lie bilaterally in the lower half of the 
head. However, a large spillover component is present from the intraorbital lachrymal 
gland due to its close proximity to the frontal brain regions. The effect of localisation of 
non-specifically bound radioactivity in this gland is seen most clearly when the specific 
binding in brain is blocked by pre-treatment with other compounds which bind to opiate 
receptors. This means that interpretation of data in the frontal cerebral areas has to 
account for the signal contamination from this gland.
The diprenorphine time radioactivity data from different brain regions in the 
same animal (Fig. 3.10), and also for the different animals (Fig. 3.11) indicate the 
quality of data that can be achieved using the dual probe system. The coincidence mode 
selected for scanning, 3-NN allows the 1 min time frames to be used to acquire 
sufficient count statistics in each frame, as seen by the small point-to-point variation in 
the time activity curves. The good count statistics for the given injectate of 18.5 MBq 
also enable the injected radioactivity to be limited to a level which does not result in 
large system deadtime due to out-of-field singles and random events.
When the in vivo ratios of radioactivity in thalamus : cerebellum are compared 
to the ex vivo dissection data, it is evident that the true ratio of approximately 9:1 is not 
attained with the probe system. The maximum recovered in vivo ratio is of the order of 
approximately 2:1. This is due to the limited spatial resolution of the detector which 
gives rise to partial volume and spillover effects. In addition, the system, with only two 
BGO blocks, records data from head regions which are not on the image plane itself 
and this results in the signal from the brain regions being diluted and contaminated. The 
major consequence of this limitation is the probe system’s lack of ability to produce 
time-activity data which can be fully modelled to produce kinetic parameters.
In spite of the above limitation, the sensitivity of the probe system in detecting 
changes in the regional binding of compounds within the brain due to pharmacological
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manipulation is clearly demonstrated in Fig. 3.11. These studies are of the type that 
could be utilized to determine the in vivo specificity of labelled compounds in the 
assessment of their suitability as PET radiotracers. The probe’s ability to provide 
reproducible regional in vivo time-activity curves is an important advantage over ex 
vivo dissection techniques which require individual rats per time point. Complementary 
information on the regional localisation, distribution and tracer kinetics of compounds 
of interest could be gained by a combination of autoradiography, ex vivo dissection and 
the use of these probes as a ‘first-pass’ test system. Thus, the probe data provided the 
stimulus to build a full ring tomographic scanner with the potential of overcoming many 
of the limitations of the 2D system.
The data from the probe system also indicated that it was possible to follow the 
arterial tracer concentration with time. Although the background activity contribution to 
the arterial curve can be removed by subtraction, the 2D image inherently contains a 
superposition of activity across the wrist onto the image plane. The finite spatial 
resolution of the block detector compared to the actual diameter of the artery also results 
in large partial volume and spillover effects which will reduce the activity concentration 
measured even further.
The time activity data from the ECAT are seen to be similar in shape to the 
probe system. The correlation comparison indicates that although both datasets are well 
correlated (r2 > 80%), there is a bias introduced at the low count values from the probe 
system. Due to the tomographic nature of the data the arterial ROI curve has 
substantially less background contribution, but is still influenced at later frame times by 
spillover from the venous blood supply and soft tissue in the wrist.
It has been suggested that a method for spillover correction in the left ventricle 
of the heart during a cardiac PET scan could be utilized for the case of spillover in the 
wrist (lida et al, 1992). Such a correction requires knowledge of the recovery 
coefficient in the arterial ROI, correcting for the partial volume effect in the artery.
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CHAPTER FOUR 
Tomography with the Dual Probe Block
Detector System
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The results with the 2D probe system detailed in the previous chapter
encouraged the design and development of a small diameter positron emission 
tomograph. Although the data obtained from the probe system indicated that regional 
tracer kinetics could be delineated, the limitations of the single plane information were 
apparent. The advantages of a full ring tomograph over the 2D system were the 
delineation of the object’s radioactivity distribution into thin, contiguous axial slices and 
the increased sensitivity of the system in detecting annihilation photons.
The aim of the tomograph design was to have a geometry incorporating the CTI 
detector blocks in a ring diameter close to that of the 100 mm detector separation of the 
measurements in the preceding chapter. Two alternatives were considered: a tomograph 
with 12 blocks in a 95 mm ring, and a 16 block design, with a 127 mm ring diameter. 
No inter-plane lead septa were incorporated into these designs and this allowed a full 
3D dataset to be acquired and reconstructed, thereby maximizing the sensitivity of the 
scanner design. Simulations were performed for both the 12 block design and then for 
the larger ring diameter tomograph. A summary of the design specifications for the two 
designs is shown in Table 4.1.
A perspex frame was then constructed to enable acquisition of tomographic data 
by detector rotation (Fig. 4.1). The frame contained a number of holes which 
corresponded to individual detector positions for the two ring diameters considered. 
The two 8x6 detectors could then be mounted onto the perspex frame on perspex 
platforms and positioned in any of the twelve (for the 95 mm diameter ring) or sixteen 
positions (for the 127 mm diameter ring).
The simulation and reconstruction software package was originally developed 
for large ring, clinical systems by collaborative research groups in Geneva and Brussels 
and was modified by the Geneva group (D. W. Townsend and A. Geissbiihler) to 
incorporate the two scanner geometries mentioned above.
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Fig. 4.1
Perspex gantry arrangement to enable collection o f  tomographic datasets. The vertical gantry contained 
holes which correspond to each detector position for the 12 and (after this photograph was taken) 16
block tomograph designs. The two perspex platforms which hold the block detectors could be placed in 
any two o f the hole positions.
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The data were reconstructed in software by 2D filtered backprojection and also by an 
implementation of a 3D filtered backprojection algorithm (Townsend et al, 1991b). At 
the time of the study, the benefits of utilizing such an algorithm in large diameter PET 
systems were being investigated extensively and the small ring, septa-less designs 
explored in this study provided additional, suitable geometries to assess the gains of 3D 
acquisition and reconstruction over standard techniques.
Data Acquisition and Reconstruction in PET
In general, techmques of reconstructing 2D data acquired from ring tomographs 
have been established for a number of years. The data, which are usually acquired 
within single detector rings, are reconstructed into 2D transaxial slices which when 
stacked together compose the 3D volume. The reconstruction techniques fall into two 
categories: Fourier-based (analytic) and iterative (algebraic) methods.
Fig. 4.2(a) illustrates how the transaxial coincidence data are sampled in a ring 
PET scanner. One detector in the ring is in coincidence with a number of detectors on 
the opposite side of the ring which form a fan of LOR. Each LOR measures the line 
integral of activity through the object distribution and is termed a projection. These 
LOR are then re-organized into a number of parallel projections for a given angle (Fig. 
4.2(b)). The 2D matrix (Fig. 4.2(c)) of projections for different angles over 180° is 
termed a sinogram as each point in image space is mapped as a sinusoid in 2D 
projection space. Each point in the object space can be mapped by a number of 
projection line integrals (Fig. 4.3). The 2D transformation of a point to a projection line 
is achieved by the Radon transform. The reconstruction of the object distribution then 
becomes one of inverse tranformation and the methods which utilise this relationship 
comprise the Fourier-based methods: convolution and filtered backprojection (Budinger 
and Gullberg, 1974, Shepp and Logan, 1974, Cho, 1974, Kouriset al, 1982).
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Table 4.1
Summary of design parameters utilized for the two tomographs
PARAMETER R12 R16
NUMBER OF BLOCKS PER RING 12 16
NUMBER OF DETECTORS PER BLOCK 6 6
RING RADIUS (mm) 47.5 63.5
NUMBER OF DETECTOR RINGS 8 8
AXIAL RING SPACING (mm) 6.75 6.75
NUMBER OF AXIAL PLANES (3D) 64 64
NUMBER OF DETECTORS PER RING 72 96
NUMBER OF ELEMENTS PER VIEWt 12 12
NUMBER OF VIEWS t 36 48
SINOGRAM SAMPLING (mm)l 2.073 2.078
ANGULAR SAMPLING ( ° )§ 5.0 3.8
FIELD OF VIEW (mm)0 24.9 24.9
t  Defined as (number of blocks in coincidence with one block, -1 )  x number o f detectors per block 
$ Defined as number of detectors per ring / 2 
1 Defined as ( t c x  ring diameter) / (2 x number of detectors per ring)
§ Defined as 180° / number of detectors per ring 
0  Defined as number of elements per view x sinogram sampling
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(Views)
I
[1]
Fig. 4.2
(a)
Circular PET ring geometry showing acquisition 
of data along coincidence LOR between fans of 
detectors. Each LOR measures the integral 
number o f counts along its path from the 
object activity distribution.
(b)
LOR fans rebinned into a number o f parallel 
LOR (projections) at different angles, e.g. [1] & 
[2].
(c)
Formation of a sinogram where each element 
(e.g. [1] & [2]) is a projection at a given angle 
between a pair of detectors. It is termed a 
sinogram as each point in the object is 
represented as a sinusoid in the sinogram.
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Fig. 4.3
Points (x, y) in 2D object space which are bounded by the circular FOV reconstruction region, can be 
transformed from polar coordinates (r, <|)) to projection space (/, 0) by means of the Radon Transform. 
Thus, once projection datasets are obtained the reconstruction of the object is a matter of inverse 
transformation.
Traditionally, the acquisition of datasets from PET cameras were limited to 
sinograms from single rings of detectors through the use of slice-delimiting septa (Fig. 
4.4(a)). The purpose of the septa was to minimise the registration of out-of-plane 
scattered and random coincidences. This mode of acquisition facilitated the use of 
conventional 2D reconstruction techniques. More recently, the advantages of removing 
the inter-plane septa in terms of increased system sensitivity have been investigated 
(Townsend et al, 1989, Spinks et al, 1992).
Without septa, coincidence data can be acquired from any of the transaxial rings 
in the scanner resulting in fully 3D acquisition (Fig. 4.4(b)). Fourier-based 
reconstruction of the object distribution from the 3D dataset requires an extension of the
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2D methods to maintain shift invariance of the 3D point response function (Fig. 
4.4(c)). This is practically achieved by estimation of data that are not measured due to 
the truncated cylinder geometry of the tomograph.
3D Fourier-based methods, such as the direct transform (Steams et al, 1987) 
and filter-backprojection (Pelc and Chesler, 1979, Colsher, 1980, Kinahan and Rogers 
1989, Kinahan, 1994, Défrisé et al, 1988, Défrisé et al, 1990, Townsend et al 1989, 
Townsend et al 1991b) had been studied exclusively as the large size of 3D datasets in 
clinical tomographs prevented iterative techniques from being employed with the 
available generation of computers.
Tomograph Absolute Efficiency
The theoretical geometrical efficiency of each tomograph design was evaluated 
by considering the planar angle subtended by a point source centred axially in the 
scanner on the detector faces. The axial extent was 54 mm. For coincidences and
singles events the efficiency is the fraction of 360° which is subtended. The physical
gaps between BGO blocks which reduce the overall efficiency were accounted for by 
calculating the volume of BGO missing due to the gaps, and squaring this value for 
coincidences.
The geometrical efficiencies of the 12 block and 16 block designs were 16.5% 
and 12.7% respectively without accounting for the gaps and 8.9% and 7.7%, allowing 
for the gaps.
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Fig. 4.4
(a) Conventional 2D acquisition from a multi-ring tomograph where data are acquired within direct or 
nearest neighbour planes (b) Once the septa have been removed, 3D datasets can be acquired from any 
pair of detector rings, increasing efficiency (c) The 3D axial point response function is not invariant 
(shaded areas) and 3D Fourier-based reconstruction requires estimation of data not measured due to
truncated cylinder geometry (dashed lines).
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Phantom Simulations
The initial simulation of the two scanner designs was of a line source which 
extended the axial length of the scanner and was placed at the centre of the FOV. Full 
3D sinograms (containing 64 sinogram planes) were simulated of the centred spot 
without noise or physical effects of positron range, non-collinearity and detector 
response. The sinograms were then reconstructed in 2D (from an extracted 2D dataset) 
and in 3D.
To observe uniformity of the scanner response, a 20 mm diameter, 60 mm long 
uniform cylinder of activity, placed centrally, was simulated by forward-projection of 
the simulated object for the two geometries and then reconstructed as above.
The simulated sinogram datasets from the uniform cylinder for the two ring 
designs were utilized to observe systematic differences in the 2D and 3D images caused 
by reconstruction and random differences due to count statistics. For the systematic 
variations, the 2D and 3D reconstructions obtained in the noiseless case above were 
used, and found to be very similar, except for slight smoothing of the end planes with 
the 3D reconstruction. Poisson noise was added to the sinograms equivalent to totals of 
10 million and 3 million counts and the datasets reconstructed in 2D and 3D. Frequency 
histograms were derived from the images to compare reconstructions.
A representative set of reconstructed images of the simulated line source for the 
12 block design are shown in Fig. 4.5. As expected, with the 2D algorithm the image 
for each plane is identical as data are backprojected from within the slice. The 3D 
algorithm maintains a shift invariant axial response function by estimation of the 
missing 3D planes which are not measured due to the cylindrical scanner geometry. As 
this estimation is by forward-prqj ection of the initial 2D image dataset, and towards the 
outer planes more data has to be estimated, smoothing of the data is introduced in these 
edge planes. The effect of this smoothing and resultant loss of resolution is indicated in
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the images and the table of mean spatial resolutions (Table 4.2). These values were 
determined by linear interpolation at the half and tenth maximum points.
Table 4.2
Mean spatial resolution values (FWHM/FWTM) from all image planes for both ring designs. The 
simulated and measured values are shown for the 2D and 3D reconstructions. The FWHM/FWTM 
ratios are indicated in brackets.
R12 R16
2D 3D 2D 3D
Simulation 2.4Z4.2(0.57)
2.775.3
(0.51)
2.374.2
(0.55)
2.775.2
(0.52)
Measured 2.976.8
(0.43)
3.378.0
(0.41)
1
1 3.378.1
(0.41)
A 2D image of the simulated 20 mm uniform cylinder for the 12 block design is shown 
in Fig. 4.6. With ramp filtering and Nyquist cut-off frequency (0.5 cycles/pixel) both 
2D and 3D reconstructions show low-level ‘ringing’ artefacts which have been 
previously documented (Chesler and Riederer, 1975) and can be supressed with the use 
of a smoothing window function (eg Hanning). The outer planes in the 3D dataset also 
show the effects of smoothing as with the line source.
The frequency histograms from the reconstructions of the simulated uniform 
cylinder are shown in Figs. 4.7 and 4.8 for the 12 and 16 block ring designs 
respectively. For both designs, the histograms are very similar irrespective of noise 
content. Two main distributions are seen in each histogram. The right-hand distribution 
corresponds to the pixels within the cylinder and the left-hand one to background pixels 
outside the cylinder. In the noiseless case, both 2D and 3D reconstructions produce
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distributions which overly with the same means and variances, indicating that any 
systematic differences in the two reconstructions of the cylinder are negligible.
W hen Poisson noise is added to the data, the means of the signal and the 
background shift and the variances increase. The 2D reconstruction produces greater 
variance and the shift o f the m eans is m ore pronounced than w ith the 3D 
reconstruction. The clear improvement in statistical quality of the data with 3D is as a 
result of utilizing more coincidence LOR in the reconstruction.
Fig. 4.5
(a) 2D and (b) 3D transaxial reconstructed images for 12 block design o f simulated, noiseless line 
source placed at the centre o f the FOV. One outer plane (plane 1) and one inner plane (plane 8) are 
shown for both reconstructions.
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Fig. 4.6
(a) 2D transaxial reconstructed image for 12 block design o f simulated, noiseless, 20 mm uniform  
cylinder placed at centre of FOV. (b) profile drawn through reconstructed image.
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Frequency histograms for the 12 block ring design from 2D ( - - )  and 3D (....) reconstructions of the 20 
mm diameter uniform cylinder. Counts within the cylinder occupy the righthand side o f  each 
distribution whilst counts in the background occupy the lefthand side of each distribution.
(Top) noiseless simulation. (Middle) Poisson noise added equivalent to 10 Mcounts. (Bottom) Poisson 
noise added equivalent to 3 Mcounts. The data are from a single image plane (plane 5).
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Frequency histograms for the 16 block ring design from 2D (---) and 3D (....) reconstructions of the 20 
mm diameter uniform cylinder. Counts within the cylinder occupy the righthand side o f each 
distribution whilst counts in the background occupy the lefthand side of each distribution. (Top) 
noiseless simulation. (Middle) Poisson noise added equivalent to 10 Mcounts. (Bottom) Poisson noise 
added equivalent to 3 Mcounts. The data are from a single image plane (plane 5).
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Ventricles
Ellipsoid
2 mm x 6 mm x 4 mm
Tumour 
4 mm diameter 
Contrast 2:1
Brain 
Ellipsoid 
8 mm x 16 mm x 10 mm
Fig. 4.9
Dimensions of simulated rat brain containing 4 mm diameter ‘tumour’ with 2:1 contrast ratio.
Biology Simulations
To observe the tomographic performance with more complex activity 
distributions, a rat brain was simulated using elliptical regions. The dimensions of the 
brain are indicated in Fig. 9. Zero activity ventricles and a ‘tumour’ with a 2:1 contrast 
ratio with respect to brain tissue were included in the simulation. Image contrast was 
estimated from the simulated data for the two tomographs with the following 
expression :
Contrast, C = _imax _z_I — tinin— 
Imax +  Iflmin
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where Imax is the mean ROI count in the high activity region in the plane 
and Imjn is the mean ROI count in the low activity region in the plane
Field of View
Radial Artery 
Contrast 10:1
I I '
5 mm
Fig. 4.10
Dimensions of wrist simulated (major axis 50 mm) with radial artery (2 mm diameter). Also indicated 
is the position and extent o f the reconstructed FOV of the tomograph.
A human wrist containing a 2 mm diameter radial artery was also simulated and 
its dimensions are given in Fig. 4.10. Sinogram data obtained by forward-projection of 
the objects were reconstructed with the 2D and 3D reconstructions as before.
2D and 3D reconstructed images of the simulated rat brain are shown in Fig. 
4.11. In both images, the 4 mm diameter tumour is fully resolved from the ventricles 
and brain tissue. The contrast ratios for the 2D and 3D images are indicated in Table 
4.3. Within the limits of experimental error the contrast recovered by the two 
reconstructions is the same.
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The resultant images from the reconstructions of the wrist simulation are shown 
in Fig. 4.12. The radial artery is clearly distinguished from the background activity but 
there is an additional signal around the edge of the FOV. This artefact is due to the 
presence of activity in the wrist which is outside the reconstructed FOV of the scanner. 
The 10:1 actual contrast ratio is not recovered and is of the order of 2:1 in the images.
Table 4.3
Contrast values from rat brain simulation of the 12 block design for 2D and 3D reconstructions
Tumour Brain Ventricles
True Contrast Ratio 2 1 0
Contrast (2D) 2.810.5 1.010.2 0.410.1
Contrast (3D) 2.410.4 1.010.2 0.510.1
Phantom Rotation Measurements
Measurements were performed with phantoms constructed to be equivalent to 
those simulated. The 20 mm diameter uniform cylinder was filled with 18F in water 
and a 68Ge steel needle was used as a line source (1.0 mm internal and 2.0 mm external 
diameter). Tomographic datasets were acquired by rotation of the two detectors on the 
perspex gantry. Each frame of data for the 12 or 16 block configuration was acquired in 
the ‘all coincidences’ mode which histograms data for all possible 2304 coincidence 
LOR between the two blocks. Data were acquired with a 2 min scan for each frame and 
the blocks then moved to the next frame position. A total of 18 or 24 frames of data 
were acquired for the 12 or 16 block arrangement.
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Fig. 4.11
Transaxial reconstructed images for plane 8 from (a) 2D and (b) 3D reconstructions o f simulated, 
noiseless, rat brain for the 12 block design.
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P l a n e  8
Fig. 4.12
Transaxial reconstructed images of (a) 2D and (b) 3D reconstructions from simulated, noiseless, 
wrist and radial artery for the 12 block design.
104
In this manner, the full tomographic dataset was acquired by rotation for the two 
designs. The total duration required to acquire the 18 or 24 frame positions for the 12 
or 16 block designs was between 60 and 90 min. The initial 18F radioactivity at the start 
of the first frame for the phantom was limited by block deadtime characteristics to 1 
MBq or below (~5 % deadtime). The frame data were corrected for radioactive decay, 
if required, then reordered by the software into sinogram format. Normalization of 
detector response was performed by using a ‘blank scan’ of the 18F plane source 
constituted of the three different detector pair positions (one with directly opposing 
detectors and two with a detector offset by one block position). These blank data were 
utilized to provide individual LOR correction factors by employing a ‘global mean’ 
method. This method calculated the mean of each sinogram plane and produced LOR 
factors which were the mean divided by each LOR value. The plane means were also 
normalized to correct for axial variation by determing plane-to-plane correction factors 
from them, as with the intra-plane case.
The measured spatial resolutions from the reconstructed line source data are 
shown together with the simulation results in Table 4.4. As expected, the physical 
effects of mainly the 68Ge positron range result in lower resolutions than those obtained 
with the simulations. As with the simulations, the mean resolutions with 3D 
reconstructions are slightly poorer than the those reconstructed in 2D due to the inherent 
smoothing in the end planes. As the measurements include detector response, the effect 
of finite stopping power and inter-detector scattering is seen as a broadening of the LSF 
and increase in the FWTM values and also the FWHM/FWTM ratios with both the 2D 
and 3D reconstructions.
A representative set of images from the uniform cylinder reconstructions is 
shown in Fig. 4.13. The data were acquired from the 12 block ring and not corrected 
for attenuation. The presence of artefacts due to the inter-detector gaps is clearly visible 
as radial streaks and the number of streaks are equal to the number of gaps. An
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additional feature in both reconstructions is the ‘hole’ or dip in activity at the centre. 
This is not so predominant with 3D, which may be due to the oversampling of the axial 
and transaxial centre of the scanner due to the greater number of LOR. The dip may be 
due to incorrect normalization of the LOR which pass through the centre of the FOV 
and represent detector pairs with low efficiencies (i.e. those either side of the gaps). 
The effect of smoothing on the outer plane in 3D is also clearly visible. The effect of 
transaxial detector penetration and Compton scatter are seen in the variation of activity 
across the image. From knowledge of the pixel size, the diameter of the cylinder 
(FWHM) was determined as 15 mm. The penetration effect places events at the edge of 
the ring towards the centre resulting in a smaller diameter cylinder in the image. In 
addition to the scatter, penetration results in an apparent decrease in the attenuation of 
the object by increasing the counts towards the centre, which compensate for the 
attenuation.
Biology Rotation Measurements
A full tomographic (12 block) data set was acquired from a rat after injection of 
[1 iCjdiprenorphine. From the results obtained by planar imaging in the previous 
chapter and Cunningham et al 1991, it was deduced that the radioligand achieved a 
dynamic equilibrium with specific receptor sites at 20 min post-injection. After this 
time, it was assumed that there was little redistribution of the tracer.
The rat was placed in the lead collimator housing used previously and injected 
intravenously with 18.5 MBq of radioactivity. After the 20 min period, 2 min frames 
were acquired by rotation, as before. The data were then corrected for decay, converted 
into sinograms and normalized with previously acquired blank scans. The set of 
images, with 2D and 3D reconstruction, of the [i ICjdiprenorphine acquisition are 
shown in Figs. 4.14(a) and (b), respectively.
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Fig. 4.13
(a) 2D and (b) 3D reconstructions, without attenuation correction, o f the 20 mm uniform cylinder 
obtained by rotation o f the detector blocks. An outer (plane 1) and inner (plane 8) plane are shown for 
both sets. The decay-corrected sinogram data contained approximately 3.5 Mcounts.
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Both reconstructions show similar activity distributions which are generally 
characteristic of diprenorphine binding obtained from autoradiography, dissection and 
the 2D planar probe measurements. The horizontal views displayed in the figures show 
the clear separation of the activity in the eyes from that in the brain, both in ventro­
dorsal and rostral-caudal axes, which was not possible with planar imaging. 
Superimposed on both sets of figures is an ROI template derived from the anatomical 
relationships between intra-orbital lachrymal glands, right and left caudate putamen (or 
striata), thalamus and cerebellum. In this ‘pseudo-add’ image, radioactivity is located 
in primarily midbrain regions and absent in the cerebellum ROI. The rat head appears 
rotated, as the signal from the intra-orbital lachrymal glands are asymmetric in the 
different slices. The main visual differences between the two reconstructions are those 
of less noise and better localization of signal, especially in the caudate putamen, in the 
3D images.
Discussion
The results of the simulation and the measurements with the line source indicate 
the high spatial resolution achievable at the centre of the FOV. Both the simulations and 
measurements produce higher resolution than expected from the crystal size due to the 
unique sampling of the centre of the FOV. If the source was positioned a few mm away 
from the centre the resolution would be expected to degrade to that of the crystal size 
(~3.5 mm). The difference in 2D and 3D reconstructions is only evident in terms of the 
smoothing effect of the end planes in 3D and does not significantly degrade the 
resolution.
With distributed objects such as the uniform cylinder, there are significant 
differences between the simulated and measured cases, due mainly to counting statistics 
and image artefacts introduced by the physical gaps between blocks.
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Fig. 4.14 (a)
2D im ages o f the rat head reconstructed and rcsliccd into an horizontal orientation from the 
[11C]diprenorphine tracer study obtained by block rotation for the 12 block design (c.f. the ventro-dorsal 
image o f [HCJraclopride in the previous chapter). Each voxel in the image is 0.46 mm in size and the 
ROI indicated contain groupings o f between 4 and 8 voxels. The sinogram data contained  
approximately 1.3 Mcounts (decay-corrected).
109
Fig. 4.14 (b)
3 D  im ages o f  the rat head reconstructed and rcsliced into an horizontal orientation, from the 
[HÇJdiprenorphine tracer study obtained by block rotation for the 12 block design.
110
Additional problems occur with the requirement of normalization of the detector 
efficiencies. This is clearly evident in the data from the uniform cylinder and requires 
proper investigation. The simulations from the cylinder with addition of noise, indicate 
the advantages of utilising 3D reconstruction over 2D to lower the statistical variance in 
the images. These simulations take no account of the effects of Compton scattering or 
detector penetration which affect the recovered object distributions. The detector 
penetration and scattering effects are present in the measured data from the uniform 
cylinder. These result in the images showing no effects of attenuation which would 
otherwise result in an exponential decrease in the count profile across the uniform 
cylinder.
The rat brain simulation indicates that full recovery of activity concentrations is 
possible for an object 4 mm in size, although this was obtained with noiseless data. It is 
the case, however, that most anatomical structures of interest are much smaller than 
this. It is clear that partial volume effects and spillover will limit the ability to 
distinguish structures in the rat brain as with any PET system. The simulation result of 
the wrist illustrates the problem of the limited FOV of the tomographs considered. The 
artefacts caused by out of FOV activity can be seen to affect the ability to recover the 
true activity concentrations. The reconstructed FOV of the scanners can be increased by 
increasing the number of blocks which are in coincidence with each other. This has the 
effect of increasing the number of projections but does not alter the number of views.
The result obtained from the tomographic measurement of P 1C] diprenorphine, 
although limited by decay and counting statistics, is highly encouraging when 
compared to the 2D planar images obtained in the previous chapter. The rat brain is 
now distinct from the non-cerebral tissue and internal brain structure is delineated. The 
improved ability to select ROI which correspond to anatomical structures is vital to 
provide more accurate regional time activity data.
Comparison of the results from simulation and measurement of the two
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tomograph geometries indicates little difference in their relative performance. The 
reconstructed spatial resolutions for both designs are the same at the centre of the FOV, 
and also the count uniformity response. The 16 block ring provides extra angular 
sampling (owing to more detector elements per ring) at the cost of marginally reduced 
sensitivity. Once the gaps between the blocks are accounted for, the absolute 
efficiencies of the two designs are very similar (the 16 block design is -1% less 
efficient than the 12 block ring). Extra processing will be required for the 16 block 
ring, increasing its size and cost. The larger ring diameter is however useful for 
providing a larger aperture for scanning objects with a wider range of sizes and also 
would facilitate the incorporation of arrangements for the collection of transmission and 
blank data (rod or ring source).
The data presented in this chapter highlight some of the advantages and 
disadvantages of utilizing BGO block detectors, which are conventionally utilized in 
clinical scanners, in novel, small diameter geometries. Gains in efficiency due to 
increased solid angle are offset by gaps between the blocks due to their shape and size. 
However, increased efficiency is still maintained over clinical systems. Maximal use 
can be made of the increased efficiency by utilising 3D acquisition and reconstruction 
techniques which improve the signal-to-noise in the reconstructed images. The high 
spatial resolution capabilities of the detector, due to the intrinsic crystal size, produce 
images with high reconstructed spatial resolution at the centre of the FOV. This 
resolution can be expected to degrade significantly with increasing radius due to the 
effects of penetration which cause asymmetry and peak shift in the LSF. Resolution 
variation can be minimized by limiting the FOV of the camera but this can lead to severe 
image artefacts due to out-of-field activity (Chang, 1979, Tofts and Gore, 1980, Gore 
and Leeman, 1980).
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CHAPTER FIVE 
Tomographic System Description
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Subsequent to the positive findings of the simulations and measurements of the 
preceding chapter, a full ring prototype tomograph was constructed at CTI PET 
Systems, Inc. The practical realization of the tomographic system was based on the 16 
block design investigated previously. This design was chosen instead of the 12 block 
design due to its larger aperture and FOV.
The intrinsic components of the tomograph : the basic gantry, BGO block 
detectors, detector electronics, coincidence processing and the data acquisition system 
were built and implemented at the factory utilising parts used in the commercial, clinical 
CTI PET systems. Two visits, which lasted 3 months in total, were made to the factory 
to oversee the construction and testing of the system.
After delivery of the device to the Cyclotron Unit, the gantry was remachined 
and additional mechanical refinements were constructed by the M edical Engineering 
section as required.
The basic software to drive scanner data acquisition and reconstruction was 
provided  by the com pany and further system  and softw are developm ent was 
undertaken by P. M. Bloomfield of the PET M ethodology Section of the Cyclotron 
Unit.
Gantry
A photograph of the gantry in situ in the laboratory is shown in Fig. 5.1(a). A 
simplified schematic of the hardware components of the tomograph is shown in Fig. 
5.2. 16 block detectors are mounted on a 6.35 mm thick aluminium (Al) plate with a 
detector diameter of 115 mm. Initially, the aperture was a diameter of 117 m m  which 
resulted in significant gaps between the detector blocks of 1-2 mm. Another Al plate 
was m achined with the smaller aperture diam eter of 115 mm. This m inim ized the
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problem, although gaps of fractions of a millimetre are unavoidably still present 
between the blocks. The gantry plate was 1.04 m square and apart from the detectors, 
contained associated detector electronics and a clock distribution board. Fans are 
mounted at each corner of the gantry to cool the electronics. The gantry is fixed in the 
vertical plane by means of 4 Al support struts attached to an Al base plate which 
measured 1.2 x 1.1 x 0.09 m3. Al grilles are used to cover the exposed edges of the 
gantry whilst still permitting airflow across the detectors and electronics. A perspex 
sheet is used as a front cover for the gantry.
A cabinet measuring 0.56 x 0.61 x 0.74 m3 is used to house the coincidence 
processor and hardware which sorts and stores the data. Power supplies for the 
detectors (high voltage of -1250 V) and detector electronics (± 5 V) are brought onto the 
gantry by means of standard cabling. A SUN SPARCstation (model IPC) was used to 
control data acquisition. The flow of data from the block detector, through the 
processing of the PMT outputs, to the coincidence processing of events and their 
transfer and storage is shown in Fig. 5.3.
Detectors
The block detectors utilized in this tomograph are similar in design to previous 
ones incorporated in CTI/Siemens PET tomographs (Casey and Nutt, 1986, Spinks et 
al, 1988, Digby et al, 1990, Spinks et al, 1992) and others (Eriksson et al, 1986, Holte 
et al, 1988). The detectors are similar to the 8 x 6 blocks discussed in the preceding 
chapters. The main difference is the greater number of crystals in the transaxial 
dimension of the block. Each block detector is a 50 x 23 x 30 mm3 volume of BGO 
which has been segmented into an array of 7 x 8 crystals, each with a dimension of 3.0 
x 6.0 x 30 mm3. Fig. 5.1(b) shows the arrangement of detectors with their crystal 
elements. As with the earlier designs, cuts of varying depth have been made along the
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block. These slots acted as light guides within the BGO matrix, controlling the amount 
of scintillation light which is transmitted to the PMTs (Casey and Nutt, 1986). The cuts 
have a thickness of approximately 0.3 mm and contain an opaque coating which reflects 
incident scintillation light. Reflective coating is also present on the front and side 
surfaces of the block. The BGO block is viewed by 2 Hamamatsu R1548 PMTs which 
are glued to its back surface.
F ig . 5 .1 (a )
Detector blocks, 4 sets o f 'bucked electronics, clock circuitry and power supplies assembled on vertical 
gantry, shown in situ. Mounted on the front gantry face, around the aperture, is the rod source 
arrangement.
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Geometrical Arrangement of block detectors showing the crystal elements on the front faces.
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Each PMT has 2 photocathodes and thus each block has 4 PMT outputs, 16 
combinations of which are used to determine the position and energy of incident 
annihilation radiation. The BGO block/PMT assembly is housed in a wedge-shaped 
metal can from which the 4 PMT outputs are taken and fed into the analogue detector 
electronics stage. The front surface of the can is covered with a silicon rubber 
compound to prevent spurious scintillations from ambient light and act as a shock 
absorber.
Detector Electronics
The blocks are arranged into groups of four which have a common electronic 
processing module known as a 'bucket'. The detector electronics within the bucket 
consist of three parts: the analogue stage, the position/energy processor and the bucket 
controller (Moyers, 1990). Physically, there is an analogue board for each block 
detector and a common board with 4 position/energy processor sections. The analogue 
stage sums and integrates the four pre-amplified pulses from the PMTs of each block. 
The integration time is less than 1 jus (Moyers, 1990). A constant fraction discriminator 
(CED) is used to provide a timing pulse from the summed output at a pre-specified 
time. The CFD triggers at a constant level of photoelectrons which is a fraction of the 
total pulse height, resulting in the CFD output being independent of the pulse amplitude 
(the CFD value can be set in software). Using the CFD enables short coincidence 
resolving times to be obtained (~4 ns) since the resolving time is primarily a function of 
the charge collection process. The efficiency of this process is reflected in the output 
pulse rise time. With BGO, which has a relatively large scintillation decay time of 300 
ns, the timing performance will worsen with the acceptance of pulses with a large 
variation in amplitude. Each bucket can process one event in a 256 ns time interval. The 
CFD timing pulse provides an exact measure of the detection time within the cycling
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delayed with respect to the PMT signals to allow the outputs to be integrated. The 
integrated outputs are passed to 3 flash analogue to digital convertors (ADC). These 
fast ADC digitise the input signals to a 6-bit precision. The outputs therefore have a 
range of 0 - 63. One ADC is used to digitise the pulse height output to determine the
energy of the incident y-ray. The other two ADC are used to produce X and Y, or
transaxial and axial positional information within each block. The two position signals 
are produced by essentially Anger logic techniques (Digby et al, 1990) :
X = £A±CLJB±D) and Y= (A+BWC+D)
A+B+C+D A+B+C+D
Where X and Y correspond to the transaxial (shqrt axis) and axial (long axis) 
dimensions and A, B, C and D are the four PMT outputs as in Fig. 5.3.
These position signals are sent to an address multiplexer which utilizes the 12- 
bit information to place the event in a 64 x 64 matrix which encompasses prevaluated 
crystal boundaries from the block setup procedures. This lookup table (LUT) matrix is 
then used to determine the crystal of interaction which is identified by a 6-bit crystal 
value. This 6-bit value and the digitized energy value are then fed into another LUT of 
crystal energy spectra. This LUT consists of individual energy spectra for each of the 
56 crystals in the block. Two adjoining energy windows can be set in the software, a 
lower energy window which can be used to record primarily compton events, and an 
upper window which can be used to record a majority of photopeak events. If two 
energy windows are set, reference to the relevant crystal energy spectrum allows the 
determination of the energy status as either a true photopeak event, a scattered event or 
an invalid event, i.e. an event which falls outside both energy ranges. The bucket 
electronics produce 16-bit event words every 256 ns. The timing and clock signals are 
distributed to each bucket by means of a clock distribution board which is located on 
the gantry. The clock board has a master clock to provide the 256 ns timing signals and
the gantry. The clock board has a master clock to provide the 256 ns timing signals and 
synchronous high speed clocks for general bucket timing. The signals are distributed to 
each bucket via twisted pair cables. The time digitizer on the position/energy processor 
produces the 7-bit timing pulse which is produced when the CFD is triggered. This 7- 
bit number subdivides each 256 ns time interval into 2 ns time bins. This time data is 
the input to the time correction circuitry which can alter the information by up to ± 2ns. 
This correction can be used to overcome non-uniformities in timing across the blocks 
and bucket caused by PMT and pre-amplifier transit time differences as well as clock 
skew. The circuitry which performs this is in the bucket controller. The bucket 
controller also has high-speed shift registers to transfer the event data in series to the 
coincidence processor. An event sequencer in the bucket controller regulates the 
movement of data from the position/energy processors through the bucket controller to 
the time and position shift registers. The data word transferred consists of 6-bit time 
information (4 ns time bins), 6-bit crystal position data, 2-bit energy information and 2- 
bit block information. The memory in each bucket controller consists of a 8 kilobyte 
(Kb) x 8-bit static RAM. One RAM block is used for simplicity, but this necessitates 
two passes of the data, firstly the crystal address and then to determine the validity of 
the event in terms of its energy. The bucket controller has a single-chip microprocessor 
(Intel 80C196) which regulates bucket information flow. It also controls the 
downloading of setup and histogram firmware routines.
Coincidence Processor
The basic function of the coincidence processor is to determine which crystals 
have registered events within the same coincidence time window and to classify them as 
true coincidences. Every 256 ns the coincidence processor samples the ‘HIT’ bit of 
each bucket. This bit is embedded into the seventh bit of the time digitised data and
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flags the occurrence of a prompt (true or scattered) event. At the bucket level, if two 
position/energy processor sections indicate that they have valid data within the same 
256 ns then only one event is passed. The selection of the event to be passed is 
randomized by checking the output state of a bistable circuit. This circuit retains an 
output of ‘V or ‘0’ unless triggered by the 256 ns clock. If three or more 
position/energy processors indicate events in the same time interval all events are 
discarded. This occurrence is fairly remote with typical operational count rates. Before 
this rate is reached however, the block deadtime due to the 300 ns decay time of the 
BGO crystal becomes significant. If two valid events are found in the same 12 ns time 
window the event is passed to the coincidence processor. A delayed coincidence 
window technique (Hoffman et al, 1991) is used to determine the number of random 
coincidences. One side of the coincidence circuit is delayed with respect to the other by 
a larger time window than that for true coincidences. Any coincidences which are 
measured following this delay of 128 ns are classified as accidental or random 
coincidences, i.e. arising from two independent annihilation events. When the 
coincidence processor finds two coincidences within the same 256 ns window only one 
is passed as above with the single events. The event is classified as a multiple 
coincidence. Again the event selection process is randomized by checking the output of 
the bistable circuit. The coincidence processor passes 4 bytes of data for each 
coincidence (see Table 5.1). The data are transmitted via a fibre-optic link to the real­
time sorter (RTS) at a rate of 100 Mbits/s. Communication between the coincidence 
processor and the SPARCstation is through the same serial interface as used for the 
bucket electronics. Initialisation of the coincidence processor and polling of prompts, 
delayed and multiple events is undertaken through the link. Initialization is required to 
enable the buckets for coincidence detection, setting the bucket FOV and the number of 
planes allowed.
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RTS
The RTS consists of 5 dedicated hardware cards which convert the coincidence 
input data into a sinogram format and histogram the data into memory. Standard VME 
bus architecture is utilized for internal data handling (Jones, 1992).
Coincidence Input Card
The coincidence input card receives coincidence event pair data from the fibre- 
optic cable and passes it out to the VME bus via a standard ribbon cable.
Formatter Card
The formatter card receives the coincidence data from the coincidence input and 
reorders the data to produce a 32-bit sinogram index coincidence event data.The 
reordering rebins the coincidence data such that sinograms are formed of parallel 
projections at different angles. The formatter has 6 control registers in the VME bus 
address space. By selecting these addresses within the software, the registers can be set 
to provide various facilities. The registers include a control status register (CSR) which 
allows the formatter card to be initialised; a register which controls the delay between 
the coincidence event data entering the formatter data registers, which is called the 
throttle register. The sinogram width register allows the sinograms to be trimmed to a 
specific width (FOV radius). The value is half the number of projection elements. As 
each of the 64 sinograms is 56 projections x 56 angles in size, the sinogram width value 
is 28 (decimal).
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Sorter Card
The sorter card receives 31-bit sinogram data output from the formatter and 
histograms this data via the VME bus into random access memory (RAM) space on the 
card. The sorter also outputs event data such that a running, plane by plane, tally of 
counts can be recorded. The sorter card has 4 control registers and 2 RAM blocks 
which total 16 Mbytes. The CSR allows angle and element shift to reduce sampling and 
to allow interleaving. The RAM can be double-buffered by utilising the swap bit in the 
CSR. This is useful when recording dynamic frames reducing delay between time 
frames and allowing short time frames of the order of a second. The RAM is divided 
into a plane sum/select RAM (PSSR) and a sinogram base address RAM (SB AR). The 
PSSR is a lookup RAM which allows indexing of event type for histogramming and 
the value to add, or subtract. The SBAR is a lookup RAM which is used to index the
i
sinogram base address. The 32 data bits define an absolute address of the starting 
location of each sinogram.
Injection Monitor Card
The injection monitor card receives 12-bit event data and records the running 
tally of true, random and multiple events. The injection monitor has 2 control registers 
and 2 RAM blocks.
VME to S bus Adaptor
The overall data control and access for acquisition is performed by a SUN 
SPARCstation which utilizess the S bus architecture for parallel data transfer. The VME 
to S bus adaptor allows the computer to communicate with the individual cards in the
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RTS, set register values, access the RAM space and transfer sinogram data from the 
VME bus to the SUN hard disk.
Gantry Communication
Communication between the bucket electronics, coincidence processor and the 
controlling workstation is facilitated by a RS232 serial link operating at 9600 baud 
(bits/second). This communication allows downloading of data to the buckets, 
histogramming routines and polling of bucket singles events to be performed from 
which a measure of bucket deadtime can be calculated, amongst other features. The 
energy windows for individual blocks within a bucket can be set via the serial link, as 
well as the reporting of the temperature of the bucket electronics. A terminal emulation 
facility in the software allows these bucket commands to be transmitted to the bucket 
electronics. Communication with the coincidence processor allows the initialisation of 
eack bucket for coincidence event transfer as well as setting the bucket field of view and 
number of planes of data passed.
Tomograph Shielding
In order to necessitate 3D acquisition and reconstruction, inter-plane septa were 
not utilized to shield the detector rings from axial Compton scattering. Gantry side- 
shielding, for limiting the influence of out-of-field radioactivity, was in the form of 4 
contiguous lead annul! placed on each side of the detector ring. Each annulus had an 
internal diameter of 115 mm, an external diameter of 220 mm and is 10 mm thick. The 
design of the shielding allowed the full extent of the 115 mm aperture to be utilized, or 
additional shielding to be placed around the object if the lead rings were not sufficient.
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1st Byte 2nd Byte
ABO Module Pair 0 PDRO Prompt
AB1 Module Pair 1 PDR1 Delayed
AB2 Module Pair 2 PDR2 Multiple
AB3 Module Pair 3 PDR3 B Ring0 -0
AB4 Module Pair 4 PDR4 A Ring 0 -0
AB5 Module Pair 5 PDR5 0
ARO B Ring 1 - 0 PDR6 B Scatter
BRO A Ring 1 - 0 PDR7 A Scatter
3rd Byte 4th Byte
ADO ADetO BDO B DetO
ADI ADet 1 BD1 B Det 1
AD2 ADet2 BD2 B Det 2
AD3 ADet 3 BD3 B Det 3
AD4 A Det 4 BD4 B Det 4
AD5 A Plane 2 BD5 B Plane 2
AD6 A Plane 0 BD6 B Plane 0
AD7 A Plane 1
Table 5.1
BD7 B Plane 1
Composition of four-byte data word passed by coincidence processor. 
(J Young, CTI PET Systems, personal communication, 1991)
Rotating Rod Source Arrangement
For the purposes of performing object transmission and blank scans for 
attenuation correction and daily detector stability checks, a removable, rotating rod 
source arrangement was developed and implemented (the arrangement is shown
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mounted on the gantry in Fig. 5.1(a). The prototype arrangement consisted of a brass 
bar which was fixed by screws to the side of the gantry and held a DC motor onto 
which a brass plate was affixed. This brass plate had holes drilled into it to take brass 
line source holders at different radial positions from 0 to 50 mm.These holders could 
take 68Ge rod sources of 1.0 mm internal diameter, 1.5 mm external diameter and 120 
mm length. A 12 V variable power supply was used to provide a range of rotation 
speeds. The disadvantage of this design was that the arrangement could prevent the 
object to be scanned from being positioned correctly in the axial direction.
A more flexible arrangement was then incorporated which consisted of a geared 
brass wheel mounted onto the gantry, which was driven by the motor with a cog wheel 
attached to the spindle. The object could now be positioned axially without obstruction 
from the rod source arrangement. A brass inner ring could hold the rod source at the 50 
mm radial position, whilst another inner ring could be inserted which incorporated the 
other radial positions but as before restricted the ability to position the object. This latter 
ring is mainly utilized for the central rod source position which is used for the detector 
setup procedure.
A timer attached to the mains is utilized to switch on the motor at a particular 
time during the day or night for the acquisition of a blank scan.
Normalization Source Arrangement
Initially normalization of intra-plane LOR efficiences was performed with the 
rotating rod source arrangement, with the inter-plane efficiences being obtained with 
uniform cylinder. This method had been utilized on other large diameter, clinical 
scanners as a more practical alternative to normalization with a plane source, as a 
uniform source could be relatively easily fabricated. This method using the rod source 
was also extended to normalization of 3D datasets.
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Fig. 5.4
Sinogram profile of rod source integrated over all views. The rod source was positioned at 50 mm radius 
from the centre of the FOV. The curvature of the profile is due to the different geometry of the LOR 
sampling of the source as it moves from the centre to the edge of the FOV.
A rod source was used for this purpose, which contained a long-lived positron-emitter 
and was uniform along its length, namely the 68Ge rod source described above. Fig. 
5.4 shows the rod source profile from a single sinogram plane with all sinogram angles 
summed. The source was at a radial position of 50 mm from the centre, outside the 
FOV of 81 mm. It is evident from the profile that the positions of the rod source at the 
edge of the FOV, as indicated by the peaks in the profile, are within the FOV. The peak 
positions are separated by less than 100 mm due to the effects of detector parallax which 
result form the radius of rotation. Thus, even though the scan with a rotating rod can be 
used for normalization, the counts within the FOV are mispositioned. Consequently, as
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the normalization factor for each LOR has a mispositioning component as well as the 
intrinsic efficiency component, the normalization scan will be inaccurate. A plane source 
was then used for obtaining the LOR normalization factors. Although this source also 
incorporated the effects of parallax, as it was positioned at the centre of the FOV it better 
represented the emission scanning geometry.
The plane source, constructed from perspex, measured 70 x 100 x 6 mm3 and 
had wall thicknesses of 4 mm along the axial extent, 5 mm along the width, and 3 mm 
along the depth. In order to automate the process, a stepper motor was used which had 
a minimum step angle of 0.9°. The stepper motor was driven via a control circuit board 
and serial port from the SUN workstation. Following an acquisition of a scan at a 
particular postition, the source is stepped through approximately 45° by a series of 
software commands on the workstation. The stepper motor arrangement can be 
mounted when required to the side of the gantry opposite to the rod source arrangement.
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Fig. 5.5
Sinograms o f the same plane obtained from a 1 h scan of the plane source rotated to 4 different 
positions; (a) 0% (b) 45°, (c) 90° and (d) 135°. The segments which represent the views which contain 
the full width o f the source in the transaxial FOV arc extracted from each sinogram set and are 
composed to form a set o f  normalization correction factors for each LOR (e). Multiplication o f  the 
emission data by these factors corrects the detector efficiency variation.
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From each source position, the angular segments in each sinogram which correspond to 
the full extent of the source activity in the transaxial FOV are extracted (Figs. 5.5(a)-(d)) 
and composed to produce the intra-plane normalization correction factors (Fig. 5.5(e)). 
The plane-to-plane factors are obtained from a scan of a uniform cylinder, as shown in 
Fig. 5.6. The resultant normalization using the plane source corrects the detector 
efficiencies pattern, as shown by the normalization of a uniform cylinder (Fig. 5.7).
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Fig. 5.6
(o-.) Total reconstructed ROI counts per plane for a uniform cylinder without plane-to-plane 
normalization. (--) Total reconstructed ROI counts per plane for a uniform cylinder with correction for 
plane-to-plane variation obtained from cylinder data. The error bars represent the pixel SD within the 
ROI.
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Fig. 5.7
(a) Reconstructed image o f uniform cylinder without correction for detector efficiencies, illustrating the 
artefacts introduced if the data arc not normalized, (b) Reconstructed image o f uniform cylinder with 
normalization correction applied from plane source data.
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Gantry Bed Arrangement
A bed arrangement was constructed to enable the positioning of objects in the 
tomograph aperture. This consists of a platform, a cast iron precision slide with steel 
runners, which moved in the axial direction. The axial motion is facilitated by means of 
a handle which moves the top part of the table along a screw thread to a precision of 0.5 
mm. Fixed to the platform is a similar precision slide which facilitates movement in the 
vertical direction to the same precision. The bed, which is a perspex platform which can 
also move in the axial direction, is fixed to the vertical positioning device by perspex 
blocks. Pointers and scales are attached to the positioning devices to enable 
reproducibility of position. The bed and platform were fixed such that no lateral, 
horizontal movement is possible and the arrangement was centred relative to the 
tomograph aperture.
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CHAPTER SIX 
Physical Performance of the Tomograph
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The purpose of the physical measurements on the tomograph was to evaluate its 
performance with standard tests which had been previously developed to assess large- 
ring, clinical PET scanners (Guzzardi et al, 1991 Karp and Muehllehner, 1991). While 
these tests can be utilized to compare and contrast the performance characteristics of 
different scanners, a more important aspect of them, as for the small diameter 
tomograph, is that they characterized certain features of the performance of the 
tomograph which were related to the particular detector and its geometrical 
configuration.
SPATIAL RESOLUTION 
Transaxial
The transaxial spatial resolution measurements were performed using an 
haematocrit capillary as a line source. The capillary was a glass tube with an internal 
diameter of 1.0 mm, an outer diameter of 1.5 mm and a length of 60 mm. The capillary 
was filled with a uniform solution of 18F. One end was sealed and the other was placed 
in a perspex holder, mounted in the vertical plane, which had holes drilled into it at 
different radial positions : 0, 5,15, 20, 25, 30, 35,40 mm along two orthogonal axes.
The line source was placed in each of the different radial positions, initially at 
the centre of the FOV and scanned for a 10 min duration with an energy window of 
250-850 keV. Each dataset was then normalized and reconstructed by conventional 2D 
filtered-backprojection with a ramp filter at the Nyquist cut-off frequency with no 
interpolation. Profiles were drawn through each image dataset in the radial and 
tangential directions to produce LSFs for each position. The reconstructed images at 
each position were overlayed to produce the image shown in Fig. 6.1. Initial results of 
transaxial spatial resolutions, obtained before the A1 gantry was remachined, are shown 
in Table 6.1.
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At the centre, there is a clear discrepancy between the radial and tangential values: 
3.5±0.2 and 2.3+0.1 mm FWHM , respectively.
Fig. 6.1
Image o f multiple line sources within the transaxial FOV, for which the data at each source position 
have been summed, and reconstructed with a ramp filter at the Nyquist cut-off frequency. Note the 
distortion o f the LSFs with increasing radial displacement.
137
With increasing radial distance, the FWHM values degrade, as expected from the 
penetration effects. The radial value at 10 mm shows a large increase over both the 5 
and 15 mm values.
Table 6.1
Variation of radial and tangential spatial resolutions as a function of increasing 
displacement from centre of transaxial FOV. The LSF data were reconstructed 
with a ramp filter at the Nyquist cut-off (0.5 cycles/pixel).
Radial Distance from Spatial Resolution
Centre of FOV (mm) (mm FWHM/FWTM)
Radial Tangential
0 23/6.1 3.5Z7.3
5 3.9Z9.7 3.1/5.9
10 5.3/19.7 3.5/9.5
15 4.3/13.9 4.1/10.0
20 4.7/10.0 4.3/7.8
25 4.8/13.1 3.9/8.2
30 5.3/10.9 4.3/8.8
35 6.1/10.2 4.0/9.4
40 6.2/11.6 4.9/11.7
The FWTM values for both orientations also show large variations across the FOV. 
The radial FWTM value at 10 mm displacement, as with the FWHM, is much higher 
than the value at 5 mm. In the tangential axis, the values exhibit oscillatory behaviour 
with position and increase more gradually than the radial axis.
Measurements performed after the gantry was remachined to provide a more 
uniform detector separation, as results indicated that the difference at the centre between 
radial and tangential resolutions was caused by the the geometry of the first gantry. The 
FWHM spatial resolutions for the radial and tangential components at the centre were 
then measured as 2.3+0.1 mm and 2.5+O.Î mm, respectively. The FWTM values were 
5.9+0.5 mm for both radial and tangential directions. The values for the 
FWHM/FWTM ratio indicate, that at positions at and close to the centre, inter-crystal 
scattering affects the spatial resolution whilst with increasing radial displacement, the
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parallax strongly influences the LSF, For the new gantry, the variation of resolution 
with radial position for both components was as before (Bloomfield et al, 1995).
Increasing the LLD to 350 and 450 keV from 250 keV results in improvement 
in the spatial resolutions. The maximum difference in FWHM for both components was 
0.4 mm, between 250 and 450 keV, and occurred with source displacement from the 
centre.The FW TM values improve also, with the radial value at 10 mm going from 
19.7+2.6 mm to Î5 .3+Î.6  mm when the LLD is increased from 250 to 450 keV. This 
is due to selective rejection of Compton scattered photons in the detector.
Axial
The axial spatial resolution (or more properly slice width) was measured using a 
18F point source which was a ceramic bead of 1.0 mm diameter which absorbed the 
radioactivity. The point source was fixed in a polythene holder, along the transaxial 
centre, and stepped in 0.5 mm increments through the axial extent of the scanner and 10 
mm either side, which was a total displacement of 70 mm. The energy window was set 
at 250-850 keV. A scan was acquired for 30 s duration at each position. The effect of 
varying the energy window was investigated by scanning the point source, with the 0.5 
mm  increments, for the central image plane. The LLDs chosen were 250, 350 and 450 
keV  with the ULD set to 850 keV. The measurements with the different energy 
windows were repeated with the point source displaced 10 mm from the central axis.
For each of the 15 image planes, subsets of scans were reconstructed and decay 
corrected. A ROI was drawn on the whole FOV in each reconstructed image.
The axial profiles for each of the 15 planes are shown in Fig. 6.2. The mean 
axial slice width is 4.4 ± 0.4 mm (FWHM), 9,6 ± 0.7 mm (FWTM). The values for 
the inner planes are very similar but the righthand end plane has significantly lower 
FW HM /FW TM  values (3.8/7.6 mm respectively). Its profile shows a sharper fall-off
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on the outer side together with a secondary, low-level peak. The only difference 
between this particular edge plane and the other one, was that the side of the detector 
with the higher axial slice width also had the A1 gantry adjacent to it. The other side had 
an air gap between the detector and the A1 support ring for the lead shielding. It was 
postulated that the absence of scattering material resulted in the sharper profile on the 
one side. This finding was later confirmed when another A1 plate was substituted for 
the air gap and, when measured again, the two edge plane profiles were very similar to 
each other, with a less sharp profile than previously obtained on the side with the air 
gap (Bloomfield et al, 1995).
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Fig. 6.2
Axial profiles from 18F point source stepped in 0.5 mm increments 
along central axis for each o f 15 image planes.
The results of varying the energy window, and source displacement away from the 
axial centre are shown in Table 6.2. The data indicate that as the LLD is raised that the 
axial slice width is slightly improved. This suggests that Compton scattered events
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within the crystal are, to some extent, selectively rejected. The axial slice width at all 
three LLDs worsens off axis with much poorer FWTM values due to crystal scatter and 
photon penetration into neighbouring crystals.
Table 6.2
Central image plane values of axial slice width (FWHM/FWTM) with variation in energy window 
(250, 350 and 450-850 keV) for source positioned on central axis, and displaced by 10 mm.
Displacement from Central Axis (mm)
LLD 0 10
250 4.5/9.3 4.6/10.5
350 4.379.3 4.479.8
450 4.278.8 4.379.6
Absolute Efficiency
The absolute extrinsic efficiency of the tomograph was estimated using the 18F 
point source described above. From the axial resolution measurement of the point 
source at the geometric axial centre of the tomograph, the total system coincidence 
counts were recorded. These measurements were performed for energy windows of 
250-850, 350-850 and 450-850 keV. The point source was then counted in a calibrated 
Nal well-counter and its activity determined after background activity correction. The 
percentage absolute efficiency was then calculated for the three energy window 
settings. For comparison, the theoretical absolute efficiency was calculated from 
knowledge of the angle subtended by the point source at the detector face in the axial
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plane.
The perecentage absolute efficiencies were found to be 8.1+0.1, 7.3±0.1 and 
6.1±0.1% at 250, 350 and 450-850 keV respectively, including the branching ratio of 
97% for 18F positron decay .The absolute efficiency, calculated from knowledge of the 
solid angle and the total volume of BGO, was 8.6%.
Scatter Fraction
The scatter fraction was measured using a 18F line source in a water-filled 54 
mm diameter, 68 mm long, cylindrical perspex phantom. The line source was a 
haematocrit capillary as used for the spatial resolution measurements, and was placed at 
the transaxial centre of the FOV. The phantom was scanned at the three energy 
windows of 250-850, 350-850 and 450-850 KeV for 15 min at each energy window. 
To determine the scatter component present in the detector, scans were performed at the 
three energy windows of the centrally placed line source in air. Scatter profiles were 
obtained by summation of all angles in the sinograms. The contribution due to scatter 
was determined by fitting the regions outside the source position with a polynomial 
function and then deriving scatter fraction as (scattered counts/total counts).
Representative scatter profiles at the three energy windows are shown in Fig. 
6.3. The scatter, indicated by the extent of the wings outside the peak of the line 
source, is seen to decrease with increasing LLD, as expected. This is demonstrated in 
the mean scatter fractions shown in Table 6.3. Even at 450-850 keV there is 16% 
scatter component in the sinogram data. When the data with the line source in air are 
considered, it is seen that the contribution of scatter in the detector and the gantry is 
non-negligible. It contributes a maximum of one third of scatter events at 250-850 keV, 
and over 25% at 350 and 450-850 keV.
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Fig. 6.3
Transaxial sinogram profiles of a central 18F line source in a water-filled 54 mm diameter cylinder 
for LLDs of 250, 350 and 450 keV with the ULD at 850 keV.
Central Line Source
LLD SF with cylinder SF in air
250 0.33 ± 0.04 0.11+0.02
350 0.27 ± 0.04 0.08 ± 0.03
450 0.16 ±0.02 0.05 ± 0.02
Table 6.3
Variation of Mean Scatter Fraction (SF) for 18F line source in 54 mm diameter 
water-filled cylinder with 250, 350 and 450-850 keV energy windows.
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Count Rate Performance
The count rate characteristics of the scanner were investigated using a 54 mm 
diameter, 65 mm long perspex cylinder uniformly filled with n C radioactivity in water. 
The cylinder was scanned for a total of 3 hrs using sequential 5 min fram es and the 
prompt, delayed, and multiple coincidences were recorded for each frame as well as the 
average deadtime correction factor. The initial, total radioactivity of 133 MBq (3.6 mCi) 
was sufficent to saturate the system. The energy window was set to 250-850 KeV.
The noise equivalent count (NEC) parameter (Strother et al, 1990, Bailey et al, 
1992), which reflects the count rate characteristics with the incorporation of the noise 
effects of scatter and randoms, was estimated from knowledge of the random  and 
scatter fractions and the object size.
The NEC is given by
NEC = [Ttot. (T /  (S + T))]2/(Ttot + 2fR)
where,
Ttot = Total (trues + scatter) Count Rate
T = Trues Count Rate
S = Scattered Count Rate (scattered fraction = 0.33 from
Table I)
f  = Fraction of Projection Space subtended by the Object
(which from size of cylinder and sinogram FOV = 0.66)
R = Randoms Count Rate
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Fig. 6.4
Count response of scanner at an energy window of 250-850 keV. Measured trues+scatter (x), randoms 
(*) and multiples (+), recorded from 54 mm diameter, 65 mm long cylinder uniformly filled with HC. 
NEC curve (-), calculated by eq. 1 using SF data in Table 6.2.
The count rate curves determined from the study are shown in Fig. 6.4. The maximum 
measured trues rate is -9 4  kcps which is achieved at an activity concentration of -100  
kBq/mL. The randoms rate at this concentration is -1 4  kcps (12 %). The derived NEC 
curve indicates that the max trues count rate achievable given the scatter and randoms 
components, is -4 8  kcps. The trues and NEC curves dip due to proportionally more 
counts being lost at higher activity concentrations. This effect is caused by the 
paralyzable characteristics of the detector. The detector deadtime at the peak trues rate is 
-4 0  % and the correction factor is 2.9, There is a discrepancy between the deadtim e 
corrected trues rate and that expected from regression of the low count rate values. This 
discrepancy is a maximum of 8 % up to the peak (Fig. 6.5).
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Fig. 6.5
Deadtime-corrected true count rate (*) and extrapolated data from fitted low count rate values (—). 
Attenuation
Transmission data were acquired with the 54 mm diameter cylinder uniformly 
filled with water in the FOV. The 68Ge rotating rod source described previously was 
utilized at a radius of 50 mm. A 3600 s transmission scan was acquired at 250-850 keV 
with a 2D count total of 17.6 Mcounts. A blank scan without the phantom was acquired 
for the same duration at the same energy window with a count total of 18.7 Mcounts. 
The randoms rates were less than 4% for these scans and the deadtime averaged out to 
-10%. The attenuation data created by dividing the blank by the transmission were then 
smoothed by a 9x9 filter.
The 2D reconstruction of the logarithm of the attenuation data resulted in the set 
of transmission images shown in Fig. 6.6.
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Fig. 6.6
Set of 2D reconstructed transaxial transmission images of the 53 mm diameter water-filled cylinder. 
The data were smoothed with a 9x9 filter prior to reconstruction.
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ROIs were drawn on each plane constituting -65% of the cylinder size on the image. 
The mean values produced were the plane linear attenuation coefficients within the 
cylinder and are shown in Fig. 6.7 with their associated pixel SD.
The diameter of the cylinder in each of the planes was determined from FWHM 
of the image profiles and was estimated to be 49 ± 1 mm. The actual diameter of the 
cylinder was 60 mm inclusive of the wall thickness.
8 .
e ' 7.
JL
£c3
b
i
§
■3 5.
4.
Plane No.
Fig. 6.7
Plane to plane variation of linear attenuation coefficient determined from ROIs on transmission images 
of 54 mm diameter cylinder filled with water. The error bars represent the pixel SD within the ROI.
Uniformity
Uniformity within the reconstructed images was assessed by scanning the 54 
mm diameter cylinder with 18F in water at the centre of the FOV for a duration of 3600 
s. For the energy window of 250-850 keV, A total of 158 Mcounts were acquired in
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3D corresponding to 37 Mcounts in 2D. The randoms fraction was less than 2% and 
the average deadtime 10%. Normalization and reconstruction, with a ramp filter at the
Nyquist cut-off, were performed on the sinogram data. Firstly, no attenuation or scatter
correction were applied to the data. Then attenuation correction was performed by 
calculation of the correction factors from a circle of 49 mm diameter, using a linear 
attenuation coefficient of 0.0096 mm-i. A total of 47 ROIs of 5x5 mm2 were drawn on 
each image plane covering -80% of the active area of the phantom to avoid edge 
effects. The positive and negative non-uniformities were calculated, to investigate 
possible asymmetric effects, using the equations :
NU (+) = (ROImax - ROImean)/ROImean
NU (-) = (ROImean - ROImjn)/ROImcan
where,
NU (+) = Positive non-uniformity 
NU (-) = Negative non-uniformity 
ROImean = mean of ROI values in plane 
ROImax = maximum ROI value in plane 
ROImin = minimum ROI value in plane
The set of reconstructed images is shown in Fig. 6.8. The mean NU (+) and NU (-) 
values over all planes were 21.0±5.1 % and 21.7+3.1 %, respectively. The estimated 
diameter from the images was 45+1 mm. Profiles through the activity distribution in the 
cylinder, before and after application of a calculated attenuation correction, are shown 
in Fig. 6.9.
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Fig. 6.8
Set o f 2D transaxial emission images of the 53 mm diameter cylinder. The cylinder contained 18F in 
water and the data.had a total o f 37 Mcounts. A ramp filler was used at the Nyquist cut-off frequency.
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Fig. 6.9
Profiles through reconstructed image plane o f activity distribution in uniform cylinder. (— ) Not 
corrected for attenuation (—*—*) Attenuation corrected by calculation, using a linear attenuation 
coefficient of 0.0096 mm*1 and circle o f diameter 49 mm.
System Stability
Variations in the ambient temperature can cause major fluctuations in both
system sensitivity, due to changes in detector light ouput, and deadtime, due to 
variation of the decay time constant (Melcher et al, 1985). The temperature in the 
tomography gantry was continuously monitored using a thermocouple and data logger 
system, being updated every 15 min. The detectors were checked using the 60 min, 
daily blank scan with the 68Ge rod source, which was usually collected automatically at 
a set time each morning.
151
Fig. 6.10. shows the variation of gantry temperature over a period of a month. 
Also plotted are the total counts from a single sinogram plane for the blanks acquired 
over this period. The initial increase in temperature is due to the system reaching its 
operating temperature after having the power supply switched off. The temperature 
remains fairly constant apart from periodic increases and decreases which seem to be 
due to diurnal temperature changes. In the middle of the month there occur two sharp 
drops in temperature of ~1 °C, but apart from this, the temperature thoroughout the 
month remains between 21.5 and 22 °C. The blank data for the same month indicates 
that there are no major count variations in this time. There is, however, a regular 
stepped pattern every few days. The reduction in total counts during the month follows 
radioactive decay to within 2%.
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(Upper figure) Temperature variation measured from gantry thermocouple and 
(Lower figure) Variation of total blank count in a sinogram plane over one month.
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Discussion
The measured spatial resolutions of the system indicate that the optimum that
can be achieved in transaxial and axial directions are determined by the size of the 
elements in the detector block. The resolution at the centre of the transaxial FOV is 
better than expected from the crystal size due to the unique sampling at this point. 
Additional gaps between blocks, of the order of fractions of a mm, caused by the initial 
gantry arrangement resulted in non-isotropic transaxial resolutions at the centre. This 
effect was removed by utilizing themore precisely machined gantry. Transaxially, the 
spatial resolutions degrade rapidly from the centre of the FOV due to the effects of 
parallax. Traversing a radius of 40 mm from the centre results in a 100% change in 
resolution from 3.2 mm to 6.1 mm FWHM. Also, the highly non-uniform radial 
sampling, causes a sharp change of resolution at 10 mm radius from the centre. At this 
radial position, the LORs are between the edges of the two detector blocks. Apart from 
the worsening FWHM and FWTM indices, the shape of the LSF as indicated by the 
images in Fig. 6.1 becomes distorted and asymmetric. The additional problem caused 
by parallax is the shift of the peak towards the centre of the FOV. Thus objects in the 
FOV will not only have spatially variant resolutions, but also the size of the objects 
determined from the image will be incorrect. The effect of redistributing counts towards 
the centre also results in less apparent attenuation in the object.
The 3D efficiency of the tomograph at the widest energy window (250-850 
keV), measured with the point source, is slightly lower than that expected from 
calculation. The thickness of the point source holder (-1 mm) results in the probability 
of the more energetic i8F positrons annihilating outside the detector ring, which would 
lower the measured efficiency. Although the efficiency decreases with increasing LLD, 
even the efficiency at 450-850 keV is much higher than that measured for clinical 
machines, in which the greater axial extent and more complete detector packing
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compensate for larger ring diameters, eg the ECAT model 953 B has an absolute 
efficiency value of -3.5% (Bailey et al, 1991).
The measurement of scatter fraction, as shown in Table 6.3, indicates that
although Compton scattering can be discriminated against by increasing the LLD, it can 
never be completely removed from the sinogram data. The scatter in the detector and 
surrounding gantry material contributes a third to the total scatter fraction value at 250- 
850 keV, decreasing a quarter at 450-850 keV. At 450-850 keV, the total scatter 
fraction in the object and the detector, at 16%, is not negligible. These data suggest that 
a scatter correction technique must be employed for data acquired in any of the three 
windows for quantitative accuracy. However, the measurements with the 54 mm 
diameter cylinder represent a worst-case for small animals such as the rat. The results 
are appropriate as estimates for scatter in the objects such as the rat abdomenor human 
wrist, but will be larger than that expected from the head.
The count rate response indicates that the 3D geometry of the scanner results in 
a low randoms:trues ratio of 12% up to the peak count rate. High randoms fractions 
lead to large statistical errors when they are subtracted with the delayed window 
method. The phantom however does not fully represent in vivo distributions where 
high activity is present outside the FOV, giving rise to randoms but not trues. The NEC 
curve is a more valuable quantity than the trues data as it includes the effects of scatter 
and randoms correction. The NEC data indicate that the maximum count rate is half that 
expected from the trues curve and also occurs at a lower activity concentration than the 
trues curve. An overestimation occurs at high count rates and suggests that the 
uncorrected or corrected singles are inaccurate, although peak count rates from a 
biology study would be expected to be much less, by a factor three or so (see next 
chapter). The single photons impinging on the detectors from the cylinder result in 
randoms and deadtime and are mainly from within the FOV as the cylinder was axially 
centred. Thus this activity distribution does not reflect the count losses with activity
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outside the FOV, as is the case with in vivo studies.
The use of measured transmission data to correct for attenuation is seen to be 
limited by a number of factors. Firstly, the measured data incorporate a scattering 
component which reduces the apparent attenuation. The measured linear attenuation 
coefficient is -70% of a narrow beam geometry (-0.0088 mm-i). Secondly, the 
parallax effect reduces the apparent size of the attenuating object. In the images, the 
measured diameter is 82% of the actual diameter. Thirdly, the attenuation data, although 
heavily smoothed, produce large pixel to pixel variation. The poor quality of the 
transmission data, even with relatively long scan durations will result in noise 
propagation into the emission data. These statistical effects will increase with shorter, 
more practical, scan durations. The non-uniformity in the data will lead to large 
inaccuracies in the attenuation correction when small anatomical structures are being 
studied. However, for relatively uniform attenuating and small objects within the 
scanner FOV, attenuation correction may not be necessary.
The emission non-uniformity data indicate that significant variability of 20%, 
with no positive or negative bias, occurs when sampling 5 mm2 regions within a 
cylinder of uniform activity at a high count density. These values also include the 
variability between direct and cross planes. Although the data were not corrected for 
attenuation, the profile through one of the image plane does not show the characteristic 
exponential dip due to the attenuation which appears to be compensated by the effects 
of scatter and parallax. Using a calculated attenuation correction results in increasing 
counts towards the centre of the cylinder. The estimated size of the phantom, as with 
the transmission data, is 83% of the actual size.
The thermal stability and count data indicate that the scanner enviroment 
provides stable operating conditions and no major drift in the count response occurs 
with time.
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CHAPTER SEVEN 
Biology Studies with the Tomograph
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Subsequent to the initial physical charcterisation of the tomograph being 
performed, a number of in vivo biology studies were undertaken. The main aim of the 
studies was to assess the performance of the system with respect to its ability to 
measure tracer kinetics in anaesthetised animals and the human radial artery.
For the animal studies, a number of techniques were developed and 
implemented by the biologists in collaboration with the medical engineering section at 
the MRC Cyclotron Unit in order to fix and reproduce the position of the animal and 
deliver the anaesthetic by an appropriate method. Some of initial approaches to the 
above requirements were found to be impractical, eg inadequate delivery of anaesthesia. 
Data from the initial studies performed over the course of a few months highlighted the 
problems and resulted in the changes to the implementations.
The types of studies performed were exclusively in rat brain using the two 
labelled ligands described in previous chapters, namely [11C]diprenorphine and 
[HQJraclopride, as their behaviour was known from both ex vivo dissection and in 
vivo animal PET studies (Kohler et al, 1985, Cunningham et al, 1991, Hume et al, 
1992).
Stereotactic Bed Arrangement for Animal Studies
The main requirements for the bed were to maintain a fixed position for the rat 
head in order to prevent movement due to respiration during the scan and to enable the 
reproducible positioning of the brain relative to a stereotactic rat brain atlas (Paxinos 
and Watson, 1982). This latter requirement facilitated the placement of ROI on the 
image volume with reference to corresponding anatomical structure. Precise positioning 
was a critical aspect of the procedure, as the size of the ROI were similar to the spatial 
resolution of the scanner.
157
The bed consisted of a perspex base measuring 306 x 63 x 8 m m 3 fixed to the 
gantry platform arrangement by means of a locking nut. Two structures (ear bars) were 
used to fix the head; two moveable nylon bars tapering to a point, level with the ears, 
and another bar to hold the teeth (tooth bar). The two ear bars provided the means to 
externally locate the inter-aural line in the brain, to which the brain anatomy in the atlas 
was related. A connector in the toothbar housing enabled anaesthetic tubing to be 
attached, from the opposite side of the gantry to the bed arrangement, which delivered 
the isoflurane, required to maintain animal anaesthesia, and an N2O/O2 mixture.
Stereotactic bed arrangement for fixed and reproducible positioning of rat in scanner. Shown in the 
photograph, which is orientated along the axis o f the bed, are the two car bars which define the inter- 
aural line, and further along the bed, the tooth bar in the housing attachment for the delivery of 
anaesthetic.
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The bed was designed to provide stereotaxis for a rat weight range from 280-310g 
which was the range for which the atlas was applicable. By relating the internal brain 
structures to the external positions of the bed fixtures, the bed could be moved along 
the axial extent until the caudate putamen, or the striata, were positioned at the central 
image plane (plane 8).
Dynamic Scan Protocol
Protocols for dynamic emission data acquisition for the two tracers utilised were 
derived from a priori information.The durations of the studies were chosen to produce 
maximal differentiation between the specific and non-specific tracer signals, in order to 
enable the estimation of kinetic constants for movement of the ligand to and from the 
specific binding compartment. The temporal sampling was chosen to match the 
physiological changes occuring in the brain. After injection, the processes of delivery 
of the tracer and extraction across the blood-brain barrier are rapid (~ 10 s) and thus 
require very short time frames to characterise them adequately. During the period in 
which the main process is the binding of the radioligand to the receptor, the kinetics are 
generally slower and the radioactivity distribution can be sampled at a rate of ~5 min per 
time frame.
The f11C]diprenorphine scan protocol consisted of a total scan duration of 2 h, 
sampled with 3 x 5 s, 3 x 15 s, 4 x 60 s, 11 x 300 s and 6 x 600 s frames, producing a 
total of 27 frames. The [HÇjraclopride scan protocol was 1 h long and was the same 
sequence of time frames as for the first hour of the [iiÇJdiprenophine protocol, with 21 
frames.
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Attenuation Correction
The attempted attenuation correction of preliminary biology data obtained, 
highlighted the problems of using a rotating rod source arrangement to acquire blank 
and transmission data. The radius of rotation of the rod source, 50 mm, brought it into 
close proximity to the detector faces. Apart from causing a high level of instantaneous 
deadtime ( ~ 40%) due to the large single photon flux, the distance from the centre also 
meant that a large parallax or penetration effect was present. In addition, the source- 
object configuration produced a wide-beam scatter geometry which resulted in 
significantly low values for the linear attenuation coeffrcent for water ( -  0.006 mm-1), 
determined from a uniformly filled cylinder. The relatively low activity present in the 
source (-1.5 MBq) produced data with poor statistics.
The effect of not correcting for attenuation in the rat hea caused -15% decrease 
in regional counts, but the difference between specific and non-specific regions (used 
as reference regions) was only of the order of -2%. Initial tracer studies suggested that 
without attenuation correction, the final kinetic parameters were altered by less than 
5%.
Normalization
The emission data collected from the dynamic scan were normalized for both 
intra-plane detector inefficiencies and inter-plane variation. Inter-plane detector variation 
was corrected using data collected from a plane source measuring 70 x 100 x 6 mm3 . 
The normalization correction sinograms were assembled from four 1 h acquisitions of 
the plane source, at 0,45, 90 and 135° to the horizontal. The dataset incorporated data 
from each scan for those angles where the source maximally extended across the full 
width of the sinogram FOV. From the assembled scan, normalisation correction factors
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were derived by calculating the mean of each plane and dividing by the LOR values. 
Plane-to-plane factors were determined from a scan of a 53 mm diameter uniform 
cylinder, filled with 18F solution. The factors were derived by calculating the mean of 
the total plane counts across all planes and dividing by the individual plane counts.
Reconstruction
Reconstruction of the dynamic scans was performed in software on the SUN 
workstation. Filtered-backprojection was utilised, the data being reconstructed with a 
ramp filter at the Nyquist cut-off (0.5 cycles/pixel), with a zoom of 1.5, into an image 
matrix of 128x128. This high-level of interpolation, producing a pixel size of 0.47 mm, 
was required to position ROI with sufficent anatomical accuracy. Normalization of the 
dynamic data was performed during the reconstruction process.
ROI Analysis and Kinetic Modelling
Subsequent to reconstruction, the data were transferred into a format suitable 
for analysis in the ANALYZE package (Robb and Hanson, 1988). The dynamic data, 
in the form of transaxial planes of data from the scanner were used as such (non­
interpolated) or were resliced into sagittal and horizontal projections with cubic voxels 
(0.104 mm3). ROI were positioned corresponding to striata, thalamus and cerebellum 
using a template overlying the brain outline determined from images obtained 1-2 min 
after injection of radioligand. The ROI comprised 4-8 pixels and the two templates used 
for non-interpolated and interpolated data are shown in Fig. 7.2. Decay-corrected time 
activity curves from each region were utilized with a non-linear compartmental model 
using the cerebellar region as a reference tissue (Hume et al, 1992). The model was 
used to iteratively fit the data using a least-mean-squares method.
161
8x6 = 48 
Cerebellum
8x6 = 48 
Cerebellum
4x4 = 16 
Striata
6x6 = 36 
Glands
(a) (b)
Fig. 7.2
ROI templates for (a) non-interpolated data, in the coronal plane of the rat brain, where the striata ROI 
are positioned on plane 8 and the cerebellum ROI is positioned on plane 11. (b) Interpolated data, where 
one resliced plane in the horizontal orientation contains all cerebral and non-cerebral ROI.
The compartmental model used is depicted in Fig. 7.3. Values are derived for 
R l= K i/K i’; kz; kg; and binding potential (BP=kg/k4 ). The parameter BP is also 
utilised in in vitro saturation studies and is equivalent to Bmax/Kd, where Bmax is the 
total number of receptors occupied by the compound and Kd is the disassociation 
constant. Thus, in in vivo kinetic studies, BP ideally approaches Bmax/Kd, for 
negligible amounts of stable compound co-injected. Due to the physical limitations of 
partial volume and spillover imposed by the in vivo PET measurement, however, the 
BP value is not fully quantitative in terms of receptors and affinity. It can however be 
utilised as a parameter to adequately describe the kinetic data and, as such, can be used 
to assess the effects of experimental manipulation or ligand binding.
]
6x6 = 36 
Thalamus
4x8 = 32 
Striata
162
Fig. 7.3
Two compartment model utilised to analyze kinetic data from tomograph. Cp and Cr are the 
radioactivity concentrations in the plasma and cerebellum reference tissue, respectively. Cf and Cy 
represent the concentration of free and bound tracer in the particular ROI (striatum or thalamus) in units 
of Bq g-i. K i and are rate constants (in mL g -1 min-1) for the transfer of tracer from the plasma to 
the tissue, k^, k^ , kg and k4 are rate constants (m in1) for transfer between the different compartments. 
Assumptions are made in the model that the [K^/kz] ratios are equal for the ROI and cerebellum 
(Cunningham et al, 1991).
Calibration
The scanner was calibrated so as to enable the time activity data to be converted 
to absolute radioactivity units (kBq/mL). This was to compare directly data from 
different studies, acquired on different dates and consequently with different detector 
setup and normalisations.
Calibration was achieved by scanning the 5.3 cm diameter cylinder, containing 
a 18F solution of known concentration, for 1 h. The mean pixel count, for an ROI 
~60% of the cylinder size, was determined over each plane in the reconstructed image.
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A mean calibration factor for the image planes was derived from the pixel counts and 2 
mL aliquots of the same solution measured in a calibrated well counter (Bloomfield et 
al, 1995).
[HC]Diprenorphine Studies
Three protocols were utilised for the [HQdiprenorphine studies: (a) tracer- 
alone, (b) pre-dosed and (c) pulse-chase. For these studies, between 9 and 15 MBq of 
[llC]diprenorphine were intravenously injected via a cannula into the tail of the 
stereotactically positioned rat. Dynamic scanning was initiated on injection of the 
radioactivity andfor the duration of 2h, with the 27 frame protocol as described. Typical 
peak trues count rates were of the order of 38 kcps (3D) corresponding to 8.8 kcps 
(2D). Maximum deadtime was -40% during the first 5 s frame when the activity was 
actually outside the FOV, in the heart of the rat, fallling to 30% in the next frame. The 
randoms fraction at this time was 90% but dropped to 30% in the next frame. The trues 
count rate at the end of scanning was -250 cps in 3D, with negligible deadtime and 
randoms. For the pre-dosed protocol, non-radioactive diprenorphine, at a concentration 
of 200 JJ-g/kg, was injected 5 min prior to injection of the radiolabel. The pulse-chase 
protocol utilised an injection of non-radioactive diprenorphine (215 pg/kg), at 62 min 
post [i 1C]diprenorphine injection. After acquisition, the scans were processed as 
described previously to obtain resliced datasets which, with ROI sampling produced 
decay-corrected time-activity curves.
The final distribution of the [HC]diprenorphine in the tracer-alone study is 
illustrated in Fig. 7.4, for the period 80 - 90 min post-injection. The two views (sagittal 
or horizontal projectons) show the extent of the specific signal in those brain areas 
which are known to have the highest density of opiate receptors, namely thalamus, 
striata and cortex.The cerebellum, which is known to contain few, if any, specific
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binding sites is seen to have a lower relative signal. The features in the sagittal image 
when compared to the [3H]autoradiograph and the [ ^C]diprenorphine planar uptake 
image from the probe system (Figs 2.8 and 2.9, respectively), indicate the high level of 
regional delineation in the image. Fig. 7.5 shows diprenorphine binding at the end of 
the pulse-chase protocol. The distribution throughout the brain is low and uniform, 
with some label retained in the lachrymal glands. In contrast to the image from the 
probe system (Fig. 2.9(b)), the sagittal view shows no contamination of cerebral signal 
from the glands. Fig. 7.6 shows regional time-activity data from the tracer-alone study 
for the striatal, thalamic and cerebellar ROIs.
S a g it ta l H orizonta l
C audal
cerebellum
Interaural line
thalam us
striata
R ostra l
Right Left
F i g .  7 . 4
M idline sagittal and horizontal resliccd images of the [11CJdiprenorphine ‘tracer-alone’ study in rat 
brain. The images are for the 80-90 min period post-injection. Indicated are the anatomical positions o f  
the cerebellum, cortex, thalamus and striata relative to the interaural reference. The ROI template used 
for tissue sampling has been shown earlier (Figs. 4. 14 (a) and (b)).
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Fig. 7.5
Midline sagittal and horizontal resliced images o f the [HCldiprenorphine ‘pulse-chase’ study in rat 
brain. The pulse-chase o f non-radioactive diprenorphine was administered at 62 min post-injection. The 
images are for the 80-90 min period post-injection. Indicated are the anatomical positions o f  the 
cerebellum, cortex, thalamus and striata relative to the interaural reference.
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Fig. 7.6
Decay-corrected time-activity curves from the [HQdiprenophine ‘tracer-alone’ study. Data shown are 
for right striatum (x), thalamus (*) and cerebellum (o) ROI.
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The curves from the striatal and thalamic ROI are indicative of the specific 
binding expected from those regions with opiate receptor binding of diprenorphine, 
showing the initial extraction across the blood/brain barrier ,and then the uptake and 
retention of the label with time. In contrast, the cerebellum,although showing the same 
delivery and extraction, does not retain the label.
Time activity curves from the pre-dosed scan are shown in Fig. 7.7 for a 
thalamic and cerebellar ROI. The two curves are almost exactly the same in their time 
profile, indicating that the specific diprenorphine binding sites have been blocked. The 
time activity curves from the cerebellar ROIs are, however, markedly different between 
the tracer-alone and pre-dosed cases, with the cerebellum decreasing much more slowly 
over time in the tracer-alone case. Earlier dissection experiments have shown that the 
assumption of little specific binding in the cerebellum of the rat is valid. Cunningham et 
al (1991) estimated that the cerebellum contained 3% of the specific binding of the 
thalamus. If it can be assumed that only non-specific binding is present in the 
cerebellum, the two cerebellum curves should be the same for the two protocols. 
However, as for the data obtained with the probe system in Chapters 2 and 3, due to 
the spatial resolution of the tomograph, there is a large spillover contribution in the 
tracer-alone case where there are high activity regions in close proximity to the 
cerebellum; the thalamus, cortex and medulla, which is just adjacent to the cerebellum 
above the brain stem. This is not the case in the pre-dosed animal where the spillover 
contributions from one region to another are the same. There is, presumably, also an 
additional contribution of scattering into the cerebellum.
The time-activity curves in the pulse-chase protocol in Fig. 7.8 clearly illustrate 
the effect of the contributions of the signal from surrounding regions into the 
cerebellum. After injection of the non-radioactive diprenorphine, the displacement of 
the signal is seen from the cerebellum as well as the both thalamus and striatum.
An estimate of the spillover and scatter contribution (Ts) from the thalamus into
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the cerebellum in the tracer alone protocol was derived by using the pre-dosed 
cerebellum data together with the tracer-alone data.
60 80 100 120 
Time (min)
Fig. 7.7
Decay-corrected limc-activiiy curves from the [11C]diprenophinc ‘pre-dosed’ study. Data shown are for 
thalamus (*) and cerebellum (o) ROIs. The pre-dosing was with non-radioactive diprenorphine 
administered 5 min prior to injection of the radiolabelled ligand.
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The thalamic, representing spillover, component in the cerebellum is given by
Ts = CulCp (1)
Tt
where,
Ts = Spillover and scatter from thalamus into cerebellum
Q  = Cerebellum data from tracer-alone protocol
Cp = Cerebellum data from pre-dosed protocol scaled to
injected dose
Tt = Thalamus data from tracer-alone protocol
The spillover fraction is negative for the first 180 s and becomes increasingly positive, 
reaching a relatively stable value between 600 s - 2 h.The mean value is 0.46±0.04 for 
this time interval.
As a comparison with the in vivo data, ex vivo plasma data from a series of 
[! ^ diprenorphine animal studies were utilized with a two tissue compartment model, 
with the plasma as a direct input function.
The resultant fitted model parameters are shown in Table 7.1. The kinetic data 
from the [11C]diprenorphine studies indicate that kinetics from thalamic, striatal and 
cerebellar regions can be delineated in the rat brain. The major problem in obtaining 
precise time activity data with this tracer is the large component from the specific 
regions (primarily thalamus, and cortex) which is present, in the form of spillover and 
scatter, in the non-specific region (cerebellum). The effect on the time activity data is to 
reduce the apparent difference between the specific and non-specific time activity data.
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Fig. 7.8
Decay-corrected time-activity curves from the [t 1C]diprenophinc ‘pulse-chase’ study. Data shown are for 
thalamus (*), striatum (x) and cerebellum (o) ROIs. The pulse-chase was with non-radioactive 
diprenorphine administered 62 min post-injection of the radiolabelled ligand.
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INPUT FUNCTION TISSUE MODEL PARAMETER
Indirect
(Cerebellum)
Thalamus
(Tracer-alone)
Reference
Tissue
R1 = -5.8 ± 5.1 
k2 = 712 ± 189 
k3 = 0.06 ± 0.25 
BP = 0.75 ±0.12
Indirect
(Cerebellum)
Thalamus
(Pre-dosed)
Reference
Tissue
Ri = -0.6 ± 5.6 
k2 = 35 ± 188 
k3 = 0.04 ± 0.02 
BP = 0.14 ±0.12
Indirect 
(Cerebellum 
pre-dosed scaled to 
injected activity)
Thalamus
(Pre-dosed)
Reference
Tissue
Ri = 0.48 ± 0.08 
k2 = 0.84 ±0.14 
k3 = 0.18 ±0.01 
BP = 7.2 ± 0.3
Direct 
(plasma from 
dissection studies)
*Direct 
(plasma from 
dissection studies)
Thalamus
(Tracer-alone)
*Thalamus
(Tracer-alone)
Direct
Two
Compartment
^Direct
Two
Compartment
Ki = 0.81 ± 0.07 
k2 = 0.34 ± 0.06 
k3 = 0.12 ±0.02 
BP = 6.2 ± 0.6
*Ki =0.85 ±0.14 
k2 = 0.19 ±0.08 
k3 = 0.10 ±0.03 
BP = 9.4 ± 2.8
Table 7.1
Parameter fits with reference tissue and direct input kinetic models to [^Qdiprenophine in vivo PET 
data and *ex vivo dissection data. Fitted values are ± standard error of the fit.
By estimating the fraction of the spillover and scattering in the cerebellum region, 
which is on average 46%, the time activity data obtained for other [ 11C]diprenorphine 
scans can be corrected.
The statistical quality of the dynamic data is adequate to produce fit parameters
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but these, as can be seen from negative values and the errors in the fits to the rate 
constant values, are not robust estimates. The BP values, being ratios of kg/k ,^ have 
smaller relative errors. The BP value is thus the parameter chosen to describe the extent 
of radioligand binding in the tissue. The sensitivity of the tomograph to detect 
pharmacogical changes is indicated by the range of BP values between the different 
protocols. The initial BP range is from 0.14 - 0.75 from the pre-dosed to the tracer- 
alone protocols, respectively. If the pre-dosed cerebellum data are used, then the range 
increases to 0.14 - 7.2 which greatly improves the sensitivity of the system. By 
utilising a direct plasma input, with a correction for the presence of labelled metabolites 
in the plasma (Jones et al, 1988, Cunningham et al, 1991), a very similar value for BP 
is obtained with in and ex vivo data. This indicates the validity of utilising in vivo pre- 
dosed cerebellum data as a reference tissue for regions with specific binding from other 
dynamic protocols.
The in vivo data obtained from the probe system in Chapter 2 did not 
incorporate the effects of spillover and scatter to the extent of the tomographic data. 
This was due to the fact that the orientation of the dual block probe resulted in the 
optimum spatial resolution (-3.5 mm) being along the long axis of the rat brain. The 
orientation of the detector blocks in the tomograph results in the poorest spatial 
resolution of the three axes (-4.5 mm) along this axis. Another difference between the 
two devices is the additional contributions of extra-cerebral tissue to the final brain 
signal in the 2D probe system, which are not present in the tomographic system. These 
slowly varying temporal components dilute and further reduce the effects of any signal 
changes from specific regions into non-specific ones.
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[iiC]Raclopride Studies
Two protocols were utilised for the studies of [nCJraclopride binding to D 2 
receptors in striata: 1) tracer-alone and 2) pre-dosed, using the same frame times as for 
[HÇjdiprenorphine up to 1 h. The reconstructed data were manipulated and analysed 
using the reference tissue model described previously. The typical peak count rates for 
the raclopride studies were similar to the [1 ^ diprenorphine studies since the injectâtes 
were in the same range. For the pre-dosed studies, non-radioactive raclopride, at a 
concentration of 2 mg/kg, was given 10 min prior to injection of the radiolabelled 
compound.
Fig. 7.9 shows two sets of images for tracer-alone data. These are non- 
interpolated coronal slices corresponding to the original 15 transaxial image planes from 
the scanner. Indicated on the images are the ROIs which were drawn using knowledge 
of the rat brain stereotaxis. After delivery of the tracer arid its extraction across the 
blood-brain barrier uniformly to all regions of the brain, as shown in Frame 7 (60-120 
s after injection) in Fig. 7. 9(a), the radioligand binds to the specific regions of the 
striata and non-specifically to other brain regions, as shown in Frame 12 (10-15 min 
after injection) in Fig. 7.9(b). When the data are resliced into sagittal and horizontal 
views (Fig. 7.10), the radiolabel in the lachrymal glands is clearly separated spatially 
from the striatal signal and right and left striata can be distinguished.
Time-activity curves from striatum, cerebellum and lachrymal gland ROI for the 
tracer-alone and pre-dosed protocols are shown in Figs. 7.11 and 7.12, respectively. 
The curve from the gland ROI is significantly different from that of the striatum and 
cerebellum in the delivery of the [i ^ raclopride and the retention of the radiolabel for 
the duration of the study. The kinetic parameters derived from mathematical fits from 
these and the other four in vivo studies with the reference tissue compartmental model 
are shown in Table 12.
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It can be seen from the table that the values for individual rate constants are, 
again, not reliable estimates with large variability and high relative errors. The BP 
values, as for [11C] diprenorphine, provide more stable estimates.
For the four tracer-alone studies, the BP values for both striatal ROIs are the 
same within the error of the fit and range from 0.64 - 0.81. The two studies with lower 
striatal BP values also had the highest concentration of non-radioactive raclopride of the 
four studies (~3 nmol/kg compared to -1.5 nmol/kg). Other in vivo studies have shown 
that these concentrations are sufficient to block a number of dopamine D2  receptor sites 
in rat and thus reduce the apparent BP by up to 16%. The corresponding BP values for 
the thalamic ROI are much lower, as expected for a region with only non-specific 
binding, and range from 0.18 - 0.30.
The pre-dosed data show a reduction in the BP values for the striata but not to 
the level of the BP for the corresponding thalamic ROI. It is evident from the time- 
activity curves in Fig. 10 that the striatal signal is still above that of the cerebellum for 
the whole duration of the study .This would suggest that either the specific signal in the 
striatal signal was not fully blocked, which has not been indicated from the other in 
vivo studies (Hume et al, 1992) with this concentration of non-radioactive raclopride, 
or that there is additional signal contamination from other regions. The only other 
regions in close proximity to the striata are the intra-orbital lachrymal glands. The 
signal content in the glands is increased relatively between the tracer-alone and pre- 
dosed cases but the minimum distance between each gland and its respective striatum, 
which is at least 8 mm, results in a spillover fraction, from the peak eye value, of a few 
percent (~4 %).
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Fig. 7.9
Set of non-interpolated, 15 transaxial images of [HC]raclopride ‘tracer-alone’ study, corresponding to 
the coronal orientation in the rat brain. Indicated on the planes are the ROI corresponding to the 
lachrymal glands, striata, cerebellum, (a) Images for period 60-120 s after injection, (b) Images for 
period 10-15 min after injection.
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Fig. 7.10
Resliced images of [11C]raclopride ‘tracer-alone’ in sagittal and horizontal views, (a) is the image set 
for 1-2 min, primarily reflecting the delivery and extraction of the radiolabel, (b) is the image set for 
10-15 min, primarily reflecting the uptake and binding of the radiolabel. V = ventral, D = dorsal, 
R=right and L = left. The corresponding coronal (non-interpolated) slices shown in Fig. 7.9 are on the 
right of the figure.
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Fig. 7.11
Decay-corrected time-activity curves for the [HQraclopride ‘tracer-alone’ study. Data shown are for 
right lachrymal gland (x), right striatum (*), and cerebellum (o) ROI. Also shown is the fit (-) to the 
striatum data using the reference tissue model described in Fig. 7.3.
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Fig. 7.12
Decay-corrected time-activity curves for the [! ^ raclopride ‘pre-dosed’ study. Data shown are for right 
eye gland (x), right striatum (*), and cerebellum (o) ROIs. Also shown is the fit (-) using the reference 
tissue model described in Fig. 7.3.
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Model Parameter
Tissue ROI Ri k2 kg BP
Right Striatum 0.77±0.09 2.211.0 0.08+0.01 0.80+0.03
(T) Left Striatum 0.80+0.09 1.010.5 0.0810.01 0.8110.05
Thalamus -13+13 71414 0.04+0.02 0.28+0.05
RightS triatum 18+16 713+3 0.1110.02 0.7510.06
(T) Left Striatum -57+13 71111 0.09+0.01 0.7210.04
Thalamus 0.84±21 0.08+1.7x104 0.1210.08 0.30+0.08
Right Striatum 0.67±0.11 4.111.7 0.1110.01 0.70+0.02
(T) Left Striatum 0.19±0.66 21122 0.1110.01 0.70+0.03
Thalamus -14+7 71312 0.5710.30 0.1810.04
Right Striatum 1.1113 710+5 0.10+0.02 0.65+0.06
(T) Left Striatum -3.719.7 725131 0.09+0.02 0.6410.05
Thalamus -8.417.8 71115 0.2710.17 0.2410.07
Right Striatum 0.8010.29 10118 0.13+0.03 0.36+0.03
(P) Left Striatum 0.33+1.5 28173 0.1510.03 0.40+0.02
Thalamus 1.110.1 -1.011.5 0.1110.07 0.29+0.05
Right Striatum 0.53+0.41 4.915.5 , 0.0710.03 0.3110.04
(P) Left Striatum 0.4510.72 11118 0.07+0.02 0.39+0.04
Thalamus -26114 71212 0.0310.03 0.1910.06
Table 7.2
Parameter values from kinetic fits of in vivo [^C]raclopride PET studies. (T) indicates 
tracer-alone and (P) indicates pre-dosed protocols. Fitted values are ± standard error of fit.
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If this spillover fraction from the lachrymal gland is subtracted from the striatal 
curve, the BP values are reduced by approximately 20%. Although changes in the non­
specific binding in the brain are accounted for in the reference tissue model, any relative 
change in the ratio of non-specific binding in non-brain regions, eg the lachrymal 
glands, to that within the brain will alter the effects of signal dilution due to partial 
volume. Investigation of the gland : cerebellum ratio indicated that there was no 
significant change between the tracer-alone and pre-dosed cases.
Human Radial Arterial Study
One experiment was performed to observe the in vivo kinetics of H2150  in the
wrist of a human normal volunteer. One arm vein of the volunteer was cannulated and 
the other was positioned such that the wrist was within the axial FOV of the scanner. 
The position was maintained by supporting the arm and having the volunteer grip a 
hand bar attached to one side of the scanner aperture. The usual shielding arrangement 
was replaced with the four, 10 mm thick lead annul! with internal diameter 90 mm and 
external diameter 280 mm, in order to reduce background radiation from the body.
Approximately 207 MBq of Ü2150  were injected as a bolus into the cannulated
arm and scanning initiated at the time of injection. The protocol consisted of 36 x 5 s 
frames for a total scan duration of 180 s. Due to the memory buffering method in the 
RTS, and the writing time to the hard disk being of the order of the frame length, there 
was a gradual increase in the frame time from 5 s to 12 s at the end of the scan and the 
actual scan duration was 300 s. The maximum trues rate was 3.9 kcps, with an 
associated 4.5% randoms fraction. The maximum deadtime was 12.5 %.
The sinogram data were reconstructed with normalization but without 
attenuation correction. No transmission scan was acquired due to practical difficulties in
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arranging the source rotation mechanism utlised for blank/transmission scanning at that 
time. The normalization scan used was derived from a blank rod source scan. This 
method was since found to be not fully optimal for the types of emission object 
geometries scanned (see Chapter 5).
A set of contiguous transaxial slices for the time period 25-45 s post-injection is 
shown in Fig. 7.13. Going in the direction from plane (1) to plane (15), the slices start 
at the wrist and go along the arm of the volunteer. Highly visible in all slices is the 
activity in the radial artery at the top of each image. The amount of H2150  injected 
results in the noisy image set. In the remaining regions, the distribution is fairly 
uniform. The ulnar artery is also present in the wrist and ought to be seen in each slice 
with a similar activity concentration as the radial artery. This artery may be not indicated 
because of lower patency (and therefore reduced blood flow). If the ulnar artery is more 
deep lying than the radial artery, not correcting the data for attenuation may result in this 
signal being lowered to background levels. Drawing ROIs on the radial artery around 
the activity distribution seen in the figure and a region adjacent to the radial artery 
produced time activity curves shown in Fig. 7.14.
These data are significantly different from those obtained with the probe and 
ECAT scanner in Chapter 2. The characteristic peak is seen in the arterial ROI, but 
instead of the activity continuing to decrease before building up due to the spillover of 
surrounding tissue, the activity stays high from 50 s post-injection onwards, before 
reducing. By observing the time course in the background ROI, it can be seen that the 
reason the arterial activity remains high is due to the influence of the background which 
peaks at 85 s post-injection.
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Fig. 7.13
Set o f reconstructed transaxial images for human arterial study. The data are the intergral o f the 25-45 s 
period post-injection o f the H2150 .  The orientation is wrist->arm, plane (l)->plane (15).
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Compared to the kinetics of the arterial and background data in Chapter 2, the 
appearance of activity in the background is more rapid and may be due to activity being 
‘shunted’ through the venous blood supply because of the hand gripping the bar. This 
was not the case with the other data.
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Fig. 7.14
Decay-corrected time-activity data from human arterial study. The data shown are for the radial artery 
(4.8 mm diameter ROI) and a background ROI (4.8 mm diameter). Also shown is the subtracted curve.
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Subtraction of the two curves produces a curve which approximates to those shown in 
Chapter 2.
A number of problems exist when utilizing a PET scanner to sample the radial 
arterial tracer concentration with time. Firstly, the spatial resolution of PET, even of 3 
mm FWHM, requires that the data be corrected for the effects of partial volume as the 
artery diameter is ~1 mm. This requires knowledge of the variation of recovery 
coefficents with object size (Eriksson and Kanno, 1991) and is determined from 
measurements of different sized phantoms (Hoffman et al, 1979). As the partial volume 
effects for these dimensions and resolutions will be large (corrections will be at least a 
factor of 3 or greater), inaccuracies in the determination of the recovery coefficients will 
lead to large errors in partial volume correction. For cardiac and abdominal studies, two 
independent non-invasive methods have been proposed (lida et al, 1992, Germano et 
al, 1992) which utilize the left ventricle and abdominal aorta respectively, for the 
measurement of the input function. Although partial volume effects are still present 
together with spillover from background regions, the corrections required for these 
methods are much smaller than for the radial artery.
The assessment of partial volume effects in the small diameter scanner is 
complicated by the increased distortion of the LSF due to detector penetration at the 
edge of the FOV. Ideally, a correction for the distortions should be made before 
obtaining the recovery coefficients.
Apart from partial volume, there are physiological effects which need to be 
corrected for with non-invasive blood sampling for quantification of PET studies. 
There is a time delay between the tracer flowing through the radial artery and being seen 
in the brain. The actual input function for the tissue required, is not that at the arterial 
site and therefore a time correction must be made. In practice, this time correction can 
be accounted for in the tracer kinetic model (Eriksson and Kanno, 1991). A more 
serious problem is the dispersion, or ‘smearing’ as the tracer flows through the artery.
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If the blood is not pumped from the artery as in invasive sampling, the dispersion effect 
increases.
Due to the problematical nature of obtaining an input function from the radial 
artery, the carotid arteries in the neck have been suggested as a more optimal site for the 
determination of the input function (Eriksson and Kanno, 1991). The larger diameter 
of these arteries compared to the radial artery reduces problems of partial volume and 
dispersion and also minimises the time delay between the input function and the brain. 
Currently, with the latest generation of multi-ring PET scanners having 150 mm axial 
FOV or greater, this method has become more feasible.
Two additional problems arise. The first is that a typical study duration is 60-90 
min. This requires arterial counting over a 3-4 half-life range for n C. The high 
sensitivity of a wrist tomograph will be required to produce adequate count statistics for 
this period. The duration of the time frames at the end of the study can be increased to 
acquire more statistics at the expense of temporal resolution. The second difficulty is 
the requirement for the plasma input function in some studies rather than whole blood.
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CHAPTER EIGHT 
Conclusions and Future Work
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CONCLUSIONS
A small diameter PET scanner has been designed and constructed utilizing the 
latest generation of commercial PET multi-crystal BGO block detectors.
The efficacy of the design was successfully predicted by the use of an imaging 
system incorporating two, older generation block detectors. The two detectors were 
used initially to acquire 2D planar, in vivo dynamic data and consequently to simulate a 
septa-less ring tomograph incorporating sixteen of these blocks.
The unique geometry of the tomograph design necessitated custom-built 
arrangments for shielding, detector quality control and normalization and attenuation 
correction. From physical evaluation, the optimum spatial resolutions of the constructed 
tomograph were shown to be primarily determined by the size of the crystal elements in 
the block detector. However, large degradations occur with position in the FOV, due to 
off-axis detector penetration caused by the geometrical arrangement of the detectors in 
the small ring diameter. The small diameter, however, also maintained high system 
efficiency from the solid angle, in spite of large gaps between the detector blocks.
Experimental studies in rat brain have indicated that reproducible, dynamic, 
regional data can be obtained with the scanner and, using suitable mathematical models, 
these can be used to obtain reliable estimates of useful kinetic parameters.
The study performed with the tomograph to measure the input function in the 
human radial artery indicated that the arterial kinetics can be distinguished from 
background activity in the wrist and that spillover can be corrected for. The physical 
problems which remain are still those of calibration and accurate partial volume 
correction.
Although the geometry of the PET scanner utilized detector blocks from a 
commercial PET system, in a geometry not originally intended, the system nevertheless 
produced data of appropriate high quality. The limitations of the small diameter of this
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system are apparent from the variations in spatial sampling across the FOV. The design, 
however, has confirmed the potential of utilizing such a small diameter for a PET 
system, and encourages the further design and development of other, small diameters 
systems for similar purposes.
The importance of the small diameter tomograph as a laboratory tool has been 
indicated by the number of studies already performed. To date, over 100 animal studies 
have been successfully completed with the system, encompassing research into animal 
disease models, chronic and acute drug effects on receptor binding and investigations 
into putative PET radioligands.
FUTURE WORK
The results detailed in the previous two chapters highlight particular aspects of 
the small diameter tomograph which need to be further assessed and developed, in 
order to improve its physical and biological performance.
Energy Window
The current energy window utilised for biological studies is 250-850 keV. From 
scatter measurements and the evaluation of the NEC performance of the scanner at 
different energy windows (Bloomfield et al, 1995), it is clear that the 250-850 keV 
window is not optimal for scanning. The 380-850 keV window provides higher NEC 
performance and therefore should provide data with less scatter and randoms 
contribution at a given count rate.
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Spatial Resolution
Due to the small diameter of the scanner, the radial and angular detector 
sampling is highly non-uniform. As with larger ring diameter scanners, the radial 
sampling is more closely spaced at the edge of the transaxial FOV than at the centre. 
This is due to the curvature of the detector ring for these geometries. The small diameter 
tomograph has a polygonal geometry, with discrete steps between detector blocks rather 
than them being on the arc of a circle. The difference between the mispositioning 
assuming the detectors are on an arc of a circle and that accounting for the polygonal 
detector arrangement is significant, as shown in Fig. 8.1.
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Fig. 8.1
Calculated variation of error in sinogram bin position with radial position in the transaxial FOV. (o) 
is the arcsin variation assuming detectors are on the arc of a circle, (*) is the variation from knowledge 
of actual block geometry. At the discontinuity, the sampling steps between blocks and the angle 
between the projection bin and detector face doubles.
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The step in mispositioning as the radial position traverses a detector block is due to the 
doubling of the angle between the radial direction and the face of the detector block. The 
cosine of this angle determines the amount of mispositioning. The discrepancy in 
positional error is as much as 1.4 mm when the projection bin position crosses between 
the blocks. Thus, by utilizing knowledge of the geometry, the positional error in the 
sinogram bins can be corrected.
The correction for mispositioning due to y-ray penetration through detectors, however, 
is not as straightforward as the geometric mispositioning case. Currently as the size of 
the PET detector elem ents and consequently the system spatial resolutions, are 
approaching the physical limits of the positron ranges in tissue (typically -1 .5 -2  mm), 
achieving high isotropic and uniform spatial resolutions is critical for fully accurate, 
quantitative PET data. As discussed in the review chapter, research into correction for 
detector penetration has focused to a large extent on measurem ent o f the depth-of- 
interaction of the photons in the detector. W ith current PET detectors this is not 
feasible. Together with the development of photodiode/PM T modules, new detectors 
not based on inorganic crystal scintillators, such as liquid X enon, are being 
investigated which could provide depth-of-interaction information (Chepel et al, 1993). 
Post-acquisition corrections such as implemented by Dahlbom (1987) have not found 
widespread use in clinical scanners, although improving the uniform ity and circular 
symmetry of the LSFs over the FOV. Another method is to utilize the fact that the mean 
free path of a 511 keV photon in BGO is 10.6 mm (as derived from  Faruhki, 1982). 
This results is an increase in the effective radius of the scanner by this value. If  the 
geometrical correction for the mispositioning in the sinogram can be expressed in terms 
of the radius of the scanner, then this parameter can be increased to account for the 
mean penetration depth. Methods have also been suggested for deconvolution of the 
spatially varying scanner réponse function (Tong, 1993), although their efficacy is 
limited by the noise they introduce.
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The crystal dimension in the axial extent of the scanner is a factor of two larger 
than the transaxial dimension. Although the resultant axial spatial resolutions are of the 
order of 4.3 mm (FWHM), its effect on the biological data is to increase spillover and 
partial volume in this direction. Improvements in the axial sampling of the scanner with 
the 7x8 detector require relative source-detector motion. Recently, iterative signal 
recovery techniques have been proposed (Wemick et al, 1992) which may be utilised 
with the finer sampled data to produce higher spatial resolutions in both transaxial and 
axial directions.
Attenuation Correction
Presently the system’s inability to provide accurate attenuation correction limits 
its quantitative accuracy. With an energy window of 250-850 keV, the mean value for 
the linear attenuation coefficent measured from a water-filled cylinder is -0.006 mm-i. 
This, allowing for the wide beam geometry of the measurement, indicates that there is 
scatter in transmission data of -30%. The scattering, from the object and in detection, is 
selectively rejected by raising the lower threshold to 380 keV, but is still present 
(Bloomfield et al, 1995). Although attenuation correction is not required for the studies 
of the rat brain, studies of chest and abdomen, with inhomegenous attenuating media 
such as air, bone and soft tissue, will require an accurate measured correction. A 
method which may prove useful for measured attenuation correction is to record single 
photon information which increases the statistical quality of the data, and reduces noise 
from scattered photons (deKemp, 1992).
Scatter Correction
The results of the measurements of scatter fraction indicate that the scattering is
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a non-negligible component of any acquired data. The primary source of the scattering 
is from the object and this can be removed either by deconvolution (Bergstrom et al, 
1983), convolution subtraction (Bailey and Meikle, 1994) or dual energy window 
methods (Grootoonk et al, 1992). Initial results with the convolution subtraction 
method which utilizes a spatially invariant scatter function, reduced the scattering to 
negligible levels in test objects (Akram Chaudhry, 1994), although its efficacy in in 
vivo studies still needs to be properly evaluated. The forward scattering which is 
present in the block detector and external to the object cannot be discriminated against 
due to the energy resolution of the system.
3D Reconstruction
The development and design of the system was as a fully 3D PET scanner 
without septa. To facilitate the use of the system incorporating accurate correction for 
detector efficiencies and to avoid the use of full 3D reconstruction until 3D attenuation 
correction and normalization were addressed and implemented, 2D data acquisition and 
reconstruction have been utilized for biological studies. The gain in count statistics with 
3D over 2D is balanced by increased scatter when inter-plane septa are not utilized. As 
the small diameter system does not incorporate septa, the scattering geometry is that for 
3D acquisition. However, this scattering component is present in the 2D reconstructed 
data. Thus the statistical quality of data is not optimal. If scatter correction is 
subsequently performed on the data, the introduction of noise will also degrade the data 
quality (Barney et al, 1994).
i
Iterative Reconstruction Techniques
Currently, filtered-back projection is the reconstruction algorithm of choice for
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the data from the small diameter system. The data are reconstructed without accounting 
for the geometrical effects of the detector ring. By utilizing maximum-likelihood (ML) 
methods (Lange and Carson, 1984, Vardi et al, 1985), the geometry of the ring can be 
included in the reconstruction. The reasons for not utilizing ML methods for larger 
diameter scanners have been due to the computational burden of performing many 
iterations on large datasets. The small datasets of the small diameter scanner allow ML 
algorithms to be utilized without these disadvantages.
A New Design for a Small Diameter System
In considering the current performance characteristics of the scanner as well as 
potential improvements, it becomes evident that the alternative approach to optimize the 
system performance is by incorporation of other detectors into different design 
geometries.
If a detector can be utilized which has similar crystal dimensions to that in the 
present scanner, ideally 2-3 mm in both the transaxial and axial axes, the problematical 
effects and need for resolution improvements discussed above do not arise. The 
parallax effects off-axis will increase with such crystals if their depth is not altered to 
maintain efficiency. Without depth-of-interaction or mathematical correction techniques, 
the only method to reduce the parallax effects is to increase the ring diameter. The 
reduction in the geometrical efficiency due to the increased ring diameter is offset to 
some extent by the decrease in the gaps between blocks. A ring diameter between 200- 
250 mm may offer the best compromise between these constraints. Another axial ring 
of detectors would increase the efficiency as well as providing a greater axial FOV.
Major improvements would occur with the incorporation of new scintillator 
materials. Although currently the scintillator of choice for non-TOF applications, BGO 
is limited in its light output characteristics and count rate performance. A suitable
194
candidate to replace BGO would be LSO with its relatively high light output, fast decay 
time and comparable stopping power to BGO. Research is currently being performed 
into utilizing the improved light output and timing characteristics of LSO with APDs 
(Melcher, 1993). This approach may yield a high spatial resolution, fast PET detector in 
the next few years. As small diameter systems facilitate the testing of prototype designs, 
higher performance systems with novel PET scintillators may be constructed in the next 
few years.
Although the implementation of new electronic designs may not directly 
improve scanner performance, reductions in cost and complexity of components as well 
as in size will be useful for developing new systems. By large scale integration of 
components (Binkley, 1994) and fabrication onto individual microchips, a reduction in 
the size of the block processing stages is achieved. Thus any increases in the system 
ring diameter can be compensated for, resulting in systems which are still of compact 
construction.
A review of the current literature indicates that the area of utilizing high 
resolution detectors in small diameter systems, both in PET and SPECT, is a rapidly 
developing one (Miyaoka et al, 1991, Cherry et al, 1994, Marriot et al, 1994, Watanabe 
et al, 1992, Anderson et al, 1993, Erlandsson et al, 1993, Ishizu et al, 1994, Green et 
al, 1994, Jaszczak et al, 1994). Although only one fully commercial PET system is on 
the market, a number are being designed or being constructed. It seems likely that the 
trend will continue, due to the increased need for such small scale systems. Such 
systems are becoming important in a physical test environment as the complexity and 
therefore cost of future clinical scanners increases. The biological applications are also 
increasing as researchers from many disciplines begin to realize the potential of such 
systems.
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