Abstract. An Azumaya algebra A on a variety X that splits at every point of X is a maximal order in a matrix algebra over the function field, hence is the endomorphism ring of a coherent sheaf M of reflexive modules on X. Many examples of such algebras exist in the literature but they all rely on nonconstructive existence proofs. Several concrete examples of such algebras are presented. The rank of the module M is immediately known in each case. For certain varieties X, our technique allows us to construct algebras A which were not previously known to exist. A procedure is given for computing both the Picard group and the cohomological Brauer group of any toric variety.
Introduction
Let X be a variety over the algebraically closed field k of characteristic 0. The Brauer group of X, denoted B(X), parameterizes the classes of Azumaya O Xalgebras on X [16, Chap. IV]. If K denotes the function field of X, then the kernel of the natural map B(X) → B(K) is denoted by B(K/X). An Azumaya O X -algebra A whose class is in B(K/X) is a maximal order in a matrix algebra over K, hence is the endomorphism ring End O X (M) for some coherent sheaf of reflexive modules M on X [2] , [15] .
From now on suppose X is a normal variety. In this note we consider the kernel of the natural homomorphism θ : B(X) → ∏ p∈X
B(O p ).
This kernel consists of algebra classes [A] where A is an Azumaya algebra such that at every point p ∈ X, A p is isomorphic to the endomorphism ring End O p (F) of a free O p -module F (see [1] ). As mentioned above, A ∼ = End O X (M) for a reflexive module M on X. It follows from [1] , [15] that there is an open affine cover {U j } of X such that for each j, M| U j ∼ = I j ⊗ F j where I j is a rank 1 reflexive module on U j and F j is a free module on U j . For a survey of the study of nontrivial locally trivial algebras, see [6] .
By [1, Theorem 1] if X is affine and by [15, Theorem 5.1(c)] in general, there is an exact sequence of groups (1) 0 → Pic X → Cl(X) → BCl(P, I X ) → B(X)
The group BCl(P, I X ) is the set of classes of coherent reflexive O X -modules M such that for each p ∈ X, M p ∼ = I p ⊗ F p for a rank 1 reflexive O p -module I p and a free O p -module F p . Two such M 1 and M 2 belong to the same class in BCl(P, I X ) if there exist coherent locally free O X -modules N 1 and N 2 such that (M 1 ⊗ N 1 ) * * ∼ = (M 2 ⊗ N 2 ) * * . The group operation is induced by tensoring and taking the double dual. The inverse class of M is the class of the dual of M. The homomorphism BCl(P, I X ) → B(X) sends the class of M to End O X (M).
As in [7, Lemma 4] let C denote the sheaf of Cartier divisors on X Zar and W the sheaf of Weil divisors. There is an exact sequence of sheaves on X Zar (2) 0 → C → W → P → 0 which defines the sheaf P. Because every locally principal Weil divisor is in C, we see that P is the sheaf associated to Cl(·). Because W is flasque, there is an exact sequence of cohomology groups associated to (2)
Because a principal Weil divisor is a principal Cartier divisor [11, II.6.11.2] , (3) gives rise to (4) 0 → Pic X → Cl(X) → H 0 (X Zar , P) → H 1 (X Zar , C) → 0.
As in [1] there is a monomorphism α : BCl(P, I X ) → H 0 (X Zar , P) defined by sending the class of M to the global cross-section of P whose value at the stalk of p ∈ X is I p , where M p ∼ = I p ⊗ F p as above. This gives a commutative diagram whose rows are (4) and (1). into the cohomological Brauer group which we denote by B (X). For a survey of results concerning the surjectivity of i see [12] . For example, the HooblerGabber Theorem says that i is surjective when X is an affine scheme [12, Theorem 7] . It follows from cohomology theory (see [10, II] , [6] ) that H 2 (K/Xé t , G m ) ∼ = H 1 (Xé t , C) where C is the sheaf of Cartier divisors on Xé t and also, since X is normal, that the sequence [10, I ,II]
is exact where Cl(X) is the group of Weil divisor classes and P is the sheaf associated to the functor Cl(·) on Xé t . Using these cohomological results, it is possible to compute B (K/X) for many choices of X (e.g. [9] , [6] , [7] , and Section 4).
To translate these computations into statements about Azumaya algebras, one is almost always forced to quote the Hoobler-Gabber Theorem in its full force. The proof that i is surjective, as given in [12] , first reduces the problem down to the locally trivial case. This is an important reason to study locally trivial Azumaya algebras.
The proof of the Hoobler-Gabber Theorem is based on Quillen induction which allows one to pass from local to global results on a variety which is the separated union of 2 affine varieties U 1 ∪ U 2 . A key step in the proof uses a Mayer-Vietories sequence
to show that any cohomology class y in B (U 1 ∪ U 2 ) that is trivial on U 1 and U 2 is in B(U 1 ∪ U 2 ). The proof is based on the stability theorems of Bass [4] and shows that y is the class of End(M) for some reflexive module M. Unfortunately the proof of the existence of M does not supply us with a lot of specific information. For example, the rank of M is usually not known and even though the local structure of M is given, the 1-cocycle that shows how to patch the local models together is obscure. There exist bounds for rank(M) (see [3] ) but even in some of the simplest examples it has not been computed exactly (see, e.g., [6] , [8] ). All known examples in the literature (see, e.g. [18] , [6] , [8] ) of locally trivial Azumaya algebras have relied on the above method to show the existence of M. For this reason we feel it is desirable to have some concrete examples of such modules M.
In this note we present a number of examples of normal integral varieties X and a totally elementary description of reflexive modules M on X such that End(M) represents a nontrivial class in B(X). As a result of our construction, the rank of M is immediately known in each case. We are able to show that B(X) = B (X) in some examples where it was previously unknown because the Hoobler-Gabber Theorem could not be directly applied.
In Section 4, we describe a procedure for computing the lower degree étale cohomology groups of a toric variety with coefficients in the sheaf of units. The procedure is based on recent results in [7] .
The Examples
Let X be a normal variety and A = End O X (M) an algebra on X whose Brauer class is in the kernel of θ. From Section 1 we know that X has an affine open cover {U j } and M| U j ∼ = I j ⊗ F j where I j is a reflexive module of rank 1 and F j is free.
If Sing(U j ) denotes the singular locus of U j , then on (
reg contains all of the points of codimension 1. So to construct M it suffices to construct a coherent locally free sheaf
enough to construct P on any open subset W of X reg such that W contains all of the points of codimension 1. We use this fact in Examples 2.4 and 2.5. The isomorphism classes of locally free O X reg -modules of rank n are parametrized by H 1 (X reg , GL n ) [16, p. 134] . So to specify P it suffices to find an open cover {V k } of X reg and aČech 1-cocycle {φ ij ∈ GL n (V i ∩ V j )} satisfying:
(1) the 1-cocycle identities: for each i, j, k, φ ik = φ jk φ ij , and (2) the restriction of {φ ik } to (U j ) reg defines the locally free sheaf (
Example 2.1. Let n equal 2 or 3. This is an example of an affine normal surface X = Spec R such that B(K/R) = Z/n. Let l 1 , l 2 , l 3 be polynomials in k[x, y] that generate the unit ideal. Also assume that for each pair l i , l j the ideal (l i , l j ) is maximal. In other words we are assuming the curve defined by the equation l 1 l 2 l 3 = 0 has exactly 3 ordinary double points and the 3 irreducible components
.
As was computed in [6, Example 3] , B(K/R) ∼ = Z/n and every Azumaya algebra on X = Spec R is split by the affine open cover
and therefore by (4) and (6) H 1 (X Zar , C) ∼ = B(K/R). We have an affine open cover for
Our plan is to construct a reflexive module M of rank n on X such that M| U 3 ∼ = nI (= I ⊕ . . . ⊕ I, n times), where I is a reflexive ideal that is a generator for Cl(O p 3 ). Also we build M so that M| U 1 is free and M| U 2 is free. Then from (5) we know that End R (M) represents a nontrivial class in B(R) with exponent n.
Since
On both V 1 ∪ V 3 and V 2 ∪ V 3 we want P to be free. The local model for P on each V i will be nO. It remains to find patching
which satisfy the 1-cocycle identity: φ 12 = φ 32 φ 13 . We choose φ 12 so that P| V 1 ∪V 2 ∼ = nJ. We choose φ 32 and φ 13 to be coboundaries from V 2 and V 1 respectively so that P| V 2 ∪V 3 and P| V 1 ∪V 3 are free. Here are our choices for the patching isomorphisms: for n = 2:
and for n = 3:
We see that for n = 2 and n = 3, the 1-cocycle identities are satisfied. The vector bundle P on V 1 ∪ V 2 ∪ V 3 of rank n is obtained by pasting together the local models specified above using the isomorphisms φ ij . It is easy to check that φ 32 is in GL n (V 2 ) and φ 13 is in GL n (V 3 ). This means P restricts to a free module on V 2 ∪ V 3 and on
that corresponds to an invertible module J on V 1 ∪ V 2 that extends to a reflexive ideal I on U 3 . The class of I generates Cl(U 3 ). This can be checked as in [6, Example 3] . So the scalar matrix ψ = 1/z defines a 1-cocycle in H 1 (V 1 ∪ V 2 , GL n ) and ψ −1 corresponds to nJ. Now for n = 2:
, and for n = 3:
For n = 2 and n = 3, ψφ 12 is a 1-coboundary from V * 1 × V * 2 , hence φ 12 is cohomologous to ψ −1 . So the 1-cocycle {φ 12 , φ 32 , φ 13 } defines the vector bundle P on V 1 ∪ U 2 ∪ U 3 of rank n with the specified local models. The vector bundle P extends to X to give the reflexive module M over R of rank n and End R (M) is the desired Azumaya algebra.
where m ≥ 2, n ≥ 3 and l 1 , l 2 , . . . , l n are polynomials in k[x, y] satisfying
} generates the unit ideal, (2) each curve l i = 0 is nonsingular, (3) the curve l 1 l 2 · · · l n = 0 has at most nodal singularities, (4) for each i < j, {l i , l j } generates a maximal ideal. Then for p = 2 or 3, the subgroup of B(K/R) annihilated by p is generated by the classes of algebras of the form End R (M) where M is a reflexive R-module of rank p.
Proof. Let p = 2 or 3. By [6, Example 3] B(K/R) is a free Z/m-module so we assume from now on that p|m. By [6] and (5), it suffices to show that for each singular point q of X = Spec(R), there is a reflexive module M of rank p such that M q ∼ = pI where I is an element of order p in Cl(R q ) and at every other point q of X, M q is free. By the hypotheses (1) -(4), the singular point q corresponds to a maximal ideal (z, l i , l j ) for some i < j. After relabeling the l's if necessary, let us assume i = 1 and
We choose a 1-cocycle {φ 12 , φ 13 , φ 32 } with respect to the open cover {V 1 , V 2 , V 3 } so that the vector bundle it defines is free on V 1 ∪ V 3 and V 2 ∪ V 3 and such that φ 12 defines
Our choices for the 1-cocycle are: if p = 2:
and for p = 3:
So the vector bundle P defined by {φ ij } on V 1 ∪ V 2 ∪ V 3 extends to a reflexive module M on X with the desired local structure. Example 2.3. This is another example of a normal surface, but this time we consider a toric surface with 3 singular points. We will attempt to follow the terminology and notation of [17] for toric varieties except that we prefer to denote the elements in the coordinate ring of the torus T N as Laurant polynomials in the indeterminates x, y. Let n be an integer in the range 2 . . . 5. Let ∆ be the complete fan on R 2 with 2-dimensional cones
where ρ 1 is spanned by (1, 0), ρ 2 is spanned by (−1, n), ρ 3 is spanned by (−1, −n). Let X = T N emb(∆). Then by [6, Theorem 4] we know that B(X) = B(K/X) = Z/n. We proceed as in Example 2.1. Now X has an open cover {U i = U σ i } corresponding to the maximal cones in ∆ which splits every element of B(X). The idea is to build a reflexive module M on X using as local models, nI ( = I ⊕ I ⊕ . . . ⊕ I, n times) on U 1 , I being a generator of Cl(U 1 ), and on U 2 and U 3 the free module nO. Let V i = T N emb(ρ i ). Then {V i } is an open cover of X reg . We define a coherent locally free module P on X reg of rank n which extends to M on X. From [6, Theorem 4] it follows that H 1 (X Zar , C) ∼ = H 1 (Xé t , C) hence from (5) it will follow that the class of End(M) generates B(X). The local models for P are nO on each open set V i . The patching isomorphisms φ ij make up a 1-cocycle inȞ 1 ({V i }/X reg , GL n ). We choose φ 12 so that
We choose φ 32 and φ 13 so that P is free of rank n on V 2 ∪ V 3 and
The choices for φ ij are: for n = 2:
for n = 3:
for n = 4:
for n = 5:
Notice that 1/xφ 12 ∈ GL n (V 2 ) for each n. Now one checks as in Example 2.1 that these φ ij 's have the properties claimed.
Example 2.4. This is an example of a 3-dimensional normal toric variety X with 3 isolated singular points satisfying B(X) = B(K/X) = Z/3. We use the same techniques as in Examples 2.1 and 2.3 to construct a reflexive module M on X of rank 3 such that End(M) generates B(X). Let ∆ be the fan on R 3 defined by the cones
Then one can check using [7, Theorem 1] that the cohomological Brauer group of X is cyclic of order 3 and every element of B (X) is split by the Zariski open cover
hence by (5) it suffices to find a reflexive module M whose class under α has order 3 module the image of Cl(X).
Since dim X = 3 and X is non-affine, the existing methods of the literature cannot be applied directly to show that B(X) = B (X). Here we give an elementary construction of a reflexive module M on X such that End(M) generates B(X). It follows that B(X) = B (X).
) is an open subset of X reg and T N emb(∆ (1)) contains all of the points of codimension 1 of X. It suffices therefore to construct a vector bundle P on T N emb(∆(1)) such that P extends to the desired reflexive module M on X. As in Example 2.3, set up an open cover {V i } for T N emb(∆(1)): As in Examples 2.1 and 2.3 one checks that this defines a nontrivial cocycle iň H 1 (T N emb(∆(1)), GL 3 ) with the desired local structure. The sheaf P extends to M on X and End(M) generates B(X) = B (X).
Example 2.5. This is another example of a 3-dimensional toric variety defined by three 3-dimensional cones in R 3 . The only significant difference between this and Example 2.4 is that we now have three lines of singularities whereas in Example 2.4 there were only three isolated singularities. The three maximal cones are −2, 1) . Let ∆ be the fan consisting of the faces of the cones σ 1 , σ 2 , σ 3 and X = T N emb(∆). One can compute B (X) ∼ = Z/2 using the results from [7] or the procedure of Section 4. Let ∆(1) be the fan consisting of the faces of the cones ρ 0 , . . . , ρ 3 . As in Example 2.4 set up an open cover of T N emb(∆(1)):
Define a 1-cocycle with respect to this open cover by:
Then this defines a nontrivial reflexive module on X with projective endomorphism ring.
Algebras on toric varieties
The purpose of this section is to study locally trivial Azumaya algebras on a toric variety all of whose singularities are in codimension ≤ 2. The main result of this section is Corollary 3.4 in which we show that if X is a complete toric surface and y ∈ B (X) has order 2, then there is a reflexive O X -module M of rank 2 such that y is the Brauer class of End O X (M). Along the way to proving this, our techniques allow us to construct many Azumaya algebras on toric varieties of all dimensions. We begin by proving some results on vector bundles of rank 2 on a toric variety X = T N emb(∆) where ∆ is the fan {0, ρ 1 , ρ 2 , ρ 3 }, ρ 1 , ρ 2 , ρ 3 are distinct 1-dimensional cones in R N and N is a free Z-lattice.
In Proposition 3.1 below, we assume δ 3 is even. Since Pic U 3 is cyclic, this means there is a unique invertible module J on U 3 of order 2 in Pic U 3 . We give sufficient conditions for the existence of an indecomposable equivariant vector bundle on X of rank 2 which is free on U 1 and U 2 and is isomorphic to J ⊕ J on U 3 . Equivariant vector bundles on toric varieties have also been studied by Kaneyama [14] , [13] .
Let δ i = | Pic U i | and assume δ 3 is even. If δ = gcd(δ 1 , δ 2 , δ 3 ) is even, then there exists an indecomposable equivariant vector bundle P of rank 2 on X satisfying:
where J is the unique invertible module on U 3 of order 2. Conversely, if δ is odd, then given any such vector bundle P, there exists an invertible module L on X such that (L ⊗ P)
Before proving Proposition 3.1, we first establish some notation. Let η i be a primitive lattice point on ρ i . Since δ 3 is the greatest common divisor of the 2-by-2 minors of the matrix η 1 η 2 and we are assuming δ 3 is even, there is a basis for N with respect to which η 1 = (1, 0, . . . , 0), η 2 = (a, 2b, 0, . . . , 0) and η 3 = (c, d, e, 0, . . . , 0). We can assume 0 < a < 2b and e ≥ 0. Note that δ is even if and only if d and e are both even. If e > 0, then after a transformation of the type  
where ∆ is the fan determined by ρ i = R ≥0 η i , i = 1, 2, 3. Now π * is an isomorphism from Pic U 3 to Pic U 3 . Our plan is to first prove Proposition 3.1 for N , then show that the vector bundle we construct lifts under π * to a vector bundle on X with the desired attributes. The 2-dimensional results we need are summarized in the next lemma. 
. If d is even, then there is an equivariant vector bundle P on X of rank 2 such that P| U 3 ∼ = J ⊕ J, where J is the invertible module on U 3 of order 2 in Pic(U 3 ), P| U 1 is free and P| U 2 is free. If d is odd, then there is an invertible module P on X such that P| U 3 ∼ = J, P| U 1 is free and P| U 2 is free.
y c , and O * (V ij ) = x, y . As in Example 2.3, we prefer to use the indeterminate notation x, y as opposed to the e(·) notation of [17] . The 1-cocycle inȞ 1 
Clearly φ 12 = φ 32 φ 13 and φ 32 =
we see that the 1-cocycle defines an invertible module P on X such that P| U 1 is free and P| U 2 is free. Now φ 12 defines the invertible module J on U 3 so we are done.
For the rest of the proof, assume d is even. The local model for P on each of V 1 , V 2 , V 3 is O ⊕ O. It suffices to give patching isomorphisms φ ij in GL 2 (V ij ) satisfying the 1-cocycle identity: φ 12 = φ 32 φ 13 such that φ 12 
The proof is divided into 5 cases depending on the configuration of the 1-dimensional cones ρ 1 , ρ 2 , ρ 3 in R 2 .
Case 1. c ≤ 0. Our choices for φ ij are:
Note that
is a coboundary from GL 2 (V 2 ) since the inner product of (−b, a) with (a, 2b) is ab which is positive. The scalar matrix x −b defines J on V 1 ∪ V 2 since x 2b is a coboundary from V * 1 × V * 2 but x b is not. We see that φ 12 defines J ⊕ J. Since b > 0 and y ∈ V * 1 , we see that φ 13 is a coboundary from GL 2 (V 1 ). Now The left factor of (7) is in GL 2 (V 2 ) since x 2b /y a ∈ V * 2 . The right factor in (7) is in GL 2 (V 3 ) since we are assuming c ≤ 0. Therefore, φ 32 is a coboundary and defines a free module on V 3 ∪ V 2 as desired.
There exists a positive integer e so that −de ≥ bc. Now set
First note that φ 12 = φ 32 φ 13 and φ 13 ∈ GL 2 (V 1 ). Now The left factor in (8) is in GL 2 (V 2 ). The right factor of (8) is in GL 2 (V 3 ) since the inner product of (−b, −e) with (c, d) is −bc − ed ≥ 0. Therefore φ 13 and φ 32 define free modules on U 2 and U 1 respectively. We have the factorization
and the left factor of (9) is in GL 2 (V 2 ) since the inner product of (−b, ae) with (a, 2b) is −ab + 2abe = ab(2e − 1) ≥ 0. So φ 12 defines J ⊕ J on U 3 .
. First note that φ 12 = φ 32 φ 13 and φ 13 
. This is because the inner product of (1,
the right factor in (10) is in GL 2 (V 1 ) and the left factor is in GL 2 (V 2 ) since the inner product of (−b,
Therefore φ 12 is cohomologous to the scalar matrix x b on U 3 , hence defines J ⊕ J.
Case 4. 0 < c < d, 0 < a < 2b and 2bc > ad. There exists a positive integer e such that First note that φ 12 = φ 32 φ 13 and φ 13 ∈ GL 2 (V 1 ). Since Since the inner product of (−b,
which is positive by the choice of e in (11), it follows that the left hand factor of (12) is in GL 2 (V 2 ). The right hand factor of (12) is in
Case 5. 0 < c < d, 0 < a < 2b and 2bc < ad. In this case, ρ 2 and ρ 3 are both in the first quadrant of R 2 and ρ 2 is in the 2-dimensional cone spanned by ρ 1 and ρ 3 . That is, η 2 = rη 1 + sη 3 for some pair of positive rational numbers r, s. We can pick a suitable change of basis matrix T ∈ GL 2 (Z) such that η 2 T = η 2 = (1, 0),
Since (1, 0) = η 2 = rη 1 + sη 3 with r and s positive, we see that η 3 must be in the third or fourth quadrant. So we are in either Case 1 or Case 2.
Proof of Proposition 3.1. We return to the notation of the paragraph immediately following the statement of the proposition. Assume first that e > 0 and rank N > 2. Let V i = T N emb({0, ρ i }). Then under the projection π, the ring O(V i ) embeds into the ring O(V i ). The configuration of the fan ∆ corresponds to Case 1 of the proof of Lemma 3.2 and the cocycle φ ij inȞ 1 (V /X , O * ) maps under π * to a cocycle inȞ 1 (V/X, O * ) that defines an equivariant vector bundle P with the correct local structure. The fact that P is indecomposable when δ is even follows from Proposition 3.3 below because P extends to give a reflexive OXmodule M such that End OX (M) has order 2 in B (K/X). Here we denote byX the toric variety obtained from adding to the fan ∆ the three 2-dimensional cones ρ 1 + ρ 2 , ρ 2 + ρ 3 , ρ 1 + ρ 3 . Now if δ is even and either e = 0 or rank N = 2, we use another method to show that P is indecomposable. In this case we simply project a fan onto ∆ from a higher dimension. The fan ∆ is the projection of the fan Σ determined by the 3 cones spanned by (1, 0, . . . , 0), (a, 2b, 0, . . . , 0) and (c, d, 2, 0, . . . , 0) in R N × R. By our previous argument, P lifts to an indecomposable vector bundle on the higher dimensional variety defined by Σ, hence is indecomposable on X.
Now assume δ is odd. Then by Lemma 3.2 there is a rank 1 vector bundle L on X which is isomorphic to J on U 3 , is free on U 1 and is free on U 2 . So if P is a rank 2 vector bundle as in the statement of the proposition, then L ⊗ P is free on the open cover {U 1 , U 2 , U 3 }. Now we consider a toric variety X = T N emb(∆) such that all of the cones in ∆ have dimension ≤ 2. By [9, Theorem 2.9] the elements of order ≤ 2 in the relative cohomological Brauer group B (X) form an elementary 2-group of rank ≤ e where e is the number of edges in the graph Γ of ∆ that are not in a 2-maximal spanning tree of Γ. The graph Γ is defined as follows. Let τ 1 , . . . , τ m be the 2-dimensional cones and ρ 1 , . . . , ρ n the 1-dimensional cones of Γ. These cones make up the vertex set of Γ. An edge connects ρ i and τ j if and only if ρ i is a face of τ j . The graph Γ is edge-weighted by setting the 2-weight of the edge ρ i _τ j to be the 2-adic valuation of the order of the finite cyclic group Cl(U τ j ) where U τ j = T N emb(∆(τ j )), and ∆(τ j ) is the fan consisting of τ j and its faces. Theorem 2.6 of [9] says that if the graph Γ consists of just 1 cycle, then 2 B (K/X) is cyclic. The order of 2 B (K/X) in this case is 2 if and only if each class group Cl(U τ j ) has even order. In the next proposition we show that in this case the group 2 B (K/X) is generated by the class of an Azumaya algebra, hence 2 B(K/X) = 2 B (K/X). Proof. There is a unique cycle ρ 1 _τ 1 _ρ 2 _ . . . _τ m _ρ 1 in the graph Γ of ∆. The cones ρ m+1 , . . . , ρ n (if they exist) are not faces of any τ j . Let V i = U ρ i for 1 ≤ i ≤ n. Then V = {V 1 , . . . , V n } is an open cover for X reg . We show that there exists a vector bundle P on X reg split by V such that P| V 1 ∪V 2 ∼ = J ⊕ J where J is the unique invertible module of order 2 on
and P| V m ∪V 1 ∼ = O ⊕ O. Then P will extend to a reflexive module M on X such that M| U τ 1 ∼ = I ⊕ I where I is the element of order 2 in Cl(U τ 1 ), and M| U τ i is free 
We see that this defines a 1-cocycle {φ ij } inȞ 1 (V/X reg , O * ) and that the vector bundle P defined by {φ ij } has the desired local structure. The proposition follows.
Corollary 2.9 of [9] showed that if X is a complete toric surface, then B(K/X) = B(X) = B (X) is cyclic. The proof relied on the Hoobler-Gabber theorem to show B(X) = B (X). Our next result shows every element of order 2 in B (X) is the class of an explicit Azumaya algebra End O X (M) such that rank(M) = 2. Proof. This follows immediately from Proposition 3.3.
Computing the cohomological Brauer group of a toric variety
The purpose of this section is to show how one might compute the étale cohomology groups H p (Xé t , G m ) in degrees p = 0, 1 and 2 of a toric variety X with coefficients in the sheaf of units. The method is to reduce the computation down to the problem of diagonalizing a matrix with integral coefficients. The procedure outlined in this article has been fully implemented by the author as a program written in the "C" programming language.
The groups that we want to compute are finitely generated abelian groups. Our method for computing them is to reduce the problem to a matrix theory computation involving matrices with integer coefficients. Let us begin with a brief description of the algorithms for matrices with integer coefficients which are to be used.
Let S be an m × n matrix with integer coefficients. The basic procedure that we perform on S is "diagonalization", or equivalently, "put S into Smith normal form." This means that we find invertible matrices X and Y so that XSY = diag{d 1 
The vectors {x 1 , . . . , x s } span the smallest direct summand of Z m that contains the column space of S. A basis for the kernel of S exists in the columns numbered s + 1, . . . , n of the matrix Y. Say the columns of B contain a basis for a direct summand of rank s of Z m and X is an invertible matrix such that XB = diag{1, . . . , 1, 0, . . . , 0}. Let A be an m × l matrix whose columns are in the column space of B. The matrix XA represents the function which maps the columns of A into the column space of B.
Suppose we have an m × l matrix A and an n × m matrix B such that BA = 0 and we want to compute the homology group ker B/ im A. First find a basis for the kernel of B as above. Say this basis makes up the columns of the matrix K. Find invertible matrices X and Y so that XKY = diag{1, . . . , 1}. We want to write the columns of A as linear combinations of the columns of KY. The matrix for the embedding columnspace(A) → columnspace(KY) is the rank(K) × l matrix XA. The invariant factors of ker B/ im A are obtained by diagonalizing this matrix.
We now discuss how to use the above algorithms to compute the cohomological Brauer group of a toric variety. Let N = Z r , M = Hom Z (N, Z). Let ∆ denote a fan on N R = R r and X = T N emb(∆) the corresponding toric variety over the algebraically closed field k of characteristic 0. Let K denote the function field of X. The cohomological Brauer group of X is the second étale cohomology group with coefficients in the sheaf of units, H 2 (Xé t , G m ). According to [7, Theorem 1] , ifX is an equivariant desingularization of X, then there is a split-exact sequence with natural maps
Sequence (13) reduces the calculation of H 2 (Xé t , G m ) down to the computation of the 2 smaller groups in the sequence. The relative cohomological Brauer group H 2 (K/Xé t , G m ) consists of the 2-cocycles which are generically split. The group H 2 (Xé t , G m ) is naturally isomorphic to the image of the Brauer group of X in the Brauer group of the function field of X, B(K). In order to compute these groups, our method allows us to also compute the zeroth and first degree étale cohomology groups without much extra work. The divisor class group is the Picard group of a suitable open subset of X and we might as well compute it as well. The groups which we plan to compute are now enumerated.
(1) The image of the Brauer group of X in B(K). This group is naturally isomorphic to the Brauer group B(X) = H 2 (Xé t , G m ) of an equivariant desingularizationX of X. LetX be an equivariant desingularization of X. ThenX is the toric variety associated to a fan ∆ obtained by subdividing ∆. Any maximal cone τ ∈ ∆ is contained in some maximal cone σ ∈ ∆ . For such a pair (τ, σ) , the group generated by τ ∩ N is equal to the smallest direct summand of N that contains {ρ ∈ ∆(1)|ρ ⊆ σ}. Let N be the group generated by ∪ τ∈∆ σ ∩ N. The invariant factors of N/N can be computed using the methods described above. For each maximal cone σ of ∆, find a basis L(σ) for the smallest direct summand of N containing {η i |ρ i ⊆ σ}. Set up a matrix whose columns are the elements of ∪ σ∈∆ L(σ) and compute the invariant factors of this matrix using the above mentioned methods. Say the invariants are a 1 , . . . , a r . In order to compute group 1 above, we use [9, Theorem 1.1] which says H 2 (Xé t , G m ) is isomorphic to ⊕ r−1 i=1 Hom(Z/a i , Q/Z) r−i . Note that Hom(Z/a i , Q/Z) = 0, Z/a i , Q/Z according to whether |a i | = 1, |a i | > 1, a i = 0.
The divisor class group of X is isomorphic to that of the toric variety associated to the fan {0, ρ 1 , . . . , ρ n }. The class group of the latter variety is the cokernel of the function M → ⊕ n i=1 Z · ρ i . The rows of the matrix for this function are just the transposed vectors η 1 , . . . , η n . So the class group is determined using the methods from above.
As in [7, sequence (11) ], let SF denote the sheaf of support functions on ∆, M the constant sheaf M and U the sheaf kernel defined by the sequence 0 → U → M → SF → 0.
It follows from [17] that Pic(X) ∼ = SF(∆)/ im(M) and from [7, Theorem 1.a] that H 2 (K/Xé t , G m ) ∼ =Ȟ 1 (∆, SF). Let L denote the cokernel of the morphism U → M in the category of presheaves. So L is a presheaf which is locally isomorphic to SF. That is, SF is the sheaf associated to L. For any cone σ ∈ ∆, let ∆(σ) denote the subfan of ∆ consisting of σ and all of its faces. Then L(∆(σ)) = SF(∆(σ)) since support functions on a cone are linear. Therefore we see thatȞ p (∆, SF) = H p (∆, L) for all p. If {σ 1 , . . . , σ m } are the maximal cones of ∆, and σ ij denotes
can be used to compute the groups H p (∆, SF) = H p (∆, L). The sequence 0 → U(∆(σ)) → M → L(∆(σ)) → 0 is exact, so we see that L(∆(σ)) is just the dual of the group N ∩ R · σ. Given any cone σ ∈ ∆, we find L(∆(σ)) as follows. First set up a matrix S whose columns consist of those η i such that ρ i ∈ σ. A basis L(σ i ) for L(∆(σ)) is computed by methods of the introduction by finding a basis for the smallest direct summand of Z r containing the column space of S. For this and other computations involving L(σ) it is not necessary to distinguish between N and its dual M. If τ is a face of σ, there is a projection L(∆(σ)) → L(∆(τ)). The matrix for this projection corresponds to writing the elements in the basis L(τ) in terms of the basis L(σ) hence can be carried out using the above algorithms. The ingredients for writing the matrix for δ 0 and δ 1 are now available. Each is just a suitably interpreted direct sum of projections of the form L(∆(σ)) → L(∆(τ)).
The kernel of δ 0 is the group of support functions SF(∆). As mentioned above, the Picard group is computed as SF(∆)/ im(M). The kernel of the map M → SF(∆) is U(∆) which is just H 0 (Xé t , G m )/k * hence we can compute the group of units on X. Again as mentioned above, the relative Brauer group H 2 (K/Xé t , G m ) is the first homology group ker(δ 1 )/ im(δ 0 ).
