The adjoint method with dynamic checking point scheme is used to enable the sensitivity analysis capability of GEBT (Geometrically Exact Beam Theory), a general-purpose code for nonlinear analysis of composite beams. Such a capability can meet the design challenges associated with future air vehicles featuring highly-flexible slender components made of composites. The adjoint method computes the gradient of a user defined objective function to arbitrarily many design and control parameters by backpropagating the sensitivity information through the physics of a simulation. As a first step, we implemented a simplified version of GEBT using the Chebyshev spectral method in a code named Hydra, which solves the nonlinear integral-differential governing equation governing nonlinear bending, together with its adjoint equation. An example in optimal control is used to demonstrate the efficiency of this method in performing very high dimensional optimization problems in nonlinear beam dynamics.
I. Introduction
A rapid yet confident assessment of novel air vehicle concepts, such as Micro Air Vehicle (MAVs) and SensorCraft, requires that designers are equipped with a versatile computational design framework which at the core should adopt efficient high-fidelity engineering models to accurately analyze the complex physical phenomena while maintaining the speed of conceptual design. There are two distinctive features of these new concepts: 1) the structures are highly flexible and could undergo large nonlinear deformation; 2) the structures will be made of composites. Thus, it is necessary for the structural models to capture geometric nonlinearity under quasi-static or dynamic loads and handle anisotropy and heterogeneity due to composites. Although the ultimate fidelity can be achieved by three-dimensional (3D) models, they are too time-consuming and labor intensive to be used for effective design space exploration. We are challenged to construct more efficient models without significant loss of accuracy of the original 3D models.
Most flexible components are dimensionally reducible. The analysis can be simplified using lowerdimensional structural models .
1 For example, one-dimensional (1D) beam models can represent slender components with the cross-sectional dimension much smaller than the length. In the pursuit of efficient yet accurate models suitable for nonlinear analysis of slender structures featuring arbitrary cross-sections and composites, the efficient high-fidelity approach pioneered by Hodges and his-coworkers 2 stands out distinctively and is being accepted in both industry and research community. As shown in Figure 1 , the efficient high-fidelity beam models are founded on two pillars: the concept of decomposition of the rotation tensor (DRT) 3 and the variational-asymptotic method. 4 DRT is a powerful kinematic concept for systematically capturing all the geometrical nonlinearities. VAM is a mathematical method for asymptotical analysis of the governing variational statement. Starting from the 3D continuum formulation, we can first use DRT to formulate the kinematics in a geometrically exact manner. Then taking advantage of slenderness, we can use VAM to rigorously reduce the original 3D problem into a 1D beam analysis along with a companion two-dimensional (2D) cross-sectional analysis.
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Decomposition of the rotation tensor using DRT The 2D cross-sectional analysis provides necessary constitutive models for the 1D beam analysis to predict the global behavior. The cross-sectional analysis is implemented in the computer program VABS (variational-asymptotic beam sectional analysis) which is the only tool capable of realistic modeling of initially curved and twisted anisotropic beams with arbitrary sectional topology and materials. The 1D beam analysis is implemented in the computer program GEBT (geometrically exact beam theory) using the mixed-formulation. Since the 1D formulation is geometrically exact, GEBT can systematically capture all geometrical nonlinearities attainable by the Timoshenko beam model. GEBT is a general-purpose code, which can analyze structures modeled as an assembly of beams for various applications such as rotating wings, joint wings, or flapping wings. Powered by VABS, GEBT can also model beams having arbitrary section geometry/material with no additional cost to the 1D beam analysis. The current version of GEBT can predict linear/nonlinear static/dynamic (both steady state and transient) behavior, and also linear/nonlinear frequencies and mode shapes.
As the main advantage of using efficient high-fidelity modeling tools are in conceptual and preliminary design, we need to enable sensitivity analysis of GEBT, which computes the gradient of the output quantities of a nonlinear beam simulation with respect to input quantities representing design and configuration of the beam structure. The output quantities can represent performance, cost or fatigue of the structure, while the input quantities can represent both the design of the structure and the uncertainties in detailed design, manufacturing process and working environment. These sensitivity gradients, computed using either forward and adjoint modes, are a unique advantage of computational simulation over experimental methods.
Sensitivity analysis has been widely used. Forward sensitivity analysis solves the linearized model equation; each solution reveals the sensitivity of many output variables with respect to a single input variable.
5
Adjoint sensitivity analysis computes the input-output derivatives by solving the adjoint equation. Each solution reveals the sensitivity of one output variable with respect to arbitrarily many input variables. 6 Com-pared to forward sensitivity analysis, which computes each time the sensitivity of many output variables with respect to a single input variable, the adjoint approach is computationally efficient when the number of output variables is much smaller than the number of input variables. In design of modern composite beam structures, the structural properties of each beam section and the spanwise geometry can be input design variables. The material uncertainties of the many composite layers also increase the number of input variables. Therefore, the input variables are typically much more than the number of objective functions and constraints, making the adjoint approach more suitable.
II. A simplified 2D model of GEBT
Direct implementation of the adjoint approach into GEBT is not an easy task difficult as GEBT is a complex code covers virtually all aspects of nonlinear composite beam analysis. And also it will be difficult for us to debug whether we our sensitivity analysis is correct or not. Instead, in this paper, we develop a simplified version of GEBT specifically restricted to transient analysis of an isotropic, homogeneous beam flexible in bending only, with geometrically nonlinear deflections in a 2D plane.
Let the density and moment density of a length L, initially straight beam to be M and I, let the bending stiffness be K. Assume there is no axial deformation, then the kinetic energy and potential energy of the beam system can be described as Assuming the beam has a bending damping coefficient of D, its contribution to the virtual work can be modeled as
Assuming that a bending moment of T is applied at the s = 0 end of the beam, its virtual work is
Plug these terms into the Hamilton's extended principle
Integrating by parts in time and removing the time integration, we obtain the following variational form of the governing equation for θ:
The rest of the paper focuses on discretization and sensitivity analysis of this unsteady differential-integral equation.
III. Chebyshev spectral discretization of the beam
We use Chebyshev polynomials to represent the rotation of the beam θ as a function of the length along the beam. 7 We denote Θ k , k = 0, . . . , K as the Chebyshev coefficients and θ i , i = 0, . . . , K as the value of θ at Chebyshev points, i.e.
and
The relation between the Chebyshev coefficients Θ k and the function value at Chebyshev points θ i can be represented by the linear relation
where the rotation angle vectors in physical and Chebyshev space are denoted as
its inverse [T ] −1 and their transposes [T ] T and [T ]
−T can be efficiently evaluated using Fast Cosine Transform (O(K log K) operations as opposed to O(K 2 ) using regular matrix-vector multiplication). Integration and differentiation also correspond to multiplication by matrices. Suppose
. Due to their sparsity, multiplication by both matrices can be evaluated with O(K) operations . 7 In addition, for θ(s) represented using Chebyshev polynomials (2), integration can be calculated to floating point precision using the Clenshaw-Curtis quadrature rule
where w i are the Clenshaw-Curtis quadrature weights. With the Chebyshev polynomials as both basis functions and test functions, together with the discretized operators associated with differentiation and integration, we can derive the Galerkin discretization of the differential-integral equation that governs motion of the beam. Specifically, we derive a set of coupled ordinary differential equations for the evolution of the Chebyshev coefficients Θ k , k = 0, . . . , K/2. This is achieved by substituting each of the basis functions T k 2s − 1 L , k = 0, . . . , K/2 into the variation δθ into the continuous governing Equation (1), and use the discretized operators to approximate the differentiation and integration involved in the equations. Note that the higher order Chebyshev coefficients of θ(s) Θ k , k = K/2, . . . , K are set to 0, so that the discretized ordinary differential equation has a dimension of K/2 + 1; while in representing the intermediate variables, including δx, δy,ẍ,ÿ the full K + 1 coefficients are used. We also use all K + 1 Chebyshev points in representing any quantity in the spatial domain. Doing this is for the purpose of dealiasing, and ensures stable time integration of the discrete system. To simplify the notation, we denote discrete matrix operators [A x ] and [A y ] as
Note that both matrices depends on θ. Then,
where sin and · operates component-wise on the elements in the vector. Similarly,
Plugging these discretization into each term in Equation (1), we obtain the first term
Curtis quadrature weights. The second term in Equation (1) becomes
where the diagonal matrix [w I ] has diagonal elements
The gravity term in Equation (1) becomes
where e = [1, . . . , 1] T . The bending damping term in Equation (1) becomes
Finally, the term associated with a bending moment T at s = 0 in Equation (1) is already in an algebraic form, therefore does not require discretization.
For each l = 0, . . . K/2, an ordinary differential equation is obtained by substituting the lth Chebyshev basis function into the variation
and the Chebyshev expansion into the state θ and its derivatives
These K/2 + 1 coupled ordinary differential equations governs the time evolution of the K/2 + 1 Chebyshev coefficients Θ k , k = 0, . . . , K/2.
IV. Mathematical formulation of the adjoint method
GEBT solves the following system of equations,
where X is the state vector describing the global behavior of the beam, ξ represents the vector of design parameters such as the mass and stiffness matrices. The equation that governs the change in X resulting from a small perturbation of ξ can be obtained by linearizing the GEBT equation,
Define our cost function as
which is a function of the state variables X in the time period [0, T ]. The change in the cost function due to the small perturbation in ξ and the resulting perturbation in X is
Because (4) is always 0, we can pre-multiply it with an arbitrary time dependent vector Y T , integrate over time, and add to δJ without changing its value.
Integrating by parts with respect to removing time derivative of the state vector δX, we get
Assuming that the perturbation δX is entirely due to perturbation in ξ, with zero change in the initial condition of X, which means δX = 0 , t = 0,
we then select the Lagrange multiplier Y such that δJ in Equation (8) depends only on δξ and does not depend on δX. This can be achieved if Y satisfy the following adjoint terminal condition
and the adjoint equation
As J is given by the designer, ∂J ∂X , is also given. The GEBT code can be modified to solve for Y as the computation of ∂F ∂X is already available in the original code.
When Y satisfies both the adjoint terminal condition, Equation (10), and the adjoint equation, Equation (11), we can conclude from Equation (8) the following
This formula reveals the total derivative, that is, the sensitivity, of the cost function J to the design parameters ξ, dJ dξ
where ∂J ∂ξ is known when J is given and ∂F ∂ξ can be easily obtained using dual-number automatic differentiation technique. This total derivative is calculated by solving the adjoint equation (11) with terminal condition (10) once. This is efficient compared to the finite difference method, which requires solutions of Equation (3) as many times as the dimension of the parameter vector ξ, which can easily exceed one hundred.
Because the adjoint solution Y must satisfy a terminal condition (10) at t = T , while the solution during time t ∈ [0, T ] are needed to compute the sensitivity derivative through (13), the adjoint equation must be solved backwards in time.
V. Numerical experiments

A. Validation of the spectral discretization method
The Chebyshev spectral method for solving the 2D geometrically nonlinear beam equation, described in Section III, and with the adjoint solver described in Section IV, are implement in using C in a code called Hydra. Crank-Nicolson with adaptive time stepping is used for time integration. Two unsteady cases are performed to validate the Hydra solver and assess the rate of convergence both in the degree of Chebyshev polynomial approximation and the time step size. Both test cases involve a uniform beam of length 1m. The beam is assumed to have very large tensional stiffness, so that its tensile deformation is negligible. The beam is also thin so that rotary inertia is negligible. The weight of the beam is M = 0.15kg; the bending stiffness is K = 0.15N m 2 . Damping and aerodynamic forces are assumed to be negligible. In both test cases, we release the beam at t = 0 from the horizontal condition. The gravity constant is g = 9.8m/s 2 . The beam is hinged at the root s = 0 in the first test case, and is clamped at the root s = 0 in the second test case. Both simulations are performed with a K/2 = 8th order Chebyshev polynomial to represent the rotation angle θ(s). The time step size is ∆t = 0.001. Figure 2 plots the position of the beam as solid lines for 0 ≤ t ≤ 0.68 at a frame rate of 25f ps. The tip of the beam is plotted as dots at a frame rate of 100f ps. This tip position as a function of time matches with the output of a GEBT simulation performed by the second author. Similarly, Figure 3 plots the simulation result for the clamped beam. The simulation also matches with GEBT output. Figure 4 demonstrates the exponential convergence of our spatial discretization with Chebyshev spectral method, and the second order temporal convergence of our Crank-Nicolson time integration scheme. 
B. Adjoint based optimization
The adjoint solver is used to solve an optimization problem of controlling the bending moment on the root of a hinged flexible beam to maximize the tip velocity towards the left at t = 2s. We consider a uniform beam of length 1m. The beam is again assumed to have very large tensional stiffness, so that its tensile deformation is negligible. The beam is also thin so that the rotary inertia is negligible. The weight of the beam is M = 1kg. The bending stiffness in the 4 problems we consider includes
The damping coefficient is D = 0.01N m 2 s. Aerodynamic forces are assumed to be negligible. All simulations and adjoint calculations are performed with a K/2 = 8th order Chebyshev polynomial to represent the rotation angle θ(s). The time step size is ∆t = 0.01.
In all optimization test cases, we start the beam at t = 0 from the vertical condition. A bending moment T is applied at the hinged root. This bending moment as a function of time T (t), 0 < t < 2 is optimized so that the leftward velocity of the tip is maximized. The objective function we consider is min T (t),0<t<2
The second term is a regularization, together with the constraint to ensure that the bending moment we apply does not go unbounded and is continuous. In all four cases, the initial condition is no bending moment, i.e. T (t) ≡ 0, 0 < t < 2. The Sobolev gradient method is used to determine the line search directions p T :
with ǫ = 0.01. The resulting search direction p T is significantly smoother compared to the gradient ∂J ∂T (t) .
The search direction is guaranteed to be a descent direction, and enforces the constraints T (0) = T (1) = 0. Using this Sobolev gradient in our problem significantly improves the rate of convergence. The results shown in the figures are obtained after 10 steps of optimization iteration: Each iteration involves a line search to find the step size α k to ensure that the Wolfe conditions with c 1 = 0.1 and c 2 = 0.9 is satisfied. Figure 5 shows the optimization result for a very stiff beam, with a bending stiffness of K = 10N m 2 . The optimal bending moment smoothly alternates its direction according to the swing direction of the beam, using its natural dynamics to gain energy. The gained energy is then used to achieve maximum tip speed at the target time t = 2. Under the applied bending moment, the beam rotates almost as a rigid rod without visible deformation. However, from the optimized bending moment input, plotted as the dash-dotted line on the lower right plot, we can see that starting from about t = 0.8, it appears to be trying to excite the first longitudinal mode of the beam, in order to gain additional tip velocity due to this vibration at t = 2. However, this effect is not visible in the time history of the tip location. Figure 6 shows the optimization result for a moderately stiff beam, with a bending stiffness of K = 1N m 2 . The large scale behavior of the optimal bending moment is the same, using the natural dynamics to gain energy, and use the obtained energy to achieve maximum tip speed at t = 2. The bending of the beam is visible under the applied bending moment. In addition to the rotation around the hinged root, the first longitudinal mode of the beam is clearly excited; the elastic potential energy stored in the bending mode is also released at t = 2, together with the gravitational potential energy, to maximize the tip speed. Figure 7 shows the optimization result for a flexible beam, with a bending stiffness of K = 0.1N m 2 . The optimal bending moment uses a combination of gravitational potential energy and elastic potential energy to maximize the tip velocity at t = 2 to gain energy, and use the obtained energy to achieve maximum tip speed at t = 2. The time history of the bending moment is similar to the last case, though smoother and has a smaller magnitude. Nonetheless, the dynamics history involves significantly more geometric nonlinearity, including complex rotations near the root of the beam. These four cases represent a class of optimization problems with very high dimensional input parameters. In our case, the bending moment as a function of time is discretized at 200 time steps. Therefore, the dimension of the optimization problem is 200. Yet using adjoint based optimization, we obtain optimal solutions in 10 steps for all 4 cases. Between 30 and 60 forward and adjoint simulations are performed in each optimization problem. This is orders of magnitude more efficient than using non-gradient based methods, or using finite difference gradient to perform similar optimization problems with a 200 input parameter space. This example demonstrates the efficiency of adjoint based method in high dimensional nonlinear structural dynamics optimization problems
VI. Conclusions
This paper presents a collaborative effort between a computational mathematician and a structural analyst to initiate efficient yet accurate sensitivity analysis of adjoint formulation for GEBT, a generalpurpose code for nonlinear analysis of composite beams. To achieve this goal, a benchmark code, Hydra, is developed as a simplified version. Such a tool will enable us to effectively explore the design space of future air vehicles featuring highly-flexible slender components exhibiting significant geometric nonlinearity under quasi-static or dynamic loads. 
where G is the equation of motion, with individual terms discretized in the last section. We need to derive the derivative of the equation of motion with respect to θ,θ andθ.
We first derive the derivative of the matrices A x and A y with respect to θ. 
