1 Parameterized Problems and the W Hierarchy Many important and familiar problems have the general form Instance: An object x, a number k 1. Question: Does x have some property k that depends on k?
For example, the NP-complete Clique problem asks: given an undirected graph G and natural number k, does G have a clique of size k? The Vertex Cover and Dominating Set problems ask whether G has a vertex cover, respectively dominating set, of size k. Here k is called the parameter.
Formally, a parameterized language is a subset of N. A parameterized language A is said to be xed-parameter tractable, and to belong to the class FPT, if there is a polynomial p, a function f : N ! N, and a Turing machine M such that on any input (x; k), M decides whether (x; k) 2 A within f(k) p(jxj) steps. A is in strongly uniform FPT if the function f is computable.
Note that if M runs in time polynomial in the length of (x; k) then it meets this condition with f computable. Examples of problems in FPT for which the only f are uncomputable are given in DF93], while DF95c] describes natural problems in FPT for which the only known f are not known to be computable. The best known method for solving the parameterized Clique problem is the algorithm of 
, while many others treated in DF95a] seem to be hard in the manner of Clique and Dominating Set. The established way in complexity theory of comparing the hardness of problems is by formulating appropriate notions of reducibility and completeness. Here the former is provided by De nition 1.1. A parameterized language A FPT-many-one reduces to a parameterized language B, written A fpt m B, if there are a polynomial q, functions f; g : N ! N, and a Turing machine T such that on any input (x; k), T runs for f(k) q(jxj) steps and outputs (x 0 ; g(k)) such that (x; k) 2 A () (x 0 ; g(k)) 2 B.
The reduction is strongly uniform if f is computable. Then (strongly uniform) FPT is closed downward under (strongly uniform) FPT reductions. Note that g is computable, and the parameter k 0 = g(k) in the reduction does not depend on x.
For the completeness notion, Downey and Fellows DF95a] (1) and showed that the parameterized version of Clique is complete for W 1] under FPT reductions, while that of Dominating Set is complete for W 2]. This gives a sense in which Dominating Set is apparently harder than Clique. The formal de nition of the W hierarchy is deferred to the next section, but the main idea can be seen by examining the logical de nitions of Clique and Dominating Set. For each k, the language of graphs with a clique of size k is de ned by the existential formula k := (9u 1 : : : u k ) :î ;j k E(u i ; u j ); where E( ; ) formalizes the adjacency relation for graphs. By contrast, the language of graphs with a dominating set of size k is requires two blocks of like quanti ers to de ne in rst-order logic, such as by the 2 formula k := (9u 1 : : : u k ) : (8v)
Both problems are about searching for a set of vertices of size k that satisfy the condition following the`:', but in k the condition is more complex, because it has the extra quanti er over vertices v. Put another way, once candidate vertices have been assigned to u 1 ; : : : ; u k , the condition for Clique is entirely \local" in a sense studied for parameterized languages in Reg89], while that for Dominating Set requires a \global" reference to other parts of the graph. Some parameterized problems on graphs have conditions that make several alternating rst-order quanti cations over the graph, and are known to belong to W t] only for higher values of t. Other problems have conditions that are not rst-order de nable at all, and some of these are complete for W poly] (see ADF95, DFHKW94] Earlier work ADF95, DF93, DF95a] noted that if the W hierarchy is proper, or so long as FPT 6 = W poly], then P 6 = NP. The paper DF93] constructed a recursive oracle relative to which P 6 = NP and yet W poly] = FPT, so the above questions are in a sense stronger than P =?NP.
Our results in this paper provide some evidence for a positive answer to the question, Are all classes in (1) distinct?
We also compare the structure of the W hierarchy to that of the polynomial hierarchy. Our larger purpose is to examine how the W hierarchy can be characterized in ways that are important to other aspects of complexity theory.
We make the following progress on the above questions: First, each class W t] is shown to be de nable via existential quanti cation on the class of parameterized languages recognizable by polynomial-sized circuits of constant weft t, analogous to the way NP is de ned by existential quanti cation on P. The circuits we obtain are actually AC without the closure notation. Then we show that not only is the G t] hierarchy proper, but more importantly the N t] hierarchy is proper. Thus among the three \elements" of the W hierarchy, namely parameterized languages, circuit weft, and FPT-reductions, only the last can be responsible for any collapse. We explain how these results rule out any \normal" argument for collapse of the W hierarchy, and give this as evidence that the hierarchy doesn't collapse.
Second Boolean circuits are said to be of mixed type if they may contain both small gates of fan-in 2 and large AND and/or OR gates of unbounded fan-in. We consider only decision circuits; i.e., those with a single output gate. The weft of such a circuit is the maximum number of large gates on a path from an input to the output. The n inputs are labeled by variables x 1 ; : : : ; x n , and the Hamming weight wt(x) of an assignment x 2 f 0; 1 g n equals the number of bits that are set to 1. The circuit is monotone if it has no NOT gates, and anti-monotone if all wires from an input go to a NOT gate, and these are the only NOT gates in the circuit. A pure t circuit as de ned by Sipser Sip83] consists of t levels of large gates that alternate^and _ with a single _ gate at the top (i.e., the output), and with the bottom-level gates connected to the input gates x 1 ; : : : ; x n and their negations x 1 ; : : : ; x n . A pure t circuit is similarly de ned with a large^gate at the output. In both cases, \pure" means that the circuit has no small gates. A Boolean expression is the same as a circuit in which each gate has fan-out 1. We call a Boolean expression t-normalized if it forms a pure t circuit. For t = 2 this is the same as an expression in conjunctive normal form. For t = 3 this is product-of-sums-of-products (P-o-S-o-P) form; for t = 4 this is P-o-S-o-P-o-S form, and so on.
For all constants h; t > 0, the parameterized Weighted Circuit Satisfiability problem is de ned by: For t = 1, the extra level of small OR gates is necessary (unless
The methods there and in Section 4 in ADF95] remove this layer of small gates from earlier completeness proofs for odd t 3.
We point out one important aspect of FPT reductions that strongly governs the size of the objects one can produce. Suppose A fpt m WCS(t; h), and take the polynomial q and functions f; g : N ! N from De nition 1.1. Since T on input (x; k) must run in time f(k)q(n) (n = jxj), the circuits C x;k it produces have size polynomial in n for xed k, and most importantly, the exponent of the polynomial is independent of k. Let n 0 = f(k)q(n) and k 0 = g(k), the latter being the Hamming weight parameter for C x;k and independent of x.
De nition 2.1. A parametric connection is a function : (N N) ! (N N) : (n; k) 7 ! (n 0 ; k 0 ), a polynomial q, and arbitrary functions f; g : N ! N with n 0 = f(k)q(n) and k 0 = g(k). A parametric connection is nice if g(k) is recursive and can be computed in time h(k)p(n) where h is an arbitrary function and p is a polynomial.
To economize on notation we write n; k; n 0 ; k 0 ; n 00 ; k 00 ; : : : to indicate that the rst four quantities represent one parametric connection, the third through sixth another, and so on. The connection relation is transitive. This notion enables us to de ne circuit complexity directly for parameterized problems:
De nition 2.2. A parameterized family of circuits is a bi-indexed family of circuits F = f C n;k g such that each C n;k has n inputs and size at most n 0 , where n 0 is part of a connection with n; k.
We say that such a family is FPT-uniform if there is a algorithm to produce the circuit C n;k in time O(n 0 ). Proof. If a parameterized language L is in Uniform G poly] then membership of (x; k) in L, jxj = n, can be decided in the right amount of time O(n 0 ) by generating the circuit C n;k and evaluating it on input x. The converse also holds by imitating the usual proof that languages in P have polynomial-sized circuits.
Thus the classes Uniform G t] contain problems that are all xed-parameter tractable. Now we can build upon them in much the same way that NP is de nable by bounded existential quanti cation over P. NP uses a polynomial length bound, while our classes N t] use bounds on Hamming weight.
De nition 2.4. (a) For any class C of parameterized languages, 9 C stands for the class of parameterized languages A such that for some B 2 C there are nice parametric connections (n; k; n 0 ; k 0 ; n 00 ; k 00 ) giving for all (x; k), (x; k) 2 A () (9y 2 n 0 ) wt(y) = k 0^( xy; k 00 ) 2 B]. (Here n = jxj, n 0 = jyj, and n 00 = n + n 0 .) (b) For all t 1, N t] stands for 9 Uniform-G t], and N poly] stands for 9 Uniform-G poly].
In a corresponding way, we can de ne \bounded weight" versions of the other familiar class operators 8, , and BP. Combining the latter two formally, we have that a language A belongs to BP C if there exists B 2 C and nice connections giving for all (x; k), (x; k) 2 A =) Pr y2f 0;1 g n 0 ;wt(y)=k 0 kf z 2 f 0; 1 g n 00 : wt(z) = k 00^( xyz; k 000 ) 2 B gk is odd] > 3=4;
while (x; k) = 2 A =) Pr : : :] < 1=4. If the latter probability is zero (i.e., we have one-sided error), then we write A 2 RP G t].
De nition 2.5. If C is any class of parameterized languages, then by < C > we denote the parameterized languages that are reducible to a language in C, and refer to this as the FPTclosure of C.
A Computational Characterization of W Classes
Despite the obvious success of the W hierarchy as a classi cation mechanism for concrete parameterized problems, the classes W t] often seem a bit strange. One of the central issues is that they do not seem to embody any \computational mechanism" but are rather de ned by reducibility to a particular problem, Weighted t-Normalized Satisfiability. The main theorem of this section gives a more computational characterization of W t]. To see what is interesting about this theorem, consider the special case of t = 2 and the W 2]-complete parameterized problem Dominating Set. The original criterion for showing Dominating Set to be in W 2] requires constructing, for each graph G and positive integer k, a weft 2 circuit C G that accepts a weight k input vector i G has a k-element dominating set. The point is that for each graph G we construct a di erent circuit, thus perhaps 2 ( n 2 ) di erent circuits for graphs of order n for a xed value of k. By contrast, to show that Dominating Set belongs to the FPT-closure of N t], we must refer all of the graphs of order n (for a xed value of k) to a single circuit C n 0 ;k 0 . The input to C n 0 ;k 0 consists of the concatenation xy of a string x representing G and a string y representing the k log n bits of nondeterminism. For this particular instance our proof must devise a bi-indexed family of weft 2 circuits, each circuit C n 0 ;k 0 of which is \universal" for the dominating set problem for graphs of order n and for the parameter k. These \universal circuits" resemble programmable logic arrays.
Proof. Assume rst that t 2 and that t is even. Let L be a parameterized language in W t].
We can assume without loss of generality that the reduction showing membership of L in W t] maps (x; k) to (C x ; k 0 ) where:
1. C x is a t-normalized circuit 2. C x has n 0 inputs 3. C x has exactly n 00 gates on each level other than the input and output levels (achievable by padding)
4. k 0 , n 0 and n 00 are described by nice parametric connections. Let the gates (including inputs) of C x be described by the set fg s; i] : 0 s t; 1 i n 00 g:
Here the level of the gate is indicated by the rst index. Note that on level t only one gate (the output) is important (the padding is just a notational convenience). We may assume the output gate is g t; 1].
We consider the following uniform circuit family F L = f C m;k 0 g, m = t(n 00 ) It su ces to show a \universal" family of circuits for the W 1]-complete problem Independent Set. What we want is a weft 1 circuit that takes as input the concatenation of two strings x and y where x describes a graph of order n, and y represents the candidate k-element independent set. We can accomplish this by having the rst part of the input x = (x 1; 2]; x 1; 3]; :::; x n?1; n]) represent the adjacencies of G as a 0-1 string of length ;k 00 accepts xy. To exhibit a reduction from L to Weighted Circuit Satisfiability for weft t, we may just take the image of the reduction to be C n 00 ;k 00 with the rst n 00 ?n 0 inputs \removed" by being xed to the value of x. From N t] W t] we obtain < N t] > W t] by the trasitivity of parameterized reducibility.
In a similar way we can prove the following characterization of W poly]. prove that, then we would have P 6 = NP. What it does show is that any \normal" approach of the kind often employed in the study of the W classes, namely the use of additional (bounded-weight) nondeterminism, will necessarily fail. For example, to show that W t + 1] collapses to W t] we might hope to design some sort of gadgetry whose operation can be described by a weft t circuit C 0 , that would correctly verify that a circuit C of weft t + 1 accepts a particular weight k input vector x on the basis of some additional k 0 log n bits of nondeterministic information. Collapse would then follow by using C 0 to process two guesses: the input x to C and the \proof" that C(x) = 1. Since x has bounded weight and the size of C 0 can involve a blowup in size of f(k)n g(t)
for jCj = n and arbitrary functions f and g, we might well believe that there is some hope for this project. However, if this program were to succeed then we would in fact have shown that G t + 1] N t]. By the following easy but important proposition, in which the transitivity of parametric connections enables us to \coalesce" two like quanti ers into one, we would then have N t + 1] N t], contradicting Theorem 4.1. Proposition 4.2 Let C be any class of parameterized languages. Then 9 9 C = 9 C.
Although the parameterization of A 0 in the proof of Theorem 4.1 is trivial by itself, the manner in which the parameter interacts with the de nition of 9 Uniform-G For t > 3, since E i; j; k] is a large logical sum of subexpressions and has weft t ? 3, the same is true for (E i; j; k] _ :e i; j]), and therefore E 0 has weft t ? 2. If t = 3 then E 0 is a product of sums of size 2, and thus has weft 1. The veri cation that the construction works correctly is straightforward and is left to the reader. 
Analogs in parameterized complexity (if they exist) of familiar structural theorems generally present signi cant and novel di culties and are in most cases not presently known. A parameterized analog of Ladner's density theorem remains elusive, although substantial partial results have been obtained DF93]. A parameterized analog of Mahaney's theorem on the complexity of sparse sets is proved in CF96]. In this section we prove an analog of the Valiant-Vazirani theorem that nevertheless falls short of (1). Our proof is modeled on (and will make use of) the proof of the
De nition 6.1. A randomized (fpt, many-one) reduction from a parameterized language L to a parameterized language L 0 is a randomized procedure that transforms (x; k) into (x 0 ; k 0 ) subject to the following conditions:
(1) The running time of the procedure is bounded by f(k)jxj c for some constant c and arbitrary function f (i.e. the procedure is xed-parameter tractable).
(2) There is a function f 0 and a constant c 0 such that for all (x; k),
In x2 we gave the usual de nition of the W t] hierarchy in terms of the Weighted Circuit Satisfiability problem. We consider here the following unique-solution variant.
Unique WCS(t,h) Instance:
A circuit C of weft t and overall depth t + h. Parameter: k.
Question:
Is there a unique input of Hamming weight k that is accepted by C?
De nition 6.2. For all t 1, Unique W t] is the class of parameterized languages L such that for some h, L is fpt many-one reducible to Unique WCS(t,h).
Our proof will make use of a technical but generally useful lemma showing that a restricted form of Weighted t-Normalized Satisfiability is complete for W t]. This lemma is essentially implicit in earlier work. The variant is de ned as follows. Proof. We give separate arguments for t even and t odd. For t even we reduce from Monotone t-Normalized Satisfiability and use the construction described in DF95a]. Suppose the parameter is k and that F is the monotone expression. The reduction is to a normalized expression F 0 and the parameter k 0 = 2k. The key point is that the variables for F 0 consist of 2k disjoint blocks, and that any weight 2k truth assignment for F 0 must make exactly one variable true in each block. The blocks can be padded so that they are of equal size. Including additional enforcement for the condition in the de nition of Separated t-Normalized Satisfiability is straightforward. It is possible for this to be done in such a way that monotonicity is preserved.
Fot t odd we similarly employ the reduction described in DF95b], starting from AntiMonotone t-Normalized Satisfiability. In this case, antimonotonicity can be preserved. Proof. We reduce from Separated t-Normalized Satisfiability. Let E be the relevant t-normalized Boolean expression over the k blocks of n variables: X i = fx i; 1]; :::; x i; n]g for i = 1; :::; k Let X denote the union of the X i and assume for convenience (with no loss of generality) that n is a power of 2, n = 2 s , and that k ? 1 divides s.
We describe how to produce (by a randomized procedure) a weft t expression E 0 of bounded depth, and an integer k 0 so that the conditions de ning a randomized reduction are met.
The reduction procedure consists of the following steps:
(1) Randomly choose j 2 f1; :::; k log ng. Let E 1 (i) denote the expression obtained from E (essentially, a copy of E) by substituting the variables of X 0 1 (i) for the variables of X according to this correspondence.
The role of E 1 is to hold each of the m copies of the variables of E accountable for satisfying a copy of E.
The subexpression E 2 . The role of E 2 is to enforce that at most one variable is set true in each \block" of the variables of X 0 1 (there are km blocks, corresponding the m copies X, each copy consisting in a natural way of k blocks). an indication of the rst of the k choice blocks in which two consecutive solutions di er. The subexpressions E 6 and E 7 enforce the increasing lexicographic ordering based on this evidence.
The subexpressions E 8 and E 9 . In order to describe the subexpressions E 8 and E 9 we rst must construct an interpretation of the variables of X 0 2 . This consists of the following information:
(1) Each a 2 f1; :::; k(k ? 1)g is assigned a subset J a f1; :::; jg so that jJ a j = log n=(k ? 1) and We now argue for the correctness of the reduction. Half of this is easy. If E is not satis able by a weight k truth assignment, then because of E 2 and E 1 there is no weight k 0 truth assignment that satis es E 0 (never mind whether it is unique).
For the other half we must argue that if E has a weight k truth assignment, then with the required probability bound, E 0 has a unique weight k 0 truth assignment. Let X 0 = fx 1]; :::; x n]g.
The weight k truth assignments to X that satisfy the additional conditions that de ne Separated t-Normalized Satisfiability can be put in a natural 1:1 correspondence weight k truth assignments to X 0 . The correspondence is that if the r th variable assigned the value 1 in X 0 is x s] then x r; s] is assigned 1 in the truth assignment for X. Because of this correspondence we can speak of a weight k truth assignment to X 0 that satis es E.
It follows from the arguments in KST93] x1.4.1 that if there is any weight k truth assignment to X 0 that satis es E (and noting that there are no more than n k such assignments), then with probability at least We argue that in this case, E 0 is uniquely satis ed by a weight k 0 truth assignment to X 0 . The subexpressions E 1 , E 2 , E 3 , E 4 , E 6 and E 7 can be satis ed if the m distinct truth assignments are represented in lexicographically increasing ascending order in the blocks of X 0 1 , and if the evidence for the lexicographic ordering is represented in X 0 3 . It is easy to check that if there are exactly m distinct weight k truth assignments that satisfy E, then there is a unique truth assignment to X 0 1 X 0 3 that satis es these subexpressions, and it must have weight mk + (m ?1). The key point for this assertion is that the subexpressions E 6 and E 7 are su ciently restrictive that not only is increasing lexicographic ordering enforced, but also the evidence for this is uniquely determined.
In the above situation, the subexpressions E 5 , E 8 and E 9 can be satis ed by a weight k(k?1) assignment to X 0 2 that represents the hash function condition. Because this is also uniquely determined, there is a unique weight k 0 truth assignment for E 0 .
The subexpressions E 2 through E 9 have weft 1, and therefore the weft of E 0 is the same as the weft of E.
There are several obstacles to a proof of the statement (1) discussed at the beginning of this section. Among these is the matter that our proof of Theorem 6.2 uses kn log n random bits, while the de nition of the BP operator provides only k log n random bits. Furthermore, a method of probability ampli cation would be needed (also employing only k log n random bits). How to achieve this with weft 1 circuits is unclear. The question of whether (1) and (2) 
