Abstract-This paper describes the use of a particle swarm optimisation (PSO) algorithm in the design optimisation of two surface magnet brushless machines. Two PSO algorithms are presented: the global best PSO (gbest PSO) and local best PSO (Ibest PSO). The aim is to determine the multi-polar permanent magnet (PM) array that maximises the motor's output. Two parameters are optimised: the arc lengths and the directions of magnetisation of the PM segments. The proposed optimisation system combines a two-dimensional (2D) finite element method (FEM) with a PSO algorithm. The objective function used in the optimisation procedure is based on maximising phase flux linkage for a given volume of permanent magnet. The calculation results are compared with radial, uniform and discrete sinusoidal Halbach magnetisations of the rotor. a) b) c)
INTRODUCTION
The adoption of 'more electric' technologies in aircraft and vehicles has led to a demand for high performance and high specific output electrical machines. Brushless permanent magnet (PM) machines are strong candidates for these applications since they combine a high efficiency with high torque density. An attribute of brushless PM machines is an ability to operate with high magnetic loading. Often the application demands a large air-gap, for example to accommodate a containment layer for high speed operation or in order to reduce drag. In these cases, employing a standard radial or uniform rotor magnetisation (see Fig. 1 ) may not yield acceptable magnetic loading, and unconventional rotor magnetisations may need to be considered. In particular, multipolar or Halbach magnetisations (see Fig. 1 ) on the rotor are capable of generating high levels of magnetic loading across relatively wide air-gaps [1] - [9] .
The ideal Halbach PM array provides a sinusoidal spatial variation of magnetic flux density across the air-gap. For a given volume of magnet the use of a Halbach magnetisation can develop higher electromagnetic torque, whilst minimising cogging torque [3] . In an ideal Halbach magnetised cylinder, the spatial variation in the magnetisation is given by [1] , [6] : M = M cos(p ±)j, ± M sin(pO)j0 (1) where the sine term is negative for an internal rotor machine and positive for an external rotor machine, er and eS are the radial and circumferential unit vectors respectively (in polar coordinates), p is the number of pole-pairs and 0 is the angular position.
In practice the rotors of these machines are usually fabricated from pre-magnetised segments or arcs of both sintered and bonded permanent magnets [1] , [5] - [8] .
In this paper benefits of employing alternative multi-polar (Halbach-like) magnet arrays are explored, where the magnet arc lengths are non-uniform. This paper investigates the optimal arrangement of a discrete multi-polar PM array with regard to the size and direction of magnetisation of the individual arc segments that make up the PM array. The authors developed an optimisation system based on the two-dimensional finite element method (2D FEM) and particle swarm optimisation (PSO) algorithm. Two PSO algorithms are used: the global best PSO (gbest PSO) and local best PSO (Ibest PSO). The performance of both PSO As motors are radial-flux machines, the calculation area can be limited to their cross-sections. Due to periodicity only a pole pair of each machine needs to be solved (see Fig. 2 ). The FEM calculations are limited to the open circuit flux linkage of the phase coils at discrete rotor positions over an electrical cycle. To simulate movement of the rotor, the moving band technique is used [11] . The solver used in the FEM analysis solves the magnetostatic field, taking into account material non-linearity. To combine the FEM and PSO procedures, the motor models were parameterised. The motor structures together with the mesh are generated automatically based on a set of parameters given by PSO. B. Particle Swarm Optimisation (PSO)
The term particle swarm optimisation (PSO) refers to a recent family of algorithms that may be used to find optimal solutions to numerical and qualitative problems.
P50, like other population-based algorithms, searches for an optimal solution using cooperation and competition between individuals [13] . [14] . Most of the approaches are motivated by evolution as seen in nature (genetic algorithms, evolutionary programming, evolutionary strategies and genetic program-ming) [9, 10] . PSO is based on the simulation of social behaviour [12] - [14] .
A population in PSO (a 'swarm') is represented by a number of particles (set of parameters), which move in a multidimensional search space referred to as 'hyperspace'. A particle moves in the hyperspace according to its own experiences and that of its neighbours. Each of the particles is given by coordinates in the hyperspace. The number of parameters n in the optimisation procedure determines the number of dimensions of the hyperspace. There are two basic PSO algorithms, which differ in the size of their neighbourhoods [12] . a) Star b) Ring to its higher diversity [ 12] . The slower exchange of information within the swarm results in a larger coverage of the search space. With m equal to size of the swarm the Ibest PSO is equivalent to the gbest PSO.
The velocity of each particle is adjusted according to its position relative to its personal best and to the global or local best solution for current population (Phest and gbest or 'best respectively). The particles are accelerated in the directions of these locations of greatest fitness according to the following equation [12] - [14] : vn = w vn + c1rand( )*(Pbest Xnx) + c2rand( )(g9best,n Xn) (2) for the gbest PSO and: vn = w vn + c1rand( )* (Pbest n x )+ c2rand( )*(lbest,Xnxn) (3) for the Ibest PSO. In equations (2) and (3), v,1 and x11 are the velocity and coordinate of the particle in the nth dimension, w is known as the inertia weight and is in range of 0.0 to 1.0, and c1 and c2 are scaling factors. Increasing c1 or c2 encourages exploration or exploitation, respectively. The random number function rand( ) returns a number uniformly distributed between 0.0 and 1.0. In the optimisation procedure it is assumed that inertia weight varies linearly from 0.9 to 0.4 over the course of the run, and scaling factors are equal to 1.49 [13] , [14] . The global best position gbest for the gbest PSO is the same for all particles. In case of the Ibest PSO, initially the local best solutions 'best vary and during the course of the optimisation they converge to the same solution. A new position of the particle in nth dimension is given as follows: [12] These algorithms are known as the gbest (global best) and Ibest (local best) PSO. The neighbourhood for the gbest PSO is the same for each particle and is defined as the entire swarm. All particles in the gbest PSO are interconnected according to the star social network structure [12] . Fig. 4a illustrates a star topology, where each particle can communicate with each other one. The main advantage of the gbest PSO is faster convergence than other social structures. However, the gbest PSO is more vulnerable to be trapped in a local optimum [12] . The Ibest PSO uses a ring social structure (see Fig. 4b ), where each particle communicates with its m immediate neighbours. In this paper a ring structure with m = 2 has been implemented; therefore, each particle communicates with its closest neighbours as shown in Fig. 4b . It is important that the neighbourhoods overlap, resulting in the exchange of information and the convergence to a single solution. The Ibest PSO is less susceptible to being trapped in a local optimum due (4) where At is the time-step, usually chosen to be unity [13] , [14] .
To limit the search space to those solutions that can be physically realised, a boundary condition must be used. In the optimisation procedure an absorbing wall condition is applied [14] . When a particle hits the boundary ofthe solution space in one of the dimensions, its velocity in that dimension is set to zero. Considering the maximisation problem, the gbest PSO algorithm can be written in the following form:
i. Initialise population (swarm) with random position (x) and velocity (v);
ii. Evaluatefitness( ) for each particle;
iii. iffitness(x) >fitness (ghesl) For the Ibest PSO term gbest is replaced with 1best, and stage (iii) in the above algorithm is repeated for each neighbourhood. The initial population in the optimisation procedure includes 20 particles. The termination condition is the number of time-steps. After a series of tests the number of time-steps was set to be 100. The execution time of a single optimisation example is around 10 hours. To analyse the performance of the optimisation algorithms a set of 10 runs for each considered example was carried out.
C. Objective Function
The optimisation problem was formulated as the following objective functions: fr (X) max(A2 (x)/2r) (5) Au(X) = maSx(A, (x)/Au) t (6) fh (x) max(A2 (x)/2h) (7) where )u(x) is average magnetic flux linkage of one of the winding phases for a single set of parameters x and )r, u, and )h are the equivalent flux linkages for a conventional radial, uniform rotor magnetisations and a discrete sinusoidal Halbach magnetisation respectively. Tables I and II also include statistical data from optimisation using both gbest and Ibest PSO algorithms. The maximum, minimum and average values of the objective functions have been calculated over 10 runs of the algorithms. It is shown that for a number of variables, n, up to 3, both PSO algorithms perform similarly, finding the same optimal points. Maximum, minimum and mean values of the objective functions for an equivalent number of variables are the same, indicating good performance of the optimisation procedures (see Tables I and II) . For a number of variables n = 4 (k = 5) the Ibest PSO finds a better solution than the gbest PSO. This is illustrated in Fig. 7 which plots Based on the optimisation results a prototype of the traction machine with 2 segments per pole PM array (k = 2) has been built. The construction of the prototype multi-polar PM array rotor is shown in Fig. 9 . Normal and tangentially magnetised NdFeB magnet arcs are bonded to a steel hub and retained with carbon fibre overbanding. data (see Fig. 1Oa ).
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V. CONCLUSION
This paper presents techniques for determining the optimal multi-polar magnetisation of an interior magnet brushless machine rotors comprising a permanent magnet (PM) array made up from discrete anisotropic arc segments. Two brushless permanent magnet motors with surface-mounted magnets are considered, one designed for a hybrid vehicle traction application (Motor A) and the other for a servo application (Motor B). The optimal arrangement of a discrete multi-polar PM array is analysed with regard to the size and direction of magnetisation of the individual arc segments that make up the PM array. The employed optimisation technique was based on combination of a two-dimensional parametric finite element model (FEM) and a particle swarm optimisation (PSO) algorithm. In addition the performance of two PSO algorithms has been compared: the global best PSO (gbest PSO) and local best PSO (Ibest PSO). The results confirm that the Ibest PSO is less susceptible to being trapped in local optimum than the gbest PSO [12, 13] and tends to yield better solutions. However, the computational time required to converge to the optimum solution is higher for the Ibest PSO.
The objective function used in the optimisation procedure is based on maximising phase flux linkage for a given volume of PM. Calculated results are compared with radial, uniforn and discrete Halbach magnetisations of the rotors. Application of the optimised multi-polar PM array improves motors output for all analysed examples. The technique could also be used to determine a minimal volume of magnet for a given magnetic loading.
For Motor A, the optimisation resulted in improvements equal to 14%, 6% and 5°0 for radial, uniforn and discrete magnetisations respectively. In the case of Motor B, the increase in the perfornance is equal to 20%, 5%0 and 3%0 for radial, uniforn and discrete magnetisations respectively. In general, increasing the number of PM array segments per pole improves the motors' output. However there is little advantage in the added complexity of constructing the array from a high number of PM segments per pole.
