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Abstract
In this paper, we investigate the problems of stability and H∞-filtering for a class of
linear parameter-varying discrete-time (LPVDT) systems in which the state-space matrices
depend affinely on time-varying parameters. We employ parameter-dependent Lyapunov
functions to develop systematic procedures for testing the affine quadratic stability of
the system. We develop a linear parameter-dependent filter such that the estimation error
is affinely quadratically stable with a prescribed performance measure. It is shown that
the solvability conditions can be expressed into linear matrix inequalities which are then
evaluated at the vertices of the polytopic range of parameter values.  2002 Elsevier
Science (USA). All rights reserved.
1. Introduction
In many engineering applications, it turns out that plant behavior can be
represented by linear models with varying parameters. Stability analysis and
control synthesis problems of such systems have received considerable attention
recently [1–4]. In the literature, there have been two basic approaches to handle
linear parameter-varying (LPV) systems. One approach [1–3] is based on the
notion of quadratic stability using a single quadratic Lyapunov function. In [3–6],
an alternative approach is pursued where the state-space matrices depend affinely
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on these parameters. In this case, stability analysis has been performed based
on the notion of affine quadratic stability using parameter-dependent quadratic
Lyapunov functions. Robust stability of a class of linear parameter-varying
discrete (LPVD) systems has been considered in [7,8,10,11]. Recently, the results
of [1–6] have been utilized in [12] to study stability and 2 controller synthesis
for a class of LPV systems with unknown time-delays.
This paper contributes to the further investigation of (LPVD) systems. It
extends the results of [12] by considering the H∞-filtering problem of a class
of polytopic linear parameter-varying discrete systems in which the state-space
matrices depend affinely on time-varying parameters. These parameters and
their incremental variations are considered to lie in hyperrectangles. We adopt
the notion of affine quadratic stability [5] using parameter-dependent Lyapunov
functions. Although the main focus will be on time-varying parameters, the
case of constant parameters is also considered. We develop a linear parameter-
dependentH∞-filter such that the estimation error is affinely quadratically stable
with a prescribed performance measure and cast the solvability conditions into a
system of linear matrix inequalities (LMIs). It is established that the LMI-based
solvability conditions can be evaluated at the vertices of the polytopic range of
parameter values thereby yielding tractable solutions.
Notations
In the sequel, we denote by Wt and W−1 the transpose and the inverse of
any square matrix W . For a real symmetric matrix W , W > 0 (W < 0) stands
for positive- (negative-) definite matrix. When a matrix W(θ), θ ∈ r , depends
affinely on parameters (θ1, . . . , θr ), it means that W(θ) := W0 + θ1W1 + · · · +
θrWr , where W0,W1, . . . ,Wr are known fixed matrices. Sometimes, the argu-
ments of a function will be omitted in the analysis when no confusion can arise.
2. Linear parameter-varying discrete systems
We consider a class of linear parameter-varying discrete (LPVD) systems
represented by
(Σσ ): x(k + 1)=A(σ(k))x(k)+B(σ(k))w(k),
y(k)= C(σ(k))x(k)+D(σ(k))w(k),
z(k)= L(σ(k))x(k), z(0)= x0, (1)
where x(k) ∈ n is the state, w(k) ∈ m is the disturbance input which belongs
to 2[0,∞), z(k) ∈ m is the performance output, y(k) ∈ q is the measured
output and σ(k) = (σ1, . . . , σr ) ∈ 
 ⊂ r is a vector of uncertain and possibly
time-varying parameters with 
 being compact. In (Σσ ), A(.) :r → n×n,
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B(.) :r →n×m, C(.) :r →m×n, D(.) :r →m×m and L(.) :r →q×n
are known real continuous matrix functions and affinely depending on σ , that is,[
A(σ) B(σ)
C(σ) D(σ)
]
=
[
A0 B0
C0 D0
]
+
r∑
j=1
σj
[
Aj Bj
Cj Dj
]
, (2)
L(σ)= L0 +
r∑
j=1
σjLj , (3)
where A0, . . . ,Ar , B0, . . . ,Br , C0, . . . ,Cr , D0, . . . ,Dr , L0, . . . ,Lr are known
constant matrices of appropriate dimensions. From now onwards, we consider the
parameter uncertainty σ to be quantified by the range of parameter values and its
rate of variation. In the sequel, an admissible parameter vector σ ∈ r is a time
function that satisfies at each instant:
(A1) Each parameter σj (k) (j = 1, . . . , r) is real and ranges between two
extremal values σˇj and σˆj :
σj (k) ∈ [σˇj , σˆj ]. (4)
(A2) The incremental variation δσj (k) is well-defined at all discrete instants and
δσj (k) ∈ [νˇj , νˆj ], (5)
where the bounds σˇj , σˆj , νˇj , νˆj are known for all j = 1, . . . , r .
It follows from (A1) and (A2) that each of the parameter vector σ and its
incremental variation δσ is valued in an hyperrectangle of the parameter spacer ,
the vertices of which are in the sets
W := {ω= (ω1, . . . ,ωr ): ωj ∈ {σˇj , σˆj }}, (6)
V := {ν = (ν1, . . . , νr ): νj ∈ {νˇj , νˆj }}. (7)
Note that W and V represent the sets of the 2r corners of the parameter box and
the incremental-variation box, respectively.
For the LPV system (1), we are concerned with obtaining an estimate, zˆ(k), of
z(k), via a causal linear parameter-dependent filter using the measurement y(k)
and which provides a uniformly small estimation error, z(k) − zˆ(k), ∀w(k) ∈
2[0,∞). Towards our goal, we provide in the next section relevant stability
measures that will be used in developing the main results of this work.
3. Affine quadratic stability
Consider the linear parameter-varying disturbance-input free (LPVDIF) sys-
tem:
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(Σσ0): x(k+ 1)=A(σ(k))x(k), x(0)= x0. (8)
Definition 1. System (Σσ0) is said to be affinely quadratically stable (AQS) if
there exists a set of (r + 1) matrices (P0, . . . ,Pr ) such that 0 < Pj = P tj ∀j =
0, . . . , r and
P(σ) := P0 + σ1P1 + · · · + σrPr > 0, (9)
R(σ, δσ ) :=At(σ )P (σ)A(σ)− P(σ)
+At(σ )[P(δσ)− P0]A(σ) < 0 (10)
hold for all admissible values and trajectories of the parameter vector σ = (σ1,
. . . , σr ). The function V (k,σ ) := xt (k)P (σ(k))x(k) is then a quadratic Lyapunov
function for system (Σσ0) in the sense that
V (k,σ ) > 0 ∀x = 0, ∆V (k,σ ) < 0
for all initial conditions and parameter trajectories σ(k).
Remark 1. Note that the requirement ∆V (k,σ ) < 0 is equivalent to (10) since
∆V (k,σ )= xt{At(σ )P (σ + δσ )A(σ)− P(σ)}x
and P(σ + δσ ) = P(σ) + P(δσ) − P0 from (9). In the important special case,
P1 = · · · = Pr = 0, Definition 1 reduces to the standard quadratic stability (QS)
using single Lyapunov function V (k)= xtP0x . Observe also that inequality (10)
is equivalent to the system of linear matrix inequality (LMIs):[−P(σ)−At(σ )P0A(σ) At(σ ) At(σ )
A(σ) −P−1(σ ) 0
A(σ) 0 −S(δσ)
]
< 0,
[
P(δσ) I
I S(δσ )
]
 0. (11)
With reference to (4), we let in the sequel σ¯ = ([σˇ1σˆ1]/2, . . . , [σˇr + σˆr ]/2) de-
notes the average value of the parameter vector. The following theorem provides
a discrete version of [5] and establishes a systematic LMI-based procedure to test
the AQS for system (Σσ0).
Theorem 1. Consider system (Σσ0) where the matrix A(.) depends affinely on σ
in the manner of (2). Let W , V denote the sets of corners of the parameter box
(6) and the incremental-variation box (7), respectively. Consider also that A(σ¯ )
is stable. Then, this system is affinely quadratically stable if there exist two sets of
(r + 1) matrices (P0, . . . ,Pr ), (S0, . . . , Sr ) such that 0 < Pj = P tj ∀j = 0, . . . , r
and 0 < Sj = Stj ∀j = 0, . . . , r satisfying
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[−P(ω)−At(ω)P0A(ω) At(ω) At(ω)
A(ω) −S(ω) 0
A(ω) 0 −S(ν)
]
< 0 ∀(ω, ν) ∈W × V,
[
P(ω) I
I S(ω)
]
 0,
[
P(ν) I
I S(ν)
]
 0, (12)
P(ω) > 0 ∀ω ∈W, (13)
AtjP0Aj Atj A0A0 −Sj 0
Aj 0 −Sj

 0, [Pj I
I Sj
]
 0, j = 0, . . . , r, (14)
where
P(σ) := P0 + σ1P1 + · · · + σrPr ,
S(σ ) := S0 + σ1S1 + · · · + σrSr . (15)
When the LMI system (12)–(14) is feasible, a Lyapunov function for (Σσ0)
and for all trajectories σ(t) satisfying (4) and (5) is then given by V (k,σ ) =
xt (k)P (σ(k))x(k).
Proof. By Fact 1, we rewrite (12) in the parameter box as
R(σ, δσ )=At(σ )P (σ)A(σ)+At(σ )[P(δσ)− P0]A(σ)
−P(σ) < 0. (16)
We first show that (13)–(16) enforce (10) for all admissible values of σ and δσ .
Regarding σ and δσ as two independent variables and since R(σ, δσ ) is affine
in δσ , it follows that (10) holds ∀(σ, δσ ) satisfying (4), (5) if and only if
R(σ, ν) < 0 ∀σj ∈ [σˇj , σˆj ], ∀ν ∈ V .
Given ν, we let L= P(ν)− P0. By (2) and (15), we get
R(σ, ν)=At0(P0 +L)A0 − P0
+
∑
j
σj
(
At0P0Aj +At0PjA0 +AtjP0A0 − Pj
)
+
∑
j
(
At0LAj +AtjLA0
)+∑
j<k
(
AtjLAk +AtkLAj
)
+
∑
j<k
σj σk
(
AtjPkA0 +At0PjAk +AtjP0Ak
)
+
∑
j
σ 2j
(
At0PjAj +AtjP0Aj +AtjPjA0
)
+
∑
j
σj
(
At0P0Aj +At0PjA0 +AtjP0A0 − Pj
)
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+
∑
j<k
σ 2j σk
(
AtjPkAj +AtjPjAk
)+∑
j<k
σ 2k σjA
t
jPkAk
+
∑
j
σ 3j σka
t
jPjAj . (17)
Define the scalar function g(σ) := xtR(σ, ν)x for any x = 0 and observe
that inequality (10) ensures that g(ω) < 0 ∀ω ∈W of the parameter box (4). In
general, this does not guarantee that g(σ) < 0 over the entire parameter box (4).
This is the case, however, when g(.) is multiconvex [4]. Since in our case g(σ) is
continuously differentiate in σ , then a multiconvexity property implies that
∂2g(σ)
∂σ 2j
 0 ∀j = 1, . . . , r,
which in view of (17) reduces to inequality (14). It follows from (13) that
R(σ, ν) < 0 for all admissible σ and for all ν ∈ V . Consequently, R(σ, δσ ) < 0
holds for all admissible σ and δσ by virtue of the affine dependence on σ .
It remains to show that P(σ) > 0 holds in the parameter box (4). Since
δσ = 0 is assumed admissible, it follows from the foregoing analysis that for
all admissible values of σ
R(ω,0)=At(σ )P (σ)A(σ)− P(σ) < 0. (18)
Now, if A(σ¯) is stable then P(σ¯ ) > 0. Observe that (18) guarantees that P(σ)
remains nonsingular in the parameter box (4). By the continuity property of the
eigenvalues of P(σ), we can infer that P(σ) > 0 is maintained in the entire
parameter box. ✷
Remark 2. The importance of Theorem 1 stems from the fact that it replaces
the solution of an infinite number of LMIs to determine P0, . . . ,Pr by a finite
number of LMIs at the corners of the hyperrectangles plus the multiconvexity
condition (14). In turn, these LMIs can be effectively solved by the LMI Tool-
box [9].
An important special case follows.
Corollary 1. Consider system (Σσ0) where the matrix A(.) depends affinely on
constant parameters σ ∈ r satisfying (4). Let W denotes the set of corners of
the parameter box (6). This system is affinely quadratically stable if there exists
a set of (r + 1) matrices (P0, . . . ,Pr ) satisfying 0 <Pj = P tj ∀j = 0, . . . , r such
that P(σ) := P0 + σ1P1 + · · · + σrPr and
R(ω, ν)=At(ω)P (ω)A(ω)− P(ω) < 0 ∀(ω, ν) ∈W × V, (19)
P(ω) > 0 ∀ω ∈W, (20)
AtjP0Aj +AtjPjA0 +At0PjAj  0, j = 1, . . . , r. (21)
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When the LMI system (19)–(21) is feasible, a Lyapunov function for (Σσ0) is
given by V (k,σ )= xt (k)P (σ(k))x(k).
Definition 2. System (Σσ ) is said to be affinely quadratically stable (AQS) with
disturbance attenuation γ if there exists a set of (r + 1) matrices (P0, . . . ,Pr )
such that 0 <Pj = P tj ∀j = 0, . . . , r and
P(σ) := P0 + σ1P1 + · · · + σrPr > 0, (22)
M(σ, δσ ) :=At(σ )P(σ + δσ )A(σ)−P(σ)+Lt (σ )L(σ)
+At(σ )P(σ + δσ )B(σ, δσ )P(σ, δσ )A(σ) < 0 (23)
hold for all admissible values and trajectories of the parameter vector σ = (σ1,
. . . , σr ) where
B(σ, δσ )= B(σ)[I − γ−2Bt (σ )P(σ + δσ )B(σ)]−1Bt (σ ). (24)
The function V (k,σ ) := xt(k)P (σ(k))x(k) is then a quadratic Lyapunov function
for system (Σσ ) in the sense that
V (k,σ ) > 0 ∀x = 0, ∆V (k,σ ) < 0
for all initial conditions and parameter trajectories σ(k).
Theorem 2. Consider system (Σσ0) where the matrix A(.) depends affinely on
σ in the manner of (2). Let W , V denote the sets of corners of the parameter
box (6) and the incremental variation box (7), respectively, and let σ¯ = ([σˇ1 +
σˆ1]/2, . . . , [σˇr + σˆr ]/2) denote the average value of the parameter vector such
that A(σ¯) is stable. This system is affinely quadratically stable with disturbance
attenuation γ if there exists a set of (r + 1) matrices (P0, . . . ,Pr ) such that
0 <Pj − P tj ∀j = 0, . . . , r satisfying
At(ω)[P(ω)+ P(ν)− P0]A(ω)− P(ω)+Lt (ω)L(ω)
+At(ω)[P(ω)+ P(ν)− P0]B(ω, ν)[P(ω)+ P(ν)−P0]A(ω) < 0
∀(ω, ν) ∈W × V, (25)
P(ω) > 0 ∀ω ∈W, (26)
AtjP0Aj +AtjPjA0 +At0PjAj +LtjLj
+ (At0P0Bj +At0PjB0 +AtjP0B0)[I − γ−2Bt0P0B0]−1
× (BtjP0A0 +Bt0PjA0 +Bt0P0Aj ) 0, j = 1, . . . , r, (27)
where
P(σ) := P0 + σ1P1 + · · · + σrPr . (28)
When the LMI system (12)–(14) is feasible, a Lyapunov function for (Σσ0)
and for all trajectories σ(t) satisfying (4) and (5) is then given by V (k,σ ) =
xt (k)P (σ(k))x(k).
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Proof. In line with Theorem 1 on observing that (25)–(27) enforce (23) for
all admissible values σ and δσ and that the multiconvexity requirement entails
(27). ✷
Corollary 2. Consider system (Σσ0) where the matrix A(.) depends affinely on
constant parameters σ ∈r satisfying (4). Let W denote the set of corners of the
parameter box (6). This system is affinely quadratically stable if there exists a set
of (r + 1) matrices (P0, . . . ,Pr ) satisfying 0 < Pj = P tj ∀j = 0, . . . , r such that
P(σ) := P0 + σ1P1 + · · · + σrPr and
At(ω)P (ω)A(ω)−P(ω)+Lt (ω)L(ω)
+At(ω)P (ω)B(ω, ν)P (ω)A(ω) < 0 ∀(ω, ν) ∈W × V, (29)
P(ω) > 0 ∀ω ∈W, (30)
AtjP0Aj +AtjPjA0 +At0PjAj +LtjLj
+ (At0P0Bj +At0PjB0 +AtjP0B0)[I − γ−2Bt0P0B0]−1
× (BtjP0A0 +Bt0PjA0 +Bt0P0Aj) 0, j = 1, . . . , r. (31)
When the LMI system (29)–(31) is feasible, a Lyapunov function for (Σσ0) and for
all trajectories σ(t) satisfying (4) is then given by V (k,σ )= xt (k)P (σ(k))x(k).
Next, we proceed to closely examine the filtering problem for the class of
polytopic LPVD systems described by (1)–(7) using an H∞-setting.
4. LPV H∞-filtering
The filtering problem we address in this paper is as follows:
Given system (Σσ ), design a linear parameter-dependent filter that provides
an estimate, zˆ(k), of z(k) based on {y(τ), 0  τ  k} such that the estimation
error system is affinely quadratically stable ∀w(k) ∈ 2[0,∞):
‖z− zˆ‖2  γ ‖w‖2.
Attention will be focused on the design of an nth order filter. In the absence of
w(k), it is required that
‖x(t)− xˆ(t)‖2 → 0, k→∞, (32)
where xˆ(k) is the state of the filter. The linear parameter-dependent filter adopted
in this work is given by
(Σf ): xˆ(k + 1)=A(σ)xˆ(k)+K(σ)
{
y(k)−C(σ)xˆ(k)},
zˆ(k)= L(σ)xˆ(k), xˆ(0)= xˆ0, (33)
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where the matrices A(.), C(.), L(.) are given by (2), (3) and K(σ) is the Kalman
gain matrix to be determined. By defining x˜(k) = x(k) − xˆ(k) and considering
systems (Σσ ) and (Σf ), it follows that the estimation error, e(k)= z(k)− zˆ(k),
can be represented by the state-space model
(Σσf ): x˜(k + 1)= A˜(σ )x˜(k)+ B˜(σ )w(k), (34)
e(k)= L(σ)x˜(k), x˜0 = x0 − xˆ0, (35)
where
A˜(σ )=A(σ)−K(σ)C(σ), B˜(σ )= B(σ)−K(σ)D(σ). (36)
The main result is then summarized by the following theorem.
Theorem 3. Consider system (Σσ ) where σ(k) is a time-varying parameter
satisfying (4), (5) and let γ > 0 be a given scalar. If there exists a set of (r + 1)
matrices (Y0, . . . , Yr ) such that 0 < Yj = Y tj ∀j = 0, . . . , r and
Y(σ ) := Y0 + σ1Y1 + · · · + σrYr
satisfying the following LMIs:
A(ω)S(ω, ν)At (ω)−Y(ω)−X (ω, ν)T −1(ω, ν)X (ω, ν) < 0
∀(ω, ν) ∈W × V, (37)
AjYjA
t
0 +AjY0Atj +A0YjAtj +
(
A0Y0L
t
j +A0YjLt0 +AjY0Lt0
)
× (γ−2I −L0Y0Lt0)−1(LjY0At0 +L0YjAt0 +L0Y0Atj ) 0,
j = 1, . . . , r, (38)
where ∀(ω, ν) ∈W × V
Y(ω, ν)= Y (ω)− Y (ν)− Y0, (39)
S(ω, ν)= [Y(ω, ν)−1 − γ−2Lt (ω)L(ω)]−1, (40)
X (ω, ν)=A(ω)S(ω, ν)Ct (ω)+B(ω)Dt (ω), (41)
T (ω, ν)=D(ω)Dt (ω)+C(ω)S(ω, ν)Ct (ω), (42)
then there exists a linear parameter-dependent filter
xˆ(k + 1)=A(ω)xˆ(k)+X(ω,ν)T −1(ω, ν){y(k)−C(ω)xˆ(k)}, (43)
zˆ(k)= L(ω)x(k), x˜0 = x0 − xˆ0, (44)
such that the estimation error is affinely quadratically stable and
‖z− zˆ‖2 < γ ‖w‖2 ∀w(k) ∈ 2.
378 M.S. Mahmoud / J. Math. Anal. Appl. 269 (2002) 369–381
Proof. By Definition 2, system (Σσf ) is AQS with disturbance attenuation γ if
there exists an affine matrix P(.)=P t (.) > 0 satisfying the matrix inequality
A˜t (σ )P(σ + δσ )A˜(σ )+Lt(σ )L(σ)
+ A˜t (σ )P(σ + δσ )B¯(σ, δσ )P(σ, δσ )A˜(σ )−P(σ ) < 0
∀(σ, δσ ) ∈ 
×
, (45)
where
B¯(σ, δσ )= B˜(σ )[γ−2I − B˜t (σ )P(σ + δσ )B˜(σ )]−1B˜t (σ ). (46)
From the results of [8], it follows that inequality (45) holds if and only if there
exists a matrix Y(.)= Y t (.) > 0 satisfying the matrix inequality
A˜(σ )Y(σ + δσ )A˜t (σ )+ B˜(σ )B˜t (σ )
+ A˜(σ )Y(σ + δσ )L¯(σ, δσ )Y(σ, δσ )A˜t (σ )−Y(σ ) < 0
∀(σ, δσ ) ∈ 
×
, (47)
where
L¯(σ, δσ )= Lt(σ )[γ−2I −L(σ)Y(σ + δσ )L(σ)]−1L(σ). (48)
Using (36) and (39)–(42) and completing the squares, it follows by selecting
K(σ, δσ)=X (σ, δσ )T −1(σ, δσ ) that (47) reduces to
A(σ)S(σ + δσ )At(σ )−Y(σ )−X (σ, δσ )T −1(σ, δσ )X t (σ, δσ ) < 0
∀(σ, δσ ) ∈ 
×
. (49)
Applying Theorem 2 to inequality (49) yields the LMIs (37), (38). ✷
Two important special cases follow.
Corollary 3. Consider system (Σσ ) where σ(k) is a constant satisfying (4) and
let γ > 0 be a given scalar. If there exists a set of (r + 1) matrices (Y0, . . . , Yr )
such that 0 < Yj = Y tj ∀j = 0, . . . , r and
Y(σ ) := Y0 + σ1Y1 + · · · + σrYr
satisfying the following LMIs:
A(ω)S(ω)At(ω)−Y(ω)−X (ω)T −1(ω)X (ω) < 0 ∀ω ∈W, (50)
AjYjA
t
0 +AjY0Atj +A0YjAtj +
(
A0Y0L
t
j +A0YjLt0 +AjY0Lt0
)
× (γ−2I −L0Y0Lt0)−1(LjY0At0 +L0YjAt0 +L0Y0Atj ) 0,
j = 1, . . . , r, (51)
where ∀ω ∈W
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S(ω)= [Y(ω)−1 − γ−2Lt (ω)L(ω)]−1, (52)
X (ω)=A(ω)S(ω)Ct (ω)+B(ω)Dt (ω), (53)
T (ω)=D(ω)Dt (ω)+C(ω)S(ω)Ct (ω), (54)
then there exists a linear parameter-dependent filter
xˆ(k + 1)=A(ω)xˆ(k)+X (ω)T −1(ω){y(k)−C(ω)xˆ(k)}, (55)
zˆ(k)= L(ω)xˆ(k), x˜0 = x0 − xˆ0 ∀ω ∈W, (56)
such that the estimation error is affinely quadratically stable and
‖z− zˆ‖2 < γ ‖w‖2 ∀w(k) ∈ 2.
Corollary 4. Consider system (Σσ ) where σ(k) is a time-varying parameter
satisfying (4), (5) and let γ > 0 be a given scalar. If there exists a matrix
0 < Y0 = Y t0 satisfying the following LMI:
A(ω)
[
Y−10 − γ−2Lt(ω)L(ω)
]−1
At(ω)− Y0 −X(ω)T −1(ω)Xt (ω) < 0
∀ω ∈W, (57)
where ∀ω ∈W
X(ω)=A(ω)[Y−10 − γ−2Lt(ω)L(ω)]−1Ct (ω)+B(ω)Dt (ω), (58)
T (ω)=D(ω)Dt (ω)+C(ω)[Y−10 − γ−2Lt (ω)L(ω)]−1Ct(ω), (59)
then there exists a linear parameter-dependent filter
xˆ(k + 1)=A(ω)xˆ(k)+X (ω)T −1(ω){y(k)−C(ω)xˆ(k)}, (60)
zˆ(k)= L(ω)xˆ(k), x˜0 = x0 − xˆ0 ∀ω ∈W, (61)
such that the estimation error is quadratically stable and
‖z− zˆ‖2 < γ ‖w‖2 ∀w(k) ∈ 2.
Remark 3. Note that Corollary 3 follows from Theorem 3 by setting P(ν)= P0.
Corollary 4 can be obtained by substituting Y1 = · · · = Yr = 0, using Y(σ )= Y0
throughout and recalling the results of [3] that it suffices to enforce the first-
order difference ∆V at the vertices of the polytopic range of parameter values.
The obvious difference between Theorem 3 and Corollary 3 on one hand and
Corollary 4 on the other hand is the multiconvexity requirement which is funda-
mental to AQS.
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5. Conclusions
We have considered the affine quadratic stability and H∞-filtering problems
for a class of linear parameter-varying discrete (LPVD) systems. We have devel-
oped systematic procedures for testing the affine quadratic stability of the system.
Then we have constructed a linear parameter-dependent filter such that the esti-
mation error is affinely quadratically stable with a prescribed performance mea-
sure. It is shown that the solvability conditions can be expressed into linear matrix
inequalities which are then evaluated at the vertices of the polytopic range of pa-
rameter values.
Appendix. Some facts
Fact 1 (Schur complement). Given constant matrices Ω1,Ω2,Ω3, where Ω1 =
Ωt1 and 0 <Ω2 =Ωt2, then Ω1 +Ωt3Ω−12 Ω3 < 0 if and only if[
Ω1 Ω
t
3
Ω3 −Ω2
]
< 0 or
[−Ω2 Ω3
Ωt3 −Ω1
]
< 0.
Fact 2 (Matrix inversion lemma). For any real nonsingular matrices Σ1, Σ3 and
real matrices Σ2, Σ4 with appropriate dimensions, it follows that
(Σ1 +Σ2Σ3Σ4)−1 =Σ−11 −Σ−11 Σ2
[
Σ−13 +Σ4Σ−11 Σ2
]−1
Σ4Σ
−1
1 .
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