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Abstract Piecewise linear recurrent neural networks (PLRNNs) form the basis of many successful
machine learning applications for time series prediction and dynamical systems identification, but rig-
orous mathematical analysis of their dynamics and properties is lagging behind. Here we contribute
to this topic by investigating the existence of n-cycles (n ≥ 3) and border-collision bifurcations in a
class of n-dimensional piecewise linear continuous maps which have the general form of a PLRNN.
This is particularly important as for one-dimensional maps the existence of 3-cycles implies chaos.
It is shown that these n-cycles collide with the switching boundary in a border-collision bifurcation,
and parametric regions for the existence of both stable and unstable n-cycles and border-collision
bifurcations will be derived theoretically. We then discuss how our results can be extended and
applied to PLRNNs. Finally, numerical simulations demonstrate the implementation of our results
and are found to be in good agreement with the theoretical derivations. Our findings thus provide
a basis for understanding periodic behavior in PLRNNs, how it emerges in bifurcations, and how it
may lead into chaos.
Keywords Piecewise linear continuous maps · n-cycles · Stability · Border-collision bifurcations ·
Chaos · Recurrent Neural Networks · Machine Learning
1 Introduction
A piecewise smooth discrete-time dynamical system is a discrete-time map whose state space is split
into two or more components (sub-regions) by some discontinuity borders or switching manifolds,
such that in each sub-region there is a different functional form of the map [2,3,7,26]. Piecewise
smooth (PWS) maps have received growing attention in recent years, as they have a wide range
of applications in various areas such as neural dynamics, switching circuits, or impacting mechan-
ical systems [23]. One important type of PWS map is a piecewise linear continuous map, which
is continuous but has some discontinuities in its Jacobian matrix across the switching boundaries.
Piecewise linear recurrent neural networks (PLRNNs), which build on so-called ‘Rectified Linear
Units (ReLU)’, φ(z) = max(z, 0), as the network’s nonlinear activation function, are one example
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of such maps. In general, RNNs are the standard these days in machine learning for processing
sequential, time-series information, due to their success in domains rich in temporal structure like
natural language processing [15,27], prediction of consumer behavior [16], movement trajectories
[19], or identification of dynamical systems from experimental data [14]. ReLU-based RNNs are
particularly popular as they allow for highly efficient inference and training algorithms that exploit
their piecewise linear structure [17,21,6,14]. To understand the representational and computational
capabilities of these systems in the various application areas indicated above, it is important to
study them more systematically from a mathematical, dynamical systems perspective. In particular,
periodic motion forms an integral part of many natural data domains (like speech or movement
signals), and periodic orbits of various orders have been extracted from brain signals recently using
PLRNNs [14].
There are different types of bifurcations in PWS dynamical systems, notably bifurcations that
occur because of the existence of the discontinuity boundaries. These form the class of discontinuity-
induced bifurcations that only exist in PWS systems [4]. In particular, border-collision bifurcations,
or C-bifurcations, have many applications in engineering, computational neuroscience, biology, eco-
nomics and the social sciences, [11]. They arise when either fixed points or periodic points of a PWS
map collide with one of the switching boundaries at a critical value of the bifurcation parameter [3,
4]. Feigin [8–10] was among the first to study analytical conditions for border-collision bifurcations
of fixed points and period-2 orbits in piecewise linear (PWL) continuous maps. In [3] some theo-
retical results on the existence of period-2 orbits in n-dimensional PWS continuous maps with one
bifurcation parameter were presented. Subsequently, [13] provided a description of border-collision
bifurcations in one-dimensional discontinuous maps, as well as some conditions for the creation and
stability of different periodic motions and chaos. Later, Higham et al. [12] considered the occurrence
of period-1 and period-2 fixed points in n-dimensional PWL maps with a gap. In [7] the existence
of period-1 and period-2 orbits during a border collision bifurcation was discussed for n-dimensional
PWL discontinuous maps with two parameters. Attractors and border collision bifurcations of the
skew tent map, which as will be shown below is tightly related to the system studied here under
certain conditions, have been studied in depth in [1,25]. Very recently, Patra [22] investigated the
coexistence of a period-2 orbit, a period-3 orbit, and an unstable chaotic orbit for some parameter
values of a 3D PWL normal form map (see also [14] for similar numerical observations in PLRNNs
inferred from data).
However, since high-dimensional PWL maps, of which PLRNNs are an example, with an ex-
ponentially growing number of discontinuity boundaries are hard to handle, here we consider such
systems locally in the neighborhood of only one switching manifold. Then, for an n-dimensional
system, there is one s in {1, . . . , n} such that the system is defined by
Z(k+1) = Fµ(Z
(k)) =
A1Z
(k) + µh; z
(k)
s ≤ 0
A2Z
(k) + µh; z
(k)
s ≥ 0
. (1)
Although (1) is a reduced system, by adding some assumptions we can extend the obtained results to
PLRNNs more generally. Up to now, conditions for the existence of period-k orbits (k ≥ 3) have been
established only in one- and two-dimensional PWS maps, but not for n-dimensional PWS maps more
generally [7,22,25]. In fact, the existence of n-cycles (n ≥ 3) and chaotic orbits for n-dimensional
maps has been an open problem so far [7]. Here we work out the conditions for the existence, related
stability and border collision bifurcation of n-cycles (n ≥ 3), with symbolic sequence RLn−1, for a
class of n-dimensional PWL maps with one discontinuity boundary, i.e. system (1) with a special
form of matrices A1 and A2. We will find parametric regions for the occurrence of stable and unstable
n-cycles in such maps. Our theoretical results reveal that these periodic orbits lie precisely on the
switching border for a specific value of some system parameters independent of µ, implying that the
system undergoes a border-collision bifurcation. We note that for one-dimensional PWL continuous
maps the existence of 3-cycles implies the existence of chaos [18]. Finally, we show that our findings
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can be applied to PLRNNs.
This paper is organized as follows: Section 2 provides some mathematical preliminaries. In section
3, a special form for the matrices A1 and A2 of system (1) is obtained for which the existence,
stability and border collision bifurcations of all the n-cycles RLn−1(n ≥ 3) will be examined. Section
4 discusses the application of our obtained results to PLRNNs. In section 5, finally, numerical
simulations are provided that indicate how to apply our findings.
2 Preliminaries
Consider the PWL map (1) on Rn, where z(k)s (1 ≤ s ≤ n) is the s-th component of Z(k) =
(z
(k)
1 , z
(k)
2 , ..., z
(k)
n )T ∈ Rn, A1 =
[
a
(1)
ij
]
and A2 =
[
a
(2)
ij
]
, i, j = 1, 2, · · · , n, are n × n matrices with
real entries, h = (h1, h2, ..., hn)
T ∈ Rn, and µ ∈ R is a real valued parameter of the system. Assume
that matrices A1 and A2 are identical except for the s-th column, i.e. a
(1)
ij = a
(2)
ij if j 6= s. Further-
more, let us denote the discontinuity boundary of map (1) by Σ, and the two subregions separated
through this boundary by S− and S+:
S− = {Z(k) = (z(k)1 , z(k)2 , ..., z(k)n )T ∈ Rn; H(Z(k)) = z(k)s < 0}, (2)
Σ = {Z(k) = (z(k)1 , z(k)2 , ..., z(k)n )T ∈ Rn; H(Z(k)) = z(k)s = 0}, (3)
S+ = {Z(k) = (z(k)1 , z(k)2 , ..., z(k)n )T ∈ Rn; H(Z(k)) = z(k)s > 0}, (4)
where the scalar function H : Rn → R, with H(Z(k)) = z(k)s has nonvanishing gradient. Then, we
can rewrite map (1) as
Z(k+1) = Fµ(Z
(k)) =
{
F−µ (Z
(k)) = A1Z
(k) + µh; Z(k) ∈ S¯−
F+µ (Z
(k)) = A2Z
(k) + µh; Z(k) ∈ S¯+
. (5)
Theorem 1 (Period three implies chaos) Suppose that F : I → I is a continuous map with
I ⊂ R. If F has a period-3 orbit, then F is chaotic.
Proof See [18].
3 Periodic orbits and bifurcations
Consider PWL map (5) and, without loss of generality, assume that s = 1. Then, A1 and A2 are
two n × n matrices that only differ in their first column. All results of this section can be proven
analogously for s 6= 1.
Lemma 1 Let A1 and A2 be two n×n matrices that differ only in their first column, i.e. a(1)ij = a(2)ij if
j 6= 1. Then, there are special forms for the matrices A1 and A2 for which Ak1 and Ak2 also differ only
in their first column, for all k = 1, 2, 3, · · · . In this case, Ak1 , Ak2 and Ak11 Ak22 Ak31 Ak42 . . . Akn−11 Akn2 (k1+
k2 + k3 + k4 + . . .+ kn = k), are also equal except for the first column.
Proof Suppose that A1 and A2 are two n × n matrices that differ in their first column. Therefore,
they can be partitioned in the following way:
A1 =
(
a −→c T
−→
b A
)
, A2 =
(
d −→c T
−→e A
)
, (6)
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such that A ∈ R(n−1)×(n−1) and −→c ,−→b ,−→e ∈ Rn−1. In this case, A21 and A22 can be written as
A21 =
(
a2 +−→c T −→b a−→c T +−→c TA
a
−→
b +A
−→
b
−→
b −→c T +A2
)
, A22 =
(
d2 +−→c T −→e d−→c T +−→c TA
d−→e +A−→e −→e −→c T +A2
)
. (7)
Thus, A21 and A
2
2 also differ only in their first columns iff a
−→c T +−→c TA = d−→c T +−→c TA
−→
b −→c T +A2 = −→e −→c T +A2
=⇒
 (a− d)
−→c T = 0
(
−→
b −−→e )−→c T = 0
. (8)
Since the first columns of A1 and A2 are different, the last assertion holds if
−→c = −→0 . In this case
we have:
A1 =
(
a
−→
0 T−→
b A
)
, A2 =
(
d
−→
0 T−→e A
)
, (9)
A21 =
(
a2
−→
0 T
a
−→
b +A
−→
b A2
)
, A22 =
(
d2
−→
0 T
d−→e +A−→e A2
)
, (10)
A31 =
(
a3
−→
0 T
∗ A3
)
, A32 =
(
d3
−→
0 T
∗ A3
)
, (11)
...
...
Ak1 =
(
ak
−→
0 T
∗ Ak
)
, Ak2 =
(
dk
−→
0 T
∗ Ak
)
. (12)
This means that Ak1 and A
k
2 (k = 1, 2, 3, · · · ) differ only in their first columns. Likewise, in this case
Ak1 , A
k
2 and A
k1
1 A
k2
2 A
k3
1 A
k4
2 . . . A
kn−1
1 A
kn
2 (k1 + k2 + k3 + k4 + . . .+ kn = k) are also equal except for
the first column, which completes the proof.
Now let us denote Z = (x, Y ), where x ∈ R and Y ∈ Rn−1 collects the (n− 1) remaining elements.
Also assume that
µh = (µh1, µh2, · · · , µhn)T := (µˆ, hY )T , (13)
where µˆ := µh1, and hY contains all the other vector components. It will be shown that only the
term µˆ is crucial. Then, system (5) with A1 and A2 given by (9) can be written as
Z(k+1) = F (Z(k)) =
{
F−(Z(k)); x(k) ≤ 0
F+(Z(k)); x(k) ≥ 0
, (14)
where
F−(Z(k)) =
a x
(k) + µˆ
−→
b x(k) +AY (k) + hY
, F+(Z(k)) =
{
d x(k) + µˆ
−→e x(k) +AY (k) + hY
. (15)
We remark that the first line in (15) yields the skew tent map ([1,25]; see also below), while the
extended multi-dimensional system is introduced to embed this map within a PLRNN ([14,24]).
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3.1 Existence and border collision bifurcations of n-cycles, n ≥ 3
Here, using an idea of one of the referees, rewriting system (14), first we will investigate the ex-
istence of 3-cycles, with symbolic sequence RL2 (and their complementary cycles with symbolic
sequence RLR), as well as border collision bifurcations of these cycles. Afterwards, the existence,
stability and border collision bifurcations of all n-cycles RLn−1 (and RLn−2R), n > 3 will be studied.
Consider the continuous PWL system in (14)-(15). We can rewrite it in the form
x(k+1) = f(x(k)) =
{
f−(x(k)) = ax(k) + µˆ; x(k) ≤ 0
f+(x(k)) = dx(k) + µˆ; x(k) ≥ 0
, (Skew tent map) (16)
Y (k+1) = G(x(k), Y (k)) =
G
−(x(k), Y (k)) =
−→
b x(k) +AY (k) + hY ; x
(k) ≤ 0
G+(x(k), Y (k)) = −→e x(k) +AY (k) + hY ; x(k) ≥ 0
, (17)
where the one-dimensional system (16) is the skew tent map whose dynamics and bifurcations are
well studied (see for example [1,25]). Indeed, for the system (16)-(17), it will be shown that the
existence of the cycles depend on this 1D map (16).
Let µˆ > 0 and consider a 3-cycle RL2 with periodic points Z1, Z2 and Z3. Clearly, a necessary
condition for the existence of a 3-cycle of (14) is that the related x-components, x1, x2 and x3, form
a cycle of the skew tent map (16). Therefore, f− ◦ f− ◦ f+(x1) = x1, and from (16) we have
x1 =
1 + a+ a2
1− a2d µˆ, a
2d 6= 1, (18)
such that x1 > 0. Moreover
x2 = f
+(x1) =
1 + d+ ad
1− a2d < 0, x3 = f
−(x2) =
1 + a+ ad
1− a2d < 0. (19)
On the other hand, to obtain the vector Z1 = (x1, Y1), it is sufficient to solve system (17) for Y1. To
this end, from
Y2 =
−→e x1 +AY1 + hY ,
Y3 =
−→
b x2 +AY2 + hY =
−→
b x2 + x1A
−→e +A2Y1 +AhY + hY ,
Y1 =
−→
b x3 +AY3 + hY = A
3 Y1 + x3
−→
b + x2A
−→
b + x1A
2−→e + (A2 +A+ I)hY , (20)
we have
(1−A3)Y1 = x3−→b + x2A−→b + x1A2−→e + (A2 +A+ I)hy. (21)
Therefore, if A has no eigenvalue equal to 1, then we can find Y1 explicitly as
Y1 = (1−A3)−1
[
x3
−→
b + x2A
−→
b + x1A
2−→e + (A2 +A+ I)hy
]
= (1−A3)−1
[
1 + a+ ad
1− a2d µˆ
−→
b +
1 + d+ ad
1− a2d µˆA
−→
b +
1 + a+ a2
1− a2d µˆA
2−→e + (A2 +A+ I)hy
]
,
(22)
and periodic points Z1 = (x1, Y1), Z2 = (x2, Y2) and Z3 = (x3, Y3) of the 3-cycle RL
2 can be
obtained explicitly. Also, for µˆ > 0 the parameter region for the existence of the 3-cycle RL2, for
which x1 > 0 and x2, x3 < 0, is
Rµˆ>0 =
{
(a, d) ∈ R2 ∣∣ a > 0, d < −a− 1
a
}
. (23)
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Now, for µˆ > 0 and a, d ∈ Rµˆ>0, we show that the 3-cycle RL2 appears through a border collision
with symbolic sequence RL0 (where 0 denotes the point for which x = 0). For this purpose, consider
a 3-cycle RL2. Then, according to [25], the border collision arises if the condition x1 ≤ µˆ holds. By
(16), this condition results in
1 + a+ a2
1− a2d ≤ 1 as µˆ > 0. Then, a > 0 implies that 1 + a + ad ≤ 0,
and the border collision occurs when x1 = µˆ, i.e. 1 + a + ad = 0. This means the 3-cycle RL
2
collides with the border for x3 = 0 i.e. with symbolic sequence RL0. Moreover, as shown, the border
collision bifurcation is independent of µˆ, see also [25]. In addition, the border collision bifurcation
curve related to the 3-cycle RL2 for µˆ > 0 is
Cµˆ>0 =
{
(a, d) ∈ R2 ∣∣ a > 0, 1 + a+ ad = 0}, (24)
which is in fact the boundary of Rµˆ>0. For µˆ < 0 similar results can be obtained as both cases, µˆ > 0
and µˆ < 0, are topologically conjugate. Indeed, for µˆ < 0 there is the parametric region Rµˆ<0 with
the boundary Cµˆ<0 as its border collision bifurcation curve. Also, both parametric regions Rµˆ>0 and
Rµˆ<0 are symmetric with respect to the diagonal a = d (it is enough to change (a, d) to (d, a)).
The parametric regions Rµˆ>0 and Rµˆ<0 together with the bifurcation curves Cµˆ>0 and Cµˆ<0 are
illustrated in Fig. 1.
Fig. 1 Parametric regions for the existence of 3-cycles RL2 and RLR: (a) for µˆ > 0; (b) for µˆ < 0. The regions Rµˆ>0
and Rµˆ<0 are bounded by bifurcation curves Cµˆ>0 and Cµˆ<0, respectively.
In a likewise manner, we can also study the existence, stability and border collision bifurcations of
all n-cycles RLn−1 for any n > 3 for system (16)-(17). The following proposition addresses this issue.
Proposition 1 The n-cycle ORLn−1 , n ≥ 3, of system (16)-(17) with µˆ > 0, exists if A does not
have any eigenvalue equal to 1 and (a, d) belongs to the region
RRLn−1µˆ>0 =
{
(a, d) ∈ R2 ∣∣ a > 0, d < − 1− an−1
(1− a)an−2
}
. (25)
Furthermore, a border collision bifurcation, independent of µˆ, with symbolic sequence RLn−20 occurs
if (a, d) lies on the bifurcation curve
CRLn−1µˆ>0 =
{
(a, d) ∈ R2 ∣∣ a > 0, d = − 1− an−1
(1− a)an−2
}
, (26)
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such that RRLn−1µˆ>0 is bounded by the bifurcation curve CRL
n−1
µˆ>0 . Similar results can be derived for
µˆ < 0.
Proof Consider a basic n-cycleORLn−1 , n ≥ 3, of system (16)-(17) with periodic points
{
Z1, Z2, . . . , Zn
}
.
Similar as in the previous section, x-components of the periodic orbits can be obtained from
f− ◦ . . . ◦ f−︸ ︷︷ ︸
n-1 times
◦f+(x1) = x1 (27)
as
x1 =
1− an
(1− a)(1− an−1d) µˆ > 0, x2 =
1− a+ d(1− an−1)
(1− a)(1− an−1d) µˆ < 0,
xi =
1− ai−1 + ai−2d(1− an−i+1)
(1− a)(1− an−1d) µˆ < 0, i = 3, 4, · · · , n. (28)
Also, due to
Y2 =
−→e x1 +AY1 + hY ,
Y3 =
−→
b x2 +AY2 + hY =
−→
b x2 + x1A
−→e +A2Y1 +AhY + hY ,
Y4 =
−→
b x3 +AY3 + hY = A
3 Y1 + x3
−→
b + x2A
−→
b + x1A
2−→e + (A2 +A+ I)hY ,
Y5 =
−→
b x4 +AY4 + hY = A
4 Y1 + x4
−→
b + x3A
−→
b + x2A
2−→b + x1A3−→e + (A3 +A2 +A+ I)hY ,
...
Y1 =
−→
b xn +AYn + hY = A
n Y1 + xn
−→
b + xn−1A
−→
b + xn−2A2
−→
b + . . .+ x2A
n−2−→b
+ x1A
n−1−→e + (An−1 + . . .+A2 +A+ I)hY , (29)
it is concluded that
(1−An)Y1 = xn−→b + xn−1A−→b + xn−2A2−→b + . . .+ x2An−2−→b + x1An−1−→e
+ (An−1 + . . .+A2 +A+ I)hY . (30)
If A has no eigenvalue equal to 1, then
Y1 = (1−An)−1
[
xn
−→
b + xn−1A
−→
b + xn−2A2
−→
b + . . .+ x2A
n−2−→b + x1An−1−→e
+ (An−1 + . . .+A2 +A+ I)hY
]
= (1−An)−1
[
1− an−1 + an−2 d(1− a)
(1− a)(1− an−1d) µˆ
−→
b +
1− an−2 + an−3 d(1− a2)
(1− a)(1− an−1d) µˆ A
−→
b
+
1− an−3 + an−4 d(1− a3)
(1− a)(1− an−1d) µˆ A
2−→b + · · ·+ 1− a+ d(1− a
n−1)
(1− a)(1− an−1d) µˆ A
n−2−→b
+
1− an
(1− a)(1− an−1d) µˆA
n−1−→e + (An−1 + . . .+A2 +A+ I)hY
]
. (31)
Hence, if A has no eigenvalue equal to 1, according to [25], for µˆ > 0 the cycle ORLn−1 exists for all
(a, d) belonging to the region RRLn−1µˆ>0 given by (25). In this case, due to [25], the border collision
bifurcation with symbolic sequence RLn−10, related to the collision of the periodic point xn = 0,
happens at x1 = µˆ, provided that (a, d) lies on the bifurcation curve CRLn−1µˆ>0 defined by (26). It is
easy to see that RRLn−1µˆ>0 is bounded by the bifurcation curve CRL
n−1
µˆ>0 .
8 Z. Monfared∗, D. Durstewitz
Fig. 2 The parametric regions RRLn−1µˆ>0 for the existence of n-cycles RLn−1, n = 2, 3, . . . , 9, and the related bifurca-
tion curves.
Remark 1 As demonstrated in Fig. 2, for n ≥ 3 the parameter regionsRRLn−1µˆ>0 , for which the n-cycles
RLn−1 exist, satisfy
RRL2µˆ>0 ⊃ RRL
3
µˆ>0 ⊃ RRL
4
µˆ>0 ⊃ . . . ⊃ RRL
i
µˆ>0 ⊃ . . . (32)
Note that for µˆ < 0 there are similar relations between the parameter regions RRLn−1µˆ<0 , n ≥ 3.
Corollary 1 If all eigenvalues of A are smaller than 1 in modulus, then the stability of the n-cycles
ORLn−1 is determined by the map (16). This means that the n-cycle ORLn−1 is attracting if (a, d)
belongs to the parametric region
RRLn−1s =
{
(a, d) ∈ R2 ∣∣ a > 0, − 1
an−1
< d < − 1− a
n−1
(1− a)an−2
}
. (33)
Proof Since (x1, Y1) is the fixed point of the map
F− ◦ . . . ◦ F−︸ ︷︷ ︸
n-1 times
◦F+(x, Y ) =
(
an−1d x
AnY
)
(34)
+

1− an
1− a µˆ
xn
−→
b + xn−1A
−→
b + xn−2A2
−→
b + . . .+ x2A
n−2−→b + x1An−1−→e + (An−1 + . . .+A2 +A+ I)hY
 ,
(35)
so ORLn−1 is an attracting cycle, provided that A has only eigenvalues smaller in modulus than 1
and −1 < an−1d ((a, d) ∈ RRLn−1µˆ>0 , hence an−1d < 0). Due to (25), the last assertion follows if (a, d)
belongs to the parametric region RRLn−1s . Please also see [1,25] for more details on the parametric
regions for stability of cycles.
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Fig. 3 (a) The stable 3-cycle RL2 for µˆ = 2 and (a, d) = (0.16,−7.29) with the periodic points
{1.9982,−12.5674,−0.0107}; (b) The stable 3-cycle RLR for µˆ = −2 and (a, d) = (−7.29, 0.16) with the periodic
points {0.0107,−1.9982, 12.5674}.
Fig. 4 The skew tent map (16) and its third iteration for: (a) the 3-cycle RL2; and (b) the 3-cycle RLR of Fig. 3.
Remark 2 For continuous map (16)-(17), any basic n-cycle RLn−1, n ≥ 3, exists in a pair with its
complementary n-cycle with symbolic sequence RLn−2R. Also, the border collision of the n-cycles
RLn−2R occurs analogously with the same bifurcation curve (26), see [1,25]. Moreover, as shown in
corollary 1, for µˆ > 0, there is a stability region in which only the cycle RLn−1 can be stable, whereas
its complementary cycle is always unstable. Note that for µˆ < 0, there exists a stability region within
which only the cycle RLn−2R can be stable, as in this case RLn−1 is always unstable. For example,
for µˆ = 2 and (a, d) = (0.16,−7.29) ∈ RRL2s , there is the stable 3-cycle RL2 for (16)-(17) shown
in Fig. 3(a). On the other hand, for µˆ = −2 and the symmetric values (a, d) = (−7.29, 0.16), the
attracting cycle is RLR (Fig. 3(b)). Furthermore, these two cycles have the same periodic points,
but with different signs; see Fig. 3 and Fig. 4.
Remark 3 By theorem 1, the existence of a period-3 orbit for one-dimensional continuous maps
implies the existence of chaos. The particular system considered here is indeed a one-dimensional
continuous system in variable x, coupled to a (n− 1)-dimensional system of similar form, such that
the conditions of theorem 1 apply. In particular, when all eigenvalues of A are 6= 1, according to
[1,25], there are the cyclic n-band and 2n-band chaotic attractors An,n and An,2n for all (a, d)
belonging to RAn,nn,n and RAn,2nn,2n , respectively, where
RAn,nn,n =
{
(a, d) ∈ R2 ∣∣ d < − 1− an−1
(1− a) an−2 , a
2(n−1) d3 + a− d < 0, an−1 d2 + d− a < 0
}
, (36)
RAn,2nn,2n =
{
(a, d) ∈ R2 ∣∣ d < − 1− an−1
(1− a) an−2 , d < −
1
an−1
, a2(n−1) d3 + a− d > 0
}
. (37)
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4 Application of results to PLRNNs
In this section we discuss how the results obtained in the previous section can be extended to
PLRNNs.
Consider the discrete-time PLRNN
Zt+1 = (A+WDΩ(t))Zt + h, (38)
where Zt = (z1t, · · · , zMt)T ∈ RM represents the neural state vector at time t = 1...T , A =
diag(a11, · · · , aMM ) ∈ RM×M is a diagonal matrix of auto-regression weights, W ∈ RM×M de-
notes an off-diagonal matrix of connection weights with diagonal elements equal to zero, and h is a
bias term [6,14]. Also,
DΩ(t) := diag(dΩ(t)),
with
dΩ(t) :=
(
d1(t), d2(t), · · · , dM (t)
)
,
such that di(t) = 0 if zit ≤ 0 and di(t) = 1 if zit > 0, for i = 1, 2, · · · ,M . Based on the sign of the
M components of Zt, there are 2
M distinct configurations for matrix DΩ(t). That means, the phase
space of system (38) is divided into 2M sub-regions by M2M−1 hyper-surfaces as switching borders.
If we index the 2M different configurations of DΩ(t) as DΩk , k ∈ {1, 2, · · · , 2M}, we can define 2M
matrices
WΩk := A+WDΩk , (39)
such that in each sub-region SΩk , k ∈ {1, 2, · · · , 2M}, the dynamics are described by a different map
Zt+1 = F (Zt) = WΩk Zt + h, Zt ∈ SΩk . (40)
The sub-regions SΩk ’s can be defined as [20]
SΩ1 = Sˆ0 = Sˆ(0 0 0 · · · 0︸ ︷︷ ︸
M
)∗2
= Sˆ0 0 0 · · · 0︸ ︷︷ ︸
M
=
{
Zt ∈ RM ; zit ≤ 0, i = 1, 2, · · · ,M
}
,
SΩ2 = Sˆ1 = Sˆ(0 0 · · · 0 1︸ ︷︷ ︸
M
)∗2
= Sˆ1 0 0 · · · 0︸ ︷︷ ︸
M
=
{
Zt ∈ RM ; z1t > 0, zit ≤ 0, i 6= 1
}
,
SΩ3 = Sˆ2 = Sˆ(0 · · · 0 1 0︸ ︷︷ ︸
M
)∗2
= Sˆ0 1 0 · · · 0︸ ︷︷ ︸
M
=
{
Zt ∈ RM ; z2t > 0, zit ≤ 0, i 6= 2
}
,
SΩ4 = Sˆ3 = Sˆ(0 · · · 0 1 1︸ ︷︷ ︸
M
)∗2
= Sˆ1 1 0 · · · 0︸ ︷︷ ︸
M
=
{
Zt ∈ RM ; z1t, z2t > 0, zit ≤ 0, i 6= 1, 2
}
,
SΩ5 = Sˆ4 = Sˆ(0 · · · 1 0 0︸ ︷︷ ︸
M
)∗2
= Sˆ0 0 1 0 · · · 0︸ ︷︷ ︸
M
=
{
Zt ∈ RM ; z3t > 0, zit ≤ 0, i 6= 3
}
,
...
...
SΩ2M = Sˆ2M − 1 = Sˆ(1 1 1 · · · 1︸ ︷︷ ︸
M
)∗2
= Sˆ1 1 1 · · · 1︸ ︷︷ ︸
M
=
{
Zt ∈ RM ; zit > 0, i = 1, 2, · · · ,M
}
.
(41)
where each subindex d of Sˆ, 0 ≤ d ≤ 2M − 1, is associated with a sequence dM dM−1 · · · d2 d1 of
binary digits. The notation (d1 d2 · · · dM )∗2 in building each corresponding sequence stands for the
mirror image of the binary representation of d with M digits. By mirror image here we mean writing
digits d1 d2 · · · dM from right to left, i.e. dM dM−1 · · · d2 d1.
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Denoting switching boundaries Σij = S¯Ωi ∩ S¯Ωj between every pair of successive sub-regions SΩi
and SΩj with i, j ∈ {1, 2, · · · , 2M}, we can rewrite map (38) as
Zt+1 = F (Zt) =

F1(Zt) = WΩ1 Zt + h; Zt ∈ S¯Ω1
F2(Zt) = WΩ2 Zt + h; Zt ∈ S¯Ω2
F3(Zt) = WΩ3 Zt + h; Zt ∈ S¯Ω3
F4(Zt) = WΩ4 Zt + h; Zt ∈ S¯Ω4
...
...
F2M (Zt) = WΩ2M Zt + h; Zt ∈ S¯Ω2M
. (42)
Hence, SΩi and SΩj are two successive sub-regions with the switching boundary Σij = S¯Ωi ∩ S¯Ωj , iff
there is exactly one 1 ≤ s ≤M such that for all (zi1t, · · · , ziM t)T ∈
◦
SΩi and (zj1t, · · · , zjM t)T ∈
◦
SΩjzist . zjst < 0zirt . zjrt > 0, 1 ≤ r
r 6=s
≤M , (43)
which, for ik = jk = k, k = 1, · · · ,M , is equivalent tozst . zst < 0zrt . zrt > 0, 1 ≤ r
r 6=s
≤M , (44)
Now, for s = 1, we can extend the previous results for PLRNNs. For this purpose, we investigate
n-cycles of system (42) locally near only one boundary Σij . That means, restricting the domain of
function F on U , denoted by G = F |U , we consider the system
Zt+1 = G(Zt) =
{
Gi(Zt) = WΩi Zt + h; Zt ∈ SΩi ∩ U := SˆΩi(z1t ≤ 0)
Gj(Zt) = WΩj Zt + h; Zt ∈ SΩj ∩ U := SˆΩj (z1t ≥ 0)
, (45)
where U is an open subset of RM such that U ∩Σij 6= ∅ and 0 /∈ U ∩Σij . Now, assume WΩi = A1
and WΩj = A2 in system (45), where A1 and A2 are in the form (9). Then, writing Z = (x, Y ), where
x indicates the first component of Z and Y is a vector collecting the remaining (M −1) components,
we can use the previous results to establish a necessary condition for the existence of the n-cycles
RLn−1, n ≥ 3, and their associated border collision bifurcations, for (45). Also, we can extend the
results obtained for system (45). More precisely, let µˆ := h1 > 0 and ORLn−1 be an n-cycle for system
(45) with periodic fixed points {(x1, Y1), (x2, Y2), · · · , (xn, Yn)}. If none of the eigenvalues of A are
equal to 1, then, as it was shown in the previous section, we can obtain Y1, Y2, · · · , Yn explicitly. In
this case, the n-cycles RLn−1, n ≥ 3, exist if a, d ∈ RRLn−1µˆ>0 . Other results derived in the previous
sections can be extended in a similar way.
The results presented here are an important step toward a more systematic study of cycles in
PLRNNs as they have been found, for instance, in PLRNNs inferred from brain imaging data [14]. In
this context we also remark that the conditions used in Lemma 1, in particular −→c = −→0 , are not too
restrictive, as recent results on the application of PLRNNs to diverse challenging machine learning
benchmarks and data sets have shown that zeroing out the ‘inputs’ from other states for a subset of
PLRNN variables (i.e., setting row vectors of the transition matrix to 0 except for the s-th entry)
can lead to much improved performance [24]. Specifically, units for which the self-connection is close
to 1 while those conveying inputs form other units are close to 0 essentially become memory units
which integrate external inputs, and thus help the PLRNN to solve problems that contain long-
range dependencies and very slow time scales. Our results may thus not only help to understand and
analyze the cyclic behavior of trained PLRNNs, but also bifurcations in these systems as parameters
change throughout the training process [5].
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5 Numerical simulations
Example 1 Suppose that for the system in (16)-(17), A = diag(a1, a2, . . . , an−1) is a diagonal ma-
trix such that ai 6= 1 for all i ∈ {1, 2, . . . , n − 1}. By proposition 1, for µˆ > 0, there exists
a k-cycle Ok with symbolic form RLk−1, if (a, d) ∈ RRLk−1µˆ>0 . In this case, the periodic points
{(x1, Y1), (x2, Y2), . . . , (xk, Yk)} can be calculated according to the proof of proposition 1. Specif-
ically, x1, x2, . . . , xk and Y1, Y2, . . . , Yk can be obtained by (28) and (29), respectively. Also, since
ai 6= 1 for all i ∈ {1, 2, . . . , n − 1}, Y1 has the explicit form (31), and thereby Y2, . . . , Yk can
also be computed explicitly. Moreover, let
−→
b = (b1, b2, . . . , bn−1)T , −→e = (e1, e2, . . . , en−1)T , and
hY = (h
1
Y , h
2
Y , . . . , h
n−1
Y )
T , then, by diagonality of A, it is possible to simplify Y1 as
Y1 =
1
1−ak1
[(
xk + xk−1 a1 + xk−2 a21 + . . .+ x2 a
k−2
1
)
b1 + x1a
k−1
1 e1 +
(
1 + a1 + a
2
1 + . . .+ a
k−1
1
)
h1Y
]
1
1−ak2
[(
xk + xk−1 a2 + xk−2 a22 + . . .+ x2 a
k−2
2
)
b2 + x1 a
k−1
2 e2 +
(
1 + a2 + a
2
2 + . . .+ a
k−1
2
)
h2Y
]
...
1
1−akn−1
[(
xk + xk−1 an−1 + . . .+ x2 ak−2n−1
)
bn−1 + x1ak−1n−1en−1 +
(
1 + an−1 + . . .+ ak−1n−1
)
hn−1Y
]

.
(46)
Now for n = 4, i.e. the 4-dimensional system (16)-(17), we have A = diag(a1, a2, a3),
−→
b =
(b1, b2, b3)
T , −→e = (e1, e2, e3)T , Y = (Y 1, Y 2, Y 3)T and hY = (h1Y , h2Y , h3Y )T . Then, for µˆ > 0
and a1, a2, a3 6= 1, by proposition 1, there exists a 3-cycle O3, with symbolic sequence RL2, if
(a, d) ∈ RRL2µˆ>0 = Rµˆ>0. Furthermore, O3 = {(x1, Y1), (x2, Y2), (x3, Y3)}, such that x1, x2, x3 are
given by (18)-(19). Hence, using (29) and (46) we get
Y1 =

Y 11
Y 21
Y 31
 =

1
1−a31
[(
x3 + x2 a1
)
b1 + x1a
2
1 e1 +
(
1 + a1 + a
2
1
)
h1Y
]
1
1−a32
[(
x3 + x2 a2
)
b2 + x1a
2
2 e2 +
(
1 + a2 + a
2
2
)
h2Y
]
1
1−a33
[(
x3 + x2 a3
)
b3 + x1a
2
3 e3 +
(
1 + a3 + a
2
3
)
h3Y
]
 ,
Y2 =

e1 x1 + a1 Y
1
1 + h
1
Y
e2 x1 + a2 Y
2
1 + h
2
Y
e3 x1 + a3 Y
3
1 + h
3
Y
 , Y3 =

b1 x2 + x1 a1 e1 + a
2
1 Y
1
1 + (1 + a1)h
1
Y
b2 x2 + x1 a2 e2 + a
2
2 Y
2
1 + (1 + a2)h
2
Y
b3 x2 + x1 a3 e3 + a
2
3 Y
3
1 + (1 + a3)h
3
Y
 . (47)
Let us choose the parameters of the system as follows:
a = 0.4, d = −4, −→b = (1, 0.5, 0.6)T −→e = (0.5, 1, 1)T , A = diag(0.4, 0.5, 0.6),
hY = (1, 0, 1)
T , µˆ = 0.8. (48)
Since a1, a2, a3 6= 1 and (a, d) ∈ Rµˆ>0, there is a 3-cycle denoted byO3 =
{
(x1, Y1)
T , (x2, Y2)
T , (x3, Y3)
T
}
,
where
(x1, Y1)
T = (x1, Y
1
1 , Y
2
1 , Y
3
1 )
T = (0.7610, 0.6685, −0.4794, 1.7444)T ,
(x2, Y2)
T = (x2, Y
1
2 , Y
2
2 , Y
3
2 )
T = (−2.2439, 1.6479, 0.5213, 2.8076)T ,
(x3, Y3)
T = (x3, Y
1
3 , Y
2
3 , Y
3
3 )
T = (−0.0976, −0.5847, −0.8613, 1.3382)T .
In addition, the eigenvalues of O3 are λ1 = a2d = −0.64, λ2 = a1 = 0.4, λ3 = a2 = 0.5, λ4 =
a3 = 0.6, which are all less than one in magnitude. Also, (a, d) ∈ RRL2s which confirms the stability
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Fig. 5 Example of a stable 3-cycle O3 of system (16)-(17) for (a, d) ∈ Rµˆ>0. (a) d = −6, a = 0.4. (b) d = −4,
a = 0.4. (c) Occurrence of a border-collision bifurcation with the periodic point x3 = 0 for (a, d) = (0.4,−3.5) ∈ Cµˆ>0.
of O3 due to corollary 1. Therefore, O3 is a stable 3-cycle for system (16)-(17), as illustrated in Fig. 5.
Now, let the parameter a be fixed to a = 0.4 and d free to vary. As long as d < −a−1a = −3.5, i.e.
(a, d) ∈ Rµˆ>0, there will be a 3-cycle for the system such that its periodic point (x3, Y3) moves toward
the border as d tends to −3.5. Also at d = dbif = −3.5, we have 1 + a+ ad = 0, i.e. (a, d) ∈ CRL2µˆ>0 =
Cµˆ>0, from which by proposition 1 we can deduce the existence of a border-collision bifurcation with
symbolic sequence RL0. Denoting this 3-cycle RL0 by Oc3 =
{
(x1, Y1)
T , (x2, Y2)
T , (x3, Y3)
T
}
, we
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Fig. 6 Time history of the stable 3-cycle O3 for (a, d) ∈ Rµˆ>0; (a) d = −6, a = 0.4; (b) d = −4, a = 0.4; (c)
(a, d) = (0.4,−3.5) ∈ Cµˆ>0.
find
(x1, Y1)
T = (0.8, 0.8803, −0.3429, 1.9490)T ,
(x2, Y2)
T = (−2, 1.7521, 0.6286, 2.9694)T ,
(x3, Y3)
T = (0, −0.2991, −0.6857, 1.5816)T .
In this case, a border-collision bifurcation happens at xc1 = µˆ = 0.8 with the periodic point x
c
3 = 0
(Fig. 5). Fig. 6 furthermore shows the time graph of the 3-cycle O3 for different values of d. For
d > dbif , on the other hand, there is no 3-cycle, as in this case a, d /∈ Rµˆ>0, (Fig. 7). Fig. 8 illustrates
cobweb diagrams for these orbits. Finally, due to remark 3, for (a, d) = (0.4,−6.5) ∈ RA3,33,3 there
is the cyclic 3-band chaotic attractor A3,3, and for (a, d) = (0.4,−6.4) ∈ RA3,63,6 the cyclic 6-band
chaotic attractor A3,6 (Fig. 9). Finally, other n-cycles, with n > 3, can be obtained using the results
in subsection 3.1, see Fig. 10.
6 Conclusions
Our aim in this paper was to investigate n-cycles RLn−1(n ≥ 3) and border-collision bifurcations of
a class of the piecewise linear continuous map (5) on Rn. First, we considered a special partitioned
form for the matrices A1 and A2 of the map (5). Under these conditions, we could determine some
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Fig. 7 Time histories for two orbits of system (16)-(17) for (a, d) /∈ Rµˆ>0 and d > dbif : (a) d = −3.3, a = 0.4; (b)
d = −2.8, a = 0.4.
Fig. 8 Cobweb plot of system (16)-(17) for (a, d) /∈ Rµˆ>0 and d > dbif : (a) d = −3.3, a = 0.4; (b) d = −2.8, a = 0.4.
Fig. 9 Cyclic chaotic attractors of system (16)-(17): (a) the cyclic 3-band chaotic attractor A3,3 for (a, d) =
(0.4,−6.5) ∈ RA3,33,3 ; (b) the cyclic 6-band chaotic attractor A3,6 for (a, d) = (0.4,−6.4) ∈ R
A3,6
3,6 .
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Fig. 10 (a) The unstable 4-cycle RL20 for µˆ = 1 and (a, d) = (2,−1.75) ∈ CRL3µˆ>0 corresponding to the border collision
bifurcation; (b) The stable 6-cycle RL5 for µˆ = 1 and (a, d) = (0.5,−31) ∈ RRL5s .
parametric regions for the existence (or nonexistence) of 3-cycles and occurrence of border collision
bifurcations. Furthermore, we obtained some conditions for the existence of n-cycles RLn−1(n > 3)
and their border collision bifurcations in system (16)-(17), and demonstrated some of the results by
numerical simulations. Finally, we indicated how our findings can be applied to PLRNNs.
The results presented here are an important step toward a more systematic study of cycles in
PLRNNs. Such cycles have been demonstrated, for instance, in PLRNNs inferred from brain imaging
or other types of experimental data [14,24]. In this context we also reiterate, as stated above, that
the conditions used in Lemma 1, in particular −→c = −→0 , do not curtail the application of our results
to PLRNNs too much, as similar conditions may in fact enhance the performance of PLRNNs, and
facilitate PLRNN training, on a variety of machine learning and dynamical systems identification
problems [24]. Our results may not only help to understand and analyze the cyclic behavior of trained
PLRNNs, but also bifurcations in these systems as parameters change throughout the training
process [5].
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