Abstract. In this paper, we develop an ensemble-based time-stepping algorithm to efficiently find numerical solutions to a group of linear, second-order parabolic partial differential equations (PDEs). Particularly, the PDE models in the group could be subject to different diffusion coefficients, initial conditions, boundary conditions, and body forces. The proposed algorithm leads to a single discrete system for the group with multiple right-hand-side vectors by introducing an ensemble average of the diffusion coefficient functions and using a new semi-implicit time integration method. The system could be solved more efficiently than multiple linear systems with a single right-handside vector. We first apply the algorithm to deterministic parabolic PDEs and derive a rigorous error estimate that shows the scheme is first-order accurate in time and is optimally accurate in space. We then extend it to find stochastic solutions of parabolic PDEs with random coefficients and put forth an ensemble-based Monte Carlo method. The effectiveness of the new approach is demonstrated through theoretical analysis. Several numerical experiments are presented to illustrate our theoretical results.
1. Introduction. In many application problems involving numerical simulations of PDEs, one is not interested in a single simulation, but a number of simulations with different computational settings such as distinct initial condition, boundary conditions, body force, and physical parameters. For instance, data assimilation methods used in meteorology, such as the ensemble Kalman filter [14] , run a numerical weather model forward for many times by perturbing initial conditions and uncertain parameters. The ensemble of outputs is then used to update not only the forecast, but also the covariance matrix. Similarly, when a random sampling method is used in uncertainty quantification, a model is run forward for a large number of times at the selected parameter sample values in order to collect outputs and determine the underlying statistical information [7] . Such a group of simulations is computationally expensive, especially, when the forward simulation is of a large scale.
Aiming at developing a fast algorithm for such applications, an ensemble timestepping algorithm was proposed in [12] , where a group of size J Navier-Stokes equations (NSE) with different initial conditions and forcing terms is simulated. All solutions are found by solving a single linear system with one shared coefficient matrix and J right-hand-side (RHS) vectors at each time step. Thus, it reduces the storage requirements and computational cost for the group of simulations. The algorithm is first-order accurate in time, which was extended to higher-order accurate schemes in [9, 10] . For high Reynolds number incompressible flows, ensemble regularization methods were developed in [9, 13, 21] , and a turbulence model based on ensemble averaging was developed in [11] . The ensemble algorithm has also been extended to simulate MHD flows in [17] and to the reduced-order modeling setting in [4, 5] . For parametrized flows, the ensemble algorithms were developed in [6] for multiple numerical simulations subject to not only different initial condition, boundary conditions and body force, but also physical parameters. It is worth mentioning that the ensemble method is only applied to problems with constant physical parameters so far.
In this paper, we consider a group of numerical solutions to second-order parabolic PDEs. We first develop an ensemble algorithm for deterministic problems, in which the physical parameter-diffusion coefficient-is a function of space and time; and then extend the method to stochastic problems. To our knowledge, this is the first time that an ensemble scheme is derived for problems with non-constant parameters and is further applied to PDEs with random coefficients.
The initial boundary value problem we consider is as follows.
(1)
u(x, t) = g(x, t), on ∂D × (0, T ),
where D is a bounded Lipschitz domain in R d for d = 1, 2, 3, the diffusion coefficient
with l ≥ 1. We consider the setting in which one needs to run a group of simulations. Each of these simulations is subject to independent initial and boundary conditions, body force and diffusion coefficient. Suppose the ensemble of simulations includes J independent members, in which the j-th member satisfies:
for j = 1, 2, . . . , J. In general, when an implicit time stepping method is applied to the above system, the related discrete system would change as j varies. As a result, one needs to solve J linear systems at each time step. In order to improve its efficiency, we develop an ensemble-based time-stepping scheme. For illustrating the main idea, we first present the semi-discrete (in time) system. For simplicity, we consider a uniform time partition on [0, T ] with the step size ∆t. Denote by u n j , a n j and f n j the functions u j , a j and f j evaluated at the time instant t n = n∆t. Define the ensemble mean of the diffusion coefficient functions at time t n by a j (x, t n ).
The new ensemble-based time stepping scheme reads, for j = 1, . . . , J:
with the same boundary and initial conditions as those in (2) . Rearranging the equation gives
It is easy to see, after a spatial discretization, the coefficient matrix of the resulting linear system will be independent of j. This represents the key feature of the ensemble method, that is, the discrete systems associated with an ensemble of simulations share a unique coefficient matrix and only the RHS vectors vary among the ensemble members. Thus, when the considered problem has a small scale, one only needs to do LU factorization of the coefficient matrix once and use it to find the solutions of the group; when the problem is of a large scale, the proposed scheme together with the block Krylov subspace iterative methods will improve the efficiency of a number of numerical simulations (see, e.g. [20] and references therein). The rest of this paper is structured as follows. In Section 2, we introduce some notations and mathematical preliminaries. In Section 3, we analyze the ensemble scheme (4) under a full discretization in both space and time, and prove its stability and convergence. In Section 4, we discuss the random parabolic equations and provide stability analysis and error estimations. Several numerical experiments are presented in Section 5, which illustrates the effectiveness of our proposed scheme on both deterministic and random parabolic problems. A few concluding remarks are given in Section 6. 
Stochastic functions have different structures. Let (Ω, F, P ) be a complete probability space, where Ω is the set of outcomes, F ⊂ 2 Ω is the σ−algebra of events, and P : F → [0, 1] is a probability measure. If Y is a random variable in the space and belongs to L 1 P (Ω), its expected value is defined by
With the multi-index notation, α = (α 1 , . . . , α d ) is a d-tuple of nonnegative integers with the length |α|
that are measurable with respect to the product σ-algebra F B(D) and equipped with the aver-
(Ω) almost everywhere (a.e.) on the D for |α| ≤ s. Whenever q = 2, the above space is a Hilbert space, i.e., W s,
. In this paper, we consider the tensor product Hilbert space H =
3. The ensemble scheme of deterministic parabolic equations. We first consider the deterministic parabolic equations and analyze the full discretization of the proposed ensemble scheme (4) . For simplicity of presentation, we consider the problem with a homogeneous boundary condition, while the nonhomogeneous cases can be similarly analyzed incorporating the method of shifting (see Section 5.4 in [2] ). Furthermore, we include numerical test cases with nonhomogeneous boundary conditions in Section 5.
Suppose the following two conditions are valid: (i) There exists a positive constant θ such that, for any t
min x∈D a(x, t) ≥ θ;
(ii) There exist positive constants θ − and θ + such that, for any t ∈ [0, T ],
Obviously, Condition (i) guarantees the uniform coercivity of the problem; Condition (ii) states that the distance from coefficient a j (x, t) to the ensemble average a(x, t) is uniformly bounded. Let T h be a quasi-uniform triangulation of the domain D, made of elements K, such that D = K∈T h K. Define the mesh size h := max K∈T h h K , where h K is the diameter of the element K. Denoted by V h the finite element space
With the assumed uniform time partition on [0, T ] and set N = T /∆t, the fully discrete approximation of (4) is as follows: Find u n+1 j,h ∈ V h satisfying, for n = 0, . . . , N − 1 and j = 1, · · · , J :
1. Stability and convergence. We first discuss the stability of the ensemble algorithm (8) .
; 0, T ) and conditions (i) and (ii) are satisfied, the ensemble scheme (8) is stable provided that
Furthermore, the numerical solution to (8) satisfies
where C is a generic positive constant independent of J, h and ∆t.
Multiplying both sides by ∆t, and using the polarization identity and coercivity of a n+1 , we get
By the Cauchy-Schwarz and Young's inequalities, we have, for some µ, α > 0,
and (13) 
Substituting (12) and (13) into (11) and dropping the non-negative term
Multiplying both sides by 2, summing over n from 0 to N − 1 and taking µ = 1 yields
)/2 and use the conditions (7) and (9), and obtain
This completes the proof.
Remark 2. The stability condition (9) requires, for {a j } J j=1 , the deviation of a j from the ensemble average a to be less than the coercivity constant θ. If this is not the case, one might divide the ensemble into smaller groups so that the stability condition holds in each of them and the algorithm is stable and applicable.
Next, we estimate the approximation error of the ensemble algorithm (8) . We assume the exact solution of the PDEs is smooth enough, in particular,
Theorem 3. Let u n j and u n j,h be the solutions of equations (2) and (8) at time t n , respectively. Assume f j ∈ L 2 (H −1 (D); 0, T ) and conditions (i) and (ii) hold. Then there exists a generic constant C > 0 independent of J, h and ∆t such that (15) provided that the stability condition (9) holds, that is, θ > θ + .
Proof. In order to estimate the approximation error of (8), we first find the error equation. Evaluating the equation (2) 
where
Denoted by e n j := u n j − u n j,h the approximation error of the j-th simulation at time t n . Subtracting (8) from (16), we have
Now we decompose the error as
We then use the decomposition in (17) and obtain
Letting v h = φ n+1 j,h and using the polarization identity and coercivity (6), we have
The Cauchy-Schwarz and Young's inequalities applied to the RHS terms of (19) give, for any positive constants
Using the above inequalities in (19) and dropping the non-negative term,
for some positive δ, yields
> 0 based on the stability condition (9) and the upper bound in condition (7). In the last two terms on the RHS of (20) , note that
By the integral form of Taylor's theorem
we have
and
. Substituting these inequalities in (20) , considering the uniform bounds of |a j − a| ∞ given in (7), multiplying both sides of (20) by 2∆t, and summing over n, we get
where we used the assumption that u 
, we have (22) φ
where C is a generic constant independent of the time step ∆t and mesh size h. By the triangle inequality, we have the error estimate (15).
The proposed ensemble scheme can be easily extended to more general parabolic equations such as those with random coefficients. Next we discuss the ensemble solution to unsteady random diffusion equations.
4. The ensemble scheme of parabolic equations with random coefficients. We consider numerical simulations of an unsteady heat equation for a spatially and temporally varying medium, in the absence of convection. That is, to find a random function, u :
where D is a bounded Lipschitz domain in R d , Ω is the set of outcomes in the complete probability space, diffusion coefficient a, source term f and boundary condition g:
As a first step of the investigations on the ensemble method to random PDEs, we choose the Monte Carlo method for random sampling because it is nonintrusive, easy to implement, and its convergence is independent of the dimension of the uncertain model parameters. However, other methods like Quasi Monte Carlo, Latin Hypercube Sampling, Stochastic Collocation (see, e.g., [18, 8, 1, 22, 16, 3, 7, 23] and references therein) are applicable, too. When the Monte Carlo method is applied, a large number of samples are randomly selected first, then a group of independent simulations needs to be implemented in order to quantify the underlying stochastic information of the problem. To improve its computational efficiency, we propose an ensemble-based Monte-Carlo (EMC) method for the purpose of uncertainty quantification. The method consists of the following steps:
1. Choose a set of random samples for the random medium coefficient, source term, boundary and initial conditions:
, and u 0 j ≡ u 0 (ω j , ·) for j = 1, . . . , J. Note that the corresponding solutions u(ω j , ·, ·) are independent, identically distributed (i.i.d.). 2. Use the uniform time partition on [0, T ] with the step size ∆t = T /N . Define u n j = u(ω j , x, t n ) and a n = 1 J J j=1 a(ω j , x, t n ). For j = 1, . . . , J and n = 0, . . . , N − 1, one finds u n+1 j satisfying the ensemble scheme (4). In practice, an appropriate finite element space on the mesh T h could be chosen, on which one finds the finite dimensional approximation u h (ω j , ·, ·).
Approximate E[u]
by the EMC sample average 1 J J j=1 u h (ω j , ·, ·). If a quantity of interest Q(u) is given, one analyzes the outputs from the ensemble simulations, Q (u h (ω 1 , ·, ·)) , . . . , Q (u h (ω J , ·, ·)), to extract the stochastic information. It is seen that the EMC method naturally synthesizes the ensemble-based timestepping algorithm (4) with the Monte-Carlo random sampling approach. It keeps the same advantage of the ensemble algorithm when applying to the deterministic PDEs: all the simulations on the selected samples would share a single coefficient matrix at each time step, thus one only needs to solve a linear system with multiple RHS vectors, which leads to the reduction of computational cost. Next, we derive some numerical analysis for the proposed method.
Stability and convergence.
Similar to the deterministic case, we consider problems with homogeneous boundary conditions in the following analysis, which could be extended to the inhomogeneous cases by means of the method of shifting. Choose the same finite element space V h as defined in Section 3. Denote u n j,h = u h (ω j , x, t n ). For the j-th ensemble member and for n = 0, · · · , N − 1, find an
with the initial condition u (iv) There exist positive constants θ − and θ + such that, for any t ∈ [0, T ],
Here, condition (iii) guarantees the uniform coercivity a.s.; condition (iv) gives the uniform bounds of the distance from coefficient a(ω j , x, t) to the ensemble average a = Especially, for any ∆t > 0, the solution satisfies
where C is a generic constant independent of J, h and ∆t.
The stability condition (27) restricts the deviation of random diffusion coefficients from the ensemble average. Similar to the deterministic case (see Remark 2), if it does not hold, one might separate the entire ensemble into smaller groups to ensure that (27) is true for each of the small groups, then the EMC method will be applicable to all the groups.
The full-discrete EMC approximation is defined to be Ψ 
where we use E[u n ] = E[u For E n h , we have the following estimate: Theorem 5. Let u n j be the solution to equation (23) when ω = ω j and t = t n , and u n j,h be the solution to (24). Suppose u
Under conditions (iii) and (iv), there exists a generic constant C > 0 independent of J, h and ∆t such that
provided that the stability condition (27) holds.
Proof. The conclusion follows Theorem 3 after applying the expectation on (15) .
With the standard error estimate of the Monte Carlo method (e.g., see [15] ), the statistical error E n S can be bounded as follows: Theorem 6. Suppose conditions (iii) and (iv), and the stability condition (27
, then there is a generic constant C > 0 independent of J, h and ∆t such that
The last equality is due to the fact that u 
Therefore, we have
By Theorem 4, we get
The other terms on the LHS of (30) The combination of error contributions from the finite element approximation and Monte Carlo sampling yields a bound for the EMC approximation error in the following sense:
. Under conditions (iii) and (iv), and suppose the stability condition (27) is satisfied, that is, θ > θ + , then there holds
where C > 0 is a constant independent of J, h and ∆t.
Proof. Consider the first term on the LHS of (31). By the triangle and Young's inequality, we have
Applying Jensen's inequality to the first term on the RHS of the above inequality, we have
Then the conclusion follows from Theorems 5-6. The other terms on the LHS of (31) can be estimated in a similar manner.
Numerical experiments.
We present two numerical tests on the ensemble schemes for second-order parabolic PDEs in this section: the first problem is deterministic heat transfer with an a prior known exact solution, which aims to illustrate Theorem 3; the second problem is random heat transfer without a known exact solution, which is used to illustrate Theorem 7 and shows the effectiveness of the ensemble method by comparing the results with those of independent, individual simulations.
Deterministic heat transfer.
We first test the numerical performance of the ensemble algorithm on the deterministic second-order parabolic equation (2) . A group of simulations is considered, which contains J = 3 members. The diffusion coefficient and the exact solution of j-th simulation are selected as follows.
where j is a perturbation randomly selected from [0, 1], t ∈ [0, 1] and (x, y) ∈ [0, 1]
2 . The initial condition, Dirichlet boundary condition and source term are chosen to match the exact solution.
The group is simulated by using the ensemble scheme (8) . In the test, the ensemble contains three members with 1 = 0.6207, 2 = 0.1841, and 3 = 0.2691. In order to check the convergence order in time, we use quadratic finite elements, a uniform time partition, and uniformly refine the mesh size h and time step size ∆t from the initial mesh size √ 2/4 and initial time step size 1/10. Let the maximum numerical approximation errors in L 2 norm be
and errors in the time average H 1 semi-norm be
∇u n j − ∇u n j,h 2 for j = 1, 2, 3, respectively. The approximation errors of the ensemble method (denoted by E E,j L 2 and E E,j H 1 ) are listed in Table 1 . It is seen that the rate of convergence is nearly linear, which matches our theoretical analysis in Theorem 3. Table 1 : Numerical errors of the ensemble simulations. To compare with the individual simulations, we list in Table 2 the numerical errors of independent simulations (denoted by E I,j L 2 and E I,j H 1 ) in the same computational setting. It is observed that the ensemble simulation results in Table 1 are close to those obtained from individual simulations in Table 2 . Indeed, the errors are at the same order of magnitude and the convergence rates are almost same.
Random heat transfer.
Next we consider the second-order parabolic equation with a random diffusion coefficient (23) on the unit square domain. The test problem is associated with the zero forcing term f , zero initial conditions, and homogeneous Dirichlet boundary conditions on the top, bottom and right edges of the domain but nonhomogeneous Dirichlet boundary condition, u = y(1 − y), on the left edge. The random coefficient varies in the vertical direction and has the following form . We use linear finite elements for spatial discretization and simulate the system over the time interval [0, 0.5]. This choice of final time guarantees a steady-state can be achieved at the end of simulations. A similar computational setting is used in [19] to compare several numerical methods for parabolic equations with random coefficients. In the following tests, the uniform triangulation with the maximum mesh size h = √ 2/32 and the uniform time partition with the time step size ∆t = 2.5 × 10
are used. For the implementation of the EMC method as discussed in Section 4, we first select a set of J random samples by the MC sampling, then run our deterministic code for simulating the ensemble of the deterministic PDEs associated with the J realizations. Since the numerical accuracy with respect to the mesh size and time step size for the deterministic case has been verified in the first example, here we only check the rate of convergence in the EMC approximation error with respect to the number of samples, J. As the exact solution is unknown, we choose the EMC solution using J 0 = 5000 samples as our benchmark, vary the values of J in the EMC simulations, and then evaluate the approximation errors based on the benchmark. Furthermore, we repeat such error analysis for M = 10 independent replicas and compute the average of the output errors. Denote the EMC solution at time t n in the m-th independent replica by Ψ 
The numerical results at J = 10, 20, 40, 80, 160 are listed in Table 3 . We further apply the linear regression analysis on these numerical results, which shows E L 2 ≈ 0.0032 J −0.5133 and E H 1 ≈ 0.0104 J −0.4877 . The values of E L 2 and E H 1 together with their linear regression models are plotted in Figure 1 respectively. It is seen that the rate of convergence with respect to J is close to −0.5, which coincides with our theoretical results in Theorem 7. Next, we analyze some stochastic information of the system including the expectation of u at the final time and a quantity of interest. In particular, we are mainly interested in comparing the ensemble simulation outputs with those from the individual simulations when the same set of samples is used. More precisely, we approximate the expected value E[u(ω, x, T )] by the EMC approximation
where u E h (ω j , x, T ) is the j-th member solution in the ensemble-based simulation at time T . Taking the number of sample points to be J = 5000, we compute the mean and standard deviation of the solutions at the final time, which are plotted in Figure 2 (left and middle). To quantify the performance of the EMC method, we compare the result with that of individual finite element Monte Carlo (FEMC) simulations using Figure 2 (right). It is observed that the difference is on the order of 10 −7 , which indicates the EMC method is able to provide the same accurate approximation as the individual FEMC simulations. However, the CPU time for the ensemble simulation is 1.4494 × 10 4 seconds, while that of the individual simulations is 4.9197 × 10 4 seconds. The former improves the computational efficiency by about 70%. Here, because the size of discrete system is small, we use Matlab and its LU matrix factorization for solving the linear system.
Following [19] , we also calculate the quantity of interest
When the sample size is J = 5000, the histogram of the quantity of interest obtained from the ensemble simulations, Q E h , is shown in Figure 3 (left) with a fitted gaussian distribution. We then do a comparison with the quantity of interest, Q I h , achieved from individual simulations at the same sampling set. The histogram of the differences in absolute value, Q E h − Q I h , is plotted in Figure 3 (right), which also illustrates that the EMC method outputs a close quantity of interest to the standard FEMC method.
6. Conclusion. We propose an ensemble-based algorithm in this paper to improve the computational efficiency for a group of numerical solutions to parabolic problems. The fundamental idea is to turn the linear systems associated to the group into a linear system with multiple right-hand-side vectors, which would reduce the computational time. We first analyze the ensemble scheme for deterministic equations, then develop the ensemble-based Monte Carlo method for stochastic equations. The effectiveness of both cases is demonstrated through rigorous error estimates and illustrated with numerical experiments. The approach can be easily extended to more general, nonlinear parabolic equations, which is one of the research directions we are pursuing. 
