ABSTRACT
INTRODUCTION
Multiscale methods have become important computational tools in engineering and scientific applications [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . They fall under two general categories, namely, sequential and concurrent. In sequential multiscale techniques, a set of calculations performed at lower scales is used to estimate parameters needed in a model at higher scales [15, 16] . In contrast, concurrent multiscale methodologies simultaneously couple different simulation submethods, each at differing levels of scales and accuracy. The more accurate "finer" submethods are usually adaptively invoked [17] [18] [19] to selectively model temporal and spatial regions that require a higher-resolution, higher-precision analysis. The exchange of information between the coarser and finer methods occurs via coarse-graining procedures [20] [21] [22] , where the finer spatial degrees of freedom are lumped together, resulting in fewer coarser spatial degrees of freedom, and thereby enabling the simulations to address larger spatial dimensions and sometimes longer time scales. Typically, in these coarse-graining procedures, upscaling (i.e., from fine to coarse) is performed via a simple or weighted homogenization of the fine-scale data. Consequently, the flow of information in the opposite direction (downscaling) lacks details specific to finer scales.
In this work, a new scheme is proposed that preserves the statistics at all scales to reasonable accuracy and ensures a seamless coupling of coarse and corresponding fine spatial degrees of freedom. Its efficacy as a spatial (up-and down-) scaling tool is demonstrated on a model reaction-diffusion system, given the importance of reaction-diffusion processes in controlling the structure and properties of a wide variety of naturally occurring and man-made materials [23] . The proposed technique is based on wavelets-a multiresolution tool that can hierarchically separate information at different scales and also enable identification of dominant scales of any given signal. The proposed method has some similarities with the heterogeneous multiscale methods (HMMs) [24] in the sense that both provide up-and downscaling capabilities and are flexible enough to include concurrent as well as sequential methods. The use of wavelets in the present method is different from that in [25] , where homogenization is achieved by static condensation in scale (as opposed to the usual one, i.e., in space), thus "condensing" the fine scale information. The coupling of the present method with temporal scaling schemes, as discussed throughout the paper, is also a point of differentiation when compared to Ref. 25 . However, both methods aim at including the fine scale information during scaling of information.
Solving the problem of diffusion of chemically reactive species efficiently requires a multiscale computational approach capable of combining numerical methods that account for the reaction and diffusion processes. A common way to model diffusion is via application of continuum-level finite differences (or its variations such as finite volumes or finite elements) on the diffusion equation, while an atomistic simulation method is required for an accurate representation of chemical reactions. This implies that mesoscopic or macroscopic dimensions are sufficient for the finite difference diffusion grid, whereas the reaction events have to be handled on a microscopic/submicroscopic scale as illustrated in Fig. 1 , which depicts the spatial dimensions of the simulated system required to model species diffusion to and from a reactive surface. The efficient coupling of the methods describing the two processes is thus a challenging proposition since any algorithm adopted must allow for a lossless two-way information exchange pathway between the fine reaction and the coarse diffusion grids; the development of such a method forms the basis of this paper. Furthermore, this work also serves as an important addition to temporal scaling schemes developed by the authors [12] [13] [14] 26] and offers a spatial scaling procedure that could be used in conjunction with temporal scaling.
REACTION-DIFFUSION SYSTEM
A comprehensive as well as an accurate representation of the coupled reaction-diffusion phenomenon requires a microscopic description of both processes. While one could adequately approximate diffusion of chemical species via mesoscale and macroscale continuum representations (finite differences, finite elements), a microscopic representation is still required to accurately account for the reactive processes. Note that the stochastic and microscopic version of the diffusion is also available [27] . Presently, we adopt a deterministic model for diffusion on a macroscopic grid of interest. Thus, a computationally prudent approach would be to couple the microscopic reaction events to the macroscopic continuum representation of diffusion. This would involve a two-way passage of information involving the variation in species concentration that arises due to diffusion and reactions. If one were to restrict the chemically reactive sites to be present only on the surface, as shown in Fig. 1 , the coupling of information would only occur between surface reactive sites and diffusion grids. In this paper, a reaction-diffusion system as shown in Fig. 1 is simulated by using a timesplitting method where the problem is separated into reaction and diffusion subsystems that are coupled through source terms in a segregated fashion. Once the two phenomena are simulated at their characteristic scales, the bridging and exchange of information between the diffusion and reaction systems representing the coarse and fine scales, respectively, is accomplished through a multiscale interface. This section presents the details of the models used for reaction and diffusion processes for the problems herein, while details on the multiscale interface are provided in Sections 3 and 4.
Simulation of Reactions
The chemical processes are treated under the framework of reaction kinetics. First-order reactions are considered in this work, i.e., the reaction rate is proportional to the concentration of the reactant to its first power. For reversible reactions, such as
the first-order rate constants k AB , k BA , each of inverse time units, define the reaction kinetics governed by
The stochastic formulation of Eq. (2) yields a kMC process that is based on the probability distribution function for reaction events [28] expressed in terms of the exponential as follows:
where P is the probability of the event r i . Here, k denotes the reaction rate constant, [S] denotes concentration, and ∆t is the event's reaction time demand. Using the time demand, the following equations for forward (A → B) and backward reaction (B → A) are obtained:
while if
where R 1 and R 2 are independent random numbers uniformly distributed between zero and unity.
At any particular instant in the simulation, the reaction that occurs is the one that requires the least time [based on Eq. (4a)]. Thus, at every kMC iteration step, two random numbers are generated, i.e., R 1 , R 2 and t AB , t BA are evaluated based on Eq. (4). The minimum of t AB , t BA is the time increment associated with the selected reaction event.
Simulation of Diffusion
The governing equations for the diffusion of species on a 2D, x − y spatial domain is
where D denote the diffusion coefficients, considered constant over the domain, and u denotes concentration of the species. A finite difference explicit Euler scheme, first-order in time and second-order in space, with fixed time steps and fixed spatial discretization is used to solve Eq. (5). The stability criteria for the numerical integration process is guaranteed when the Courant condition is satisfied, i.e.,
where ∆t, ∆s denote the time step and minimum spatial grid size, respectively. In this work, we only consider the deterministic diffusion of species in the 2D domain. The stochastic version of the diffusion process yields a Brownian motion process [27] , not examined herein.
As shown in Fig. 1 , the spatially 2D model consists of the semi-infinite positive half-space (diffusion domain) with chemical reactions taking place at the boundary of the half-space (reaction domain). At the reactive boundary sites, both A and B are specified by the values evaluated from the reaction kinetics during the operation splitting process. The reflecting boundary condition for the half-space is implemented in the finite difference scheme by setting the outgoing flux to zero. The other end of the discretized diffusion problem in the x direction is sufficiently large so that species do not reach the end within the time frame considered, thus not necessitating an absorbing boundary condition. Finally, periodic boundary conditions are employed for the y direction.
Scale Disparity in the Reaction-Diffusion System
In the reaction-diffusion model under consideration, the reactive surface is discretized into fine reaction and much coarser diffusion grids. Before every diffusion step, the species concentration at every diffusion site (on the surface) is extracted (via a multiscale interface) from the underlying reaction sites, with the variation in concentration on the reaction sites being dictated by Eq. (4). Between successive diffusion steps, many "inner" reaction steps are carried out since typically the size of a reaction step (4) is much smaller than the diffusion time step size as allowed by the Courant's condition (6) . At the end of a diffusion step, the resultant concentration on the surface diffusion sites are then redistributed to the surface reaction sites, once again via the multiscale interface; an illustrative description of the above algorithm is given in the block diagram of Fig. 2 . The optimal number of inner reaction steps (n r ) between successive diffusion steps can be estimated based on the ratio of the characteristic diffusion time [29] . Another way to estimate T D is based on Eq. (5) and given as
where the spatial discretization scales are denoted by L x and L y . T R can be estimated based on the fact that in kMC simulations, reaction events are uncorrelated and mutually exclusive. Therefore, the probability of occurrence of reaction r i out of n possible reaction events is given by
where the probability of occurrence of an individual reaction is expressed as (9) Here, k represents the reaction rate constant, and δt is the reaction time associated with reaction r i . Combining Eqs. (8) and (9), the characteristic reaction time T D can be obtained from
where p i,j is the probability of occurrence of a reaction event at site j and at time instant i of the inner kMC steps. In addition to these conditions, the Courant stability condition imposes another bound on the maximum permissible diffusion time step. Presently, we allowed the number of inner reaction steps to be the same as the number of reactive sites. This can be justified from the fact that the occurrence of reaction events are equally likely over any site, and with these many steps it is likely that all the sites will react with a uniform change in concentration profile. Uniformity of this profile is crucial for identification of the dominant scale as discussed in the relevant section.
MULTISCALE INTERFACING
The role of the multiscale interface is vital to the reaction-diffusion model under study because it has to ensure that the upscaling of fine scale reaction site concentrations onto coarser scale diffusion sites and the corresponding downscaling (i.e., coupling diffusion grid concentrations to reaction grid concentrations) are performed effectively. In this section we discuss two methods that serve as "multiscale interface," namely, (i) the averaging homogenization scheme and (ii) the wavelet-based spatial scaling scheme. The relative efficacy of the respective methods are discussed in detail in the Results section.
Homogenization Scheme
For the homogenization scheme, at every diffusion step the concentration at each diffusion node along the reactive boundary is taken to equal the average of the reactive site concentrations in its vicinity. Conversely, at the end of the diffusion step, the resultant concentration at each diffusion node is taken to be representative of all the reactive sites in its vicinity.
Upscaling from Reaction to Diffusion Grid
The upscaling process maps the reaction sites to the surface diffusion grid; since the reaction and diffusion characteristic times are very different, the reactions are allowed to occur for n r time steps, before upscaling occurs. Mathematically, upscaling can be represented as follows:
where {D} and {R} represent the diffusion and reaction grids, respectively, with superscript t denoting evaluation at time t, and subscripts d and r denoting the number of surface diffusion grids and reaction sites, respectively, and [H] is a circulant matrix of dimensions [r,d], expressed as
The entries in H represent appropriate weights for evaluating the mean field. The present case uses an eight-point stencil for the homogenization operation, while in general the coefficient and indices can be written in a different form [30] . In a way, H acts as a multiscale transfer matrix, and this will become more evident when we introduce the wavelet-based spatial mapping. The deviators from the local mean field at the reaction sites are expressed as (13) where matrix M maps the d diffusion grid nodes along the reactive boundary to the r reactive sites, and has the following form: 
Thus, the species concentration at any location can be decomposed into a mean field, which is transferred to the coarse scales, i.e., to the diffusion grid, and the residual part, which contains the correlation structure among the individual sites. However, for a deterministic reactive boundary, there is no site-tosite variation in reactions leading to a null residual vector. The mean field in this case is the only contributing part to the reactions and the deterministic system should thus behave as if there is no spatial scaling. This fact is used later for validating the implementations.
Downscaling from Diffusion Grids to Reactive Sites
At the end of a diffusion time step, the species concentrations as they appear on the diffusion grid need to be mapped back onto the reactive sites. This step, crucial to the success of the simulation, is called downscaling (not to be confused to "upsampling," which is a terminology used mostly in signal processing) or backward feedback from the diffusion grid to the reaction sites. Within the homogenization framework, this is done by first assigning the updated mean field of concentrations from the diffusion grid to its contributing reactive sites. This operation is expressed as
where superscript t + 1 indicates the next diffusion time step after time t. Through downscaling operations on Eq. (15), we essentially assign the individual concentrations of the diffusion grid at time t + 1 back to its contributing reactive sites. The downscaled reactive concentration profile will have a comparatively smoother profile due to the lack {δ} r which results from reactive noise. These fluctuations are damped out in homogenization operations. This is shown in the scaled concentration profiles in the Results section.
Multiscale Interface Using Wavelets

Wavelets and the Wavelet Transform
The wavelet transform is nowadays well established as an important multiresolution mathematical tool [31] . The wavelets are derived from basic templates by scaling and shifting base ("mother") wavelets. A variety of different wavelet transforms exists, and choosing an appropriate wavelet family for a specific problem is, in many respects, similar to choosing an appropriate element for a finite element numerical solution process. The major advantage of wavelet analysis of a function is that it enables one to extract and examine its features on different scales and locations.
In one dimension, a continuous wavelet ψ(x) transforms a fluctuating function f (x) [31] as
The two-parameter family of functions, 
where c ψ is a constant evaluated from the properties of the wavelet basis. In the limiting case, s 1 → 0 and s 2 → ∞, the original function f is obtained through Eq. (17) . When discretized, wavelet analysis can be performed with fast O(N ) algorithms as compared to O[N log 2 (N )] for fast Fourier transforms (FFTs). In this work, a biorthogonal spline was used as the mother wavelet, of order (10,4), which preserves symmetry and orthogonality of the dual basis (biorthogonality).
Multiscale Wavelet Interface
The ability of wavelets to hierarchically separate scale-specific details allows the wavelet-based interface to be an effective multiscale tool. Specifically, the wavelet interface allows the separation of coarse and fine-scale spatial fluctuations corresponding to reaction site concentrations, and thereby enables the coarse graining of relevant information during upscaling as well as fine graining during downscaling.
Upscaling from Reaction to Diffusion Grid and Diffusion in the Wavelet Domain
In a fashion analogous to the homogenization scheme, the concentration at the reactive sites represented through vector {R} r can be upscaled to the diffusion grid nodes, thus yielding vector{D} d . Let W R (s, y) denote the wavelet transform of{R} r , expressed in terms of scale s and spatial coordinate y.
where ⊕ implies scalewise association in the wavelet analysis formality, f R s i , 2 i−1 ∆y , i = 1, .., n denote the wavelet transform at scale s i , and sampling interval 2 i−1 ∆y and f R (s 0 , ∆y) denotes the transform at the coarsest scale using the scaling function. It should be noted that for vector {R} r of length r, there are n = log 2 r − 2 number of scales (or scale decompositions) available.
Although n = log 2 r − 2 scale decompositions of {R} r are possible, the number of relevant and useful decompositions are restricted by the coarser spatial resolution of the diffusion grid {D} d . For example, if there are d number of points in the diffusion grid, then out of n = log 2 r − 2 2 available reaction site scales, only m = log 2 d − 2 scales can be used in upscaling. Thus, the wavelet transform of {D} d , W R (s, y) can be restricted to m scales as
It should be noted that for an accurate representation, m should be greater than or equal to a certain number of critical or dominant scales in order to ensure that the energy norm as well as the basic correlation structure of {R} r is essentially preserved during upscaling. The identification of these dominant scales can be accomplished based on the L2-norm of the wavelet coefficients at each scale, with the dominant scales being the ones that contribute significantly toward the total energy (sum over all scale energies). Furthermore, the choice of the inner time steps n r becomes crucial to the upscaling procedure; ideally, the inner kMC loop should proceed until a statistically reasonable spatial concentration profile is allowed to develop. Specific details for the identification of dominant scales and the choice of n r as relevant to the system under study are discussed in the Results section.
With the species concentration upscaled from the reaction sites to the diffusion grid, it is convenient and efficient to solve the diffusion equations in the wavelet domain until the next, i.e., downscaling, step, given that the wavelet transform is linear. Since the scales are only bridged along the y coordinate, the diffusion Eq. (5) is solved in the wavelet domain along this coordinate and subsequently back-transformed at the end of the diffusion step, while the diffusion equation along the x coordinate is always solved in real space, i.e.,
where W y denotes the wavelet transform of species concentration u in the y direction only. Equation (20) can be written as
thus expressing u as a function of x, t, and the wavelet transform coordinate y. The inverse wavelet transforms yields u in the x, y, t domain, i.e.,
Downscaling from Diffusion to Reaction Grid
After the diffusion step, {D} d is downscaled to {R} r thus providing feedback to the reaction sites from the diffusion grid. The wavelet transform of {D} d expressed in Eq. (19) contains m = log 2 d − 2 scales, while n = log 2 r − 2 scales are required to define the wavelet transform of{R} r . Since n > m, the information in the "missing" scales, i.e., the finer ones, is obtained from the previous time step. This process invokes quasi-stationary approximation where we assume that the fine-scale fluctuations of the concentrations are invariant over the small time steps of integration. As pointed out before, if m is greater than or equal to number of the dominant scales, this is a reasonable assumption that does not introduce measurable error. Then, after downscaling, the wavelet transform of {R} r is expressed as
where superscript −∆t denotes evaluation at the previous time step. The inverse wavelet transforms yields {R} r in the physical domain that become the initial conditions for the next set of inner kMC steps. For the problems addressed here, as shown in Fig. 3 , the three coarsest scales contain all the dominant information on a coarse grid. In these plots, the wavelet transform coefficients are arranged sequentially, from coarse to fine scales, along the horizontal axes. The concentrations were obtained using the benchmark scheme having the same resolution on diffusion grids and reaction sites. Plots such as Fig. 3 help in selecting an optimal grid for the diffusion and this can be used to develop adaptive methods for solving the diffusion problem efficiently. An estimate of dominant scales can be postulated as
where η is the fractional energy index, E i is the energy contained in the ith scale, and m is the number of scales considered. The so-called energy in this case is based on the L2-norm. Figure 4 shows the plot of η versus m. It is obvious from the plot that out of all the scales, only the three initial coarsest scales contain more than 99% of the energy. This particular property of wavelet transform is the key to upscaling and helps to retain most significant information of the relevant field in its upscaled version.
RESULTS
Homogenization, Wavelet, and Benchmark
Let {R} r denote the spatial "signal" or vector of concentrations along r number of discrete equidistantly spaced reactive points, x 1 , x 2 , ..., x r . Simi- The homogenized, wavelet based, and benchmark schemes parameters are listed in Table 1 as illustrated in Fig. 1 . Of the three, the benchmark scheme is the most accurate, albeit the most computationally expensive, because the diffusion domain discretization is at the scale of the reaction sites. The wavelet-based scheme maps 256 reaction sites to 32 nodes in the diffusion grid, thus there are eight reactive sites contributing to each node in the diffusion domain. The homogenization scheme maps 256 reaction sites to 32 nodes in the diffusion grid.
Isotropic diffusion is considered with a diffusion coefficient D = 0.05 space units/s 2 . The reaction rate for both forward (A → B) and backward (B → A) reactions is considered the same, 2.5/s. Thus, the reaction kinetics are solely governed by the reactive species concentration and will initially be in the direction of lower species concentration. The initial concentration of species A is 100 units and of B is 10 units at the reactive boundary, while away from the boundary (diffusion domain) the initial concentrations are zero.
In the following, the three multiscaling schemes will be compared on the example defined in Table 1 . Before proceeding to present any results, it is important to check for species conservation. Conservation is one necessary condition that must be satisfied for any multiscale scheme. We check the mass conservation through counting the total number of species present in the system in kinetic evolution time steps. The upscaled and downscaled concentration profile on the diffusion grid and reaction sites is also shown in Fig. 5 . The difference between the homogenization and wavelet-based schemes is obvious form the plot. The proximity of the waveletbased downscaled reactive profile to the benchmark one is obvious. But this is not the case for the homogenization scheme. The stochasticity is absent in the homogenized downscaled profile whereas it is present in the wavelet-based downscaled profile. This is due to the multiresolution capabilities of the wavelet transform and perseverance of correlation in the transformed data.
The parameters listed in Table 1 are used for three different schemes, i.e., the benchmark, the wavelet, and the homogenization. The schemes are allowed to evolve over time. The kinetic evolutions of the species are shown in Fig. 6 for species B. For the homogenization scheme, we see the fluctuations are drastically diminished and all three evolutions in time after 0.1 s tend toward B in the vicinity of 25 units. This is because the homogenization operations smeared evolutions of all sites into a mean field evolution. The wavelet-based scheme however retains these higher fluctuations and the signals stays between B = 20 and B = 30, yet very small fluctuations seen in the benchmark evolution are not captured due to truncation of higher wavelet scales. However, the ability of the wavelet scheme in retaining a larger portion of the stochasticity is obvious.
From Table 2 , it is seen that all three schemes show obvious fluctuations in the kinetic evolution of species, which is due to the kMC reaction process. However, the fluctuations in both the wavelet and homogenization schemes are reduced, as compared to the benchmark scheme. One reason for this is the inner time steps. Another reason for the wavelet scheme fluctuations is that by only considering the dominant scales in the wavelet transform, small scale fluctuations are smeared out. Such smearing is more pronounced in the homogenization scheme since, even though it is incapable of recognizing dominant information, each homogenization yields a spatially flat reaction field.
A clearer view of the kinetic evolution from individual schemes can be derived from the statistical moments associated with the concentrations profiles sampled at various scaled versions. The mo- Table 2 .
Note that the statistics pertain to species concentrations along adjacent reactive-diffusive sites. These results show the efficacy of the wavelet scheme in retaining higher-order moments in comparison to the classical homogenization scheme. The efficiency of the multiscale schemes depends on their capability to accurately retain temporal as well as spatial information on the concentrations. Thus, along with the temporal evolution, the spatial distribution of concentrations should be studied; typical spatial maps, at a particular time, are shown in Fig. 7 .
As expected, both the homogenized and wavelet spatial scaling schemes compromise to some extent in representing the fine scale fluctuations for the gain in computational efficiency. However, it is shown in the sequence that the wavelet scheme provides superior information as compared to the homogenized scheme. The statistics of the kinetic evolution signals are well preserved in the wavelet scheme. as has already been seen in Fig. 6 . as compared to the homogenization scheme. The deviation in fluctuations along the spatial axis Y between the benchmark and wavelet schemes is due to the exclusion of ultrafine scales in wavelet decomposition. By increasing the number of wavelet scales in upand downscaling brings increasingly more fluctuations, as shown in Fig. 8 . This assures monotonous convergence of the wavelet scheme.
Another very important measure is the capturing of correlation structures by the multiscale schemes. Even though the kMC reactions are uncorrelated, diffusion of species in the y direction introduces correlations. In order to examine whether the multiscale schemes are capable of capturing such correlations, an enhanced correlation on the concentrations along the reactive sites is imposed. Even though these do not contribute to the physics of the problem, they do help understand the effect of multiscaling in detail. Enhanced correlations are achieved by using the ARMA (autoregressive moving average) model. ARMA has proved to be efficient in relevant modeling schemes [33, 34] .
The ARMA (3, 2) with parameters such that the underlying statistics remain intact is used. Figure 9 shows the spatial autocorrelation of concentrations along the reactive sites (y direction, at x = 0) as it results from the three schemes. The benchmark scheme has the correlation structure since it results from the diffusion processes and the ARMA enhancement. The wavelet scheme is capable of capturing the spatial correlations by including only the first two coarsest scales (i.e., the scales containing the scaling coefficients and the next finer scale containing the coarsest wavelet coefficients). With three (or more) scales, the autocorrelation structure from
The concentration map of (a) species A from benchmark scheme, (b) species B from benchmark scheme, (c) species A from wavelet scheme, (d) species B from wavelet scheme, (e) species A from homogenized scheme, and (f) species B from homogenized scheme. The maps are taken at 12,500 time steps (0.25 s) dictated by kMC the wavelet scheme is practically identical to the one from the benchmark. To the contrary, the homogenization scheme is incapable of capturing the correlations.
CPU Time in the Schemes
For the values listed in Table 1 , Fig. 10 shows the CPU time needed for each of the three schemes de- The scaling in the homogenized and wavelet schemes is defined as S = (log 2 r/ log 2 d) where r is the number of reaction sites and d is the number of diffusion sites scribed. The large time demand for the benchmark scheme is obvious, as compared to the homogenization scheme, which demands the least CPU time, and the wavelet one, which demands slightly more time than the homogenization one. This little difference in processing time is offset by the reasonable degree of accuracy offered by the wavelet-based scheme. 
CONCLUSIONS
In this paper, we have proposed a new waveletbased multiscaling method capable of passing information between spatial scales while preserving the inherent higher-order statistics and correlations structures. The numerous advantages of this method as well as its superiority to homogenization schemes are clearly shown in this work. The spatial scaling wavelet scheme presented herein is offered as a complement to wavelet-based temporal multiscaling presented elsewhere. Even though the spatial multiscaling offers reduced CPU time demand while providing reasonable accuracy, a combined temporal and spatial scaling is required to simulate problems as the present reaction-diffusion system efficiently, i.e., representing the behavior accurately at all spatiotemporal scales. A homogenization scheme may offer a simple alternative to the wavelet one, yet its efficacy is inferior, especially with respect to capturing any spatial correlations, retaining important stochasticity in kinetic evolution, and in preserving the higher-order moments of system parameters that are present in the benchmark system.
