Given a bounded domain Ω in R N , and a function a ∈ L q (Ω) with q > N/2, we study the existence of a positive solution for the quasilinear problem
Introduction
For a bounded domain Ω in R N (N 3), a ∈ L q (Ω) with q > N/2, and a Carathéodory function g in Ω × (0, +∞) we consider the quasilinear elliptic boundary value problem − w + g(x, w)|∇ w| 2 = a(x), x ∈ Ω,
Specifically, we look for positive solutions of (1) have been considered in [1, 4, 5, [7] [8] [9] [10] [11] [12] [13] 16, 19] . In particular, our research is closely related to [5, [8] [9] [10] are considered without imposing any limitation on the growth of g(x, s) as s tends to infinity. It is worthwhile to remark that in the previous studies [5, [7] [8] [9] [10] 12 ] of (1) for a Carathéodory g : Ω × R → R, it is assumed the sign condition sg(x, s) 0, for every s ∈ R and a.e. x ∈ Ω. Indeed, this is explicitly imposed in [5, 9, 10] . In [8] , the authors consider a general Carathéodory term g(x, w, ∇ w) instead of the pure quadratic term g(x, w)|∇ w| 2 , and they prove the existence of a solution provided that the nonlinearity g satisfies, instead of the sign condition, a more general "one-side condition" (see formula (2.10) in that paper). We point out that it is easily verified that in case of a pure quadratic term, this one-side condition is not more than the above sign condition. In addition, in [7, 12] which are related to the study of removable singularities, the authors also impose the sign condition for large |s| in the pure quadratic case. On the other hand, in [11, 13, 16, 19 ] the sign condition is not assumed. However, a smallness condition on the function a(x) is imposed in [13, 16] , while in [11, 19] the authors consider a general term a(x) but they impose an asymptotic condition on g(x, s). Specifically, in [19] it is assumed that
(A simple example of nonlinearity g(x, s) satisfying this condition is that g = g 1 + g 2 with g 1 ∈ L 1 and lim s→+∞ g 2 (s) = 0.) Recently, the case of a positive nonlinearity g(x, s) in Ω × (0, +∞) (sign condition in the case of positive solutions) with a singularity at s = 0 has been studied in [3] (see also [2] ). Also, we have to mention the work in progress [14] where the existence of nonnegative solutions in
is studied (here λ > 0) and χ w>0 denotes the characteristic function of the set {x ∈ Ω | w(x) > 0}. The purpose of this paper is to extend the result of [3] (and thus of [5, [8] [9] [10] ) to a not necessarily nonnegative g in Ω × (0, +∞). This is carried out in the following theorem. 
then the problem (1) has at least one positive solution w ∈ H
The meaning of hypothesis (3) is roughly speaking that g(x, s) is below the positive hyperbola C /s for bounded sets of values s > 0 and above from the negative hyperbola −μ/s for every s > 0. Since b may be every nondecreasing function, we remark that no condition on the upper growth of g(x, s) as s goes to infinity is imposed. In particular, the nonlinearity can have a singularity at zero.
To prove the theorem we construct a suitable sequence of approximated Carathéodory functions g n : Ω × R → R of the function g and we consider the sequence of approximated problems (problem (1) 
is converging to zero. Therefore, the keystone consists in establishing first that w n are uniformly away from zero in every compact set in Ω. Next, using a quadratic exponential test function as in [5] , we obtain the convergence of w n in H
to a positive solution of (1).
The approximated quasilinear problems
We devote this section to study a sequence of approximated problems to (1). To construct it, denote by S the Sobolev constant, i.e.
where
Denoting by T k the truncature function given by
we define the Carathéodory function g n in Ω × R by
It is easy to verify that g n is bounded and satisfies
Furthermore, by (5),
and, by (3),
for every n ∈ N. 
In addition, the sequence {w n } is bounded in H Proof. To prove it, we recall that a ∈ L q (Ω) with q > N 2 and we define the operator S n :
As an application of the dominated convergence theorem, if w k → w in H 1 0 (Ω) we infer, from the convergences w k (x) → w(x) and ∇ w k (x) → ∇w(x) a.e. x ∈ Ω and the boundedness of the functions g n (x, s) (x ∈ Ω, s ∈ R) and |ξ
i.e. S n w k converges to S n w in L q (Ω) as k tends to infinity. Therefore, S n is continuous. Considering now the inverse of the Laplacian operator
(Ω) we see that the solutions of (9) are just the fixed points of the composition operator Q n ≡ (− ) −1 • S n . Since q > N/2 we deduce that the operator (− ) −1 is compact and hence the composition of it with the continuous operator S n , i.e. Q n , is also compact.
On the other hand, since |g n (x, s)| n and |ξ | 2 /(1 + |ξ | 2 /n)| n, we observe that for every w ∈ H 1 0 (Ω),
which by the continuity of (− ) −1 implies that there exists R > 0 such that the norm in
In particular, the compact operator Q n maps the ball in H 1 0 (Ω) centered at zero and with radius R into itself. The Schauder fixed point theorem shows that there exists a fixed point w n ∈ H 1 0 (Ω) of Q n , or equivalently, a solution of (9) . Now, we are going to prove that w n are a priori bounded in both H 
or, equivalently,
Observing that, by (8) ,
we get
where q is the conjugate exponent of q, i.e. q = q/(q − 1). Since q > N/2 we have q < 2 * and hence by Sobolev embedding theorem it is clear that the sequence w n is bounded in
where T k is given by (6), and we take ϕ = G k (w n ) as test function in (9) to obtain
Using (10) we deduce that
Since μ < 1, by the method of Stampacchia [20] it follows from this inequality that
On the other hand, taking w − n ≡ min{w n , 0} as test function in (9), we obtain
and by (2) and (10) we get
Therefore, since μ < 1 we deduce that w n 0.
In addition, by following [2] we prove that
(where C is given by (4)), we have
Consequently,
By hypothesis (2), a ≡ 0 in every ball B ⊂ Ω and hence the strong maximum principle [15] implies w n > 0 in B for every ball B ⊂ Ω. (9) and taking limits as k tends to zero, it is deduced (see [6, Proof of
for every n ∈ N.
Now, we are going to prove that the sequence of approximated solutions are uniformly away from zero in every compact set in Ω.
Proof. Since w n > 0, the inequality (7) implies that w n ∈ H 1 0 (Ω) satisfies, in the weak sense,
i.e. w n is a supersolution of
and now we conclude the proof by applying the following result of [3] 
and thus,
Positive solution for the quasilinear problem
In this section we study the convergence of the approximated solutions w n to a solution w of (1 w(x) , a.e. x ∈ Ω. (13) In the following lemma, we are going to prove that for every Ω 0 ⊂⊂ Ω, {w n } converges to w in H 1 (Ω 0 ). The proof is based on a suitable choice of a test function of quadratic exponential type, which is due to [9] , in conjunction with Lemma 2.3.
From (7) and (8) , ∀s ∈ R.
Take ϕ γ (w n − w)ψ as test function in (9) to obtain 
