Theorems in the theory of polynomial mappings which are true over fields are considered for nonreduced rings: counterexamples are given, and some gen eralisations are made. Equivalence of the cancellation problem over a ring with the cancellation problem over the ring modulo its nilradical is proved. For poly nomial maps F € R\Xi,.. . ,X n]n satisfying Fs = X it is shown th a t there is equivalence between 1) F is linearisable by conjugation; 2) F is linearisable by conjugation, where F is F modulo the nilradical of R.
Introduction
If one likes to prove statements for general rings, sometimes it is possible to prove it first for fields, then for domains, from that prove it for reduced rings and finally prove it for (nonreduced) general rings. Also, as a rule, "many" statements are true for fields, "some" for domains, "less" for reduced rings and "just a few" for nonreduced rings. So, in some sense, nonreduced rings are "dirty" .
This paper is dedicated to finding out if certain properties over a ring are un changed if one calculates modulo the nilradical, and vice versa. Section 3 will focus on Rentschler's theorem(see [13] ), and show that it can only be generalised for derivations having a slice. This has the consequence that there is equivalence of the cancellation problem over a ring with the cancellation problem over the ring modulo its nilradical. Also the (not) finitely generatedness of kernels of derivations over unreduced rings is studied.
Section 4 deals with the problem that if F € R[Xi,... , X n]n and F S = (Xi,... , X n) for some integer s > 0, whether F should be linearisable by a conjugation. This is still an unsolved question if R = C and n > 3. In this section it is shown that, for this problem, one may restrict to reduced rings, by proving that if F s = ( X i,... , X n) then F is linearisable if and only if F is linearisable. Section 2 defines used notations and discusses some prerequisites.
N otation s
First let us define a whole list of notations for this paper, even though some of them will be introduced later on.
D e fin itio n 2.1.
• k is a field of characteristic zero. R is a commutative ring. R* is the subset of R consisting of units. r¡ is the nilradical of the ring. A ring whose nilradical is (0) is called reduced. Otherwise it is called nonreduced. We denote R¡r¡ by R.
• R m := C[T]/(Tm). We will denote T by e.
• A := R[Xi,... ,X n] (except in this section, where it can be a commutative Ä-algebra). We denote R[Xi,... ,X n] by Ä.
• X = ( X i,... , X n), the identity map.
• If F G An then F = (Fi,... , Fn) where Ft G A; hence is defined as the z-th coordinate of F .
• dxi = di is the map on A taking derivative with respect to X t.
In the rest of this section we define notations and several objects of interest.
Let R be some commutative ring. A polynomial mapping is an element F G R[Xi,... , X n]n. A polynomial automorphism is a polynomial map which has a poly nomial inverse G, i.e. G o F = F o G = X . The collection of these polynomial auto
We denote the set of all Ä-derivations on A by Derji(A). We denote the set of all derivations on A by Der (A). Both are additive groups.
We recall some facts about derivations and polynomial maps:
• ip : A -y A is an Ä-automorphism if and only if y' : .1 -► À is an Rautomorphism.
•
Furthermore, if D is locally nilpotent, so is ip^Dip.
• D has a slice D has a slice. (See [3] )
• If D is locally nilpotent and has a slice, then D is surjective. More in detail: for every a £ A there exists a "primitive" p £ A (just takep = D% (a)(-s)% + 1 /(i+ 1)!, which in fact is a finite sum).
• If D is a locally nilpotent derivation on A having a slice s,
where AD := ker(D) (see [6] ).
G eneralisations of known theorem s.
This section concentrates on generalising known theorems about fields to nonreduced rings (especially to Rm), or showing that they cannot be generalised. Now and then we quote a known theorem about fields. For proofs of these theorems we refer to [6] . We know the following theorem(see [13] ):
be a locally nilpotent derivation on k[X,Y], Then there exists tp £ Autuk[X,Y] and f(Y ) £ k[Y] such that ¡fi-1 Dip = f(Y)dx-
This theorem cannot be completely generalized, as the following example shows:
Exam ple 3.2. Let D = eX Ydx on R2[X,Y], This derivation is clearly locally nilpo tent (e is nilpotent). Suppose we have
and hence
ip-1 XY dx<p = f(Y)dx for some f(Y ) £ k[X,Y] but this would mean that X Y d x can be made locally nilpotent by some automorphism ip and that is impossible.
However, we have the following general form for derivations having a slice: (See the remarks about derivations towards the end of section 2.) Notice that these Gì are nilpotent too. Hence the map tp : [9] .) The similar implication
(the biregular cancellation problem) is generally not true (see [1] [7] ). On the other hand as a consequence of 3.3 we get Proof. Using the algebraic reformulisation and proposition 3.3 we are done. □ Lemma 3.3 is a useful tool when studying derivations having a slice on rings having nilpotent elements. If the assumption that a derivation needs to have a slice is dropped most things don't work anymore.
Theorem 3.5. (Nagata, Nowicki [12]) Let k be a field of characteristic zero. If

^ D is a k-derivation on k[Xi,... , X"], then k[Xi,... , X n}D is a finitely generated k-algebra if n < 3.
Notice that for n > 5 there do exist locally nilpotent derivations on k[Xi,... , X n] for which k[Xi,... ,X n]D is not finitely generated (see [8] , [4] 
The linearisation conjecture on nonreduced rings
We introduce some notations. Let R be a Q-algebra. s will be some positive integer. If we write F = L + H we mean that L is linear and H contains no linear m onom ials (all monomials are of degree at least 2). Furthermore k denotes a field of characteristic zero.
D efinition 4.1. We say that F is linearisable over R if there exists an Ä-automorphism ip of A such that ¡p^Fip = L where L is a linear map.
Linearisation conjecture (over a field) (see [10] ) Let s > 1 and F £ Atit/.k X\,... , xn]  with F s = (x i,... ,x n), T hen there exists ip £ Autuk[x\,... ,x n] with tp~xFtp = L, a linear map.
If n=2 this conjecture is true, and is an immediate consequence of the Jung-van der Kulk theorem. The case n > 3 is still open.
The more general conjecture, where k is replaced by an arbitrary commutative Q-algebra is open for all n >2. However, the next result, which is the main result of this section, shows that we may assume that R is a reduced ring.
Theorem 4.2. Let F s = X . Then there is equivalence between:
1. F is linearisable over R.
F is linearisable over R.
1-y 2 is clear. The following lemmas are dedicated to the proof of 2 -y 1.
Lem m a 4.3. Suppose theorem 4-2 has been proved for maps F satisfying
F = L + H where H £ (IA)n and I is an ideal in R satisfying 12 = (0).
Then theorem 4-2 is true in general.
Proof. Suppose F is linearisable. That is, one may assume F to be of a form such that F s = X and F = L + H and H £ (r]A)n. Now we have to prove that F is linearisable. First we show that we may assume R to be noetherian. Write 
a p rp c rp iG ) = (t f (G)
Proof. 
3. Similar to 1).
Similar to 2).
5. Easy.
6.
CTFTf 
Write r := tl, o '■= &l -Let tp := X + t(H ). Then (X -t(H))(X + t(H)) = X + t(H) -t(H)(X + t(H)) = X -t(H )-t(H(X)) = X.
So tp-1 = (X -t(H )).
Define L + H := F := tp~xFtp. "=(*)" means that part i of the previous lemma is used. 
F = L + H = tp^Fip = ( X^t(H))(L + H)(X + t(H )) = ( X -t(H))(L + Lt(H) + H(X + t(H )))
= (5) ( X -t(H))(L + t(LH) + H(X)) = L + t(LH) + H -t(H)(L + t(LH) + H) = L + t(LH) + H -t(HL)
= (4) L + t(L H -HL) + H = L -tcf(H ) + H.
Now a(H-Ta(H)) = (2) a{H)-ara{H) = (6) a(H)-a(H) = 0. So H = H -ra{H) G her (a). So 0 = a (H) = LH
