Quasi-biennial oscillation (QBO) of solar magnetic activities is intrinsic to dynamo mechanism, but still far from fully understood. In this work, the phase and amplitude asymmetry of solar QBO of Hα flare activity in the northern and southern hemispheres is studied by the ensemble empirical mode decomposition, the cross-correlation analysis, and the wavelet transform technique. The following results are found: (1) solar QBO of Hα flare index in the two hemispheres has a complicated phase relationship, but does not show any systematic regularity; (2) the solar cycle mode of solar Hα flare index in the northern hemisphere generally leads that in the southern one by 9 months for the time interval from 1966 to 2014. The possible origin of these results is discussed.
INTRODUCTION
The Sun exhibits a quasi-periodic behavior in its magnetic activity, which contains formation of sunspots, faculae, flares, prominences, and other eruptive phenomena. Long-term variation studies of solar magnetic activities revealed that they have a complex dependence on timescales ranging from several seconds to thousands of years and potentially up to millions of years (Mursula & Vilppola 2004; Usoskin 2017) . In the past few decades, several quasi-periodicities that are shorter and longer than eleven years have been recognized by using a variety of solar activity indicators (Singh et al. 2012; Popova & Yukhina 2013; Bazilevskaya et al. 2014) . The most prominently recognized periodicities shorter than the Schwabe cycle are the quasi-biennial oscillation (QBO) concentrated around 2 years (between 1 and 3 years), whose physical origin may be related to the dynamic process in the solar tachocline (Krivova & Solanki 2002; Obridko & Shelting 2007; Forgács-Dajka & Borkovits 2007; Kilcik et al. 2011; Kiss & Erdélyi 2018) . It should additionally be emphasized that periodicities in the range considered here have also been referred to as the mid-term quasi-periodicities ⋆ E-mail: fengwang@gzhu.edu.cn (FW) (MTQPs, roughly between 1 and 2 years), which were defined by Mursula & Zieger (2000) , Mursula et al. (2003) , and Mursula & Vilppola (2004) .
Numerous studies uncovered that solar QBO could be visible in various manifestations of solar magnetism (Sakurai 1979; Vecchio & Carbone 2009) as well as in the interplanetary parameters (Kane 2005; Laurenza et al. 2012; Katsavrias et al. 2012) . The QBO was first found in geomagnetic activity index (Fraser-Smith 1972; Delouis & Mayaud 1975) and auroral activity (Silverman & Shapiro 1983) at varying levels of significance at different levels. They were also found in the solar wind speed (Richardson et al. 1994; Szabo et al. 1995; Paularena et al. 1995) , cosmic rays (Valdés-Galicia et al. 1996 ), coronal holes (McIntosh et al. 1992 , and solar rotation speed around the tachocline (Howe et al. 2000) . The QBO appears to be ubiquitous, but has stochastic characteristics, such as temporal intermittency and variable timescales (Chowdhury et al. 2013; Gyenge et al. 2016; Ou et al. 2017) . Their amplitude are modulated by the 11-year solar cycle, being particularly strong around the maximum phase of solar cycle ). These studies have showed that the QBO is related to the dynamic variation of the solar dynamo process and the emergence of magnetic flux.
Presently, the physical nature of solar QBO is not yet fully understood, but it is believed to be intrinsic to the dynamo mechanism (Mursula et al. 2003; Knaack & Stenflo 2005; Cho et al. 2014) . Usually, solar QBO is associated with the following probable mechanisms: (i) the quasi-twoyear impulse of shear waves could bring out the quasitwo-year periodicity of the photospheric differential rotation (Pataraya & Zaqarashvili 1995) , but this mechanism can work only around the solar minima; (ii) the presence of two types of dynamo actions operating at different depths, one near the top of the layer extending from the surface down to 5% below it and the other one seated at the base of the convection zone (Benevolenskaya 1998) ; (iii) the spatiotemporal fragmentation of the magnetic Reynolds numbers occurs at the base of the convection zone (Covas et al. 2000) ; (iv) the beating between a dipole and quadrupole magnetic configuration of the dynamo (Simoniello et al. 2013) ; and (v) the instability of magnetic Rossby waves in the solar tachocline (Lou et al. 2003; Zaqarashvili et al. 2010; McIntosh et al. 2015) .
The phase and amplitude asymmetry of solar magnetic activities are an important topic of cyclic behavior that could inform modelers about the relative importance of possible mechanisms that participate in hemispheric coupling (Norton et al. 2014; Shukuya & Kusano 2017) . Several studies examined the north-south asymmetry of different solar activity indicators (Joshi et al. 2015; Badalyan & Obridko 2017; Li 2017; Xie et al. 2018) , and found that solar magnetic fields may be generated independently in the northern and southern hemispheres. Badalyan & Obridko (2004 and Badalyan et al. (2008) found that solar QBO in the asymmetric time series is even more pronounced and better synchronized than QBO in the indices themselves, and there is a negative correlation between the QBO power and the north-south asymmetry. To the best of our knowledge, the phase and amplitude asymmetry of hemispheric QBO and their potential connection to the 11-year solar cycle mode (SCM) are rarely investigated.
With the hope to add more information on the spatiotemporal distribution and the underlying processes of solar QBO in the northern and southern hemispheres, we focus on Hα flare activity over solar cycles 20-24, provided by the Kandilli Observatory of Bogazici University, through the ensemble empirical mode decomposition (ensemble EMD), cross-correlation analysis, and wavelet transform techniques. The observational data and the analysis approaches are briefly introduced in the next Section. In Section 3 the statistical analysis results for the phase and amplitude asymmetry of solar QBO are presented. Finally the conclusions and discussions are given in the last Section 4.
DATA AND METHOD

Solar Flare Activity
Solar flare activity shown by chromospheric Hα observations was described with the flare index, whose concept was first proposed by Kleczek (1952) . The monthly values of Hα flare index, which was considered to be basically proportional to the magnetic energy emitted by solar flares (Özgüç et al. 2003) , were available at the website of the Kandilli Obser- 
Empirical Mode Decomposition
Solar QBO could not be analyzed without preparatory filtration, several time-frequency analysis approaches were applied by different authors. Twenty years ago, Huang et al. (1998) introduced the EMD technique to deal with the nonlinear and non-stationary time series, and this powerful technique has been widely applied in many scientific fields (Terradas et al. 2004; Nakariakov et al. 2010; Vecchio et al. 2012; Laurenza et al. 2012; Kolotkov et al. 2015 Kolotkov et al. , 2016 .
The key idea of this method is to decompose a complicated data set into a finite and usually small number of intrinsic mode functions (IMFs), representing different oscillations at a local level (Terradas et al. 2004; Käpylä et al. 2016; Xiang & Qu 2016) . The characteristic timescales of the IMFs extracted by the EMD are based on the local distance between two successive extrema, that is, an IMF represents a hidden oscillation mode, locally defined and thus not-stationary. In a word, the EMD technique is based on the local characteristics of the data set and have a posteriori adaptive basis, it is thus applicable to investigate the periodic variations of the non-linear and non-stationary time series.
A given signal x(t) can be obtained through the reconstruction of its different IMFs with a residual component r(t).
where n is the total number of IMFs. To perform the decomposition, EMD demands that the signal has at least one maximum and one minimum. Once the maxima and minima are located, the upper and lower envelopes of the time series could be constructed by using cubic spline interpolation. Based on the sifting procedure, the IMFs can be identified if the number of extrema and zero crossings differ at most by one, and at any stage the mean of the envelope defined by local maxima and minima is zero.
For a given time series x(t), the EMD method contains the following steps:
Step(a) Identify total number of extrema in the function.
Step(b) Shifting procedure: (b.1) Using interpolation construct the upper up i (t) and lower envelope low
for j th IMF and then update x(t) as x updat e (t) = x(t) − I MF j (t) and go to step (a). (b.5) Else go to step (a).
Step(c) Stopping criteria: (c.1) Iterate over residue and check the extrema of r i (t) after each sifting procedure. (c.2) Stop sifting if extrema is one or r(t) becomes a constant or a monotonic function.
Ensemble Empirical Mode Decomposition
The major shortcoming of the EMD technique is the frequent appearance of mode mixing, which may lead to serious aliasing in the time-frequency distribution, and also make the physical meaning of an IMF unclear (Wu & Huang 2009 ). The mode mixing phenomenon occurs when the oscillations with disparate time scale are preserved in one IMF, or the oscillations with the same time scale are sifted into different IMFs.
To overcome the mode mixing problem, an improved method was developed, the ensemble EMD (EEMD) which defines the IMF components as the mean of an ensemble, each consisting of the signal plus a white noise of finite amplitude. Here, the term mean is not the mean of the white noise, but the average of the total ith IMF related to N (the ensebmle number) trials. The steps of EEMD algorithm are as follows:
Step(a): Add a white noise series to the given time series.
Step(b): Decompose the data with added white noise into IMFs (EMD previously explained).
Step(c): Repeat step (1) and step (2) a certain number of iterations.
Step(d): Obtain the (ensemble) means of corresponding IMFs of the decompositions as the final result.
White noise would populate the whole time-frequency space uniformly with the constituting components at different scales. Although each individual trial may produce very noisy results, the noise in each trial is canceled out in the ensemble mean of all trials.
The results achieved by the EEMD depend on the choice of the ensemble number (N) and the amplitude of added white noise (A). Within a certain window of noise amplitude, the sensitivity of the decomposition of data using the EEMD method to the amplitude of noise is often small. In this study, noise with a standard deviation of 0.02, 0.04, ..., and 0.4 (step size is 0.02, total 20 cases) is added, while the ensemble size is set to 100 in each case.
ANALYSIS RESULTS
By applying the EEMD technique, eight IMFs and a trend are obtained for each considered data set. As the amplitude of added noise is changed 20 times, so we have 20 time series for each IMF. At a certain timescale, the final IMF is calculated as the average of 20 time series. Figure 2 and To show the decomposition results between cases of different levels of added noise, the IMF4 and IMF6 of solar Hα flare index in the two hemispheres are taken as an example. Figure 4 displays the temporal variations of IMF4 in the northern and southern hemispheres, respectively. In each panel, 20 black lines correspond to EEMD algorithm with added noise of standard deviation from 0.02 to 0.40, and the bold red line is the average IMF4 of 20 time series. Similar to Figure 4 , Figure 5 shows the temporal variabilities of IMF6 in the two hemispheres. Clearly, the synchronization between cases of different levels of added noise is remarkably good. Therefore, the EEMD provides a sort of uniqueness and robustness result that the original EMD usually could not, and it increase the confidence of the decomposition. In our analysis, the statistical significance of information content for the extracted eigenmodes is estimated by applying the test proposed by Wu & Huang (2004) . This test is based on the comparison between the IMFs obtained from the signal with the corresponding ones derived from a white noise process. For example, if the energy of the first IMF is E 1 , then we can obtain the relative energy of the ith IMF (E i ) using the energy level of IMF1.
The energy density of the ith IMF is defined as:
where N is the number of data points. Based on this equation, we can obtain the relative energy of all IMFs using the energy level of IMF1. Also, the spread function of the different confidence levels of white noise can be calculated. If the energy level of any IMF lies above the spread line, the IMF is statistically significantly at this confidence level. In this work, we select three confidence-limit level: 90th, 95th, and 99th percentile. The analysis results from the statistical test performed on the solar Hα flare index in the two hemispheres are shown in the Figure 6 , where the solid, dashed, and dotted lines represent the confidence levels at the 90th, 95th, and 99th percentile, respectively. As shown in this figure, most of the IMFs are above the 95th percentile spread line and could be considered statistically significant. The eight modes along with their typical periodicities and the period ranges of solar Hα flare index in the two hemispheres are collected in Table 1 . The inherent problem of the EEMD method is the fact that the periodicities of IMFs are not stationary, so the period range of each IMF is calculated. Here, the period range of each IMF is calculated as the standard deviation of the corresponding periodicities of the 20 time series (for example, as shown in Figures 4 and 5) . 
Reconstruction of Solar QBO and SCM
From Figure 6 and Table 1 one can easily see that the IMF6 for each time series represents the ∼11-year periodicity, which can be defined as the SCM for further analysis. The average periodicities of the IMF6 are calculated to be 12.291 ± 0.1425 years and 12.076 ± 0.1418 years for solar Hα flare index in the northern and southern hemispheres, respectively. The average periodicity of IMF4 for each data set is associated with the typical timescales between 1 and 3 years, one is 1.4099±0.2280 years, the other is 2.1471±0.0582 years, so the IMF4 of Hα flare activity in the two hemispheres could be considered as the solar QBO.
Here, it should be pointed out that why IMF3 is not taken as a part of solar QBO. The typical periodicity of IMF3 is 0.9800 ± 0.0242 years in the northern hemisphere and 1.0208 ± 0.0142 years in the southern hemisphere. On the one hand, a large fraction of IMF3 is outside the QBO definition. On the other hand, this IMF is most likely related to the annual-variation signal. The one-year periodicity has been found in many solar activity indicators, but its origin is still doubtful. It is difficult to rule out the possibility that this periodicity is not due to the Earth's orbital revolution (Javaraiah et al. 2009 ). Up to now, there has been no quantitative analysis about the effect of Earth's helio-latitude on the measurement of the Sun, and the physical origin of the one-year periodicity is an open issue.
Phase Relationship of Hemispheric QBO
There are many statistical analysis techniques to investigate the phase relationship of solar time series. Generally speaking, the series of auto-correlation coefficients represents the correlation between the successive data of a single time series. The cross-correlation analysis could be applied to determine the degree of fit between two time series. To investigate the phase relationship of hemispheric QBO of solar flare activity in the two hemispheres, the cross-correlation analysis method is chosen in this work.
The top and middle panels of Figure 7 display the temporal variabilities of solar QBO of Hα flare activity in the northern and southern hemisphere, respectively. From this figure one can easily see that the temporal variabilities of solar QBO in the two hemispheres behave differently during the considered time interval, suggesting that solar QBO should be asynchronous in the northern and southern hemispheres.
The bottom panel of Figure 7 shows the results of the cross-correlation analysis of the hemispheric QBO of solar Hα flare activity with the phase lags between -80 and 80 months. The abscissa indicates the phase shift of the northern hemisphere with respect to the southern one along the calendar-time axis, with positive values representing forward shifts (i.e., the northern hemisphere begins earlier in time). The red dash-dotted lines are the 95% confidence levels, which are calculated by the standard MATLAB code for cross-correlation analysis. Here, the relative phase shifts are only chosen from -80 to 80 months, so most of the local peaks are above the 95% confidence levels.
When there is no phase shift between the two, the correlation coefficient is 0.28, indicating that solar QBO in the two hemispheres are positive correlation. When the relative phase shifts between the two are -53, -12, 15, and 50 months, the values of the correlation coefficient reach local minima of -0.11, -0.42, -0.19, and -0.11, respectively. The average interval between each two neighboring local minima is 34±7 months (2.83±0.58 years). When the phase shifts are -66, -25, 1, and 29 months, the values of the correlation coefficient peak at local maxima of 0.13, 0.28, 0.30, and 0.12, respectively. The average interval between each two neighboring local maxima is 32±8 months (2.67±0.21 years). Therefore, solar QBO of Hα flare activity in the two hemispheres have a complicated phase relationship, but does not show any systematic regularity.
Phase Relationship of Hemispheric SCM
The top and middle panels of Figure 8 northern and southern hemisphere, respectively. From this figure one can easily see that the temporal variabilities of the SCM in the two hemispheres behave differently during the considered time interval, implying a slight decoupling between the two hemispheres. The bottom panel of Figure 8 shows the results of the cross-correlation analysis of the hemispheric SCM with the phase lags between -120 and 120 months. Their phase difference is found to be 9 months where the correlation coefficient has a largest value (0.64), which is above the 95% confidence levels shown by the red dash-dotted lines. It is worthy of note that the phase difference obtained by us is slightly larger than the results given by previous authors, such as 5-7 months by studying the sunspot areas (Ravindra & Javaraiah 2015) and flare index (Deng et al. 2017) .
For all we know, the above-mentioned studies only smoothed the solar time series with 13 months, but did not consider the different periodic components that are responsible for the hemispheric phase difference. For example, Li et al. (2010) found that the high-frequency components of hemispheric flare activity exhibit an asynchronous behavior with strong phase mixing, but the low-frequency components, corresponding to the timescales around the Schwabe cycle (8-12 years), display strong synchronous behavior with coherent phase angles. Therefore, the temporal variability of the SCM in the northern hemisphere begins 9 months earlier than that in the southern one during the time interval from 1966 to 2014.
Amplitude Asymmetry of Hemispheric QBOs
Since 1955, the north-south asymmetry (i.e., the hemispheric asymmetry) of solar magnetic activities has been widely studied by introducing the normalized asymmetry index N ns (Newton & Milsom 1955) and the absolute asymmetry index A ns (Ballester et al. 2005) . Here, the time series of N ns is defined as the (Q n − Q s )/(Q n + Q s ), where Q n and Q s stand for the values of the considered solar activity index corresponding to the northern and southern hemispheres, respectively. The time series of A ns , Q n − Q s , is calculated as the absolute difference between the amplitude indices Q n and Q s . Ballester et al. (2005) pointed out that the statistical analysis results obtained by the application of the power spectrum analysis to the time series of N ns are misleading. In this work, the definition of the time series of A ns is thus applied to investigate the periodic variation of hemispheric QBO of solar Hα flare activity. The time series of A ns for hemispheric QBO is shown in the upper panel of Figure 9 . From this figure one can see that the hemispheric QBO of solar Hα flare activity exhibits a strong asymmetry around the times of solar maximum (indicated by red dashed lines).
To perform the periodic behavior of the hemispheric asymmetry of solar QBO of Hα flare activity, the wavelet transform software proposed by Torrence & Compo (1998) is chose to analyze the localized variations in the timefrequency space, and the analysis results are shown in the lower panel of Figure 9 . In our analysis, we choose the Morlet function as the mother function, and the red-noise significance test is performed.
For the A ns time series of the hemispheric QBO, the periodic scales ranging from 1 to 3 years are most dominant during the solar maxima of cycles 21-24, especially in cycles 21 and 22, but they are absent around the times of cycle minimum. Our results are agreement with and further enhance the previous results given by other authors. For instance, Badalyan & Obridko (2004 and Badalyan et al. (2008) found that solar QBO in the asymmetric time series are even more pronounced and better synchronized than QBO in the indices themselves, and there is a negative correlation between the QBO power and the northsouth asymmetry. 
CONCLUSIONS AND DISCUSSIONS
Using the solar Hα flare index in the northern and southern hemispheres from 1966 January to 2014 December, we presented the statistical analyses of the phase and amplitude asymmetry of solar oscillation modes at different timescales. Firstly, the EEMD technique was applied to extract the IMFs of solar Hα flare activity and to reveal the periodicities. Then, the phase asynchronism of the hemispheric QBO and SCM were separately studied by the cross-correlation analysis method. And finally, the wavelet transform analysis was applied to study the periodic variation of the northsouth asymmetry of the hemispheric QBO.
By using the EEMD method, the time series of solar Hα flare index in the two hemispheres are decomposed into eight IMFs and a trend. The IMF6 for each data set represents the ∼11-year periodicity, which could be defined as the SCM. The average periodicity of IMF4 for each data set is associated with the typical timescales of 1-3 years, so the IMF4 in each hemisphere is considered as the solar QBO.
Based on the cross-correlation analysis, solar QBO in the two hemispheres has a complicated phase relationship, but does not show any systematic regularity. However, the SCM in the northern hemisphere begin 9 months earlier than that in the southern one during the considered time interval. That is, the phase relationship of the hemispheric QBO differs from that of the hemispheric SCM. The former one is very complex, while the latter one is very simple. They are not correlated with each other, so they may have either different physical origins or the similar process with different parameters. A possible reason is that the magnetic field strength and the differential rotational parameters in the two hemispheres of the Sun vary in time depending on the amplitude and phase in a certain cycle, which brings out different periodicities and growth rates of solar magnetic fields in the northern and southern hemispheres. Previous studies have often revealed the existence of the phase and amplitude asymmetry of solar activity indicators in the two hemispheres, and there are several possibly theoretical explanations based on the solar dynamo theories. For example, Goel & Choudhuri (2009) demonstrated that the randomness in the dynamo processes can lead to the amplitude of the poloidal fields stronger in one hemisphere than the other one. The asymmetric polar-field reversals should be related to the hemispheric asynchronism of solar activities, which has been found by Svalgaard & Kamide (2013) . Belucz et al. (2015) found that the effect of greater inflows into the active region in one hemisphere can make the activity level in that hemisphere larger compare to the other one. Shukuya & Kusano (2017) used the mean field theory to study the intercorrelation between the dipoleand quadrupole-type components of solar magnetic fields. They found that two different attractors may exist in the solar activity cycle, and this can be applied to explain the phase asynchronism of solar activities and polar-field reversal. Based on an updated Babcock-Leighton-type dynamo model, Schüssler & Cameron (2018) showed that the absolute hemispheric asymmetry of solar magnetic activity could be naturally explained by the superposition of an excited dipolar mode and a linearly damped, but randomly excited quadrupolar mode. We wish that, in the near future, more observational data sets driven numerical simulations required to better understand and reveal the physical process of the phase and amplitude asymmetry of solar QBO. learning (2017KZDXM062). Last, but not least, the authors wish to express their gratitude to the anonymous referee for constructive suggestions on our manuscript that greatly improved the content and presentation of this work.
