Abstract-Performance of automatic speech recognition (ASR) systems utilizing only acoustic information degrades significantly in noisy environments such as a car cabins. Incorporating audio and visual information together can improve performance in these situations. This work proposes a lip detection and tracking algorithm to serve as a visual front end to an audio-visual automatic speech recognition (AVASR) system. Several color spaces are examined that are effective for segmenting lips from skin pixels. These color components and several features are used to characterize lips and to train cascaded lip detectors. Pre-and post-processing techniques are employed to maximize detector accuracy. The trained lip detector is then incorporated into an adaptive mean-shift tracking algorithm for tracking lips in a car cabin environment. The experimental results based on AVICAR database demonstrated that the resulting detector achieves 96.8% accuracy, and the tracker is shown to recover and adapt in scenarios where mean-shift alone fails.
I. INTRODUCTION
Automatic Speech Recognition (ASR) has achieved great success since its invention in 1950s [1] . Today, it finds a wide range of applications, notably in commercial products such as iPhone's Siri and Amazon's Echo. However ASR performance degrades significantly in noisy conditions where audio signal is corrupted. Since human speech perception is a multimodal process that includes visual observations, speech recognition can benefit from this visual information. While previous research demonstrated that the visual modality is a viable tool for identifying speech [2] , [3] , the visual information has yet to become utilized in mainstream ASR. Despite years of research attention, there has been limited success in creating a system that can reliably detect lips in a real-world environment [4] - [6] . Many studies rely on data created in controlled environments [7] , [8] .
This work proposes a visual front end for an AudioVisual Automatic Speech Recognition (AVASR) System that detects and tracks a subject's lips in a car cabin environment by using the AVICAR database [9, 10] . AVICAR was recorded in a moving automobile with cluttered background and changing lightings, thus presents a real challenge for the vision system. This paper is organized as follows. Section II studies various color components and features to optimize detection and tracking performance. In Sections III and Section IV, analysis and testing of the proposed system was performed using still image frames and videos from the AVICAR database. Finally, a brief summary is given in Section V.
II. COLOR ANALYSIS
Analysis to determine the optimal color component(s) for tracking was performed using 100 frames from AVICAR depicting 25 unique subjects. Each frame contains only one subject with face and lips clearly visible. The subjects' face and lips were manually cropped from the frame using a lasso tool to minimize contamination from non-class pixels. The result was three datasets with 100 images each -background, face, and lips. Fig. 1 shows one example from each of the datasets. The color makeup of each dataset was examined in nine color spaces: RGB, grayscale, xyY, YUV, HSV, CIELAB, YCbCr, and c1c2c3. Grayscale is included for comparison, while other luminance components were ignored, leaving 19 color components total. Table I summarizes the resulting statistics for the face and lip datasets.
The effectiveness of each color component was measured using squared mean difference normalized by variance shown in (1), where ,, μ F , σ L , and σ F are the mean and standard deviations of the lip and face histograms, respectively. This metric measures the separation between the face and lip distributions while accounting for large variances.
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The top four color components, as measured by SMD, were g, a*, c1, and c2. The performances of these components for lip detection are examined in Section III. Since c1 and c2 showed the largest SMD overall compared to other color spaces, they are used in the tracking algorithm studied in Section IV. 
III. LIP DETECTION
A. Training Viola-Jones object detection algorithm [11] is employed for lip detection. Three feature types were examined for training cascaded lip detectors -Histograms of Oriented Gradients (HOG) [12] , Local Binary Patterns (LBP) [13] , and Haar-like features [11] . Training was performed using these three features and five different color components, producing 15 detectors total. The color components chosen were grayscale, g, a*, c1, and c2.
The detectors were trained using the AdaBoost implementation in MATLAB [14] . The training set consisted of 300 positive samples and 700 negative samples -all frames taken from AVICAR. Examples from the training set are shown in Fig. 2 . False positive rates and true positives rates were set to 50% and 99.5% for each stage of all detectors. Similarly, the object training size was set to 32 by 58 pixels, the average size of the positive samples. The cascaded training function was allowed to maximize the number of stages with the given samples up to 20 stages.
B. Lip Detector Test Setup
The lip detectors were tested on a test dataset of 200 images from AVICAR. The images in the test dataset resemble, but are different, from those in the positive training set.
Face detection is currently very reliable using the ViolaJones algorithm. MATLAB's implementation of the ViolaJones face detector correctly located 97% of faces within the test images. Thus, the lip detectors were tested assuming the face bounding box is known.
To reduce false positives (FP) from other facial features such as eyes and eyebrows, the detector only considers the bottom half of the face bounding box. The face bottom becomes the detector region of interest (ROI). The face bottom and true lip locations were manually marked in each image for easy visual verification. Overlap ratios between the returned detection and the true lip locations were used to gauge the accuracy of the detections [15] . Through visual inspection, r min ×r union ≥0.3 was established as an appropriate threshold for true positive (TP) classification, where r union and r min are the union and minimum overlap ratios. A detection is classified as FP otherwise.
True negative (TN) and false negative (FN) counts were determined from the TP and FP counts for each image. A face bottom ROI can be segmented into lip and non-lip regions. Positive detections returned within the non-lip region will be classified as FP. It follows that if no FP detections are returned, no positive detections occurred within the non-lip region. In this case, one TN would be counted since the detector correctly returned negative detections within the non-lip region. Similarly, a FN would be counted if no TP detections were returned for a given image since the detector incorrectly returned a negative detection for the true lip region. Fig. 3 shows an example of an output from the lip detector. The "lip" bounding box is a returned detection, and the shaded region is the manually marked true lip location. In this image, the detector returned one TP, one TN, zero FP, and zero FN.
To summarize, a given detection is classified as TP if r min ×r union ≥0.3 and classified as FP otherwise. For a given image, a FN is counted when a TP detection is not returned, and a TN is counted when a FP detection is not returned.
Detector accuracy is calculated using TP, TN, FP, and FN counts:
These definitions allow the performance of each detector to be measured automatically and objectively.
C. Baseline Lip Detection Results
Fig . 4 shows the accuracy of each detector before preand post-processing techniques are applied. Baseline results showed that the detector trained with grayscale images and HOG features outperformed all other detectors. In most cases, detectors trained with grayscale images outperformed other detectors regardless of feature type. The color components from the previous section were considered because they included only chrominance information and were immune to illumination changes. They also showed the largest separation between the face and lip distributions. The features being used by the classifiers rely on differences in intensity values to characterize lips. So, by design, these features are already immune to mean luminance changes. Illumination differences created by the contours of the subject's face and mouth are not present in the c2 chrominance image. These illumination differences are features that help characterize the lips.
A feature should allow for repeatable detections. In other words, lips in different images should produce similar features. To calculate the consistency of features between images, the HOG vector was calculated for each positive sample used for training (300 images total). The positive samples were resized to 32x58 so the resulting HOG vectors all contained 648 components each. The consistency of the vector components was measured by calculating the standard deviation of each component among the 300 positive training samples. For example, Fig. 6 shows the standard deviation of each vector component for gray (blue) and c2 (red). Visually, c2 (red) appears to have higher standard deviation among its components than gray (blue) indicating less consistency between images. The overall consistency of the vectors was measured by taking the average of all the standard deviation values. Fig. 7 shows the average standard deviation relative to grayscale. . This analysis shows gray produces the most consistent HOG vectors, followed by g, c2, c1, and a*. The consistency of the HOG vectors corresponds exactly with the HOG detector accuracy shown in Fig. 4 -lower standard deviation results in higher accuracy.
Thus, out of all the color components considered, gray is most effective for lip detection since it preserves the features needed to characterize lips and train the detector. Subsequent sections focus only on improving the grayscale detectors.
D. Pre-Processing
Pre-processing techniques were used on the test images to maximize the true positive rate (TPR), or hit rate, which establishes the upper bound on detector accuracy. Fig. 8 and Fig. 9 show the effect on TPR and accuracy after applying different pre-processing techniques (relative to baseline). The comparison shows that combining image sharpening and 256 bin histogram equalization produced the highest TPR with minimal effect on accuracy. 
E. Post-Processing
After maximizing TPR, further improvement in accuracy was achieved by reducing the FP rate. The gray HOG detector achieved a maximum 93.5% TPR using histogram equalization (256 values) followed by sharpening. This process produced 14 false positives total. Fig. 10 shows four of the false positives remaining for the gray HOG detector. Since the ROI has been limited to the bottom of the face, the lips occupy a relatively large area of the ROI. And within the bottom of the face, only the nose contains different intensity values needed for features. The rest of the skin pixels have relatively uniform intensity. In fact, all 14 remaining false positives were caused by the subject's nose. By selecting the widest lip detected, most false positives caused by the subject's nose can be eliminated since lips are typically wider than noses. Fig. 11 shows the only remaining false positives for the gray HOG detector after filtering the detections by size. In the left image, the subject's nose was the only positive detection returned for this test image. Since the true lip was not detected, this false positive could not be eliminated through this selection process. In the right image, selecting by size did not select the correct detection. The detection caused by the nose in this image is wider than the true positive lip detection.
The merge threshold was then varied between 1 and 16. Fig. 12 shows the resulting accuracies as the threshold is adjusted, with the maximum accuracy of each detector labeled.
The highest accuracy is achieved by the HOG detector at 96.8% with the threshold set to 3. Fig. 13 shows the flowchart for the final lip detector. Figure 12 . Detector accuracy vs. merge threshold. 
IV. ADAPTIVE MEAN-SHIFT TRACKING
The resulting lip detector was combined with an adaptive mean-shift (aMS) tracker [16] to complete the AVASR system visual front end. Standard mean-shift (MS) tracking [17] contains a static model that does not adapt if the target's features change over time. Furthermore, since MS assumes the target is always visible, MS may lose its target if the target becomes occlude or leaves the frame momentarily.
To give the tracking algorithm the ability to adapt, similarity between the current target and model is calculated at a constant interval of frames via the Bhattacharyya coefficient. If the coefficient value falls below a preset threshold, that indicates the target being tracked differs too greatly from the model, indicating the target has likely been lost.
When this occurs, the algorithm runs the lip detector trained in the previous section on each frame until a new lip is found. The model is then replaced by this new lip and the MS tracking resumes using this new model. 
A. Tracking Results
The MS and aMS scripts were tested on five videos from AVICAR, each containing 2000 frames and running 1 minute 7 seconds. Both tracking algorithms use an Epanechnikov kernel, a shift-vector threshold of 2, and a maximum of 10 shifts per iteration. Fig. 15 shows the flow chart of the adaptive MS algorithm. The non-adaptive MS algorithm omits the similarity comparison at the start of each frame.
Both trackers begin by running the lip detector on each frame until lips are found. Since the same lip detector is used, both trackers begin with their tracking windows at the same frame and initial location, and hence the same model distribution. For all videos tested, the lip detector correctly acquired the subject's lips to create the initial model. The model distribution is formed using its c1 and c2 twodimensional histogram. The resulting videos were manually scanned to determine the accuracy of the tracker. In four of the videos tested, the MS tracker eventually loses tracking of the lips, while the adaptive tracker can follow the lips until the end of the video. In both cases, the bounding box tends to hover around the true lip location when the subject is not moving. For aMS, the bounding box is sometimes off-center from the lips, but includes at least 75% of the true lip pixels. In contrast, when the non-adaptive MS tracker loses the target, the bounding box does not include any true lip pixels.
B. Processing Time
One concern for the adaptive tracker is processing speed. In all tests, the trackers could process the videos faster than real-time, i.e. less than the video's length of 67 seconds. However, the adaptive tracker adds several extra processes if the similarity falls below its threshold. This would suggest the adaptive tracker may require more processing time than MS tracking alone.
Of the five videos tested, the aMS tracker required 0.4% less processing time than the MS tracker on average. Fig. 16 shows the number of shift vectors calculated by each tracker for Video 4, which gives insight into their processing times. The number of shift vectors indicates how many times the tracking window is shifted for a given frame. Note that shift vectors are not calculated until frame 91, which is the first frame where lips are detected. The MS tracker averages 0.85 shifts per frame, while the adaptive tracker averages 0.73 shifts per frame for this video.
When the MS tracker loses its target, which occurs in this video, the tracking window requires more iterations to converge on a local maximum. Thus, the extra time required to converge causes the MS tracker to perform slower than the adaptive tracker. Also in this video, the subject turns her head starting frame 768, so no shift vectors are calculated by the adaptive tracker during this time. 
V. SUMMARY
This paper presented a lip detection and tracking algorithm that is reliable in an unconstraint environment. It has been shown that features like HOG, Haar, and LBP rely on differences in intensity values to effectively describe targets. Thus luminance values are more effective for lip detection than the chrominance components. Furthermore, using HOG to characterize lips created a lip detector that is 26% more accurate than using Haar features, and 13% more accurate than using LBP. Pre-and post-processing contributed to additional improved accuracy. For lip tracking, c2 color component is used because it produces the strongest contrast between the lips and the background and is invariant to lighting changes. An adaptive mean-shift tracker using c2 was developed that provides satisfactory tracking results. Tests on AVICAR videos validated its ability to reacquire its target when MS fails. The adaptive nature also allows the algorithm to converge on its target faster. Number of Shifts
