LOFAR Deep Fields: probing a broader population of polarized radio 

galaxies in ELAIS-N1 by Herrera Ruiz, N. et al.
Astronomy & Astrophysics manuscript no. paper ©ESO 2020
November 18, 2020
LOFAR Deep Fields: Probing a broader population of polarized
radio galaxies in ELAIS-N1
N. Herrera Ruiz1, S. P. O’Sullivan2, V. Vacca3, V. Jelić4, B. Nikiel-Wroczyński5, S. Bourke6, J. Sabater7, R.-J.
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ABSTRACT
We present deep polarimetric observations of the European Large Area ISO Survey-North 1 (ELAIS-N1) field using the Low Fre-
quency Array (LOFAR) at 114.9-177.4 MHz. The ELAIS-N1 field is part of the LOFAR Two-metre Sky Survey deep fields data
release I. For six eight-hour observing epochs, we align the polarization angles and stack the 20′′-resolution Stokes Q, U-parameter
data cubes. This produces a 16 deg2 image with 1σQU sensitivity of 26 µJy beam−1 in the central area. In this paper, we demonstrate
the feasibility of the stacking technique, and we generate a catalog of polarized sources in ELAIS-N1 and their associated Faraday
rotation measures (RMs). While in a single-epoch observation we detect three polarized sources, this number increases by a factor
of about three when we consider the stacked data, with a total of ten sources. This yields a surface density of polarized sources of
one per 1.6 deg2. The Stokes I images of three of the ten detected polarized sources have morphologies resembling those of FR I
radio galaxies. This represents a greater fraction of this type of source than previously found, which suggests that more sensitive
observations may help with their detection.
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1. Introduction
The Low Frequency Array (LOFAR, van Haarlem et al. 2013)
is a phased array radio interferometer, developed to explore the
low-frequency radio sky (below 250 MHz). Because of its large
field of view (>10 deg2 at 150 MHz), LOFAR is ideal for per-
forming large-area sky surveys.
In addition to being a general purpose facility, LOFAR has
been used to conduct several large key projects. These include
studies of the Epoch of Reionization (EoR), deep extragalactic
surveys, transient sources, ultra high energy cosmic rays, solar
science and space weather, and cosmic magnetism.
The present project is carried out within the framework of the
LOFAR Magnetism Key Science Project (MKSP1), which aims
to study the magnetized Universe using LOFAR. Magnetic fields
are ubiquitous throughout the Universe, and they play an impor-
tant role in galaxy and galaxy cluster evolution as well as in the
interstellar and intracluster media (e.g., Beck and Wielebinski
2013). The Faraday rotation measure (RM) quantifies the de-
gree of rotation undergone by the polarization position angle,
as a function of wavelength-squared, due to magneto-ionic me-
dia between the emitting source and the observer. Therefore, the
RM provides information about magnetic fields along the line
of sight (e.g., Han 2017). Catalogs of RMs of polarized radio
sources can be used to study the Faraday rotation of our Galaxy
1 http://lofar-mksp.org
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and constrain its large-scale magnetic fields (e.g., Hutschen-
reuter and Enßlin 2020; Van Eck et al. 2011; Sobey et al. 2019).
These catalogs are also powerful tools for the study of extra-
galactic large-scale magnetic fields, as shown by Bonafede et al.
(2010), who determined the Coma cluster magnetic field strength
from RMs. Moreover, due to the high sensitivity and high pre-
cision of new-generation radio interferometers, RM catalogs of
polarized radio sources will be key components for the investi-
gation of the magnetization of the cosmic web (e.g., Vacca et al.
2016; O’Sullivan et al. 2020).
Polarization observations can be used to investigate the emit-
ting sources and the magneto-ionic media moving toward them
by using Faraday rotation and frequency-dependent depolariza-
tion measurements (e.g., Burn 1966; Sokoloff et al. 1998). For
example, different source populations can be distinguished and
characterized (Farnes et al. 2014; Anderson et al. 2015). Two
of the main science goals that are particularly relevant to deep
field polarization observations are: i) the study of galaxy evo-
lution through the analysis of polarized source populations and
the characterization of individual polarized sources; and ii) to
enlarge the database of extragalactic Faraday RMs used for the
study of cosmic magnetism. Here, we present a catalog of po-
larized radio sources detected using LOFAR observations of the
European Large Area ISO Survey-North 1 (ELAIS-N1) field, in-
cluding their RMs and additional characteristics.
The ELAIS-N1 field was one of the regions observed by
the ELAIS survey (Oliver et al. 2000) in the Northern Hemi-
sphere (RA = 16h10m01s, Dec = 54◦30′36′′). This survey was
a single Open Time project conducted by the Infrared Space
Observatory (ISO, Kessler et al. 1996). This field has excep-
tional multiwavelength coverage. It has been observed at X-ray
(Manners et al. 2003), ultraviolet (Martin et al. 2005; Morris-
sey et al. 2007), optical (McMahon et al. 2001; Aihara et al.
2018), and infrared wavelengths (Lawrence et al. 2007; Lons-
dale et al. 2003; Mauduit et al. 2012; Oliver et al. 2012). Kon-
dapally et al. (2020) present a detailed description of the mul-
tiwavelength coverage of the field. At radio frequencies, the
ELAIS-N1 field was observed with the Giant Metrewave Ra-
dio Telescope (GMRT) at 325 MHz (Sirothia et al. 2009) and
at 610 MHz (Ocran et al. 2020). Chakraborty et al. (2019) ob-
served it with the upgraded GMRT at 300-500 MHz. Sabater
et al. (2020) present a comparison between these previous ra-
dio observations and our observations of the field. In addition,
the ELAIS-N1 field has been covered by several large radio sur-
veys, including the Westerbork Northern Sky Survey (WENSS,
325 MHz, Rengelink et al. 1997), the NRAO Very Large Array
Sky Survey (NVSS, 1.4 GHz, Condon et al. 1998), and the Faint
Images of the Radio Sky at Twenty Centimeters Survey (FIRST,
1.4 GHz, Becker et al. 1995; White et al. 1997).
Radio source counts are a useful tool for studying the evo-
lution of radio source populations. They have been well studied
in total intensity (e.g., Hopkins et al. 2003; Condon et al. 2012;
Smolčić et al. 2017), but polarized radio source counts are under-
explored, in particular at low frequencies and at sub-mJy flux
densities. Polarized source counts probe the evolution of mag-
netic fields and, at low flux densities, are thought to be sensi-
tive to properties of the various radio source populations in a
different way than the total-intensity source counts, since differ-
ent populations are expected to show different intrinsic polariza-
tion properties related to the different mechanisms of emission
(Stil et al. 2009; Hardcastle et al. 1997; Laing and Bridle 2014).
Taylor et al. (2007) presented polarimetric observations of the
ELAIS-N1 field at 1.4 GHz. They imaged a region of 7.43 deg2
to a maximum sensitivity in Stokes Q and U of 78 µJy beam−1,
and detected 83 polarized sources. Grant et al. (2010) presented
an extension of that study, imaging a region of 15.16 deg2, also
at 1.4 GHz, to a maximum sensitivity in Stokes Q and U of
45 µJy beam−1, and detected 136 polarized sources. They con-
structed the Euclidean-normalized polarized differential source
counts down to 400 µJy and found that fainter radio sources have
a higher fractional polarization than the brighter ones. This re-
sult was questioned by Hales et al. (2014a,b), who described the
second data release of the Australia Telescope Large Area Sur-
vey (ATLAS) at 1.4 GHz and presented the 1.4 GHz Euclidean
normalized differential number-counts from observations of the
Chandra Deep Field-South (CDFS) and European Large Area In-
frared Space Observatory Survey-South 1 (ELAIS-S1) regions.
They found a smooth decline in both the total-intensity and lin-
ear polarization source counts from mJy levels down to ∼100 µJy
(their survey limit) and no signs of an anticorrelation between
total-intensity and fractional polarization.
The precision in RM measurements largely depends on the
span in wavelength-squared, λ2, and the sensitivity of the ob-
servations. Therefore, very-low-frequency observations allow us
to measure Faraday depths very precisely (typical precision on
the order of 0.1 rad m−2; see Brentjens and de Bruyn 2005).
However, the degree of polarization of most sources decreases
with decreasing frequency due to Faraday depolarization (Burn
1966). Bernardi et al. (2013) presented a Stokes I, Q, and U sur-
vey at 189 MHz with the Murchison Widefield Array (MWA;
Tingay et al. 2013) covering 2400 deg2 and found that the polar-
ization fraction of compact sources decreases at lower frequen-
cies. Lenc et al. (2016) presented deep polarimetric observations
at 154 MHz with the MWA, covering 625 deg2, and detected four
extragalactic polarized sources. A follow-up wide-area MWA
survey effort based on the GaLactic and Extra-Galactic All-
Sky MWA (GLEAM) survey (Hurley-Walker et al. 2017), called
the POlarization from the GLEAM Survey (POGS; Riseley
et al. 2018), led to the detection of 81 sources in 6400 deg2
at 216 MHz, and 517 sources over the full southern sky at
169−231 MHz (Riseley et al. 2020). However, these studies have
relatively low angular resolution (≈ 3 − 16 arcmin), which can
make the detection of polarized sources at low frequencies even
more challenging due to beam depolarization.
In general, recent developments in low-frequency radio in-
terferometers and improvements in calibration techniques have
enabled the detection of many extragalactic polarized sources.
In particular, LOFAR has the potential to minimize the effect of
beam depolarization with observations at higher angular resolu-
tion. Neld et al. (2018) developed a computationally efficient and
rigorously defined algorithm to find linearly polarized sources in
LOFAR data and applied it to previously calibrated data of the
M51 field (Mulcahy et al. 2014). Van Eck et al. (2018) reported
developments in polarization processing for the 570 deg2 pre-
liminary data release region from the LOFAR Two-Metre Sky
Survey (LoTSS2, Shimwell et al. 2017, 2019) and presented
a catalog of 92 polarized radio sources at 150 MHz with 4.3-
arcmin resolution and 1 mJy root mean square (rms) sensitivity.
O’Sullivan et al. (2019) presented the Faraday RM and depo-
larization properties of a giant radio galaxy using LOFAR and
demonstrated the potential of LOFAR to probe the weak signa-
ture of the intergalactic magnetic field (see also O’Sullivan et al.
2020).
In order to study magnetic fields in extragalactic sources, it is
essential to reach similar sensitivity to the surveys at higher fre-
quencies, but with higher precision in RM. This requires very
2 https://lofar-surveys.org
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deep observations at low frequencies, well below the thermal
noise of a typical eight-hour LOFAR observing run. Therefore,
in order to improve the signal-to-noise ratio (S/N) of our data and
detect fainter sources, we tested and implemented a new stacking
procedure to combine the Stokes Q and U data cubes obtained
from several LOFAR observations.
Here, we present the methods and results using LOFAR im-
ages of a 16 deg2 area toward the ELAIS-N1 field. The structure
of this paper is as follows. In Sect. 2, we give an overview of the
radio polarization observations and of the data calibration pro-
cess. The description of the stacking technique is presented in
Sect. 3. In Sect. 4, we present our catalog and discuss the prop-
erties of the detected sources, and we summarize our findings in
Sect. 5. Throughout this paper, we assume a flat Lambda cold
dark matter (ΛCDM) cosmology with H0 = 67.4 km s−1 Mpc−1,
ΩM = 0.315, and ΩΛ = 0.685 (Planck Collaboration et al. 2018).
2. Observations and data processing
2.1. Observations
A polarimetric analysis of the ELAIS-N1 field with LOFAR was
initially carried out as part of commissioning activities to char-
acterize the LOFAR performance and the foregrounds in the LO-
FAR EoR fields (Jelić et al. 2014). Since then, significantly more
data have been accumulated. Here we present observations of the
ELAIS-N1 field, as part of the LoTSS Deep Field project. The
LoTSS Deep Fields comprise substantially deeper observations
of the four best-studied degree-scale extragalactic fields in the
northern sky, with an ultimate aim of reaching an rms depth of
∼10 µJy beam−1 over 30-50 deg2. The LoTSS Deep Fields first
data release (Tasse et al. 2020; Sabater et al. 2020) comprises
100-200 hours of data on each of three of these fields (ELAIS-
N1, Lockman Hole and Boötes).
The observations of the ELAIS-N1 field used for this project
were carried out with the LOFAR High Band Antenna (HBA)
between May 2013 and August 2015 (cycles 0, 2, and 4; propos-
als LC0_019, LC2_024, and LC4_008). A total of 27 epochs,
where an epoch is defined as an eight-hour LOFAR observation,
were observed in full polarization. However, five data sets were
excluded because of poor ionospheric conditions, noise levels,
or data quality. This resulted in 22 available epochs and a total
of 176 hours of observations. The observations were followed
by 5 to 10 minute observations of 3C380, which was the source
selected for the primary calibration process. For all epochs, the
observations were centered at RA = 16h11m and Dec = 55◦00′. A
detailed description of the observations can be found in Sabater
et al. (2020).
In this paper, we only used six epochs for testing purposes
and to validate our new procedures on a representative subset of
the available data. The Stokes Q and U data cubes each have 640
frequency channels with a channel width of 97.7 kHz, covering
a frequency range from 114.9 MHz to 177.4 MHz. The imaged
region covers an area of 16 deg2. The identification numbers of
the selected epochs used here are: 020, 024, 027, 028, 030, and
031. The other epochs either had a different frequency resolu-
tion or showed some artifacts in their polarized intensity images,
which will require further analysis. We will present results from
the combination of a larger set of observations in a follow-up
paper.
2.2. Data calibration
New calibration pipelines and software were required in order to
deal with the data size (up to 4 TB for each data set) and with the
correction for direction-dependent ionospheric effects (Intema
et al. 2009). First, the data were calibrated using the software
PREFACTOR3. This pipeline was developed to correct for various
instrumental and ionospheric effects in LOFAR observations. It
performs a direction-independent calibration and prepares the
data to be used for any subsequent direction-dependent calibra-
tion. The procedure is described by de Gasperin et al. (2019);
see also van Weeren et al. (2016) and Williams et al. (2016). The
calibrator source 3C380 was used. The AOFLAGGER from Of-
fringa et al. (2012) was used to flag the data for radio frequency
interference (RFI). The RMEXTRACT4 software (Mevius 2018)
was used to correct the data for temporal variation in ionospheric
Faraday rotation. Sotomayor-Beltran et al. (2013) estimated un-
certainties of 0.1 – 0.3 rad m−2 after correcting for ionospheric
Faraday rotation. The resulting calibration solutions were then
applied to the target field.
Once the direction-independent calibrated data were ob-
tained, they were further processed to correct direction-
dependent effects using the latest version of the DDF-pipeline5
(Tasse et al. 2020). This pipeline was developed to produce high-
fidelity images for the LOFAR surveys. It performs several it-
erations of direction-dependent self-calibration on the data us-
ing kMS6, which is a direction-dependent radio interferometric
calibration package (Tasse 2014a,b; Smirnov and Tasse 2015),
and DDFACET7, which is a facet-based radio imaging pack-
age that takes into account generic direction-dependent effects
(Tasse et al. 2018). Among the final products of the pipeline
are Q,U cubes generated for each epoch at an angular resolu-
tion of 20′′. The data cubes are not deconvolved (i.e., all sources
are convolved with the dirty beam). This explains the structures
seen around bright sources in polarized intensity. A detailed de-
scription of the data calibration for this project can be found in
Sabater et al. (2020).
In Fig. 1, we show an image of the noise in the polarized
intensity map (σQU, see Sect. 2.3) of one of the epochs of the
observations of the ELAIS-N1 field. We also outline the re-
gion imaged by Grant et al. (2010) at 1.4 GHz (orange square),
the region chosen to test our stacking technique (green rect-
angle, see Sect. 3), and the location of the detected polarized
sources (marked with red squares and blue circles, see Sect. 4.2).
The central coordinates of the LOFAR observations were offset
from the region originally defined by Oliver et al. (2000) as the
ELAIS-N1 field (cyan rectangle) in order to better exploit mul-
tiwavelength surveys of the field (Kondapally et al. 2020). In
the noise map we can see the pattern created by the facet lay-
out used in the DDF-pipeline (Tasse et al. 2020), which solves
and corrects the direction-dependent errors in a number of facets
that cover the observed field of view. The facets appear clearly
in the noise map because each calibration direction has inde-
pendent calibration solutions and primary beam corrections. We
expect higher rms noise with increasing distance from the point-
ing center because of the decrease in sensitivity associated with
the primary beam response. This pattern is no longer visible us-
ing the latest version of DDFACET (see e.g., Sabater et al. 2020),
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Fig. 1: Grayscale image of the noise in the polarized intensity
map from the epoch 024 observations of ELAIS-N1 at 114.9-
177.4 MHz. The pattern seen is due to the facet layout used in the
DDF-pipeline. The angular resolution of the observations is 20′′.
The green square shows the region chosen to test our stacking
technique (1.4 deg × 1.7 deg). The cyan square represents the
ELAIS-N1 field originally defined by Oliver et al. (2000). The
larger orange square represents the area imaged by Grant et al.
(2010) at 1.4 GHz. The red squares represent the locations of the
detected polarized sources in the epoch 024 data alone. The blue
circles represent the locations of the detected polarized sources
after using the stacking technique for the six epochs described in
the text.
map is applied. However, an early version of the DDFACET was
used for the present data sets, where one beam correction per
facet was applied rather than a continuous one. In a future pub-
lication, where it is intended to include all the epochs, the new
processed data with the smooth beam will be used.
2.3. RM synthesis
In the simplest scenario, in which the background radiation is
Faraday rotated due to a foreground magneto-ionic medium,
the Faraday depth is equivalent to the RM (see e.g., Mao
et al. 2014). Rotation measure synthesis (Brentjens and de
Bruyn 2005) was performed on the Stokes Q and U data using
pyrmsynth_lite8, a modified version of pyrmsynth9 intended
to analyze the polarization cubes produced as part of the sec-
ond data release of LoTSS, developed by one of us (S. Bourke).
Polarized intensity images and RM cubes with a span in Fara-
day depth, φ, of ±450 rad m−2 and a resolution of 0.3 rad m−2
were created. To avoid instrumental polarization, we excluded
8 https://github.com/sabourke/pyrmsynth_lite
9 https://github.com/mrbell/pyrmsynth
Fig. 2: Rotation measure spread function (RMSF) corresponding
to the observations used in this paper. The data from the refer-
ence epoch alone are shown in red, and from the stacked data in
blue (see text for more details).
the range [−3,+1.5] rad m−2. This range is asymmetric around
zero rad m−2 because of corrections for ionospheric Faraday ro-
tation as described in Sect. 2.2. RMCLEAN (Heald et al. 2009)
was used after running the RM synthesis. Images in the Faraday
depth range [350,450] rad m−2, where no polarization signal is
expected, were generated as a direct representation of the noise
in our RM cubes, σQU. We used these noise maps to calculate
our sensitivity.
The resolution in Faraday depth, δφ, of our data is
0.9 rad m−2, the maximum observable Faraday depth, |φmax|, is
300 rad m−2, and the largest scale in φ space to which our data are
sensitive is 1.07 rad m−2. These numbers were calculated using
Eqs. 61-63 from Brentjens and de Bruyn (2005). Due to band-
width depolarization, we lose sensitivity to large RM sources (at
the low-frequency end). However, we do not expect this to be an
issue for this field because the expected RM contribution from
the Galaxy is low (< 40 rad m−2; e.g., Oppermann et al. 2015).
Figure 2 shows the rotation measure spread function (RMSF)
for the reference epoch (i.e., a single observation run) and the
stacked data (of six observation runs; see Sect. 3 for details on
the reference epoch and the stacking technique) of the ELAIS-
N1 observations. The measured full width at half maximum
(FWHM) of the RMSF is 0.9 rad m−2 (confirming the computed
resolution in Faraday depth), and the increment in Faraday depth
is 0.3 rad m−2. The noise of the stacked data is lower than that of
the reference epoch.
2.4. Source extraction
An in-depth analysis of the completeness and reliability of a
comprehensive catalog of the polarized sources in the field is be-
yond the scope of this paper. This will be a matter for a follow-up
paper. Instead we focus on the most reliably identified sources,
using a detection threshold of 8σQU. This threshold is based on
the results of George et al. (2012), who analyzed the false detec-
tion rates as a function of S/N and found the false detection rate
to be less than 10−4 for an 8σQU detection threshold.
To identify the locations of polarized sources in the field,
we divided the polarized intensity map by the noise map, both
resulting from running RM synthesis, and derived a S/N map.
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Fig. 3: Polarized intensity maps of a source rejected as spuri-
ously polarized by the criterion of >0.2% fractional polarization,
for the reference epoch (top) and stacked data (bottom).
We then searched the S/N map for pixels above the detection
threshold. Each group of connected pixels (or island) was visu-
ally inspected in the polarized intensity map and identified in the
Stokes I map to ensure a reliable detection. If only one isolated
pixel was found above the threshold and/or no Stokes I counter-
part was associated with an island, the detection was rejected.
The Stokes I maps are presented in Sabater et al. (2020).
We do not expect the instrumental polarization to be greater
than 0.2%. Therefore, we calculated the observed fractional po-
larization, Π (defined as the ratio of the peak polarized inten-
sity to the peak intensity in Stokes I, both at 20′′), and used
this threshold to reject spurious polarized sources. We used the
Stokes I map at 20′′ angular resolution (Sabater et al. 2020) to
calculate this fraction. Six sources were removed from the final
catalog of detected sources since they had a fractional polariza-
tion lower than 0.2%. One of these sources is shown as an exam-
ple in Fig. 3. For this source, we find that the polarized intensity
decreases substantially after the stacking procedure described in
Sect. 3, consistent with the conclusion that it is artificially po-
larized. We present the catalog of detected polarized sources in
Sect. 4.2.
3. Stacking technique
Since we do not perform a full polarization calibration, possi-
ble changes in the polarization angle from different observing
runs may be present. Taking into account that there is no ab-
solute polarization angle calibration, we used a small region of
the field (2.4 deg2, see Fig. 1) to test several approaches to the
polarization angle alignment and stacking. This minimized the
time needed to process the polarization data (to obviate the al-
ternative of several weeks of computing time to process the full
16 deg2). We chose this region because it contains the strongest
polarized source in the field (with a peak polarized intensity, Pp,
of ∼5 mJy beam−1) as well as a faint, potentially polarized source
(with a S/N of ∼7 in a single epoch).
The stacking technique presented here consists of the com-
bination of the individual Stokes Q and U frequency channel
images of each observed epoch. In other words, the data cube
of each epoch is separated into the individual Q and U chan-
nel maps, and we stack each channel of each epoch together. For
this, we used the toolkit for assembling Flexible Image Transport
System (FITS) images into custom mosaics, Montage10 (Berri-
man et al. 2003). In our case, since all our epochs are centered at
the same coordinates, we can use it to stack our data.
As noted above, due to ionospheric correction effects, the
polarization angle may differ between separate epochs. There-
fore, we need to align them before incoherently adding addi-
tional epoch data to avoid depolarizing the sources. To align the
polarization angle, we used the 5 mJy beam−1 polarized source
as the reference source (later labeled as source 02, see Sect. 4.2).
We then calculated the reference polarized angle as the one cor-
responding to the coordinates of the peak pixel of the reference
source in the polarized intensity image. These coordinates are
RA = 241.4080 and Dec = 54.6551 (deg, J2000). The polariza-








In order to choose the reference epoch, we plotted the polar-
ization angle versus λ2 for each epoch (see Fig. 4). With this plot
we can see a roughly constant angle offset between the observa-
tions, as expected. This plot can also be used to flag or down-
weight those epochs showing a slope or scatter outside the range
of the others. We chose epoch 024 as the reference epoch, as it
was the one with the smallest uncertainty in its gradient and the
greatest S/N in its polarized intensity image.
We attempted applying angle corrections using individual
Q,U values per channel or, alternatively, the average angle dif-
ference across a broad range of frequencies (by calculating the
slope of the polarization angle as a function of λ2 of one fre-
quency subband), but these methods were not ideal. The main
disadvantages are that the polarization angle correction is sen-
sitive to channel-dependent noise and/or artifacts, and the shift
in polarization angle depends on the frequency range chosen. In-
stead, we used a method based on the angles determined through
the coherent addition of the signal across the full band using
RM synthesis. However, future, more advanced correction tech-
niques could also include a combination of several methods.
We calculated the polarization angles using the peak pixel
of the reference source in the coherently band-averaged Stokes
Q,U images following RM synthesis. This provides the polar-
ization angle at the average wavelength-squared value, λ20. Since
the number of flagged channels differs between the epochs, the
10 http://montage.ipac.caltech.edu
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Fig. 4: Polarization angle, χ, versus observing wavelength
squared, λ2, for a subset of the full frequency range for each of
the individual epochs, overlaid in different colors. The equations
for the lines of best fit for each epoch are also shown.
Table 1: Summary of observation date, λ20, RM of the reference
source (using a higher sampling of Faraday depth, see text for
details), and applied polarization position angle correction for
each observed epoch.
Epoch Date λ20 RM ∆χcorr
[m2] [rad m−2] [deg]
020 2015-06-07 4.412 5.86±0.03 17.8±1.7
024 2015-06-19 4.371 5.91±0.03 ‘reference’
027 2015-06-29 4.414 5.94±0.03 -1.7±1.7
028 2015-07-01 4.413 5.95±0.02 -10.3±1.8
030 2015-08-07 4.346 5.99±0.05 -25.8±1.8
031 2015-08-22 4.413 6.03±0.04 -15.5±1.8
value of λ20 is slightly different for different epochs. Therefore,
in order to calculate the difference between the reference polar-
ization angle and the one of the epoch to be corrected, first we
have to calculate the angle of the latter at the reference λ20. For
this purpose, we used the RM value of the RM map output from
RM synthesis at the same peak pixel. In this case, we ran RM
synthesis for each epoch, using the range of ±10 rad m−2 (the
RM value is at ∼6 rad m−2) with a sampling of 0.01 rad m−2 (i.e.,
higher than described in Sect. 2.3). This was done to achieve
better Faraday depth sampling for a more precise correction, as
we expect the RMs to be different by 0.1 to 0.3 rad m−2 after
the ionospheric Faraday rotation correction (e.g., Sotomayor-
Beltran et al. 2013). Table 1 shows the date at which the ob-
servation started (Sabater et al. 2020), λ20 values, and the RM
measured at the peak pixel of the reference source and its uncer-
tainty (calculated as the resolution in Faraday depth divided by
twice the S/N of the detection (Brentjens and de Bruyn 2005))
for each epoch.
We then calculated the polarization angle of the epoch to be
corrected at the reference λ20, χep(λ
2
0,ref) (where ep refers to the
epoch to be corrected), as follows:
χep(λ20,ref) = χep(λ
2





where χep(λ20,ep) is the polarization angle of the epoch to be cor-
rected, calculated from the resulting Q and U maps after running
RM synthesis on that epoch, RMep is the RM taken from the re-
sulting RM map from RM synthesis of the epoch to be corrected,
λ20,ref is the average wavelength-squared value of the reference
epoch, and λ20,ep is the average wavelength-squared value of the
epoch to be corrected.
Once we calculated the reference polarization angle and the
angle of the epoch to be corrected, we applied the difference,
∆χcorr,ep = χref(λ20,ref) − χep(λ
2
0,ref), (3)
to each pixel of each channel in Stokes Q and U using the fol-
lowing relations:
Qcorr,ep = pep cos 2(χep + ∆χcorr,ep), (4)
Ucorr,ep = pep sin 2(χep + ∆χcorr,ep). (5)
Here, Qcorr,ep and Ucorr,ep are the corrected Stokes Q and U chan-




Q2ep + U2ep. (6)
The polarization angle corrections as applied to each epoch
using this method, and their errors, are listed in Table 1. The
errors in the polarization angle correction have been calculated
following error propagation rules, where the errors in Q and U
are the rms values of the resulting Q and U maps from RM syn-
thesis, respectively.
Once the polarization angle corrections were applied to the
data, we stacked the individual Q and U channels using Montage
and ran RM synthesis on the stacked data with the parameters de-
scribed in Sect. 2.3. Figure 5 shows the polarized intensity and
the polarization angle versus frequency at the peak pixel of the
reference source on the reference epoch and the stacked data.
The decrease in noise of the polarized intensity and the reduced
scatter in the polarization angle versus wavelength squared after
stacking the data are noticeable. In addition, to check if an an-
gle correction using a single source as reference works well for
the entire field, we also plot in Fig. 5 the polarized intensity and
the polarization angle versus frequency at the peak pixel of the
source named later as 01 (see Sect. 4.2) on the reference epoch
and the stacked data. We chose this source because it is the far-
thest from the reference source (source 02, see Fig. 1) with an
angular separation of 3.46 deg. We can see the improvements
on source 01 as well, demonstrating the validity of the stacking
technique. We used this method to correct for the polarization
angle on the entire field and stacked the Q,U images for the six
epochs used in this work.
4. Results and discussion
4.1. Stacked data versus reference epoch
We computed the rms noise level (see Sect. 2.3) across the entire
field (16 deg2), and we obtained a minimum of 63 µJy beam−1 for
the reference epoch, σQU,ref , and a minimum of 26 µJy beam−1
for the stacked data (six epochs), σQU,stack. The median rms
noise level across the entire field is 111 µJy beam−1 for the ref-
erence epoch (σQU,ref) and 44 µJy beam−1 for the stacked data
(σQU,stack). Therefore, the noise has been reduced by ∼
√
6 after
stacking six epochs, as expected from Gaussian statistics.
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Fig. 5: Polarized intensity and polarization angle versus frequency at the peak pixel of the reference source (named source 02) on
the reference epoch (upper left) and the stacked data (upper right), and at the peak pixel of source 01 on the reference epoch (bottom
left) and the stacked data (bottom right). The prominent spikes in the plots are likely due to RFI-related issues, and the different
impact on the different sources might be due to the facet-based calibration.
Figure 6 shows the polarized intensity maps (not decon-
volved) of the reference source and the source named later as
09 (see Sect. 4.2) before and after applying the stacking tech-
nique, respectively. This further verifies the stacking technique
because fainter sources are successfully detected; for example,
the latter source that would not have been detected in a single
epoch using a detection threshold of 8σQU.
4.2. Catalog of polarized sources
Table 2 lists the properties of the detected polarized sources in
the ELAIS-N1 field. Using the source extraction method de-
scribed in Sect. 2.4, we detected ten polarized sources in our
stacked data, seven of which were not detected in the refer-
ence epoch alone (using a detection threshold of 8σQU). There-
fore, with our resolution and sensitivity, we detect one polarized
source per 5.3 deg2 before stacking (in agreement with earlier es-
timates, e.g., Van Eck et al. 2018) and one polarized source per
1.6 deg2 after stacking our data. This value should be taken as a
lower limit of the true low-frequency polarized source density at
this sensitivity, considering that our catalog might be incomplete
due to the high chosen detection threshold (see Sect. 2.4) and the
exclusion of the RM range near 0 rad m−2.
The peak polarized intensity of the source (columns (5) and
(6) of our catalog, see Table 2) is corrected for polarization bias
following George et al. (2012). We used the rms at the peak pixel
location of the source detection to calculate the S/N (columns
(7) and (8) of our catalog). Columns (9) and (10) of our catalog
show the RMs of the sources. The RM synthesis was run with the
parameters described in Sect. 2.3. A parabola was fitted around
the peak to improve the precision of the RM measurement. The
error in the RM was calculated as the RM resolution divided by
twice the S/N of the detection (Brentjens and de Bruyn 2005).
We note that the RM measurements presented in Tables 1 and 2
for the reference source 02 differ because of the different RM
synthesis parameters used for the polarized angle correction (see
Sect. 3) and the default data processing (see Sect. 2.3).
As mentioned before, polarized radio source counts are im-
portant for studying the changes in the properties of radio source
populations. However, the number of detected sources presented
in this paper is very low, and therefore this analysis will be dis-
cussed in a follow-up paper based on deeper images.
The LOFAR images of the detected polarized sources and
their Faraday spectra at the location of the peak polarized inten-
sity, using the stacked data, are shown in Fig. 7. The Faraday
spectra are zoomed in on to show the Faraday range containing
the peak (only one Faraday depth component was found in all
cases). We plotted the polarized intensity maps with the Stokes
I contours overlaid, starting at 55 times the median rms noise
level of the Stokes I map, σI, and increasing by factors of two
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Fig. 6: Polarized intensity map (not deconvolved) of the reference source (named 02, see text for details) (top panels) and of
the source named 09 (bottom panels) before (left) and after (right) applying the stacking technique. Green contours showing the
polarized intensity start at 3σQU,ref and increase by factors of
√
2. The orange circles in the bottom left corners represent the
synthesized beam FWHM of the polarization observations (20′′).
for sources 01, 02, and 03 (to avoid showing artifacts); at 20σI
and increasing by factors of two for sources 04, 06, 07, and 09;
and at 10σI and increasing by factors of
√
2 for the remaining
sources. The angular resolution of the Stokes I maps is 6′′, and
20′′ for the polarized intensity images. In addition, we overlaid
horizontal lines on the Faraday spectra representing the 3σQU
and 8σQU levels, using the derived σQU value at the location of
the peak polarized intensity. We also highlight the area in Fara-
day depth excluded due to the instrumental polarization in gray.
The locations of the detected sources in the sky are also shown
in Fig. 1.
Table 3 shows the redshifts for nine of the ten detected
polarized sources. Kondapally et al. (2020) cross-matched the
PyBDSF11 radio catalog from total-intensity observations of
Sabater et al. (2020) using various optical to infrared surveys.
The LOFAR cross-identifications are used to then generate pho-
tometric redshifts and obtain existing spectroscopic redshifts as
described by Duncan et al. (2020). Sources 01, 03, and 10 were
outside of the multiwavelength surveys used for the radio cross-
11 Python Blob Detection and Source Finder (Mohan and Rafferty
2015); https://www.astron.nl/citt/pybdsf
matching in Kondapally et al. (2020). Therefore, their coun-
terparts were searched for using the NASA/IPAC Extragalac-
tic Database (NED12). The redshift of the counterpart associated
with source 04 was flagged as possible, but doubtful, by Konda-
pally et al. (2020). For this reason, NED was used to estimate the
redshift of source 04 as well. Nevertheless, the host ID for this
source should be considered as uncertain. The corresponding ref-
erences found in NED are shown in Table 3. No counterpart for
source 07 was found.
The redshifts of the polarized sources provide the prospect
of converting the measured RMs to that in the sources’ rest
frames (e.g., Michilli et al. 2018). This requires the RM contri-
bution from the Galactic foreground to be subtracted prior to the
redshift correction. Since the uncertainties in the Galactic RM
(GRM) foreground are comparable to the precise RM measure-
ments in this work (see Sect. 4.5, Table 7), we do not make this
correction but note that this can be addressed in future work. Fur-
thermore, this motivates the requirement for a denser and more
accurate “RM Grid” to reconstruct the GRM foreground (e.g.,
Heald et al. 2020).
12 https://ned.ipac.caltech.edu/
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Fig. 7: Polarized intensity maps with overlaid Stokes I contours (green) and Faraday spectra of the LOFAR detected polarized
sources. The orange and yellow circles in the bottom left corners represent the synthesized beam of the observations in polarization
(20′′) and in Stokes I (6′′), respectively. The Stokes I contours start either at 55σI or 20σI and increase by factors of two, or at 10σI
and increase by factors of
√
2 (see text for details). The blue square and red circle plotted on some of the polarized intensity maps
represent the locations of the polarized sources detected at 1.4 GHz by Taylor et al. (2007) and Grant et al. (2010), respectively. The
dashed and dotted red horizontal lines plotted on the Faraday spectra represent the 3σQU and 8σQU levels, respectively. The vertical
gray area encloses the excluded area in Faraday depth to avoid instrumental polarization leakage, sometimes visible as lesser peaks
within this range. Article number, page 9 of 14
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Table 2: Catalog of polarized sources in the ELAIS-N1 field detected with LOFAR at 146 MHz.
ID IDStokesI RApol Decpol Pp,re f Pp,st S/Nre f S/Nst RMre f RMst Sp,I Πre f Πst
[deg] [deg] [mJy/ [mJy/ [rad m−2] [rad m−2] [mJy/ [%] [%]
(J2000) (J2000) beam] beam] beam]
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)
01 ILTJ162432.20 246.1327 56.8744 7.53 5.68 17 36 9.44±0.03 9.46±0.01 219.78 2.35 1.77
+565228.5
02 ILTJ160538.33 241.4080 54.6551 5.10 4.69 52 73 6.08±0.01 6.12±0.01 610.37 0.41 0.38
+543922.6
03 ILTJ155848.42 239.6998 56.4209 1.58 1.38 10 18 –5.82±0.04 –5.80±0.03 374.31 0.26 0.22
+562514.4
04 ILTJ161919.70 244.8342 55.6011 0.40 9 –4.70±0.05 60.72 0.33
+553556.7
05 ILTJ161623.79 244.0989 55.4513 0.50 14 –20.15±0.03 11.55 1.24
+552700.8
06 ILTJ161548.48 243.9340 56.3491 0.45 10 1.43±0.04* 32.97 0.55
+562029.8
07 ILTJ161314.05 243.2815 56.1325 0.40 9 –4.86±0.05 22.54 1.00
+560810.8
08 ILTJ161240.15 243.1669 53.5996 0.71 11 10.39±0.04 35.96 0.95
+533558.3
09 ILTJ160909.99 242.2811 53.9092 0.80 19 7.30±0.02 61.45 0.29
+535426.8
10 ILTJ160532.84 241.3855 53.2153 1.01 12 18.44±0.04 30.90 1.81
+531257.4
Col 1: Source name used in the present paper; Col 2: Source name used in the Stokes I map, taken from Sabater et al. (2020); Cols 3, 4:
Right ascension and declination (J2000) of the polarized source, in degrees; Cols 5, 6: Peak polarized intensity of the source, in mJy beam−1, in the
reference epoch and the stacked data, respectively; Cols 7, 8: S/N of the source in the reference epoch and the stacked data, respectively; Cols 9, 10:
Faraday RM of the source and its error, in rad m−2, in the reference epoch and the stacked data, respectively (RM synthesis parameters described
in Sect. 2.3); Col 11: Peak intensity of the source on the Stokes I map, taken from Sabater et al. (2020) (6′′ angular resolution), in mJy beam−1;
Cols 12, 13: Fractional polarization of the source, calculated using both the polarization and the Stokes I maps at 20′′ angular resolution, on the
reference epoch and the stacked data, respectively.
* The RM of source 06 had to be calculated separately since the peak of the Faraday spectrum is located very close to the limit of the instrumental
polarization range.
Table 3: Redshifts of the LOFAR-detected polarized sources.
ID IDoptical z Type Ref.
01 SBS 1623+569 0.415 Ph R09
02 HELP J160538.300+543923.239 0.7911 Ph D20
03 WISE J155848.29+562514.2 0.300 Ph F98
04* 87GB 161814.7+554307 0.405 Ph R09
05 SDSS J161623.52+552703.7 0.2430 Sp D20
06 WISEA J161547.94+562031.2 0.3347 Sp D20
07 - - - -
08 WISEA J161240.16+533557.8 0.1346 Sp D20
09 WISEA J160913.19+535429.8 0.9928 Sp D20
10 WISEA J160532.59+531257.6 0.0633 Sp A17
Ph = Photometric redshift
Sp = Spectroscopic redshift
References: F98 – Falco et al. (1998); R09 – Richards et al. (2009);
A17 – Albareti et al. (2017); D20 – Duncan et al. (2020)
*Optical host ID uncertain
4.3. Analysis of results from the individual epochs
Here, we analyze the Faraday spectra and the characteristics of
detected polarized sources for each individual epoch. Figure 8
shows the Faraday spectrum of source 09 plotted for each ob-
served epoch. The overlaid horizontal lines represent the 3σQU
and 8σQU levels, using the median of the rms noise levels for
each epoch. We can see that source 09 only satisfies the 8σQU
detection threshold for some of the epochs, demonstrating that
the stacking technique is important for detecting those sources
that are very close to the detection threshold limit.
Fig. 8: Faraday spectra of source 09 for each epoch. The dashed
and dotted black horizontal lines represent the 3σQU and 8σQU
levels, respectively (see text for details). The vertical gray area
represents the range around φ=0 rad m−2 excluded from the anal-
ysis due to instrumental polarization.
Table 4 lists the polarized intensity, Pp, the RM, and the S/N
(as described in Sect. 4.2) for sources 02 and 09 measured at
each epoch used here. The polarized intensity is given even if the
S/N is below 8 (our detection threshold). It is also worth noting
that the S/N does not behave in the same way for each epoch. As
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Table 4: Measurements for sources 02 and 09 in each epoch. The
RM synthesis parameters are described in Sect. 2.3.
ID Epoch Pp RM S/N
[mJy beam−1] [rad m−2]
02 020 4.41 6.01±0.01 46.7
02 024 5.10 6.08±0.01 52.4
02 027 4.78 6.10±0.01 45.7
02 028 4.91 6.12±0.01 45.2
02 030 5.29 6.15±0.01 44.1
02 031 4.58 6.19±0.01 41.3
09 020 0.73 7.18±0.06 7.9
09 024 0.71 7.58±0.06 7.1
09 027 0.85 7.29±0.05 8.5
09 028 0.86 7.28±0.06 7.1
09 030 0.82 7.25±0.06 7.2
09 031 1.08 7.41±0.04 10.3
Table 5: Measurements for source 09 using different numbers of
stacked epochs. The RM synthesis parameters are described in
Sect. 2.3.
ID Nepoch Pp RM S/N
[mJy beam−1] [rad m−2]
09 1 0.71 7.58±0.06 7.1
09 2 0.68 7.27±0.03 13.2
09 4 0.76 7.31±0.03 17.1
09 6 0.80 7.30±0.02 18.7
shown in Table 4, the epoch with the highest S/Ns for source 02
is not the same as the one for source 09.
The average polarized intensity for sources 02 and 09
over the six observing epochs is 4.84 and 0.84 mJy beam−1,
respectively. However, the polarized intensity measured us-
ing the stacked data is 4.69 mJy beam−1 for source 02 and
0.80 mJy beam−1 for source 09. Therefore, the stacking tech-
nique seems to cause a small depolarization, which decreases
the polarized intensity by ∼4%. On the other hand, the decrease
in polarized intensity is very small compared to the decrease in
noise (∼2.5 times lower), making the stacking technique a valu-
able tool to help detect fainter sources. Another source of the
depolarization may be our inability to fully correct for the iono-
spheric Faraday rotation behavior over the observations. This ap-
proximate level of depolarization could be expected from resid-
ual RM errors (e.g., using Eq. (34) from Sokoloff et al. 1998).
4.4. Measurements as a function of number of stacked
epochs
Here, we analyze the effect of stacking a different number of
epochs. We show source 09 as an example. Figure 9 and Table 5
show the evolution of the Faraday spectra by stacking a different
number of epochs. The overlaid horizontal lines in Fig. 9 repre-
sent the 8σQU levels, using the median of the rms noise level of
the corresponding number of stacked epochs. In Table 5, the col-
umn Nepoch corresponds to the number of epochs stacked. We list
the polarized intensity also in the case where the S/N is below 8
(our detection threshold).
The S/N of the source increases continuously with the num-
ber of epochs stacked. A large improvement is seen when com-
paring one epoch to the stacking of two epochs (the median noise
goes down by more than
√
2), which we believe is due to the
presence of the instrumental polarization close to φ = 0. The
Fig. 9: Faraday spectra of source 09 for different numbers of
stacked epochs. The dotted horizontal lines represent the cor-
responding 8σQU levels. The vertical gray area represents the
range around φ=0 rad m−2 excluded from the analysis due to
instrumental polarization.
Table 6: 146 MHz and 1.4 GHz properties of the detected polar-
ized sources.
ID Sp,146 Sp,1420 α1420−325 Π146 Π1420
[mJy beam−1] [mJy beam−1] [%] [%]
02 610.37 218.97 -0.89 0.38 4.68
04 60.72 55.89 -0.41 0.33 3.76
05 11.55 12.10 -0.95 1.24 8.03
07 22.54 5.23 -0.84 1.00 14.86
09 61.45 43.84 -1.01 0.29 1.47
The angular resolution of the 146 MHz observations is 20′′ in polariza-
tion and 6′′ in Stokes I. The angular resolution of the 1.4 GHz observa-
tions is 42′′ × 62′′ (at the field center).
Sp,1420, α1420−325 and Π1420 are taken from Grant et al. (2010). Sp,146 is
taken from Sabater et al. (2020).
The fractional polarization at 146 MHz, Π146, is calculated using both
the polarization and the Stokes I maps at 20′′ angular resolution.
instrumental polarization responses are uncorrelated between
epochs, resulting in a larger than expected decrease in the noise.
4.5. Comparison with 1.4 GHz measurements
We cross-matched our catalog of detected polarized sources with
the catalog of Grant et al. (2010), who found 136 polarized
sources at 1.4 GHz in the ELAIS-N1 field. Their observations
had an angular resolution of 42′′ × 62′′ (at the field center).
We used a matching radius of 1.5′ (to include sources similar
to our source 07) and found five matches. In Table 6, we give
the name, the peak intensity in Stokes I at 146 MHz, Sp,146, the
peak intensity in Stokes I at 1.4 GHz, Sp,1420, the spectral index,
α1420−325
13, the fractional polarization at 146 MHz, Π146, and the
fractional polarization at 1.4 GHz, Π1420, of these five sources.
Figure 1 shows the overlapping area between our observa-
tions and the field imaged by Grant et al. (2010) at 1.4 GHz.
Sources 01 and 03 are outside of the area covered by Grant et al.
(2010). Therefore, we have 1.4 GHz measurements for five out
of eight polarized sources.
13 S (ν) ∝ να
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Table 7: RM comparison.
ID RM RMNVSS GRM
[rad m−2] [rad m−2] [rad m−2]
01 9.46±0.01 –7.1±4.2 1.79±5.64









The RM column shows the RM measurements from this work.
The RMNVSS column shows the RM measurements from Taylor et al.
(2009).
The GRM column shows the GRM measurements from Hutschenreuter
and Enßlin (2020).
In Fig. 7, we plot the locations of the polarized sources de-
tected at 1.4 GHz by Taylor et al. (2007) and Grant et al. (2010)
on our polarized intensity maps (when corresponding). We can
see that the centroids from Grant et al. (2010), whose observa-
tions were more sensitive than the ones of Taylor et al. (2007),
are more consistent with the LOFAR locations.
Taylor et al. (2009) derived RMs for several tens of thou-
sands of polarized radio sources using NVSS data. We cross-
matched our catalog with theirs using a matching radius of 1.5′
and found two counterparts. Table 7 shows the RM comparison
between our data and the data from Taylor et al. (2009). The RM
of source 01 is different at ∼4σ. However, since this source is
a blazar, variability might play a role (see e.g., Anderson et al.
2019). The RM of source 02 is consistent within ∼1σ. The GRM
values at the location of each source are also shown in Table 7.
We obtained these values using the reconstruction of the Galac-
tic Faraday depth sky from Hutschenreuter and Enßlin (2020)14.
Eight of the LOFAR sources are consistent with each GRM value
within ∼1σ, indicating that the Milky Way RM dominates the
mean RM (as expected). Sources 05 and 10 are the most differ-
ent (∼4σ and ∼2.4σ, respectively).
4.6. Morphology and polarized emission
By inspecting the 6′′ total-intensity images of our detected po-
larized sources (see Fig. 7), we identify three compact sources
(sources 01, 03, and 04, classified as blazars in NED), three
FR II radio galaxies (sources 06, 07, and 09), and three FR I
radio galaxies (sources 05, 08, and 10). Source 02 seems to be
a double-lobed radio galaxy. The number of FR I radio galax-
ies detected in polarization represents a much greater fraction
of this type of object than seen in the first data release area of
LoTSS (Van Eck et al. 2018 found one out of 92 detected polar-
ized sources), which suggests that more sensitive observations
may help with the detection of the polarized emission from ex-
tended regions of FR I radio galaxies (O’Sullivan et al. 2018).
Sources 01, 03, and 04 have been classified as BL Lacertae ob-
jects by Healey et al. (2008), Abdo et al. (2010), and D’Abrusco
et al. (2014), respectively. Future observations of these sources
(and in particular of source 02) with the addition of the LOFAR
14 http://cdsarc.u-strasbg.fr/viz-bin/cat/J/A+A/633/
A150
international baselines (which could provide an angular resolu-
tion of 0.4′′ at 140 MHz, see Moldón et al. 2015) would reveal
the source morphology in detail.
The FR I-type sources have the lowest mean redshift
(0.1470), compared to the blazars (0.3733) and the FR II sources
(0.7062). This is expected and consistent with the general trend
in radio power for FR I versus FR II sources (see e.g., Mingo
et al. 2019). However, the FR I-type sources have the largest ab-
solute RMs (16.3 rad m−2), compared to the blazars (6.7 rad m−2)
and the FR II sources (5.0 rad m−2). This may be reflecting the
environment in which the polarized emission originates, for ex-
ample the inner jet for FR I sources versus hotspots of FR II.
Some of our detected polarized sources show polarization
in their core or inner jets. Since the core of a radio galaxy is
not expected to be strongly polarized (e.g., Saikia and Kulkarni
1998), this may represent polarized emission originating from
the inner jets in a region of highly ordered magnetic field, or
possibly indicate restarted radio galaxy activity (e.g., Mahatma
et al. 2019).
In Fig. 7, we can also see that Grant et al. (2010) detect one
of the lobes of source 07 at 1.4 GHz that is not detected using
LOFAR at 146 MHz. This may be an example of the Laing-
Garrington effect (Laing 1988; Garrington et al. 1988), which is
based on the fact that depolarization with increasing wavelength
is usually larger for the weaker flux density lobe (corresponding
to the counter-jet farther from us). In principle, large numbers of
detections of this effect can probe the properties of the environ-
ments of distant radio galaxies.
5. Summary
We used LOFAR to observe the ELAIS-N1 field at 146 MHz
over several epochs and analyzed the resulting 20′′-resolution
polarimetric images. In order to achieve sensitivities not limited
by the thermal noise of standard eight-hour LOFAR observa-
tions, a stacking technique was developed. The outcomes of this
analysis are:
1. We have demonstrated the feasibility of the stacking tech-
nique presented here. With this technique, we were able to
reach a 1σQU rms noise level of 26 µJy beam−1 in the central
part of the field. After stacking six epochs, the median noise
across the field was reduced by ∼
√
6 in comparison to the
reference epoch.
2. We detected ten polarized sources in the stacked data, using
an 8σQU detection threshold. Seven of these sources were
not detected in the reference epoch alone. We have presented
radio images and RM measurements of the detected sources.
3. Since the imaged area is of 16 deg2, the polarized source sur-
face density is one per 1.6 deg2 at the resolution and sensi-
tivity of our observations. This should be considered a lower
limit of the true number density.
4. We have detected a larger fraction of FR I radio galaxies
(three out of ten) than in previous, less sensitive observations
(e.g., one out of 92, Van Eck et al. 2018), which suggests that
increasingly sensitive LOFAR observations may help to de-
tect and characterize the magnetic field structure in this type
of object at low frequencies.
This work provides a valuable tool for the study of deep ob-
servations in polarization at very low frequencies, and in partic-
ular for the initial analysis of the ELAIS-N1 field. The next steps
will be to combine all of the available observations of the field
(including new observations taken in recent cycles and further
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allocated observations of the field), to further decrease the de-
tection threshold, to characterize the reliability and completeness
of the catalog of detected sources, and to analyze the polarized
source counts on the basis of an increased number of detected
sources. In addition, the stacking technique presented here can
also be applied to the other LoTSS Deep Fields (Lockman Hole
and Boötes) in the future, as well as to the GOODS-N (Great
Observatories Origins Deep Survey - North) field.
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