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1. Introduction
There are many mathematicians devoting themselves to studying the Hilbert
16th problem or its weak form, posed by Arnold [1]. However, the problem is
still open even for the quadratic Hamiltonian system with quadratic perturbations,
although there are many results in this direction; see [2–7], etc. For example,
Horozov and Iliev [4] and Gavrilov [2] proved that by quadratic perturbations the
generic quadratic Hamiltonian vector fields with four different critical values (real
or complex) can appear at most two limit cycles.
Consider the bifurcation of the following systems:{
x˙ =−y + ax2 + by2 + δ(ν1x + ν2xy),
y˙ = x(1+ cy)+ δν3x2, (1.1)δ
where ν = (ν1, ν2, ν3) ∈ R3, δ > 0 small enough, (1.1)0 belongs to the reversible
case QR3 in [8]. The bifurcation diagram of (1.1)δ has a conic structure in R3
for ν, and it is point symmetric with respect to ν = 0; refer to Section 2 of [9]. We
may consider it only on the half sphere S = {(a, b, c) | a2 + b2 + c2 = r2, r > 0,
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Fig. 1.
c 0}. By means of rescaling, the phase portrait of (1.1)0 in the Poincaré sphere
is shown in Fig. 1.
For the bifurcation of non-Hamiltonian systems in Fig. 1, there are fewer
complete results due to the difficulties in the study. Without loss of generality,
we take r2 = 14 and c = −2 for S. For a = −3, b = 1, the system (1.1)0 has
two centers in the finite plane and two unbounded heteroclinic loops; Dumortier
et al. [9] proved that in this case for (1.1)δ three is the maximal numbers of limit
cycles surrounding a single focus, and only the (1,1)-configuration can occur in
case of simultaneous nests of limit cycles. Peng [10] considered the case of (1.1)0
with a =−3, b =−1, which has one center and one homoclinic loop, and proved
that in this case (1.1)δ has at most two limit cycles. These two cases correspond to
two points on a same line a/c= 3/2 on S with r2 = 14, shown in Fig. 1. In [11],
we studied the case of a =−3, 0< b < 2, and in this paper, we consider the case
of a =−3, b ∈ (−∞,−1)∪ (−1,0), and give the complete bifurcation diagram.
Theorem 1.1. For a =−3, c=−2, b ∈ (−∞,−1)∪ (−1,0), the intersection of
the bifurcation diagram with the half sphere {ν21 + ν22 + ν23 = ρ2, ν3  0, ρ > 0}
and the related structurally stable phase portraits of system (1.1)δ are shown in
Fig. 2, where H , DH (resp. L, DL) indicate the Hopf (resp. homoclinic loop)
bifurcation of order 1 and 2; DC denotes double limit cycle bifurcation.
The weak Hilbert 16th problem is to determine the number of zeros of Abelian
integral, which is related to the number of limit cycles bifurcated from a given
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Hamiltonian system. If the Hamiltonian system is added under the perturbation
δ(f (x, y)∂/∂x−g(x, y)∂/∂y), then the related Abelian integrals can be obtained
by integrating the 1-form f dy − gdx over level curves of Hamiltonians. Since
(1.1)δ is a quadratic integrable but non-Hamiltonian system with quadratic per-
turbations, we change it into a quadratic Hamiltonian system with cubic pertur-
bation. The appearance of the parameter b raises many difficulties, and a crucial
method in [9,10] is not applicable to our case. Hence, in this paper by using a Ric-
cati equation (obtained from the Picard–Fuchs equation) we reduce the problem
of the number of zeros of Abelian integrals to a problem of the number of inter-
section points of two planar curves, and give the complete bifurcation diagram of
(1.1)δ. This method may be applied to some other problems.
The paper is organized as follows. In Section 2, we give the Picard–Fuchs
equation satisfied by I0(h), I1(h) and I2(h), which form a basis of the Abelian
integral. From the Picard–Fuchs equation we obtain a system of differential
equations of (h,P,Q), where P = I1(h)/I0(h), Q= I2(h)/I0(h), and a Riccati
equation of (h,ω), where ω(h)= I ′′1 (h)/I ′′0 (h). Here we need the important fact
that I ′′2 (h) can be expressed as a linear combination of I ′′0 (h) and I ′′1 (h). Then
we study the properties of the functions P(h), Q(h) and ω(h). In Section 3, we
determine the number of zeros of Abelian integral by studying the number of
intersection points of two planar curves (h,ω(h)) and (h,U(h)), where U(h) is
a radio of two linear functions of h. Finally, in Section 4 we give the bifurcation
diagram of system (1.1)δ, and complete the proof of Theorem 1.1.
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2. Picard–Fuchs equation and Riccati equation
Consider the quadratic integrable non-Hamiltonian system (1.1)δ with a =−3,
c=−2, b ∈ (−∞,−1)∪ (−1,0). By the transformation
x = u
z
, y = 1
z
+ 1
2
, dt = z dτ,
(1.1)δ is changed into the following form:
du
dτ
= b+ (b− 1)z+ ( b4 − 12)z2 − u2
+ δ(ν2u+ (ν1 + 12ν2)uz− ν3u3),
dz
dτ
= 2zu− δν3u2z.
(2.1)δ
This is a quadratic Hamiltonian system with cubic perturbations. The Hamiltonian
of (2.1)0 is
H(u, z)= z
(
u2 +
(
1
6
− 1
12
b
)
z2 − 1
2
(b− 1)z− b
)
. (2.2)
The phase portrait of (2.1)0 is shown in Fig. 3, where S(0,−2b/(b − 2)) is a
saddle-point, C(0,−2) a center, Ni , i = 1,2, nodes at infinity. Substituting the
coordinates of S, C into H(u, z), we get, respectively,
h1 = 13
2b2(b− 3)
(b− 2)2 , h2 =
2
3
(b+ 1).
When h1 < h < h2, the compact level curve Γh = {(u, z} | H(u, z) = h}
surrounds C; and as h ↑ h2, Γh shrinks to C; as h ↓ h1, Γh expands to the
homoclinic loop Γ . Hence, for b < 0, we have to consider Hopf bifurcations,
homoclinic loop bifurcations and Poincaré bifurcations.
The Abelian integral I (h) related to (2.1)δ is
I (h)=
∫
Γh
(
ν2u+
(
ν1 + 12ν2
)
uz− ν3u3
)
dz+ ν3u2z du. (2.3)
Fig. 3.
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Let
Ik(h)=
∫
Γh
zkudz, k = 0,1,2, . . . . (2.4)
By using (2.2) and the integration by parts, we obtain a form of (2.3) by (2.4) as
follows:
I (h)= (ν2 − 4bν3)I0 +
(
ν1 + 12ν2 + 4ν3(1− b)
)
I1 + ν3(2− b)I2. (2.5)
Lemma 2.1. I0(h), I1(h), I2(h) satisfy the following Picard–Fuchs equation:
D(h)
d
dh
(
I0
I1
I2
)
=
(
a00 a01 a02
a10 a11 a12
a20 a21 a22
)(
I0
I1
I2
)
, (2.6)
where
a00 = 36(b− 2)2h2 − 12(b− 1)(5b2 − 10b− 9)h+ 24b2(b+ 1)(b− 3),
a01 =−9(b− 2)(5b2 − 10b+ 1)h+ 30b(b− 1)(b− 3)(b+ 1),
a02 =−4(b− 2)
(
3(b− 1)(b− 2)h− 2b(b+ 1)(b− 3)),
a10 = 6
(
3(b− 1)(b− 2)h− 2b(b+ 1)(b− 3))h,
a11 = 18
(
3(b− 2)2h− 2(b− 1)(b2 − 2b− 5))h,
a12 = 48(b− 2)h,
a20 =−72h2,
a21 = 18
(
3(b− 1)(b− 2)h− 2b(b2 − 2b+ 5))h,
a22 = 24(b− 2)
(
3h(b− 2)− 2b(b− 1))h,
D(h)= 54(b− 2)2h(h− h1)(h− h2).
Proof. In a standard way, see [4] or [12], for instance, we can obtain the following
equation:
(
I0
I1
I2
)
=

3h
2 b
b−1
4
(1−b)h
2(b−2) h− b(b−1)12(b−2) −b
2+2b−9
12(b−2)
3(b2−2b+5)h
8(b−2)2
3(1−b)h
4(b−2) + 3b(b
2−2b+5)
4(b−2)2
3h
4 + 21b
2+31b−45
16(b−2)2

 I ′0I ′1
I ′2
 ,
(2.7)
where ′ = d/dh. Solving I ′0, I ′1 and I ′2 from the above equation, we obtain
(2.6). ✷
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Since
I0(h)=
∫
Γh
udz < 0, h ∈ [h1, h2),
we can define
P(h)= I1(h)
I0(h)
, Q(h)= I2(h)
I0(h)
,
h ∈∆= (h1, h2), b < 0. From (2.6) we have
Lemma 2.2. P(h), Q(h) satisfy the following equations: h˙=D(h),P˙ = a10 + a11P + a12Q− (a00 ++a01P + a02Q)P,
Q˙= a20 + a21P + a22Q− (a00 ++a01P + a02Q)Q.
(2.8)
Lemma 2.3. For b < 0, we have that
(i) limh→h2−0 P(h)=−2, limh→h2−0Q(h)= 4;
(ii) limh→h2−0 P ′(h)= b/8− 3/8, limh→h2−0 Q′(h)= 1− b/2;
(iii) 3(3b− 5)(b− 2)P (h1)+ 4(b− 2)2Q(h1)+ 2b(b− 3)= 0;
(iv) P ′(h) = 0 for h ∈∆.
Proof. Conclusion (i) follows from the definitions of P and Q and the mean-
value theorem of integrals. Conclusions (ii) and (iii) follow from (2.8). To prove
conclusion (iv), we take ν3 = 0 in (2.1)δ. Then we obtain a family of quadratic
systems with an invariant straight line {z= 0} for any ν1 and ν2. Hence the system
has at most one limit cycle; see [7]. This implies that the Abelian integral (2.5)
with ν3 = 0, i.e.,
I (h)= ν2I0(h)+
(
ν1 + 12ν2
)
I1(h)= I0(h)
(
ν2 +
(
ν1 + 12ν2
)
P(h)
)
has at most one zero for h ∈∆ and for any ν1 and ν2, which gives P ′(h) = 0 for
h ∈∆. ✷
Near h = h2, we will study the number of limit cycles of system of (2.1)δ
bifurcated from the center C by the theory of Hopf bifurcation; near h = h1
we will study the homoclinic loop bifurcation by the results of [13,14]. The
bifurcation in any compact region of (h1, h2) (Poincaré bifurcation) is mainly
what we study in this paper by determining the number of zeros of the Abelian
integral I (h).
Noting the conic structure of the bifurcation diagram of (2.1)δ with respect
to ν ∈ R3, we can consider the bifurcations of (2.1)δ on the half box {ν3 = 1,
|ν1|M , |ν2|M , M > 0, enough large}. So, instead of (2.5) we consider
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I (h)= αI0(h)+ βI1(h)+ I2(h)= I0(h)
(
α + βP(h)+Q(h)), (2.9)
where
α = ν2 − 4b
2− b , β =
ν1 + ν2/2+ 4(1− b)
2− b .
Since P(h) is a monotone function (Lemma 2.3(iv)), if we define a function
Q˜(P ) = Q(h(P )), h = h(P ) is the inverse function of P = P(h), then the
number of zeros of I (h) for h ∈ (h1, h2) is equal to the number of intersection
points of the straight line
L: α + βP +Q= 0
with the curve Σ on (P,Q)-plane,
Σ: (P, Q˜(P ))= {(P,Q)(h) | h ∈∆}. (2.10)
Obviously, we have
dQ˜
dP
= Q
′(h)
P ′(h)
∣∣∣∣
h=h(P )
, (2.11)
d2Q˜
dP 2
= Q
′′(h)P ′(h)− P ′′(h)Q′(h)
(P ′(h))3
∣∣∣∣
h=h(P )
. (2.12)
Lemma 2.4. d2Q˜/dP 2 > 0 for 0 < h2 − h 1 (i.e., 0 <P + 2  1).
Proof. At the singularity (h2,−2,4) the linearization of system (2.8) has the
matrix
−24(b+ 1)
( −4 0 0
3− b 4 0
4(b− 2) 4 4
)
.
Hence the orbit {(h,P (h),Q(h)): h ∈ (h1, h2)} of system (2.8), satisfying
Lemma 2.3(i), is the stable (resp. unstable) manifold at the singularity (h2,−2,4)
for b < −1 (resp. −1 < b < 0). We denote it by ΓPQ. For 0 < h2 − h 1 by
using Lemma 2.3 (i) and (ii) we may let
h= 23 (b+ 1)+ t,
P =−2+ b−38 t + 12σ1t2 +O(t3),
Q= 4+ (1− 12b)t + 12σ2t2 +O(t3), (2.13)
where t = h− h2 < 0. Substituting (2.13) into (2.8), we obtain
P ′′(h2)= σ1 =− (b− 3)(55b
2 − 202b+ 247)
2304
,
Q′′(h2)= σ2 = 55b
3 − 312b2 + 591b− 410
576
.
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Substituting the above expressions and Lemma 2.3(ii) into (2.12), we have that at
h= h2,
d2Q˜
dP 2
=−4(5b− 7)
(b− 3)2 > 0,
since b < 0. ✷
In the following, we will prove that Q˜(P ) is strictly concave with non-zero
curvature in any compact region of (h1, h2). Hence the Abelian integral (2.9) has
at most two zero points for h ∈ (h1, h2), taking into account the multiplicity. For
this purpose let us study the number of zeros of I ′′(h).
By [15] the period of any closed orbit Γh of any quadratic Hamiltonian system
is monotonic in h, that is, I ′′0 (h) = 0, h ∈ (h1, h2). In our case we have I ′′0 (h) > 0
and limh→h1+0 I ′′0 (h) =∞. Thus it is good to define ω(h) = I ′′1 (h)/I ′′0 (h) and
γ (h)= I ′′2 (h)/I ′′0 (h).
Making derivative with respect to h on both sides of (2.7), and eliminating
I ′0(h) from the first two equations of the resulting matrix equation, we obtain
I ′′2 (h)= h
(
b1I
′′
0 (h)+ b2I ′′1 (h)
)
, (2.14)
where
b1 =− 6(b− 1)
(b+ 1)(b− 3) , b2 =−
6(b− 2)
(b+ 1)(b− 3) . (2.15)
Hence by (2.9) we have
I ′′(h)= αI ′′0 (h)+ βI ′′1 (h)+ I ′′2 (h)
= I ′′0 (h)
(
α + b1h+ (β + b2h)ω(h)
)
. (2.16)
Making derivative two times with respect to h on both sides of (2.7), and using
(2.14) we obtain
Lemma 2.5. ω(h) satisfies the Riccati equation
G(h)
dω
dh
= a2ω2 + a1ω+ a0,
where ai , i = 0,1,2, are quadratic polynomials of h:
a2 = 12(b− 1)(−2+ b)3h2 − (−2+ b)(b− 3)(1+ b)(17b2 − 34b− 3)h
+6b(b− 1)(1+ b)2(b− 3)2,
a1 = 6(3b2 − 6b+ 7)(−2+ b)2h2
−24(b− 1)(b− 3)(1+ b)(b2 − 2b− 1)h+ 8b2(1+ b)2(b− 3)2,
a0 = 6(b− 1)(−2+ b)(b2 − 2b+ 5)h2 − 4b(1+ b)2(b− 3)2h,
G(h)= 18(b+ 1)(b− 3)(b− 2)2h(h− h1)(h− h2).
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The above Riccati equation can be written as a system{
h˙=G(h),
ω˙ = a2ω2 + a1ω+ a0 = φ(h,ω), (2.17)
where h1 < h< h2, b < 0. It is easy to know that system (2.17) has singularities
at O1(0,0), O2(0, o2), R1(h2,−2), R2(h2, r2), L1(h1, l1), L2(h1, l2), where
o2 = −4b3(b− 1) , r2 =
−2(5b2 − 14b+ 5)
5b2 − 26b+ 41 ,
l1 = −2b(5b
2 − 6b− 3)
(b− 2)(5b2 + 6b+ 9) , l2 =
−2b
b− 2 . (2.18)
L1, R2, O2 are saddles, L2, R1, O1 are nodes. By li , ri , oi , we denote the ω-
coordinates of Li , Ri , Oi , i = 1,2.
It is easy to find that for b < 0,
l2 − l1 = −24b(b+ 1)
(b− 2)(5b2 + 6b+ 9) , r2 − r1 =
−24(b− 3)
5b2 − 26b+ 41 > 0,
o2 − r2 = −24(b− 3)5b2 − 26b+ 41 > 0. (2.19)
Corresponding to the orbit ΓPQ in (h,P,Q)-space, we denote the orbit
{(h,ω(h)): h ∈ (h1, h2)} of system (2.17) by Γω.
Lemma 2.6. Along Γω we have that
(i) ω(h)→ l2 as h→ h1 + 0,
(ii) ω(h)→ r2 as h→ h2 − 0,
where l2 and r2 are shown in (2.18).
Proof. From (2.6) we have that for k = 0,1,2,
D2(h)I ′′k (h)=
2∑
j=0
Akj Ij ,
where
Akj =D(h)∂akj
∂h
−D′(h)akj +
2∑
i=0
akiaij .
Hence
ω(h)= I
′′
1 (h)
I ′′0 (h)
= A10 +A11P(h)+A12Q(h)
A00 +A01P(h)+A02Q(h) . (2.20)
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Let (h,P (h),Q(h))→ (h2,−2,4); from (2.20) we obtain conclusion (ii). As
h→ h1, we use Lemma 2.3(iii), and from (2.20) we obtain conclusion (i). ✷
To study the behavior of the 0-cline of system (2.17), we need the following
two lemmas. Let A be a region in (b,h)-plane: {(b,h): b < 0 (b = −1), h1 < h<
h2}.
Lemma 2.7. a2 > 0 and a21 − 4a2a0 > 0 for (b,h) ∈A.
Proof. Since on the boundary of A
a2|h=h1, b0 =
4b(b− 3)2(5b2 + 6b+ 9)
3(b− 2)  0,
a2|h=h2, b0 =
4(b+ 1)2(5b2 − 26b+ 41)
3
 0,
a2|b=0,0h2/3 = 6h(16h+ 3) 0,
and the equations
∂a2
∂b
= 0, ∂a2
∂h
= 0
have unique solution (b,h)≈ (−0.32958,0.12958) in A, at which a2 is positive,
we must have a2 > 0 for (b,h) ∈A.
The second conclusion can be proved by the same way. ✷
Lemma 2.7 implies that the 0-cline of system (2.17) {(h,ω): φ(h,ω) = 0}
consists of two curves Γ 10 and Γ
2
0 , which have no vertical asymptotic line and
they do not intersect each other. Using (2.18) and (2.19), it is easy to see that if
b <−1 then Γ 10 connects the singularities L2 and R2, while Γ 20 connects L1 and
R1; if −1 < b < 0, then Γ 10 connects L1, O1 and R2, while Γ 20 connects L2, O2
and R1.
Lemma 2.8. If b < −1 (resp. −1 < b < 0), then Γ 10 (resp. Γ 20 ) is strictly
increasing (resp. decreasing) in h ∈ (h1, h2).
Proof. For b <−1, from (2.18) we have
r2 − l2 = −4(b− 5)(b+ 1)
(b− 2)(5b2 − 26b+ 41) > 0.
On the other hand, the slope of Γ 10 tends to ∞ as h→ h1. At last, as h→ h2,
dω
dh
∣∣∣∣
Γ 10 ,R2
= −5(b− 3)(b+ 1)(7b
3 − 63b2 + 141b− 77)
4(5b2 − 26b+ 41)2 > 0.
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These facts, together with the property of (2.17) that φ(h,ω) is a polynomial of
degree 2 in h, imply the strict increasing of Γ 10 . For the case −1 < b < 0, the
proof is completely similar. ✷
By using Lemmas 2.6, 2.8 and the fact that at the saddle point R2 (also at the
saddle point O2 for −1 < b < 0) the slope of Γω is always equals to a half of the
slope of Γ 10 (or Γ 20 , for −1< b < 0), we immediately obtain the following result.
Lemma 2.9. If b <−1, then Γω is the stable manifold of (2.7) at the saddle point
R2, connecting to the node L2, and it is strictly increasing; if −1 < b < 0, then
Γω is the stable manifold of (2.7) at the saddle point O2, connecting to L2 and
R2 in both sides, and it is strictly decreasing (cf. Fig. 5).
3. The number of zero points of I (h) in (h1,h2)
As we mentioned before, we will prove that the curve Σ is globally concave.
By Lemma 2.4, Σ is concave for h near h2. Since Σ is parameterized by h (see
(2.10)), for hˆ decreases from h2, we consider a curve in (α,β)-space:
Cb:
{
(α,β) | α + βP(hˆ)+Q(hˆ)= 0 is tangent to Σ at (P(hˆ),Q(hˆ))},
i.e., (α,β) is determined by{
α + βP(hˆ)+Q(hˆ)= 0,
βP ′(hˆ)+Q′(hˆ)= 0. (3.1)
For h = h2, by Lemma 2.3 we find an end-point of Cb , at M(4(b− 1)/(b − 3),
4(b− 2)/(b− 3)). Since the highest order of Hopf bifurcation is two (see Theo-
rem 4.3 below), and similar to the discussion in [9], we have the following result.
Lemma 3.1.
(i) Cb is tangent to LH : {(α,β) | α − 2β + 4 = 0} at M .
(ii) As hˆ decreases from h2, along Cb both α and β are decreasing and Cb is
convex as long as (P (hˆ),Q(hˆ)) is not a inflection point.
Theorem 3.2. Σ is globally concave with non-zero curvature for h ∈ (h1, h2).
Proof. (1) The case b <−1.
Let h∗ = −β/b2, where b2 is given in (2.15). Then
h∗ − h2 = (b+ 1)K16(b− 2) , (3.2)
where K1 = (b − 3)β − 4(b − 2) is positive for hˆ near h2 and (α,β) ∈ Cb
(Lemma 3.1).
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If h∗ − h2 = 0, i.e., b2h+ β = 0, then we rewrite (2.16) as
I ′′(h)= I ′′0 (h)(b2h+ β)
(
ω(h)−U(h)), (3.3)
where
U(h)= b1h+ α
b2h+ β . (3.4)
We define
k := lim
h→±∞U(h)=−
b1
b2
=−b− 1
b− 2 .
Then
l2 − k =−b+ 1
b− 2 , r2 − k =−
(b− 3)(5b− 7)(b+ 1)
(b− 2)(5b2 − 26b+ 41) , (3.5)
and
U ′(h)= K2
(b+ 1)(b− 3)(b2 + β)2 , (3.6)
where K2 = (b − 1)β − (b − 2)α. Hence the graph of {(h,U(h))} consists of
two monotone branches Γ AU and Γ
B
U with the asymptotic lines {h = h∗} and
{ω = k}. By (3.5) and Lemma 2.9 Γ AU ∩ Γω = ∅ for b < −1 and Γ BU ∩ Γω = ∅
for −1< b < 0; here we let Γ AU (resp. Γ BU ) be the branch above (resp. below) the
line {w= k}.
Calculation shows that
U(h1)− l2 =−b+ 1
b− 2
K3
K4
, U(h2)− r2 =− b− 35b2 − 26b+ 41
K5
K1
,
where
K3 = (b− 2)2α− 2b(b− 2)β + 4b2,
K4 = (b+ 1)(b− 2)β − 4b2,
K5 = (5b2 − 26b+ 41)α− (10b2 − 28b+ 10)β + 4(b+ 1)(5b− 7).
By Lemma 3.1, for hˆ near h2, Cb is located in the region formed by LH and
{K5 = 0}, in which U(h1)− l2 > 0, U(h2)− r2 < 0 and U ′(h) < 0, see Fig. 4(a).
Since Γω is increasing (Lemma 2.9) we have Γω∩Γ BU consists of unique point,
corresponding to h= h¯; see Fig. 5a.
Since I0(h) < 0, I ′′0 (h) > 0, b2h+ β > 0, U(h2)− r2 < 0, we have I (h) < 0
and I ′′(h) > 0 for h near h2, and the behavior of I (h) is shown in Fig. 6, and we
must have hˆ < h¯ < h2.
Let hˆ be continuously decreasing, since the unique zero point h¯ of I ′′(h)
could not vanish at h1 nor h2, which implies that Cb could not meet {K3 = 0}
or {K5 = 0}; hence U ′(h) keeps negative (see Fig. 4a), and Γω cuts Γ BU always
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Fig. 4.
Fig. 5. The relative position of ΓU and Γω .
Fig. 6. The behavior of I (h).
transversally at an unique point. Therefore, Σ has no inflection point and any
point with higher tangency for h ∈ (h1, h2), and it ends at a point corresponding
to the homoclinic loop bifurcation of order 2 (see Theorem 4.1).
(2) The case −1< b < 0.
Let us first list the differences from case (1): from (3.2) we see h1 < 0 < h∗ <
h2; (3.5) shows Γω ∩Γ BU = ∅; and the two lines {K2 = 0} and {K5 = 0} exchange
their positions (see Figs. 4a and b). For hˆ ∼ h2 we have h∗ ∼ h2 and Cb stays
in the region of U ′(h) > 0 and U(h1) − l2 < 0 (see (3.6) and Fig. 4b). On the
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other hand, Γω, is decreasing (Lemma 2.9); hence Γ AU cuts Γω transversally at a
unique point, and I (h) has the same situation as in Fig. 6. Let us show that as hˆ
is continuously decreasing, Cb could not meet the curve {K2 = 0}; hence Γ AU is
always increasing, and the conclusion of Theorem 3.2 follows. For this purpose
we only need to prove that as hˆ decreasing (i.e., α is decreasing), for any fixed
h ∈ (h1, h∗), U(h) is increasing. In fact, by (3.4) for a fixed h ∈ (h1, h∗),
∂U
∂α
+ ∂U
∂β
β ′(α)= −(b2h+ β)+ (b1h+ α)β
′(α)
(b2h+ β)2 . (3.7)
For −1 < b < 0 and h ∈ (h1, h∗) we have b2 < 0 and b2h+ β > 0. On the other
hand, 0 < β ′(α) < 1/2 as long as (P (hˆ),Q(hˆ)) is not a inflection point of Σ .
Hence, if b1h+ α  0 then (3.7) is negative; if b1h+ α > 0, then
−(b2h+ β)+ (b1h+ α)β ′(α)
<−(b2h+ β)+ 12 (b1h+ α)=
α
2
− β + 3
b+ 1h
<
α
2
− β + 3
b+ 1h
∗ = − ((b− 1)β − (b− 2)α)
2(b− 2)
 0,
for (α,β) ∈ Cb ∩ {K2  0}. Therefore (3.7) is also negative. This finishes the
proof of the theorem. ✷
4. Homoclinic loop bifurcation, Hopf bifurcation and Poincaré bifurcation
We consider the homoclinic loop bifurcation of (1.1)δ (b < 0), using the results
in [14]. For 0 < h − h1  1, the related Abelian integral I (h) (2.5) has the
following form:
I (h)= (ν2 − 4bν3)I0(h)+
(
ν1 + 12ν2 + 4(1− b)ν3
)
I1(h)
+ (2− b)ν3I2(h)
=C1 +C2(h− h1) ln(h− h1)+C3(h− h1)+ · · · . (4.1)
If C1 = 0 and C2 = 0, then system (1.1)δ has a homoclinic loop bifurcation of
codimension 1. Since I (h1) = C1, then by (4.1), the necessary condition for
existence of a homoclinic loop is
L: ν2 − 4bν3 +
(
ν1 + 12ν2 + 4(1− b)ν3
)
P(h1)+ (2− b)ν3Q(h1)= 0.
(4.2)
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Fig. 7.
By the results in [13], if C1 = C2 = 0, then C3 = 0, and system (1.1)δ has a
homoclinic loop bifurcation of codimension 2. Let X(u, z) denote the vector field
(1.1)δ; then by [14]
C2 = c0 div
(
X(u, z)
)∣∣
(0,2b/(2−b))=−2c0δ
bν1 + ν2
b− 2 ,
c0 is a non-zero constant.
Then we have the following homoclinic loop bifurcation theorem, where DL is
the point {(ν1, ν2) | C1 = C2 = 0}.
Theorem 4.1. For b < 0, 0 < δ 1, ν3 = 0, in (ν1, ν2)-plane, system (1.1)δ has
a homoclinic loop bifurcation of codimension 1 along L\DL; a homoclinic loop
bifurcation of codimension 2 at DL; and two is the highest codimension.
Proposition 4.2. The relative positions of L and DL are shown qualitatively in
Fig. 7.
Proof. Noting the conic structure of bifurcation diagram of system (1.1)δ, we
take ν3 = 1 without loss of the generality. We write (4.2) as
L: ξν1 + ην2 + ζ = 0, (4.3)
where ξ = P(h1), η= 1+ (1/2)P (h1) and ζ = 4(1−b)P (h1)+ (2−b)Q(h1)−
4b. By Lemma 2.3(iii) we have
ζ = 1− 7b
4
P(h1)− b(7b− 13)2(2− b) .
By the definition of P(h), we know P(h1) < 0. On the other hand, P(h2)=−2
and P ′(h) = 0 imply −2 <P(h1) < 0. Thus, for any b < 0 we have ξ < 0, η > 0
and ζ < 0, and the relative position of L is shown in Fig. 7. At last, DL is given
by
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ξν1 + ην2 + ζ = 0,
bν1 + ν2 = 0. (4.4)
Hence the point DL is located in the third quadrant of (ν1, ν2)-plane. ✷
Consider the center C(0,0) of (1.1)0. Obviously, the necessary condition for
Hopf bifurcation is ν1 = 0. Suppose ν1 = 0, by Corollary 2 of [16], the first two
Lyapunov constants can be calculated as
W1 = δ((b− 3)ν2 + 8ν3),
W2 = δ3ν2ν3(5ν3 − ν2)
(
(b− 2)(b− 3)2 − δ2ν23(b− 8)
)
.
If 0< δ 1, ν3 > 0, then W1 = 0 implies W2 < 0. So, we have
Theorem 4.3. Suppose that 0 < δ  1, ν3 > 0, b < 0. Then at (0,0), system
(1.1)δ has a Hopf bifurcation of order 1 if ν1 = 0, (b− 3)ν2 + 8ν3 = 0; of order 2
if ν1 = 0, (b − 3)ν2 + 8ν3 = 0; two is the highest order of Hopf bifurcation.
Moreover, (0,0) is stable if ν1 < 0, or ν1 = 0 and (b − 3)ν2 + 8ν3 < 0; is
unstable if ν1 > 0, or ν1 = 0 and (b − 3)ν2 + 8ν3 > 0; is stable if ν1 = 0,
(b− 3)ν2 + 8ν3 = 0.
Theorem 4.4. As 0 < δ  1, ν3 > 0, b < 0, then system (1.1)δ has a Hopf
bifurcation of order 1 along H\DH; order 2 at DH, and two is the highest order,
where H : ν1 = 0, DH: (0,8/(3− b)) (ν3 = 1) (see Fig. 7).
From Proposition 4.2 and Theorem 4.4, we can give the homoclinic loop and
Hopf bifurcation curves, shown in Fig. 7, where DC is the double limit cycle
bifurcation curve.
Similar to the analysis in [9], from Theorem 3.5 we give the following result.
Theorem 4.5. The double limit cycle bifurcation curve of (1.1)δ (0 < δ  1,
b < 0) in (ν1, ν2)-plane is the envelop of the family of lines
ν1 = cν2 + ψ˜(c), (4.5)
where ψ˜(c) refer to (8.8) in [3], c ∈ (0,−1/2 − 1/P (h1)) corresponding to the
envelop DC, which is tangent to H and L at DH and DL, respectively (see Fig. 7).
Summing up the above results, we give the bifurcation diagram and the number
of limit cycles of system (1.1)δ, on the half box {ν3 = 1, |ν1| M , |ν2| M ,
M enough large}, shown in Fig. 7.
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