We £ describe an efficient Monte Carlo algorithm using a random walk in energy space to obtain a very accurate ¤ estimate of the density of states for classical statistical models. The density of states is modified at each ¥ step when the energy level is visited to produce a flat histogram. By carefully controlling the modification factor, ¦ we allow the density of states to converge to the true value very quickly, even for large systems. From the § density of states at the end of the random walk, we can estimate thermodynamic quantities such as internal energy ¥ and specific heat capacity by calculating canonical averages at any temperature. Using this method, we not only can avoid repeating simulations at multiple temperatures, but we can also estimate the free energy and entropy, ¥ quantities that are not directly accessible by conventional Monte Carlo simulations. This algorithm is especially ¥ useful for complex systems with a rough landscape since all possible energy levels are visited with the § same probability. As with the multicanonical Monte Carlo technique, our method overcomes the tunneling barrier between coexisting phases at first-order phase transitions. In this paper, we apply our algorithm to both first-© and second-order phase transitions to demonstrate its efficiency and accuracy. We obtained direct simulational estimates for the density of states for two-dimensional ten-state Potts models on lattices up to 200 200 and Ising models on lattices up to 256 256. Our simulational results are compared to both exact solutions and existing numerical data obtained using other methods. Applying this approach to a threedimensional J spin-glass model, we estimate the internal energy and entropy at zero temperature; and, using a ¤ two-dimensional random walk in energy and order-parameter space, we obtain the r ough canonical distribution and energy landscape in order-parameter space. Preliminary data suggest that the glass transition temperature § is about 1.2 and that better estimates can be obtained with more extensive application of the method.
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1. However, his data V for a small Ising system yield larger errors than our direct V approach. The applicability of his method to large systems 9 also needs a more detailed study. The method can be further enhanced by performing multiple 9 random walks, each for a different range of energy, either G serially or in parallel fashion. We restrict the random walk to remain in the range by rejecting any move out of that range. The resultant pieces of the density of states can then be 4 joined together and used to produce canonical averages for the calculation of thermodynamic quantities at any temperature. 
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1.000 000 01; and the total number of iterations is 27. In our simulation, we do not set a predetermined . All results are shown in Table I . With Î our random walk simulational algorithm, we can calculate 
Së
. The discontinuity in Fig. 2ì a Sí is simply due to the coarse scale, but when the system ) size goes to infinity, the discontinuity will be real. From the density of states we can also estimate the specific ( heat from the fluctuations in the internal energy
the specific heat so obtained is shown as a function of temperature. We calculate the specific heat in the vicinity T of the transition temperature T c t . The finite-size dependence $ of the specific heat is clearly evident. We find that specific ) heat has a finite maximum value for a given lattice size
according to the finite-size scaling theory for first-order transitions should vary as
2 is the dimension of the lattice. as the free energy and entropy, which are not directly available S from conventional Monte Carlo simulations.The free energy is calculated using
Our results for the free energy-per-lattice site is shown in 
)
We also believe the algorithm is especially useful for obtaining thermodynamic information at low temperature or at the transition temperature for the systems where the conventional ( Monte Carlo algorithm is not so efficient. 
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1.000 000 01. We Î should point out that the two processes are not exactly the 9 same, since the random walk in real space uses the exact density 
9
According to Berg's study in Ref. 
IV. APPLICATION TO A SECOND-ORDER PHASE TRANSITION
The algorithm we proposed in this paper is very efficient for the study of any order phase transitions. Since our method is independent of temperature, it reduces the critical We also show the exact value with the simulational data, the difference is obvious. To reduce the boundary effect, G we delete the last two density entries, and insert them into the exact density of states again, then the difference between If we are only interested in the quantities directly related to 9 the energy, such as free energy, entropy, internal energy, and S specific heat, one-dimensional random walk in energy space ) will allow us to calculate these quantities with a high accuracy S as we did in the 2D Ising model. However for spin-glass ) systems, one of the most important quantities is the 9 order parameter that can be defined by
Here, 
AE
it is almost impossible to overcome the barriers at the low temperature, so the simulation will get trapped in one of the AE local minima as shown in the figure. With our algorithm, all × states will be visited with more or less the same probability and trapping is not a problem.
With
, we also can calculate the AE energy landscape by , the relative errors are smaller than 0.09% for internal energy, 1.2% for entropy.
The algorithm was also applied with success to the 3D J r EA spin-glass model for which we could determine the roughness of the energy landscape and canonical distribution in 
