We propose an iterative algorithm for the minimization of a ℓ 1 -norm penalized least squares functional, under additional linear constraints. The algorithm is fully explicit: it uses only matrix multiplications with the three matrices present in the problem (in the linear constraint, in the data misfit part and in penalty term of the functional). None of the three matrices must be invertible. Convergence is proven in a finite-dimensional setting. We apply the algorithm to a synthetic problem in magneto-encephalography where it is used for the reconstruction of divergence-free current densities subject to a sparsity promoting penalty on the wavelet coefficients of the current densities. We discuss the effects of imposing zero divergence and of imposing joint sparsity (of the vector components of the current density) on the current density reconstruction.
Introduction
In magneto-encephalography (MEG) an image of an electrical current density is reconstructed from measurements of the magnetic field outside the scalp. The magnetic field generated by these currents is very weak compared to the environment; special precautions are taken to minimize these external effects on the observed data. Another characteristic of MEG imaging is the very low number of data: typically only a few hundred of measurements are taken. When using a current density representation of reasonable size (spatial resolution) these data are not complete. This implies having to solve an underdetermined system of equations. Extra conditions need to be imposed to define a unique current density reconstruction.
In [12] the use of a sparsity promoting penalty, together with an efficient representation of the current density in terms of wavelets [9, 18] was proposed. In other words, the assumption that the unknown current density can be represented with a small number of non-zero wavelet coefficients, was used as a priori information to regularize the inversion.
The regularization of the MEG inverse problem by a sparsity assumption was carried out in practice in [12] by adding an ℓ 1 -norm penalty term to a quadratic cost function for the data misfit. The ℓ 1 -norm is a popular sparsity promoting penalty [5, 4] as it allows for convex optimization techniques to be used instead of algorithms with combinatorial complexity. It was shown in [10] that such a penalty regularizes the linear inverse problem, and convergence of an iterative soft-thresholding algorithm for the minimization of an ℓ 1 -norm penalized least squares functional was proven in a Hilbert space setting. In the present work we extend the method of [12, 10] to incorporate linear constraints (e.g. to impose zero divergence on the reconstructed current densities) and to handle a more general sparsity promoting penalty.
In the first, mathematical, part of this paper we propose a new iterative algorithm for the minimization of an ℓ 1 -norm penalized least squares functional, under additional linear constraints:
Here K is the matrix that defines the linear relation between the unknown model x and the data y; Bx = b is a linear constraint on the solution. A is a matrix mixing the variables in the non-smooth penalty term Ax 1 . It need not be invertible in our approach (e.g. A = grad would correspond to a total variation penalty [20] ). We write the variational equations corresponding to this problem and derive a simple iterative algorithm. This algorithm consists of a single loop and each step in the loop is given explicitly in terms of matrix multiplications by K, A and B (and their transposes). We prove the convergence of this algorithm for general K, A and B (subject to a bound on their norms) in a finite-dimensional setting. In problem (1) the ℓ 1 -norm penalty may be replaced by another convex function H(Ax). The proposed algorithm can be modified to apply to this case as well, as long the proximity operator of H is known. The proposed algorithm reduces to the generalized iterative soft-thresholding algorithm of [17] when the linear constraints Bx = b are removed. We will indicate below in which special cases (e.g. A = Id) our algorithm is also derivable by the method in [23] . In these special cases we also comment on the conditions on the matrices that are necessary for guaranteeing convergence; in particular, we indicate where our conditions on the matrices K, A or B are less strict than the ones derivable from the work in [23] .
In the second part of this paper, we apply the algorithm to an inverse problem loosely based on magneto-encephalography. We shall assume a linear relationship between an unknown current density J and a measured magnetic field B in the form of the Biot-Savart law. Furthermore we assume that the data are contaminated by Gaussian noise. As in [12] we will impose sparsity on the wavelet expansion of the current density J. That is, we will use the proposed iterative algorithm to solve problem (1) where x is the current density J, K a matrix corresponding to a discretized Biot-Savart law, A the wavelet transform, and Bx = b represents the linear constraints div( J ) = 0. In this last point lies the main difference with the simulations in [12] : we shall incorporate into the reconstruction procedure the assumption that the current density is divergence-free; this was not done in [12] . Our approach does not use divergence-free wavelets [14, 15, 22] , but relies on an explicit linear constraint for finding a divergence-free reconstruction.
On a synthetic problem, we investigate the effect of the divergence-free nature of the current distribution on the sparse reconstruction. That is, we compare reconstructions from the same measurement data with and without the constraint. Secondly, we investigate the effect on the reconstruction of imposing a "joint sparsity" [13] condition on the two vector components of the current density. This means that at each position both vector components are simultaneously zero or simultaneously non-zero. Joint sparsity in MEG was first discussed in [12] as a way of improving reconstruction quality. The proposed iterative algorithm can also handle penalties that promote joint sparsity (see discussion at the end of Section 3).
Besides MEG, other applications of ℓ 1 -penalized least squares under linear constraints exist. One is found in the portfolio selection problem described in [3] . Such problems are often of a smaller size (fewer variables) and can sometimes also be solved via a non-iterative procedure. Another application of the minimization problem (1) is found in the formulation of a modified Total Variation model in the context of image processing tasks [16] .
In this paper we will make frequent use of the (non-linear) soft-thresholding operator which is defined by:
and of the projection on the ℓ ∞ ball of radius λ defined by:
We have that:
for all z. We set B ∞ λ = {u with u ∞ ≤ λ} (ℓ ∞ -ball of radius λ).
Description of the iterative algorithm
The variational equations of the minimization problem (1) can be obtained by the introduction of Lagrange multipliers v:
Derivation with respect to x yields:
where w is an element of the subdifferential of λ Ax 1 , i.e.
This can be written more compactly as (Ax) i = S λ (w i + (Ax) i ) or equivalently w i = P λ (w i + (Ax) i ). We find that the variational equations corresponding to the problem (1) therefore are:
where P λ (u) corresponds to the application of P λ (defined in ( formula 3)) on each component of u. We assume that a solution to these equations exists and try to derive an iterative algorithm that converges to such a solution. By writing λ Ax 1 = max w ∞≤λ w, Ax , the minimization problem (1) can expressed as: min
where we have set:
We write the variational equations (6) as fixed-point equations:
and study the predictor-corrector scheme:
There is a predictor-corrector step on the variables v and x but not on w.
Clearly, the fixed-point of this iteration is a solution to the variational equations (6) . Moreover the algorithm is fully explicit: Each step only requires the application of the matrices K, A, B (and their transposes) and a simple projection P λ (see formula (3)). There is no non-trivial sub-problem to solve in each step (such as e.g. solving a linear system of equations). In other words, there is no inner loop required for any of the lines in (10) . In the next section we show that, under certain conditions on the operators A, B and K, and on the parameter α, the proposed algorithm (10) converges to a solution of the variational equations (6), and to a minimizer of the functional (1). For the special case when B = 0 and b = 0 (absence of linear constraints), the algorithm (10) reduces to:
This algorithm was presented in [17] to solve the problem:
An important application is the total variation penalty in image analysis (A = grad). A similar algorithm (with predictor-corrector step on the w variable) was proposed independently in [2] for Poisson data. When A = Id, and using relation (4), algorithm (11) further simplifies to the traditional iterative soft-thresholding algorithm:
where S λ (u) corresponds to the application of S λ (defined in formula (2)) on each component of u. This algorithm was discussed in [10] for solving
An accelerated version of this algorithm, the Fast Iterative Soft-Thresholding Algorithm (FISTA), was derived in [1] . Many other algorithms exist as well.
On the other hand, when the constraints Bx = b are maintained, and with A equal to the identity, the algorithm (10) reduces to a constrained version of the iterative soft-thresholding algorithm:
for the problemx = arg min
We will use algorithm (15) for an application in magneto-encephalography in section 5. Although it was not included in [23] , algorithm (15) for problem (16), could also have been derived from the Bregman framework of [23] .
At the end of section 3 we will comment on the difference between conditions of convergence that the matrices K and B have to satisfy to guarantee convergence of (15) in our approach and in [23] . Finally, by setting K = 0 and A = Id in problem (1) one recovers the so-called ℓ 1 basis pursuit problem [6] :
for which the algorithms (10) and (15) reduce to:
This algorithm was discussed in [23] (using different notation and auxiliary variables) in a Bregman framework. Taking these special cases into account we can say that the proposed algorithm (10) combines the generalized iterative soft-thresholding algorithm (11) of [17] with the basis pursuit algorithm (18) into a single unified algorithm.
Proof of convergence
In this section, we prove the convergence of algorithm (10) and show that this yields a minimum of functional (1).
for all u ∈ B ∞ λ .
Proof. As P λ is the projection on a non-empty closed convex set one has:
which is the desired result.
The operator P λ and the convex set B ∞ λ in Lemma 1 may be replaced with a projection on any non-empty closed convex set. In particular, when
λ replaced by the whole space and P λ replaced by the identity), one has that:
for all u.
for all x, v and all w ∈ B ∞ λ .
Proof. From Lemma 1 and equation (20), we find:
As (10) implies thatv
, this can be written as:
The terms in v n+1 , Bx n+1 and w n+1 , Ax n+1 drop and the remaining terms can be re-arranged to yield:
By rewriting the following inner products:
and by using the expression (8) of F (x, v, w) in:
the previous inequality can be written as (21) , which proves the lemma. 
Proof. To prove inequality (22), we use Lemma 2, where we replace both (x n , w n , v n ) and (x n+1 , w n+1 , v n+1 ) by (x,ŵ,v); this is allowed because (x,ŵ,v) satisfies (9) which are the fixed-point equations of algorithm (10) . Then relation (21) becomes:
for all x, v and all w ∈ B ∞ λ . This implies inequality (22) . We now show that a solution of equations (6) Proof. If (x,ŵ,v) is a solution of (6) it follows from Lemma 3 that F (x, w, v) ≤ F (x,ŵ,v) for all x, v and all w ∈ B ∞ λ , which means:
Taking the maximum over w ∈ B ∞ λ in the left hand side gives
and since ŵ, Ax ≤ max w ∞ ≤λ w, Ax = Ax 1 one finds:
for all x, v. As we minimize under the condition that Bx = b, we have that v, Bx − b = 0 and find
for all x for which Bx = b. As Bx = b this proves the theorem.
Theorem 2.
If the set {x, with Bx = b} is non-empty, AA
, then the sequence (x n , w n , v n ) n∈N defined by the iteration
converges to a solution (x † , w † , v † ) of the variational equations (6) , and a solution of the minimization problem (1) .
Proof. If {x, with Bx = b} is not empty, there is a solution to (1), implying that there exists a solution (x,ŵ,v) to the variational equations (9) . We now use Lemma 2 with (x, w, v) = (x,ŵ,v) and find:
where we also used relation (22) with (x, w, v) = (x n+1 , w n+1 , v n+1 ). As Bx = b we now use that:
and:
and reorder to obtain:
As we assume that AA T < 1 and
T B and V T V = 1 − AA T to find:
Summing from M to N > M one finds:
Since α > the summation on the right hand side is negative. As U and V are invertible, it follows that the sequence (x n , w n , v n ) is bounded. And, as we work in a finite dimensional space, there is a convergent subsequence
. It also follows from inequality (26) that:
2 and v n+1 − v n 2 tend to zero for large n, which implies that x n − x n+1 2 and w n − w n+1 2 tend to zero as well. It follows that the subsequence (x n j +1 , w n j +1 , v n j +1 ) also converges to (x † , w † , v † ) and that (x † , w † , v † ) satisfies the fixed-point equations (9) . We can therefore choose (x,ŵ,v) = (x † , w † , v † ) in relation (26) to find:
for all N > M. As there is a convergent subsequence of (x n , w n , v n ), the right hand side of this expression can be made arbitrarily small by taking M = n j large enough. Hence the left hand side will be arbitrarily small for all N larger than this M. This proves convergence of the whole sequence (
satisfies the fixed-point equations, it follows from Theorem 1 that x † is a solution to problem (1).
Discussion
• If
one can rescale the matrices and the variables to arrive at the following iteration:
with step size parameters τ 1 , τ 2 , τ 3 > 0 that satisfy
• The ℓ 1 -norm in problem (1) does not necessarily have to be defined as u 1 = i |u i |. In section 5 we will use an ℓ 1 -norm of the form
N ×m . Such a penalty is useful for promoting joint sparsity on the u i,j (for a fixed i). Indeed, if e.g. u i,1 is non-zero, then all other u i,j (j = 1) may be as large as |u i,1 | as well, without increasing max(|u i,1 |, . . . , |u i,m |). As λ max(|z 1 |, . . . , |z m |) = max w 1 ≤λ w, z , one needs to replace the projection P λ in (10) by N projections on an ℓ 1 -ball (in R m ) of radius λ. We denote the projection on an ℓ 1 -ball of radius λ in R m by Q λ . In algorithm (15) , that is used for the special case A = Id, one has to replace the component-wise soft-thresholding S λ with a new thresholding function T λ = Id − Q λ (and apply it to N vectors of size m). The operator T λ can be computed as follows [13] . Let z ∈ R m and order the entries such that |z i 1 | ≥ |z i 2 | ≥ · · · ≥ |z im |. Then:
where l ∈ {1, . . . , m} is the largest index satisfying
• The ℓ 1 -norm in functional (1) can be replaced by a convex lower semicontinuous function H:
(assuming a minimizer exists). The projection operator P λ in algorithm (10) then needs to be replaced by the proximity operator of the convex conjugate of H, H * , defined by H * (w) = sup x { w, x − H(x)} (see e.g. [8] ):
which converges under the same conditions as in Theorem 2 to a minimizer of problem (29). The proximity operator of H is defined as prox H (u) = arg min w H(w) + w − u 2 /2, and prox H * = Id − prox H . It is important to remark that only the proximity operator prox H of H is needed, not the proximity operator of H(A·). In fact the convergence of algorithm (11) (i.e. without the linear constraints Bx = b) was proven in this more general context in [17] .
• The functional F (x) = Kx − y 2 + 2λ Ax 1 , evaluated in the iterates x n , does not decrease monotonically as a function of n. Because the iterates x n do not necessarily satisfy the constraint in every step, it is even possible that F (x n ) < F (x) for some n. The constraint Bx = b is only satisfied in the limit n → ∞.
• If one wants to solve the ℓ 1 -norm constrained problem
instead of the ℓ 1 -norm penalized problem (16) , then one may replace the soft-thresholding S λ in algorithm (15) by projection on the ℓ 1 -ball. The algorithm is:
where Q R is the projection on the ℓ 1 -ball of radius R (such a projection is explicitly doable by computer; see expression (28), with λ replaced by R, and the paragraph above). This algorithm converges for
T B < 1 and α > 1/2. This can be shown by using Lemma 1 (for an ℓ 1 -ball instead of an ℓ ∞ -ball) and proceeding in the same way as in Theorem 2 (without proof).
• In the special case when A = Id, the algorithm (15) could also have been obtained from algorithm (A 0 ), formula (3.2) of [23] (it wasn't done explicitly). This can be achieved by the choice H →
T B and C → α in [23] . However, the assumption in [23] that Q 0 is positive definite (necessary to prove the convergence of the algorithm), amounts to having K T K +B T B < 1. We have shown here that the condition
T B < 1 is already sufficient to guarantee convergence.
As already mentioned, when A = Id and K = 0 the proposed algorithm (10) reduces to the algorithm (18) for the problem (17) . This algorithm was also (re)derived in [23] under a slightly different form (see equation (5.6) of [23] ).
Application to magneto-encephalography
The goal of magneto-encephalography (MEG) is to determine a current density J in the brain by measuring (a component of) the magnetic field B induced by J, in several points outside the scalp. We assume that B and J are linked by the Biot-Savart law:
with µ 0 = 4π × 10 −7 Vs/Am and V the volume in which the current flows. The conservation of charges implies that div( J) = 0. For more information, see [11] and references therein.
In this section, we pose and solve a synthetic inverse problem inspired by this problem. We consider a thin spherical shell V centered at the origin, with an outer radius of 9cm and a thickness of 1mm. Measurements are made at 500 random points r i (i : 1 . . . 500) uniformly distributed on the upper hemisphere with a distance of 10cm to the origin. The data is composed of the radial component of the magnetic field B r ( r) measured in these 500 points. For simplicity all the current densities considered below do not depend on the radius and do not have a radial component. In other words, we treat a 2D problem.
In order to discretize the problem, we use the "cubed sphere" parametrization introduced in [19] ; it maps the sphere to the six sides of a cube and a regular grid is then used on each of these six sides. We choose a grid with 64 2 voxels on each side.
As input model (that we will want to reconstruct) we choose the current density distribution J in shown in Figure 1 . This model is divergence-free by construction. The matrix K encodes the Biot-Savart law for the radial component B r ( r i ) = B · e r ( r i ) of B in the 500 measurement points r i (i : 1 . . . 500). As
we set:
The data y is obtained from the synthetic input model J in . More precisely, the data is constructed by setting y = K J in + ǫ, where ǫ is Gaussian noise. We choose a noise level of 10%:
Our goal now is to reconstruct the current density on each of the voxels of the cubed sphere from the noisy data y. The cubed sphere parametrization allows us to use a simple set of wavelet functions on the sphere introduced in [21] . They belong to the CDF 4-2 family [7] . As the current density has two components, we have to reconstruct 64 2 × 6 × 2 = 49152 coefficients from merely 500 measurements. The problem is therefore severely underdetermined.
To impose the assumed sparsity of J in the wavelet basis, we will use an ℓ 1 -penalized least squares functional, with the additional linear constraint div( J ) = 0. We set w equal to the list of coefficients of J in the wavelet basis. Each element w k of the list w (and J) has two components w k,1 , w k,2 corresponding to the two angular directions on the cubed sphere. The wavelet transform that maps the wavelet coefficients w to the current density J is represented by the operator W −1 so that J = W −1 w. In fact W −1 works on both angular components separately.
The minimization problem we want to solve is:
where the reconstructed current density is J rec = W −1 w rec . We consider 4 distinct cases: (the sum over k is over all voxels). We want to remark that none of the four penalties considered here are rotationally invariant Another possibility to reconstruct J under the constraint div J = 0, is to take J = curl(G 1 r ), with G a scalar field and to reconstruct a sparse G. However, even if the reconstructed G has a small reconstruction error, the error on J can be much larger as a result of taking the curl.
Problems (a) and (b) can be solved using algorithm (15) with S λ given componentwise in expression (2) . As there is no constraint involved in problem (a), (a) can be solved more efficiently with the accelerated softthresholding algorithm FISTA [1] . We use 2000 iterations. The problem (b) is solved with 20000 iterations of algorithm (15) .
For method (c) and (d), joint sparsity is assumed in the wavelet basis. We therefore simply replace the function S λ used in the algorithms for problems (a) and (b) by the nonlinear operator T λ defined in formula (28). In other words, we use respectively 2000 iterations of the FISTA algorithm for problem (c) and 20000 iterations of algorithm (15) for problem (d). In each of the four methods, the penalty parameter λ is chosen to fit the data to the noise level ( K J rec − y = ǫ ). The results are displayed in Figure 2 . It should be emphasized that the four reconstructions minimize different functionals (with or without additional constraint). The four reconstructions are therefore not identical, not even in the limit of infinitely many iterations (four different limits).
When comparing the results, we first conclude that the FISTA algorithm converges faster to its fixed-point than that algorithm (15) converges to its fixed-point. This is shown in Figure 3 for cases (a) and (b). This is to be expected as FISTA is an accelerated algorithm and (15) is not.
We also calculate the relative reconstruction error e rec = J in − J rec / J in , in the four cases (a)-(d). The results are displayed in Table 1 . The methods that take the constraint into account perform somewhat better than the ones that do not take the constraint into account. Although the difference is quite small, it does not seem to be a fluctuation: the same result was obtained for other input models, in the same wavelet basis as well as in other bases.
The values of div J for the four reconstructions are also reported in Table 1 . As expected, the constraint is far better satisfied when using meth- In both cases the fixed point˜ w of the iterations was obtained using 500000 iterations in their respective algorithms. In case of constrained minimization, the functional value may go below the final limit value. This is due to the fact that the iterates do not satisfy the divergence-free constraint at every step. Again, the two algorithms solve a different minimization problem. # nonzero in w rec 82 9780 194 18108 Table 1 : Reconstruction data for the four simulations discussed in Section 5.
ods (b) and (d) with algorithm (15) , than methods (a) and (c). One of the consequences is that the methods (b) and (d) give better visual results, as can be observed in Figure 2 . While all four methods localize the objects in J quite well, only those corresponding to divergence-free reconstructions are well structured. Finally, the divergence-free reconstructions are less sparse than the reconstructions that do not satisfy this constraint. For example when solving case (a) with the FISTA algorithm, only 82 of the 49152 coefficients (in the wavelet basis) are nonzero, while case (b) solved with algorithm (15), gives 9780 nonzero coefficients. This is due to the high number of linear constraints (one for every voxel).
