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 “Sylvie, pay attention, please!” Mrs. Parent, the mathematics teacher, 
admonishes the little girl at the back of the classroom. The 6-year-old seems 
distracted by two boys playing football in the schoolyard. As Mrs. Parent calls 
out her request, her voice cracks, tired from constantly speaking over 
classroom noise. Once again, the teacher reminds herself to make an 
appointment at the ENT clinic, fearing that her hoarseness might otherwise 
become chronic. “Sylvie!” she raises her voice. Startled, the child turns her 
head toward Mrs. Parent, her face turning red. Sheepishly she murmurs: 
“Excuse me, Mrs. Parent, what did you just say?” Sylvie feels ashamed for 
being caught not paying attention. She feels guilty for not focusing, even 
though math is her favorite subject. If it was only easier to understand and 
listen to the teacher… 
The high level of classroom noise combined with Mrs. Parent’s hoarse 
(dysphonic) voice might have kept the child from listening effectively. In this 
somewhat exaggerated example, Sylvie could barely understand the teacher 
and comprehend the content of her lesson. Eventually, she tuned out. Acoustic 
interference from noise and/or a speaker’s impaired voice may not only disturb 
children during classroom listening. They can also play a role in other listening 
scenarios, such as noisy households, sports lessons, or therapeutic settings. In 
the educational context, the primary concern regarding acoustic interference is 
that “stress and fatigue from effortful listening may compromise well-being, 
learning, and academic achievement in school-aged children” (McGarrigle et 
al., 2017, p. 95). Relating to this concern, this PhD thesis deals with the 
acoustic degradations caused by noise and a speaker’s impaired voice on 




Spoken language processing refers to the process by which speech is 
perceived, mentally decoded, and integrated with existing knowledge so that 
we can comprehend spoken utterances and retain information (Medwetsky, 
2011). Thanks to the complex interplay between perceptual, cognitive and 
linguistic mechanisms, we are able to discriminate speech from other sounds 
and understand the underlying message of spoken language. When listening 
occurs under favorable conditions, spoken language may be processed 
smoothly and effortlessly (Rönnberg et al., 2013). Degraded listening 
conditions, however, can create disruptions to this process – particularly in 
children who are less experienced language users than adults.  
The aim of my thesis is to determine impact of noise and a speaker’s 
impaired voice on spoken language processing in school-aged children. Three 
research questions will be answered: (1) What is the effect of noise on 
children’s spoken-language processing? (2) What is the effect of a speaker’s 
impaired voice on children’s spoken language processing? And (3) what is the 
combined effect of noise and a speaker’s impaired voice on children’s spoken 
language processing? Specifically, I investigate how accurately and quickly 
normally developing children perceive, comprehend, and recall spoken 
language when the speech signal is degraded by noise and/or a speaker’s 
impaired voice. The effects of these two factors will be reviewed in a meta-
analysis and further assessed by means of listening tasks. Their interplay with 
other factors, such as speech rate and task demands, will also be considered. 
Overall, this thesis will contribute to a better understanding of children’s 
ability to listen and learn under acoustically adverse conditions.  
The first two chapters of this thesis provide a theoretical introduction. 
Chapter 1 explains the physiological process of hearing and introduces the 





Chapter 2 provides background information regarding noise and impaired 
voice. The experimental portion of this thesis follows. Chapter 3 presents a 
systematic review and meta-analysis of the effects of noise and a speaker’s 
impaired voice on children’s spoken language processing. Chapter 4 comprises 
a methodological study – an evaluation of the speech samples recorded for the 
listening tasks. Chapter 5 describes a laboratory study on the impact of noise 
and a speaker’s impaired voice on first-grade children’s speech perception and 
listening comprehension. Chapter 6 sets out a follow-up study on that study, 
assessing the interaction between adverse listening conditions and a speaker’s 
speech rate on children’s speech perception. Chapter 7 is a field study on 
children’s perception and comprehension of dysphonic speech in noise, 
conducted in first-grade classrooms. The thesis concludes with a general 
discussion, chapter 8, in which I critically evaluate the validity of the findings, 

























1 Spoken language processing in school-aged 
children  
 
Spoken language processing refers to the process by which we perceive 
and comprehend spoken language. This involves “the successful intertwining 
of auditory, cognitive, and language mechanisms” (Medwetsky, 2011, p. 286). 
The fundamental unit of spoken language is speech, which is “[…] the actual 
production of oral language” (Hegde, 2010, p. 138). When somebody talks to 
us, their speech travels to our ears via sound waves in the air. In a refined 
process, our auditory system receives the speech signal and converts it into 
electrical impulses that are sent to the brain for processing. Central processing 
allows us to recognize speech, retrieve and retain linguistic information, and 
grasp the meaning of what we hear.  
The goals of this chapter are to introduce the reader to the structures and 
function of the auditory system, review psycholinguistic theories of spoken 
language processing, highlight developmental aspects, and provide an 
overview of listening tasks used to assess spoken language processing in 
children. In the first section of this chapter, I describe the basics of the anatomy 
and physiology of hearing. In the second section, we will investigate 
theoretical concepts and psycholinguistic theories of spoken language 
processing. The third and final section deals with the measurement of 






1.1 Anatomy and physiology of hearing 
Thanks to the auditory system, we are able to perceive sounds in our 
environment – whether these originate from speech, music, noise, or other 
sources. The auditory system is divided into the peripheral auditory system 
(comprising the outer, middle, and inner ear) and the central auditory system 
(comprising the auditory nerve, which serves the region from the cortical 
nucleus to the primary auditory cortex) (Celesia & Hickok, 2015). The former 
captures the sound waves, amplifies them, and converts them into neural 
signals that are sent to the brain. The latter engages in the sophisticated 
processing and interpretation of the incoming sound information.  
By the time, children enter school, at the age of 6 years old, their auditory 
system is already highly functional (Werner, 2007). Therefore, the next few 
paragraphs provide a general introduction to the anatomical and physiological 
aspects of hearing without differentiating between children and adults. 
However, as some central auditory processing abilities mature well into the 
teenage years (Litovsky, 2005), these will be highlighted afterward. Finally, 
the section concludes with an introduction to pure-tone audiometry, a method 
used to assess children’s hearing. 
To understand the functioning of the auditory system, let us follow the 
journey of a spoken message into the brain of the 6-year-old child, Sylvie, who 
was introduced in the preface of this thesis. During a mathematics lesson, the 
child sits in the back of the classroom, gazing out of the window instead of 
listening to her teacher. The teacher notices that the child is distracted and calls: 
“Sylvie, pay attention, please!” This speech signal is propagated across the 
classroom in form of sound waves until it reaches Sylvie’s ears. That is when 
auditory processing begins.  




1.1.1 The peripheral auditory system 
The outer ear. 
The outer ear is the first station of auditory processing. As shown in Figure 
1, the outer ear comprises the visible part of the ear (pinna) and the ear canal. 
The pinna funnels the incoming sound waves and sends them further along the 
ear canal toward the eardrum (tympanic membrane). Importantly, the outer ear 
not only captures and transmits the sound signal. It also acts like a trumpet, 
boosting the sound pressure level (SPL) that reaches the tympanic membrane 
by about 10 decibels (dB),1 depending on the frequency2 of the sound (Møller, 
2013). 
Figure 1. Anatomy of the ear.  
(adapted from https://elitehearing.com/types-of-hearing-loss/) 
 
                                                          
1 Sound pressure refers to the “amount of force divided by the area over which the force is 
exerted” (Behrman, 2007, cited by Hegde, 2010, p. 493). The sound pressure level (SPL) in 
decibels (dB) refers to the perceived intensity of sounds (Hegde, 2010). 
2 Frequency refers to the number of vibration cycles per second, expressed in Hertz (Hz; 





As the pressure waves of the speech signal hit Sylvie’s tympanic 
membrane – the connection to the middle ear – it starts to vibrate. The motion 
of the tympanic membrane depends on the amplitude and frequency of the 
sound waves. The louder the teacher’s voice is (i.e., the higher the amplitude 
of the incoming sound waves), the larger the displacement of the tympanic 
membrane. The higher the teacher’s voice is (i.e., the higher the frequency of 
the incoming sound waves), the faster the vibration of the tympanic membrane.  
The middle ear. 
In addition to the tympanic membrane, the middle ear comprises the three 
ossicles (malleus, incus, and stapes) that reside in the tympanic cavity3, and the 
Eustachian tube that ventilates the middle ear cavity (see Figure 1). The middle 
ear transfers the sound energy from the outer ear to the cochlea in the inner ear 
(Pickles, 2012). As the tympanic membrane vibrates, it moves the ossicles. 
This motion is transferred to the cochlea via the footplate of the stapes that is 
connected to the oval window (i.e., the passage to the inner ear).  
As Sylvie’s middle ear transcodes the signal into mechanical vibrations, it 
matches the low impedance of the air in the ear canal to the high impedance of 
the cochlear fluid (Pickles, 2012). Impedance relates to the amount of pressure 
required to displace a system (Celesia & Hickok, 2015). Impedance matching 
is performed by the ossicles and has been defined as “mechanical amplification 
with no input of additional energy” (Am Zehnhoff-Dinnesen et al., 2020, p. 
53). This matching is achieved through areal ratio (the tympanic membrane 
has a larger surface than the oval window) and lever action (the arm of the 
malleus is longer than the arms of the incus and stapes). The pressure gain 
                                                          
3 Compared to adults, children’s middle ear cavity is smaller; its volume increases into puberty 
(Litovsky, 2015). 




achieved through impedance matching is about 30 dB, depending on the 
frequency (Møller, 2013).  
The inner ear. 
The inner ear comprises two components: the vestibular system 
(responsible for balance) and the cochlea (see Figure 2). The cochlea 
transduces the pressure vibrations into electrical impulses that are sent to the 
brain. Briefly, Sylvie’s inner ear transforms the teacher’s speech into a neural 
message. The cochlea is a snail-shaped structure filled with fluid. Pressure 
impulses at the oval window set waves moving through this fluid. These waves 
travel along the basilar membrane from the wide end of the cochlea (base) to 
the narrow (apex). The hair cells within the organ of Corti, which sits on the 
basilar membrane, detect the fluid vibrations and transform them into electrical 
impulses (Møller, 2013).  
Figure 2. The cochlea.  
(adapted from https://www.lecturio.de/magazin/sinnessysteme/) 
  
The cochlear system specializes in detecting amplitude and frequency 
information. Amplitude information is conveyed by the strength of movement 





information is conveyed by the tonotopic structure of the cochlea. Tonotopic 
means that different frequencies are processed within different regions. Hair 
cells closer to the base of the cochlea respond to high frequencies, while those 
closer to the apex respond to low frequencies. For more information on the 
complex functions of the cochlea, see Møller (2013).  
1.1.2 The central auditory system 
From the inner ear, sound information travels to Sylvie’s brain via the 
auditory pathway. Different nerve fibers of the auditory nerve carry different 
frequency information. The first station of the auditory pathway is the cochlear 
nucleus within the brainstem (see Figure 3). This is also the earliest location 
for the detection of basic sound patterns, such as frequency changes (Celesia 
& Hickok, 2015).  
From the cochlear nucleus, the auditory nerve splits up and takes two 
directions. Most nerve fibers cross over to the superior olivary complex of the 
contralateral side of the brainstem. The remaining nerve fibers stay on the 
ipsilateral side, likewise ascending to the superior olivary complex. The 
superior olivary complex is the first station where binaural sound integration 
occurs, an integral ability for localizing sounds (Celesia & Hickok, 2015). 
Imagine Sylvie’s head is turned toward the window; the child’s ear that is 
closer to the teacher will pick up on the speech signal shortly before the other 
ear. Sylvie’s superior olivary complex uses this temporal difference to 
calculate where sound is coming from.  
From the superior olivary complex, the auditory neurons travel further 
along the lateral menisci toward the inferior colliculus in the midbrain. This is 
the location where all ascending auditory neurons converge, before branching 
out anew to other areas involved in auditory processing (Møller, 2013). From 
the inferior colliculus, most neural information is relayed to the medial 




geniculate nucleus of the thalamus and further onward to the primary auditory 
cortex. 
Figure 3. The auditory pathway.  
(adapted from https://pt.slideshare.net/mhnsathish/auditory-pathway/10) 
  
The auditory cortex, which is part of the temporal lobe, is responsible for 
the conscious processing of sound information. Information first arrives in the 
primary auditory cortex, which is tucked into the lateral sulcus (see Figure 3). 
As shown in Figure 4, the primary auditory cortex is arranged tonotopically 
(like the cochlea), with different frequencies processed in different regions. 
From the primary auditory cortex, projections are sent to the surrounding 
secondary auditory cortex, located on the superior lateral surface of the 
temporal lobe (Møller, 2013). The secondary auditory cortex matches 
incoming sound signals with long-term memory representations by 
communicating with other brain areas. For example, a famous area involved in 
language processing is Wernicke’s area, which is located below and 





Figure 4. The auditory cortex.  
(adapted from www.ncbi.nlm.nih.gov/books/NBK10900/figure/A920/?report=objectonly) 
  
We now have a basic idea of the anatomy and physiology that allow us to 
perceive speech. Most of what I have explained about auditory processing 
applies to children and adults alike. However, some developmental aspects will 
be highlighted in the following section. 
1.1.3 Developmental aspects on auditory processing 
The auditory system begins to develop about 20 weeks into gestation 
(Hegde, 2010). A newborn’s peripheral auditory system already functions very 
similarly to that of an adult (Werner, 2007). Nevertheless, children do not 
process sounds the same way as adults, because the central auditory system 
develops at a slower pace. Werner (2007, p. 276-280) distinguished three 
stages in children’s central auditory development, which I will briefly explain 
below: (1) maturation of the coding of sound, (2) increasing specificity and 
discovering details in complex sounds, and (3) flexibility in the use of acoustic 
information. 
The first stage (maturation of the coding of sound) lasts until about 6 
months after birth. During this time, children become more sensitive to 




frequency and amplitude differences in sounds. In particular, the detection of 
changes in high-frequency sounds takes time to develop. With increasing 
exposure, children develop mental representations of sounds.  
The second stage (increasing specificity and discovering details in complex 
sounds) lasts until the age of about 8 to 10 years old. During this time, the 
specificity with which children perceive sounds improves. Children 
progressively discover a growing variety of acoustic cues (e.g., temporal 
differences between sounds, sound source location, etc.) and use them to 
discriminate sounds. They also learn to selectively focus on sounds. However, 
it is not until the early school years that children can discriminate target sounds 
from noise with adult-like accuracy.  
Finally, the third stage (flexibility in the use of acoustic information) lasts 
well into puberty. With increasing age, children gain greater flexibility in the 
use of acoustic cues to process sounds. This ability becomes particularly 
relevant when children are listening to speech in noise. In complex acoustic 
listening environments (e.g., in noise or reverberating environments), even 15-
year-old children’s use of acoustic cues may be less flexible and proficient than 
adults’. 
This introduction to children’s auditory processing did not take into 
account the fact that some children suffer from hearing loss. Although my 
thesis focuses on children with normal hearing, when assessing their language 
skills, it is important to verify that their peripheral hearing is intact. This can 
be done by means of pure-tone audiometry. 
1.1.4 Assessing children’s hearing with pure-tone audiometry 
Pure-tone audiometry allows us to determine children’s hearing level (HL), 
which is defined as the “the lowest intensity of a sound necessary to stimulate 





HL (not to be confused with dB SPL) and depends on the frequency of a 
sound.4 The electronic device used to determine hearing thresholds is an 
audiometer, which produces pure tones at different frequencies and transmits 
them to a listener’s ears via earphones.  
In the clinical setting, pure-tone audiometry is performed by an audiologist, 
in a soundproof booth, covering a wide range of frequencies from 250 Hz to 
8000 Hz (Hegde, 2010). Hearing thresholds beyond 15 dB HL signal a hearing 
loss.5 In many studies, the main concern is to rule out participants who have a 
hearing impairment. For this purpose, researchers may carry out an 
audiometric screening test instead of extensive pure-tone audiometry. 
Audiometric screenings can be performed in a quiet room at school or a child’s 
home. Because these settings are characterized by a certain ambient noise, 
hearing thresholds of up to 20 or 25 dB HL are still evaluated as being within 
the normal range (Hegde, 2010). During audiometric screenings, pure tones 
may be presented in a narrower frequency range. Typically, children are tested 
at 500 Hz, 1000 Hz, 2000 Hz, and 4000 Hz. 
1.2 A psycholinguistic perspective on spoken language processing 
We have now gained a basic understanding of the auditory system, 
investigated some details of children’s auditory development, and learned how 
to determine hearing thresholds with pure-tone audiometry. With our example 
of little Sylvie, we have established how the teacher’s instruction “Sylvie, pay 
attention, please!” makes its way through the child’s ears toward the auditory 
cortex. What remains to be discussed is how processing then takes place. How 
does Sylvie discriminate speech from other sounds? How can she detect 
                                                          
4 The human auditory system has the greatest sensitivity for sounds between 1000 Hz and 
4000 Hz; speech sounds cover frequencies from 100 Hz to 5000 Hz (Hegde, 2010). 
5 For a classification of different degrees of hearing loss in children, see Hegde (2010, p. 502). 




linguistic units (e.g., words) in the continuous speech input? And how does she 
assign a sentence structure to what she hears?  
To address these questions, we will plunge into the field of 
psycholinguistics.6 Rather than approaching the topic from a structural 
(neurological) viewpoint, we will look at spoken language from a functional 
perspective, for example by asking how listeners discriminate speech sounds. 
Spoken language development is a lifelong process,7 the major milestones of 
which are reached by the age of about 5 or 6 years old (Hegde, 2010). I begin 
this section by defining some relevant terms and concepts that may help 
readers follow the more specific parts of this chapter. Then I will introduce the 
major tasks of spoken language processing, which apply to both children and 
adults. In the final section, specific developmental aspects of spoken language 
processing will be outlined. 
1.2.1 Definition of terms and concepts 
Before we delve deeper into the field of psycholinguistics, this section 
presents definitions of important terms and concepts related to the study of 
spoken language processing. To linguists and readers from related disciplines, 
these terms and concepts are probably familiar. Readers from other disciplines 
might find these definitions helpful to understand the remainder of this section 
and the thesis as a whole.  
Spoken language is verbally produced language, where language refers to 
a system of codes used for communication.  
                                                          
6 Psycholinguistics is “the study of how the human mind produces and understands language” 
(Skalicky, 2020, pp. 399-403) 
7 For a comprehensive model of spoken language processing, readers are referred to the 





Speech is the principal unit of spoken language and consists of orally 
produced speech sounds, syllables, words, and sentences (Hegde, 2010).  
A phoneme is the smallest unit of speech that can affect meaning (Hegde, 
2010). For example, the two words pay and bay can be distinguished based on 
the initial phoneme (/p/ versus /b/).  
Allophones are phonetically different members of a single phoneme. For 
example, the phoneme /p/ may be realized (i.e., articulated) in different ways, 
such as [p] and [ph], which are allophones.  
Formants are bundles of acoustic energy within certain frequency regions, 
resulting from the resonance functions of the human vocal tract (Redford, 
2015). The first two formants, F1 and F2, are critical for vowel discrimination 
(Kewley-Port & Watson, 1994). F3 promotes consonant discrimination (Fox et 
al., 2008; Miyawaki et al., 1975). 
A spectrum refers to the distribution of energy as a function of frequency 
of a sound signal.  
A spectrogram visualizes a sound signal in terms of its time, frequency, 
and amplitude information (Celesia & Hickok, 2015). An example of a 
spectrogram is shown in Figure 5.  
Phonology is the study of “speech sounds, sound patterns, and rules used 
to create words with those sounds” (Hegde, 2010, p. 606). The phonological 
system is language-specific (e.g., the vowel /ɑ̃/ in the French word banque 
[bɑ̃k] is not part of the English phonological system).  





Phonetics is the study of how speech sounds are produced. 
Morphology is the study of “the rules for the internal structure of words” 
(Am Zehnhoff-Dinnesen et al., 2020, p. 106).  
Morphemes are the smallest unit of a language that carry meaning. For 
example, the word looked consists of two morphemes, a root morpheme (i.e., 
lexeme) look (informing us about the meaning) and a grammatical morpheme 
–ed (indicating past tense).  
Semantics is the study of meaning in language (e.g., the meaning of words 
and sentences) (Hegde, 2010). When we hear the word house, we form a 
mental image of a house that corresponds to this specific word, given that 
house is an entry in our mental lexicon.  
The mental lexicon is a mental system that contains information based on 
which we understand words. Such information may concerns word form, word 
meaning, pronunciation, etc. (Rueschemeyer & Gaskell, 2018).  
Figure 5. Spectrogram of the French sentence Le monsieur va 
partir [“the man will leave”]. 
Note. The x-axis represents the time domain. The y-axis represents the frequency domain. 






Syntax is the study of the structure of a given language – the rules that 
determine how words are put together to form grammatical and meaningful 
sentences (Hegde, 2010). 
Being familiar with these concepts, readers are now prepared to discover 
more about what spoken language processing entails. The following 
paragraphs will provide some insight into how listeners perceive phonemes, 
recognize words, and assign sentence structures to word sequences. Moreover, 
I will explain how auditory working memory is involved.  
1.2.2 Speech perception and word recognition 
Speech perception is a categorical process in which the acoustic 
information from speech signals is mapped onto linguistic units, such as 
phonemes, allophones, syllables or words (Ferrand, 2013; Holt & Lotto, 2010). 
This mapping process is a prerequisite for higher-level comprehension of 
spoken language. Speech perception involves our ability to take advantage of 
acoustic cues.  
Acoustic cues. 
Acoustic cues are sound characteristics specific to speech sounds (Colman, 
2008). One such cue is voice onset time (VOT), which is the time between the 
release of closure of a stop consonant8 and the beginning of a vowel (Höhle, 
2010). For example, the VOT in the word pay (as in “pay attention”), may help 
Sylvie to identify the phoneme /p/ and distinguish it from /b/. Formant 
transitions provide another acoustic cue. Formant transitions are specific 
changes in resonance frequencies generated during speech production (Am 
Zehnhoff-Dinnesen et al., 2020). For example, in the words day versus bay, 
                                                          
8 Stops are speech sounds articulated by producing a complete stoppage of air flow in the oral 
passage.  




the formant transitions from the initial consonant to the subsequent vowel may 
promote consonant identification. Finally, vowels are distinguishable based on 
their formant structures. For example, the F1 and F2 formants reside in 
frequency regions of about 325 Hz and 2900 Hz, respectively, for the vowel /i/ 
and 500Hz and 800 Hz, respectively, for the vowel /o/ (Kewley-Port & 
Watson, 1994).  
Perception of speech versus other sounds. 
Acoustic cues not only promote auditory-perceptual mapping; they also 
help us discriminate between speech and other sounds. There are further cues 
that can also serve this function. For example, speech sounds cover only a 
small proportion of the overall frequency range that is perceptible by the 
human auditory system (i.e., 100 Hz to 5,000 Hz out of a total range of 20 Hz 
to 20,000 Hz; Hegde, 2010). Thus, assuming we perceive a sound centered on 
a frequency region around 60 Hz, we can safely assume that what we hear is 
not speech.  
Note also that speech perception is language-dependent, while the 
perception of other sounds (e.g., classroom noise) is not. The perceptual 
magnet effect (Kuhl, 1991; Kuhl et al., 2008) is an example of this language-
specificity. The perceptual magnet effect describes the phenomenon that 
certain allophones of a phoneme in the listener’s native language are perceived 
as more prototypical than others, and that listeners struggle to perceive subtle 
acoustic differences between these most prototypical phoneme realizations. 
This effect relates to language exposure. There is evidence that “sensory 
experience guides language-specific development of an auditory neural map” 
(Guenther & Gjaja, 1996, p. 1111). Thus, the longer we are exposed to the 
sounds of our native language, the more fine-tuned our spoken language 





Challenges in speech perception. 
We have established that speech is perceived in terms of linguistic 
categories. Acoustically, however, there is little evidence for the linearity of 
speech or that it even contains segmentable units (e.g., see Figure 5 on p. 15). 
Speech sounds overlap with one another and are influenced by the context in 
which they occur. This is related to coarticulation, meaning that speakers 
produce different variants of the same phoneme depending on the phonetic 
context (Höhle, 2010). Thus, a given acoustic cue is not unique to one specific 
phoneme and a specific phoneme may be signaled by different acoustic cues. 
Another problem contributing to the so-called lack of invariance is inter-
speaker variations in the production of speech (e.g., in terms of pitch, stress, 
speech rate, etc.). Interestingly, listeners are able to normalize inter-speaker 
variations that are irrelevant to speech perception – a phenomenon known as 
speaker normalization (Ferrand, 2013). Theories of speech perception make 
different claims regarding how listeners overcome such challenges.  
Speech perception theories. 
According to Ferrand (2013), speech perception theories can be 
categorized into active versus passive theories, bottom-up versus top-down 
theories, and autonomous versus interactive theories. In the following 
paragraphs, these categories are briefly explained, taking into account the fact 
that they are not strictly separable. A detailed explanation of specific speech 
perception theories is beyond the scope of this thesis; the interested reader is 
referred to Ferrand (2013) or Rueschemeyer and Gaskell (2018).  
 Active theories of speech perception suggest that listeners play an active 
role in speech perception as they compare the speech input to their acquired 
knowledge of how certain phonemes are produced (e.g., the Motor Theory of 
Speech Perception; Liberman & Mattingly, 1985). The listener’s active role in 




speech perception is supported by findings showing that seeing the speaker’s 
articulatory movements helps listeners to understand speech (e.g., Garnier et 
al., 2018). Passive theories, in turn, emphasize that speech perception is 
primarily a sensory process that requires no active involvement by the listener 
(e.g., feature detection theories; Blumstein & Stevens, 1981, or Fant, 1960). 
Bottom-up theories claim that listeners can extract all the information 
needed to perceive speech from acoustic cues, while top-down theories assert 
that linguistic knowledge or cognitive mechanisms drive speech perception. 
Examples of top-down effects are the word superiority effect,9 frequency 
effects,10 and neighborhood density effects.11 Most theories allow for both 
bottom-up and a varying degree of top-down processing (Ferrand, 2013). 
However, the fact that listeners are able to understand and repeat completely 
unfamiliar words without seeing the speaker, shows that information can also 
be processed in a purely bottom-up fashion. 
Autonomous theories of speech perception propose that speech is 
perceived in terms of discrete processing stages that follow one another. For 
example, the original Cohort Model (Marslen-Wilson, 1987) assumes an 
autonomous stage, in which a single initial phoneme activates a set of possible 
word candidates, irrespective of the context in which it is produced. Interactive 
theories, in contrast, claim that speech perception depends on contextual 
information, and that listeners use such information as soon as it becomes 
available (e.g., the TRACE model, McClelland & Elman, 1986).  
                                                          
9 Phonemes are perceived more easily in words than non-words (Cutler et al., 1987). 
10 Frequently used words are recognized more readily than less common words (Menn & 
Dronkers, 2017). 
11 Words with few phonological neighbors are recognized more easily than words with many 





Perceiving phonemes and recognizing words represent the most basic form 
of spoken language processing. The speech perception theories outlined here 
were developed based on adult listeners, but I will discuss some developmental 
aspects later in this section. Going back to our example of little Sylvie, what 
remains to be discussed is how the child processes spoken language on a higher 
cognitive level – a level that requires syntactic processing. 
1.2.3 Sentence comprehension 
Sentence comprehension is a complex endeavor, which must occur rapidly 
and in which listeners are frequently confronted with ambiguities (e.g., the 
sentence Sylvie looked at her teacher with one eye has two possible meanings). 
To understand the request “Sylvie, pay attention, please!” the child must assign 
thematic roles to the speech input (Rueschemeyer & Gaskell, 2018). That is, 
she needs to understand who should do what. This may be significantly more 
difficult in some sentences than in others, depending on factors such as 
semantic predictability, sentence length (longer sentences place higher 
demands on working memory) and syntactic complexity (atypical syntactic 
structures are harder to process than more frequent ones). Sentence 
comprehension is thought to be an incremental process; our brain integrates 
new words into preliminary sentence structures as soon as they become 
available (Höhle, 2010). When we encounter ambiguity and the input no longer 
matches our interim interpretation of a sentence, alternative structures must be 
considered. Modular and interactive theories make different claims about how 
and when such alternatives are established.  
Modular theories claim that sentences are processed by specialized 
processing modules in the brain, which function largely autonomously (Höhle, 
2010). From a modular viewpoint, spoken language processing is divided 
among functional processing components working in a feed-forward manner 




(i.e., once a module has done its job, information is passed on to the next 
module in the chain). Modular theories claim that syntactic processing is 
independent of semantic input or sentence context. A prominent version of the 
modular theory is the garden-path model (Frazier, 1987). It proposes that when 
our language processing system confronts a syntactic ambiguity (e.g., The 
horse raced past the barn fell), it needs to reanalyze the sentence. This 
reanalysis is claimed to be primarily syntax-driven; semantics and sentence 
context play a subordinate role. Support for this syntax-first conceptualization 
comes from brain-imaging studies (for a review, see Friederici, 2002). The 
garden path model reasonably explains listeners’ ability to process syntactic 
ambiguity but is weak at explaining the role of contextual effects.  
Constraint-based (interactive) theories propose that we process sentences 
by mentally constructing several alternative syntactic structures in parallel 
(Rueschemeyer & Gaskell, 2018). Contrary to the underlying assumption of 
modular theories, our processing system is thought to use all input information 
interactively. Thus, not only syntactic cues but also semantic cues and context 
information are taken into account as soon as they become available. Linguistic 
knowledge and past experience enable us to predict the syntactic structure of a 
sentence. Due to this interactive processing, the established syntactic 
alternatives vary in their activation levels. Structures that generate the lowest 
processing costs (e.g., frequently used structures, such as subject-verb-object 
sentences) are preferred by the system and receive the highest activation level. 
In case of ambiguity, there is no need for a full reanalysis because alterative 
structures are readily available. The strength of constraint-based theories is that 
they take into account the interplay between different information sources. 
However, a problem may be that they make imprecise claims about the exact 





1.2.4 The role of auditory working memory 
We have revisited various theories that help us understand how Sylvie can 
perceive speech, recognize words, and understand a sentence like: “Sylvie, pay 
attention, please!” I will now discuss the critical role of auditory working 
memory in spoken language processing.  
Working memory has been defined as “the collection of mental processes 
that permit information to be held temporarily in an accessible state, in the 
service of some mental task” (Cowan, 1998, p. 77). As this thesis deals with 
the processing of oral information, the term auditory working memory is used 
several times in this manuscript. However, note that this choice of 
nomenclature is independent of the debate as to whether working memory 
represents a central processing entity or consists of domain-specific 
subsystems.  
A critical assumption about working memory is that it is a capacity-limited 
system (Wingfield, 2016); the number of elements (e.g., words or digit chunks) 
that we can actively hold in memory at the time is thought to be between four 
and seven. However, children’s working memory capacity is somewhat more 
restricted. Children aged 7 to 9 years old are thought to be able to hold only 
about 2.5 chunks in working memory (Cowan, 2017). This temporal storage 
requires attentional allocation. As Medwetsky (2011) points out, 
Attentional allocation allows the individual to focus selectively on a 
limited amount of information (and, in competing situations, to block out 
irrelevant stimuli), thereby maximizing the extent to which target 
information is processed and stored. (pp. 288–289) 
 The limitation of cognitive capacity explains why we find it difficult to 
comprehend long and syntactically complex sentences (i.e., sentences in which 
syntactic integration occurs at a late point in time) (Höhle, 2010). As suggested 




by the above-mentioned quotation, adverse listening conditions (e.g., listening 
to speech in a noisy setting) also deplete working memory capacity.  
The role of working memory in language processing is taken into account 
in the Ease of Language Understanding (ELU) model (Rönnberg et al., 2013). 
This model describes the engagement of working memory in challenging 
listening situations, as well its relation to long-term memory. According to the 
ELU model (Figure 6), multimodal language input feeds into an episodic 
buffer, called the RAMPHO, which allows for a rapid and automatic match 
between phonological aspects and entries in the mental lexicon. Under good 
listening conditions, lexical access occurs quickly and speech is immediately 
and effortlessly processed. However, a distortion of the speech signal results 
in a mismatch between bottom-up and top-down information. In this case, 
explicit processing becomes necessary; working memory, in interaction with 
semantic and phonological representations in long-term memory, is required. 
This is depicted as an explicit processing loop, the function of which is to 
restore missing speech information. Unlike implicit processing, explicit 
processing is slow and potentially effortful. Differences in a listener’s working 
memory capacity determine the effectiveness of explicit processing.  
Figure 6. The ELU model  






Before we conclude this discussion of auditory working memory, we 
should examine an interesting aspect: speech rate. The term speech rate usually 
refers to the number of speech units (e.g., syllables or words) per time interval 
(e.g., second, minute). Speech rate can be studied from acoustic, intentional 
(related to a speaker’s subjective estimation of speech rate), and perceptual 
(related to a listener’s subjective estimation of speech rate) angles (Dellwo et 
al., 2006). For example, what a speaker intends to be a slow speech rate may 
not necessarily be perceived as such by the listener. Haake et al. (2014) 
assessed the effect of speech rate on children’s spoken language processing by 
administering a listening comprehension task at normal (4.2 syllables per 
second), fast (speeded up by 60%), and slow (slowed down by 60%) speech 
rates. They found that children generally benefited from a slow speech rate, 
while a fast speech rate impeded comprehension. Beyond that, the effect of 
speech rate interacted with children’s working memory. Under high task 
demands, only children with strong working memory skills benefited from a 
slow speech rate. In light of the ELU model (Rönnberg et al., 2013), we may 
assume that listening to degraded speech at a fast speed might be particularly 
challenging. Readers will discover in chapter 5 (i.e., study 3) whether this is 
actually the case.  
1.2.5 Developmental aspects on spoken language processing 
As stated earlier, the acquisition of spoken language starts with birth and 
has no clear ending point (consider, for example, that adults are still capable 
of learning new languages). In 5- to 6-year-old children, the phonology and the 
basic syntactic rules of a language have mostly been mastered (Hegde, 2010). 
Some spoken language skills are more complex and are still developing in the 
first years of school, as I will show, using the example of Sylvie. 




As a normally developing 6-year-old first-grade student, Sylvie should be 
capable of identifying and discriminating phonemes in her native language 
(Hegde, 2010). However, under challenging listening conditions, these skills 
are less robust than in older children and adults (Leibold & Buss, 2013). Sylvie 
has extensive knowledge of the grammar of her language. For example, she 
can understand and use most types of sentences, such as questions and 
imperative sentences (e.g., “Pay attention, please!”). She can also understand 
and use different articles, pronouns, tense forms, and grammatical morphemes 
(Hegde, 2010). In conversational speech, she might not produce passive 
sentences yet (e.g., “The teacher whose student was distracted was irritated”), 
but she is able to understand them.  
Over the course of her first year of school, Sylvie’s receptive vocabulary 
will grow to about 20,000 to 26,000 words (Hegde, 2010). In the second and 
third grades (around 7 or 8 years old), Sylvie will be able to understand ironic 
statements. She will no longer have problems understanding indirect requests 
(e.g., “I would appreciate it if everybody in this classroom listened to me”). At 
9 to 12 years old, Sylvie will comprehend conjunctive adverbs (e.g., therefore) 
and understand more abstract topics. By the age of 15, Sylvie’s receptive 
vocabulary will include about 30,000 words (Hegde, 2010). Some further skills 
that will develop over the next couple of years are the comprehension of slang, 
the detection of sarcasm, and the understanding of more difficult conjunctions 
(e.g., “nonetheless”). These developmental stages of spoken language 
processing refer to the typical acquisition of the English language. Note that 
various factors might influence this developmental course (e.g., cross-





1.3 Assessing spoken language processing with listening tasks 
An extensive selection of listening tasks is available to examine children’s 
spoken language processing. In this thesis, I will limit myself to the description 
of two behavioral methods. Specifically, I will explain how task performance 
and listening effort can be assessed by means of answer accuracy and response 
time (RT) measures.12 
1.3.1 Measuring performance 
Speech perception at the phonological level is often assessed by means of 
phonological discrimination tasks. Children listen to pairs of phonologically 
similar words or pseudo-words (i.e., non-words words that are phonologically 
structured like real words) and decide whether they are the same or different 
(e.g., /house – house/ versus /house – mouse/). Examples of phonological 
discrimination tasks for French-speaking children are the Épreuve de 
Discrimination Phonémique (EDP4-8; Autesserre et al., 1988) and the more 
recent Épreuve Lilloise de Discrimination Phonologique destinée aux enfants 
de 5 ans à 11;6 ans (ELDP; Macchi et al., 2012). Other tasks used to assess 
phonemic awareness in children include phoneme identification tasks (e.g., 
detecting phonemes in words), word-picture matching tasks (e.g., matching 
words to corresponding pictures, with the target picture being phonologically 
similar to the distractors), and repetition tasks (e.g., repeating verbally 
presented syllables). Some of these tasks, such as word-picture matching, may 
be subject to top-down priming effects. 
Word recognition and access to the mental lexicon can be evaluated in 
pointing tasks (word-picture matching), naming tasks, word-word matching 
                                                          
12 Other methods include the collection of subjective data (e.g., questionnaires or rating scales 
on listening effort), neuroimaging techniques (e.g., functional magnetic resonance imaging 
[fMRI], electroencephalography [EEG], or electromyography [EMG]; e.g., Peelle, 2018) and 
physiological measures (e.g., galvanic skin response, pupillometry, or the release of stress 
hormones; e.g., McGarrigle et al., 2017; Peelle, 2018). 




tasks, etc. In comparison to tasks used to assess phonological processing, the 
distractor pictures in word-picture matching tasks show semantically similar 
words. An example of a French word-picture matching task for 3- to 10-year-
old children is the LexR subtask of the Évaluation du Langage Oral (ELO; 
Khomsi, 2001) tasks, consisting of 20 sets of 4 pictures (1 target and 3 
distractors). In naming tasks, children are shown pictures of objects that they 
have to name. Word-word matching tasks call on not only children’s oral 
language skills but also their literacy skills. In these tasks, the child hears a 
word and has to match it to the corresponding written word.  
Syntactic processing can, for example, be assessed by sentence-picture 
matching tasks, passage comprehension tasks, and tasks in which children have 
to follow oral instructions. Sentence-picture matching tasks are similar to 
word-picture matching tasks, but the input is a sentence and the response 
images are visual scenes. A French example of a sentence-picture matching 
task, designed for 5- to 10-year-old children, is the C2 subtask of the ELO 
(Khomsi, 2001). In the C2 task, children listen to 35 sentences, presented with 
4 pictures each (1 target and 3 distractors), and have to point to the correct 
picture. Passage comprehension tasks test children’s ability to process the 
content of text passages. After a passage, children answer a set of multiple-
choice questions that test their comprehension. Another option is to ask 
children to follow oral instructions (e.g., “take the pen and draw a circle on the 
paper, before you put the pen into the cup”). Generally, it must be taken into 
account that children’s performance in listening tasks that require syntactic 
processing is influenced by related skills, such as phonological awareness, 
semantic knowledge, and working memory functions.  
Some tasks allow for a more specific evaluation of central auditory 





l’Audition Centrale [Examination of Central Auditory Processing] (Demanez 
& Demanez, 2003) is a French-Belgian instrument for assessing speech-in-
noise perception (based on word repetition), selective attention (based on 
dichotic listening), and temporal auditory processing (based on the recognition 
of frequency patterns and tone durations) in children aged 6 to 7 years and 
older. In addition, we can test recall and manipulation of speech material by 
means of word, sentence or digit recall tasks. In these tasks, children listen to 
speech items and recall them after a retention interval in either forward or 
backward sequence. A common tool for the assessment of auditory working 
memory and other neuropsychological mechanisms in children aged 2 to 16 
years is the Bilan NEuroPSychologique de L’Enfant 2 [Neuropsychological 
Assessment] (NEPSY-II; Korkman et al., 2007).  
1.3.2 Measuring listening effort 
The recording of RTs in listening tasks may provide deeper insight into 
children’s listening effort. In their Framework for Effortful Listening (FUEL), 
Pichora-Fuller et al. (2016) define listening effort as a specific type of mental 
effort that may arise in auditorily presented tasks. According to the authors,  
…we hear with our ears, but we listen with our brains […] and how much 
effort we expend during listening in everyday life depends on our 
motivation to achieve goals and attain rewards of personal and/or social 
value. (Pichora-Fuller et al., 2016, p. 6S) 
Listening effort arises in the face of challenging listening conditions in 
which listeners must deliberately allocate cognitive resources to solve a 
listening task. As highlighted in the FUEL, listening effort is not only a result 
of input-related demands (e.g., noise, reverberation, context effects, familiarity 
with the topic, etc.); a listener’s ability to respond to these demands and 
motivation to do so play a role, too. Listening effort in children may be 




measured by assessing their answer accuracy or RT in dual- or single-task 
paradigms.  
Dual-task paradigms consist of a primary task (i.e., the language task of 
interest) and a secondary task (e.g., response to a light probe, recall task) that 
listeners perform simultaneously (Gagné et al., 2017). In the baseline 
condition, each task is presented in isolation. In the dual-task condition, they 
are presented together. A performance drop or RT increase in the secondary 
task is interpreted as indicating increased listening effort, based on the 
assumptions that cognitive capacity is limited and that it can be allocated 
deliberately (Kahneman, 1973; Pichora-Fuller et al., 2016). Thus, dual-task 
paradigms incorporate multitasking, an ability needed in many daily-life 
listening situations. 
Single-task paradigms provide a less complex alternative for assessing 
listening effort in children. As the name suggests, single-task paradigms are 
based on the administration of a single listening task. This can be any task that 
assesses spoken language processing (e.g., phoneme discrimination, sentence-
picture matching, etc.). In single-task paradigms, the advantage of RT 
measures in comparison to accuracy measures is that they allow a glimpse 
beyond children’s superficial performance into the depths of speech 
processing. Research suggests that, when assessing listening effort in children, 
the measurement of RT in single-task paradigms (which are usually easier to 
understand) may be more suitable than in dual-task paradigms (McGarrigle et 







This chapter shed light on the astonishing spoken language processing system, 
which allows us to understand verbally produced language. The auditory system plays 
an important role in the initial stages of spoken language processing. Our ears collect 
sounds, amplify them, and convert them to neural signals. From the cochlea, neural 
signals travel along the auditory pathway via the auditory nerve, where some primary 
analysis takes place (e.g., localization of the sound source). Information is processed 
in the auditory cortex, which interacts with other brain areas.  
The functional processing of spoken language is explained in psycholinguistic 
theories. Speech perception is the most basic stage of spoken language processing and 
relates to our ability to use acoustic cues. Speech perception theories explain the 
human ability to map acoustic information onto linguistic representations. Sentence 
processing refers to a more complex stage of spoken language processing. To 
understand sentences, children rely on their semantic knowledge, syntactic 
competency, and other cognitive skills. Theories of sentence processing can be 
divided into modular and interactive theories. Finally, spoken language processing 
involves the contribution of auditory working memory, since information must be 
temporarily stored and retained.  
In the final part of this chapter, I provided an overview of behavioral methods for 
the assessment of spoken language processing in children. This overview was limited 
to listening tasks in which answer accuracy and response time are measured. The 
concept of listening effort was introduced. We learned that listening effort can be 
evaluated with dual-task or single-task paradigms. The measurement of response time 
in single-task paradigms was identified as a preferable method for examining listening 
effort in children.  
  




2 The interfering factors of noise and impaired voice 
 
In chapter 1, we learned about the role of auditory, cognitive, and linguistic 
mechanisms in helping 6-year-old Sylvie to process spoken language. We have 
not yet taken into account the fact that Sylvie is facing acoustically degraded 
listening conditions. She is exposed to background noise and the teacher’s 
impaired voice. The purpose of this chapter is to thoroughly examine these two 
interfering factors, and to provide insight into the related physiological, 
acoustical, and perceptual aspects. 
I will begin with a section on noise and room acoustic parameters. This will 
be followed by an overview of the effects of noise on speech communication 
and information on the measurement of noise effects in listening tasks with 
children. The second section deals with a speaker’s impaired voice quality. It 
comprises background information on voice production, an introduction to the 
assessment of voice quality, an overview of the effects of impaired voice on 
speech communication, and some thoughts regarding the use of dysphonic 
speech samples in listening tasks with children. Finally, the last section of this 
chapter considers the special case of classrooms as challenging listening 






2.1 Noise  
Noise is an effective obstacle to children’s speech perception. When 
listening occurs in enclosed rooms, the effect of noise is further influenced by 
room acoustics. Room acoustics are determined by a range of factors, such as 
room size (American National Standards Institute [ANSI], 2010; Vermeir & 
De Geetere, 2002), internal sound insulation (Amlani & Russo, 2016; Canning 
et al., 2004), and other construction characteristics (Canning et al., 2004; 
Mealings et al., 2015). This section starts with an introduction of the concepts 
and parameters of background noise, signal-to-noise ratio, reverberation time, 
and speech transmission index.  
2.1.1 Noise and room acoustic parameters 
Background noise. 
The noise composition in a room results from internal noise sources (e.g., 
noise from ventilation systems and electronic devices) and external noise 
sources (e.g., construction noise and traffic noise). The American Standard 
ANSI S12.60 (ANSI, 2010) defines background noise as “sound in a furnished, 
unoccupied learning space, including sounds from outdoor sources, building 
services and utilities” (p. 3). I will refer to the term in a broader sense: 
background noise is any irrelevant sound in unoccupied or occupied rooms, 
including noise generated by the people within a room (e.g., coughing and 
background speech). The noise level within a room may be measured with a 
sound level meter, for example, in form of the A-weighted,13 equivalent 
continuous sound level (LAeq, expressed in decibels, dB).  
  
                                                          
13 A-weighting refers to a frequency weighting that attenuates low-frequency components of a 
sound signal and thereby approximates how sound is perceived by our auditory system 
(Acoustical Society of America, 2010). 




Signal-to-noise ratio (SNR). 
SNR is defined as the relative power (in terms of level difference) of the 
relevant signal compared to the irrelevant noise (Gragido et al., 2013). In 
acoustics, SNR is usually expressed in dB. For example, regarding speech 
communication, a 0 dB SNR means there is no sound level difference between 
the speech signal and the interfering noise. SNRs above 0 dB denote a sound-
level advantage for the speech signal, while SNRs below 0 dB indicate that the 
noise level is more dominant. School-aged children, such as Sylvie, require 
listening conditions of at least +15 dB SNR (Bradley & Sato, 2008; Mealings, 
2016).  
Reverberation time. 
Reverberation means that sound waves travel through the air and bounce 
back from walls and other surfaces. The time (in seconds) it takes for a sound 
to decay by 60 dB in an enclosed room, after the sound source has stopped, is 
referred to as reverberation time T (International Organization for 
Standardization [ISO], 2008). The longer the reverberation time, the noisier 
the room, because sounds take more time to fade away. While some early 
sound reflections can improve speech intelligibility (Bradley et al., 1999), a 
long reverberation time has the opposite effect, because “the energy of the 
reverberant signal overlaps with the target signal in the auditory system” 
(McCreery et al., 2019). Thus, the co-occurrence of reverberation and noise is 
detrimental for children’s speech perception (Klatte et al., 2010).  
ISO 3382-2 (ISO, 2008) states that reverberation time should be measured 
in unoccupied rooms, using an omnidirectional microphone as a receiver and 
an omnidirectional sound source for excitation (e.g., a bursting balloon). Decay 
curves within different frequency bands can later be analyzed using acoustical 





description of measurement techniques, consultation of ISO 3382-2 is 
recommended. 
Speech Transmission Index.  
The Speech Transmission Index (STI) is a combined measure of speech 
intelligibility in a room (Houtgast & Steeneken, 1971; Steeneken & Houtgast, 
1980). It was developed with the idea that speech intelligibility depends on 
amplitude modulations, which, in turn, decrease in the presence of noise and 
poor room acoustics. The STI is calculated with the modulation transfer 
function, which describes how much of the original amplitude modulation 
arrives at the receiver. STI values range from 0 (poor speech transmission) to 
1 (excellent speech transmission). Table 1 shows Houtgast and Steeneken’s 
(2002) STI intelligibility rating and its relationship with speech intelligibility 
measures.  




of sentences  
(%) 
Intelligibility 





> 0.75 Excellent 100 > 98 > 81 
0.60–0.75 Good 100 93–98 70–81 
0.45–0.60 Fair 100 80–93 53–70 
0.30–0.45 Poor 70–100 60–80 31–53 
< 0.3 Bad < 70 < 60 < 31 
  Note. Scores obtained from adult listeners. 
The IEC 60268-16 standard (International Electrotechnical Commission 
[IEC], 2019) states that STI can be measured with the direct or indirect method. 
In the direct method, the room is excited with modulated speech-shaped noise 




(SSN; an intensity-modulated, quasi-stationary noise in the frequency regions 
of human speech) and the modulation transfer function is calculated directly. 
In the indirect method, the modulation transfer function is derived from room 
impulse responses (for details, see IEC, 2019, or Houtgast et al., 2002).  
2.1.2 Noise and speech communication  
Communicating in noisy environment can affect both speech production 
and speech perception. The rationale of this section is to provide an overview 
of the effects of noise on speech production – which will ultimately influence 
the listener’s perception – and introduce the concept of perceptual masking of 
noise. Chapter 3 specifically deals with the effects of noise and a speaker’s 
impaired voice on children’s spoken language processing.  
Effects on speech production. 
A well-known phenomenon that occurs when speaking in a noisy 
environment is the Lombard effect, which describes a speaking-style 
adaptation that may improve intelligibility (Garnier & Henrich, 2014; 
Lombard, 1911). Lombard speech is characterized by an increase in 
fundamental frequency (fo), a raised first formant (F1), lengthening and 
increased intensity of vowels, flattening of the spectral tilt, and an intensity 
gain in frequency regions around 3 kHz when speaking in noise (Garnier & 
Henrich, 2014; Lu & Cooke, 2009; Van Summers et al., 1988). There are also 
visual correlates of Lombard speech, for example, speakers’ articulatory 
movements become more visible when speaking in noise (Garnier et al. 2018).  
The above-mentioned adaptations of the speaking style may be beneficial 
for speech intelligibility, but speaking in noise is also effortful and may 
indirectly lead to vocal fatigue (Bottalico et al., 2015). For example, teachers 
who overuse their voice in a noisy classroom environment are assumed to face 





(2008) found that teachers with existing voice problems were especially 
vulnerable to the impacts of noise and poor room acoustics on their voice 
quality. Moreover, adverse acoustical conditions reduced the teachers’ fo 
modulation, possibly making their speech sound more monotonous. 
Perceptual masking effects of noise. 
Noise creates perceptual masking effects. We can distinguish between 
energetic masking and informational masking (Brungart, 2001; Mattys et al., 
2009). A general explanation of these two terms is given below, followed by 
specific considerations regarding child listeners. 
“Energetic masking occurs when the audibility of a target is reduced by a 
distractor due to blending of their acoustic signals at the periphery (and in the 
same ear)” (Mattys et al., 2009, p. 205). Thus, the more the noise signal 
overlaps the acoustic features of the speech signal, the greater the energetic 
masking effect – and the less intelligible the speech. If, however, a noise signal 
is dominant in spectral regions that are not critical for speech perception, 
energetic masking effects are lower (Mattys et al., 2009). In fact, listeners can 
“glimpse” missing speech segments by using spectrotemporal regions in which 
energetic masking is less effective (Cooke, 2006).  
Informational masking refers to “everything that reduces intelligibility 
once energetic masking has been accounted for” (Cooke et al., 2008, pp. 414–
415). While energetic masking concerns the peripheral effects of noise (outside 
of the listener), informational masking concerns the effects on cognitive 
processing (inside of the listener). Informational masking has often been 
investigated in the context of speech-in-speech listening (i.e., tasks in which 
the noise source is competing speech; Brungart, 2001; Hoen et al., 2007; 
Wightman & Kistler, 2005).  




Listening tasks have shown that children, particularly those in the early 
school grades, are more susceptible to the masking effect of noise than adults 
(Bent & Atagi, 2015; Blandy & Lutman, 2005; Leibold & Buss, 2013; Stuart, 
2008; Wightman & Kistler, 2005). This appears to be true for energetic 
masking, and even more so for informational masking (Leibold & Buss, 2013; 
Wightman & Kistler, 2005). The overall advantage of speech-in-noise 
performance in adults may relate to children’s less mature ability to segregate 
auditory streams and selectively attend to a target signal (Wightman & Kistler, 
2005). Phonological awareness and general language skills that provide cues 
in noisy listening conditions are also less robust (Anthony & Francis, 2005; 
Elliott, 1979).  
2.1.3 Measuring the effect of noise in listening tasks  
After this introduction of room acoustics and of how noise affects speech 
communication, I will now explain how to measure the effect of noise on 
children’s spoken language processing in listening tasks. Different 
characteristics of noise that may potentially influence spoken language 
processing will be considered.  
Specific speech-in-noise versus general listening tasks. 
Some listening tasks are specifically designed to measure the effect of 
noise on children’s spoken language processing. The advantage of these tasks, 
in terms of construct validity, is that norm data is obtained in the presence of 
noise. A limitation is that such tasks are mostly restricted to the assessment of 
low-level speech perception, neglecting the fact that noise can also affect 
listening comprehension and auditory working memory.  
Speech-in-noise perception tasks are mostly adaptive tasks, in which the 
SNR is adapted in a stepwise procedure up to the point where the child 





reception threshold (SRT, measured in dB). Examples of such tasks that can 
be used with children include the Bamford-Kowal-Bench Speech-in-Noise 
Test (BKB-SIN; Bench et al., 1979), the Hearing-in-Noise Test for Children 
(HINT-C; Nilsson et al., 1996), and the Listening in Spatialized Noise-
Sentences test (LiSN-S; Cameron & Dillon, 2007). For a critical review of 
these tasks, readers are referred to the work of Schafer (2010). Adaptive tasks 
may be useful when testing the effect of noise on children in a laboratory 
setting, in which children are examined individually. They are not suitable for 
application in naturalistic settings.  
Adapting more general listening tasks (as presented in chapter 1) to assess 
children’s speech-in-noise processing offers a greater flexibility. However, 
prior to this assessment, it may be necessary to make (new) recordings of the 
speech material. As a second step, the speech signal is merged with the noise 
signal. Alternatively, both signals are played back from different loudspeakers 
during the listening task. Adapting general listening tasks allows researchers 
to examine a wide range of processing areas (e.g., word recall, phoneme 
discrimination, and passage comprehension). Moreover, different noise 
sources can be applied and their effects can be contrasted. On the downside, 
general listening tasks for children do not provide norm data obtained in the 
presence of noise. It may be more difficult to preclude ceiling or floor effects. 
This makes it particularly important to carefully plan the listening experiment 
and the methodological adaptations to the task. The choice of noise source may 
be critical, as is further discussed below.  
Noise sources applied in listening tasks with children. 
A noise source that is commonly applied in listening tasks with children is 
speech noise (e.g., Crandell & Smaldino, 1996; Howard et al., 2010; Klatte et 
al., 2007; McGarrigle et al., 2017; Nakeva von Mentzer et al., 2017; Osman & 




Sullivan, 2014). Speech noise can be defined as any kind of competing speech, 
whether it originates from one speaker or many competing speakers (i.e., 
multi-talker babble). It represents a common source of interference in many 
daily-life listening situations. Speech noise generates both energetic and 
informational masking, although informational masking effects are claimed to 
be dominant (Brungart, 2001). Research suggests that the impeding effect of 
speech noise increases when there are more competing talkers (Buss et al., 
2017), when the competing speaker has the same gender as the target speaker 
(Wightman & Kistler, 2005), and when the listening task involves complex 
comprehension rather than low-level perception (Klatte et al., 2010). 
Other noise sources used in listening tasks with children vary considerably 
in terms of their characteristics and masking effects. I will broadly divide them 
into natural noise sources (e.g., traffic noise, construction noise, train noise, 
music and classroom noise) and artificial noise sources (e.g., [amplitude-
modulated] SSN, broadband noise,14 and narrow-band noise15). The use of 
natural noise sources in listening tasks allows researchers to make claims about 
real-life listening contexts. On the other hand, artificial noise sources are easier 
to control (e.g., to investigate the effect of interrupted noise; Stuart 2008). 
Below, I describe two sample noise sources: classroom noise (natural noise 
source) and speech-shaped noise (artificial noise source). 
Classroom noise has been used in several studies of children’s spoken 
language processing, because it represents such a common interference for 
children at school (Jamieson et al., 2004; Klatte et al., 2010; Prodi, Visentin, 
Borella, et al., 2019; Sullivan et al., 2015). There is no clear definition of 
                                                          
14 Broadband noise is a continuous noise source with the sound energy distributed over a broad 
frequency range (Truax, 1999).  
15 Narrowband noise is a continuous noise source with the sound energy distributed over a 





classroom noise, although it usually refers to fluctuating noise containing 
typical background sounds heard in occupied classrooms (e.g., paper rustling, 
chairs moving, zippers on bags, and books being opened). Across these studies, 
the composition of classroom noise varies. For example, Klatte et al. (2010) 
used a classroom noise signal that included only classroom sounds other than 
speech. Prodi, Visentin, Borella, et al. (2019), on the other hand, used a noise 
signal consisting of unintelligible speech-like noise combined with classroom 
sounds. Some other authors do not provide any specifications regarding the 
noise signal they used (Jamieson et al., 2004). There is some indication that 
school-aged children might be more impeded by classroom noise than, for 
example, traffic noise (Prodi, Visentin, Borella, et al., 2019), which has 
implications for the construction of classrooms. 
Speech-shaped noise represents a more steady-state noise signal. Studies 
that have applied SSN to assess the effect of noise on children’s spoken 
language processing include McCreery and Stelmachowicz (2013), Peng and 
Jiang (2016), Peng and Wu (2018), and Prodi, Visentin, Peretti, et al. (2019). 
SSN is a pink noise16 in the frequency bands of speech. In other words, the 
spectral shape of SSN resembles that of human speech. Researchers can either 
use existing SSN signals (e.g., the Speech Transmission Index for Public 
Address systems [STIPA] signal; Houtgast et al., 2002) or derive SSN directly 
from the long-term average spectrum of a speaker (McCreery & 
Stelmachowicz, 2013; Peng & Wu, 2018). SSN seems to be particularly 
detrimental for the initial stages of children’s spoken language processing. For 
example, Peng et al. (2016) found that SSN impeded speech perception more 
than impact, fan, or traffic noise.  
                                                          
16 Pink noise refers to a composition of noise within different frequency bands but excluding 
higher frequencies (Farlex Trivia Dictionary, 2011). 




The degree to which noise affects children’s spoken language processing 
is influenced by still other factors. The lower the SNR, the more difficult it is 
for the listening child to understand the speaker. As mentioned earlier, spatial 
effects may play a role; the disturbance caused by noise becomes more severe 
when noise and speech are presented from the same direction rather than 
different directions (i.e., spatial release from masking; Johnstone & Litovsky, 
2006). In sum, the impeding nature of noise is still not fully understood. The 
same applies to the second type of acoustic interference considered in this 
thesis: a speaker’s impaired voice quality. 
2.2 Impaired voice quality 
To guide the reader toward an understanding of what voice impairments 
entail, this section begins with a general introduction to voice production. I 
will define the concept of voice quality and present methods for the assessment 
of voice quality. Afterward, the effects of impaired voice on the speech signal 
will be considered. Finally, this section deals with aspects regarding the 
investigation of impaired voice effects on children’s spoken language 
processing.  
2.2.1 An introduction to voice production 
Voice production (phonation) involves the refined interplay of three 
systems that are depicted in Figure 7: the respiratory system, the phonatory 
system, and the resonatory system. The respiratory system provides the 
pulmonic air (i.e., air exhaled from the lungs), which is the driving force for 
phonation (Redford, 2015). The phonatory system transforms the pulmonic air 
stream into sound waves by means of vocal fold vibration. The resonatory 
system (i.e., the vocal tract, including the nasal, oral, and pharyngeal cavities) 






Figure 7. The respiratory, phonatory, and resonatory systems.  
(adapted from https://www.templehealth.org/about/blog/how-does-my-voice-work/) 
 
The essential functions of the phonatory and resonatory systems are 
outlined in source-filter theories (Fant, 1960; Titze, 2008), whereby speech 
production relies on the functions of a source and a filter. The source is the 
larynx, which generates complex sound waves. The filter is the vocal tract, 
which filters these sound waves. Note that Fant (1960) viewed source and filter 
as two separate modules, while there is now evidence for an interaction 
between the two (Titze, 2008). Vocal tract configurations can influence the 
sound produced at the vocal folds and the opposite is also possible (Barney et 
al., 2007). 
At the source, an adduction (closure) of the vocal folds generates subglottic 
pressure (i.e., pulmonic air pressure from below the vocal folds) (Redford, 
2015). Once the subglottic pressure is high enough, the vocal folds burst open 
and begin to vibrate. Figure 8 depicts one complete phonation cycle, with a 
frontal view of the vocal folds. The fundamental frequency (fo) of the voice is 




determined by the number of phonation cycles per second, expressed in Hertz 
(Hz).17 Vocal intensity (voice sound pressure level, SPL) is expressed in dB. 
During conversational speech, the average voice SPL is 65 dB, measured with 
a mouth-microphone distance of 30 cm (Angerstein & Neuschaefer-Rube, 
1998). Voice SPL depends on lung pressure, laryngeal mechanisms (e.g., 
compression of the vocal folds), and vocal tract configurations (e.g., mouth 
opening), and is positively correlated with fo (Titze, 1992).  
Figure 8. Phonation cycle.  
(adapted from https://commons.wikimedia.org/wiki/File:Glottal_Cycle.gif) 
 
Note. 1. Pulmonic air arrives at the closed vocal folds; 2: subglottic pressure increases and 
begins to force open the vocal folds from the bottom to the top; 3: the vocal folds open up; 4: 
pulmonic air travels through the opened vocal folds; 5: the vocal folds close again from bottom 
to top; 6; the build-up of pulmonic air pressure begins anew. 
Regarding the filter function, the vocal tract acts as a resonator that allows 
certain frequencies to pass but attenuates others. In this process, the sound 
generated at the vocal folds travels through the vocal tract, where acoustic 
energy is bundled in certain frequency regions, known as formants (Redford, 
2015). In the previous chapter, we established that formants play an important 
role in the discrimination of phonemes. The last three formants (F3 to F5) 
further determine the voice quality of a speaker, also referred to as timbre 
(Richter, 2013).  
  
                                                          
17 The average fo of male and female voices is 125 Hz and 225 Hz, respectively (Hegde, 2010). 





2.2.2 Voice quality and its assessment 
Definition of voice quality. 
The term voice quality relates to “the characteristic that distinguishes 
between voices that may be otherwise similar in pitch and loudness […]” 
(Awan, 2019, p. 2). The quality of an individual’s voice depends on their 
anatomic characteristics and phonation behavior. Specific factors that may 
influence voice quality include “the mass, length, and tension of the vocal 
folds; the degree of compression between the folds; subglottal air pressure; and 
frequency, intensity, and amplitude of vocal fold vibration” (Hegde, 2010, p. 
107).  
According to Barsties and De Bodt (2015), the fact that various terms are 
used to describe someone’s voice quality makes it difficult to establish a firm 
definition. For example, voice quality can be described as breathy, harsh, 
hoarse, or nasal (Hegde, 2010). A breathy voice is the consequence of an 
incomplete closure of the vocal folds during phonation. A harsh or rough voice 
quality results from irregular or asymmetric vocal fold vibration (e.g., the vocal 
folds may vibrate in different phases or with different amplitudes). The 
combination of breathiness and harshness causes a voice to be perceived as 
hoarse (Hegde, 2010). A nasal voice quality occurs when the nasal cavity 
contributes to the production of a sound (or speech). Impaired voice qualities 
may indicate an underlying dysphonia.  
Dysphonia. 
Dysphonia (also called voice, phonation, and phonatory disorder) has been 
defined as “a complex phonatory disorder that is based on pathological 
structural changes and/or impaired neural/hormonal regulation of the vocal 




structures” (Hacki, Nawka, et al., 2020, p. 196).18 An individual’s resistance 
to phonotrauma is associated with their genetic predisposition and the 
molecular composition of their vocal folds (Am Zehnhoff-Dinnesen et al., 
2020). Traditionally, organic dysphonia (implying underlying organic changes 
of the phonatory system) has been distinguished from functional dysphonia 
(occurring in the absence of organic changes). However, this differentiation 
has been questioned because, in practice, combinations of the two types of 
dysphonia are common. It may then be difficult to determine which one caused 
the other. Moreover, Hacki, Moerman, et al. (2020) argued that the term 
functional dysphonia was too vague and etiologically uninformative and 
proposed to substitute the new term malregulative dysphonia. Malregulation 
may be due to psychogenic, behavioral, or sensory factors. 
Perceptual assessment of voice quality. 
A perceptual evaluation of voice quality is regarded as the gold standard 
for voice assessment (Bhuta et al., 2004; Oates, 2009; Pommée et al., 2018). 
This is because our auditory system is very sensitive and can detect even small 
acoustic deviations. A perceptual voice assessment may help determine 
whether a speaker’s voice quality is normal or impaired. For this purpose, 
researchers and clinicians can rely on a range of perceptual voice-assessment 
tools, including the Consensus Auditory-Perceptual Evaluation – Voice 
(CAPE-V ) scale (ASHA, 2002; Kempster et al., 2009), the Stockholm Voice 
Evaluation Approach (SWEA; Hammarberg & Gauffin, 1995), and the 
Perceptual Voice Profile (Oates & Russell, 1998). The most popular is 
probably the GRBAS (Grade, Roughness, Breathiness, Asthenia, Strain) scale 
                                                          
18 Note that some researchers use the term dysphonia to refer exclusively to the impaired sound 





(Hirano, 1981). I will described the GRBAS scale in more detail, because we 
will encounter it again in the experimental part of this thesis.  
The GRBAS scale (Hirano, 1981) allows a speaker’s voice quality to be 
rated based on five parameters: grade (i.e., overall grade of dysphonia), 
roughness, breathiness, asthenia (i.e., weak voice quality; Bhuta et al., 2004), 
and strain (i.e., tense voice quality; Bhuta et al., 2004). Dejonckere et al. (1996) 
later proposed to add instability to the GRBAS(I) scale (i.e., indicating the 
degree to which voice quality fluctuates). Raters are voice specialists who 
assess a speaker’s voice quality by listening to their voice recordings. Each 
GRBAS parameter is rated on a 4-point ordinal scale: 0 = no pathology, 1 = 
slight pathology, 2 = moderate pathology, 3 = severe pathology. The GRBAS 
scale has been confirmed to be a reliable tool for voice evaluation (Nemr et al., 
2012). The G parameter correlates with acoustic perturbation parameters 
(Bhuta et al., 2004; Jalalinajafabadi et al., 2013). Several studies that have 
tested children’s ability to understand dysphonic voices have previously 
evaluated these voices by means of the GRBAS scale (Morsomme et al., 2011; 
Rogerson & Dodd, 2005; Schiller, Morsomme, et al., 2020).  
Acoustic assessment of voice quality. 
Because perceptual voice assessment is a subjective method, it is advisable 
to complement the results with an acoustic voice assessment. Acoustic voice 
assessments may provide more details on voice quality and have the advantage 
of being objective. Barsties and De Bodt (2015) suggested that an acoustic 
analysis of voice quality may be performed along the dimensions of time, 
frequency, amplitude, and quefrency. Quefrency is the cepstral counterpart of 
frequency; the cepstrum is the Fourier Transform of the speech spectrum 
(Oppenheim & Schafer, 2004). Acoustic analyses of a speaker’s voice quality 




may be carried out on sustained vowels, connected speech, or a combination 
of the two. 
The traditional approach is to extract acoustic parameters from sustained 
vowels. Some common acoustic correlates of voice quality are jitter (frequency 
perturbation), shimmer (amplitude perturbation), harmonics-to-noise ratio 
(HNR describes the relative dominance of harmonics compared to noise 
components) (Barsties & De Bodt, 2015). A healthy voice should have a jitter 
(local) below 1.04%, a shimmer (local) below 3.82% (measured with the 
Multidimensional Voice Programme; cited in Boersma & Weenink, 2020). 
The HNR depends on the vowel; for the vowel /a/, it should be 20 dB or higher 
(Boersma & Weenink, 2020).  
In everyday life, we usually use our voice in conversation. This raises 
questions about the ecological validity of measuring voice quality based on 
sustained vowels. In fact, Maryn and Roy (2012) pointed out that the degree 
of dysphonia may be perceived differently in vowels than in connected speech. 
The Acoustic Voice Quality Index (AVQI; Maryn et al., 2010) is a voice 
assessment tool that combines measures from sustained vowels and connected 
speech. Since we used it in the studies presented in this thesis, I will describe 
the AVQI in more detail.  
The AVQI quantifies the degree of dysphonia based on an automatic 
computation of six acoustic parameters (i.e., shimmer local, shimmer local dB, 
HNR, slope of the long-term average spectrum [LTAS], tilt of the trendline 
through the LTAS, and smoothed cepstral-peak prominence [CPPs]; for more 
details on these parameters, see Maryn et al., 2010). The resulting AVQI scores 
range from 0 (no dysphonia) to 10 (severe dysphonia). The cut-off between 
pathological and non-pathological voice quality is around 3, depending on the 





is diagnostically accurate and shows a strong positive correlation with the G 
parameter of the GRBAS scale (Maryn et al., 2010; Maryn et al., 2014; 
Pommée et al., 2018). 
2.2.3 Impaired voice quality and speech communication  
Clearly, a speaker’s impaired voice influences speech communication. The 
consequences of a speaker’s impaired voice for children’s spoken language 
processing are dealt with in chapter 3. This section looks at the impact of 
impaired voice on the speech signal and discriminates between the perceptual 
effects of impaired voice and noise. 
Effect on speech production. 
Although loudness is not directly related to the concept of voice quality 
(Awan, 2019), many dysphonic speakers show disorders affecting loudness 
(e.g., abnormally low voice SPL; Colton et al., 2006). This aspect alone can 
reduce the overall intelligibility of dysphonic speakers, particularly in noisy 
environments. As an effect of reduced vocal motor control in dysphonic 
speakers, their speech production may also be characterized by the devoicing 
of voiced phonemes (i.e., all vowels and consonants produced with a 
contribution of vocal-fold vibration, such as /b/, /z/, or /m/) and the voicing of 
phonetically unvoiced consonants (e.g., /p/, /s/, or /f/) (Schoentgen, 2006).  
Dysphonic voices are frequently characterized by turbulence noise (which 
I will call phonation noise) within high-frequency regions of the spectrum. 
According to Ishikawa et al. (2017), this is likely to affect the distinctiveness 
with which dysphonic speakers phonetically realize consonants. Due to 
phonation noise, the spectral energy within the region of the third formant is 
reduced (Klatt & Klatt, 1990). This can affect speech intelligibility. For 
example, research has shown that F3 plays an important role in the 
discrimination between /l/ and /r/ (Miyawaki et al., 1975). Moreover, F3 is 




critical for identifying the place of articulation19 of stop consonants (Fox et al., 
2008). Finally, the increased proportion of noise in the spectra of dysphonic 
speakers may also impede the perception of consonants that are phonetically 
characterized by friction noise (e.g., /f/, /s/, or /ʃ/) (Ishikawa et al., 2017).  
Impaired voice versus noise. 
How does phonation noise differ from background noise? In the case of a 
normal voice quality, the acoustic difference between a voice signal and a noise 
signal is that the former is mostly periodic while the latter is not. However, this 
difference is reduced when the speaker is dysphonic. The aperiodic and 
incomplete vibration patterns found in vocally impaired speakers may 
contribute to perceived roughness, hoarseness, or breathiness.  
Bhuta et al. (2004) have proposed that “perhaps ‘noise’ is the perceived 
acoustical quality of the dysphonic voice” (p. 299). They compared the results 
of perceptual and acoustic voice assessments of voice patients and found that 
the perceptual degree of dysphonia (G on the GRBAS scale) correlated with 
three acoustic parameters associated with phonation noise: the noise-to-
harmonics ratio (NHR; the inverse of HNR; Hammer, 2012), the voice 
turbulence index (VTI; an index of noise energy in high-frequency ranges; Di 
Nicola et al., 2006), and the soft phonation index (SPI; an index of the 
harmonic structure of the spectrum; Di Nicola et al., 2006).  
Although phonation noise and background noise may share some common 
characteristics, they are distinguishable in their physical attributes. 
Background noise originates outside of the listener. It overlaps with the speech 
signal during its transmission (Mattys et al., 2009). Phonation noise, on the 
                                                          
19 The place of articulation refers to where in the vocal tract an obstruction is created. For 





other hand, originates from the same sound source as the speech signal. As 
such, it directly influences the spectral characteristics of the speech signal. It 
may be argued that the dominating effect of phonation noise on the speech 
signal is one of phoneme distortion rather than masking. In addition, the 
impeding effect of noise on the speech signal is quantifiable by means of SNR. 
There is no such universal metric for the quantification of the impact of 
impaired voice (although HNR may provide an estimate of the degree of 
phonation noise in the speech signal). Against this background, it is impossible 
to draw a direct comparison between listeners’ perception of noise and of 
impaired voice.  
2.2.4 Measuring the effect of impaired voice in listening tasks  
Researchers assess the effect of a speaker’s impaired voice on children’s 
spoken language processing by means of listening tasks. In contrast to noise, 
there are no tasks specifically designed for this purpose. Instead, researchers 
must resort to more general tasks for the assessment of spoken language 
processing (as introduced in chapter 1), adapting them to their needs. This 
requires the recording of new speech material in a dysphonic voice and a 
healthy control voice. Three methods for obtaining dysphonic speech material 
are compared below. 
Imitated impaired voice. 
The first method used to obtain dysphonic speech samples for listening 
tasks is imitation. This method, in which a healthy speaker mimics the typical 
speaking style of a dysphonic speaker, has been applied in the majority of 
studies on the effect of impaired voice (Chui & Ma, 2019; Lyberg-Åhlander, 
Haake, et al., 2015; Morsomme et al., 2011; Rogerson & Dodd, 2005; Schiller, 
Morsomme, et al., 2020). The advantage of the imitation method is that the 
same speaker who performs the imitation can be recorded with their normal 




voice quality, which eliminates inter-speaker differences related to articulation 
and prosodic aspects. Moreover, different voice characteristics can be 
emphasized as needed (e.g., roughness or asthenia). However, it is debatable 
whether an imitated impaired voice is truly representative of real dysphonia.  
Provoked impaired voice. 
The second method involves provoking impaired voice in otherwise 
healthy speakers (Brännström, Kastberg, et al., 2018; Brännström, von 
Lochow, et al., 2018; Lyberg-Åhlander, Holm, et al., 2015; von Lochow et al., 
2018). This can be done by means of vocal loading tasks (e.g., Whitling et al., 
2015). In vocal loading tasks, speakers are encouraged to speak against 
background noise until their voice quality becomes temporarily impaired. 
These tasks might place similar demands on the phonatory system to teaching 
(i.e., intensive phonation in noise for an increased period of time). However, it 
is by no means clear that a provoked impaired voice sounds more authentic 
than an imitated impaired voice. Moreover, some speakers are more resistant 
to vocal demands than others and it may be difficult to provoke an impaired 
voice in these speakers (Remacle et al., 2014). In the above-mentioned studies 
that used this method, the degree of provoked dysphonia was at best moderate 
and hyperfunction seemed to be the only characteristic that could reliably be 
provoked. Finally, asking a healthy speaker to overstrain their phonatory 
system in this way is ethically questionable. 
Real impaired voice. 
The third method that has been used to obtain dysphonic speech samples is 
recording a patient diagnosed with a voice disorder. This approach was used 
by Morton and Watson (2001). Recording a speaker with real dysphonia is 
certainly the best choice in terms of ecological validity. The main disadvantage 





control samples. This makes it impossible to avoid the potential confounding 
effects that can arise from inter-speaker differences unrelated to voice quality. 
Moreover, it is ethically questionable to record dysphonic patients in voice 
clinics. A way to circumvent both of these problems might be to record a 
speaker during an acute laryngitis attack and then record the same person again 
after recovery. However, this might introduce another set of drawbacks (e.g., 
finding a speaker with acute laryngitis, ensuring that both recordings are made 
under the same conditions, verifying that laryngitis results in a voice quality 
that is representative of dysphonia).  
None of the methods used to obtain dysphonic speech samples provides the 
perfect solution. Thus, whenever we seek to assess the effect of voice quality 
in listening tasks, the speech samples used should be carefully evaluated and 
described. Only then will we be able to draw valid conclusions for common 
listening contexts, such as classroom listening. 
2.3 A special case: The listening environment of classrooms 
Children may encounter adverse listening conditions in many daily-life 
situations, at home, at school, at a speech therapist’s office, etc. Classrooms 
represent the most typical environment in which noise (often boosted by 
reverberation) and a speaker’s impaired voice can co-occur. At the same time, 
classrooms serve the purpose of promoting children’s listening and learning. 
Therefore, I will discuss this specific listening environment in more depth.  
2.3.1 Noise and classroom acoustics – recommendations vs. reality 
Earlier in this chapter, we have learned about acoustic parameters that 
determine the quality of a room as a listening environment. Many attempts 
have been made and official standards defined to ensure that children are 
taught in sufficiently quiet classrooms. In the following subsections, I review 




international recommendations for classroom acoustic parameters and evaluate 
whether they match true classroom conditions.  
Background noise. 
According to the ANSI (2010), noise levels in unoccupied normal-sized 
classrooms should not exceed a maximum of 35 dB(A). Mealings (2016) even 
recommends that, in the case of primary school classrooms, a maximum 
unoccupied noise level of 30 dB(A) should not be surpassed. Classrooms that 
exhibit a high unoccupied noise level will be particularly noisy when children 
are there (Shield et al., 2015). Unfortunately, many classrooms20 around the 
world are too noisy. Crandell and Smaldino (2000) reviewed several classroom 
noise surveys and reported unoccupied noise levels between ranging between 
42 dB(A) and 51 dB(A) (48 dB(A) to 65 dB(A) in occupied classrooms21). A 
few years later, Shield and Dockrell (2004) conducted a large noise survey in 
English primary schools and measured a mean unoccupied noise level of 
47 dB(A) (72 dB(A) in occupied classrooms). In a more recent study carried 
out in Portuguese primary schools, Silva et al. (2016) reported a mean 
unoccupied noise level of 39 dB(A) (71 dB(A) in occupied classrooms). Thus, 
noise levels in different countries tend to exceed the ANSI-recommended 
threshold of 35 dB(A) (ANSI, 2010).  
Signal-to-noise ratio (SNR). 
The higher the level of classroom noise, the more difficult it is for the 
teacher and children to make themselves understood. High classroom noise 
results in poor SNRs. According to recommendations, classroom SNRs should 
                                                          
20 Note that we consider only enclosed classrooms in this thesis. In open plan classrooms, noise 
levels tend to be even higher (Mealings, 2016). 
21 It must be recalled that occupied noise levels greatly depend on what the children are doing 
(Shield & Dockrell, 2004). Note also that, in the literature, it is sometimes unclear whether the 
authors subtracted relevant signals (e.g., speech) from the overall LAeq (Mealings, 2016). 





be at least +15 dB (Bradley & Sato, 2008; Mealings, 2016). If the classroom 
noise level is 65 dB(A), the teacher is required to speak at a level of 80 dB(A) 
or higher (measured at the children’s seating position). Note that this is 
comparable to the level of heavy traffic noise. We can reasonably doubt that 
teachers are capable of maintaining such a loud speaking level during the 
course of a lesson – definitely not without harming their vocal folds. Not 
surprisingly, research showed that SNRs in classrooms rarely comply with the 
above-mentioned recommendations. In Crandell and Smaldino’s (2000) 
review, SNRs ranged between –7 and +5 dB. Results from later studies were 
in line with this finding, reporting SNRs that roughly varied between –10 and 
+10 dB (Bradley & Sato, 2008; Massie et al., 2004; Wilson, 2002). The full 
extent to which such degraded listening conditions affect children’s processing 
of speech is still unclear. 
Reverberation time. 
Long reverberation times increase noise levels and reduce speech 
intelligibility in classrooms (Klatte et al., 2010). Therefore, the ANSI (2010) 
recommends that classrooms should exhibit a maximum reverberation time of 
0.6 s. Some countries in Europe even recommend reverberation times below 
0.4 s (for a review, see Mealings, 2016). Again, there tends to be a gap between 
the recommendations and the reverberation time actually found in classrooms 
(Mealings, 2016). In the studies reviewed by Crandell and Smaldino (2000), 
reverberation times varied between 0.4 and 1.2 s. In a set of 40 Finnish 
classrooms, Sala and Rantala (2016) measured a mean of 0.6 s, but 40% of the 
classrooms exhibited longer reverberation times.  
Speech Transmission Index (STI). 
The STI may provide an estimate of speech intelligibility in enclosed 
classrooms. Mealings’ (2016) review showed that most recommendations 




propose an STI value of at least 0.6 to 0.75. These recommendations mostly 
stem from researchers, rarely from official institutions. One exception is 
Finland: according to the Finnish Standards Association (SFS, 2004), Finnish 
classrooms should ensure a minimum STI value of 0.8. However, a recent 
Finnish study showed that hardly any classrooms actually complied with the 
SFS standard (Sala & Rantala, 2016). Across the set of 40 classrooms, the 
mean STI was 0.74. Still, in the context of other recommendations, this 
measure may still be regarded as adequate (Mealings, 2016). Overall, many of 
the reported STI values in Mealings’ (2016) compilation were below 0.75. 
Brief summary. 
The research findings on noise levels, SNRs, reverberation times, and STI 
values in classrooms around the world are both coherent and alarming. To 
counteract the problem of poor classroom acoustics, most countries set 
standards in form of maximum or minimum thresholds for these parameters. 
However, noise surveys provide proof that these standards are usually not met. 
This is likely to impede speech communication among students and teachers. 
2.3.2 Dysphonia among teachers 
Noise may not only impede classroom listening but also contribute to the 
risk of dysphonia among teachers – professional voice users whose primary 
tool for work is their voice (Vilkman, 2004). This section introduces the issue 
of dysphonia among teachers and presents possible causes and consequences.  
Prevalence. 
According to a review of teachers’ vocal health, 20% to 40% (sometimes 
as much as 80%) of teachers suffer from voice disorders (Martins et al., 2014). 
Another study estimated that 60% of teachers develop a voice disorder during 





Thibeault, Parsa, et al., 2004). The results of that study also indicated that 
women’s risk for voice disorders is higher than men’s. The variation in 
prevalence data, as reported in Martins et al.’s (2014) study, relates to the lack 
of consensus concerning which criteria must be met to speak of a voice 
disorder. Most researchers have opted for symptom-based approaches (Roy, 
Merrill, Thibeault, Parsa, et al., 2004; Russell et al., 1998; Schiller, 2017; 
Simberg et al., 2000), defining the presence of a voice disorder based on the 
number of symptoms. Others also performed laryngological examinations 
(Sliwinska-Kowalska et al., 2006). Although the true prevalence remains 
unknown, we can safely state that teachers are prone to developing dysphonia. 
Causes.  
Voice disorders among teachers may result from multiple factors. 
According to a review by Mattiske et al. (1998), vocal overuse or misuse are 
particularly detrimental. This notion was supported by more recent work, 
showing that teachers face high vocal demands, particularly related to noise, 
and show excessive vocal demand responses22 (Nusseck et al., 2018; Remacle 
et al., 2018; Schiller et al., 2018). Other factors that have been associated with 
teachers’ risk of voice disorders are emotional and psychological factors (e.g., 
stress), inadequate vocal hygiene, awkward postures, smoking, auditory 
problems, allergies, and recurrent laryngitis (Martins et al., 2014; Rantala et al, 
2018; Sliwinska-Kowalska et al., 2006).  
Consequences. 
Voice disorders result in increased absenteeism among teachers (Behlau et 
al., 2012; Roy, Merrill, Thibeault, Gray, et al., 2004; Van Houtte et al., 2011). 
For example, Behlau et al. (2012) found that 12% of teachers, compared to 
                                                          
22 The terms vocal demand and vocal demand response were recently proposed to substitute 
for the terms vocal load and vocal loading, respectively (Hunter et al., 2020). 




only 2% of non-teachers, were absent for at least 5 days a year due to voice 
problems. Roy, Merrill, Thibeault, Gray, et al. (2004) showed that a 
significantly higher proportion of teachers than non-teachers reported voice-
related absenteeism and reduced work performance due to voice problems. At 
the same time, many voice-disordered teachers are reluctant to seek treatment 
(Russell et al., 1998; Van Houtte et al., 2011). For example, Russell et al. 
(1998) found that only 41% of the teachers with moderate to severe dysphonia 
consulted a voice specialist. Likewise, Van Houtte et al. (2011) found that only 
about half of the teachers with voice problems sought treatment. 
If a teacher encounters a voice problem, this can have several impacts on 
their students. Voice-related absenteeism among teachers can be detrimental 
because lessons might be canceled or children might have to adapt to substitute 
teachers. However, since many teachers appear to continue to teach even with 
voice problems (Russell et al., 1998, Van Houtte et al., 2011), it may also be 
problematic that students are required to listen to dysphonic teachers, such as 
in our example of Sylvie. Hains-Wesson (2011) found that students valued the 
teacher’s voice as essential for their learning experience, motivation, and 
attention during lessons. Children were also more likely to tune out during a 
lesson if their teacher had an unpleasant voice. Other studies suggest that 
students have negative attitudes toward dysphonic speakers (Brännström et al., 
2015; Morsomme et al., 2011). According to Morsomme et al. (2011, p. 12), 
terms children used to describe a dysphonic voice were “sad, monster, ill, 
broken, throat-ache, dying, ugly.” As we will learn in the experimental part of 
this thesis, listening to a teacher’s impaired voice may also impede children’s 






Chapter 2 introduced the degrading factors of background noise (and related room 
acoustic parameters) and a speaker’s impaired voice quality. Noise and impaired voice 
can both impede speech communication. However, their effects on the listener cannot 
be directly compared, because there is no common metric to quantify the degree of 
noise and impaired-voice exposure.  
Noise represents a degradation of the transmission of the speech signal. In 
enclosed listening environments, the disturbance caused by noise relates to SNR (a 
quantitative measure of noise exposure during speech communication) and other 
acoustic parameters, such as reverberation time and STI. Noise influences speech 
production (e.g., Lombard speech) and affects the listener, due to energetic and 
informational masking. The effects of noise on children’s spoken language processing 
can be assessed with specific speech-in-noise perception tasks or more general 
listening tasks.  
Impaired voice quality represents a degradation of the source of the speech signal. 
Perceptually, a speaker’s impaired voice is characterized by hoarseness, roughness, 
breathiness, etc. Acoustically, it is dominated by noise components in the spectrum of 
the speech signal. An impaired voice reduces speech intelligibility and may therefore 
affect children’s spoken language processing. Researchers have assessed this issue 
with listening tasks based on recordings of imitated dysphonia, provoked dysphonia, 
or real dysphonic patients. 
The combination of noise and a speaker’s impaired voice is particularly common 
in classrooms. Classroom noise levels often exceed official standards and many 
teachers develop voice disorders. The resulting acoustic interference may affect 
children’s academic performance. We will further examine this issue in the 
experimental part of this thesis, which follows.   
  




















GOALS AND HYPOTHESES  
Children can be exposed to noise and a speaker’s impaired voice in many 
daily-life situations – at school, while playing sports or in noisy households. 
The overarching aim of this thesis is to understand how noise and impaired 
voice affect children’s spoken language processing– from low-level speech 
perception to high-level listening comprehension. These effects will be 
investigated based on answer accuracy and RT measures in listening tasks. I 
seek to answer three broad research questions:  
 What is the effect of noise on school-aged children’s spoken-
language processing?  
 What is the effect of a speaker’s impaired voice on school-aged 
children’s spoken language processing?  
 What is the combined effect of noise and a speaker’s impaired voice 
on school-aged children’s spoken language processing? 
Study 1 is a systematic review and meta-analysis of the effects of noise 
and a speaker’s impaired voice on spoken language processing in 6- to 17-
year-old children. The aim is to gain a deeper understanding of how these two 
factors affect children’s performance and listening effort in listening tasks. We 
propose the Speech Processing under Acoustic DEgradations (SPADE) 
framework, which provides a visual illustration of the effects of noise and 
impaired voice in interplay with moderating factors that relate to the listener, 
the task, the exposure, and the environment. Study 1 offers a smooth 
introduction to the topic. Readers will understand to which extent noise and 
impaired voice hamper children’s speech perception, listening comprehension, 





Study 2 is a methodological study with the aim of assessing the suitability 
of imitated impaired voice samples for use in listening tasks with children. The 
speech material is recorded in a female speaker’s normal voice quality and her 
imitation of a dysphonic voice. The evaluation of the recordings includes a 
perceptual voice assessment and an acoustic voice assessment. To promote 
transparency and share our samples with other resarchers, we present the 
NODYS database (Schiller et al., 2019b). The value of study 2 in the context 
of this thesis is that it provides subjective and objective evaluations and 
descriptions of the voice qualities later applied in listening tasks with children.  
Study 3 is a laboratory study that investigates the effect of speech-shaped 
noise and impaired voice on 6-year-old children’s spoken language processing. 
We assess children’s answer accuracy and RT in listening tasks. Apart from 
our interest in determining the isolated effects of SSN and impaired voice, we 
want to understand the impact of a combination of both factors. Our 
participants individually perform a phonological discrimination task and a 
sentence-picture matching task. Speech items are presented in (a) a normal 
voice in quiet, (b) an impaired voice in quiet, (c) a normal voice in SSN, and 
(d) an impaired voice in SSN. We hypothesize that children’s performance will 
drop and RT will increase when they are exposed to either noise or an impaired 
voice, and even more so when the two factors co-occur. This study allows us 
to examine the effects of noise and impaired voice under conditions in which 
confounding factors are largely eliminated. RT results will help us understand 
the listening effort children experience when forced to listen in acoustically 
impoverished environments.  
Study 4 is an extension of the laboratory study using the same set of 
participants. It assesses the impact of speech rate on children’s perception of 





at either normal or fast (i.e., 30% faster) speech rates, in the same setting as 
study 3. Again, speech items are presented in (a) a normal voice in quiet, (b) 
an impaired voice in quiet, (c) a normal voice in SSN, and (d) an impaired 
voice in SSN. The speech rate is randomized. We hypothesize that, at a fast 
speech rate, the disturbing effect of acoustically adverse listening conditions 
on children’s accuracy and RT will become more pronounced than at a normal 
speech rate, due to the higher working memory demands. Study 4 will reveal 
whether children’s processing of impoverished speech is moderated by how 
quickly the speaker talks. 
Study 5 is a field study that assesses the effect of classroom noise and a 
speaker’s impaired voice on children’s spoken language processing. Our 
rationale is to transfer the research design applied in the laboratory study (study 
3) to a more realistic setting (i.e., classroom listening) and test whether the 
findings are comparable. Participants consist of a new sample of 6-year-old 
primary-school children. In examinations conducted in their usual classrooms, 
they are presented with the same listening tasks as in study 3. The only 
outcome measured is answer accuracy. During the experiment, children are 
exposed to constant classroom noise at different SNRs. Speech items are 
presented in a normal or an impaired voice through loudspeakers. We expect 
children to perform worse under lower SNRs and/or when listening to an 
impaired voice. Moreover, we test for an interaction effect of impaired voice 
and task demands on children’s listening comprehension. The strength of study 
5 is the ecological validity of the study design, as real classroom conditions are 
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Abstract   Background noise and voice problems among teachers can degrade listening 
conditions in classrooms. The aim of this systematic review and meta-analysis is to better 
understand how these acoustic degradations affect spoken language processing in 6-18-year-
old children. We review 31 studies that examined the effects of noise and/or impaired voice 
on children’s answer accuracy and response time (RT) in listening tasks. We propose the 
SPADE framework to classify relevant findings according to three processing dimensions – 
speech perception, listening comprehension, and auditory working memory – and to identify 
potential moderators. Our meta-analysis shows that noise can impede children’s accuracy in 
listening tasks across all processing dimensions (Cohen’s d between –0.67 and –2.65, 
depending on signal-to-noise ratio), and that impaired voice lowers children’s accuracy in 
listening comprehension tasks (d = –0.35). A few studies assessed RT, but results are 
inconclusive. The impact of noise and impaired voice can be moderated by listener factors, 
task factors, environmental factors, and exposure factors. The interaction between noise and 
impaired voice is still under-investigated. Overall, this review suggests that children have more 
trouble perceiving speech, processing verbal messages, and recalling verbal information when 
listening to acoustically degraded speech. These findings have implications for classroom 





Effects of noise and a speaker’s impaired voice quality on spoken 
language processing in school-aged children:  
A systematic review and meta-analysis 
Children’s learning and academic attainment at school may depend on a 
range of factors, such as student-teacher interactions (Vandenbroucke et al., 
2018), teachers’ classroom management skills (Korpershoek et al., 2016), and 
teachers’ ability to transfer knowledge to their students (Kraft et al., 2018). 
From an acoustical perspective, effective classroom listening may be hindered 
by classroom noise and reverberation (Gheller et al., 2020; Klatte et al., 2013; 
Shield & Dockrell, 2003) as well as by a teacher’s poor voice quality (Martins 
et al., 2014; Rodrigues et al., 2017). In this review, we investigate the effects 
of background noise and impaired (dysphonic) voice on spoken language 
processing in regular school-aged children.  
Classrooms should provide children with acoustic conditions allowing 
them to understand their teacher, focus on the lesson, and learn new subject 
matter. Therefore, the American National Standards Institute (ANSI, 2010) 
recommends that noise levels in unoccupied classrooms do not exceed 35 
dB(A) and reverberation times do not surpass 0.6 s (0.7 s for larger 
classrooms). Reverberation time is defined as the time it takes for a sound 
signal to decay by 60 dB in an enclosed room (International Organization for 
Standardization [ISO], 2008). Considering that classroom noise increases in 
the presence of children, signal-to-noise ratios (SNRs) should be at least +15 
dB, meaning that the speech-sound level should surpass the noise level by 15 
dB (Bradley & Sato, 2008; Mealings, 2016). Quite alarmingly, a recent review 
indicates that, in many classrooms around the world, unoccupied noise levels 
vary between 40-50 dB(A) – far beyond the threshold of 35 dB(A) – and SNRs 





reverberation times may aggravate the problem of noise (Neuman et al., 2010; 
Valente et al., 2012; Wróblewski et al., 2012). Such conditions may hinder 
speech communication in classrooms. 
When speaking in noise, teachers may be forced to raise their voice and 
adapt their speaking style to make themselves understood. This phenomenon, 
known as Lombard speech (Garnier & Henrich, 2014; Lombard, 1911), may 
involve over-articulation, thereby aiding audio-visual speech perception 
(Garnier et al., 2018). Although Lombard speech may promote speech 
communication, speaking in noisy classrooms for several hours a day can be 
vocally exhausting. Unsurprisingly, classroom noise is thought to elevate 
teachers’ risk for voice disorders (Martins et al., 2014). Typical symptoms of 
voice disorders include hoarseness, roughness, breathiness, asthenia, and strain 
(De Bodt et al., 2015). The prevalence of voice disorders among teachers has 
been reported to range around 20-50%, sometimes even higher (Martins et al., 
2014). At the same time, relatively few of the concerned teachers seek medical 
treatment (Van Houtte et al., 2011). As they continue to teach with an impaired 
voice quality, students might find it difficult to follow the lesson – particularly 
in the presence of noise. 
Both noise and a speaker’s impaired voice are claimed to reduce speech 
intelligibility (Ishikawa et al., 2020; Shield & Dockrell, 2003), although they 
do so in different ways. Noise interferes with the transmission of the speech 
signal by generating masking effects (Mattys et al., 2012). Energetic masking 
reduces speech intelligibility due to the physical overlap between the acoustic 
characteristics of the speech and noise signal (Mattys et al., 2009). 
Informational masking refers to the impeding effects of noise on a higher level 
of listening, after energetic masking effects have been accounted for (Mattys 





signal during its production, on a laryngeal level. Impaired voice can therefore 
be considered a source degradation (Mattys et al., 2012). For example, 
irregular vocal fold vibrations create air turbulences that may be perceived as 
“phonation noise” (Schiller, Morsomme, et al., 2020). Whether or not 
background noise and a speaker’s impaired voice have similar impacts on 
children’s spoken language processing is unclear. 
Spoken language processing is the process in which the acoustic speech 
signal is translated into linguistic representations, allowing listeners to 
interpret speech and memorize speech-encoded information (Medwetsky, 
2011). It involves a complex interplay of auditory, linguistic, and cognitive 
mechanisms (Fitzpatrick & Wheeldon, 2000). On a low level, auditory 
information is perceived and decoded, which is, for example, necessary for 
phoneme identification and discrimination (Holt & Lotto, 2010). On a higher 
level, understanding the content of speech demands the listener’s capacity to 
integrate semantic, syntactic, and pragmatic components (O’Malley et al., 
1989). This is critical to comprehend longer utterances, such as sentences or 
passages. Spoken language processing is also linked to working memory, 
because speech-information must be temporarily stored, manipulated, and 
recalled (Rönnberg et al., 2013). Narrative reviews indicate that children 
experience a higher listening effort (as can be indirectly assessed by means of 
RT measures; see e.g., Schiller, Morsomme, et al., 2020), and make more 
processing errors when listening to speech that is degraded by noise (Gheller 
et al., 2020; Klatte et al., 2013; Shield & Dockrell, 2003) or a speaker’s 
impaired voice (Rodrigues et al., 2017). However, these effects have never 
been synthesized and quantified in a systematic review and meta-analysis. 
Beyond that, little is known about how noise and impaired voice affect 





Traditionally, children’s processing of acoustically degraded speech has been 
assessed by means of intelligibility tasks, in which children are asked to repeat 
back speech segments of different lengths. However, as highlighted above, 
spoken language processing entails more than just auditory-perceptual 
mapping. In fact, it can be disturbed even under circumstances of high 
intelligibility (Gheller et al., 2020; Klatte et al., 2010). Researchers have 
become aware that evaluating the consequences of acoustic adversity within 
naturalistic listening contexts calls for a greater variety of listening tasks. Tasks 
that have been used include sentence comprehension tasks (Lyberg-Åhlander, 
Haake, et al., 2015), passage-comprehension tasks (Morsomme et al., 2011), 
oral-instruction tasks (Klatte et al., 2007), veracity-judgement tasks (Osman & 
Sullivan, 2014), and recall tasks (Sullivan et al., 2015). However, unless we 
evaluate the findings from such tasks in a broader context, it is difficult to 
determine their implications for everyday listening situations.  
There is also a need for analysing moderators (i.e., independent variables 
that influence the relationship between a predictor and the dependent variable) 
of the effects of noise and impaired voice on children’s spoken language 
processing. Understanding under which circumstances children might be most 
vulnerable to acoustically degraded speech is critical to developing purposeful 
strategies for improving classroom listening. 
Purpose of the present study 
The aim of this study is to systematically review the effects of acoustically 
degraded listening conditions on spoken language processing in school-aged 
children. Specifically, we set out to qualitatively and quantitatively analyze 
how noise and a speaker’s impaired voice influence children’s answer 
accuracy and RT in listening tasks along different processing dimensions. We 





framework to classify and evaluate the findings from the relevant literature into 
broader categories and identify potential moderators. Four research questions 
are investigated: 
 Research Question 1: To what extent does noise affect children’s 
spoken language processing? 
 Research Question 2: To what extent does a speaker’s impaired voice 
affect children’s spoken language processing? 
 Research Question 3: Is there an interaction between the effects of 
noise and a speaker’s impaired voice? 
 Research Question 4: Which factors moderate the effects of noise and 
a speaker’s impaired voice? 
The Speech Processing under Acoustic DEgradations (SPADE) 
framework 
Our SPADE framework was developed in a bottom-up as well as a top-
down manner. It is an outcome of prior knowledge deduced from 
psycholinguistic theory (Rueschemeyer & Gaskell, 2018) and the reviewed 
literature on the effects of noise and impaired voice on children’s spoken 
language processing. The SPADE framework classifies listening tasks into 
three dimensions of spoken language processing, which we will call SPADE 
dimensions: speech perception, listening comprehension, and auditory 
working memory (see Appendix A1 at the back of this thesis for a description 
of specific listening tasks and their categorization). The purpose of the SPADE 
framework is twofold. First, we seek to gain a better understanding of the 
effects of noise and/or a speaker’s impaired voice on children’s ability to hear 
what is being said, understand the content of a verbal message, and memorize 
what they have been told. To achieve this, we will meta-analytically determine 





moderators of the effects of noise and/or impaired voice on children’s spoken 
language processing. This will be accomplished by means of a qualitative 
analysis of interactions reported across the included studies. Below, we 
describe each SPADE dimension. 
Speech perception. 
The dimension of speech perception includes findings from listening tasks 
that primarily assessed auditory-perceptual processing. An example of 
auditory-perceptual processing is the mapping of speech input onto linguistic 
representations, such as phonemes, syllables, or words (Holt & Lotto, 2010). 
Listening tasks assigned to this dimension are speech-intelligibility tasks 
presented under acoustic adversity. Semantic and syntactic skills as well as 
recall skills are of secondary importance. Our synthesis of research findings 
within this dimension will help evaluate how well children hear under 
acoustically degraded conditions. 
Listening comprehension. 
The dimension of listening comprehension contains findings from listening 
tasks that primarily assess children’s ability to grasp the meaning of 
acoustically degraded spoken utterances (see e.g., Klatte et al., 2007). 
Listening comprehension builds on speech perception and requires semantic 
and syntactic integration. It is strongly linked to working memory, because 
information must be temporarily retained. The tasks within this dimension test 
children’s comprehension of longer speech segments presented under 
conditions of acoustic adversity. Results within this dimension will give an 







Auditory working memory. 
The dimension of auditory working memory focuses on research finding 
from listening tasks that test children’s ability to store, manipulate, and recall 
speech-encoded information under acoustically adverse conditions. Despite 
these skills being critical for listening comprehension, we decided to present 
auditory working memory as a separate dimension to highlight the aspect of 
time-delayed manipulation and recall. Results within the dimension of auditory 
working memory enable us to evaluate how well children memorize speech-
encoded information under acoustically degraded conditions. 
We will return to the SPADE framework in the results section of this 
review. That is, we will determine the effects of noise and a speaker’s impaired 
voice along the three SPADE dimensions, and we will present a collection of 
moderating factors identified in our qualitative analysis. A scheme of the 
SPADE framework that visualizes the results of this systematic review in 
simplified form is presented later in the discussion.  
3.1 Method 
We conducted a systematic review and meta-analysis according to the 
Preferred Reporting Items for Systematic Reviews and Meta-analysis 
(PRISMA) statement (Moher et al., 2009). Our protocol is available on 
PROSPERO (registration number: CRD42019137275). The meta-analysis was 
added post hoc in response to the reviewers’ request.  
Inclusion and exclusion criteria 
Participants.  
We included studies that investigated regular school-aged children (6-18 
years old), while studies that contained adult participants were excluded (e.g., 





hearing impairments or developmental disorders, such as specific language 
impairment (e.g., Leibold et al., 2013).  
Exposure.  
We included studies that assessed the impact of noise (in the following 
referred to as noise studies), a speaker’s impaired voice (in the following 
referred to as voice studies), or the combined impact of noise and impaired 
voice in listening tasks. Noise was defined as any interfering sound that masks 
speech (e.g., speech-shaped noise, classroom noise, or speech noise). The 
meta-analysis only includes studies that implemented exposure conditions of 
≤ 10 dB signal-to-noise ratio (the lower the SNR the higher the noise 
exposure). This threshold reflects the upper range of a classroom-typical noise 
exposure (Mealings, 2016). Impaired voice was defined as any perceptual 
deviance from a speaker’s normal voice quality. Speech stimuli of impaired 
voice could result from (a) a healthy speaker imitating dysphonia, (b) a healthy 
speaker who underwent a vocally demanding task that temporarily provoked 
an impaired voice, or (c) a dysphonic patient (Schiller et al., 2019a).  
Comparison.  
Studies needed to implement a control or comparison condition with a 
lower degree of exposure. For noise studies, this implied a listening condition 
with no added noise or with a higher SNR than in the control. The meta-
analysis only includes studies that implemented a comparison condition with 
no added noise or ≥ 15 dB SNR. The threshold of ≥ 15 dB SNR was applied, 
because it is the minimum SNR considered to provide a good classroom 
listening condition for children (Bradley & Sato, 2008; Mealings et al., 2016). 
For voice studies, the comparison condition needed to be a condition in which 





Outcome measures.  
We included studies that measured answer accuracy as a measure of task 
performance (primary outcome) and RT as a measure of listening effort 
(secondary outcome). We excluded studies that measured the outcome SNR in 
dB to assess the threshold at which listeners would perform at a certain level 
(e.g., Leibold et al., 2013). 
Study design and publication aspects.  
We included interventional studies with repeated-measures or between-
subjects designs. Eligibility was restricted to English-language studies 
published in scientific journals.  
Literature Search 
To identify eligible studies published up to November 2019, we searched 
the databases PsycINFO/Ovid, Medline/Ovid, Eric/Ovid, and Scopus (search 
dates: 02/2018, 08/2018, 11/2019). Our search strategies combined text words 
and – when relevant – controlled vocabulary (see Appendix A2 for our 
Medline/Ovid search strategy). Boolean operators connected the search terms 
of interest as follows: child AND spoken language processing AND (noise OR 
impaired voice). Additional studies were sought by hand searching the 
reference lists of all eligible studies. 
Study selection and data extraction 
As a first step, two investigators (IS [first author] and DM [last author]) 
independently screened the title and the abstract of each study according to 
predefined eligibility criteria to exclude irrelevant studies. As a second step, 
the same two investigators independently read the full texts of all the studies 





discussed and, when necessary, conflicts were solved together with a third 
investigator (AR [second author]). 
Coding procedure.  
We used an a-priori coding scheme to code the eligible studies for (1) year 
of publication (2) participant characteristics (i.e., number of participants 
included in the statistical analysis, age, and gender ratio), (3) experimental 
setting, including room specifications (i.e., whether the experiment was 
conducted in a classroom, sound-proof booth, quiet room at school), form of 
testing (i.e., group vs. individual testing), and auditory presentation mode (i.e., 
earphones vs. loudspeakers), (4) task type (e.g., word-picture matching; see 
Appendix A1 for definitions) and assigned SPADE dimension (i.e., speech 
perception, listening comprehension, or auditory working memory), (5) type 
of exposure (i.e., source of noise or impaired voice), (6) listening conditions, 
including the SNR levels (noise studies) and the degree of voice impairment 
(voice studies), (7) outcome (i.e., answer accuracy and/or RT), (8) effect-size 
data (i.e., means and standard deviations [SDs]; when only median and 
interquartile ranges [IQR] were available, we followed Hozo et al.’s, [2005] 
approach and converted them into means and SDs.), (9) main finding regarding 
the effect in question. 
The data extraction and coding were independently performed by two 
investigators (IS and DM). Coding schemes were piloted and revised to 
improve inter-rater agreement. Conflicts were discussed and solved in 
consensus with a third investigator (AR). Authors of studies were contacted to 







Two reviewers (IS and DM) independently appraised the quality of 
included studies using a shortened version of the Quality Assessment Tool for 
Observational Cohort and Cross-Sectional Studies of the National Heart, Lung, 
and Blood Institute of the National Institutes of Health (NHLBI, 2019). Despite 
this assessment tool being developed for observational and cross-sectional 
studies, we chose it because it included most aspects we considered critical to 
appraise the quality of the included studies (e.g., whether the study population 
was clearly described and recruited based on pre-defined criteria, or whether 
key confounding variables were considered). The original tool contains 14 
questions (see Appendix A3). We removed questions 6, 7, 10, and 13 because 
they were irrelevant to our studies of interest (i.e., studies providing a snapshot 
of exposures on children’s spoken language processing at a fixed point in 
time). The remaining questions were answered with yes, no, cannot determine, 
not reported, and not applicable. Overall study quality was rated on a 3-point 
scale (i.e., good, fair, poor), based on personal appraisal. Note that with the 
NHLBI quality assessment tool, the overall quality is not rated on fixed 
criteria. Raters are supposed to evaluate the internal validity of each study 
based on the risk of bias resulting from their responses to the sub-question of 
the tool.  
Data synthesis and statistical analysis 
The qualitative analysis includes a description of the included studies in 
the form of a table, which is organized into studies investigating the effect of 
noise, impaired voice, and their combined effect. In addition, with respect to 
the SPADE framework, the qualitative analysis entails a narrative report on 
moderators of the effects of noise and impaired voice that have been identified 





The quantitative analysis was performed on a subset of the studies included 
in this systematic review (i.e., studies from which we could determine effect 
sizes). Using RStudio software, version 1.2.5019 (RStudio Team, 2019), we 
statistically quantified the effects of noise and impaired voice on children’s 
answer accuracy and RT by means of random-effects models. Random-effects 
models were used because heterogeneity was expected between the studies. 
The Standardized Mean Difference (SMD, Cohen's d) with a 95% CI and p-
value was assumed as an effect size, considering the variety of listening tasks 
applied across the studies. Heterogeneity was assessed using Cochrane's Q 
statistic and I², a percentage estimate of inconsistency across studies (an I² of 
0% indicates no observed heterogeneity, while an I² of 100% indicates 
maximal observed heterogeneity; Higgins et al., 2003). We ran several meta-
analyses and subgroup-analyses to identify differences in the effects of noise 
and impaired voice with regard to the SPADE dimensions and, in the case of 
noise-studies, SNR. 
To assess the impact of noise on children’s answer accuracy, we stratified 
data into five SNR-bins: (1) +6 to +10 dB, (2) +1 to +5 dB, (3) 0 dB, (4) –1 to 
–5 dB, (5) –6 to –12 dB, taking into account that children’s susceptibility to 
noise varies with exposure level. Separate meta-analyses were performed for 
each SNR bin. Whenever possible, we carried out subgroup-analyses to test 
whether effects would vary with respect to SPADE dimension. Differences 
between groups were assessed using χ2–tests. Some studies assessed the effects 
of (1) children listening through an L2 (i.e., a second language) instead of their 
native language, (2) different noise sources, (3) different processing 
dimensions, or (4) different SNRs falling within the range of the same SNR 
bin. In these cases, data considered for the meta-analysis was restricted to (1) 
data from children listening through their native language, (2) classroom noise, 





These restrictions were necessary to avoid data from the same participants 
feeding into the meta-analysis more than once. The effect of noise on RT was 
assessed in a single meta-analysis; no SNR-stratification was applied due to 
the low number of studies, but a subgroup analysis according to SPADE 
dimension.  
To assess the impact of a speaker’s impaired voice on children’s answer 
accuracy in listening tasks, we ran separate meta-analyses for listening 
comprehension and auditory working memory (speech perception was only 
assessed in one study; Morsomme et al., 2011). In contrast to how we 
proceeded with the noise studies, we took into account variation regarding 
SPADE dimensions by performing separate meta-analyses. The reason was 
that several of the impaired-voice studies assessed the effects of impaired voice 
within more than one processing dimension and we needed to ensure that data 
from the same participants would be considered only once in each meta-
analysis. Some studies assessed the effect of (1) degree of dysphonia or (2) 
children listening through an L2 instead of their native language. In these 
cases, data considered for the meta-analysis was restricted to (1) the more 
severe dysphonic-voice exposure, and (2) data from children listening through 
their native language. No meta-analysis was carried out on the impact of 
impaired voice on children’s RT, as there was only one relevant study available 
(Sahlén et al, 2017). 
3.2 Results 
Our literature search resulted in a total of 5,853 records identified through 
database searching, and another three studies identified through reference-list 
searching (Figure 1). After removing duplicates and performing the study-
screening steps, we included 31 studies in our systematic review, twenty of 





qualitatively synthesize the studies included in the systematic review. We also 
present the results from the study-quality assessment. Second, we 
quantitatively synthesize the studies included in the meta-analysis. Third, we 
narratively report on moderators of the effects of noise and impaired voice. 
Qualitative synthesis 
Thirty-one studies were included in the qualitative synthesis (see Table 1, 
added at the end of this chapter). The effect of noise was assessed in 21 studies, 
the effect of impaired voice in eight studies, and the combined effect of noise 






and impaired voice in two studies. The qualitative synthesis comprises data 
from over 3,000 listeners between the age of six and 17 years. A variety of 
listening tasks (word-picture matching, passage comprehension, etc.) and 
interventional settings (e.g., group testing in a classroom, individual testing in 
a sound-proof booth, etc.) were applied. The most frequent noise source was 
multi-talker babble (n = 13), followed by speech-shaped noise (n = 5), and 
classroom noise (n = 4). SNRs ranged from +30 dB to –10 dB. Impaired voice 
was either imitated (n = 4), provoked (n = 5), or obtained from dysphonic 
patients (n = 1). Dysphonia severity ranged from mild to severe. Answer 
accuracy was assessed in 97% of the studies. RT was assessed in 23% of the 
studies. 
Most noise studies reported negative effects of noise on children’s answer 
accuracy and RT (see last column of Table 1). Likewise, most voice studies 
found that impaired voice lowered children’s answer accuracy, and – in the 
one relevant study (Sahlén et al., 2017) – prolonged RT. Neither of the two 
studies that assessed the combined effect of noise and impaired voice revealed 
a statistically significant interaction in children’s answer accuracy 
(Brännström, von Lochow et al., 2018; von Lochow et al., 2018). 
Quality assessment. 
Figure 2 shows the results from the quality assessment of the included 
studies. Overall study quality was rated good in 71% of the studies and fair in 
the remaining 29%. 
All studies clearly stated the study aim (Q1). Fifty-two percent of the 
studies used suitable outcome measures (Q11; i.e., the tools or methods applied 
for assessing outcomes were accurate and reliable). Different levels of 
exposure (i.e., different SNRs) were assessed in 45% of the studies and not 





speech-language difficulties, were considered and analyzed in 32% of studies. 
However, this aspect could not be determined in another 39% (Q14). 
 
Figure 2. Study quality yssessment using the Quality Assessment Tool 
for Observational Cohort and Cross-Sectional Studies (NHLBI, 2019). 
 






The quality assessment also revealed some methodological weaknesses. 
Fifty-two percent of the studies did not provide a power estimation or effect 
size measure (Q5). In 48% of the studies, the study population was not clearly 
specified (Q2), mainly due to an insufficient assessment of language skills. 
Eligibility criteria were not clearly reported in 48% (Q4). 
Results were inconclusive regarding participation rate (Q3; i.e., at least 
50% of eligible children actually participated in the study), suitability of 
exposures (Q9), and blinding of outcome assessors (Q12). Participation rate of 
eligible persons was not reported in 74% of studies, although the >50% 
participation criterion was likely met by most of them. In 39% of studies, we 
could not determine whether the exposure measure was suitable and reliable. 
None of the studies reported whether outcome assessors were blinded.  
Meta-analysis 
The quantitative analysis is based on 20/31 studies (from the 11 remaining 
studies, we could either not obtain effect-size data or there was no control 
condition of ≥15 dB SNR). Results for each exposure are reported separately. 
First, we present the effects of noise on children’s spoken language processing, 
taking into account differences regarding SNR and SPADE dimension. 
Second, we present the effects of impaired voice.  
Effects of noise on children’s spoken language processing. 
Noise significantly impeded children’s answer accuracy in each SNR bin 
(i.e., +6 to +10 dB, +1 to +5 dB, 0 dB; –1 to –5 dB, and –6 to –12 dB), with 
medium to large effect sizes of between –0.67 and –2.65 (Cohen’s d) and p-
values below 0.01 (Table 2; forest plots in the Appendices A4-A8). Taken 
together, results from these meta-analyses indicated that effect sizes increased 
as SNRs decreased (i.e., became more adverse). Results from subgroup 





dB and 0 dB) and no significant subgroup differences was found (i.e., +6 to 
+10 dB SNR: χ2 = 0.25, p = 0.62; 0 dB SNR: χ2 = 3.01, p = 0.08). Regarding 
the remaining SNR bins, subgroups were either made up of only one study (this 
applies to the +6 to +10 dB bin and the –1 to –5 dB bin) or all studies assessed 
the same dimension (this applies to the –6 dB to –12 dB bin). With one 
exception, there was considerable heterogeneity across the studies (I2 values 
of 89% and above, with p-values below 0.01). No heterogeneity was found in 
the +6 to +10 dB SNR bin. However, a look at the forest plot (Appendix A4) 
indicates that this is due to the high variance in the study of Nelson et al. 
(2005). 
 
The effect of noise on children’s RT in listening tasks was only small (d = 
0.2, CI [–0.11, 0.5]) and statistically not significant (z = 1.28, p = 0.20). The 
forest plot, including the results for each SPADE dimension, is presented in 
Appendix A9. Substantial heterogeneity was found across the studies (I² = 
67%, p = 0.02). 
  
Table 2. Effects of noise on children’s answer accuracy in listening 





Effects of impaired voice on children’s spoken language processing. 
Two meta-analyses were carried out to investigate the effect of impaired 
voice on children’s performance in listening comprehension tasks and auditory 
working memory tasks. As shown in Table 3 and the corresponding forest plots 
(Appendices A10 and A11), children’s answer accuracy in the dimension of 
listening comprehension significantly dropped when the speaker’s voice was 
dysphonic (d = –0.35, CI [–0.59, –0.11], z = –2.28, p < 0.01), which was not 
the case for the dimension of auditory working memory (d = –0.13, CI [–0.72, 
–0.46], z = –0.42, p = 0.67). Substantial heterogeneity was found across the 
studies (listening comprehension: I² = 73%, p < 0.01; auditory working 
memory: I² = 67%, p = 0.08). Although we could not run a meta-analysis on 
the dimension of speech perception, it is worth mentioning that the study that 
assessed this dimension (Morsomme et al., 2011) revealed a significant drop 
in children’s answer accuracy when the speaker’s voice quality changed from 
normal to impaired (M = 7.83, SD = 2.7 vs. M = 4.54, SD = 1.71). 
 
Narrative report 
Moderators of the effects of noise and impaired voice. 
To better evaluate the challenges of classroom listening, it is important to 
consider other factors that may influence children’s processing of speech in 
Table 3. Effects of impaired voice on children’s answer accuracy in 





noise and a speaker’s impaired voice. In the qualitative analysis of the 31 
studies included in this systematic review, we identified several moderators. 
These relate to the listener (i.e., age, gender, language proficiency), the task 
(i.e., cognitive demands induced by the listening task), the environment (i.e., 
reverberation), and the exposure (i.e., noise source). 
Age 
Several studies demonstrated that the effect of noise on children’s spoken 
language processing is age-dependent (Bradley and Sato, 2008; Howard et al., 
2010; Nelson et al., 2005; Peng et al., 2016; Peng & Jiang, 2016; Peng & Wu, 
2018; Yacullo & Hawkins, 1987). The younger the child, the higher their 
susceptibility to noise. For example, Bradley and Sato (2008) found that 
children’s answer accuracy from an optimal to a 0-dB-SNR listening condition 
dropped by 10%, 16%, and 24% in 11-, 8-, and 6-year-olds, respectively. There 
was no evidence suggesting that the effect of impaired voice might be age-
dependent.  
Gender 
The processing of spoken language under degraded listening conditions 
may be affected by children’s gender, although results were inconclusive. 
Sahlén et al. (2017) showed that listening to an impaired voice significantly 
increased RT in girls. However, Morsomme et al. (2011) did not observe a 
significant interaction between voice quality and children’s gender on answer 
accuracy. Likewise, Prodi, Visentin, Borella, et al. (2019) found no significant 
interaction between noise and gender on answer accuracy or RT. 
Language proficiency 
The degree to which noise affects children’s spoken language processing 





Smaldino, 1996; Nelson et al., 2005). Crandell and Smaldino (1996) found that 
speech perception among L2 learners was significantly more susceptible to 
decreasing SNRs than among children who listened through their native 
language. Likewise, Nelson et al. (2005) observed that children’s speech 
perception in noise (but not in quiet) deteriorated when speech was presented 
in their L2. On the other hand, no such interaction was found regarding a 
speaker’s impaired voice quality (Chui & Ma, 2019). 
Cognitive demands  
High task demands appear to be met less readily when listening to speech 
in noise (Howard et al., 2016; Prodi, Visentin, Peretti, et al., 2019; Sullivan et 
al., 2015) or to a dysphonic speaker (Lyberg-Åhlander, Haake, et al., 2015; 
Sahlén et al., 2017). Howard et al. (2016) found that the effect of noise on 
children’s speech perception was significantly more impeding when children 
were asked to simultaneously retain digits. Regarding voice quality, Lyberg-
Åhlander, Haake, et al. (2015) and Sahlén et al. (2017) showed that impaired 
voice may impede children’s sentence comprehension, but only in difficult 
sentences. The interplay between task demand and listening conditions 
depends on children’s cognitive ability to respond to these demands 
(Brännström, Kastberg, et al., 2018). 
Reverberation time 
Although poor room acoustics – particularly long reverberation times – 
may generally impede children’s spoken language processing (Bradley & Sato; 
Peng et al., 2016; Peng & Jiang, 2016; Peng & Wu, 2018), results regarding 
interactions with noise were inconclusive. In Peng et al. (2016), the effect of 
noise on children’s accuracy in a speech perception task significantly increased 
as the reverberation time changed from 0.83 s to 1.30 s, while Picou et al. 





another study suggested that the effect of reverberation time on children’s 
speech-in-noise perception might depend on the SNR (Hurtig et al., 2016). 
There was no study on the interaction between impaired voice and 
reverberation time. 
Noise source 
The effect of noise may depend on the noise source (Klatte et al., 2007; 
Peng et al., 2016; Prodi, Visentin, Borella, et al., 2019; Zhang et al., 2019). In 
Peng et al. (2016), speech-shaped noise and babble noise had greater impacts 
on children’s answer accuracy in a speech perception task than impact, fan, or 
traffic noise. Pointing in a similar direction, several other studies indicate that 
classroom- and babble noise may be more detrimental for children’s answer 
accuracy and RT than traffic noise (Klatte et al., 2007; Prodi, Visentin, Borella, 
et al., 2019; Zhang et al., 2019).  
Summary of the results 
Taken together, the qualitative and quantitative syntheses demonstrated 
that both noise and a speaker’s impaired voice have serious consequences for 
children’s spoken language processing. Acoustically degraded speech can 
lower children’s performance in all three SPADE dimensions. Regarding 
Research Question 1, noise effects on children’s answer accuracy were 
medium to large (Cohen’s d varied between –0.67 and –2.65), and deteriorated 
with decreasing SNR. Regarding Research Question 2, impaired-voice effects 
were small and only statistically significant in the dimension of listening 
comprehension (d = –0.35, CI [–0.59, –0.11]). Regarding Research Question 
3, there was no evidence for an interaction between noise and a speaker’s 
impaired voice, but this was based on only two studies. Regarding Research 
Question 4, the effect of noise may be moderated by children’s age and 





reverberation, and the noise source. The effect of impaired voice may be 
moderated by children’s gender and the cognitive demands induced by the 
task. 
3.3 Discussion 
Children’s ability to process acoustically impoverished speech has 
received increasing attention in the context of education, due to the high levels 
of classroom noise (Mealings, 2016) and the problem of dysphonia among 
teachers (Martins et al., 2014). In this systematic review and meta-analysis, we 
synthesized and quantified the effects of noise and a speaker’s impaired voice 
on spoken language processing in regular school-aged children, based on 
accuracy and RT measures. We found evidence that noise and impaired voice 
exert their influence along different areas of spoken language processing, 
spanning from the basic identification of phonemes to the complex 
comprehension of text. 
Effects of noise on children’s spoken language processing 
Regarding Research Question 1 (i.e., to what extent does noise affect 
children’s spoken language processing), our meta-analysis revealed that noise-
induced impediments on answer accuracy decreased with increasing SNR, but 
even in the most favorable SNR bin (i.e., +6 to +10 dB SNR), effect sizes were 
still medium to large. Viewed from another angle, small SNR gains of about 5 
dB may already improve children’s spoken language processing in noise. Our 
meta-analysis revealed a small RT increase in noise, which was however not 
statistically significant. The substantial heterogeneity in study outcomes 
probably contributed to the fact that the significance level was not reached. 
Interestingly, however, one of the included studies showed that noise slowed 
down children’s processing of spoken language even when performance was 





a later study by Schiller et al. (2020). More RT studies should be carried out to 
better understand subtle noise effects. 
In summary, these findings are worrisome, especially since most 
classrooms exhibit SNRs roughly varying between +10 dB to –10 dB 
(Mealings, 2016). Educational stakeholders are in demand to find solutions to 
tackle the problem of classroom noise. Our review underlines the important of 
adhering to official guidelines for classroom acoustics, such the ANSI 
guideline (2010), which states that maximum unoccupied noise levels should 
not exceed 35 dB(A) and reverberation time should not exceed 0.6-0.7 s. In 
light of our review, we agree with authors of previous studies who stressed that 
SNRs in classrooms should be at least +15 dB, preferably higher (Bradley & 
Sato, 2008; Mealings, 2016). 
Our subgroup analyses showed that noise may affect all SPADE 
dimensions, although we could not confirm that one SPADE dimension might 
be particularly susceptible to noise. Whenever applicable, out meta-analysis 
showed no significant subgroup difference between speech perception and 
listening comprehension (auditory working memory was not assessed in a 
sufficient number of studies). Even minor noise disruptions generated large 
effects sizes in both dimensions. This highlights that, beyond bottom-up 
processing, listening to speech in noise impedes top-down processing, 
probably due to the increased mental effort. Children become less efficient in 
processing verbal information. The concept of listening effort is thoroughly 
discussed in Pichora-Fuller et al. (2016).  
In real-life classroom listening, various factors may enhance or attenuate 
the effect of noise. Regarding Research Question 4 (i.e., which factors 





analysis showed that the effect of noise may interact with factors relating to 
the listener (i.e., language proficiency and age), the environment (i.e., 
reverberation), the exposure (i.e., noise source), and the task (i.e., the cognitive 
demands induced by the task).  
Age was the most frequently investigated moderator of children’s speech-
in-noise perception. Literature suggests that up to the age of 12, pupils require 
at least +10 dB SNR for optimal speech perception (Howard et al., 2010; 
Nelson et al., 2005; Peng et al., 2016; Peng & Jiang, 2016; Peng & Wu, 2018; 
Yacullo & Hawkins, 1987). Younger children, aged between 6 and 10 years, 
may already show performance deficits at relatively favorable SNRs of +19 to 
+15 dB (Bradley and Sato, 2008; Peng & Wu, 2018). These findings generally 
align with narrative reviews (Gheller et al., 2020; Shield & Dockrell, 2003; 
Klatte et al., 2013), according to which children up to about 13 years are 
particularly susceptible to noise. The age effect relates to the trajectory of 
spoken language development: younger children’s auditory and language 
systems are less developed and their ability to integrate sensory auditory 
information is less mature than in adults (Talarico et al., 2007). 
Noise source was also identified as a moderator of noise effects on 
children’s spoken language processing. The finding that different noise sources 
induce different masking effects was made in several of the included studies 
(Klatte et al., 2007; Peng et al., 2016; Prodi, Visentin, Borella, et al., 2019; 
Zhang et al., 2019). This variation is probably associated with the degree of 
energetic masking and informational masking of each individual noise source 
in relation to the speech signal (Mattys et al., 2009, 2012). We wish to stress 
that noise sources children typically encounter at school (i.e., classroom noise, 





less relevant for classroom listening, such as train noise (Klatte et al., 2007; 
Prodi, Visentin, Borella, et al., 2019; Zhang et al., 2019). 
Another factor that moderated speech-in-noise perception was children’s 
language proficiency. Two studies concurringly indicated that children are 
more disturbed by noise when listening through a second language instead of 
their native language (Crandell & Smaldino, 1996; Nelson et al., 2005). It is 
assumed that the earlier a child acquires an L2, the better their phonologic 
coding abilities and the more robust their speech-in-noise perception (Gheller 
et al., 2020). Beyond that, we assume that L2 learners experience a lower 
benefit from top-down effects (e.g., semantic and syntactic priming). The 
increasing number of L2 learners in classrooms (Geay et al., 2013) stresses the 
need for noise control. 
The cognitive demands associated with the listening task may moderate the 
effect of noise on children’s spoken language processing (Howard et al., 2016; 
Prodi, Visentin, Peretti, et al., 2019; Sullivan et al., 2015). However, compared 
to the moderators discussed thus far, findings from the included studies do not 
warrant a firm conclusion. The critical question seems to be, whether a child 
has the cognitive ability to meet the demands induced by a given task. Future 
studies should focus on this aspect.  
Finally, reverberation may moderate the effect of noise on children’s 
spoken language processing. However, while reverberation is generally a well-
recognized predictor of classroom listening (Gheller et al., 2020), evidence 
from the included studies on its interaction with noise was weak. In one study, 
the effect of noise increased with longer reverberation time (Peng et al., 2016), 
while in another study it did not (Picou et al., 2019). A third study indicated 





et al., 2016). While these findings provide little clarity, several studies not 
included in this review (mostly because the study population contained adults) 
have already demonstrated that reverberation might boost the effect of noise 
on spoken language processing (Neuman et al., 2010; Valente et al., 2012; 
Wróblewski et al., 2012). 
Effects of impaired voice on children’s spoken language processing 
In line with the impeding effect of noise, a speaker’s impaired voice can 
also lower children’s answer accuracy in listening tasks. Regarding Research 
Question 2 (i.e., to what extent does a speaker’s impaired voice affect 
children’s spoken language processing), our meta-analysis revealed a small to 
medium, yet significant effect of impaired voice on children’s listening 
comprehension. The effect of impaired voice on auditory working memory was 
small and not statistically significant. Unfortunately, we could not quantify the 
effect of impaired voice on speech perception, because only one study assessed 
this dimension (Morsomme et al., 2011). This was also true for RT, which was 
only assessed by Sahlén et al. (2017). Still, the results from these studies 
provide a first indication that listening to a dysphonic voice lowers children’s 
accuracy in speech perception tasks (Morsomme et al., 2011) and prolongs 
their RT in listening comprehension tasks (Sahlén et al., 2017). More recent 
works support these findings (Schiller et al., 2020; Schiller et al., in press). 
Regarding Research Question 4 (i.e., the effect of moderators), children’s 
processing of dysphonic speech may be moderated by the cognitive demands 
a listening task places on the child. Evidence suggests that listening to an 
impaired voice becomes significantly harder for children – both in terms of 
performance and listening effort – when the task induces a high processing 
load (Lyberg-Åhlander, Haake, et al., 2015; Sahlén et al., 2017). The reason 





the expense of listening comprehension, particularly when the linguistic 
difficulty is of borderline complexity for the child” (Lyberg-Åhlander, 
Brännström, et al., 2015, p.2). Note that, in a recent study, Schiller et al. (in 
press) also observed a significant interaction between cognitive demands and 
the speaker’s voice quality on children’s listening comprehension. However, 
results pointed in a different direction: children’s comprehension of medium 
and difficult sentences did not vary with respect to the speaker’s voice quality, 
while their comprehension of easy sentences was significantly better in the 
impaired-voice condition than in the normal-voice condition. The interaction 
between cognitive demands and the speaker’s voice quality should be 
investigated in future works. 
The impact of a speaker’s impaired voice on children’s spoken language 
processing may also be moderated by children’s gender. However, this finding 
was based on a single study, in which dysphonic speech prolonged response 
times in girls but not boys (Sahlén et al., 2017). In another reviewed study that 
assessed children’s answer accuracy as a function of the speaker’s voice 
quality, no interaction with gender was found (Morsomme et al., 2011). Future 
studies should take into account potential gender effects. 
Surprisingly, there was no indication of the degree of dysphonia 
moderating children’s spoken language processing. This aspect was 
investigated in two of the studies included in this review (Chui & Ma, 2019; 
Rogerson & Dodd, 2005). In both studies, a speaker’s impaired voice quality 
impeded children’s listening comprehension, but this effect was not stronger 
with a higher degree of dysphonia. This has important implications for the 
educational setting. Even if a teacher only has a minor voice problem, this may 






Combined effect of noise and impaired voice on children’s spoken 
language processing 
In this systematic review and meta-analysis, we were not only interested in 
the isolated effects on noise and a speaker’s impaired voice but also intrigued 
by whether these two types of acoustic degradations might interact (Research 
Question 3). Intuitively, listening to speech in noise should be particularly 
challenging when the speaker’s voice quality was impaired. To our surprise, 
the two reviewed studies that addressed this question did not find an interaction 
between noise and a speaker’s voice quality (Brännstöm, von Lochow et al., 
2018; von Lochow et al., 2018). In fact, there was not even a main effect of 
voice quality. With respect to the notion that, during classroom listening, 
children are often exposed to noise and a teacher’s impaired voice at the same 
time, the interplay between these two factors deserves further investigation. 
Schiller et al. (2020) recently picked up on that research topic and showed that 
6-year-olds were significantly more disturbed by noise when the speaker’s 
voice was impaired rather than normal. 
Integrating qualitative and quantitative findings regarding the effects of 
noise and impaired voice 
A visual summary of the effects of noise and a speaker’s impaired voice on 
children’s spoken language processing is provided in the form of a schematic 
presentation of the SPADE framework (Figure 3). The scheme highlights that 
both noise and a speaker’s impaired voice can affect spoken language 
processing, although there is no proof of an interaction. The effects of noise 
and impaired voice may be moderated by other factors that relate to the listener, 




















































































































































































































































































































































































































































































































































































































































































Our findings, as synthesized by means of the SPADE framework, are in 
line with earlier narrative reviews indicating that noise and a speaker’s 
impaired voice disrupt children’s listening efficiency (Gheller et al., 2020; 
Rodrigues et al., 2017; Shield & Dockrell, 2003; Klatte et al., 2013). It also 
expands on these findings, by quantifying these effects along different 
dimensions of spoken language processing and by identifying moderators. 
Applied to classroom listening, the sum of our findings suggests that children 
have trouble hearing their teacher, understanding the content of their speech, 
and memorizing information if noise levels are too high or if the teacher’s voice 
quality is poor. This would be particularly true for speech and classroom noise 
and for children who are in the lower grades. The more capacity is needed to 
process the content of speech, the more likely it is that a teacher’s impaired 
voice causes disruptions. Monitoring a teacher’s vocal health in addition to 
reducing classroom noise is therefore essential.      
Limitations 
In the following, we discuss limitations of this systematic review and meta-
analysis, which relate to the quality of the included studies and to our 
methodological choices. 
First, regarding study quality, we could not always evaluate whether 
critical confounding factors (i.e., variables that may also affect the outcome 
variable but were not accounted for) were taken into consideration. For 
example, especially among noise studies, participants’ language skills were 
often not adequately assessed. Thus, some of the investigated children might 
have had specific language impairments, which might have influenced the 
results. In many cases, inclusion and exclusion criteria were either not clearly 





Second, we did not find a quality assessment for interventional studies that 
entirely matched our needs. After carefully comparing different tools, we 
eventually opted for the NHLBI assessment tool for Observational Cohort and 
Cross-Sectional Studies (NHLBI, 2019). However, we had to remove four 
questions that were irrelevant to our studies in focus. 
A third limitation of this study is the substantial heterogeneity we found 
between the study outcomes in the meta-analyses. We can only speculate on 
what caused this heterogeneity. A likely reason is that this was due to the 
different scales with which accuracy was measured and the different tasks and 
techniques applied to assess RT. Publication bias could have also contributed 
to the heterogeneity. However, no publication bias analysis was performed 
because each meta-analysis featured fewer than 10 studies. 
Fourth, there may be further outcomes not considered in this systematic 
review and meta-analysis, which may help evaluate children’s spoken 
language processing under acoustically challenging conditions. Examples are 
physiological outcomes, such as pupil dilation (McGarrigle et al., 2017), 
behavioural outcomes, such as SNR required for a certain performance level 
(Leibold et al., 2013), and neuro-psychological measures. Investigating more 
outcomes might have provided more extensive results (e.g., identifying neural 
markers of listening effort) but would have resulted in an unmanageable 
amount of eligible studies. 
Finally, regarding the SPADE framework, it should be acknowledged that 
some of the moderators of the effects of noise and a speaker’s impaired voice 
were investigated in only a few of the included studies. An example is 
reverberation, which is generally known to increase the negative effect of noise 





et al., 2012). There may also be further moderators which were not investigated 
in any of the 31 reviewed studies, such as the speaker’s speech rate (Schiller, 
Morsomme, et al., 2019), Lombard speech (Garnier & Henrich, 2014), and the 
presence of visual cues (Garnier et al., 2018). It will also be interesting to 
investigate whether non-typically developing children might be more 
vulnerable to acoustic degradations than typically developing children. 
Recommendations 
Listening to a dysphonic teacher in the presence of noise is probably more 
difficult than listening to a healthy teacher in noise. Still, there is little research 
on potential interactions between noise and a speaker’s voice quality on 
children’s spoken language processing. The two studies that looked at this 
issue were conducted in the dimension of listening comprehension and did not 
suggest firm conclusions. Future studies should develop interventional designs 
incorporating both factors in an aim to close this research gap. In particular, 
speech perception and auditory working memory deserve more attention in this 
respect. 
More research is needed to enhance and expand the SPADE framework. 
Further studies are necessary to confirm the impact of the identified moderators 
and explore their moderation strength. Other factors which might influence 
spoken language processing under adverse conditions should also be assessed. 
For example, it is still uncertain to which degree children’s executive 
functioning skills may predict children’s ability to process dysphonic speech 
(Lyberg-Åhlander, Holm, et al., 2015). Moreover, it is important to understand 
if children’s processing of impaired voice may be moderated by the type of 
dysphonia, reverberation time, or children’s age. Regarding noise, more clarity 





rather lead to interaction effects or additive effects?). We hope that researchers 
will set out to investigate these aspects and complete the SPADE framework. 
The SPADE framework may be useful to researchers, but also policy 
makers in the field of education. It may help psycholinguists, speech 
pathologists, and pedagogues to better understand spoken language processing 
areas susceptible to acoustic degradations and to gain an overview of listening 
tasks conducted in the past. Educational policy makers may use the framework 
to develop strategies to improve listening conditions in classrooms. For 
example, with regard to noise, a strategy could be to ensure that the youngest 
pupils are taught in the quietest classrooms. 
Conclusion 
In this systematic review and meta-analysis, we presented evidence for the 
adverse effects of noise and a speaker’s impaired voice on children’s spoken 
language processing. An evaluation of findings from listening tasks revealed 
that children make more processing errors and tend to take more time to 
process speech when the speech signal is acoustically degraded. By 
synthesizing and classifying results for the included studies in the SPADE 
framework, we illustrated that impediments may affect speech perception, 
listening comprehension, and auditory working memory, and are moderated 
by other factors such as a listener’s age or their language proficiency. Due to a 
lack of studies, we were unable to determine the combined effect of noise and 
a speaker’s impaired voice on children’s spoken language processing. Future 
research in this domain is necessary to predict the challenges faced by school-
aged children when listening and communicating in classrooms and to identify 
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Note. Color codes were used to highlight noise studies (no color), voice studies (light grey), and studies on the combined effect of noise and impaired voice (dark grey). Speech-
shaped noise = steady-state signal that matches the spectral characteristics of speech; Multi-talker babble = babble noise created from several talkers (usually not intelligible); SNR = 
signal-to-noise ratio; RT = response time; AWM = auditory working memory; SP = Speech perception; LC = listening comprehension 
aWord repetition measured in dual-task design. The secondary task was a visual task.  
bAfter children listened to passages in noise, children were presented with images depicting target and distractor words. Word recall was tested by asking the children whether or not 
these words were presented in the passage.  
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Abstract   Purpose: The aim of this study was to assess the suitability of imitated dysphonic 
voice samples for their application in listening tasks investigating the impact of speakers’ voice 
quality on spoken language processing. Methods: A female voice expert recorded speech 
samples (sustained vowels and connected speech) in her normal voice and while imitating a 
dysphonic voice. Voice characteristics, authenticity, and consistency of the two voice qualities 
were evaluated by means of acoustic measurements (Acoustic Voice Quality Index [AVQI], 
jitter, shimmer, harmonics-to-noise ratio [HNR]) and perceptual evaluation (GRBAS scale, 
consistency, and authenticity rated by five speech-language pathologists). Results: Based on 
acoustic and perceptual assessments, the degree of voice impairment for the imitated 
dysphonic voice was found to be moderate to severe. Roughness and asthenia were the 
predominant perceptual features. The perceptual rating indicated a high consistency and 
acceptable authenticity of the imitated dysphonic voice. Conclusions: Results suggest that an 
imitation of dysphonic voice quality may resemble the voice characteristics typically found in 
dysphonic patients. Implications: The voice samples validated here shall be applied in future 





Imitating dysphonic voice: A suitable technique to create stimuli for 
spoken language processing tasks? 
During the past decade, an increasing amount of studies have investigated 
the effect of speaker’s impaired voice quality on spoken language processing 
(Morsomme et al., 2011; Rudner et al., 2018; Sahlén et al., 2017; von Lochow 
et al., 2018). In listening experiments, participants are presented with speech 
samples in a normal and/or dysphonic voice and perform a linguistic task, such 
as sentence-picture matching. The impact of voice quality on spoken language 
processing is then assessed in terms of answer accuracy or response time. To 
draw conclusions applying to real-life listening situations, the voice qualities 
used in such tasks should be selected carefully. This study evaluates the 
ecologic suitability of an imitated dysphonic voice for assessing spoken 
language processing in listening tasks. 
Spoken language processing refers to a listener’s ability to process acoustic 
information and map it onto linguistic representations which can then be 
manipulated and memorized to allow the understanding of speech 
(Medwetsky, 2011). Research suggests that listening to impaired voice may 
impede spoken language processing at different stages ranging from low-level 
speech perception to high-level listening comprehension (Brännström, 
Kastberg, et al., 2018; Brännström, von Lochow, et al., 2018; Chui & Ma, 
2019; Lyberg-Åhlander, Haake, et al., 2015; Lyberg-Åhlander, Holm, et al., 
2015; Morsomme et al., 2011; Morton & Watson, 2001; Rogerson & Dodd, 
2005; Rudner et al., 2018; Sahlén et al., 2017; von Lochow et al., 2018). This 
may be due to the increased noise components characterizing dysphonic voices 
(Yanagihara, 1967). Compensation for such signal degradations is assumed to 
increase the cognitive load, thereby leaving less capacity available for 





The impact of impaired voice on the listening experience has received 
particular attention in children. Children’s language development could be 
negatively affected in case their mother’s or father’s voice was dysphonic. In 
therapeutic situations, for example psychotherapy or SLT sessions, children 
might feel disturbed if their therapist’s voice was impaired. In the educational 
context, past studies repeatedly addressed the question whether children are 
still able to listen effectively and recall oral information if their teacher is 
dysphonic (Morsomme et al., 2011; Rogerson & Dodd, 2005; Sahlén et al., 
2017). Effects of normal versus impaired voice on children’s spoken language 
processing have been investigated in sentence-picture matching tasks (Lyberg-
Åhlander, Haake, et al., 2015; Sahlén et al., 2017), passage comprehension 
tasks (Brännström, von Lochow, et al., 2018; Chui & Ma, 2019; Morsomme et 
al., 2011; Morton & Watson, 2001; Rogerson & Dodd, 2005; Rudner et al., 
2018; von Lochow et al., 2018), and phoneme discrimination tasks 
(Morsomme et al., 2011). To date, there is no consensus on how dysphonic 
voice samples should best be obtained. Three methods were applied in the past: 
(1) recording a real dysphonic patient, (2) provoking a dysphonic voice by 
means of a vocal loading task, or (3) mimicking dysphonic voice. A fourth 
option would be the use of synthesized dysphonic voice. Advantages and 
drawbacks of these four methods are discussed in the following paragraphs. 
Unquestionably, using speech samples from real dysphonic speakers is 
favorable in terms of ecologic validity. This method was applied by Morton 
and Watson (2001) who were the first to investigate the effect of impaired 
voice on spoken language processing in children. Children were presented with 
text passages read by a vocally healthy speaker versus a speaker diagnosed 
with moderate to severe dysphoria. Children’s ability to recall words was 
significantly better under the normal voice condition than the dysphonic voice 





articulation, neutral accent and comparable speaking rates, the impact of 
speaker-dependent variables may not be ruled out. Distinct prosodic features, 
voice characteristics such as timber, or articulatory differences between the 
speakers shape the listening experience and may thus affect listening task 
results. 
Such potential confounding factors may be overcome when speech samples 
are produced by the same person. Dysphonic voice in otherwise voice-healthy 
speakers may be provoked through vocal loading tasks - a method repeatedly 
applied by Lyberg-Åhlander and associated researchers (Brännström, 
Kastberg, et al., 2018; Brännström, von Lochow, et al., 2018; Lyberg-
Åhlander, Holm, et al., 2015; Rudner et al., 2018; Sahlén et al., 2017; von 
Lochow et al., 2018), who followed the procedure described in Whitling et al., 
(2015). In this vocal loading task, which is claimed to temporarily provoke 
impaired voice (Brännström, Kastberg, et al., 2018), speakers read out a text 
against background noise leveled at 85 dB SPL until the point when they “feel 
a discomfort in their throat” (p. 261.el5) (maximum time limit of 30 minutes). 
Provoking impaired voice with this technique is interesting as it reflects real 
classroom situations in which high background noise levels may increase 
teachers’ vocal effort. The problem is that some speakers may be resistant to 
vocal loading (Remacle et al., 2014). Note also that only mild to moderate 
degrees of dysphonia were achieved in the above-mentioned studies 
(Brännström, Kastberg, et al., 2018; Brännström, von Lochow, et al., 2018; 
Lyberg-Åhlander, Holm, et al., 2015; Rudner et al., 2018; Sahlén et al., 2017; 
von Lochow et al., 2018), ranging from 4 to 5 on an 11-point scale. While 
hyperfunctional voice quality was provoked, hoarseness was not. In fact, 
results from another study suggests that some voice quality parameters, such 





2014). Considering these findings, the effectivity of vocal loading tasks 
provoking dysphonic voice for listening tasks remains therefore questionable. 
Imitation of dysphonic voice is another technique for obtaining different 
voice qualities from the same speaker. Several researchers have used imitated 
dysphonic voice for listening tasks (Chui & Ma, 2019; Lyberg-Åhlander, 
Haake, et al., 2015; Morsomme et al., 2011; Rogerson & Dodd, 2005). Again, 
the benefit is that speaker-dependent vocal-, prosodic-, or articulatory features 
are controlled for. As opposed to provoking impaired voice through vocal 
loading, this method allows speakers to simulate different degrees of 
dysphonia or emphasize particular voice characteristics such as roughness, 
breathiness, or hoarseness. However, not every speaker may authentically 
mimic an impaired voice. It is also challenging to maintain a consistent 
impaired voice quality throughout the recording. Impersonators could perform 
this task, but while they are able to mimic the voice of another speaker 
(Delvaux et al., 2017), they might not necessarily be able to modify their own 
voice. Mimicking another person’s speaking style is different to making one’s 
own voice sound dysphonic yet natural. This may be one of the reasons why 
past studies made recordings of voice experts with profound knowledge of 
dysphonia (Chui & Ma, 2019; Lyberg-Åhlander, Haake, et al., 2015; 
Morsomme et al., 2011; Rogerson & Dodd, 2005). 
Finally, speech synthesis could be a way to generate different voice 
qualities for listening tasks. Compared to the three methods presented above, 
speech synthesis would offer the highest control of voice parameters over time. 
Distinct voice characteristics could be manipulated to obtain the voice quality 
of interest for the listening experiment. In the context of dysphonic voice 
creation, speech synthesis has primarily been performed on sustained vowels 





al., 2010; Lucero et al., 2013; Murphy et al., 2008; Natour & Saleem, 2009; 
Schoentgen et al., 2015; Sofranko & Prosek, 2014) or vowel combinations 
(Bergan et al., 2004; Schoentgen et al., 2015). To our knowledge, synthesis of 
dysphonic voice in connected speech has only been performed by Yiu and 
colleagues (2002, 2008), who addressed the problem of limited naturalness of 
the samples (Yiu et al., 2008). To assess the effect of dysphonic voice on 
spoken language processing, researchers require dysphonic samples of 
connected speech, which sound natural. It seems that speech synthesis 
technology cannot yet respond to that need. 
In order to evaluate dysphonia, voice assessment involves a combination 
of multiple approaches. In clinical practice, ENTs or speech-language 
pathologists diagnose voice disorders using laryngoscopy, aerodynamic 
measurements, self-evaluation, perceptual assessment and acoustic 
measurements. Here, we are interested in the description of voice as related to 
the listening experience. In the following, we will therefore address the issue 
of voice quality evaluation on a perceptual and acoustic level. 
As voice is above all a perceptual phenomenon (Oates, 2009), perceptual 
assessment has a high clinical relevance and is often considered the gold 
standard for evaluating voice quality (De Bodt et al., 1996; Oates, 2009; Wuyts 
et al., 1999). A wide range of standardized and non-standardized rating 
instruments for perceptual voice assessment exist. One of the most common 
perceptual rating tools used in clinics is the GRBAS scale (Hirano, 1981). The 
GRBAS scale encompasses five voice quality parameters, namely grade (G), 
roughness (R), breathiness (B), asthenia (A), and strain (S), which are rated on 
a 4-point ordinal scale (0 = no pathology, 1 = mild pathology, 2 = moderate 





Acoustic measurements represent an objective supplement to perceptual 
voice quality assessment. Common acoustic measures used in clinical practice 
are jitter (i.e., frequency perturbations), shimmer (i.e., intensity perturbations) 
and harmonics-to-noise ratio (HNR), which is the relation of harmonic parts of 
the spectrum compared to non-harmonic parts. While these measures are 
calculated from sustained vowels, the Acoustic Voice Quality Index (AVQI) 
(Maryn et al., 2010) allows acoustic voice analyses based on vowels in 
combination with connected speech. The strength of the AVQI is thus its high 
ecologic validity (Maryn et al., 2010). Combining different acoustic markers 
from the domains time, frequency, and quefrency, the AVQI provides a score 
that predicts the degree of dysphonia severity (Maryn & Weenink, 2015). 
AVQI scores range between 0 and 10 (the higher the scores, the more severe 
the degree of dysphonia). Cut-off values for the distinction between normal 
and pathologic voice reside around 3 (3.05 for French) (Maryn et al., 2014). A 
paper on an updated version of the French AVQI is currently in press (Pommée 
et al., 2018). 
Based on perceptual voice assessments and acoustic measurements, the 
present study assessed the suitability of imitated dysphonic voice quality for 
listening tasks investigating spoken language processing. The imitated 
dysphonic voice samples shall subsequently be used in two studies: a 
laboratory experiment and a field experiment conducted in a real classroom. 
We recorded speech material (vowels and connected speech) of a female 
speech-language pathologist using her normal versus imitated dysphonic 
voice. This material was then evaluated in terms of authenticity, consistency, 
and voice quality characteristics. Three purposes were served: (1) validating 
speech material for future experiments, (2) sharing this speech material with 
other researchers, and (3) providing recommendations for the creation of 






Recording of normal and dysphonic speech samples 
For the recording procedure, we followed the recommendations provided 
in Barsties and De Bodt (2015). Recordings were made in a quiet room with a 
background noise level of 30 dB(A) (as measured with a PCE-353 sound level 
meter, PCE Holding GmbH, Germany). The speaker wore a head-mounted 
condenser microphone (C 544 L, AKG Acoustics GmbH, Austria), which was 
connected to a Lenovo laptop (IdeaPad, U430p, Lenovo, China) via an external 
soundcard (iTrackSolo, Focusrite Audio Engineering Ltd., China). Recordings 
were digitalized at a sampling frequency of 44.1 kHz sampling frequency and 
16 bit resolution using audacity software (http://audacityteam.org/). Speech 
material consisted of the following: 
 The first sentence of the phonetically balanced text “La bise et le soleil” 
 Two randomly selected sentences from the Epreuve du Langage Orale 
(ELO) (Oral Language Assessment) subtest C2 (Khomsi, 2001) 
 Six randomly selected pseudo-words from the Epreuve Lilloise de 
Discrimination Phonologique (ELDP) (Macchi et al., 2012) 
 The sustained vowel /a:/ 
The speaker was a 51-year-old vocologist with an experience of 26 years 
in diagnostics and treatment of voice disorders. She was a native speaker of 
French and grew up in the Wallonian Region of Belgium. For the first 
recording, the speaker used her normal voice at an intensity typically used in 
conversations. For the second recording, she imitated a dysphonic voice while 
trying to maintain a comparable intensity. Before recording, she practiced the 
imitation of a dysphonic voice based on a previous audio file of her own voice 





provided feedback to the speaker regarding the quality, authenticity, and 
consistency of her voice production. 
Acoustic analysis 
Acoustic analyses were performed using the speech processing software 
Praat version 6.0.29 (Boersma & Weenink, 2017). Analyses were based on two 
audio files per voice quality, one of the 3-second mid-vowel portion of /a:/, 
one of connected speech (i.e., “La bise et le soleil se disputaient, chacun 
assurant qu’il était le plus fort”). 
AVQI scores were computed using the script provided by Maryn et al. 
(2010), based on the concatenation of the sustained vowel and connected 
speech. Complementary acoustic analyses were run on the sustained vowel to 
compare both voice qualities in terms of periodicity (jitter [local] and shimmer 
[local]) and harmonicity (HNR) measures. 
Perceptual analysis 
A questionnaire was created for the perceptual analysis of the two voice 
qualities. The goal was to confirm whether the normal voice was perceived as 
healthy and the imitated impaired voice as authentic and consistently 
dysphonic across the two respective samples. 
Five independent female raters performed the perceptual voice assessment. 
They were all speech-language pathologists, native speakers of French, and 
blind to the aim of the study and the identity of the speaker. Average work 
experience in the field of speech-language pathology was 6 years (range = 1-






Raters were instructed to listen to and evaluate four audio samples in a 
strict sequence. Sample 1 should be assessed before going on to sample 2, 
sample 3, and sample 4. Audio files are publicly available in the NODYS 
database (Schiller et al., 2019b) which was established in the context of this 
study. Table 1 provides details on content, voice quality, and duration of the 
audio samples. Perceptual analysis for each sample included the GRBAS scale 
(Hirano, 1981) and an evaluation of authenticity and consistency of voice 
quality. Authenticity was assessed by asking the rater to indicate how natural 
the respective voice sounded based on a 4-point scale (natural, rather natural, 
rather unnatural, unnatural). Consistency of each voice quality across stimuli 
was assessed by asking the rater to indicate how similar the dysphonic samples 
(i.e., Sample 1 and 2) and the normophonic samples (i.e., Sample 3 and 4) 
sounded to one another. Again, raters provided their answer using a 4-point 
scale (similar, rather similar, rather different, and different). 
Statistical Analysis 
Acoustic analysis was performed descriptively. For the perceptual 
assessment, we calculated the modes of the GRBAS scale and the authenticity 
and consistency rating. Inter-rater reliability was measured using Light’s kappa 
(Light, 1971), which is suitable for fully crossed designs with categorical 
variables and multiple raters (Hallgren, 2012). First, we computed kappa 
values for pairwise comparisons based on evaluations made by each rater (i.e., 
GRBAS, authenticity, and consistency rating). Then the arithmetic mean of all 
kappa values was calculated as a measure of inter-rater reliability. Cohen’s 
kappa (Cohen, 1960) was used to calculate intra-rater reliability. In the context 
of this study, intra-rater reliability refers to the degree to which each rater was 





between a rater’s responses for Sample 1 and 2) and likewise the normal voice 




The results from the acoustic analysis are presented in Table 2, in which 
acoustic parameters of the normal and imitated dysphonic voice are compared. 
The difference in AVQI scores for the normal voice and the imitated dysphonic 
was 4.36, with a higher score for the impaired voice. 
We obtained higher jitter and shimmer values, and lower HNR values for 
the dysphonic voice. In other words, the imitated dysphonic voice showed a 
higher degree of aperiodicity and a lower degree of harmonicity. 
 
Sample Voice quality Linguistic content Duration 
(sec) 
1 Dysphonic “La bise et le soleil se disputaient, chacun 
assurant qu’il était le plus fort” + /a:/ 
11 
2 Dysphonic /itãRY/ /kopitYl/ /mydƐ̃zo/ + “La petite 
fille est lavée par le garçon” 
9 
3 Normal “La bise et le soleil se disputaient, chacun 
assurant qu’il était le plus fort” + /a:/ 
10 
4 Normal /kafiʃygR/ /kopityn/ /bYRʃolã/+ “Je 
mange les cerises que maman cueille” 
9 






Parameter Normal voice Imitated 
dysphonic voice 
AVQI  2.53 6.89 
Jitter (local)  0.314% 2.772% 
Shimmer (local)  1.386% 9.177% 
HNR  25.26 dB 10.84 dB 
 
Perceptual analysis 
Taking into account the global results from the perceptual analysis, a 
moderate degree of inter-rater reliability was found, with a kappa coefficient 
of κ = 0.52. Table 3 lists the κ-statistics for each combination of raters. For the 
normal voice quality, a perfect intra-rater agreement was found (i.e., each rater 
gave identical scores for the two samples). For the imitated dysphonic voice, 
the kappa coefficient of κ = 0.95 indicates almost perfect intra-rater agreement. 
Details are provided in Table 4. 
Table 3. Inter-rater reliability for the perceptual evaluation based on 
GRBAS, authenticity, and consistency rating for each pair of raters. 








Rater 1 0.53 0.47 0.46 0.65 
Rater 2  0.69 0.30 0.66 
Rater 3   0.52 0.50 
Rater 4    0.40 
 
  







Rater 1 1.0 
Rater 2 1.0 
Rater 3 0.75 
Rater 4 0.50 
Rater 5 1.0 
GRBAS results indicated that the normal voice was perceived as healthy 
and the imitated impaired voice as pathologic. All raters scored all GRBAS 
parameters of the normal voice with 0. GRBAS results for the imitated 
impaired voice are presented in Figure 1. Scores are based on mode values. 
Grade (G), roughness (R), and asthenia (A) were mostly rated with a score of 
3, breathiness (B) with a score of 2 and strain (S) with a score of 1. 
Figure 1. GRBAS rating for the imitated impaired voice. GRBAS  
parameters are shown on the x-axis. The y-axis shows the mode  




Authenticity was assessed by asking raters how natural the voice quality 
sounded to them. All raters consistently provided the same responses for the 
Table 4. Intra-rater reliability for the perceptual evaluation based 





two samples of imitated impaired voice and normal voice respectively. Four 
raters evaluated the normal voice as natural, one rater as rather unnatural. The 
imitated dysphonic voice was evaluated as natural by 2/5 raters, rather natural 
by 1/5 raters, and rather unnatural by 2/5 raters. 
Consistency of each voice quality across speech stimuli was assessed based 
on raters’ evaluation of similarity. Similarity was evaluated for the comparison 
of sample 1 and 2 (both imitated dysphonic voice) and the comparison of 
sample 3 and 4 (both normal voice quality). For both comparisons, 4/5 raters 
evaluated the respective voice quality as similar to the one in the previous 
sample. One rater evaluated both voice quality comparisons as rather similar. 
4.3 Discussion 
Several studies have assessed the effect of speaker’s dysphonic voice on 
spoken language processing (Brännström, Kastberg, et al., 2018; Brännström, 
von Lochow, et al., 2018; Chui & Ma, 2019; Lyberg-Åhlander, Haake, et al., 
2015; Lyberg-Åhlander, Holm, et al., 2015; Morsomme et al., 2011; Morton 
& Watson, 2001; Rogerson & Dodd, 2005; Rudner et al., 2018; Sahlén et al., 
2017; von Lochow et al., 2018). This study investigated if imitated dysphonic 
voice samples are suitable for this purpose. A speaker’s normal voice was 
compared to her imitation of a dysphonic voice using perceptual and acoustic 
measures. Results suggest that the speaker succeeded in imitating a moderately 
to severely impaired voice of an authentic and consistent quality. 
Acoustic analysis 
AVQI results for the speaker’s normal voice were within the non-
pathologic range (i.e., a score of 2.53 on a scale from 0-10 where 10 indicates 
the highest degree of dysphonia), while results for the imitated dysphonic voice 





et al., 2010, 2014; Maryn & Weenink, 2015). Interpretations are based on the 
French cut-off value of 3.05, which was established in a cross-linguistic study 
comparing AVQIs performance in English, French, Dutch, and German 
(Maryn et al., 2014). AVQIs cross-linguistic criterion-related concurrent 
validity was lowest for French, which might relate to the fact that all speakers 
were Dutch native speakers. For future research, it is therefore advisable to use 
a modified version of the French AVQI (Pommée et al., 2018). 
The perturbation and harmonicity measures obtained in the present study 
point in the same direction as our AVQI results. Praat does not provide jitter 
or shimmer thresholds for the discrimination between normal and dysphonic 
voice and refers to thresholds proposed by the MDVP (Kay Elemetrics 
Corporation, Lincoln Park, NJ, USA): 1.040% for jitter and 3.20% for shimmer 
(Boersma & Weenink, 2017). Compared with these values, our jitter- and 
shimmer values for the normal voice were within the healthy range and values 
for the imitated dysphonic voice were within the pathological range. Slight 
variations in jitter- and shimmer values according to software and algorithms 
used for calculation cannot be ruled out (Barsties & De Bodt, 2015)]. HNR 
values also indicated that normal voice was non-pathologic, and the imitated 
dysphonic voice pathologic (Boersma & Weenink, 2017). Considering all 
values, the acoustic parameters extracted from the sustained /a:/ suggest a high 
degree of roughness for the imitated impaired voice quality. 
Perceptual analysis 
Findings of the perceptual assessment are in line with the acoustic results. 
Statistical results indicated moderate inter-rater reliability, which complies 
with past research (Kreiman & Gerratt, 2000; Xie et al., 2018), and almost 
perfect intra-rater reliability. All five raters perceived the normal voice as 





was consistently rated with 0 points regarding the overall grade of dysphonia, 
the imitated dysphonic voice received scores from 2 to 3, indicating a moderate 
to severe pathology. Results from the GRBAS scale (Hirano, 1981) also 
showed that most raters perceived the imitated impaired voice as severely 
rough (R) and asthenic (A). Moreover, the majority of raters indicated 
moderate breathiness (B) and mild strain (S) for that voice. When compared to 
the perceptual ratings of provoked impaired voices used in past studies 
(Brännström, Kastberg, et al., 2018; Brännström, von Lochow, et al., 2018; 
Lyberg-Åhlander, Holm, et al., 2015; Rudner et al., 2018; Sahlén et al., 2017; 
von Lochow et al., 2018), our findings suggest that hoarseness might be 
generated more successfully through imitation than vocal loading tasks. On the 
contrary, provoking dysphonic voice through vocal loading tasks might be a 
more effective technique when the aim is to generate vocal hyperfunction 
(Remacle et al., 2014; Whitling et al., 2015). 
In addition to the GRBAS rating, we were interested if the speaker’s voice 
quality was perceived as authentic and consistent across speech stimuli. First, 
raters evaluated how natural the two voice qualities sounded to them. The 
normal voice was perceived as natural and the impaired voice as rather natural. 
The latter results were interpreted as an indication of acceptable authenticity 
of the imitated impaired voice. Second, raters listened to two samples of each 
voice quality and evaluated how similar they sounded to one another. The two 
samples of each voice quality were perceived to be similar to one another, with 
a high degree of consistency. Seemingly, the speaker was capable of 
maintaining the same degree of dysphonia across samples. We argue that this 
was thanks to her expertise in voice disorders, her prior practicing based on an 
audio sample of her real dysphonic voice, and the feedback of another voice 





Limitations, recommendations, and future directions 
In this paper, we presented a first approach to determine the suitability of 
creating imitated impaired voice samples for listening tasks. The evaluation of 
our imitated impaired voice quality was based on reference values associated 
with healthy or impaired voice qualities (i.e., AVQI scores, jitter-, shimmer-, 
and HNR values, as well as GRBAS scores), as well as authenticity and 
consistency ratings. No direct comparison with real dysphonic voice samples 
was drawn. Each dysphonic voice has unique voice characteristics and there is 
no direct link between perceptual voice quality and underlying source of 
dysphonia. For example, voice patients with the same source of pathology 
(e.g., nodules) may show different degrees of hoarseness (Shah et al., 2008). 
The informative value of a comparison between our imitated dysphonic voice 
and a real dysphonic voice would, therefore, be questionable. 
Our study bears five methodological limitations that we address in the 
following. First, perceptual ratings were based on only two audio samples per 
voice quality. There is a remaining uncertainly as to whether these samples 
were truly representative for voice quality consistency throughout the entire 
recording. Second, we analyzed recordings from a single speaker to control for 
speaker-dependent confounding factors, such as F0 differences, prosodie 
aspects, or articulatory differences. General validity of our results is thus 
restricted. Third, only one dysphonic voice quality (i.e., a moderately to 
severely dysphonic voice quality, predominantly perceived as rough) was 
recorded. For the future, it would be interesting to compare different imitations 
of dysphonic voice. Fourth, we did not ask the raters to perform an authenticity 
rating on a real dysphonic voice. This might have been useful to confirm they 
actually assessed the intended underlying concept. Finally, test-retest 





raters assessed two different audio samples per voice quality, which gives a 
good indication of how consistent they were in their responses. 
For researchers who aim to investigate effects of imitated dysphonic voice 
in listening tasks, we offer the following recommendations: First, we propose 
that an expertise with dysphonic patients may help to imitate a dysphonic 
voice. Second, the recording session should be preceded by a practice session 
in the presence of another voice expert, who provides feedback to enhance 
authenticity and consistency of the dysphonic voice imitation. For this purpose, 
a previous recording of the speaker’s voice during an episode of dysphonia 
may provide a valuable orientation. Third, recordings should be made in 
compliance with the guidelines published by Barsties and De Bodt (2015). 
Fourth, a perceptual voice assessment of the normal and imitated voice 
qualities should be performed by several independent voice experts. We also 
recommend that perceptual assessment should be based on a sample selection 
that will later be used in the listening task. Finally, performing an acoustic 
analysis is advisable to objectively describe the voice characteristics and relate 
them to perceptual results or, in a next step, results obtained in listening 
experiments. 
We hope that in the future it will also be possible to use synthesized 
dysphonic speech samples for listening tasks. To date, impaired voice quality 
has mainly been synthesized in vowels (Bergan et al., 2004; Englert et al., 
2017; Fraj et al., 2012; Gerratt & Kreiman, 2001; Kreiman et al., 2010; Lucero 
et al., 2013; Murphy et al., 2008; Natour & Saleem, 2009; Schoentgen et al., 
2015; Sofranko & Prosek, 2014). Advancements in the synthesis of dysphonic 
voice qualities in connected speech would have important applications in 
research. The use of synthesized speech would allow researchers to emphasize 





speakers may be less precise in performing such manipulations. For the 
purpose of this study, we created the NODYS database (Schiller et al., 2019b) 
containing normophonic and imitated dysphonic speech samples. The aim is 
to complement the NODYS database with synthesized normophonic and 
dysphonic speech samples in the future, as well as further imitated dysphonic 
voice samples. This may help us to investigate how distinct voice 
characteristics shape listeners’ perception or attitude toward the speaker, how 
they might impede or promote spoken language processing, or whether they 
have an impact on memory functions in listeners. 
Moreover, future research should take into account other factors which 
may impede children’s listening ability in addition to voice quality. Examples 
are signal-to-noise ratio or speech rate. Their potential interactions with 
impaired voice quality are still underdetermined. 
Conclusion 
Dysphonic voice samples may be created following these four methods: 
(1) recording dysphonic speakers, (2) provoking dysphonic voice in voice-
healthy speakers, (3) asking voice-healthy speakers to imitate dysphonic voice 
and (4) synthesizing dysphonic voice. We assessed the suitability of imitated 
dysphonic voice samples for the use in listening tasks. 
Acoustical and perceptual evaluation of the imitated dysphonic voice 
indicated a moderate to severe degree of voice pathology, a high voice quality 
consistency across speech samples, and an acceptable degree of authenticity. 
These results suggest that listeners may perceive an imitation of a dysphonic 
voice as realistic. We argue that the voice samples evaluated here, represent 
suitable material for upcoming listening experiments, which will assess voice 
quality effects on spoken language processing.  
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Abstract   Purpose: Our aim was to investigate isolated and combined effects of speech-shaped 
noise (SSN) and a speaker’s impaired voice quality on spoken language processing in first-
grade children. Method: In individual examinations, 53 typically developing children aged 5–
6 years performed a speech perception task (phoneme discrimination) and a listening 
comprehension task (sentence–picture matching). Speech stimuli were randomly presented in 
a 2 × 2 factorial design with the factors noise (no added noise versus SSN at 0 dB SNR) and 
voice quality (normal voice versus impaired voice). Outcome measures were task performance 
and response time (RT). Results: SSN and impaired voice quality significantly lowered 
children’s performance and increased RTs in the speech perception task, particularly when 
combined. Regarding listening comprehension, a significant interaction between noise and 
voice quality indicated that children’s performance was hindered by SSN when the speaker’s 
voice was impaired but not when it was normal. RTs in this task were unaffected by noise or 
voice quality. Conclusions: Results suggest that speech signal degradations caused by a 
speaker’s impaired voice and background noise generate more processing errors and increased 
listening effort in young school-aged children. This finding is vital for classroom listening and 
highlights the importance of ensuring teachers’ vocal health and adequate room acoustics. 
Chapter 5 
   
134 
 
Noise and a speaker’s impaired voice disrupt  
spoken language processing in school-aged children:  
Evidence from performance and response time measures 
Because of the trajectory of spoken language acquisition, children are 
highly vulnerable to adverse listening conditions (Elliott, 1979). Phonological 
awareness continuously improves during the first years of school (Anthony & 
Francis, 2005), which may partly explain why younger pupils in particular 
have difficulties understanding acoustically degraded speech (Astolfi et al., 
2012; Johnson, 2000). Generally, children benefit from high-quality speech 
signals and quiet surroundings for effective listening, but such conditions are 
rare. In classrooms, for example, noise levels frequently exceed official 
guidelines (Silva et al., 2016), and the prevalence of voice disorders in teachers 
is between 20% and 50% (Martins et al., 2014). Investigating school-aged 
children’s ability to perceive and comprehend speech that is degraded by noise 
and impaired voice quality is therefore critical.  
The complex system that allows us to understand and retain speech is 
known as spoken language processing (SLP; Medwetsky, 2011). We can 
broadly divide SLP into low-level speech perception and high-level listening 
comprehension. During speech perception, acoustic information is mapped 
onto linguistic representations (e.g., phonemes, syllables, or words; Holt & 
Lotto, 2010). This auditory–perceptual mapping is a prerequisite for listening 
comprehension. Following Klatte et al.’s (2010) use of the term, we define 
listening comprehension as the process whereby listeners integrate semantic, 






As a whole system, SLP is closely related to working memory. Among 
other theories (reviewed in Wingfield, 2016), this link has been described in 
the Ease of Language Understanding model (Rönnberg et al., 2013), which 
provides a cross-modal explanation of how language is understood under 
different conditions. According to this model, impoverished speech signals 
may result in a mismatch between the perceptual input and a listener’s 
phonological–lexical representations. To resolve this mismatch, the listener 
must deliberately allocate cognitive resources (i.e., explicit processing), which 
slows down processing because long-term memory must be consulted.  
The effect of noise on school-aged children’s SLP has repeatedly been 
demonstrated in listening tasks. For example, Jamieson et al. (2004) tested 5- 
to 8-year-old children’s ability to discriminate among phonologically similar 
words at classroom-typical signal-to-noise ratios (SNRs), using a word–picture 
matching task presented in classroom noise. Decreasing SNRs significantly 
lowered task performance, particularly in younger children. Several further 
studies have shown noise-induced declines in speech perception (which 
focuses on low-level speech intelligibility; Bradley & Sato, 2008; Crandell & 
Smaldino, 1996; Klatte et al., 2010; Prodi, Visentin., Peretti, et al., 2019), 
listening comprehension (which focuses on understanding longer utterances; 
Klatte et al., 2010; Nirme et al., 2019; Sullivan et al., 2015), and working 
memory (Osman & Sullivan, 2014; Sullivan et al., 2015). However, most of 
these studies examined children around the age of 8–10 years old. We believe 
it is important to investigate the effects of noise on pupils in the early school 
years (i.e., children aged 5–7 years) because the first grades are critical for 
language development (Anthony & Francis, 2005). Children’s performance 
during this period may predict future academic performance, such as reading 
skills (Rabiner et al., 2016).  
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The effects of noise are influenced not only by SNRs but also by the source 
of noise (Astolfi et al., 2012; Klatte et al., 2010; Peng et al., 2016; Prodi & 
Visentin, 2015; Prodi, Visentin, Borella, et al., 2019). This may be explained 
by energetic and informational masking and spectro-temporal aspects. 
Energetic masking refers to physical interference by noise (i.e., poor 
intelligibility due to shared acoustic characteristics of the noise signal and the 
speech signal; Mattys et al., 2009), whereas informational masking refers to 
“…everything that reduces intelligibility once energetic masking has been 
accounted for” (Cooke et al., 2008, pp. 414–415). Under conditions of high 
energetic masking, small dips (or glimpses) in the noise signal may improve 
listeners’ speech-in-noise processing (Cooke, 2006; Klatte et al., 2010). There 
is, for example, some indication that competing speech is more detrimental to 
children’s listening comprehension, whereas steady-state noise has a stronger 
impact on speech perception (Klatte et al., 2010). 
In addition to noise, children’s SLP may be hampered when listening to a 
dysphonic speaker (i.e., a speaker with an impaired voice). Dysphonia is 
commonly used as a synonym for hoarseness and refers to a coarse or rough 
voice quality (Schwartz et al., 2009). While noise degrades transmission 
(Mattys et al., 2012), impaired voice modulates the speech signal directly 
during speech production, thus at the source. Brännström, Kastberg, et al. 
(2018) suggested that the effect of impaired voice may be less problematic than 
the effect of noise. Morsomme et al. (2011) studied the effect of voice quality 
on phonological discrimination and passage comprehension in 8-year-old 
children. When listening to a voice that was moderately to severely impaired, 
children performed significantly worse than when listening to a normal voice. 
This aligns with past findings that revealed negative effects of impaired voice 





passage comprehension (Chui & Ma, 2019; Rogerson & Dodd, 2005), and 
word recall (Morton & Watson, 2001).  
Research suggests that the effects of voice quality may be mediated by 
source/degree of dysphonia and task demands. For example, more pronounced 
effects have been found when the impaired voice was mimicked (Chui & Ma, 
2019; Morsomme et al., 2011; Rogerson & Dodd, 2005) rather than provoked 
by means of vocal loading tasks (Brännström, Kastberg, et al., 2018; Lyberg-
Åhlander et al., 2015). In previous work, we pointed out that this probably 
relates to differences concerning dysphonia severity and perceptual voice 
characteristics (e.g., hyperfunction or breathiness; Schiller et al., 2019a). 
Regarding task demands, the impact of impaired voice appears to be more 
detrimental when the listening task creates a considerable processing load 
(Lyberg-Åhlander et al., 2015; LybergÅhlander, Holm, et al., 2015). 
Processing load may increase not only due to linguistic factors but also due to 
acoustic interference (Rönnberg et al., 2013); thus, listening to dysphonic 
speech in noisy conditions should be particularly challenging.  
The combined effect of noise and impaired voice on children’s SLP has 
rarely been investigated. Two studies (Brännström, von Lochow, et al., 2018; 
von Lochow et al., 2018) assessed listening comprehension at different SNRs 
(i.e., no added noise, speech noise at +10 dB SNR, and speech noise at +5 dB 
SNR) and voice qualities (normal voice and mildly to moderately impaired 
voice) in children between the ages of 7 and 12 years. Neither study revealed 
a significant interaction between noise and voice quality or a main effect of 
voice quality on children’s performance. Only noise triggered a decline in 
performance. Considering that separate effects of each factor have previously 
been observed, these results are counterintuitive. On the other hand, in line 
with a review by Lyberg-Åhlander, Brännström, and Sahlén (2015), both 
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studies provided indications of a complex interplay between listening 
conditions, task demands, and children’s executive functioning, which might 
have complicated the detection of significant effects. Clearly, this topic needs 
further investigation.  
To better understand the listening effort required to listen to acoustically 
degraded speech, performance measures can be enriched with response time 
(RT) measures (McCreery & Stelmachowicz, 2013; McGarrigle et al., 2017; 
Visentin & Prodi, 2018). Listening effort refers to the effort associated with 
“the deliberate allocation of mental resources to overcome obstacles in goal 
pursuit when carrying out a [listening] task” (Pichora-Fuller et al., 2016, p. 
10S). Simply put, degraded listening conditions contribute to increased 
listening effort but only when the listener intends to listen. According to the 
Framework for Understanding Effortful Listening (Pichora-Fuller et al., 2016), 
listeners produce more errors and require longer processing times when their 
processing capacity is close to depletion. A recent study confirmed that 
collecting RTs in single-task paradigms (i.e., listening tasks that consist of one 
task only) is a useful technique for indirectly measuring listening effort in 
children at the age of 6 years and older (McGarrigle et al., 2019).  
Indeed, McCreery and Stelmachowicz (2013) found that speech-shaped 
noise (SSN) and poor signal quality, induced by limiting the bandwidth, 
prolonged school-aged children’s RTs in a speech perception task. Likewise, 
in the study by Prodi, Visentin, Borella, et al. (2019), children responded 
significantly slower in a speech perception task and a listening comprehension 
task when speech was presented in classroom noise. In another study by Prodi 
Visentin, Peretti, et al. (2019), SSN increased 5- to 7-year-old children’s 
response latencies in a word–picture matching task. Two other studies found 





Nakeva von Mentzer et al., 2018). Regarding voice quality, Sahlén et al. (2017) 
found that listening to an impaired voice increased RTs in girls but not boys in 
a listening comprehension task. The combined effect of noise and impaired 
voice on RTs has never been studied.  
The goal of this study was to investigate isolated and combined effects of 
noise and a speaker’s impaired voice quality on speech perception and listening 
comprehension in first-grade children (5–6 years old). Speech perception 
primarily refers to the process of auditory–perceptual mapping. Listening 
comprehension focuses on the processing of meaning (i.e., content level of 
speech). Specifically, we sought to determine to what extent noise and 
impaired voice influenced children’s performance and RTs in a phonological 
discrimination task and a sentence–picture matching task. Four hypotheses 
were tested: 
 H1: Noise or impaired voice quality reduces children’s performance 
and increases RTs in speech perception. 
 H2: A combination of noise and impaired voice quality results in even 
poorer performance and longer RTs in speech perception than each 
factor alone.  
 H3: Noise or impaired voice quality reduces children’s performance 
and increases RTs in listening comprehension. 
 H4: A combination of noise and impaired voice quality results in even 
poorer performance and longer RTs in listening comprehension than 
each factor alone. 
5.1 Method 
Participants 
Figure 1 depicts the participant recruitment and selection procedure. Out 
of 94 first-grade children who participated in the experiment, 53 children (28 
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girls) between 5 and 6 years old (M = 6;4 [years;months]) were eligible for 
inclusion in the statistical analysis. Participants were recruited from five 
randomly selected primary schools within the French-speaking community of 
Belgium. During information sessions, the children were given consent forms 
and questionnaires for their parents. The questionnaires concerned the child’s 
age, mother tongue, auditory development, and speech-language development.  
We applied the following inclusion criteria: (a) between 5 and 6 years of 
age, (b) French native speaker, (c) normal auditory development, (d) normal 
speech-language development, (e) hearing thresholds ≤ 25 dB HL bilaterally 
at octave frequencies between 500 and 4000 Hz (audiometric screening), (f) 
score ≥ 25th percentile (i.e., normal and above-normal performance) in a 
receptive lexical subtest (i.e., LexR subtest of the Évaluation du Langage Oral 
(ELO) [Oral Language Evaluation]; Khomsi, 2001), and (g) score ≥ 25th 
percentile (i.e., normal and above-normal performance) in an auditory 
selective attention test (i.e., AA subtest of the Bilan NEuroPSychologique de 
L’Enfant 2 (NEPSY-II) [Developmental NEuroPSYchological Assessment]; 
Korkman et al., 2007).  
Children’s compliance with inclusion criteria (a) to (d) was determined 
based on parental report (questionnaire), whereas compliance with criteria (e) 
to (g) was assessed on the day of the experiment during individual 
examinations in a quiet room at school. These examinations consisted of the 
pure-tone audiometric screening (using a MADSEN Itera II audiometer with 
TDH-39 earphones), the receptive lexical test (ELO material), and the selective 








Figure 1. Flowchart presenting the recruitment of participants and 
selection of the final sample. ELO = Épreuve du Langage Orale; 
NEPSY = NEuroPSychologique de L’Enfant. 
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All participating children gave their oral informed consent. Written 
informed consent was obtained from their parents. The ethics committee of the 
Faculty of Psychology, Speech Therapy and Education Sciences (University 
of Liège, Belgium) approved the study (File No. 1617-54).  
Speech perception task 
Speech perception was assessed by means of a phonological discrimination 
task. For this purpose, we created a digitized version of the Épreuve Lilloise 
de Discrimination Phonologique (Macchi et al., 2012). List 1 of this test is 
designed for French-speaking children aged between 5 years and 6;6 and 
contains 36 spoken pseudoword pairs (i.e., words that follow phonotactic rules 
but have no meaning, which controls for semantic priming effects). Speech 
items demonstrate either structural oppositions (e.g., kaʃifugR/ – /kafiʃugR/) 
or phonemic oppositions (e.g., /zil/ – /zij/) and their length ranges between one 
and three syllables. The children’s task is to decide whether the two 
pseudowords in each pair are identical or different.  
In our version of the task, children discriminated between the pseudowords 
by touching a screen (see Appendix B1 for a picture of the experimental setup). 
The task was presented on a laptop with an integrated touch screen (Dell 
Latitude 5480). We used the experimental software OpenSesame (Mathôt et 
al., 2012). Children were instructed to discriminate between pseudowords by 
touching the correct response symbol on the screen (i.e., symbols denoting the 
options “same” versus “different”). Speech stimuli were played via earphones 
(AKG K 271 MK II) in a randomized order. Performance was measured in 
terms of a binary outcome variable (1 = correct response, 0 = incorrect 
response). RTs were automatically collected in OpenSesame and comprised 





This means that, irrespective of the listening condition, RTs were measured in 
quiet surroundings. The permitted RT was unlimited. Response symbols 
remained visible on the screen until the response was registered.  
Listening comprehension task 
Listening comprehension was assessed with a sentence–picture matching 
task from the ELO material (Khomsi, 2001). Again, a digitized version of the 
task was created for this study. Designed for children aged 5–10 years, the 
ELO sentence–picture matching task contains 32 sentences (21 of which are 
recommended for the use with 6-year-olds), which vary in length and syntactic 
complexity. Each sentence is presented orally with a set of four pictures (one 
target picture and three morphosyntactic or semantic distractors). The 
children’s task is to match each sentence to the corresponding picture.  
For the purpose of this study, the 21 ELO sentences were presented via 
earphones and pictures were presented on a computer screen (see Appendix B2 
for a picture of the experimental setup). Presentation material and software 
were the same as for the speech perception task. Children were instructed to 
listen to each sentence and select the matching picture on the screen. Sentences 
were presented in a randomized order, and performance and RT measures were 
collected in the same way as for the speech perception task.  
Listening conditions and stimuli preparation 
Speech stimuli (i.e., pseudoword pairs and sentences) were prepared 
according to four listening conditions: (C1) normal voice in quiet, (C2) 
impaired voice in quiet, (C3) normal voice in noise, and (C4) impaired voice 
in noise. For speech-in-quiet conditions (C1 and C2), we achieved highly 
favorable SNRs ranging between +31 dB and +33 dB (a certain amount of 
noise is introduced automatically during the recording procedure). For speech-
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in-noise conditions (C3 and C4), we applied a 0 dB SNR to simulate typical 
classroom conditions (Crandell & Smaldino, 1996; Howard et al., 2010). 
We recorded the speech stimuli in accordance with the recommendations 
of Barsties and De Bodt (2015). The speaker was a 51-year-old female speech-
language therapist. During a single recording session, she recorded all stimuli 
in her normal voice and an imitated dysphonic voice. These speech files are 
available in the NOrmophonic and DYsphonic Speech samples database 
(Schiller et al., 2019b). A previous study validated both voice qualities using 
perceptual and acoustic evaluations (Schiller et al., 2019a). For the perceptual 
evaluation, five speech-language therapists listened to part of the speech 
samples and rated them on the parameters of the GRBAS scale (i.e., overall 
Grade, Roughness, Breathiness, Asthenia, and Strain; Hirano, 1981), as well 
as their authenticity and consistency. They perceived the normal voice as 
nonpathological (i.e., all GRBAS parameters rated 0), authentic, and 
consistent. The imitated dysphonic voice was perceived as rough and asthenic, 
and moderately to severely dysphonic (mode GRBAS scores: Grade = 3, 
Roughness = 3, Breathiness = 2, Asthenia = 3, Strain = 1), with acceptable 
authenticity and consistency. Interrater reliability was moderate (Κ = 0.52). For 
the acoustic evaluation, we calculated the Acoustic Voice Quality Index 
(Maryn et al., 2010), which is based on a sustained vowel /a/ concatenated with 
connected speech, as an objective measure of dysphonia. Its score ranges from 
0 (normal voice) to 10 (severe dysphonia). Moreover, we extracted jitter, 
shimmer, and harmonics-to-noise ratios (HNRs) from a sustained vowel /a/. 
The results were in line with the perceptual evaluations. The normal voice 
yielded a nonpathological Acoustic Voice Quality Index score of 2.53. 
Perturbation measures were also low. The imitated dysphonic voice yielded an 
Acoustic Voice Quality Index score of 6.89, indicating a moderate-to-severe 





9.2%, HNR = 10.8). In summary, our voice evaluation suggested that (a) the 
speaker’s normal voice was nonpathological, and (b) she succeeded in 
imitating a moderate to severe dysphonia. 
Before the speech-in-noise conditions were created, all auditory stimuli 
were equalized to a mean level (root-mean-square) of 65 dB, using Praat 
(Version 6.0.29; Boersma & Weenink, 2017). Speech stimuli were then 
merged with SSN to create an SNR of 0 dB. We used the Speech Transmission 
Index for Public Address Systems signal (DIN EN IEC 60268-16; Deutsches 
Institut für Normung e.V. [German Institute for Standardization], 2019), an 
amplitude-modulated SSN covering several octave bands in the frequency 
range of speech (125 Hz to 8 kHz). Houtgast et al. (2002) developed this signal 
as a test signal for the Speech Transmission Index. The quasistationary 
characteristics of the Speech Transmission Index for Public Address Systems 
signal preclude the risk of erratic noise events masking certain phonemes more 
than others. At the same time, the signal approximates the spectral and 
temporal characteristics of speech, which is favorable because competing 
speech is a common type of interference in classroom listening. Speech-in-
noise conditions (C3 and C4) were prepared such that the noise and speech 
signal always started and ended simultaneously. No noise was played between 
the items.  
The long-term average spectra of the two voice qualities and the noise 
signal are presented in Figure 2. Two important aspects should be mentioned: 
First, the normal voice shows more spectral components than the impaired 
voice in frequency regions up to about 2000 Hz, which are critical for speech 
intelligibility (Ardoint & Lorenzi, 2010; Ishikawa et al., 2020). Compared to 
SSN, the normal voice is more intense up to frequencies of about 1000 Hz 
(covering the fundamental frequency and the range of the first formant), which 
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may contribute to vowel disambiguation. Second, the impaired voice generally 
shows more spectral components in higher frequency regions, with a peak 
between 3300 and 4100 Hz. This suggests a higher proportion of noise 
components (i.e., components potentially degrading speech intelligibility), 
which aligns with the low HNR (i.e., 10.8 versus 25 in the normal voice).  
Procedure 
Prior to the experiment, we ran a pilot study to evaluate the appropriateness 
and clarity of our material and experimental procedure. Five 5- and 6-year-old 
children were tested in quiet rooms in their homes. The pilot test confirmed 
that the study design was suitable, the instructions were comprehensible, and 
the 0 dB SNR was appropriate. Several children were not familiar with the 
touch screen, so we incorporated a short practice phase in the procedure for the 
main experiment.  
 Figure 2. Long-term average spectra of the normal voice, 
impaired voice, and speech-shaped noise. Signals were 





The main experiment was conducted in separate rooms at each of the 
participating schools. Noise levels were measured with a PCE-353 sound level 
meter (PCE Holding GmbH) and ranged between 35 and 43 dB(A). A potential 
effect of ambient noise on the results cannot be fully ruled out, as the earphones 
used to present the auditory stimuli were not noise attenuating. Children were 
assessed individually. Each assessment lasted about 20 min. In a fully crossed 
design, all children performed both listening tasks: speech perception and 
listening comprehension. Stimuli were presented randomly according to the 
four listening conditions. For example, a child might listen to one item in a 
normal voice in quiet and the next item in an impaired voice in noise. We used 
OpenSesame software (Mathôt et al., 2012) to randomize sequence allocation 
based on participant number. The examiners were three secondyear speech-
language therapy students who were supervised by the first author (I. S.) to 
ensure standardized test administration.  
During the experiment, we first seated the children in front of the laptop 
and taught them how to use the touch screen. Based on a sample speech signal, 
children were encouraged to set a comfortable intensity level. The 
experimenter then asked, “Is this level comfortable for you or is it too loud or 
too quiet?” and allowed time for further adjustments if necessary. Afterward, 
the experimenter launched the experiment, which started with the listening 
comprehension task followed by the speech perception task. Our rationale for 
this predefined order was that the task instructions for the listening 
comprehension task were less abstract, which helped children to become 
familiar with the response method. Each task began with a few practice trials 
(listening comprehension: n = 3; speech perception: n = 4). The practice trials 
used different material from the tasks and were later discarded from the 
statistical analyses. The children were instructed to listen carefully to each item 
and then to respond as accurately as possible by selecting the corresponding 
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symbol (speech perception task) or picture (listening comprehension task). 
They received no instructions about how quickly they should respond and were 
unaware that RTs were collected. Considering the children’s young age, we 
did not want to create any pressure regarding response speed. When a child 
touched the screen, it went black. The examiner launched the next item after 
verifying that the child was still attending to the task. Between the two tasks, 
the children were allowed a short break of about 1 or 2 min. 
Statistical analysis 
Data were analyzed using R software (Version 3.3.2; R Core Team, 2019). 
Response variables were task performance and RT. Performance was assessed 
in terms of children’s probability of correct responses. RT (in ms) comprised 
the time from stimulus offset to screen touch. Only RTs from correct trials fed 
into the statistical models, following the lead of earlier studies (Balota et al., 
2013; McCreery & Stelmachowicz, 2013; Zhang et al., 2012). The rationale 
was that RTs from incorrect trials are difficult to interpret as errors may have 
different causes. RTs of less than 200 ms (n = 30) were considered 
unrealistically short (potentially representing fast guesses) and removed 
(Balota et al., 2013; Whelan, 2008; Zhang et al., 2012). We also removed RTs 
that were not immediately registered (n = 21). These RTs were removed based 
on the experimental record (i.e., the experimenter noted when a child touched 
the screen twice, which occurred if the first touch response was too soft). 
Overall, performance data include 3,021 trials and RT data came from 2,005 
of these trials (i.e., 66%). The relationship between these response variables 
was investigated with Spearman correlations.  
Statistical modeling involved generalized linear mixedeffect models 
(GLMMs) using the glmer function of the lme4 package (Version 1.1-15; 





allow individual predictions rather than averaging data over items or 
participants (Baayen & Milin, 2010). With respect to the binary outcome 
variable task performance, we chose GLMMs because they have been claimed 
to generate more reliable results for categorical variables than ANOVAs 
(Jaeger, 2008). Regarding RTs, our data were positively skewed, which is a 
typical result (Whelan, 2008). They also contained missing values. We opted 
for GLMMs as they do not require prior data transformation to yield normal 
distributions (Lo & Andrews, 2015) and are powerful in dealing with missing 
data (Quené & Van Den Bergh, 2004).  
To assess task performance, we fitted the GLMMs with a binomial 
distribution and a logit link function. Similar to Visentin and Prodi (2018), we 
modeled RTs with a gamma distribution and log link function. For each of the 
two tasks, we fitted one GLMM for task performance and one for RT. Noise 
(no added noise versus SSN at 0 dB SNR), voice quality (normal voice versus 
impaired voice), and the noise × voice quality interaction were treated as fixed 
factors. The models controlled for random effects of participant, item, and trial 
by means of random intercepts. School and gender were two further factors we 
initially considered but then dropped because they did not significantly 
improve the models.  
Models were established by increasing their complexity in a stepwise 
process. Each new model was compared to the previous simpler model (e.g., 
noise × voice quality versus noise + voice quality) by means of the Akaike 
Information Criterion (Akaike, 1974) using R’s ANOVA function. When 
listening comprehension performance was modeled, the interaction term 
improved the model fit and was therefore kept as a fixed factor. The other three 
final models that predicted performance and RTs for speech perception and 
RTs for listening comprehension included noise and voice quality as separate 
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fixed effects. We assumed an α = .05 significance level. For significant effects, 
we performed pairwise comparisons using the lsmeans package (Lenth, 2016), 
adjusting for multiple comparisons by means of Tukey’s honest significant 
difference test.  
5.2 Results 
In the following sections, we present the effects of noise and voice quality 
on performance and RT measures according to task. Regarding RTs, we 
generally found that children took significantly more time when responding 
incorrectly than when responding correctly, χ2(1) = 117, p < .001. For speech 
perception, mean RTs were 1,895 ms (SE = 75) for incorrect trials and 1,730 
ms (SE = 65) for correct trials; for listening comprehension, the means were 
4,153 ms (SE = 281) and 3,513 ms (SE = 232), respectively. The RT results 
discussed below concern only data from correct trials.  
Effects of noise and impaired voice on speech perception  
Performance and RT measures for each condition of the speech perception 
task are presented in Figures 3 and 4, respectively. Figure 3 shows that 
performance was best in the control condition (C1: M = .89, SE = .02, range = 
0.33–1), decreased in the impaired voice condition (C2: M = .83, SE = .04, 
range = 0.11–1) and the SSN condition (C3: M = .72, SE = .05, range = 0.22–
1), and dropped close to chance level when the two factors were combined (C4: 
M = .60, SE = .06, range = 0.22–0.89). Likewise, Figure 4 shows that RTs were 
shortest in the control condition (C1: M = 1,630 ms, SE = 98, range = 986–
3,708 ms), increased in the impaired voice (C2: M = 1,737 ms, SE = 105, range 
= 1,014–3,775 ms) and SSN conditions (C3: M = 1,792 ms, SE = 108, range 
=1,095–3,911 ms), and were longest when the two factors were combined (C4: 





Figure 3. Mean speech perception performance as a function of listening 
condition. Performance measured as probability of correct responses.  
Error bars represent standard errors (SE). **p < .01. ***p < .001. 
Figure 4. Mean response time in the speech perception task as a function 
of listening condition. Error bars represent SEs. *p < .05, **p < .01. 
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Note. Performance measured as probability of correct responses. Response times for correct 
trials measured in milliseconds. GLMM = generalized linear mixed-effect models; β = fixed 
effect coefficient; CI = confidence interval; SSN = speech-shaped noise. 
Table 1 presents the GLMM results for the speech perception task. Both 
noise and voice quality significantly affected children’s performance and RTs 
irrespective of gender. Compared to the control condition (C1), post hoc 
Tukey’s honest significant difference pairwise comparisons showed that either 
impaired voice (C2) or SSN (C3) significantly reduced children’s speech 
perception performance (C1–C2: z = –4.5, p < .001; C1–C3: z = –9.16, p < 
.001) and lengthened their RTs (C1–C2: z = 3.52, p = .002; C1–C3: z = 5.14, 
p < .001). Moreover, the combination of noise and impaired voice (C4) was 
significantly more disruptive than either factor alone, both in terms of 
performance (C2–C4: z = –9.16, p <.001; C3–C4: z = –4.5, p < .001) and in 
terms of RTs (C2–C4: z = 3.52, p = .002 and C3–C4: z = 5.14, p < .001). Most 
of the remaining comparisons between conditions were also significant 
(performance: C1–C4: z = –9.48, p < .001; C2–C3: z = –3.57, p = .002; RT: 
C1–C4: z = 6.1, p < .001; and C2–C3: z = 1.19, p = .632). Speech perception 
performance did not correlate with RT (rs = –.08, p = .244). The absence of a 
correlation between task performance and RT indicated that there was no 
speed–accuracy trade-off, which would have occurred if fast responders made 
more errors than slow ones (Ratcliff et al., 2004).  
 
  
Table 1. GLMM results for the speech perception 





Effects of noise and impaired voice on listening comprehension 
Figure 5 presents performance measures, and Figure 6 shows RT measures 
for each condition of the listening comprehension task. As illustrated in Figure 
5, children’s performance under the normal voice in quiet condition (C1) was 
equal to their performance with a normal voice in noise (C3: M = .60, SE = .06, 
range = 0–1). When listening to the impaired voice, however, children 
performed better in quiet (C2) than in noise (C2: M = .66, SE = .05, range = 
0.2–1; C4: M = .50, SE = .06, range = 0–1). Figure 6 shows that RTs were 
relatively equal across all conditions (C1: M = 3,415 ms, SE = 316, range = 
1,284–9,032 ms; C2: M = 3,408 ms, SE = 314, range = 1,084–8,347 ms; C3: 
M = 3,509 ms, SE = 323, range = 863–24,264 ms; C4: M = 3,501 ms, SE = 
324, range = 1,196–23,186 ms).  
 
Figure 5. Mean listening comprehension performance as a function 
of listening condition. Performance measured as probability of 
correct responses. Error bars represent SEs. 
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Table 2 presents the GLMM results for the listening comprehension task. 
Again, results were unaffected by children’s gender. There was a significant 
interaction between noise and voice quality on children’s task performance, 
indicating that SSN only impeded performance when the speaker’s voice was 
impaired. Post hoc comparisons confirmed that the performance difference 
between the two impaired-voice conditions was significant (C2–C4: z = –3.38, 
p < .01), whereas there was no performance difference between the two normal 
Figure 6. Mean response time in listening comprehension as a 
function of listening condition. Error bars represent SEs. 
Table 2. GLMM results for the listening comprehension 
task in terms of performance and response time.  
Note. Performance measured as the probability of correct responses. Response times for 
correct trials measured in milliseconds. GLMM = generalized linear mixed-effect models; 





voice conditions (C1–C3: z = 0.17, p = 1), and none of the other pairwise 
comparisons was significant. Neither noise nor voice quality significantly 
affected RTs. Finally, performance and RTs were not correlated (rs = .024, p = 
.73), again suggesting that there was no speed–accuracy trade-off.  
5.3 Discussion 
Effects of noise and impaired voice on speech perception 
In this study, we explored the effects of noise and a speaker’s impaired 
voice on first-grade children’s speech perception and listening comprehension. 
The results of the speech perception task showed that each factor generated a 
decrease in performance and an increase in RT. This was in line with H1 (i.e., 
noise or impaired voice quality reduces children’s performance and increases 
RTs in speech perception).  
Regarding the effect of noise on speech perception performance, the results 
were generally in compliance with the findings of Jamieson et al. (2004) and 
Klatte et al. (2010), who assessed speech-in-noise perception in 5- to 8-year-
olds. Their noise sources were classroom noise (Jamieson et al., 2004; Klatte 
et al., 2010) and speech noise (Klatte et al., 2010). A comparison with age-
matched children from these studies supported the hypothesis that noise effects 
vary with noise source, task complexity, and SNR; in our study, SSN at 0 dB 
SNR lowered phoneme discrimination performance by ~20% compared to the 
control condition. Klatte et al. (2010) found a similar effect size for classroom 
noise (~22%) but a lower effect size for speech noise (~6%) in a word–picture 
matching task presented at comparable SNRs. In Jamieson et al.’s (2004) 
study, classroom noise did not affect word–picture matching until an SNR of 
–6 dB. To better predict the effects of different noise sources on children’s 
speech perception, more studies should be conducted, in which several types 
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of noise are contrasted (e.g., Peng et al., 2016). Nevertheless, interstudy 
comparisons are hampered due to methodological differences.  
Our results showed a significant increase in RTs of ~170 ms in noise at 
0 dB SNR compared to quiet. This supports earlier findings by McCreery and 
Stelmachowicz (2013); Prodi, Visentin, Borella, et al. (2019); and Prodi, 
Visentin, Peretti, et al. (2019), who administered speech perception tasks to 
children aged 6–12 years, 11–13 years, and 5–7 years, respectively. For 
example, McCreery and Stelmachowicz (2013) measured an RT increase of 
~90 ms in noise when SNRs dropped from +9 dB to +3 dB SNR. For Prodi, 
Visentin, Borella, et al. (2019), classroom noise (but not traffic noise) 
presented at ~0 dB SNR resulted in an RT increase of ~130 ms compared to 
no additional noise. However, McGarrigle et al. (2017) found no effects of 
noise on children’s RTs. In Nakeva von Mentzer et al.’s (2018) study, children 
actually responded faster in noisy conditions than in quiet conditions. Possible 
reasons for these unexpected findings might be floor/ceiling effects 
(McGarrigle et al., 2017) and an unbalanced test order (Nakeva von Mentzer 
et al., 2018). We controlled these factors by using an existing task with 
available reference data and by ensuring a randomized sequence. Our results 
indicate that noise may slow down children’s SLP even when auditory–
perceptual mapping is successful (recall that we only analyzed RTs from 
correct trials). Concurring with the cognitive mechanisms described in the Ease 
of Language Understanding model (Rönnberg et al., 2013) and the Framework 
for Understanding Effortful Listening (Pichora-Fuller et al., 2016), we 
interpreted this RT increase as an indication of listening effort resulting from 
excessive processing costs.  
Our study provides the first evidence of the negative effect of impaired 





an impaired voice lowered performance by ~11% and increased RTs by ~100 
ms. The disruptive effect of impaired voice concurs with the findings of 
Morsomme et al. (2011), although their listeners were older (8 years) and the 
results involved only performance measures. We assume that the negative 
effect of impaired voice is due to imprecise phoneme realizations, an example 
being the devoicing of voiced phonemes (Schoentgen, 2006). In line with this 
assumption, a recent study showed that dysphonia reduces vowel intelligibility 
(Ishikawa et al., 2020). As opposed to when listening to a normal voice, 
children seem to have required more processing time to discriminate such 
nonprototypical phoneme candidates (e.g., when discriminating the 
pseudowords /tɔ̃kl/ and /tɔ̃gl/).  
In line with H2 (i.e., a combination of noise and impaired voice quality 
results in even poorer performance and longer RTs in speech perception than 
each factor alone), the combination of noise and impaired voice had more 
detrimental effects on children’s performance and RTs than each factor in 
isolation. When listening to an impaired voice in noise, children’s performance 
decreased by ~33% and RTs increased by ~270 ms compared to the control 
condition. In the absence of any contextual cues, the speech perception task 
required children to rely solely on auditory–perceptual mapping. This was no 
longer possible as intelligibility became too low to restore missing phonemes. 
Importantly, the effect of noise did not simply outweigh the effect of impaired 
voice but added to it. In the present study, we applied an imitated, moderately 
to severely dysphonic voice. It would be interesting to investigate whether the 
results would change if the degree of dysphonia was lower.  
Effects of noise and impaired voice on listening comprehension 
Contrary to H3 (i.e., noise or impaired voice quality reduces children’s 
performance and increases RTs in listening comprehension) and previous 
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studies (Chui & Ma, 2019; Klatte et al., 2010; Morsomme et al., 2011; Osman 
& Sullivan, 2014; Prodi, Visentin, Borella, et al., 2019; Rogerson & Dodd, 
2005; Sullivan et al., 2015), we found that noise and impaired voice quality did 
not have separate effects on children’s performance or RTs in the listening 
comprehension task. One reason might be that this task offered syntactic and 
semantic contextual cues the children could use to compensate for reduced 
intelligibility. Considering that comprehension performance collapsed when 
the two factors were combined, the benefit of contextual cues seems to have 
diminished as listening conditions became too adverse. In addition, the strong 
variance in performance and RT data suggests that the lack of main effects of 
either noise or impaired voice could also relate to item heterogeneity (i.e., 
variations in sentence length and syntactic complexity). Although our GLMMs 
controlled for the effect of item, the fact that working memory demands varied 
between the sentences is not ideal. Consider, for example, that children’s 
speech-in-noise listening performance has been shown to correlate with their 
working memory loading (Sullivan et al., 2015). In line with this, impaired 
voice appears to be most disruptive at an intermediate degree of task difficulty, 
whereas the effects diminish as the task becomes either too simple or too 
complex (Lyberg-Åhlander, Brännström, & Sahlén, 2015). Analyzing 
performance and RT data for each individual sentence might therefore have 
revealed more detailed information regarding this factor, but it was beyond the 
scope of the present study.  
Our results partially confirmed H4 (i.e., a combination of noise and 
impaired voice quality results in even poorer performance and longer RTs in 
listening comprehension than each factor alone). The central result was the 
significant interaction effect between noise and voice quality on children’s 
performance (but not RTs). When the speaker’s voice was normal, 





impaired, noise decreased performance by ~23%. Analyses of the long-term 
average spectra (see Figure 2) indicated that the spectral properties of the 
speech signals might have contributed to this finding. For example, the normal 
voice was characterized by more spectral components in frequency regions up 
to about 2000 Hz (regions that are important for speech intelligibility). As 
shown by Schiller et al. (2019a), the normal voice was also more favorable in 
terms of HNR (i.e., 25 dB versus 10.8 dB). These factors suggest that the 
impaired voice was more susceptible to energetic masking by noise than the 
normal voice. Although our results did not entirely concur with H4, they 
demonstrate that a combination of noise at a typical classroom level (Howard 
et al., 2010) and a speaker’s impaired voice may severely affect children’s 
listening comprehension. We speculate that this effect is twofold: (a) Speech 
intelligibility declines with the increasing spectral overlap of speech and noise 
signals, and (b) listening becomes more effortful as more cognitive capacity is 
taken up by the processing of the speaker’s atypical voice quality or the 
inhibition of irrelevant noise.  
In contrast to this study, the two previous studies that investigated the 
combined effects of noise and impaired voice on children’s listening 
comprehension found neither an additive effect nor a significant interaction 
(Brännström, von Lochow, et al., 2018; von Lochow et al., 2018). Let us 
consider some possible reasons: first, we applied a 0 dB SNR, which likely 
resulted in a higher ratio of masked speech segments than the more favorable 
SNRs applied by von Lochow et al. (2018; i.e., +5 dB) and Brännström, von 
Lochow, et al. (2018; i.e., +10 dB). Second, we used SSN, whereas the other 
two studies used actual speech noise (i.e., noise coming from one or more 
speakers, inducing different proportions of energetic and informational 
masking; Mattys et al., 2009). Third, we used an imitated impaired voice with 
a moderate-to-severe degree of dysphonia, whereas the other two studies used 
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provoked impaired voices with a mild-to-moderate degree of dysphonia. 
Although previous studies have suggested that even mild voice impairments 
may affect performance (Chui & Ma, 2019; Rogerson & Dodd, 2005), it is still 
possible that our impaired voice was more disturbing. Finally, von Lochow et 
al. (2018) and Brännström, von Lochow, et al. (2018) tested children with a 
mean age of 8 and 10 years, respectively, who might have possessed more 
advanced SLP skills to cope with adverse listening conditions than our 5- and 
6-year-old participants. This concurs with the assumption that children become 
less affected by masking and more proficient at using contextual cues in noisy 
situations as they get older (Elliott, 1979).  
Overall considerations  
In this study, both noise and impaired voice were found to hamper 
children’s processing of spoken language. However, how can we distinguish 
between their effects on the speech signal and on SLP? Regarding effects on 
the speech signal, this is relatively straightforward: Impaired voice modulates 
the speech signal during production. Acoustically, it is characterized by 
correlates such as increased noise components or fo and amplitude irregularities 
(Schoentgen, 2006). Noise interferes with the speech signal during its 
transmission by creating overlapping acoustic information (Cooke et al., 2008; 
Mattys et al., 2009). Regarding effects on children’s SLP, the differentiation is 
less clear-cut. As our results indicated, both factors may reduce 
intelligibility—impaired voice by distorting speech (e.g., devoicing of voiced 
phonemes) and noise by masking it – and may increase listening effort. An 
important difference concerns the quantification of exposure; noise 
interference can be quantified by means of SNR. To measure the degree of 
dysphonia, researchers rely on subjective ratings or acoustic analyses. We 
therefore question the claim that noise may be more disturbing than impaired 





speech perception task would support this claim, we argue that drawing such a 
comparison is problematic since noise and impaired voice do not share a 
common metric. In the future, it may be interesting to explore whether SNR 
and HNR can be related in a way that allows the comparison of interfering 
noise and “phonation noise” (i.e., noise caused by dysphonia).  
Limitations 
There are some limitations on this study that should be considered. First, 
adhering to the common practice in speech-in-noise perception studies 
(Crandell & Smaldino, 1996; Klatte et al., 2010; McGarrigle et al., 2017; Peng 
et al., 2016), the speech recordings were made in quiet conditions. While this 
approach ensures a high recording quality, it does not account for the fact that 
speakers adapt their voice use in noisy situations – the Lombard effect 
(Lombard, 1911). Such vocal adjustments may improve speech intelligibility 
(Garnier & Henrich, 2014), and it is therefore possible that our speech-in-noise 
conditions posed a greater listening challenge than if Lombard speech had been 
used (e.g., Brännström, von Lochow, et al., 2018; von Lochow et al., 2018).  
Second, we prepared the auditory stimuli such that speech and noise started 
and ended simultaneously in each speech-in-noise condition. The rationale was 
to keep the length of the items stable across the four different listening 
conditions, randomized across participants. We concede that this method has 
the risk that noise onsets may potentially affect children’s performance. 
Introducing a lead time (i.e., launching noise prior to the speech signal) could 
avoid this problem and might therefore be the preferred method. For example, 
Visentin and Prodi (2018) and Brännström, von Lochow, et al. (2018) launched 
noise signals 1,000 ms before the start of the speech signal.  
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Third, in line with some previous studies (Prodi, Visentin, Peretti, et al., 
2019; Visentin & Prodi, 2018), we defined RT as the time between the offset 
of the auditory stimulus and the point when the child touched the screen. 
However, RTs to speech stimuli may vary with a listener’s motivation 
(Lyberg-Åhlander, Brännström, & Sahlén, 2015), and motivation is likely 
affected by item length and complexity. To better account for this aspect, it 
would have been interesting to also measure RTs from the onset of the auditory 
stimulus and relate them to the RTs reported here.  
Conclusion 
This study shows that listening to speech in noise and/or to a speaker’s 
impaired voice may disrupt children’s ability to process spoken language. SSN 
and impaired voice impeded 5- and 6-year-old children’s performance and 
lengthened their RTs in a speech perception task, particularly when combined. 
It seems that, even when no processing errors are made, adverse listening 
conditions still slow down children’s phoneme perception. The results of the 
listening comprehension task revealed that children’s speech-in-noise 
performance declined significantly when the speaker’s voice was impaired but 
not when it was normal. Taken together, our findings suggest that a 
combination of noise and impaired voice may be especially detrimental for 
SLP in school-aged children, which has crucial implications for the educational 
context. Children would probably need to explicitly employ processing 
capacity to understand a dysphonic teacher in a noisy classroom. This may be 
particularly difficult for children with language or hearing impairments, or 
nonnative speakers. Another important discovery was that noise and impaired 
voice affected SLP at quite an early stage. Disruptions during speech 
perception are likely to carry over to higher order SLP, potentially affecting 





experiments in more realistic settings and with different noise sources are 
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Abstract   This study investigated the effect of degraded listening conditions and speech rate 
on children’s answer accuracy and response time in a speech perception task. Fifty-three 
normally developing children (aged 5-6 years) listened to 72 pseudo-word pairs presented at 
two different speech rates (normal and fast) and four different listening conditions (normal 
voice in silence [control], dysphonic voice in silence, normal voice in speech-shaped noise 
(SSN) at 0 dB SNR, and dysphonic voice in SSN at 0 dB SNR). The participants had to decide 
whether the pseudo-words were the same (e.g., /filam/ - /filam/) or different (e.g., /mafin/ - 
/nafin/). For either speech rate, degraded listening conditions were found to significantly 
decrease answer accuracy. Regarding response time, speech rate interacted with listening 
condition: At fast as opposed to normal speech rate, children responded slower to normal voice 
in SSN but faster to the three other listening conditions. Our findings suggest that speech signal 
degradations may disrupt children’s speech perception even at normal speed. Speech rate 
might influence the extent of listening effort associated with adverse listening conditions. A 
good quality and adequate transmission of the speech signal may help children to listen 
effectively.   
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Children’s perception of degraded speech at normal vs. fast speech rate 
Children’s ability to process spoken language matures until late 
adolescence (Elliott, 1979; Huyck, 2018). The younger the child, the more 
vulnerable they are to degradations of the speech signal (Bradley & Sato, 
2004). This is problematic as listening conditions are rarely optimal. Noise and 
poor signal quality represent typical sources of acoustic interference in 
classrooms and other environments (Shield & Dockrell, 2003). With regard to 
children’s spoken language development and academic performance, a careful 
investigation of how such speech signal degradations affect spoken language 
processing is crucial. It is also important to assess whether a speaker may adopt 
certain speaking styles, such as slow or high speech rate, to improve 
intelligibility in noisy environments.  
In favorable listening conditions, it has already been shown that a speaker’s 
speech rate may influence children’s spoken language processing (Haake et 
al., 2014; Hayiou-Thomas et al., 2004). A study by Hayiou-Thomas et al. 
(2004) tested 6-year old children’s performance in a grammaticality judgement 
task, presented at normal versus fast speed (i.e., 50% duration of normal 
speed). At fast speed, children detected significantly fewer grammatical 
violations than at slow speed. In a more recent study, Haake et al. (2014) 
presented 6-year old children with a sentence comprehension task at normal, 
slow (i.e., duration expanded to 160%), and fast speed (i.e., duration 
compressed to 60%). Again, children made significantly more errors at fast 
speed compared to slow or normal speed. Contrary to these two studies, 
Montgomery (2005) did not observe such impeding effects in a simple word 
recognition task, performed by 8-year old children. It appears that the negative 
impact of fast speech rate on children’s spoken language processing is 





Apart from linguistic complexity, processing costs may rise when the 
speech signal is acoustically degraded (Wingfield, 2016). At the stage of signal 
transmission, background noise, such as babble-, classroom-, or cafeteria 
noise, is the major source of acoustic speech degradation faced by children 
(Shield & Dockrell, 2003). Moreover, a speaker’s voice impairment, also 
referred to as dysphonia, may lead to speech signal degradations (Morsomme 
et al., 2011). This latter form of degradation takes place at an earlier point in 
time, during the production of speech. Evidence indicates that listening to 
speech in noise or a dysphonic speaker may negatively affect children’s 
performance and response latency in listening tasks, such as phoneme 
discrimination (Morsomme et al., 2011; Nishi et al., 2010), word recognition 
(Fallon et al., 2000), word recall (Hurtig et al., 2016; Morton & Watson 2001), 
and sentence or passage comprehension (Klatte et al., 2010; Lyberg-Åhlander, 
Haake et al., 2015; Rogerson & Dodd, 2005; Sahlén et al., 2017; Visentin & 
Prodi, 2018). This effect may be explained by the widely accepted theory that 
cognitive capacity is limited (Wingfield, 2016). When listening to acoustically 
degraded speech, more capacity may be allocated to the processing of 
irrelevant signal features, thus leaving fewer resources to process the relevant 
information (Lyberg-Åhlander, Haake et al., 2015).  
Little is known about the interaction of speech rate and listening condition 
on how children process speech. The aim of the present study was to determine 
children’s perception of normal and acoustically degraded speech at two 
different speech rates (normal versus fast). Performance and response times 
were measured in a speech perception task. In light of the theory of processing 
capacity limitations, we hypothesized that acoustic degradations would impede 
children’s speech perception performance and that this effect would be 
stronger for fast speech rate. Moreover, we expected children to require longer 
response times to process degraded speech at fast speed than at normal speed. 
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The study sample consisted of 53 children, aged five to six years old (M = 
6;4, SD = 0;3), who complied with the following inclusion criteria: 1. first-
grade primary school student, 2. French native speaker, 3. hearing threshold ≤ 
25 dB(A) for octave frequencies between 500 and 4000 Hz, 4. no history of 
auditory impairments or speech-language disorders, 5. normal or above normal 
receptive lexical skills (subtest LexR of the Épreuve du Langage Orale (ELO) 
[Oral Language Assessment] (Khomsi, 2001), and 6. normal or above normal 
selective attention skills (subtest Attention et Fonctions Executives [Attention 
and Executive Functions] of the Bilan NEuroPSychologique de L’Enfant 2 
(NEPSYII) [Developmental NEuroPSYchological Assessment] (Korkman et 
al., 2007). Children were recruited from five randomly selected primary 
schools in the French-speaking part of Belgium.  
Speech perception task 
A digitalized version of the Épreuve Lilloise de Discrimination 
Phonologique (ELDP; Macchi et al., 2012) was used for this study. The ELDP 
is a two-alternative forced-choice (2AFC) speech perception task that assesses 
children’s ability to discriminate between similar sounding pseudo-words. It 
contains two lists of 36 French pseudo-word pairs. The first list is presented at 
normal speech rate; the speed reference was provided by another listening task 
designed for 4-8 year old children, the EDP 4-8 (Autesserre et al., 1988). The 
second list is presented at fast speech rate; those items were recorded ~30% 
faster than normal speed items (Macchi et al., 2012). Pseudo-word pairs consist 
of either two identical items (e.g., /zil/ - /zil/) or two slightly different items 
(e.g., /zil/ – /zij/), with a length of up to three syllables. Children are instructed 







For the purpose of our experiment, we newly recorded the two ELDP 
pseudo-word lists with a head-mounted condenser microphone (AKG C 544 
L), and digitalized them at 44.1-kHz sampling frequency with a 16-bit 
resolution. A female voice expert read the list at normal speech rate and the list 
at fast speech rate in her normal voice and while imitating a dysphonic voice. 
These voice samples are freely available online (Schiller et al., 2019b). 
Acoustic and perceptual evaluations of the voice qualities confirmed the 
absence of a voice problem for the normal voice, and a moderate to severe 
impairment for the dysphonic voice (Schiller et al., 2019a). The two voice 
qualities were merged with speech-shaped noise (Stipa signal, Houtgast et al., 
2002) at 0 dB SNR. This resulted in four listening conditions:  
 C1 = normal voice in silence (control)  
 C2 = dysphonic voice in silence  
 C3 = normal voice in speech-shaped noise at 0 dB SNR  
 C4 = dysphonic voice in speech-shaped noise at 0 dB SNR 
Irrespective of speech rate, the two pseudo-words of a pair were separated 
by a pause of 0.5 seconds. In speech-in-noise conditions (i.e., C3 and C4), this 
pause was filled with SSN as shown in Figure 1. Figure 1 also provides time-
related information for normal speed and fast speed items. 
Procedure 
Children were individually tested in a quiet room at school. The speech 
perception task was presented with a touch-screen laptop (Dell Latitude 5480) 
using OpenSesame software (Mathôt et al., 2012). Speech stimuli were played 
back via headphones (AKG K 271 MK II) at comfortable hearing level. After 
each pseudo-word pair, two response images appeared on the screen, allowing 
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the child to indicate (via touch response) whether the stimuli were identical or 
different. Each subsequent item was manually initiated by the experimenter 
after ensuring that the child was still attentive. In a within-subjects design, each 
participant listened to eighteen pseudo-word pairs per listening condition (i.e., 
C1-C4), counterbalanced by means of an algorithm provided by OpenSesame 
(Mathôt et al., 2012). This means that listening conditions varied randomly 
across items. The first 36 trials were presented at normal speed, the second 36 
trials were presented at fast speed. Outcome variables were task performance 
(i.e., probability of correct versus incorrect responses) and response times of 
correct trials (i.e., time elapsed from stimulus offset to touch response). 
Figure 1. Exemplary illustration of a speech-in-noise item consisting of a 
pair of pseudo-words. The upper part of the figure shows oscillograms of the 
noise signal and the speech signals. The lower part of the figure reports 





Response time was measured to indirectly evaluate children’s listening effort 
related to processing degraded speech at normal and fast speed. Data were 
analyzed by means of generalized linear mixed-effects models (GLMM) with 
a binomial family and logit link function, using R software version 3.3.2 (R 




A GLMM with the fixed effects noise and voice quality revealed a highly 
significant effect of listening condition on task performance (χ2(3) = 177.16, p 
≤ .001). However, the performance difference regarding normal versus fast 
speed (i.e., M = .77, SE = .066 versus M = .74, SE = .072) was not significant 
(χ2(1) = .312, p = .756), nor was there an interaction between speech rate and 
listening condition (χ2(3) = 5.7613, p = .124). Figure 2 presents the mean 
probability of correct responses with respect to listening condition and speech 
rate. For normal speed, performance gradually declined from C1 (M = .89, SE 
= .025) to C2 (M = .82, SE = .037), C3 (M = .72, SE = .05), and C4 (M = .61, 
SE = .057). The GLMM followed by a Tukey HSD post-hoc test, adjusted for 
multiple comparisons, confirmed that each listening condition at normal speed 
significantly differed from the others (p-values ≤ .01). For fast speed, we found 
a similar decline in performance from C1 (M =.88, SE = .027) to C2 (M = .76, 
SE = .044), C3 (M = .64, SE = .056), and C4 (M = .63, SE = .056). Tukey HSD 
testing confirmed that C1, C2, and C3 were significantly different from each 
other, and C4 was significantly different from the C1 and C2 (p-values ≤ .01). 
There was no significant difference between C3 and C4 (z = –.103, p = .92). 
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Regarding response time, a GLMM revealed a significant interaction 
between speech rate and listening condition (χ2(3) = 216.680, p < .001). Tukey 
HSD post hoc testing, adjusted for multiple comparisons, showed response 
time differences between fast and normal speed were significant for C3 (z = 
3.14, p = .036) and C4 (z = 10.43, p < .001), but not C1 (z = –1.52, p = .8) or 
C2 (z = –.49, p = 1.0). The interaction is observable in Figure 3, which presents 
mean response times as a function of listening condition and speech rate. 
Response times for C3 (i.e., normal voice in noise) were on average 107 ms 
longer at fast versus normal speed (i.e., M = 2,018 ms, SE = 19 versus M = 
1,911 ms, SE = 28). This pattern was reversed for C4 (i.e., the combination of 
noise and dysphonic voice), where response times were on average 160 ms 
Figure 2. Estimated probability of correct responses as a function of listening 
condition and speed. Listening conditions align on the x-axis: normal voice and 
no noise (C1), dysphonic voice and no noise (C2), normal voice and SSN (C3), 





shorter at fast versus normal speed (M = 1,906 ms, SE = 23 versus M = 2,066 
ms, SE = 21). Overall, Figure 3 highlights the increase in response times under 




This study examined how speech rate and acoustic signal degradations may 
influence children’s performance and response times in a speech perception 
task. Children performed worse and responded slower when noise or speaker’s 
impaired voice interfered with the speech signal. There was a trend for a 
negative impact of fast speech rate on children’s perception of degraded 
speech. Surprisingly, a significant interaction between listening condition and 
speech rate revealed that children took more time to respond to speech-in-noise 
when listening to the normal voice compared to the dysphonic voice. These 
Figure 3. Estimated response times (in ms) as a function of listening 
condition and speed. Listening conditions align on the x-axis: normal 
voice and no noise (1), dysphonic voice and no noise (2), normal voice 
and SSN (3), and dysphonic voice and SSN (4). Error bars represent SE. 
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findings are discussed in more detail below. 
The observed decline in children’s answer accuracy under conditions of 
acoustically degraded speech confirms our hypothesis that acoustic 
degradations would impede children’s speech perception performance and 
supports results from past research (Fallon et al., 2000; Klatte et al., 2010; 
Morsomme et al., 2011; Morton & Watson, 2001; Nishi et al., 2010; Rogerson 
& Dodd, 2005; Visentin & Prodi, 2018). When listening to speech in noise at 
0 dB SNR, children made significantly more processing errors, especially 
when the speaker’s voice was degraded. It seems likely that noise and 
dysphonic voice may also compromise children’s speech perception in real-
life situations. If signal degradations hamper the correct analysis of critical 
phonemes, higher-level listening comprehension might also be affected. Future 
experiments under more realistic conditions are needed to confirm this notion. 
In line with ELDP reference data (Macchi et al., 2012), children tended to 
perform better at normal versus fast speech rate. However, there was no 
interaction between speech rate and listening condition with respect to task 
performance. This surprised us as we expected fast speech rate to pose an 
additional challenge for speech perception in already difficult listening 
conditions. One possibility is that the speed difference between normal and fast 
speech rate (i.e., 30%) was too small to yield an effect. Recall also that pseudo-
word pairs were presented in isolation with unlimited response time and short 
interruptions between items. With regard to listening effort and processing 
costs, this paradigm is less challenging than paradigms in which longer speech 
segments are presented or response time restrictions are applied. Beyond that, 
we cannot be certain whether the children’s perception of the two speech rates 
is actually in agreement with the intended speech rates (i.e., normal and fast). 





Results did not confirm our hypothesis that children would be slower at 
processing acoustically degraded speech at fast speed than at normal speed. 
What we found was that children required more time to process speech 
presented in noise and/or dysphonic voice, which supports the findings of past 
studies (Sahlén et al., 2017; Visentin & Prodi, 2018). Results also revealed an 
interaction between listening condition and speech rate, but this interaction was 
difficult to interpret. At normal speed, response latencies were longest for 
dysphonic voice in SSN. At fast speed, however, response latencies were 
longest for normal voice in SSN – a condition we assumed to be less effortful. 
Methodological issues might help explain this finding. Recall that the task 
implied a 2AFC design with encouraged guessing. If our assumption was true, 
and dysphonic voice in SSN at fast speed was indeed most difficult to process, 
more children might have fallen back on a guessing strategy, resulting in a 
performance of ~50% correct. In this case, a high proportion of quick but 
random correct trials would have fed into the response time analysis of this 
condition. A closer investigation of this speculation was beyond the scope of 
this paper. 
Taken together, our results indicated that first-grade primary school 
children were negatively affected by acoustic degradations when processing 
speech. The effect of speech rate on the processing of degraded speech remains 
inconclusive. To this respect, future studies could benefit from methodological 
adaptations, such as (1) increasing the speed difference between normal and 
fast speech rate, (2) collecting subjective data on the perception of 
experimentally set speech rates (3) imposing response time restrictions to 
increase working memory load, or (4) using a task with longer speech 
segments, such as sentences or passages. 
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Speech-shaped noise and a speaker’s dysphonic voice may interfere with 
speech perception in children. A combination of noise and dysphonic voice 
may be especially detrimental. The present study does not allow a clear 
conclusion regarding the effect of speech rate on children’s perception of 
degraded speech, although there was a tendency for fast speech resulting in 
more speech processing errors than a normal speech rate. Future research is 
necessary to explore the interaction between speech rate and listening 
condition with regard to response times. Our results may be relevant for 
various kinds of listening situations in which children listen and learn, because 
impeded speech perception may potentially affect higher level listening 
comprehension. They highlight the importance of monitoring and improving 
quality and transmission of the speech signal directed toward young listeners. 
Providing voice training to the speaker may enhance the signal quality, while 
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Abstract   Purpose: The aim of this study was to investigate children’s processing of 
dysphonic speech in a realistic classroom setting, under the influence of added classroom 
noise. Method: Normally developing 6-year-old primary-school children performed two 
listening tasks in their regular classrooms: a phoneme discrimination task to assess speech 
perception, and a sentence-picture matching task to assess listening comprehension. Speech 
stimuli were played back in either a normal or an impaired voice quality. Children performed 
the tasks in the presence of induced classroom noise at signal-to-noise ratios (SNR) between 
+2 and +9 dB. Results: Children’s performance in the phoneme discrimination task decreased 
significantly when the speaker’s voice was impaired. The effect of voice quality on sentence-
picture matching depended on task demands: easy sentences were processed more accurately 
in the impaired-voice condition than in the normal-voice conditions. SNR effects are discussed 
in light of methodological constraints. Conclusions: Listening to a dysphonic teacher in a noisy 
classroom may impede children’s perception of speech, particularly when phonological 
discrimination is needed to disambiguate the speech input. Future research regarding the 
interaction of voice quality and task demands is necessary. 
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Listening to a dysphonic speaker in noise may impede children’s spoken 
language processing in a realistic classroom setting 
A classroom is an environment in which children spend a considerable 
amount of time listening to their teacher (Mealings, 2016). In doing so, they 
acquire knowledge and expand on that knowledge as they progress through 
school. However, various factors may interfere with classroom listening, two 
of them being a teacher’s impaired voice quality (i.e., dysphonia) and 
background noise. In this field study, we explored children’s perception and 
comprehension of dysphonic speech in classroom noise at classroom-typical 
signal-to-noise ratios (SNR). 
Voice impairments among teachers 
Voice impairments are a prevalent phenomenon among teachers. Every 
second teacher develops voice problems during their career (Roy, Merrill, 
Thibeault, Parsa, et al., 2004). Although the etiology is not yet fully 
understood, underlying causes are thought to include vocal misuse or overuse 
in response to heavy vocal demands. Teachers with voice impairments show 
symptoms such as vocal fatigue, throat ache, roughness, and dysphonia 
(Martins et al., 2014). Although their voice is their primary tool for work, only 
about 50% of concerned teachers seek medical treatment for voice problems 
(Van Houtte et al., 2011). It can therefore be assumed that many children are 
taught by dysphonic teachers. This is problematic, because the dysphonic voice 
is characterized by acoustic disruptions (e.g., increased frequency 
perturbations [jitter], amplitude perturbations [shimmer], or a low harmonics-
to-noise ratio [HNR]; Teixeira & Fernandes, 2015) which may be perceived 
similarly to noise. Consequently, dysphonic teachers may be less intelligible 





Classroom noise and room acoustics 
Background noise and poor room acoustics pose an additional challenge 
for classroom listening. In addition to high noise levels and low SNRs, 
classroom acoustics are commonly evaluated based on reverberation time and 
Speech Transmission Index (STI). Reverberation time is the time a sound takes 
to decay by 60 dB in a closed room. The STI gives an indication of the quality 
of speech signal transmission (Steeneken & Houtgast, 1980) and ranges 
between 0 and 1 – the higher the value, the better the speech intelligibility.  
The American National Standards Institute (ANSI, 2010) recommends 
maximum noise levels of 35 dB(A) and maximum reverberation times of 0.6 s 
for unoccupied classrooms. Mealings (2016) suggested that, for primary-
school children, who are more vulnerable to acoustic interference than older 
peers, “good” classroom conditions apply when the following criteria are met: 
unoccupied noise levels < 30 dB(A), SNR > +15 dB, reverberation time < 0.4 
s, and STI > 0.75. Unfortunately, real-world conditions often depart from these 
recommendations. Unoccupied noise levels have been reported to vary 
between 41 and 51 dB(A) (Crandell & Smaldino, 2000). SNRs typically range 
between –7 and +11 dB (Bradley & Sato, 2008; Crandell & Smaldino, 2000). 
Reverberation times range from 0.4 to 1.2 s (Crandell & Smaldino, 2000). STI 
values range between 0.33 and 0.88, often below 0.75 (Mealings, 2016). A 
listening scenario characterized by such noise interference and poor room 
acoustics is not ideal for classroom learning.  
Effects of impaired voice and noise on children’s spoken language 
processing 
The effects of a speaker’s impaired voice and noise on children’s spoken 
language processing were recently investigated in a systematic review 
(Schiller, Remacle, et al., 2020). The authors proposed a classification of 
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impaired-voice and noise effects along three processing dimensions: speech 
perception (referring to the initial stages of spoken language processing), 
listening comprehension (referring to higher linguistic processing stages), and 
auditory working memory (referring to information storage, manipulation and 
recall). Below, we summarize the main findings. 
Along the dimension of speech perception, impaired voice and noise may 
disrupt children’s processing at an auditory-perceptual level and reduce 
intelligibility (e.g., Bradley & Sato, 2008; Howard et al., 2010; Morsomme et 
al., 2011; Peng & Jiang, 2016; Peng et al., 2016). Along the dimension of 
listening comprehension, impaired voice and noise may impede spoken 
language processing in terms of semantic and syntactic integration (e.g., 
Brännström, Kastberg, et al., 2018; Prodi, Visentin, Borella, et al., 2019). 
Finally, along the dimension of auditory working memory, impaired voice and 
noise may interfere with the storage, manipulation, and retrieval of speech-
encoded information (Morton & Watson, 2001; Sullivan et al., 2015).  
Regarding the dimension of listening comprehension, two laboratory 
studies suggested the effect of impaired voice might be mediated by task 
demands (or cognitive demands related to solving a listening task) (Lyberg-
Åhlander, Haake, et al., 2015; Lyberg-Åhlander, Holm, et al., 2015). Task 
demands depend on a combination of different factors, most of which are 
linguistic. They include lexical and semantic aspects, word or sentence length, 
syntactic structure, and even visual aspects related to response images. Lyberg-
Åhlander, Haake, et al. (2015) found that children’s performance in a sentence-
picture matching task decreased significantly when listening to a dysphonic 
speaker, but only in the case of grammatically difficult sentences. In the study 
by Lyberg-Åhlander, Holm, et al. (2015), children with strong working 





children with weaker skills, but only in the case of grammatically easy 
sentences. The nature of the interaction between task demands and a speaker’s 
voice quality remains unclear and has never been investigated in a field 
experiment. Thus, this study takes a closer look at the influence of task 
demands on children’s comprehension of dysphonic speech. 
Methodological considerations: Laboratory versus field experiments 
The traditional approach to explore the effects of acoustically degraded 
speech on children’s spoken language processing is by means of laboratory 
experiments (e.g., Brännström, von Lochow, et al., 2018; Lyberg-Åhlander, 
Haake, et al., 2015; Lyberg-Åhlander, Holm, et al., 2015; Sullivan et al., 2015). 
In these experiments, children typically perform listening tasks in quiet rooms 
at school or in laboratories; they are tested individually or in small groups, and 
listen to speech stimuli via earphones. Laboratory experiments offer a high 
degree of internal validity. Controlling for confounding factors, such as 
reverberation time or unwanted sounds, is relatively easy. A drawback is the 
limited generalizability of the results, due to the artificial setup.  
Field experiments offer greater ecological validity because they are carried 
out under more authentic conditions (e.g., Bradley & Sato, 2008; Peng & Jiang, 
2016; Peng et al., 2016; Prodi, Visentin, Borella, et al., 2019). By field 
experiments, we mean listening experiments conducted in a naturalistic setting 
(preferably in children’s habitual classrooms), with children tested in groups 
(preferably together with their classmates), and speech stimuli presented in a 
diffuse field (via loudspeakers). The drawbacks of field experiments are that 
the internal validity is lower and the effects of interest may be superimposed 
by confounding factors. Moreover, in most cases, it may not be possible to 
collect response times. 
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To bridge the gap between internal and ecological validity, this field 
experiment builds on a design that we previously applied in a laboratory 
experiment (Schiller, Morsomme, et al., 2020), where we investigated the 
effects of noise and a speaker’s impaired voice in a highly controlled setting. 
Normally developing 6-year-old children performed a phonological 
discrimination task (to assess speech perception), and a sentence-picture 
matching task (to assess listening comprehension). They were tested in quiet 
rooms at school. Speech stimuli were presented via earphones in four 
conditions: normal voice in quiet, impaired voice in quiet, normal voice in 
noise, and impaired voice in noise (speech-shaped noise at 0 dB SNR). The 
results revealed that impaired voice and noise lowered performance and 
slowed down children’s responses in the discrimination task. As for sentence-
picture matching, there was an interaction between noise and voice quality: 
noise disrupted children’s performance when the speaker’s voice was 
impaired, but not when it was normal. These findings provided a first 
indication that a teacher’s impaired voice and noise might be detrimental for 
classroom listening. Whether these results hold true under more realistic 
circumstances was the starting basis of this work. 
The aim of this study was to investigate the effects of a speaker’s impaired 
voice and noise (at classroom-typical SNRs) on children’s spoken language 
processing in a real classroom setting. A secondary aim was to document the 
acoustic conditions in the classrooms and take into account their potential 
effects on children’s results in listening tasks. We used the same listening tasks 
as in Schiller, Morsomme, et al. (2020), measuring children’s performance (but 
not response times) under different listening conditions. The participants were 
a new set of normally developing 6-year old children. Children were examined 
in their habitual classrooms, together with their peers, and during regular 





 H1: Listening to an impaired voice will reduce children’s performance 
in the speech perception task. 
 H2: Listening to an impaired voice will reduce children’s performance 
in the listening comprehension task, and this effect may interact with 
task demands.  
 H3: Children’s performance in classroom noise will drop with 
decreasing SNR, particularly when listening to an impaired voice.  
7.1 Method 
Participants 
The participant selection procedure is depicted in Figure 1. Participants 
were first-graders recruited from eight primary schools in the French-speaking 
region of Belgium. From a total of 121 children who participated in the 
experiment, we discarded the data of 44 children due to non-compliance with 
the inclusion criteria presented below. Statistical analyses were run on a final 
sample of 77 children (38 girls, 39 boys) with a mean age of 6;6 years (SD = 3 
months).  
Children were required to meet the following criteria: (a) 5 to 6 years old; 
(b) French as mother tongue; (c) normal auditory development; (d) normal 
speech-language development; (e) hearing threshold ≤ 25 dB HL at octave 
frequencies between 500 and 4000 kHz; (f) normal or above-normal receptive 
lexical skills (i.e., score ≥ 25th percentile in the LexR subtest of the Évaluation 
du Langage Oral (ELO) [Oral Language Assessment]; Khomsi, 2001); and (g) 
normal or above-normal auditory selective attention (i.e., score ≥ 25th 
percentile in the AA subtest of the Bilan NEuroPSychologique de L’Enfant 2 
(NEPSY-II) [Developmental NEuroPSYchological Assessment]; Korkman et 
al., 2007). 
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Figure 1. Flowchart presenting the recruitment of 
participants and selection of the final sample. 
Note. Eight children who consented to participate were absent on the 





Compliance with criteria (a) to (d) was evaluated based on parental report, 
using a self-administered questionnaire. Compliance with criteria (e) to (g) was 
based on the results of pre-tests. In these pre-tests, children individually 
underwent a pure-tone audiometric screening (MAICO-MA 50 audiometer 
with DD45 earphones) and performed the receptive lexical task (Khomsi, 
2001) and the auditory selective attention task (Korkman et al., 2007).  
Oral informed consent was obtained from the participants and written 
informed consent from their parents. This study was approved by the ethics 
committee of the Faculty of Psychology, Speech and Language Therapy, and 
Education (University of Liège, Belgium; file no. 1617-54). 
Tasks 
Children performed two listening tasks. Speech perception was assessed 
with the Épreuve Lilloise de Discrimination Phonologique (ELDP; Macchi et 
al., 2012), and listening comprehension with the C2 subtest from the ELO 
(Khomsi, 2001). For the purpose of this study, we created pen-paper versions 
of both tasks and used speech stimuli recorded for this research project 
(available from the NODYS database; Schiller et al., 2019b). 
Speech perception. 
The ELDP task (Macchi et al., 2012) is a phonological discrimination task. 
Children listen to pairs of pseudo-words (i.e., nonexistent words that comply 
with the phonotactic rules of French) and have to decide whether the two words 
sounded the same or different. We used list 1 of the ELDP task, developed for 
5- to 6-year-old children. This list includes 36 speech items (pseudo-word 
pairs). Half of them consist of two identical pseudo-words, the other half of 
two slightly different pseudo-words, such as /paʀum/ – /pamuʀ/ (structural 
opposition) or /muko/ – /luko/ (phonemic opposition). In the original task, 
children respond by pointing to response images of either two identical-
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looking planets (words sounded the same) or different-looking planets (words 
sounded different). In our version of the task, participants circled the planet 
images in their answer booklets (see Appendix C1). Correct responses were 
coded as 1, incorrect responses as 0.  
Listening comprehension. 
The C2 subtest from the ELO (Khomsi, 2001) is a sentence-picture 
matching task, designed for 5- to 10-year-old children. The children’s task is 
to listen to a sentence and match it to the corresponding picture. Each target 
picture is presented along with three distractors, which are 
morphosyntactically or semantically similar. The task contains a total of 32 
sentence items of varying complexity, but can be stopped after item 21. We 
chose this option, due to our participants’ young age and because they had to 
perform the speech perception task in the same session. To account for the 
varying complexity, we classified the items into three levels of task demand, 
based on the ELO norm data. Items closest to the median performance level of 
65% were classified as medium items (n = 7). Items with higher and lower 
performance levels were respectively classified as easy (n = 7) and difficult (n 
= 7) items. In the original task, children respond by pointing. In our version of 
the task, they circled the corresponding pictures in their answer booklets. 
Correct responses were encoded as 1, incorrect responses as 0.  
Listening conditions 
Children performed the speech perception task and the listening 
comprehension task in their normal classrooms. We manipulated the speaker’s 
voice quality and the background noise condition. As for voice quality, items 
were randomly presented in a normal voice or an impaired voice. Concerning 
noise, we played back classroom noise throughout the entire experiment. SNRs 





situations (Bradley & Sato, 2008; Crandell & Smaldino, 2000). This SNR 
range is narrow considering that the just-noticeable difference in SNR has been 
claimed to be around 3 dB (McShefferty et al., 2015). However, past studies 
have shown that even small differences of 3 to 4 dB SNR may affect children’s 
performance in speech perception (Howard et al., 2010) and listening 
comprehension tasks (Valente et al., 2012). In the following sections, we 
provide more information on the speech and noise signals and on the 
experimental setup.  
Speech signals. 
Speech items for both listening tasks were recorded in two voice-quality 
conditions. The speaker was a female speech therapist, who first read out all 
items in her normal voice and then while mimicking dysphonia. We followed 
the recording guidelines outlined in Barsties and De Bodt (2015). Schiller et 
al. (2019a) described the characteristics of the two voice qualities. The acoustic 
analysis included the Acoustic Voice Quality Index (AVQI; Maryn et al., 
2010), as well as jitter, shimmer, and HNR measures on sustained vowels. The 
perceptual analysis included a GRBAS rating (Hirano, 1981) on connected 
speech and sustained vowels, as well as consistency and authenticity ratings of 
the voice qualities. Acoustic and perceptual analyses confirmed that (a) the 
speaker’s normal voice was free of a voice disorder (AVQI = 2.53; jitter (local) 
= 0.31%; shimmer (local) = 1.39%; HNR = 25 dB; G0R0B0A0S0); (b) the 
speaker’s imitated impaired voice was moderately to severely dysphonic and 
characterized by a high degree of roughness and asthenia (AVQI = 6.89; jitter 
(local) = 2.77%; shimmer (local) = 9.18%; HNR = 11 dB; G3R3B2A3S1); and 
(c) the speaker’s imitated impaired voice showed a consistent quality 
throughout the recordings and was perceived as reasonably authentic. Note that 
the same speech stimuli were used in our laboratory experiment (Schiller, 
Morsomme, et al., 2020), which allows for a direct comparison.  
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The noise signal was classroom noise, recorded during a mathematics class 
in a fourth-grade primary-school classroom. Our rationale was to use a realistic 
noise source that children would actually encounter during regular classroom 
listening. Therefore, we decided not to use speech-shaped noise as we did in 
Schiller, Morsomme, et al. (2020). For the recording, we used a binaural 
headset (BHS II, Head acoustics). Signal processing was conducted in Praat 
version 6.0.29 (Boersma & Weenink, 2017). We cut out all intelligible speech 
segments from the recording, as well as the most prominent noise bursts 
visually detected in the spectrum. The resulting signal contained typical 
ambient noise found in a classroom (i.e., children clearing their throat, opening 
pencil cases, moving chairs, rustling paper, and occasionally whispering). The 
RMS level was normalized to 50 dB SPL, with a dynamic range of 30 dB (32-
62 dB). Finally, we looped and time-shifted the signal to create two 45-minute 
noise chains (Noise A and Noise B), identical in spectral and temporal 
characteristics but with different starting points. In the listening experiment, 
we simultaneously played back these noise chains from diagonally aligned 
loudspeakers to create a realistic listening experience.  
Experimental setup, calibration, and acoustic measurements 
The listening experiment was conducted in eight primary school 
classrooms. Table 1 lists information regarding the experimental context for 
each classroom. Figure 2 shows a typical classroom setup. All classrooms were 
prepared in the same way. In each corner of the room, we positioned one 
loudspeaker (Neumann KH 120 A) to broadcast the classroom noise. In front 
of the class, where the teacher would normally stand, we positioned a fifth 
loudspeaker (Neumann KH 120 A) to broadcast the speech signals. The 
loudspeakers were connected to and controlled from a Dell laptop via an audio 






aThese SNRs are based on the calibrated presentation levels of the speech and noise signals. 
Figure 2. Diagram of the typical experimental setup in each classroom. 
Note. Noise A and Noise B refer to the same chain of classroom noise, 
which was time-shifted (i.e., different starting points). R = measurement 
points in each seat row (R1 to R4); CMP = central measurement position. 
Table 1. Information regarding the experimental setting and 
the artificially induced SNRs in the eight classrooms. 
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to R4; Figure 2). Between the two middle rows (R2 and R3), we defined a 
central measurement position (CMP). In that position, we calibrated speech 
and noise presentation levels. SNRs were measured at the CMP and each seat 
row.  
Presentation levels were calibrated in unoccupied classrooms. We leveled 
speech and noise signals in the CMP to ~70 and ~65 dB(A) (fast, A-weighted 
sound levels), respectively, as measured with a calibrated Class 2 sound level 
meter (NL-21, Rion), which was positioned on a microphone stand. Calibration 
was done based on quasi-stationary speech-shaped noise (same RMS level as 
speech and noise signals). First, we broadcast the calibration signal from the 
speech loudspeaker and adjusted the volume until the sound level meter in the 
CMP steadily showed ~70 dB(A). The same procedure was applied for the 
noise loudspeakers, to yield a sound level of ~65 dB(A). After calibration, we 
used the sound level meter to measure SNRs per seat row by moving the 
microphone stand to the seating positions in the center of each row. The 
resulting +5 dB SNR in the CMP, as well as the subsequently measured SNRs 
in each seat row (Table 1) should be regarded as best-estimated fits, not exact 
or constant ratios. Uncertainties arise from the calibrated accuracy of the sound 
level meter (±2 dB), natural intensity fluctuations of speech and noise signals 
across time, and additional noise caused by the presence of children in the 
room. 
In each classroom, we also assessed the inherent acoustic conditions. This 
evaluation was based on reverberation time, STI, unoccupied noise levels, and 
occupied noise levels. Reverberation time (T30), and STI were derived from 
room impulse responses in octave bands from 60 Hz to 4 kHz. For this 
purpose, we used WinMF Measurement Software (Four Audio, 2018). The 





four noise loudspeakers, which were directed toward the CMP. The receiver 
was an omnidirectional MM1 microphone (Beyeracoustics) located in the 
CMP. Due to time restrictions, we did not vary receiver positions. Impulse 
responses were digitized and later used for calculating reverberation time and 
STI. Noise levels were measured using the NL-21 sound level meter, which 
was located in the CMP. Unoccupied noise levels (LAeq, 5 min., in dB(A)) 
were measured in empty classrooms. Occupied noise levels (LAeq, 1 min., in 
dB(A)) were measured in the presence of all participants, who were instructed 
to sit silently at their desks.  
Procedure 
We conducted a pilot study with a group of seven children aged 6 years 
old. They were tested in a meeting room at University of Liège. This pilot study 
helped us to determine appropriate presentation levels for speech and noise 
signals, improve the clarity of the task instructions and answer booklets, and 
estimate how much time would be required for experimental setup, calibration, 
and acoustic measurements (about 45 min.), to run the experiment (about 35 
min.), and to remove the material (about 15 min.).  
The main experiment was carried out between December 2018 and March 
2019 in eight Belgian primary schools. During the two days that preceded the 
experiment in each school, children were assessed for compliance with the 
inclusion criteria. On the day of the experiment, while the school was still 
closed, three experimenters set up the material in the participants’ habitual 
classroom. One experimenter calibrated the speech and noise presentation 
levels and took the acoustic measurements (except occupied noise levels). The 
experiment was then conducted in the first hour of the morning. As children 
entered the room, they were assigned random seating positions. Tables were 
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equipped with screens (to prevent copying), answer booklets, and pens (see 
Appendix C2).  
After ensuring that all children were quietly seated, we measured occupied 
noise levels. Then the experiment was explained and the instructions for the 
first task (speech perception task) were read out: “You will listen to pairs of 
fantasy words. After each pair, your task is to decide whether the two words 
sounded the same or different. If they sounded the same, circle the picture of 
the planets that look exactly the same. If they sounded different, circle the 
image with the different-looking planets. Sometimes, it will be difficult to 
understand the speaker, because her voice sounds a bit rough. There will also 
be noise in the background. Just try to focus on the task and answer as best you 
can.” The task began with four practice items, followed by the 36 test items. 
Response time was restricted to 8 seconds per item, based on the maximum 
response times in Schiller, Morsomme, et al. (2020). Speech items were 
randomly presented in a normal vs. an impaired voice quality. SNRs varied 
depending on where participants were seated (i.e., children in the back rows 
performed the task under poorer SNRs than children in the front rows; see 
Table 1).  
The speech perception task was directly followed by the listening 
comprehension task. The experimenter explained: “In this task, you will listen 
to sentences. Each sentence is accompanied by four pictures that you can see 
in your answer booklet. Your task is to circle the picture that matches the 
sentence you have heard. Again, understanding the speaker might be difficult, 
so listen carefully, focus on your task, and answer as best you can.” The task 
began with four practice items, followed by the 21 test items, which were 
played randomly in a normal or an impaired voice. SNRs remained the same 





item, based on maximum response times in Schiller, Morsomme, et al. (2020). 
After the experiment, we collected the response booklets and removed the 
material. 
Statistical analysis 
To statistically analyze the listening task data, we fitted generalized linear 
mixed-effects models (GLMM) using R software, version 3.6.1 (R Core Team, 
2019). This was done with the glmer function of the lme4 package, version 
1.1-15 (Bates et al., 2015). The assumed significance level was α = .05. We 
modeled our data with GLMMs, because GLMMs do not require a prior 
transformation of binary data (Lo & Andrews, 2015). Furthermore, our study 
design included repeated measures, which may be accounted for in GLMMs 
by introducing random effects. 
We built different models for the speech perception task and the listening 
comprehension task. GLMMs were specified with a binomial distribution and 
logit link function as in Schiller, Morsomme, et al. (2020). A forward 
procedure was used for model selection (Prodi, Visentin, Peretti, et al., 2019). 
Using R’s anova function, models were compared based on the Akaike 
Information Criterion (Akaike, 1974). Significant effects were further 
investigated in pairwise comparisons using the lsmeans package (Lenth, 2016), 
with Tukey’s HSD test accounting for multiple comparisons.  
The final speech perception model predicted children’s performance as a 
function of the fixed factors voice quality (normal vs. impaired) and SNR 
(continuous variable ranging from +2 to +9 dB). Our rationale for treating SNR 
as a continuous variable was related to the narrow range of SNR values (i.e., 
+2 to +9 dB) resulting from the presentation-level calibration that was 
conducted within each of the eight classrooms. The GLMM included random 
intercepts for effects of participant (n = 77), item (n = 36), discrimination target 
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(same vs. different), trial (n = 36), and school (n = 8). The final listening 
comprehension model predicted performance as a function of the interaction 
term voice quality x task demands (easy vs. medium vs. difficult) and SNR, 
considering the random effects of participant and item.   
7.2 Results 
In the following sections, we will first report on the acoustic conditions in 
the eight classrooms in which the experiments were conducted, and whether 
they affected children’s listening performance. Then we present the results 
regarding children’s performance in the speech perception task and the 
listening comprehension task.  
Classroom acoustics 
To reduce the impact of varying classroom acoustics on the results, we 
normalized speech and noise presentation levels in each classroom by means 
of calibration. As this does not cancel out all room-related differences, we 
further considered the following acoustic parameters in our statistical analyses: 
reverberation time, STI, unoccupied noise levels, and occupied noise levels. 
Table 2 shows the respective measurement results. Unoccupied noise levels 
varied between 37 and 45 dB(A). Occupied noise levels varied between 43 and 
50 dB(A). Note that the highest occupied noise levels were measured in 
classroom 8, although this classroom exhibited the lowest unoccupied noise 
levels. Reverberation times varied between 0.4 and 0.8 s. Finally, STI values 
ranged from 0.69 and 0.89.  
The potential influence of these acoustic parameters on children’s 
performance was assessed by treating them as random effects in the GLMMs 
of both tasks. Other random effects assessed in the GLMMs were children’s 
age and gender. None of these random effects resulted in a statistically 





GLMMs. Reasons for a factor’s incapacity to improve the model fits could be 
a poor predictive value with regard to the dependent variable or the fact that 






(LAeq in dB) 
Occupied noise 
level 
(LAeq in dB) 
RTa 
 
(T30 in s) 
STIb 
1 45 49 0.52 0.76 
2 38 42 0.79 0.67 
3 38 49 0.45 0.78 
4 40 41 0.36 0.89 
5 39 47 0.73 0.69 
6 43 49 0.72 0.70 
7 37 43 0.60 0.73 
8 37 50 0.52 0.76 
Mean 40 46 0.59 0.75 
aRT = Reverberation time 
bSTI = Speech Transmission Index 
The effect of voice quality 
Figure 3 illustrates children’s performance in the two listening tasks as a 
function of voice quality. Results from the GLMMs revealed that, in the speech 
perception task, children’s performance was statistically significantly impeded 
by a speaker’s impaired voice (χ2(1) = 10.3, p = .001). Figure 3 shows the 
performance drop from a proportion-correct level of 0.79 (SE = 0.13, CI [0.45, 
0.94]) in the normal-voice condition to 0.73 (SE = 0.15, CI [0.37, 0.92]) in the 
impaired-voice condition, indicating that children discriminated phonemes in 
Table 2. Descriptive results from the acoustic 
measurements taken in the eight classrooms. 
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pseudo-words with about 8% lower accuracy. There was no main effect of 
voice quality on children’s performance in the listening comprehension task 
(χ2(1) = 0.2, p = .62).  
 
Interaction between voice quality and task demands 
While voice quality alone had no statistically significant effect on 
children’s listening comprehension, GLMM results revealed a statistically 
significant interaction between voice quality and task demands (χ2(2) = 11.07, 
p = 0.004). This interaction is depicted in Figure 4. Contrary to our 
expectations, pairwise comparisons by means of Tukey’s HSD test showed a 
statistically significantly weaker performance for the normal voice than the 
impaired voice, when children listened to easy sentences (z = 3.0, p = 0.03). 
Figure 3. Mean task performance as a function of voice quality 
in the speech perception task (left) and the listening 





Under this condition, the GLMM estimated proportion-correct levels of 0.78 
(SE = 0.06, CI [0.63, 0.88]) for the normal voice and 0.88 (SE = 0.04, CI [0.78, 
0.94]) for the impaired voice. When sentences were of medium difficulty, 
performance was slightly but not statistically significantly better in the normal-
voice condition (z = –1.54, p = 0.64). In the case of difficult sentences, 
performance in the normal- and impaired-voice condition did not differ (z = –
0.18, p = 1.0).  
Figure 4. Mean task performance as a function of voice quality and task 
demands in the listening comprehension task. Error bars represent SE. 
 
The effect of classroom noise 
The effect of classroom noise was assessed in terms of the numeric variable 
SNR. GLMM results revealed a statistically significant effect of SNR on 
children’s performance in the speech perception task (β = 0.07, z = 2.1, p = 
0.03), suggesting that, with a decreasing SNR, children discriminated 
phonemes less accurately. However, when plotting the proportion of correct 
responses for each estimated SNR unit (ranging from +2 dB to +9 dB), this 
effect appears negligible (see the left-hand graph in Figure 5). Visual 
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inspection of the data shows considerable variance, as indicated by the large 
standard errors. Finally, no statistically significant interaction between SNR 
and voice quality (χ2(1) = 0.14, p = 0.71) was found. Regarding listening 
comprehension, GLMM results revealed neither a statistically significant 
effect of SNR (β = 0.02, z = 0.55, p = .58) nor a statistically significant 
interaction between SNR and voice quality χ2(1) = 0.32, p = 0.57). The right-
hand graph in Figure 5 shows the proportion of correct responses in the 
listening task for each of the estimated SNR units (ranging from +9 dB to 
+2 dB).  
Figure 5. Mean task performance as a function of estimated SNR unit in the 
speech perception task (left) and the listening comprehension task (right). 
Error bars represent SE. 
 
7.3 Discussion 
In classrooms, pupils may frequently be required to listen to dysphonic 
teachers and deal with high noise levels (Gheller et al., 2020; Martins et al., 
2014; Mealings, 2016; Rodrigues et al., 2017; Van Houtte et al., 2011). This 
prompted us to carry out in-depth investigations into the effects of impaired 
voice and noise on spoken language processing in normally developing 
children. In our previous works, we reviewed the literature regarding these 





(Schiller, Remacle, et al., 2020). In a laboratory experiment, we showed that 
speech-shaped noise and a speaker’s impaired voice disrupt spoken language 
processing in 6-year-olds (Schiller, Morsomme, et al., 2020). The results from 
the present field experiment confirmed that these findings largely hold true 
under more realistic circumstances. Beyond that, they suggested that children’s 
processing of dysphonic speech may vary with respect to task demands. These 
findings will be discussed in light of the previous literature.  
The effect of voice quality 
We hypothesized that listening to a dysphonic voice would significantly 
impair children’s performance in a speech perception task (H1). Our results 
confirmed this hypothesis and aligned with findings from our systematic 
review (Schiller, Remacle, et al., 2020), our laboratory experiment (Schiller, 
Morsomme, et al., 2020) and another field experiment (Morsomme et al., 
2011). We interpreted the negative effect of impaired voice on speech 
perception as an indication that dysphonic speech was less intelligible. This is 
probably related to the increased proportion of noise components in the 
spectrum, as indicated by the low HNR of 11 dB compared to a 25 dB HNR in 
the normal voice. Discriminating phonemes in a dysphonic speech stream may 
be significantly more difficult for children when they cannot deduce a word 
meaning from the context.  
Interestingly, the performance drop from the normal-voice condition to the 
impaired-voice condition was about 9% weaker than in the speech-in-noise 
conditions of our laboratory experiment (Schiller, Morsomme, et al., 2020). 
We speculate that the speech-shaped noise used in Schiller, Morsomme, et al. 
(2020) induced greater energetic masking effects (i.e., greater physical 
overlapping of physical characteristics with the speech signal; Mattys et al., 
2009) on the impaired voice than the real classroom noise. The collection of 
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response times in this study would have allowed a more fine-grained 
comparison, especially because we previously showed that children’s speech-
in-noise perception was not only less accurate but also slower when the 
speaker’s voice was impaired (Schiller, Morsomme, et al., 2020). Future 
studies are needed for an in-depth investigation of the interaction between a 
speaker’s voice quality and noise source on speech perception.  
Our second hypothesis (H2) stated that listening to an impaired voice 
would reduce children’s performance in the listening comprehension task and 
that this effect might interact with task demands (easy, medium, difficult). 
Taken together, our results showed no negative effect of impaired voice on 
children’s listening comprehension. This is in line with earlier findings by 
Morton and Watson (2001) and Schiller, Morsomme, et al. (2020). However, 
it diverges from the prevailing assumption that listening to an impaired voice 
(in noise) increases children’s processing load, thereby leaving less resources 
available for comprehending the spoken message (Brännström, Kastberg, et 
al., 2018; Lyberg-Åhlander, Haake, et al., 2015; Lyberg-Åhlander, Holm, et 
al., 2015). We assume that increased processing load might instead manifest 
in prolonged response times rather than in reduced task performance.  
Interaction between voice quality and task demands 
We observed an interesting interaction between voice quality and task 
demands. Recall that task demands refer to the degree of difficulty of the 21 
sentence items as derived from the ELO norm data (Khomsi, 2001). These 
demands are thought to result predominantly from sentence length, word 
familiarity, syntactic complexity, and semantic distance between target and 
distractor pictures. When task demands were low (i.e., when an item results in 
high performance levels, according to the ELO norm data) children performed 





normal-voice condition. No such difference was found regarding medium or 
high task demands. We suspect that two opposing effects may explain the 
observed interaction, as explained below.  
On the one hand, listening to an abnormal voice might have attracted 
children’s attention back to the task in a situation when their overall 
concentration was fading (recall that the listening comprehension task was 
presented after the speech perception task). In other words, the impaired voice 
might have had a standout effect, as it sounded quite different to the speech 
children would normally encounter. In the case of easy sentences, this standout 
effect might have generated a performance advantage by increasing children’s 
alertness. On the other hand, in the case of more difficult sentences, the 
increased processing demands might have outweighed the standout effect. This 
might explain why no effect of impaired voice quality was seen for moderately 
and very difficult sentences.  
Our theory of the counteracting effects would also explain why Lyberg-
Åhlander, Haake, et al. (2015) found disruptive effects of impaired voice on 
children’s processing of difficult sentences but not of easier sentences. Note 
that the present study included only children with normal- and above normal 
auditory selective attention skills. These children might have had better 
abilities to process dysphonic speech, which might explain why their 
processing of difficult sentences was not impeded by the impaired voice. 
Lyberg-Åhlander, Holm, et al. (2015) had previously provided indications that 
children with strong cognitive skills may be less affected by a speaker’s 
impaired voice than their peers. Future research is needed to validate 
statements regarding the interaction between a speaker’s voice quality and task 
demands, as well as children’s ability to respond to these demands. 
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The effect of classroom noise 
Our third hypothesis (H3) stated that children’s task performance in 
classroom noise would decline with decreasing SNR, particularly when the 
speaker’s voice was impaired. This was not confirmed by our results. 
Regarding the speech perception task, the effect of SNR was statistically 
significant, concurrent with previous results from laboratory experiments 
(Howard et al., 2010; Schiller, Morsomme, et al. 2020; Sullivan et al., 2015) 
and field experiments (Bradley & Sato, 2008; Peng & Jiang, 2016). However, 
a visual inspection of the performance data per SNR failed to show a clear 
downward trend in performance with decreasing SNR (Figure 5). This likely 
relates to the small SNR range combined with potential confounding factors, 
as is further discussed below. Regarding the listening comprehension task, our 
statistical analysis showed no significant effect of SNR. This result was similar 
to our previous findings (Schiller, Morsomme, et al., 2020) but diverged from 
Valente et al.’s (2012) finding that children’s performance in a listening 
comprehension task significantly decreased as the SNR dropped from +10 to 
+7 dB (SNR is treated as a categorical variable). Finally, no statistically 
significant interaction between SNR and the speaker’s voice quality on 
children’s performance in either task was found.  
For several reasons, these results should be interpreted cautiously: (1) the 
SNR range was narrow (i.e., 8 dB). Although even small SNR decreases may 
disrupt children’s spoken language processing (Howard et al., 2010; Valente 
et al., 2012), a broader SNR range would have certainly made detection of 
noise-induced performance changes more likely. (2) SNR values were positive 
(i.e., varying between +2 and +8 dB). Particularly in the case of the listening 
comprehension task, in which children could rely on context cues for sentence 
interpretation, the level of classroom noise might have been too low to impede 





with regard to listening effort. (3) SNR values provide only an average 
estimate, because speech and noise signals fluctuated and SNRs were 
measured before children entered the classroom. Finally, (4) further 
uncertainties may result from the study design (e.g., varying group dynamics, 
individual differences) and the measurement material (e.g., ±2 dB accuracy of 
the sound-level meter).  
In the context of listening comprehension, the lack of a main effect of SNR 
or of a significant SNR x voice quality interaction on performance could also 
relate to practice and/or habituation effects. Because the children performed 
the listening tasks in classroom-typical SNRs, it possible that they were adept 
at processing speech under such conditions due to daily exposure. The fact that 
speech-in-noise training can generally improve children’s processing of speech 
in noise was confirmed by Millward et al. (2011). The extent to which daily-
life situations, such as listening in a noisy classroom or living in a noisy 
household, may result in similar training effects remains to be discovered (e.g., 
by increasingly integrating questionnaire data in experimental studies). Given 
that noise was present during the entire experiment, which lasted about 35 
minutes, it is also possible that children became less disturbed by it over time. 
To date, little is known about children’s habituation to noise in listening tasks. 
However, a study in which adults had to perform a working memory task in 
noise showed that noise habituation may be possible (Röer et al., 2014). More 
research on this interesting topic is needed.  
Considerations on the acoustic conditions within classrooms 
A subordinate aim of this paper was to evaluate the acoustic conditions of 
the classrooms in which the listening experiments were performed. Classroom 
acoustics may influence children’s listening conditions and therefore need to 
be considered in field studies. In this study, reverberation time, STI, 
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unoccupied noise levels, and occupied noise levels did not significantly affect 
children’s listening-task performance. Importantly, however, the unoccupied 
noise levels we measured (i.e., 37–45 dB(A)) consistently surpassed the 
recommended maximum thresholds of between 30 dB(A) (Mealings, 2016) 
and 35 dB(A) (ANSI, 2010). Occupied noise levels varied between 41 dB(A) 
and 50 dB(A), with the highest measure (i.e., 50 dB(A)) obtained in classroom 
8 – a peculiar finding, because classroom 8 also showed the lowest unoccupied 
noise level (i.e., 37 dB(A)). This variation might be due to different agitation 
levels of the children in relation to the short measurement time of one minute. 
Reverberation times varied between 0.4 and 0.8 s, with the mean of 0.59 s 
falling barely below the recommended maximum of 0.6 s (ANSI, 2010), but 
still surpassing Mealing’s (2016) proposed threshold of 0.4 s. STI values 
varied between 0.69 and 0.89, with the mean of 0.75 suggesting appropriate 
conditions for speech transmission (Steeneken & Houtgast, 1980). Given the 
alarming classroom acoustic measures reported in the literature (Crandell & 
Smaldino, 2000; Mealings, 2016), the conditions we measured across the eight 
classrooms can be regarded as fair but they could definitely be improved.   
Limitations and future directions 
We presented and discussed the results of a field experiment that arose 
from a previous laboratory experiment (Schiller, Morsomme, et al., 2020). Our 
adaptation of the study design allowed us to test the ecological validity of our 
previous findings in a more naturalistic setting. Nevertheless, there are some 
limitations that should be acknowledged and future directions that must be 
discussed. 
One limitation was the difficulty of ruling out the effects of varying 
classroom characteristics on the results. Because we sought to test children 





in various classrooms with different shapes and acoustic conditions. To address 
this problem, we calibrated the sound-presentation levels in order to equalize 
listening conditions and we included various acoustic variables in our 
statistical models. Nevertheless, there might be other confounding factors we 
did not control for (e.g., different group dynamics or the duration of each 
individual experiment). Moreover, our procedure resulted in a narrow SNR 
range, which might have made it difficult to detect noise effects.  
Another limitation is that the tasks presented to the children were different 
from tasks they would encounter during normal lessons. During lessons, 
children might be required to listen for a sustained period of time. Tasks might 
require them to switch back and forth between speech perception and 
production. We did not use such tasks, as they have their own drawbacks. 
Prolonged speech-in-noise listening tasks preclude the assessment of low-level 
speech perception. Moreover, standardized test material is rarely available. It 
would be interesting to build on the concept of passage comprehension tasks, 
by creating a task in which children listen to and answer questions about even 
longer texts. 
The effects of impaired voice and noise should increasingly be investigated 
in relation to fatigue resulting from sustained listening effort. Children might 
tire sooner when listening to a dysphonic teacher in noise. However, the 
opposite effect – an adaptation to impaired voice or noise – is also possible. 
More research is needed to understand the effect of prolonged exposure to 
impaired voice. Whenever possible, the collection of response times is 
recommended and may allow deeper insight into children’s listening effort. 
Conclusion 
The study was the first to assess the combined effect of a speaker’s voice 
quality and noise on school-aged children’s spoken language processing in a 
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realistic classroom setting. When the speaker’s voice was impaired, children 
had more problems processing speech in noise, as indicated by the results of a 
phoneme discrimination task. On the level of complex listening 
comprehension, however, no main effect of impaired voice was detected. 
Response time measurements might have provided more subtle information 
regarding this question. An interesting finding was that, when sentences 
induced few processing demands, exposure to an impaired voice appeared to 
improve performance, possibly because it increased children’s arousal. 
Regarding the effect of classroom noise, the results precluded firm 
conclusions, mainly as a consequence of a narrow SNR range. 
Our findings indicated that, even at the very beginning of primary school, 
children possess a certain competency to restore acoustically degraded speech 
based on linguistic context. This should not, however, tempt us to assume they 
are unaffected by classroom noise or by a teacher’s dysphonic voice. 
Disruptions during low-level speech perception might carry over to high-level 
listening comprehension and make listening more effortful.  
Finally, in terms of classroom acoustics, we showed that none of the eight 
primary-school classrooms in which the listening tasks were carried out 
provided optimal listening and learning conditions. Concurrently with what 
has been observed in international noise surveys, noise levels, reverberation 
times, and STI values mostly deviated from the recommended standards. It is 
still important to tackle this problem to support children’s academic 
























What you think is the point is not the point at all  
but only the beginning of the sharpness. 
Flann O’Brian 
This thesis looked at the impact of noise and a speaker’s voice quality on 
children’s ability to understand spoken language. In close collaboration with 
my co-authors D. Morsomme, A. Remacle, M. Kob, and N. Durieux, whose 
contributions I greatly appreciate, I have shown that both noise and impaired 
voice can hamper different dimensions of spoken language processing in 
school-aged children. The combined interference of noise and impaired voice 
was particularly detrimental. An important finding was that noise and/or 
impaired voice not only decreased children’s processing accuracy; children 
also processed spoken language more slowly.  
In this chapter, I will summarize the results of this thesis, evaluate the 
methods applied, and discuss the implications in a broader context. Regarding 
the method, the discussion touches on the choice of listening tasks, the 
evolution from laboratory to field experiment, and the approach we used to 
assess the effect of impaired voice. Regarding the implications, the discussion 
includes a section on the theoretical significance of our findings and one on the 
consequences for real-life listening situations. Afterward, open questions and 
future directions will be addressed. Finally, the thesis concludes by reminding 
readers of the main findings and their implications. 
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8.1 Overview of the results 
The impact of noise and/or impaired voice on children’s spoken language 
processing was investigated in a series of five studies, most of which have been 
published (or accepted for publication) in either international journals (studies 
2, 3, and 5) or conference proceedings (study 4). Before discussing the overall 
findings and their implications, I will start by summarizing the main results of 
these studies with respect to the three research questions posed at the beginning 
of this thesis: (1) What is the effect of noise on spoken-language processing in 
school-aged children? (2) What is the effect of a speaker’s impaired voice on 
spoken language processing in school-aged children? And (3) what is the 
combined effect of noise and a speaker’s impaired voice on spoken language 
processing in school-aged children?  
8.1.1 The effect of noise 
According to our systematic review and meta-analysis (study 1), noise can 
hamper 6- to 17-year-old children’s performance in listening tasks that assess 
speech perception, listening comprehension, and auditory working memory. 
The effect of noise on children’s answer accuracy was moderate to large 
(Cohen’s d between –0.67 and –2.65) and increased with decreasing SNR (the 
SNR range was +10 dB to –12 dB). Some of the studies we reviewed found 
that noise prolonged children’s RT, which was interpreted as a sign of 
increased listening effort. Nevertheless, our meta-analysis revealed no 
significant overall effect in this respect. The qualitative synthesis of the 
literature suggested that noise interference was most detrimental for children 
in lower grades (aged between 6 and about 12 years) and children listening in 
a second language (L2). In addition, the effect of noise was found to be 





degree of informational masking (e.g., babble noise), and tasks that place high 
demands on children’s processing capacity.  
I wanted to explore the effect of noise in more depth and conducted several 
listening experiments for this thesis. The population in focus was first-grade 
primary-school children (aged 6 years old). Study 3, the laboratory study, 
showed that noise (SSN at 0 dB SNR) lowered children’s answer accuracy in 
a speech perception task by ~22% and prolonged their response latency by 
~10%. These effects were statistically significant. Likewise, study 5, the field 
study, suggested that children’s speech-in-noise perception declined with 
decreasing SNR (SNRs varied between +2 and +9 dB; the noise source was 
classroom noise). However, there was considerable variance in the data. 
Regarding listening comprehension, neither the laboratory experiment (study 
3) nor the field experiment (study 5) found a significant effect of noise on 
children’s performance or RT. We interpreted this result as an indication that 
children benefitted from the availability of contextual cues but acknowledged 
that the heterogeneity of the sentence material could also play a role.   
Expanding on the laboratory study’s findings, study 4 explored the 
interaction between acoustically degraded speech and the speaker’s speech rate 
on children’s speech perception. It was assumed that children’s speech-in-
noise perception would be more impeded when speech was presented at a fast 
rate than a normal speech rate, considering the heavy processing demands. 
However, in terms of answer accuracy, this assumption was not confirmed. In 
terms of RT, a fast speech rate did impede children’s speech-in-noise 
perception, but only when the speaker’s voice quality was normal. 
To put it in a nutshell, noise can impede children’s low-level speech 
perception, high-level listening comprehension, and ability to retain verbally 
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presented information. Children make more processing errors and may 
experience greater listening effort when listening to speech in noise. 
Particularly in speech perception tasks that provide little contextual 
information, children cannot compensate for noise disruptions. 
8.1.2 The effect of impaired voice 
Like noise, a speaker’s impaired voice may impede spoken language 
processing in children. Study 1, the systematic review and meta-analysis, 
showed that literature on this issue is still relatively scarce. In particular, the 
dimension of speech perception was shown to be under-investigated. In terms 
of listening comprehension, the meta-analysis revealed a small to medium, yet 
statistically significant, effect of a speaker’s impaired voice on children’s 
answer accuracy (d = –0.35, CI [–0.59; –0.11], p < .01). In terms of auditory 
working memory, there was a non-significant trend toward a decline in answer 
accuracy when the speaker’s voice was impaired (d = –0.13, CI [–0.72; 0.46], 
p = .08). Our qualitative synthesis of the literature suggested that children 
might be more impeded by an impaired voice under conditions of high task 
demands, and that girls might be more impeded than boys. 
Gaining a clearer picture of the effects of a speaker’s voice quality on 
children’s spoken language processing was one of my main ambitions in this 
PhD project. Before running listening experiments with children, the construct 
validity of the speech material, recorded in a normal voice quality and in an 
imitated impaired voice quality, needed to be confirmed. This was done in 
study 2; perceptual and acoustic analyses showed that the normal voice was 
healthy (G0R0B0A0S0; AVQI = 2.5; jitter [local] = 0.3%, shimmer [local] = 
1.4%; HNR = 25 dB) and the impaired voice was moderately to severely 
impaired (G3R3B2A3S2, AVQI = 6.9; jitter [local] = 2.8%; shimmer [local] = 





Study 3, the laboratory study, revealed that 6-year-old children performed 
less well in a speech perception task when listening to an impaired voice. 
Answer accuracy dropped by ~9% from the control condition to the impaired-
voice condition and RT increased by ~7%. These effects were statistically 
significant. Likewise, in study 5, the field study, children’s answer accuracy in 
the speech perception task dropped significantly, by ~8%, when the speaker’s 
voice was impaired. Regarding listening comprehension, study 3 showed no 
significant effect of the speaker’s voice quality on children’s answer accuracy 
or RT. Study 5, revealed an interesting interaction between the speaker’s voice 
quality and task demands. While children’s performance in moderate and 
difficult sentences was unaffected by the speaker’s voice quality, we were 
surprised to find that their accuracy in easy sentences actually improved by 
~11% when listening to an impaired voice. This was statistically significant. 
The effect of the speaker’s speech rate on children’s perception of 
acoustically degraded speech was assessed in study 4. Contrary to our 
expectation, children perceived dysphonic speech with the same accuracy 
when the speaker’s speech rate was fast as when it was normal. The same was 
true for the outcome RT. 
In summary, the systematic review and meta-analysis and the subsequent 
experimental studies indicated that children have difficulty understanding a 
dysphonic speaker. The most important finding that resulted from our listening 
experiments was that, in addition to listening comprehension (and potentially 
auditory working memory), a speaker’s impaired voice disrupted children’s 
low-level speech perception.  
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8.1.3 The combined effect of noise and impaired voice 
Beyond the separate effects of noise and a speaker’s impaired voice, 
assessing their combined impact on children’s spoken language processing 
was an integral part of this thesis. The systematic review, study 1, did not 
provide much insight into the combined effect of noise and impaired voice. 
Only two studies investigated this question and an interaction between noise 
and impaired voice was not observed. Due to the lack of previous research, we 
did not run a meta-analysis on the combined effect of noise and impaired voice.  
In the experimental part of this thesis, I followed up on previous works and 
investigated the interplay between noise and a speaker’s impaired voice more 
closely. Study 3, the laboratory study, showed that children’s speech 
perception was subject to an additive effect of noise (SSN at 0 dB) and 
impaired voice. When children listened to dysphonic speech in noise, their 
answer accuracy was significantly worse (dropping by at least 15%) and RT 
significantly longer (increasing by at least 6%) than when exposed to only one 
type of acoustic degradation. This difference was statistically significant. 
Regarding listening comprehension, study 3 revealed a significant interaction 
between noise and impaired voice on children’s answer accuracy but not on 
RT. Children had significantly more difficulty understanding speech in noise 
when the speaker’s voice was impaired (performance dropped by ~23%) but 
not when it was normal. In study 5, we were unable to compare the combined 
effect of classroom noise and impaired voice to a quiet control condition. The 
investigated interaction between voice quality and SNR (SNR ranged between 
+2 and +9 dB) was not significant – neither in the speech perception task nor 
in the listening comprehension task.  
Due to the heavy processing demands induced by a combined exposure to 





trouble perceiving dysphonic speech in noise when the speaker’s speech rate 
was fast. Study 4 did not confirm this idea. Children’s answer accuracy in this 
condition did not vary with respect to the speaker’s speech rate. Even more 
surprisingly, children’s RT was significantly shorter when the speaker’s 
speech rate was fast. This was interpreted as a result of a fast-guessing strategy 
adopted by the children when listening conditions became too difficult. 
The combined effect of noise and a speaker’s voice requires further 
research in the future. This thesis was the first to present studies that suggest 
that a combination of background noise and a speaker’s impaired voice might 
be considerably more problematic for children’s spoken language processing 
than exposure to only one of these two factors. 
8.2 Evaluation of the methods 
After this summary of the results, in the next few pages, I will discuss the 
methodological approach adopted in this thesis. This will first involve an 
evaluation of the choice of listening tasks applied in my experiments. Second, 
I will critically review the transition from the laboratory to the field study. 
Finally, aspects related to the investigation of impaired voice effects are 
discussed. Specifically, I will address the question of whether results obtained 
based on only one dysphonic voice allow us to reach general conclusions.  
8.2.1 Choice of listening tasks 
Our systematic review and meta-analysis showed that various listening 
tasks serve the purpose of investigating the effects of noise and/or a speaker’s 
impaired voice on children’s spoken language processing. The proposed 
SPADE framework classified these tasks into three categories, depending on 
the focus of assessment (i.e., speech perception, listening comprehension, or 
auditory working memory). For the experimental studies of this thesis, I chose 
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a speech perception task and a listening comprehension task. The advantages 
and drawbacks of this choice are discussed below. 
Children’s speech perception was assessed with a phonological 
discrimination task, the ELDP (Macchi et al., 2012). The advantage of using 
this task was that the stimuli consisted of pseudo-words, and thus top-down 
priming effects were precluded (e.g., word superiority effect, Cutler et al., 
1987; neighborhood density effect, Pisoni et al., 1985; or word frequency 
effect; Menn & Dronkers, 2017). To our knowledge, the ELDP is the only task 
in French designed to test phoneme discrimination in 6-year-olds that uses a 
nonverbal response mode. The fact that children are not required to provide 
oral responses prevents potential speech production deficits from confounding 
the results. The ELDP was validated on a reference group that included 
children of the same age as our participants. This reduced the risk of ceiling 
and floor effects. Beyond that, the ELDP allowed us to assess children’s speech 
perception as a function of speech rate.  
A drawback of the ELDP was that items varied in length (between 1 and 3 
syllables) and type of opposition (phonemic versus structural). I would have 
preferred a task in which all items were equally long and differed in only one 
phoneme. However, developing and validating a new task for this thesis was 
not feasible. Another potential problem of the ELDP concerns speech rate. For 
6-year-olds, the ELDP features two lists of 36 items – one at a “normal” and 
one at a “fast” speech rate. At the fast speech rate, items are read out ~30% 
faster than at the normal speech rate. Unfortunately, Macchi et al. (2012) 
provide neither a scientifically sound explanation for their choice of speech 
rates nor proof that they are indeed perceived as “normal” and “fast.” This is a 
limitation, because a speaker’s intended speech rate may deviate from a 





contributed to the fact that we did not find significant effect of speech rate on 
children’s processing of acoustically degraded speech (study 4). 
Children’s listening comprehension was assessed with the C2 subtask of 
the ELO (Khomsi, 2001). The C2 task is a sentence-picture matching task that 
examines children’s comprehension of sentences that vary in length and 
syntactic complexity. Importantly, the ELO manual provides normed data from 
children of the same age as our participants. Another advantage of the C2 task 
is that, like the ELDP, it requires pointing responses, precluding potential 
artifacts due to speech production deficits. The C2 task can also be shortened; 
when testing children as young as our participants, examiners may finish the 
task after item 21, instead of presenting all 35 items. This option was 
convenient for our listening experiments, in which children performed two 
tasks in a row. It helped us keep the test duration as short as possible to 
minimize fatigue.23  
A drawback of the C2 as a listening comprehension task is its limited 
ecological validity. During everyday listening comprehension, children are 
confronted with longer, more coherent speech input. Therefore, I would have 
preferred to assess listening comprehension by means of a passage 
comprehension task or another listening task based on longer speech material. 
This might have also allowed for an exploration of potential habituation effects 
to noise or dysphonic speech. Habituation is a behavioral process whereby we 
learn to respond less to repeated or continuous stimuli (Netser et al., 2011). 
Unlike fatigue, which is a decline in response quality arising from the basic act 
of responding, habituation pertains to a specific stimulus. Unfortunately, we 
                                                          
23 Reminder: the test session lasted ~20 minutes in the laboratory experiment, in which children 
were tested individually, and ~35 minutes in the field experiment, in which children were 
tested in groups. 
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could not find an existing task that would have been a suitable alternative. 
Another drawback of the C2 was the heterogeneity of the sentences in terms 
of complexity and length. This heterogeneity might have prevented us from 
discovering small effects induced by noise or impaired voice. 
My selection of listening tasks for this thesis reflects a compromise, not a 
perfect choice. I did not incorporate an auditory working memory task or one 
that examines further aspects of central auditory processing, such as dichotic 
listening24. Including more tasks would have made the test longer, which I 
wanted to avoid. Moreover, I left the visual modality out to minimize potential 
confounding effects. Such effects might be caused by the speaker’s appearance 
or articulatory gestures, the children’s vision, etc. However, I acknowledge 
that the visual modality might help children to understand a speaker in 
acoustically adverse conditions. When speaking in noise, speakers use more 
pronounced articulatory gestures (Garnier et al., 2018); children can take 
advantage of these to process degraded speech (Jerger et al., 2017; Knowland 
et al., 2016; Lalonde & McCreery, 2020). The role of visual cues should be 
further assessed in the future, especially with regard to classroom listening. 
8.2.2 From laboratory to field setting 
An important aspect of this thesis was the methodological transition from 
the laboratory study to the field study. The laboratory study was conducted 
under highly controlled conditions to pinpoint the effects of noise and a 
speaker’s impaired voice on children’s spoken language processing. The field 
study was carried out to investigate whether these findings would hold true in 
an ecologically valid environment. The key challenge in this approach was to 
ensure a certain comparability between the studies, while shifting toward a 
                                                          
24 Dichotic listening and other tasks related to central auditory processing can, for example, be 





more realistic setting. To achieve comparability, we administered the same set 
of listening tasks, used the same speech samples, and selected children based 
on the same set of inclusion criteria. To generate a more realistic setting, we 
made several design changes that could have affected the results, as I will 
discuss in the following paragraphs.  
In the field experiment, children were no longer tested individually in quiet 
rooms. Instead, they performed the listening tasks in their usual classrooms 
together with their peers. This introduced a range of confounding effects that 
we could not fully control. For example, we could not control for noise 
interference from outside the classroom or disruptions due to children arriving 
late. It is also possible that children were more distracted when performing the 
tasks with their classmates. Other aspects were easier to control. For example, 
we put up screens between the seats to prevent children from copying their 
neighbors’ answers. Moreover, we carried out the field experiment with three 
experimenters present, so that we could remind children to keep their eyes on 
their own answer sheets and remain silent. Nevertheless, some of these factors 
might have reduced the attention children paid to the task in comparison to the 
laboratory setting. 
The response mode was also different in the laboratory study and the field 
study. In the laboratory study, listening tasks were presented on a computer 
screen and children responded by touching the screen. In the field study, we 
used a pen-and-paper version of the tasks; children had to circle the response 
symbols and pictures in their answer booklets. Unfortunately, this prevented 
us from collecting response times. Moreover, we cannot rule out the possibility 
that the difference in response modes affected the results. For example, 
children who were unfamiliar with the use of touch screens might have had 
more problems focusing on the electronic version of the task. Conversely, 
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children with expertise dealing with touch screens might have performed better 
in the electronic task than in the pen-and-paper task. 
In the laboratory study, speech and noise signals were presented binaurally 
with earphones (i.e., absence of sound reflections). By contrast, in the field 
study, signals were presented through loudspeakers in classrooms (i.e., 
presence of sound reflections). In the field experiment, children might have 
taken advantage of the different loudspeaker locations to segregate the speech 
stream from the noise stream – a phenomenon known as spatial release from 
masking (Litovsky, 2005). They were also able to turn their heads toward the 
relevant sound source (usually, the right ear is better at speech discrimination; 
Møller, 2013). On the other hand, unlike the children tested in the laboratory 
study, these children were exposed to reverberation, which might have boosted 
the effect of acoustically degraded speech. It would be interesting to 
investigate children’s processing of (dysphonic) speech in noise in relation to 
reverberation time in future field studies.  
Another important difference between the laboratory and the field study 
relates to noise characteristics (i.e., SNR, exposure time, and noise source). In 
the laboratory study, the noise source was SSN, presented at 0 dB SNR. 
Children listened to half of the trials in noise and the other half in quiet. In the 
field study, the noise source was classroom noise, presented at an average SNR 
of +5 dB (depending on where the children were seated, SNRs varied between 
+2 and +9 dB). The entire experiment was performed in noise.  
For reasons of comparability, I originally intended to apply an SNR of 0 dB 
in both studies. However, when I piloted the field experiment, it became clear 
that a 0 dB SNR (in the center of the classroom) would have been too difficult 
for the children, particularly for those sitting in the back. Thus, the SNR was 





different exposure time and noise source), it is difficult to determine whether 
or not the relative advantage of +5 dB SNR allowed children in the field study 
to perform better than children in the laboratory study. 
Differences concerning exposure time should be discussed with regard to 
possible effects of fatigue and habituation. In the laboratory study, noise 
exposure occurred only occasionally. In the field study, children were 
constantly exposed to noise. Prolonged exposure to noise during listening tasks 
can cause fatigue in children (Hicks & Tharpe, 2001; Key et al., 2017), which 
might have negatively affected their results in the field study. Nevertheless, we 
have also raised the question whether our participants might have adapted to 
noise, becoming less affected by it over time. This notion is still under-
investigated. Research on chronic noise exposure among children does not 
indicate that there is a habituation effect (Cohen et al., 1981; Haines et al., 
2001). On the other hand, Millward et al. (2011) showed that children’s 
performance in speech-in-noise tasks can improve with training. Certain 
strategies might help children to cope with noise (and possibly with a speaker’s 
impaired voice). Future investigations into this intriguing topic are needed. 
Finally, the comparability of the laboratory and field studies is restricted 
due to the different noise sources that were applied. While children in the 
laboratory study were exposed to quasi-stationary SSN, those in the field study 
were exposed to fluctuating classroom noise. The SSN masked the speech 
signals rather consistently. Classroom noise, on the other hand, might have 
allowed children take advantage of amplitude dips in the noise signal to restore 
missing speech information, which is known as glimpsing (Cooke, 2006). 
Especially in the speech perception task, in which successful discrimination 
depended on the perception of single phonemes, classroom noise might have 
been less disturbing for children than SSN. Aside from temporal differences, 
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the SSN and classroom noise also had different spectral characteristics. The 
SSN signal covered more frequency regions crucial to speech intelligibility 
than the classroom noise, possibly making it a more effective energetic masker.  
To sum up, the transition from the laboratory study to the field study 
required several methodological changes, which may have influenced the 
results. Perhaps the most striking difference was the occasional versus constant 
noise exposure. In retrospect, this difference could have been avoided by 
applying a between-subjects design in the laboratory study, with one group 
constantly exposed to noise (as in the field study) and the other one listening 
in quiet. Nevertheless, each study provided important results of its own. The 
laboratory study allowed us to determine the degree to which noise and/or a 
speaker’s impaired voice impeded children’s speech perception when there 
was minimal interference by other factors. We also observed that acoustic 
interference slowed children’s processing speed. The field study helped us 
demonstrate that negative effects of noise and/or impaired voice persisted in 
naturalistic classroom-listening situations. Moreover, the results suggested that 
the effect of a speaker’s impaired voice on children’s listening comprehension 
might depend on task demands.  
8.2.3 Impaired voice and the problem of generalizability 
Both the laboratory and field studies were based on the same samples of 
normal and impaired voice. Since only one impaired voice quality was used, 
one might legitimately question whether the results are generalizable. After all, 
every individual has a unique voice and is perceived differently. On the other 
hand, a differentiation between normal and impaired voices is possible 
(consider acoustic and perceptual voice assessments). In this section, I will 
discuss my approach to dealing with the issue of generalizability when 





Systematically reviewing the literature. 
My first step in understanding whether a speaker’s impaired voice would 
impede children’s spoken language processing was to conduct a systematic 
literature review and meta-analysis. Indeed, this review provided evidence of 
a negative impact of impaired voice. Out of ten relevant studies, five reported 
significant main effects of impaired voice on children’s spoken language 
processing (Brännström, Kastberg, et al., 2018; Chui & Ma, 2019; Morsomme 
et al., 2011; Morton & Watson, 2001; Rogerson & Dodd, 2005), three pointed 
into the same direction, although effects were restricted to certain conditions 
(e.g., only girls were disturbed or only the processing of difficult sentences was 
hampered; Lyberg-Åhlander, Haake, et al., 2015; Lyberg-Åhlander, Holm, et 
al., 2015; Sahlén et al., 2017), and the remaining two found no significant 
effect (Brännström, von Lochow, et al., 2018; von Lochow et al., 2018). The 
degree of dysphonia applied across these studies ranged from mild to severe 
and even mild dysphonia caused disruptions (Chui & Ma, 2019).  
When reviewing the literature, I noticed that few of the previous studies 
offered a detailed description of the voice qualities that were applied. None of 
them included a thorough acoustic evaluation of the applied voice qualities. 
And none of them offered the possibility of listening to the voice samples. This 
is limiting, because the less readers know about the speaker’s voice quality, 
the more difficult it is for them to draw inter-study comparisons and reach 
general conclusions. Against this background, my aims were to rigorously 
select and evaluate the method by which the effect of impaired voice would be 
explored in this thesis and to publish the speech samples online.  
Recording the speech samples. 
The effect of a speaker’s impaired voice was investigated based on 
recordings of an imitated impaired voice. The imitation method was chosen for 
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several reasons: first, because all speech samples would be recorded by the 
same speaker, precluding the risk of inter-speaker differences impacting on the 
results. Second, the imitation technique allowed us to have a certain control 
over the characteristics of the impaired voice (in this case, roughness was 
stressed) and the degree of dysphonia. Third, imitating impaired voice was 
considered the most practical and ethically acceptable method. It only required 
a voice expert, an appropriate recording room, and the recording equipment. 
The speaker did not need to undergo an exhausting vocal production task. 
Evaluating the speech samples. 
As a next step, a methodological study (study 2) was conducted to evaluate 
the normal and impaired voice samples. Like the majority of the studies in our 
systematic review, this included a perceptual voice assessment. Apart from a 
GRBAS rating, the authenticity and consistency of the voice qualities were 
assessed. The novelty was that, in addition to the perceptual analysis, a 
thorough acoustic voice analysis was performed. This provided an objective 
quantification of dysphonia and descriptive details on the voice qualities. The 
results demonstrated that the normal voice quality was unimpaired, while the 
imitated impaired voice quality was moderately to severely pathological, 
dominated by roughness and asthenia, and acoustically characterized by 
amplitude and frequency perturbations and phonation noise.  
Creating the NODYS database. 
The NODYS database (Schiller et al., 2019b) was established to share our 
voice recordings with other researchers and increase the transparency of our 
research. The speech samples can be downloaded and listened to in order to 
get an audible impression of the voice qualities. Other researchers are invited 
to enrich the NODYS database with their own speech samples. Adding more 





qualities and assess their effect on children’s spoken language processing in 
future studies. So far, however, the database contains only the speech material 
that was put in use in the context of this thesis.  
In light of the results obtained with the thorough methods applied in this 
thesis, the general conclusion that school-aged children have trouble 
processing spoken language when the speaker is dysphonic seems justified. 
The task of future studies will be to investigate these negative impacts in more 
depth (e.g., contrasting the effects of different voice qualities, determining the 
effect of male speakers with dysphonia, and exploring whether children might 
normalize impaired voice characteristics with prolonged exposure). 
8.3 Implications of the findings 
Under consideration of the strengths and limitations of our methods, it is 
now time to shift our focus onto the theoretical and practical implications of 
the findings presented in this thesis. First, I will discuss the findings from a 
psycholinguistic perspective. Then, I will highlight their implications for real-
life listening conditions.  
8.3.1 Theoretical implications 
In principle, spoken language processing involves a wide variety of 
subtasks (e.g., phoneme identification, syllable recognition, lexical access, 
syntactic processing, word recall, etc.). According to the SPADE framework 
proposed in study 1, these can be classified into three dimensions: speech 
perception, listening comprehension, and auditory working memory. I will 
discuss the theoretical implications of our findings regarding each dimension.  
Speech perception. 
Speech perception refers to the mapping of auditory information onto 
linguistic units (Holt & Lotto, 2010). Our systematic literature review and 
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experimental studies presented in this thesis showed that school-aged children 
make more errors (e.g., inaccurate phoneme categorization) and need longer 
processing times in speech perception tasks when listening to speech in noise 
or to dysphonic speech. The combined effect was particularly detrimental.  
The fact that the combination of noise and impaired voice was so 
challenging might relate to their different impacts on the speech signal. Noise 
masks the speech signal, due to the overlapping of acoustic information 
(Mattys et al., 2009). By contrast, impaired voice seems to distort the speech 
signal. This distortion can be considered in light of the perceptual magnet 
effect (Kuhl, 1991; Kuhl et al., 2008), whereby listeners normalize phonetic 
differences between strong prototypes of a given phoneme, which helps them 
to perceive speech. The perceptual magnet effect is already observable in 
infants and relates to the development of an auditory map that is refined 
through language exposure (Guenther & Gjaja, 1996). My hypothesis is that 
dysphonic speakers are less capable of producing prototypical phoneme 
candidates, and that this makes them less intelligible. Examples are the 
devoicing of voiced phonemes (Schoentgen, 2006) and the blurring of 
consonant contrasts due to phonation noise (Ishikawa et al., 2017; Miyawaki 
et al., 1975). While children already have difficulties categorizing phonetically 
distorted phonemes in quiet, the presence of noise seems to aggravate this 
problem. A similar observation was made in children who listened to accented 
speech in quiet versus in noise (Bent & Holt, 2018). 
An important finding was that, even when performance measures gave no 
indication that noise and/or impaired voice were impeding children’s speech 
perception, response times did. Extracted from correct trials only, prolonged 
RTs were interpreted as a sign of increased listening effort under challenging 





slowed processing under degraded listening conditions is an indication that 
listeners are explicitly consulting phonological and semantic long-term 
memory to retrieve information helping them restore missing speech input. 
However, in our speech perception task, children listened to pseudo-words 
with no semantic meaning. While longer RTs might still reflect a mental 
lexicon search for word information (but no integration of knowledge stored 
in long-term memory), this search would be automatic, not deliberate. In 
addition, emotional aspects and other factors could influence RT. For example, 
Morsomme et al. (2011) revealed that a speaker’s impaired voice triggered 
(mainly negative) emotional connotations in listening children. Briefly, 
prolonged RTs may primarily – but not exclusively – signal listening effort, 
and the mental processes that underlie this effect are still not fully understood.  
There is a risk that the effects of noise and/or impaired voice on children’s 
speech perception may carry over to higher-level language processing. 
Reconsider the example of little Sylvie, which we saw in the introduction to 
this thesis: the child’s ability to comprehend the teacher’s request “Sylvie, pay 
attention, please!” will depend on whether she recognizes the words within this 
sentence. Only then can she construct the underlying syntactic structure. If 
impediments to the dimension of speech perception affect higher processing 
stages, these effects may be more subtle, because top-down effects help 
listeners to restore unintelligible speech segments (e.g., the word superiority 
effect, Cutler et al., 1987; the neighborhood density effect, Pisoni et al., 1985; 
the word frequency effect, Menn & Dronkers, 2017; and semantic and 
syntactic contextual cues; Ferrand, 2013). Enhancing performance measures 
with RT measures may allow for deeper insight into such subtle effects.  
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Listening comprehension refers to the comprehension of spoken language 
beyond auditory-perceptual mapping. It entails the semantic and syntactic 
processing of sentences and spoken text. This also requires a greater 
contribution by auditory working memory. Our systematic review and meta-
analysis (study 1) revealed that either noise or impaired voice impede 
children’s listening comprehension. Contrary to our expectations, the results 
of our laboratory and field experiments (studies 3 and 5) provided little support 
for this finding, which is further discussed below.  
The presence of contextual cues probably played an important role in our 
finding that neither noise nor impaired voice significantly impeded children’s 
listening comprehension in studies 3 and 5. That is, contextual cues might have 
given the children sufficient information to counter the effect of difficult 
acoustic conditions and maintain their performance level (studies 3 and 5) and 
even their processing speed (study 3). Children may benefit from such cues 
when listening to speech in noise as early as 5 years old or even younger 
(Fallon et al., 2002). Nevertheless, we found indications that, when both noise 
and a speaker’s impaired voice are involved, children’s ability to take 
advantage of contextual cues declines: in study 3, children had significantly 
more trouble comprehending dysphonic speech in noise than in quiet (in terms 
of performance). By contrast, when listening to non-dysphonic speech, the 
addition of noise had no significant effect on their comprehension. Perhaps, 
this indicates more effective listening strategies to compensate for noise (an 
omnipresent source of interference) than for a speaker’s impaired voice.  
In our field experiment (study 5), we found an interesting yet unexpected 
interaction between the speaker’s voice quality and task demands on children’s 





hypothesis, children performed better, not worse, when the speaker’s voice was 
dysphonic, but only when they were presented with easy sentences. The reason 
might be that, in the case of easy sentences, the children’s processing capacity 
was not yet close to depletion, despite the acoustic adversity. This might have 
allowed them to pay more attention to sensory aspects, like the speaker’s voice 
quality. When children detected unexpected voice characteristics, this might 
have caused them to refocus on the task. By contrast, Lyberg-Åhlander, Haake, 
et al. (2015) demonstrated that, if task demands were high, listening to a 
dysphonic speaker impeded children’s listening comprehension. The extent to 
which children are disturbed by dysphonic speech seems to depend on their 
working memory: stronger working memory skills might reduce the 
susceptibility to impaired-voice effects (Lyberg-Åhlander, Holm, et al., 2015). 
This hypothesis requires further testing. 
Future studies should increasingly tease out the effects of noise and a 
speaker’s impaired voice on children’s listening comprehension in relation to 
cognitive mechanisms. For example, it is likely that the restoration of distorted 
or masked speech generates increased processing costs, which make listening 
more effortful, as suggested by the ELU model (Rönnberg et al., 2013). 
Effortful listening might ultimately lead to mental fatigue (Bess & Hornsby, 
2014) – an aspect that is still underinvestigated in the context of children’s 
listening comprehension. The use of a wider range of methods might help us 
better understand these kinds of central effects of exposure to noise and a 
speaker’s impaired voice (e.g., McGarrigle et al., 2017, who combined 
physiological measures with behavioral measures). The linguistic material of 
listening tasks used for this purpose should be as homogeneous as possible. 
For a start, it is recommended that researchers construct comprehension tasks 
in which all the sentences are the same length. Further linguistic factors that 
should be controlled for as well as possible include word frequency, age of 
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acquisition (some words or syntactic structures are acquired earlier than 
others), and sentence type.  
Auditory working memory. 
In this thesis, auditory working memory was defined as the ability to 
temporarily store and use verbally presented information in order to understand 
spoken language. In principle, this ability is required at any stage of spoken 
language processing, which makes it difficult to assess auditory working 
memory in isolation. In our systematic literature review, the tasks assigned to 
the dimension of auditory working memory were tasks with the primary focus 
of testing children’s recall of words or digits. Several of the reviewed noise 
studies found that noise significantly impeded children’s accuracy in such 
tasks. Regarding impaired voice, however, no overall significant effect was 
found, but only two studies assessed this aspect (Brännström, Kastberg, et al., 
2018; Morton & Watson, 2001). Our experimental studies did not include a 
specific auditory working memory task. 
The finding in our literature review that noise disrupted children’s recall of 
verbally presented information suggests that noise draws children’s attention 
away from processing the relevant auditory information. Ignoring acoustic 
interference requires selective attention (Magimairaj & Nagaraj, 2018). The 
cognitive capacity needed to selectively attend to the relevant sound source 
may no longer be available for the memorization of linguistic information, 
considering that working memory is a capacity-limited system (Wingfield, 
2016). Listening to speech in acoustically adverse conditions may not only be 
effortful for children, it may also be annoying and reduce their motivation to 
perform a task (Laszlo et al., 2012; Pichora-Fuller et al., 2016; Rönnberg et al., 
2013). All these aspects likely affect how well children retain verbally 





8.3.2 Implications for real-life listening situations  
Children may be exposed to noise and a speaker’s impaired voice in many 
everyday listening situations. During a football match, a conversation with 
family members, or a friend’s birthday party, the consequences of acoustic 
interference are usually not serious. However, things may be different in other 
contexts, such as at home or at school, where children spend most of their time. 
At home, a high noise level or a parent’s dysphonic voice might affect 
children’s language development or ability to concentrate (e.g., while doing 
their homework). At school, the consequences could be even more severe and 
extensive, as I will discuss below.  
Classrooms are learning spaces that should promote effective teaching and 
learning. Yet they are characterized by high noise levels and poor room 
acoustics (Crandell & Smaldino, 2000; Mealings, 2016; Shield & Dockrell, 
2004). Teachers rely on oral communication to transmit knowledge to their 
students. Yet a disproportionate number of them are dysphonic (Martins et al., 
2014; Roy, Merrill, Thibeault, Parsa, et al., 2004; Schiller, 2017). Up to 80% 
of teachers develop voice problems (Martins et al., 2014), and many of them 
are reluctant to seek medical treatment (Behlau et al., 2012; Russell et al., 
1998; Van Houtte et al., 2011). This thesis suggests that classroom noise and 
a teacher’s impaired voice could reduce children’s performance in class and 
increase their listening effort. Raising public awareness of this problem is 
important, because of the potential medium- and long-term consequences for 
children’s motivation, participation in class, and academic achievement 
(Shield & Dockrell., 2007).  
Young children, like 6-year-old Sylvie in our example, may be especially 
vulnerable to classroom noise and a teacher’s voice impairment. Sylvie has 
mastered the majority of rules of her language, but her ability to process 
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acoustically degraded speech is still maturing (Kedmy et al., 2013; Neuman et 
al., 2010). It will take a few more years until Sylvie’s auditory selective 
attention is fully developed and she can use acoustic cues as flexibly as adults 
(Werner, 2007). Sylvie is sitting in one of the back rows, where SNRs are low 
and the view of the teacher is restricted. In many situations, children can take 
advantage of contextual information to restore missing parts of the speech 
input, but this process is time-consuming and effortful (Rönnberg et al., 2013; 
Schiller, Morsomme, et al., 2020). Most importantly, there might be too little 
cognitive capacity left to process the contents of the teacher’s speech.  
I suspect that the results from this thesis underestimate the extent to which 
noise and a teacher’s impaired voice disrupt children’s spoken language 
processing in real-life classrooms. Recall that the listening tasks carried out in 
our studies were relatively short and the trials were unrelated; if children failed 
to understand one sentence, they were not at a disadvantage for understanding 
the next one. By contrast, a normal schoolday requires children to listen to their 
teachers for several hours and newly presented information often builds on 
previously presented information; if children miss the first part of what the 
teacher is saying, they may no longer be able to follow. Listening effort and 
listening fatigue likely play a greater role in real-life classrooms, both for 
normally developing children and, even more so, for children with speech-
language or hearing impairments (Bess & Hornsby, 2014; Brännström et al., 
2020). Children with language impairments were not included in our studies 
but should be the subject of future studies on this topic. Presumably, if noise 
and a teacher’s impaired voice disturb normally developing children, they are 
likely to be even more deleterious for atypically developing children. 
Carefully monitoring classroom acoustics and ensuring teachers’ vocal 





conditions for children. In terms of noise reduction, this may call for insulation 
systems, as well as more creative solutions. Peng et al. (2015) equipped the 
ceilings of a classroom with mineral-fiber acoustic ceiling tiles and showed 
that this technique improved room acoustics, enhanced speech intelligibility, 
and reduced children’s subjective noise disturbance. Another study tested for 
the effect of sustainable acoustic panels made from recycled textile material 
(Jovanoska & Samardzioska, 2019). The authors showed that these panels 
were a cost-efficient and ecologically friendly method to reduce reverberation 
times in classrooms by about 50%. A less durable but still effective method to 
dampen the noise in uncarpeted classrooms is to stick tennis balls onto the chair 
legs (Pugh et al., 2006). In terms of maintaining teachers’ vocal health, there 
is no consensus on the best approach for accomplishing this. In fact, a 
systematic review from 2008 provided no proof of the effectiveness of voice-
disorder prevention programs (Ruotsalainen et al., 2008). On the other hand, 
several more recent studies have suggested otherwise: for example, combined 
programs that include vocal hygiene education, vocal exercises, and sometimes 
even voice amplification can indeed help prevent voice disorders in teachers 
(Meier & Beushausen, 2019; Nusseck et al., 2019; Sundram et al., 2019). 
Stakeholders in the educational sector should ensure that practical measures 
are proposed to improve classroom listening. 
8.4 Open questions and perspectives 
Based on accuracy and response time measures in listening tasks, this 
thesis demonstrated that noise and/or a speaker’s impaired voice can disrupt 
spoken language processing in school-aged children. We were able to answer 
some important questions concerning the isolated and combined effects of 
these factors. Other questions were only partially answered and require further 
research (e.g., how task demands influence children’s performance under 
different listening conditions). Finally, several new questions were raised (e.g., 
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whether children can adapt to noise and/or a speaker’s impaired voice over 
time). Directions for future research are discussed below.  
The perception and acoustics of impaired voices 
Our findings regarding voice quality corroborate those of previous studies, 
warranting the assumption that a speaker’s impaired voice is problematic for 
6-year-olds, whose spoken language skills are still fragile. Nevertheless, it is 
critical to refrain from overestimating the implications of single studies; rather, 
one should consider all the relevant research. The quest for a better 
understanding of how listeners perceive impaired voices paves the way for 
some innovative research directions.  
An important step is further enriching the NODYS database (Schiller et al., 
2019b) with speech samples of normal and dysphonic voices. To do this, we 
need to promote the database more vigorously. Unfortunately, the steps we 
have already taken to achieve this goal (i.e., presenting the database during 
conference talks, and promoting it on Researchgate and on our research unit’s 
website [http://www.vocologie.uliege.be/]) have been insufficient so far. Thus, 
our next step will be to personally contact authors who have published relevant 
research, inviting them to share their samples and informing them of the 
benefits. An expansion of the NODYS database would serve several purposes.  
First, it would allow researchers to explore whether listeners perceive 
differences in dysphonic speakers’ voice quality as a function of the method 
by which the samples were obtained. The methods that have been used thus far 
include imitating impaired voice, provoking impaired voice, and recording a 
dysphonic patient. A potential fourth method is the synthesis of dysphonic 
speech (for recent advances in resynthesizing a speaker’s voice quality, see 





to judge the authenticity and naturalness of several voice samples would help 
researchers to evaluate the validity of the different method.  
Second, enriching NODYS with more speech samples could help 
researchers weigh the influence of confounding effects due to inter-speaker 
differences, recording conditions, etc. For example, a design in which listeners 
perform a speech perception task on the basis of voice samples from different 
speakers, followed by a questionnaire in which the listeners describe their 
thoughts and feelings when listening to each specific voice could shed light on 
this issue. In addition, such a study design could also improve our knowledge 
of how a speaker’s voice quality influences listeners’ emotions.  
Third, a large database of dysphonic voice samples could be used for 
follow-up acoustic analyses, thereby promoting our understanding of the 
effects of impaired voice on the speech signal. For example, based on more 
samples of dysphonic speech, we could examine the effect of phoneme 
distortion and determine which phonemes are most susceptible to it. The idea 
would be to have listeners classify dysphonic and non-dysphonic speech 
sounds into phonological categories and ask them to indicate how certain they 
are of their decisions (e.g., by means of a visual analogue scale).  
Another aspect related to children’s processing of impaired voices relates 
to the interaction between a speaker’s voice quality and task demands. Briefly, 
the findings of our study 5 and past research (Lyberg-Åhlander, Haake, et al., 
2015; Lyberg-Åhlander, Holm, et al., 2015) did not allow for a definitive 
conclusion regarding this interaction. Moreover, they were solely based on 
performance measures. Future research is needed to understand in which 
situations children have the greatest difficulties understanding dysphonic 
speech. A wider range of methods should be used. These could include 
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behavioral methods, such as the collection and analysis of RTs or subjective 
ratings of listening effort. In addition, researchers could incorporate 
neuroimaging techniques (e.g., fMRI, EEG or MEG) and physiological 
measures (e.g., pupil dilation, galvanic skin response, or the measurement of 
stress hormones) to understand how a child’s brain and body react to dysphonic 
speech in combination with different task demands (Peelle, 2018). 
The perception and acoustics of noise 
In this thesis, light was shed on children’s perception and comprehension 
of speech in noise. Results from our experimental studies were based on two 
types of noise: speech-shaped noise and classroom noise. More comparative 
studies of the effects of different noise sources on children’s spoken language 
processing are required. The fact that not all noise sources impede children’s 
listening skills to the same degree is well established (Klatte et al., 2010; Klatte 
et al., 2007; Peng et al., 2016; Prodi et al., 2013). However, the interplay of the 
different factors that are involved in this process should be further explored. 
From a theoretical perspective, it would also be interesting to compare the 
effects of different noise sources on different aspects of spoken language 
processing (e.g., word recall versus passage comprehension). 
Addressing these research questions requires large-scale studies in which 
many children perform the same set of listening tasks under the same 
conditions (except for the noise exposure). For example, researchers could ask 
children to perform a speech perception task, a listening comprehension task, 
and an auditory working memory task in a controlled setting with stimuli 
presented via headphones. These tasks should then be presented in quiet and 
in a range of different noise conditions (e.g., speech-shaped noise, classroom 
noise, traffic noise, train noise, babble noise, etc.), while keeping the mean 





most disruptive. These measures could be complemented with acoustic 
analyses (e.g., contrasting long-term average spectra of the speech and noise 
signals) to help researchers understand why certain noise sources are more 
effective maskers than others. Knowing which noise sources are most 
disruptive for children’s spoken language processing and why is essential to 
improve the efficacy of noise reduction measures in classrooms.  
Habituation and fatiguing effects of noise and impaired voice 
This thesis raised the question how prolonged exposure to noise and/or a 
speaker’s impaired voice might affect children’s spoken language processing. 
On the one hand, it seems logical that listening to speech in noise and/or a 
dysphonic speaker for an extended period imposes high processing demands 
and eventually fatigues the listener. On the other hand, children might 
habituate to noise. The longer children are required to process acoustically 
degraded speech, the better they might become at figuring out which acoustic 
cues are most helpful in understanding the speaker.  
Future studies that investigate fatiguing versus habituation effects of noise 
and/or a speaker’s impaired voice should apply research designs that are close 
to real-life listening conditions. For example, the impact of prolonged noise 
exposure could be assessed with a similar set-up to the one used in study 5 of 
this thesis. The idea would be to equip a classroom with loudspeakers that 
broadcast noise. Unlike study 5, in which noise exposure was restricted to the 
duration of the listening experiment, noise should now be broadcast over the 
course of at least one, but ideally several lessons. To assess children’s 
performance and listening effort, researchers should ask them to perform short 
listening tasks at frequent intervals (e.g., a passage comprehension task at the 
end of each lesson). A way to record response times would be to use electronic 
response devices as in Prodi, Visentin, Peretti, et al. (2019). Moreover, 
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researchers could collect subjective data to assess children’s level of noise-
related fatigue or perceived disturbance, also at several points. In fact, 
subjective data might be particularly informative in research designs in which 
the habituation and fatigue effects could cancel each other out.  
Regarding the effect of a speaker’s impaired voice, investigating 
habituation versus fatiguing effects seems more difficult. It is impossible to 
keep a speaker’s voice quality stable for several hours, irrespective of the 
method used to obtain that voice quality. However, with future advances in 
voice synthesis, it might eventually be possible to use synthesized impaired 
voices for this purpose. For example, a way to explore children’s habituation 
to a teacher’s dysphonic voice might be to create a prolonged listening task in 
a virtual classroom using virtual reality. A recent study has already 
demonstrated the ecological validity of virtual classrooms in the wider context 
of speech communication (Remacle et al., resubmitted). 
8.5 Conclusion 
This PhD thesis investigated the effects of noise and a speaker’s impaired 
voice on spoken language processing in school-aged children, based on 
accuracy and RT data in listening tasks. A systematic review and meta-analysis 
of the literature and our subsequent experimental studies demonstrated that 
listening to speech in noise and/or to a dysphonic speaker can negatively affect 
children’s ability to understand spoken language. Consequences of noise and 
a speaker’s impaired voice may concern the dimensions of speech perception, 
listening comprehension, and auditory working memory. Most critically, we 
highlighted the fact that performance measures do not tell the whole story: 
even when noise and/or a speaker’s impaired voice do not disrupt performance, 
they can still slow down children’s processing and make listening more 





more detrimental for children with hearing loss, cognitive impairments, 
language problems, or L2 learners.  
In everyday listening situations, children can take advantage of contextual 
cues to restore unintelligible parts of the speech input, thereby compensating 
for acoustically adverse conditions. However, this compensation generates 
processing costs and may only be possible up to a certain degree of 
interference. The co-occurrence of noise and a speaker’s impaired voice is a 
common problem in the classroom. This is alarming because children should 
use their processing capacity to understand and learn what the teacher is telling 
them. Reducing classroom noise and the prevalence of dysphonia among 
teachers could make classroom listening a more enjoyable and rewarding 
activity for children. We therefore need to inform educational stakeholders and 
political authorities about pupils’ susceptibility to acoustic interference. It is 
their responsibility to use the methods and tools that are already exist to 
enhance classroom listening (e.g., noise dampers for chairs, acoustic panels to 
reduce reverberation, voice amplification systems for teachers, etc.). Future 
research is needed to increase the effectiveness of such interventions and make 
them more sustainable and affordable. 
This thesis showed that our knowledge of children’s spoken language 
processing in the face of noise and/or a speaker’s impaired voice is still 
incomplete. More research is needed to better understand what happens in 
children’s brains when they are exposed to acoustically degraded speech. 
Further studies should examine the interaction effect between noise and/or 
impaired voice and task demands on spoken language processing. We should 
also investigate which characteristics of impaired voice or noise are most 
detrimental for speech intelligibility and use this knowledge to find solutions 
to the problem. Another question is whether children habituate to difficult 
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acoustic conditions or become more fatigued over time. These directions for 
future research might benefit from greater use of research methods, such as 
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8. 1 or 2 or 3 or 4 or 5 or 6 or 7 
9. Speech Perception/ 
10. Speech Intelligibility/ 
11. Speech Discrimination Tests/ 
12. Speech Reception Threshold Test/ 
13. (Spoken language adj2 (perception or percei* or reception or recei* or 
process* or comprehen*)).ab,ti. 
14. (Speech adj2 (perception or percei* or reception or recei* or intelligib* or 
discriminat* or process* or comprehen* or recogni*)).ab,ti. 
15. (Listening adj2 (comprehen* or effort* or task* or test*)).ti,ab. 
16. 9 or 10 or 11 or 12 or 13 or 14 or 15 
17. Noise/ 
18. Signal-To-Noise Ratio/ 










23. cocktail party effect.ab,ti. 
24. ((Perceptual or energetic or informational or speech or auditory) adj2 
mask*).ab,ti. 
25. 17 or 18 or 19 or 20 or 21 or 22 or 23 or 24 
26. exp Voice Disorders/ 
27. Voice Quality/ 
28. ((Voice or vocal or phonat*) adj2 (impair* or disord* or rough* or 




32. 26 or 27 or 28 or 29 or 30 or 31 
33. 25 or 32 
34. 8 and 16 and 33 
35. limit 34 to english language 
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Questions of the Quality Assessment Tool for Observational Cohort and 
Cross-Sectional Studies (NHLBI, 2019), excluded questions highlighted 
in grey. 
 
1. Was the research question or objective in this paper clearly stated? 
2. Was the study population clearly specified and defined? 
3. Was the participation rate of eligible persons at least 50%?    
4. Were all the subjects selected or recruited from the same or similar 
populations (including the same time period)? Were inclusion and 
exclusion criteria for being in the study prespecified and applied 
uniformly to all participants?        
5. Was a sample size justification, power description, or variance and effect 
estimates provided? 
6. For the analyses in this paper, were the exposure(s) of interest measured 
prior to the outcome(s) being measured?      
7. Was the timeframe sufficient so that one could reasonably expect to see 
an association between exposure and outcome if it existed?  
8. For exposures that can vary in amount or level, did the study examine 
different levels of the exposure as related to the outcome (e.g., categories 
of exposure, or exposure measured as continuous variable)? 
9. Were the exposure measures (independent variables) clearly defined, 
valid, reliable, and implemented consistently across all study 
participants?        
10. Was the exposure(s) assessed more than once over time? 
11. Were the outcome measures (dependent variables) clearly defined, valid, 
reliable, and implemented consistently across all study participants?    
12. Were the outcome assessors blinded to the exposure status of 
participants? 
13. Was loss to follow-up after baseline 20% or less?      
14. Were key potential confounding variables measured and adjusted 








Description of typical listening tasks used to assess spoken language 
processing in children and classification into SPADE dimensions. 
Speech perception 
Task type Task description 
Phonologic discrimination  
(Klatte et al., 2007; 
Morsomme et al., 2011; 
Nakeva von Mentzer et al., 
2018) 
Children listen to similar sounding (non-) 
words and have to discriminate them.  
Odd one out (Zhang et al., 
2019) 
Children listen to phonologically similar 
(non-)words and have to pick up on the odd 
word (e.g., fan, fell, book  book).  
Repetition of (non-)words  
(Howard et al., 2010; 
McCreery & Stelmachowicz, 
2013; Picou et al., 2019), or 
sentences (Crandell & 
Smaldino, 1996; Peng et al., 
2016; Yacullo & Hawkins, 
1987) 
Children listen to (non-)words or sentences 
and have to repeat what they have heard. 
Picou et al. (2019) combined this task with 
a secondary (visual) task, thereby 
increasing working memory demands. 
Prodi, Visentin, Borella, et al., (2019) 
tested non-verbal repetition: children 
reconstructed sentences by combining 
written words.  
Word-picture matching  
(Bradley & Sato, 2008; 
Jamieson et al., Klatte et al., 
2007; Nelson et al., 2005; 
Prodi, Visentin, Peretti, et al., 
2019)  
Children listen to words and have to match 
them to corresponding pictures in n-
alternative forced-choice designs. 
 
Word-word matching (Peng 
& Jiang, 2016; Peng et al., 
2016; Peng & Wu, 2018) 
Children listen to words and have to match 
them to the corresponding written word in 
n-alternative forced-choice designs. 
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Task type Task description 
Acceptability/veracity judgements 
(Brännström, Kastberg, et al., 2018; Osman 
& Sullivan, 2014) 
Children listen to sentences 
and have to judge their 
semantic acceptability or 
veracity. 
Sentence-picture matching  
(Lyberg-Åhlander, Haake, et al., 2015; 
Lyberg-Åhlander, Holm, et al., 2015; 
Sahlén et al., 2017; Prodi, Visentin, Borella, 
et al., 2019)  
Children listen to sentences 
and have to match them to 




Passage comprehension  
(Brännström, von Lochow, et al., 2018; 
Chui & Ma, 2019; Morsomme et al., 2011; 
Morton & Watson, 2001; Nirme et al., 
2019; Rogerson & Dodd, 2005; Sullivan et 
al., 2015; von Lochow et al., 2018) 
Children listen to passages 
and have to answer 
questions (multiple-choice 
or open question) assessing 
their comprehension. 
 
Execution of oral instructions  
(Klatte et al. 2007) 
Children listen to oral 
instructions and have to 









Auditory working memory 
Task type Task description 
Backward digit recall 
(Osman & Sullivan, 2014; Sullivan et 
al., 2015) 
 
Children listen to digits and have 
to recall the sequence in reversed 
order after a fixed time span. 
Forward digit recall  
(Osman & Sullivan, 2014) 
Children listen to digits and have 
to recall the sequence in the 
correct order after a fixed time 
span. 
Odd one out with retention interval  
(Klatte et al., 2007) 
Children listen to phonologically 
similar (non-)words. After a fixed 
time span, they have to recall the 
position of the odd word.  
Word recall  
(Brännström, Kastberg, et al., 2018; 
Hurtig et al., 2016; McGarrigle et al., 
2017; Morton & Watson, 2001; 
Osman & Sullivan, 2014; Sullivan et 
al., 2015) 
Children listen to words presented 
in isolation, in sentences, or in 
passages and have to recall them 









Forest plot for the change in children’s answer accuracy from control to 
experimental (noise) condition in the +6 to +10 dB SNR bin, as a function 







Forest plot for the change in children’s answer accuracy from control to 
experimental (noise) condition in the +1 to +5 dB SNR bin, as a function 















































































Forest plot for the change in children’s answer accuracy from control to 








Forest plot for the change in children’s answer accuracy from control to 
experimental (noise) condition in the –1 to –5 dB SNR bin, as a function 




































































































Forest plot for the change in children’s answer accuracy from control to 
experimental (noise) condition in the –6 to –12 dB SNR bin. All studies 





































































































Forest plot for the change in children’s response time from control to 
experimental (noise) condition, as a function of SPADE dimension. 
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Forest plot for the change in children’s answer accuracy in listening 









Forest plot for the change in children’s answer accuracy in auditory 






















Experimental setup for the speech perception task. 
 
Note. Children listened to pairs of pseudowords and responded by means of screen touch. For 
each pair, they were instructed to decide whether the two pseudowords sounded the same ( 






Experimental setup for the listening comprehension task. 
 
Note. Children listened to sentences and selected the corresponding picture by means of screen 
touch. In this example, the sentence was “L’oiseau a fait son nid” [The bird built its nest]. 
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Note. The left-hand picture shows the respose page of the ELDP task, which was the same for 
each trial. Children circled the two identical planets when the pseudo-words were identical and 
the two different planets when the pseudo-words were different. The right-hand picture shows 
a random response page of the ELO task. In this example, children listened to the sentence 







Picture of the table setup. 
 
Note. The purpose of the blinds was to prevent children from copying their neighbors’ 
answers. Each child received an answer booklet and a pen. 
 
