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vRE´SUME´
Le re´seau de capteurs sans fil WSN posse`de deux modes de fonctionnement, le mode in-
frastructure ou` un point d’acce`s lie les capteurs entre eux, et le mode ad-hoc ou` les capteurs
sont lie´es directement entre eux. L’architecture de communication entre les capteurs d’un
re´seau WSN est base´e sur diffe´rentes couches comme la couche d’application, de transport,
de re´seau, de liaison/MAC, et la couche physique. Chaque couche a ses propres protocoles
de transmissions de donne´es qui peuvent eˆtre simule´s avec divers outils comme ”NS2”, ”Sen-
sorSimil”, ”SSFNet”, ”J-Sim”, ”SENSE”, ”TOSSIM” et ”GlomoSim”.
Les re´seaux WSN sont omnipre´sents dans divers domaines tels que la sante´ et le secteur
militaire. Ces re´seaux ont plusieurs avantages comme la facilite´ de de´ploiement massif de
leurs capteurs, la protection et la supervision des applications critiques, et le fonctionnement
en continu du re´seau a` temps re´el.
Cependant, les attaques de de´nis de service, comme l’attaque d’analyse de trafic, peuvent
avoir des impacts ne´gatifs sur les applications critiques des re´seaux WSN, minimisant ainsi la
se´curite´ au sein de ces re´seaux. Donc, il est important de se´curiser ces re´seaux afin de mainte-
nir leur efficacite´. Comme les capteurs sont incapables de traiter leur se´curite´ d’une manie`re
autonome, une approche globale de la se´curite´ contre les attaques devient indispensable.
Les attaques dans les re´seaux WSN, dont les de´nis de service font partie, ciblent les in-
formations en circulation. Ces de´nis de service se caracte´risent par un type d’utilisateur, par
un type de service partage´, et par un temps d’attente raisonnable. Plusieurs me´canismes de
se´curite´ de re´seaux WSN sont utilise´s afin de contrer les effets des de´nis de service.
Notre e´tude s’inte´resse spe´cifiquement a` l’attaque d’analyse de trafic. Elle en de´crit la
de´marche aboutissant a` la localisation de la station de base pour ensuite l’isoler du reste du
re´seau, et rendre ainsi le re´seau WSN de´suet. Notre technique de protection utilise´e est la
ge´ne´ration ale´atoire de faux trafic autour d’une fausse station de base mobile. Ce faux trafic
est ge´ne´re´ par des capteurs collaborateurs, qui injectent dans le re´seau WSN du faux trafic a`
destination de la fausse station de base. L’e´lection de la fausse station de base et des capteurs
collaborateurs est ale´atoire. La validation de la technique propose´e se fait avec une simulation
J-Sim. Notre technique est faisable dans un re´seau dote´ d’une station de base unique, et son
application peut s’e´tendre a` un re´seau muni de plusieurs stations de base. L’inconve´nient
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de notre solution est la consommation additionnelle e´leve´e des ressources e´nerge´tiques des
capteurs du re´seau WSN prote´ge´.
En conclusion, les re´seaux WSN peuvent eˆtre prote´ge´s de l’attaque d’analyse de trafic
par l’utilisation d’une partie de leurs re´seaux pour ge´ne´rer du faux trafic perturbant ainsi le
mouvement de l’attaquant.
Mots cle´s : Re´seaux de capteurs sans fil (WSN), De´nis de service (DoS), Se´cu-
rite´ de WSN, Attaque d’analyse de trafic, Fausse station de base mobile.
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ABSTRACT
The WSN has two modes, infrastructure mode where an access point connects the sensors
between them, and the ad-hoc mode where the sensors are connected together directly. The
communication architecture between sensors in a WSN is based on various layers: application,
transport, network, link/MAC, and physical layer. Every layer has its own protocols of
data transmissions, which can be simulated with different tools like: ”NS2”, ”SensorSimil”,
”SSFNet”, ”J-Sim”, ”SENSE”, ”TOSSIM”, and ”GlomoSim”.
These WSN are omnipresent in several domains like health and military sectors. These
networks have several advantages like their easiest massive deployment of its sensors, the
protection and the supervision of the critical applications, and the nonstop functioning of the
real time network.
However, denials of service attacks, like traffic analysis attack can have negative impacts
on the critical applications of the WSN, thus minimizing safety within these networks, so
these networks require an important security against these DoS to maintain its efficiency. As
sensors are incapable of handling their own security in an autonomous way, the security in
the WSN becomes difficult, and a global approach of the security against attacks becomes
indispensable.
Attacks in the WSN network, including denials of services, target information in circulation.
These denials of services are characterized by user type, by shared service type, and by
reasonable latency. Several mechanisms of securing WSN are used, in order to counter the
effects of denials of services.
Our study discusses particularly the traffic analysis attack. It describes the approach
leading to the localization of the base station, for then insulating it from the network, and
thus making WSN network obsolete. Our protection technique uses the random generation of
false traffic, around a mobile false base station. This false traffic is generated by collaborator
sensors, which inject the false traffic to the false base station. The election of the false base
station and the collaborator sensors is random. This technique is validated with J-Sim that
confirms its good running. This base station protection technique is feasible in a network
equipped with a single base station, and its application can be extended to a network provided
viii
with several base stations. The disadvantage of our solution is the high additional energy
resource consumption of the sensors of a protected WSN.
In conclusion, WSN can be protected from the analysis traffic attack by using a portion of
the network sensors to generate a false traffic, thus disrupting the movement of the attacker.
Keywords : Wireless sensors Network (WSN), Denials of services (DoS), WSN
security, Traffic analysis attack, Mobile false base station.
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1CHAPITRE 1
INTRODUCTION
Notre pre´sente e´tude s’inte´resse a` l’attaque d’analyse de trafic (AAT), et met en place une
nouvelle techniques de de´fense contre cette attaque par l’introduction d’une fausse station de
base mobile recevant de faux trafics.
Ce chapitre s’articule en quatre parties qui sont successivement, (i) le contexte de l’attaque
d’analyse de trafic AAT, (ii) la de´fense d’un re´seau WSN contre ce type d’attaque AAT, (iii)
l’esquisse de la me´thodologie de notre nouvelle solution de de´fense propose´e, et (iv) enfin le
plan de ce me´moire.
1.1 Contexte
La demande actuelle pour les re´seaux sans fil a permis leur inte´gration dans plusieurs
domaines tels que la surveillance militaire, environnementale, et me´dicale.
Chaque capteur fonctionne comme une station de capture de donne´es. Ces donne´es sont
ensuite envoye´es et traite´es par une station de base. Le de´ploiement des capteurs peut eˆtre
pre´de´termine´ ou bien ale´atoire (par exemple en les jetant d’un avion). Ces types de de´ploie-
ment exigent des strate´gies diffe´rentes pour le routage des informations et leurs se´curite´s. Les
capteurs peuvent avoir des roˆles diffe´rents, ainsi que des capacite´s diffe´rentes et he´te´roge`nes
selon les applications des re´seaux WSN. Ainsi, la fiabilite´ et la se´curite´ des informations
ve´hicule´es dans un re´seau WSN de´pendent de plusieurs parame`tres, dont les ressources e´ner-
ge´tiques de chaque capteur, les types des protocoles utilise´es pour le routage, et le transport
de ces donne´es.
Les re´seaux de capteurs WSN font face a` plusieurs attaques qui menacent, entre autre, la
station de base. La mise en panne de cette station de base peut mettre en pe´ril tout le re´seau
WSN, d’ou` l’importance de prote´ger cette station de base contre des attaques comme celle
d’analyse de trafic AAT. Cette attaque ananlyse le trafic dans un re´seau WSN, et en de´duit
la position de la station de base pour e´ventuellement la de´truire.
21.2 E´le´ments de la proble´matique
Les re´seaux WSN sont vulne´rables a` plusieurs attaques. Certaines attaques se concentrent
sur l’isolement de la station de base, et ont pour incidence l’arreˆt total ou partiel des fonc-
tionnalite´s du re´seau, d’ou` la ne´cessite´ de la protection de la station de base pour le bon
fonctionnement d’un re´seau WSN.
L’attaque d’analyse de trafic AAT est l’une des attaques de de´nis de service, ou` l’attaquant
e´value les volumes d’informations ve´hicule´es sur le re´seau, en faisant abstraction de leurs
contenus, et en repe`re la re´gion de la station de base par son important volume de donne´es,
car tous les capteurs du re´seau envoient leurs informations vers cette re´gion.
La proble´matique de notre pre´sente e´tude est d’empeˆcher un attaquant d’analyse de trafic
de localiser la station de base par comptabilisation des informations dans le re´seau WSN.
1.3 Objectifs de la recherche
Notre e´tude pre´sente une nouvelle technique de se´curisation d’un re´seau WSN contre
l’attaque d’analyse de trafic AAT, en utilisant une fausse station de base mobile. Plusieurs
objectifs sont pris en conside´ration :
1. La se´curisation de la station de base.
2. La perturbation de la de´marche de l’attaquant de l’analyse de trafic en ge´ne´rant du
faux trafic.
3. L’optimisation de l’utilisation des ressources e´nerge´tiques.
4. La fiabilite´ des donne´es rec¸ues par la station de base.
Une simulation du mode`le propose´ avec l’outil J-Sim [6] permet de valider la solution
mise en place, en renforc¸ant la se´curite´ d’un re´seau WSN contre l’attaque de de´ni de service
appele´e ”Attaque d’Analyse de Trafic” (AAT), qui localise la station de base du re´seau WSN,
pour e´ventuellement l’isoler du reste du re´seau.
1.4 Esquisse de la me´thodologie
Nous proposons dans cette e´tude une nouvelle approche de se´curisation de la station de
base contre l’attaque d’analyse de trafic AAT. Cette approche repose sur la perturbation de
la de´marche de l’attaquant de l’analyse de trafic via la ge´ne´ration de faux trafic, tout en
respectant les contraintes des capteurs en ressources e´nerge´tiques et en puissance de calcul.
La ve´rification de la solution propose´e est e´labore´e par simulation J-Sim [6]..
3Nous ge´ne´rons du faux trafic en provenance d’une partie des capteurs du re´seau WSN. Ce
faux trafic est achemine´ vers une fausse station de base mobile e´lue parmi les capteurs du
re´seau. Ainsi, le volume du trafic est accentue´ autours de cette fausse station de base. L’atta-
quant de l’analyse de trafic AAT se de´place vers la fausse station de base en s’e´loignant de la
vraie station de base. Graˆce a` cette technique, nous perturbons la de´marche de l’attaquant
en de´plac¸ant la fausse station de base, cre´ant ainsi des re´gions de trafic e´leve´ mobiles.
1.5 Plan du me´moire
Ce me´moire est compose´ de huit chapitres. Le chapitre 1, est l’introduction qui pre´sente
les divers aspects de cette e´tude : contexte, objectif, me´thodologie, et plan du me´moire. Le
chapitre 2, de´crit les re´seaux de capteurs WSN. Le chapitre 3, pre´sente les attaques dans les
re´seaux WSN. Le chapitre 4, met l’accent sur l’attaque d’analyse de trafic. Au chapitre 5, nous
pre´sentons la configuration de notre re´seau WSN simule´. Au chapitre 6, nous introduisons
notre nouvelle technique de de´fense contre l’attaque d’analyse de trafic AAT. Au chapitre
7, nous validons notre nouvelle technique. Enfin au chapitre 8, nous concluons notre e´tude
et nous pre´sentons les nouvelles perspectives d’ame´lioration des re´sultats de la technique
propose´e de de´fense contre l’attaque d’analyse de trafic.
4CHAPITRE 2
RESEAUX DE CAPTEURS SANS FIL WSN
L’objectif d’un re´seau de capteurs sans fil (WSN) [7] est la re´colte de donne´es et d’in-
formations afin de les transmettre via des capteurs en utilisant des supports sans fil. Ces
informations peuvent eˆtre des donne´es environnementales, me´dicales ou militaires dans des
conditions ge´ographiques difficiles.
2.1 Description des re´seaux de capteurs sans fil (WSN)
Le re´seau de capteurs sans fil WSN est compose´ de plusieurs capteurs de´ploye´s dans des
re´gions ou` l’on cherche a` re´colter des donne´es. Les algorithmes et les protocoles [8] dans
ces re´seaux de capteurs doivent s’auto-organiser. Les capteurs doivent coope´rer entre eux et
peuvent traiter une partie de l’information localement (via leurs microprocesseurs) avant de
transmettre le re´sultat. Le re´seau WSN est diffe´rent des re´seaux traditionnels par :
– Le nombre e´leve´ de ses capteurs,
– Leur concentration,
– Leur pre´disposition aux pannes,
– Leur intercommunication par diffusion au lieu de la communication point-a`-point.
Un capteur est compose´ de plusieurs unite´s (voir figure 2.1 ) :
– Une unite´ de captage de donne´es pour accueillir les donne´es et les convertir,
– Une unite´ de stockage et de traitement de donne´es,
– Une unite´ de communication pour e´mettre et recevoir les donne´es,
– Un syste`me de localisation pour identifier l’emplacement d’un capteur,
– Un mobilisateur pour de´placer le capteur,
– Une unite´ d’e´nergie pour ge´rer l’e´nergie d’un capteur.
Ces unite´s permettent alors aux capteurs de communiquer entre eux selon plusieurs ap-
proches :
– Par approche e´ve`nementielle,
– Par controˆle continu,
– Par centralisation de donne´es,
– Par distribution de donne´es.
5Figure 2.1 Structure d’un capteur [2].
2.2 La communication entre les capteurs
Les strate´gies de communication entre les capteurs de´pendent de plusieurs parame`tres
tels que les applications et les objectifs du re´seau a` mettre en place. Cette communication
peut eˆtre appre´hende´e de plusieurs fac¸ons :
– La de´marche e´ve´nementielle permet d’envoyer des donne´es suite a` une requeˆte ou une
capture de donne´es. Le capteur est souvent en mode repos ce qui lui permet d’e´cono-
miser son e´nergie.
– La de´marche de controˆle continue permet d’envoyer des donne´es re´gulie`rement. Elle
permet de mieux ge´rer la consommation de l’e´nergie.
– La centralisation des donne´es permet d’intercepter les e´ve´nements, et les envoyer aux
”cluster-Head” [9] qui captent toutes les informations des autres capteurs du ”cluster”
[9]. Les capteurs y sont souvent organise´s dans des ensembles ”clusters” (ensemble de
capteurs similaires) (voir figure 2.2 ).
– La distribution des donne´es permet de localiser les capteurs voisins, d’effectuer des
calculs, et de prendre des de´cisions collectivement. Les capteurs y sont souvent organise´s
en mailles.
6Figure 2.2 Exemple d’organisation des capteurs en ”clusters” [2].
2.3 Causes de la vulne´rabilite´ des re´seaux WSN
Les re´seaux de capteurs sans fil (WSN) sont vulne´rables de part les e´le´ments suivants :
– Une e´nergie limite´e.
– Une me´moire limite´e.
– Une puissance de calcul limite´e.
– Une communication tre`s variable entre une grande quantite´ de capteurs.
– Une panne facile a` produire.
– Une concentration e´leve´e.
– Un moyen de transmission a` faible fiabilite´ et a` interception facile par autrui.
– Une fragilite´ physique.
Ainsi, la se´curite´ des re´seaux de capteurs sans fil reste a` ame´liorer.
2.4 Les caracte´ristiques des re´seaux de capteurs sans fil (WSN)
Les re´seaux de capteurs sans fil (WSN) [7] posse`dent plusieurs proprie´te´s dont :
– La dure´e de vie limite´e des capteurs car ils ont des ressources limite´es en calcul, en
me´moire, et en e´nergie.
– La densite´ e´leve´e de capteurs WSN qui fonctionnent en communication multi-sauts.
7– L’absence d’un identifiant global pour les capteurs qui sont reconnus par leurs localisa-
tions.
– Le fonctionnement des capteurs interme´diaires comme des agre´gats et des calculateurs.
– La coope´ration entre les capteurs pour re´soudre une taˆche de haut niveau.
– Le fonctionnement en mode ”plusieurs-a`-un”, ou` les capteurs envoient des informations
a` la station de base, et le fonctionnement en mode ”un-a`-plusieurs”, au niveau duquel
la station de base envoie des donne´es aux diffe´rents capteurs.
2.5 La fiabilite´ et la congestion des donne´es dans les WSN
Il existe trois types de messages dans le re´seau de capteurs sans fil (WSN) :
– Les donne´es des capteurs vers la station de base.
– Les donne´es de controˆle ou de gestion de la station de base vers les capteurs.
– Les codes des taˆches ou de reprogrammation de la station de base vers les capteurs.
De´pendamment du sens du flux de donne´es des applications, le transport des donne´es peut
eˆtre classe´ en trafic de ”capteurs-vers-la station de base” ou trafic de ”station de base-vers-les
capteurs”.
La fiabilite´ des donne´es [10] de re´seau de capteur sans fil WSN de´pend du sens des
communications, et du type de l’application utilise´e. Cette fiabilite´ peut eˆtre garantie ou
stochastique. Certaines applications ont besoin d’une fiabilite´ garantie ou` chaque paquet doit
eˆtre rec¸us correctement (fiabilite´ des paquets), alors que d’autres applications n’ont besoin
que d’une fiabilite´ stochastique, par exemple, un e´ve´nement peut eˆtre conside´re´ comme fiable
si un certain pourcentage de ses paquets est correctement rec¸u par la station de base (fiabilite´
de l’application).
La congestion [11] dans les re´seaux de capteurs sans fil WSN apparait principalement quand
des capteurs envoient des donne´es a` la station de base dans une topologie ”plusieurs-vers-un”.
2.6 Les caracte´ristiques des protocoles de communications dans les re´seaux de
capteurs sans fil WSN
Les protocoles de communications entre les capteurs des re´seaux WSN prennent en consi-
de´ration plusieurs e´le´ments dont :
– La minimisation de la consommation en e´nergie : les capteurs sont de petites tailles, et
e´quipe´s de petites batteries d’e´nergie. Dans un re´seau multi-sauts, les capteurs jouent
a` la fois le roˆle de routeur et de source de donne´es, pour ces raisons les chercheurs
8s’inte´ressent de plus en plus a` l’optimisation de la consommation de l’e´nergie, de la
conception des algorithmes, et des protocoles de communication dans WSN.
– La variabilite´ de la topologie : les capteurs de re´seaux WSN sont nombreux (leurs den-
site´s, allant jusqu’a` 20 capteurs/m3), ce qui complique leur maintenance. Les capteurs
peuvent eˆtre de´ploye´s un par un ou en bloc dans une re´gion. Apre`s leurs premiers
de´ploiements, ils peuvent modifier leurs localisations.
– La tole´rance aux pannes d’un capteur : un capteur peut facilement tomber en panne
par manque d’e´nergie ou a` cause d’une destruction physique, le re´seau de capteurs sans
fil WSN doit continuer a` fonctionner normalement malgre´ cette de´faillance.
– La communication a` distance se´curise´e : La communication directe avec les capteurs
peut s’ave´rer difficile, il est donc judicieux de les commander a` distance. Cependant, ce
mode de transmission a` distance entraine une augmentation du temps de communica-
tion.
– La diminution des couˆts de de´ploiement des capteurs : e´tant donne´ le nombre e´leve´
de capteurs dans un re´seau sans fil WSN, le couˆt individuel de chaque capteur doit
eˆtre le plus bas possible afin de justifier son utilisation par rapport a` un re´seau sans fil
traditionnel.
– La spe´cification applicative : une application peut avoir besoin de plus de ressources
pour re´pondre a` ses propres objectifs.
– L’environnement de de´ploiement : les capteurs peuvent eˆtre de´ploye´s dans un camp
ennemi, dans un oce´an, dans un immeuble dense, etc.
– Le support de communication : les capteurs peuvent communiquer en utilisant plusieurs
types de signaux radio (Bluetooth pour AMPS), l’infrarouge ou les me´dias optiques.
2.7 Les protocoles de communications des re´seaux de capteurs sans fil WSN
Actuellement, il existe deux protocoles de transport majeurs sur internet : UDP et TCP.
Le protocole UDP ne fournit ni la fiabilite´ ni le controˆle de congestion, il n’est donc pas
conside´re´ comme un protocole approprie´ pour le transport d’information dans les re´seaux
WSN. Alors que le protocole TCP fournit une communication fiable ”reliable end-to-end
protocol”, celui-ci est plus re´pandu dans le transport sur internet.
Le TCP ne peut pas eˆtre utilise´ pour les re´seaux sans fil multi-sauts a` cause de la surcon-
sommation d’e´nergie. Le TCP requiert une adresse unique pour un capteur, par opposition
aux re´seaux WSN ou` les capteurs ne peuvent pas avoir une adresse unique, mais seulement
une adresse base´e sur leurs attributs ”attribute-based addressing”.
9Plusieurs protocoles [8] de communications existent pour les re´seaux sans fil classiques.
Cependant, les re´seaux de capteurs sans fil WSN sont incompatibles avec ces protocoles a`
cause de leurs topologies variables et de leur faiblesse en e´nergie. Les protocoles compatibles
avec les re´seaux de capteurs sans fil (WSN) sont organise´s en couches.
2.7.1 Les protocoles de la couche application
Il existe plusieurs protocoles [12] pour la couche application dont :
– Sensors management protocol (SMP) est un protocole utilise´ par l’administrateur pour
communiquer avec les capteurs en utilisant leurs attributs de nomenclature et leurs
localisations.
– Task Assignment and Data Advertisement Protocol (TADAP) assigne des taˆches aux
capteurs pour une meilleure coordination du routage, et de la collecte d’informations.
– Sensors Query and Data Dissemination Protocol (SQDDP) permet a` l’utilisateur de
ge´rer les requeˆtes envoye´es ou rec¸ues des capteurs.
2.7.2 Les protocoles de la couche transport
Il existe plusieurs protocoles pour la couche transport dont :
– User Datagram Protocol Like (UDP-Like) [10] ressemble au protocole UDP, mais prend
en conside´ration la limite en e´nergie des capteurs.
– Event-to-sink transport protocol [13] s’exe´cute au niveau de la station de base, et permet
d’identifier les capteurs du re´seau en minimisant l’utilisation de l’e´nergie.
– Sink-to-sensors transport protocol permet de re´duire le trafic dans le re´seau, et de
minimiser ainsi la de´pense en e´nergie des capteurs.
– Small Minimum Energy Communication Network (SMECN) [14] permet de trouver un
sous-re´seau de communication efficace optimal en e´nergie.
– Low-Energy Adaptive Clustering Hierarchy (LEACH) [15] permet aux ”Clusters-Head”
de collecter des donne´es, de les agre´ger, puis de les envoyer a` la station de base.
– Sequential Assignment Routing (SAR) [16] permet de trouver un cheminement possible
pour envoyer des donne´es selon leurs priorite´s, selon la consommation de l’e´nergie, et
selon la qualite´ de service (QoS).
2.7.3 Les protocoles de la couche liaison
Il existe plusieurs protocoles pour la couche liaison dont :
– Self-organizing Medium Access Control for Sensors networks (SMACS) [17] permet aux
capteurs de se construire un re´seau de communication sans faire appel a` un capteur
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spe´cial ”Cluster-Head”. Avec ce protocole, les capteurs communiquent entre eux avec des
fre´quences sans limites de bande passante. Ces capteurs se mettent au repos lorsqu’ils
n’ont pas de donne´es a` envoyer.
– Eavesdrop And Register (EAR) [18] permet d’e´tablir et de libe´rer une connexion.
2.8 Les outils de simulation des re´seaux de capteurs WSN
Des simulateurs payants ou gratuits, dont certains sont liste´es ci-dessous, sont disponibles
pour tester le comportement des re´seaux de capteurs WSN en mode´lisant chaque capteur,
chaque station de base, et chaque protocole de communication, ensuite un trafic est ge´ne´re´
dans le re´seau simule´ soit a` partir des capteurs vers la station de base ou inversement :
– NS2 est l’outil le plus re´pandu et le plus utilise´. Il profite d’un grand support technique
aupre`s de ses utilisateurs, cependant, ce simulateur souffre des erreurs de de´passement
de me´moire lors de la conception des grands re´seaux de capteurs sans fil WSN.
– SensorSim [19] est une extension du simulateur NS2 pour les re´seaux de capteurs sans
fil WSN. Il ge`re de fac¸on dynamique le fonctionnement des capteurs, cependant, comme
NS2, il souffre de de´passement de me´moire lors de l’utilisation des grands re´seaux de
capteurs sans fil WSN.
– SSFNet est capable de ge´rer des re´seaux de capteurs sans fil WSN de grande taille avec
un bon temps de traitement, cependant, les mode`les des protocoles utilise´s ne sont pas
de´taille´s.
– J-Sim est un outil gratuit utilisant des scripts comme TCL, Phyton et Perl. Il peut
traiter des re´seaux de grandes tailles et comporte des librairies spe´cifiques pour les
re´seaux de capteurs sans fil WSN, cependant, il de´finit une topologie fixe, ce qui limite
son utilisation pour la conception de nouveaux protocoles.
– SENSE peut traiter des re´seaux de grande taille, et ge`re bien la de´pendance des modules
et la re´utilisabilite´ des composants, cependant, il n’est pas bien documente´ et ge`re mal
les interactions entre les composants internes.
– TOSSIM permet de simuler d’une manie`re e´volutive les re´seaux de capteurs sans fil
WSN, cependant il ne fonctionne qu’avec le syste`me d’exploitation ”TinyOS” installe´
dans un capteur.
2.9 Les contraintes de se´curite´ dans les re´seaux de capteurs sans fil WSN
Il existe deux cate´gories de contraintes de se´curite´ dans les re´seaux de capteurs sans fil
WSN. La premie`re contrainte de´pend des limites des ressources d’un capteur, alors que la
seconde est lie´e aux types de support de communication du re´seau de capteurs WSN.
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– Les contraintes lie´es aux ressources : la mise en se´curite´ dans les re´seaux de capteurs
WSN demande une bonne quantite´ en ressources e´nerge´tiques, en me´moire et en sto-
ckage. Ainsi, avant la mise en place d’un syste`me de cryptographie, il est indispensable
d’e´tudier son influence sur les ressources du re´seau WSN.
– Les contraintes lie´es aux types de supports : les re´seaux de capteurs WSN utilisent des
ondes pour transmettre les donne´es. Il est difficile de prote´ger ce support de communi-
cation aussi efficacement que le support filaire.
2.10 Conclusion
Au cours de ce chapitre, nous de´crivons les re´seaux de capteurs WSN, les communications
entre ses capteurs, leurs vulne´rabilite´s, leurs protocoles de communications, leurs contraintes
de se´curite´, et les outils de simulation.
Les re´seaux de capteurs WSN sont exploite´s dans plusieurs domaines, cependant ils pre´-
sentent des vulne´rabilite´s vis-a`-vis de plusieurs types d’attaques, a` cause de leurs limites en
e´nergie, en me´moire, et en puissance de calculs.
Dans le chapitre suivant, nous introduisons les attaques de de´nis de service et les de´fenses
dans les re´seaux de capteurs WSN.
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CHAPITRE 3
REVUE DE LITTTERATURE DES ATTAQUES DE DE´NIS DE SERVICES
ET DES DE´FENSES DANS LES RESEAUX DE CAPTEURS SANS FIL
(WSN)
Ce chapitre permet de de´finir les diffe´rents types d’attaques et de de´fense (y compris les
de´nis de service) qui menacent les constituants des re´seaux de capteurs sans fil WSN et leurs
fonctionnalite´s.
Une attaque peut eˆtre de´finie comme une tentative d’acce`s non autorise´ a` un service, une
ressource ou une information, ou bien la tentative de compromettre l’inte´grite´, la disponibilite´,
ou la confidentialite´ du re´seau.
Un de´ni de service est le re´sultat de toute action susceptible d’empeˆcher une partie d’un
re´seau de capteurs WSN de fonctionner correctement ou en un temps opportun. La de´finition
de de´ni de service (DoS) comprend trois composantes : les utilisateurs autorise´s, un service
partage´, et un temps d’attente maximum [20]. Les utilisateurs autorise´s sont re´pute´s refuser
un service a` d’autres utilisateurs autorise´s, quand ils les empeˆchent d’utiliser un service
partage´ apre`s un temps d’attente maximum.
3.1 La taxonomie des attaques dans les re´seaux de capteurs WSN
La taxonomie (voir figure 3.1) permet de classifier les de´nis de service. Elle permet de ge´rer
le risque d’attaque en identifiant les vulne´rabilite´s exploite´es par l’attaquant d’un service ou
d’une couche.
Figure 3.1 La taxonomie de de´ni de service dans les re´seaux de capteurs sans fil (WSN) [3].
13
3.2 Description des attaquants
En ge´ne´ral, plus l’attaquant dispose de ressources, plus la de´fense est couˆteuse. La connais-
sance de la capacite´ de l’attaquant permet de de´finir au mieux la de´fense. La conception de
re´seaux de capteurs WSN doit prendre en conside´ration les menaces les plus fre´quentes en
e´nume´rant les capacite´s des attaquants (leur nombre, leur coordination, leur capacite´ tech-
nique et leur inte´reˆt d’influence).
Plusieurs attaquants peuvent menacer un re´seau au meˆme moment d’une manie`re auto-
nome ou en coordination, afin de re´aliser une attaque commune rendant la de´fense difficile. La
de´finition des capacite´s techniques des attaquants est importante pour connaitre la nature de
leur menace, par exemple un attaquant peut seulement recevoir la transmission de donne´es,
mais il peut aussi se pre´senter comme un capteur le´gal du re´seau, et avoir acce`s a` la totalite´
des services du re´seau.
L’attaquant peut avoir acce`s a` tout le re´seau en utilisant la diffusion, il peut aussi n’avoir
acce`s qu’a` une certaine re´gion du re´seau pour influencer son comportement. La cible et
son importance sont des e´le´ments cle´s d’une attaque d’un service ou d’une couche. L’attaque
d’une couche basse est plus importante, car elle affecte les autres couches au dessus. Plusieurs
services peuvent eˆtre attaque´s, tels que la localisation, la synchronisation temporelle, et la
gestion d’e´nergie. Les services critiques doivent eˆtre de´fendus plus que les services optionnels,
car le mauvais fonctionnement des composants critiques nuit au fonctionnement de l’ensemble
du re´seau.
Chaque attaquant appartient a` une cate´gorie :
– Passant : avec une motivation spontane´e, des ressources et des connaissances limite´es,
– Vandale : avec une motivation de dommage des ressources et des connaissances limite´es,
– Pirate informatique : avec une grande motivation d’acce`s, de curiosite´ et d’inte´reˆt,
– Braqueur : avec une grande de´termination et des ressources limite´es,
– Terroriste : avec des ressources importantes et une grande de´termination.
3.3 Les type des vulne´rabilite´s des re´seaux de capteurs sans fil WSN
Les vulne´rabilite´s sont les faiblesses d’un re´seau que l’attaquant exploite afin de gagner
des privile`ges. Il y a deux types de vulne´rabilite´s dans un re´seau de capteurs WSN :
– La vulne´rabilite´ physique est un moyen d’attaque, qui permet a` l’attaquant de changer
en partie un capteur, en modifiant par exemple son code de programmation, ou en co-
piant les cle´s de protection afin de les re´utiliser dans une nouvelle attaque. Un re´seau de
capteurs est vulne´rable aussi aux modifications de son environnement, ou` un attaquant
peut modifier les valeurs d’un capteur local, lui permettant ainsi d’avoir un acce`s aux
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commandes de controˆle du re´seau WSN.
– La vulne´rabilite´ logique re´side dans les programmes et les protocoles. Elle se pre´sente
sous quatre formes : (i) les de´fauts de conception, (ii) les de´fauts d’imple´mentation, (iii)
les erreurs de configuration, et (iv) l’e´puisement des ressources.
Les de´fauts de conception permettent l’utilisation d’un protocole qui viole le mode d’utili-
sation, tout en se conformant a` la spe´cification du protocole. Par exemple, un manque d’au-
thentification dans un protocole de gestion de puissance peut permettre de mettre n’importe
quel capteur en sommeil a` plusieurs reprises.
Les de´fauts d’imple´mentation sont des erreurs dans la construction de mate´riel ou dans le
codage du logiciel. Par exemple, une erreur de de´passement de me´moire, peut entraˆıner une
violation d’acce`s et une mise en panne.
Les de´fauts de configuration sont le re´sultat de de´fauts de parame´trages pour un atta-
quant.
L’e´puisement des ressources est possible meˆme si la conception, l’imple´mentation, et la
configuration sont correctes. Un attaquant ge´ne´rant de grandes quantite´s de trafic peut inon-
der un des liens re´seau de la victime. Une mauvaise authentification de l’allocation de me´-
moire ou de l’exe´cution de code peut e´galement permettre a` un attaquant de consommer les
ressources du capteur subissant l’attaque, et de causer un DoS
Dans les sections suivantes, nous pre´sentons plusieurs types d’attaques contre le re´seau
WSN pouvant re´duire ses fonctionnalite´s utiles.
3.4 Les attaques des informations ve´hicule´es dans le re´seau WSN
Dans les re´seaux de capteurs WSN, les capteurs reportent a` la station de base les mo-
difications de certaines valeurs et parame`tres spe´cifiques. Cependant, ces informations en
transition peuvent eˆtre alte´re´es, bloque´es ou aspire´es. Comme l’attaquant a de grandes capa-
cite´s physiques, il peut corrompre plusieurs capteurs a` la fois, afin de modifier leurs contenus
envoye´s sur les liens du re´seau.
3.5 Les types de de´ni de service
Les de´nis de service (DoS) sont de´finis comme un mauvais fonctionnement des capteurs
d’une manie`re intentionne´e ou par action malveillante. Le de´ni de service peut ne pas re´sulter
d’une attaque, mais d’un simple e´ve´nement empeˆchant le fonctionnement normal d’un de ses
services. Le de´ni de service le plus simple est d’empeˆcher le fonctionnement normal du capteur
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victime en lui envoyant e´norme´ment de messages sans importance, et en interdisant l’acce`s
aux autres utilisateurs. Les attaques de de´ni de service ciblent la re´duction des capacite´s
d’un re´seau de capteurs sans fil. Les contraintes physiques de ces re´seaux de capteurs, et la
nature de leur environnement de de´ploiement, les rendent vulne´rables aux attaques de de´nis
de service plus que tout autre type de re´seau.
Il existe deux types d’attaques qui peuvent apparaitre a` tous les niveaux des couches de
re´seau de capteurs WSN :
– L’attaque passive duˆe aux capteurs e´go¨ıstes du re´seau qui ne coope`rent pas avec les
autres capteurs,
– L’attaque active ou` les capteurs malveillants endommagent le re´seau.
Chaque couche du re´seau de capteurs WSN a ses propres de´nis de service.
– Au niveau de la couche physique, le de´ni de service (DoS) se pre´sente comme une
attaque ”flooding” ou ”Tampering”.
– Au niveau de la couche liaison, le de´ni de service (DoS) peut se pre´senter comme une
collision, un ”Jamming” ou une attaque ”Unfairness”.
– Au niveau de la couche re´seau, le de´ni de service (DoS) peut se pre´senter comme une
attaque ”Neglect and Greed”, ”Homing”, ”Misdirection”, ou ”Black hole”.
– Au niveau de la couche de transport, le de´ni de service (DoS) est une attaque ”Flooding”
malveillante ou une ”Desynchronisation”.
Des solutions pour contrer les DoS existent, comme l’augmentation des ressources, l’au-
thentification et l’identification du trafic.
3.5.1 Les de´nis de service par couche dans les re´seaux de capteurs WSN
Dans notre e´tude, les sept couches du mode`le ouvert international (OSI) traditionnel
sont re´duites aux cinq couches suivantes : physique, liaison, re´seau, transport et application
(voir tableau 3.1). Certaines attaques se concentrent sur les aspects physiques des re´seaux
de capteurs, comme la couverture d’un capteur par une barrie`re acoustique qui re´duit sa
sensibilite´. D’autres attaques peuvent concerner la faiblesse des protocoles de transports et
de ses applications.
Les attaques surviennent en utilisant plusieurs techniques. Les pirates informatiques re-
pe`rent les vulne´rabilite´s du re´seau, et de ses constituants. Ces vulne´rabilite´s peuvent eˆtre des
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failles de conception, des failles du support de communication, ou des failles de l’environne-
ment de de´ploiement.
Tableau 3.1 Les de´nis de service par couche et leur de´fense [1]
La couche L’attaque Les de´fenses
Physique
Jamming
De´tection et mise en sommeil
Route autour des re´gions de Jam-
ming
Falsification des capteurs Camouflage des capteurs
Liaison/MAC
Interrogation Authentification
De´ni de sommeil De´tection et mise en sommeil
Re´seau
Modification du contenu des
messages de controˆle
Authentification
Formation des grappes (clusters)
suˆrs
Hello flooding Le routage ge´ographique
Homing Encryptage des enteˆtes
Transport
Synchronisation flooding Les cookies de synchronisation
Attaque de de´synchronisation Authentification de paquets
Application
Ecrasement de capteurs L’agre´gation de donne´es
DoS base´ sur le chemin Authentification des paquets
Attaque de de´luge Authentification
3.5.2 Les de´nis de service contre le ”Clustering”
Le de´ploiement, des re´seaux de capteurs WSN de grande taille, utilise parfois le ”clus-
tering” pour le routage du trafic en optimisant l’e´nergie, par agre´gation des donne´es au
niveau du ”Cluster-Head”. L’attaquant peut profiter du ”clustering” pour introduire un faux
”cluster-Head” disposant d’une forte transmission et qui invite plusieurs capteurs a` rejoindre
une grappe inexistante (voir figure 3.2 ).
Kun Sun et al [21] proposent un protocole de distribution base´ sur des grappes (clusters)
qui permettent aux capteurs de communiquer avec leurs voisins en utilisant le cryptage par
cle´s publiques. Ce me´canisme est base´ sur la cryptographie asyme´trique. Certains protocoles
effectuent l’e´lection de ”Cluster-Head” en se basant sur l’e´tat des ressources telle que l’e´nergie
re´siduelle des capteurs.
L’attaque ”homing” fait partie des attaques contre les re´seaux de capteurs sans fil WSN
munis de la technique de regroupement (clustering). Elle touche les capteurs importants d’un
re´seau, spe´cialement les ”Cluster-Head” et les gestionnaires des cle´s cryptographiques. Ainsi
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Figure 3.2 Influence d’un attaquant sur un re´seau WSN : (a) un re´seau avec cluster propre-
ment dit (b) un re´seau qui souffre d’un ”Cluster-Head” malveillant [1].
le capteur malveillant peut attaquer les capteurs ou les inonder par des informations non
ne´cessaires.
3.5.3 Les de´nis de service au niveau des protocoles de routage dans les re´seaux
WSN
Il existe plusieurs protocoles de routage dans les re´seaux ad-hoc, tels que le protocole du
vecteur a` distance a` la demande (AODV), et le protocole de routage a` source dynamique
(DSR) ayant de bonnes performances. Cependant, il n’existe pas d’excellents protocoles de
routage pour les re´seaux WSN.
Les protocoles de routage se´curise´s doivent re´pondre aux exigences suivantes : l’isolation
des capteurs non-autorise´s, la non-re´ve´lation de la topologie aux adversaires, la se´curisation
des routes des messages, et l’identification des e´metteurs des messages.
Pour se´curiser les protocoles de routage, il est indispensable de construire les e´le´ments
suivants :
– un me´canisme d’authentification avec des calculs le´gers et enteˆtes de petites tailles,
– la de´couverte de route se´curise´e entre la source et la destination,
– la maintenance de routes qui permet de retourner les erreurs aux sources,
– la de´fense contre l’attaque «misdirection” (voir 3.6.5) et «flooding” (voir 3.6.9),
– l’isolation des liens malveillants.
18
3.6 Les de´nis de service et les de´fenses
Nous de´crivons dans cette section certains de´nis de service et les moyens de se´curisation
contre eux.
3.6.1 Neglect and Greed
C’est une forme simple de de´ni de service qui attaque la vulne´rabilite´ du roˆle routeur
du capteur, en ne´gligeant le routage de certains messages. Le capteur malveillant peut ainsi
participer a` des protocoles de bas niveaux, et peut meˆme accuser re´ception des donne´es
du capteur expe´diteur, mais par contre il perd ces donne´es, ce capteur est appele´ capteur
ne´gligeant ou capteur avide lorsqu’ il donne une haute priorite´ pour ses propres messages.
Pour se de´fendre contre une attaque ”Neglect and Greed”, une technique base´e sur le
principe de ”clustering” est utilise´e, et se base sur le fait que les capteurs e´lisent un ”Cluster-
Head” en fonction des ressources e´nerge´tiques, et du couˆt de ses communications, ce capteur
”Cluster-Head” de´tecte tout trafic inhabituel, et transmet l’information aux autres capteurs
du groupe.
3.6.2 Homing
Dans la plupart des re´seaux de capteurs WSN, certains capteurs ont des responsabilite´s
spe´ciales, par exemple eˆtre leaders des communications de groupe, d’autres sont des gestion-
naires de cle´s de cryptage. Ces capteurs attirent la curiosite´, car ils fournissent des services
critiques au re´seau de capteurs WSN. Les protocoles de localisation exposent le re´seau aux
attaques de ”homing”, car un adversaire passif observe le trafic afin de connaˆıtre la pre´sence
et la localisation des ressources critiques, une fois ces capteurs spe´ciaux localise´s, ils sont
attaque´s par des capteurs collaborateurs ou des adversaires mobiles.
Une approche de dissimulation permet de fournir la confidentialite´ dans les enteˆtes des
messages et de leurs contenus [22].
3.6.3 Selective Forwarding
Dans les re´seaux de capteurs WSN, chaque capteur participe au routage des donne´es de
ses capteurs voisins, et l’attaque ”Selective Forwarding” exploite cette de´pendance, afin de
provoquer un de´ni de service (DoS), par exemple en ne´gligeant de renvoyer un message, de
la station de base ou a` partir d’un autre capteur.
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Pour se de´fendre de l’attaque ”Selective Forwarding” , il est possible d’utiliser l’approche
”diversity coding” [23] qui peut atte´nuer les effets de l’attaque en envoyant les messages
codifie´s sur plusieurs chemins.
3.6.4 Black holes
Le protocole base´ sur le vecteur des distances (AODV) peut eˆtre attaque´ par des de´nis
de service (DoS). Les capteurs indiquent des routes a` couˆts nuls aux autres capteurs ce
qui constitue des ”Black holes” de routage dans le re´seau. Ainsi, au fur et a` mesure que la
publication des messages se propage, le re´seau achemine plus de trafic dans leurs directions.
Une des approches de de´fense contre ”Black holes” est de n’autoriser que les capteurs
authentifie´s a` envoyer des informations des routes des messages [22].
La figure 3.3 montre un capteur malveillant qui s’est introduit entre des capteurs et une
station de base afin de capter les paquets en transit entre eux.
Figure 3.3 Une vue de l’attaque ”Black holes” [4].
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3.6.5 Misdirection
Misdirection est une attaque active, qui renvoie un message dans des mauvaises directions,
en fabriquant une publication pour une route malveillante. Le protocole DSR est sensible a`
cette attaque. Un attaquant peut se forger une adresse source lors de l’envoi de requeˆtes,
ainsi la re´ponse est retourne´e a` un capteur victime. Cette me´thode est utilise´e afin d’affoler
la victime ou bien de l’inonder.
Une des techniques de de´fense contre l’attaque de ”Misdirection”, est l’authentification des
capteurs, ainsi les tables de routage sont mise a` jour, en tenant compte des informations
authentifie´es des capteurs de la route [22].
3.6.6 Sink holes
Avec cette attaque, un capteur malveillant agit comme un ”Black holes”afin de capter tout
le trafic du re´seau de capteurs WSN. L’attaquant e´coute les requeˆtes des routes demande´es
par les capteurs victimes, puis il envoie un message a` ces capteurs leur signifiant qu’il a a`
sa disposition le meilleur chemin vers la station de base. Une fois que le capteur malveillant
s’est introduit dans le chemin entre le capteur victime et la station de base, il peut affecter
l’acheminement du message comme il le souhaite (voir figure 3.3). Wood et al [22] de´crivent
l’attaque de ”Sink holes” comme une attaque de fausses courtes routes.
Une des approches de de´fense contre cette attaque, est l’utilisation des algorithmes de
routage re´sistants aux configurations arbitraires tel que le renvoi ge´ographique (geographic
Forwarding) [24]
3.6.7 Wormholes
L’attaque Wormholes [25] (voir figure 3.4 ) est une attaque critique, ou` l’attaquant e´nu-
me`re les paquets d’une localisation, et les transporte a` une autre place. Cette attaque n’a
pas besoin de compromettre un capteur du re´seau de capteurs WSN, et peut meˆme s’exe´cu-
ter a` la phase de de´couverte des capteurs voisins. Les attaquants peuvent coope´rer afin de
fournir une basse latence pour les communications [25]. Ainsi, quand les attaquants cessent
de ve´hiculer leurs messages, l’e´tat du re´seau de capteurs WSN devient instable, et requiert
une re´initialisation.
Le renvoi ge´ographique est la de´fense ade´quate, qui re´siste a` ces attaques, car chaque
message est envoye´ au capteur le plus proche physiquement. Hu et al [26] de´crivent une de´fense
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base´e sur les laisses (leashes) des paquets, ou` la distance de voyage d’un message est limite´e,
chaque message a un horodatage et une localisation de son e´metteur. Le re´cepteur compare
ces informations avec sa propre localisation et horodatage pour ve´rifier si les intervalles de
transmissions sont de´passe´s.
La figure 3.4 (a et b) montre une situation ou` une attaque ”Wormhole” prend effet.
Quand un capteur B (une station de base ou un capteur interme´diaire) envoie un paquet de
routage, l’attaquant rec¸oit ce paquet et le renvoie a` ses capteurs voisins Z. Chaque voisin,
recevant ce paquet renvoye´, se conside`re comme voisin du capteur B, et le marque comme
son parent. Par conse´quent, meˆme si le capteur victime Z est a` plusieurs sauts du capteur
B, l’attaquant lui transmet l’information qu’il est a` un saut seulement du capteur B, cre´ant
ainsi un ”Wormhole”.
Figure 3.4 L’attaque ”Wormhole” [4].
3.6.8 Sybil
Dans plusieurs cas, les capteurs d’un re´seau WSN, ont besoin de coope´rer afin d’exe´cuter
une taˆche. De nouveaux capteurs peuvent prendre l’identite´ d’autres capteurs le´gitimes (voir
figure 3.5 ) ce qui de´finit une attaque ”Sybil” [27] qui de´grade l’inte´grite´ des donne´es, leur
se´curite´, et leurs ressources.
L’attaque ”Sybil” s’effectue contre le stockage distribue´, le me´canisme de routage, l’agre´-
gation des donne´es, l’e´lection, l’allocation des ressources, et contre la de´tection des mauvais
comportements ”misbehavior detection” [27]. Meˆme si tous les re´seaux ad-hoc sont vulne´-
rables aux attaques ”Sybil”, le re´seau de capteurs WSN peut eˆtre prote´ge´, en utilisant des
protocoles approprie´s. Douceur [28] montre qu’en absence d’une autorite´ centrale, l’attaque
”Sybil” peut se re´aliser facilement, sauf si de grandes ressources sont utilise´es.
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Figure 3.5 L’attaque Sybil [4].
Cependant la de´tection de l’attaque ”Sybil” est difficile, ainsi Newsome et al [29] montrent
que celle-ci est tre`s peu probable via des ressources radios. Lors d’une attaque ”Sybil”, l’at-
taquant posse`de de multiples identite´s et peut se pre´senter dans plusieurs lieux au meˆme
moment, la probabilite´ de choisir ce faux capteurs est e´leve´e, ce qui entraine une de´gradation
de la garantie de la qualite´ fournie par les protocoles multi-saut.
Souvent, les protocoles assument que les capteurs ont une clef unique, et comme l’e´le´ment
essentiel de l’attaque ”Sybil” est la fraude contre l’identite´, la propre authentification est
la de´fense principale. Un serveur de cle´s fiables ou bien une station de base fiable peuvent
authentifier un capteur pour les autres capteurs du re´seau, cette me´thode est utilise´e dans le
protocole SPINS [30]. Si une clef unique est utilise´e, la de´couverte de cette clef est critique
pour tout le re´seau.
La ve´rification de la localisation des capteurs fait partie des techniques de de´fense contre
”Sybil”. Sastry et al [31] montrent qu’un protocole simple, utilisant la diffe´rence entre le
temps ”timestamp” de propagation des informations de capteurs, et la vitesse des ondes
sonores, permet de bien ve´rifier l’identite´ des capteurs. La combinaison des deux de´fenses :
la ve´rification de l’identite´ et la ve´rification de la localisation, peut pre´venir des attaques de
de´nis de service (DoS) tel que ”Sybil”.
La figure 3.5 montre un attaquant qui prend l’identite´ de plusieurs autres capteurs le´gi-
times. Dans cette figure, l’attaquant ”Sybil” prend l’identite´ des capteurs A, B et C.
3.6.9 Flooding
L’attaque ”Flooding” surconsomme les ressources limite´es des capteurs incluant la me´-
moire, l’e´nergie, la fre´quence, et la capacite´ de calcul. Dans un re´seau homoge`ne, l’attaquant
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ayant les meˆmes capacite´s que sa victime, a une force d’attaque limite´e. Cependant, si l’at-
taquant a plus de puissance que ses victimes, l’attaque de ”Flooding” devient performante.
Pour combattre la surconsommation des ressources en me´moire, Aura et al [32] de´crivent
les principes de la gestion de la communication sans connexion ”stateless connexion”. Une
autre me´thode utilise´e pour contrer cette attaque, est l’utilisation du puzzle coˆte´ client ”Client
puzzles”ou` le serveur fournit au capteur un puzzle a` re´soudre, avec une complexite´ qui de´pend
du niveau de la fiabilite´ du capteur.
3.6.10 Jamming
L’attaque la plus connue des re´seaux de capteurs sans fil est le ”Jamming”, qui interfe`re
avec les fre´quences radios du re´seau. Un adversaire peut perturber le re´seau, en utilisant k
capteurs de ”Jamming” qui mettent N capteurs hors de service avec k < N . Dans un re´seau
a` fre´quence unique, cette attaque est simple et efficace.
Les capteurs, disposant de plus de ressources, peuvent de´clarer du ”Jamming” a` la station
de base. Wenyuan Xu et al [33] de´veloppent un me´canisme de de´tection des attaques de
”Jamming”dans un re´seau WSN en les classant en quatre types : constant, trompeur, ale´atoire
et re´actif :
– Le ”Jamming”constant corrompt les paquets en transmission dans le re´seau WSN, mais
en contre partie, l’attaquant doit avoir plus de ressources que ses victimes.
– Le ”Jamming” trompeur envoie une trame constante dans le re´seau, par exemple dans
tinyOS, le dispositif rec¸oit des bits constants, ce qui oblige les capteurs du re´seau a`
rester en mode re´ception, ainsi ils ne peuvent plus renvoyer des donne´es sur le re´seau.
– Le ”Jamming” ale´atoire alterne entre l’e´tat de veille et l’e´tat de ”Jamming”, afin d’e´co-
nomiser de l’e´nergie.
– Le ”Jamming” re´actif transmet seulement un signal de ”Jamming” en cas de de´tection
d’un signal sur le re´seau, mais l’identification du ”Jamming” re´actif est difficile car il
peut eˆtre remarque´ comme un paquet en collision. Les techniques d’identification des
attaques de ”Jamming” incorporent des analyses statistiques, concernant les indicateurs
de la force des signaux rec¸us (RSSI), du temps moyen pour capter un canal inoccupe´,
et du ratio de livraison des paquets (PDR) [1]. Ces trois mesures peuvent eˆtre re´alise´es
au niveau de la station de base.
La de´fense standard est l’utilisation de plusieurs spectres de diffusion. Les capteurs du
re´seau doivent de´finir une strate´gie [22] pour combattre les brouilleurs, en alternant entre le
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sommeil et le re´veil, afin de s’e´chapper des capteurs verrouilleurs.
3.6.11 Tampering
L’attaque de ”Tampering” est une attaque de la couche physique dans les re´seaux de
capteurs sans fil WSN, elle peut eˆtre active ou passive. Un attaquant peut endommager ou
remplacer un capteur, son mate´riel de calcul, et ses cle´s cryptographiques.
La protection contre l’attaque ”Tampering” active peut se re´aliser avec les circuits phy-
siques, alors que la de´fense contre l’attaque ”Tampering” passive est re´alise´e a` l’aide des
technologies inte´gre´es aux circuits mate´riels.
En pratique, il est impossible de controˆler l’acce`s aux capteurs disperse´s sur plusieurs
distances, mais une de´fense re´ussie contre cette attaque ”Tampering” de´pend de plusieurs
crite`res : le niveau de conside´ration des menaces d’attaques lors de la phase de conception,
du taux de disponibilite´ des ressources en phase de la conception, en phase de la construction
et en phase de test, et enfin du taux de de´termination de l’attaquant.
La de´fense contre les capteurs internes corrompus et les capteurs passants intelligents est
relativement simple, en comparaison avec les capteurs ayant de grandes ressources. Le ca-
mouflage des paquets, la dissimulation des capteurs, et l’utilisation des techniques de proba-
bilite´s faibles d’interception des radios (LPI), sont des techniques de se´curite´ contre l’attaque
de ”Tampering” [3]. Cependant, ces techniques augmentent le couˆt et la complexite´, de la
conception de re´seaux de capteurs sans fil WSN.
3.6.12 Unfairness
L’attaque de ”Unfairness” ne peut pas empeˆcher totalement l’acce`s le´gitime a` un canal,
mais elle peut de´grader ce service en causant, par exemple, une augmentation des de´lais des
protocoles MAC utilise´es.
Pour se de´fendre contre cette attaque, il est utile d’utiliser des cadres d’informations de
petites tailles ”Small frames” ainsi un capteur ne peut capturer un canal que pour une courte
dure´e.
3.6.13 Attaque de Collisions
Un adversaire a besoin d’introduire une collision dans un seul octet d’un paquet en trans-
mission, pour le perturber en entier. Une modification dans une portion de donne´es, peut
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causer une erreur de ve´rification au niveau du re´cepteur. Dans ce cas, l’attaquant a besoin
d’une quantite´ minime d’e´nergie.
Le re´seau peut utiliser des me´canismes de de´tection de collisions, pour identifier les colli-
sions malveillantes cre´ant un ”Jamming” de la couche liaison, mais aucune de´fense effective
n’est connue.
La de´tection de la collision est difficile, car l’attaquant ignore tout simplement les protocoles
de protection. Le codage de correction d’erreurs peut eˆtre utilise´ contre la corruption des
donne´es, cependant l’attaquant peut corrompre plus de donne´es que le codage ne peut corriger
[22].
3.6.14 Exhaustion and Interrogation
Cette attaque compromet la disponibilite´ du re´seau. Le multiplexage en division tempo-
relle, donne a` chaque capteur un intervalle de temps pour la transmission sans arbitrer entre
les ”frames”.
Une des solutions est la limitation du taux de transmission, ainsi le re´seau ignore les
transmissions expansives. Un attaquant peut effectuer un de´ni de service a` un re´seau de
capteurs WSN, en introduisant des retransmissions suite a` une corruption d’une petite partie
d’un message. La de´fense contre cette attaque peut eˆtre l’authentification des requeˆtes [22].
3.6.15 Attaque de de´synchronisation
Une connexion existante entre deux points peut eˆtre perturbe´e par la de´synchronisation.
Lors de cette attaque, l’adversaire envoie de manie`re re´pe´titive des messages a` l’une des deux
extre´mite´s de la connexion, et provoque la retransmission des donne´es.
Pour se de´fendre de cette attaque, il est possible d’authentifier les paquets, et leurs champs
de controˆle dans l’enteˆte [34].
3.6.16 Attaque ”HELLO flood”
L’attaque ”Hello flood” est effectue´e par un attaquant disposant de grandes ressources,
qui envoie des messages ”HELLO” a` un grand nombre de capteurs, dans une large re´gion de
re´seau de capteurs sans fil WSN. Ainsi, les capteurs victimes croient que les adversaires sont
leurs voisins, et leurs envoient des messages qui devraient aboutir a` la station de base.
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Pour se de´fendre contre cette attaque, il est possible d’utiliser le me´canisme d’authentifi-
cation par un capteur tier [1].
3.6.17 Algorithmic complexity
Le succe`s de l’attaque ”algorithmic complexity” de´pend de plusieurs e´le´ments. Un service
attaque´ doit utiliser un algorithme et une structure de donne´es telle qu’une table de hachage.
Les entre´es de l’algorithme doivent eˆtre controˆle´es par l’attaquant, afin de compromettre leurs
valeurs, ensuite ces donne´es sont envoye´es a` un capteur victime, qui de´pensera beaucoup de
temps et de ressources pour traiter ces donne´es rec¸ues.
Pour se de´fendre contre cette attaque, il est utile de limiter la taille des structures de
donne´es [35].
3.7 Conclusion
Plusieurs types d’attaque existent et pour chacune d’elles, une strate´gie de de´fense est
de´finie (voir tableau 3.1).
L’autocorrection dans un re´seau de capteur sans fil WSN, rend le travail de l’attaquant
plus difficile. Selon une e´tude de ”NIST’s ICAT vulnerability search engine”, il existe depuis
2002, plus de 335 codes sur le web utilisables a` distance, pour exploiter les vulne´rabilite´s des
re´seaux de capteurs WSN.
Dans le chapitre suivant, nous de´crivons l’attaque d’analyse de trafic, et certaines de´fenses
contre cette attaque.
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CHAPITRE 4
ATTAQUE D’ANALYSE DE TRAFIC ET DEFENSES
4.1 Introduction
L’attaque d’analyse de trafic est une attaque passive, qui reconnaˆıt le patron (pattern)
du trafic du re´seau de capteurs sans fil WSN, en analysant les mouvements des paquets dans
le re´seau. Ensuite, cette attaque de´duit la localisation des capteurs strate´giques, et effectue
une attaque de de´ni de service.
La de´fense contre l’attaque d’analyse de trafic re´side dans la pre´vention contre cette de´-
couverte de localisation. Les traditionnelles me´thodes d’encryptage des donne´es ne sont pas
efficaces contre l’attaque d’analyse de trafic, car ces me´thodes permettent seulement de cacher
le contenu des donne´es, et non la localisation de la station de base.
Plusieurs techniques sont de´veloppe´es pour contrer ce type d’attaque [36], par exemple :
– « Random Routing Scheme » (RRS) pour diversifier les routes des messages.
– « Dummy Packet Injection Scheme » (DPIS) pour confondre l’attaquant par injection
de faux paquets.
– « Anonymous Communication Scheme » (ACS) qui cache l’identite´ des capteurs par-
ticipant a` une communication.
Un re´seau de capteurs sans fil WSN est un re´seau de distribution de capteurs autonomes,
capables de de´tecter et re´agir a` des e´ve´nements divers dans leurs environnements. Des me-
naces contre les re´seaux de capteurs WSN, comme l’attaque d’analyse de trafic, devient un
e´le´ment important a` prendre en compte pour le bon fonctionnement d’un re´seau de capteurs
sans fil WSN. L’attaquant peut de´duire les stations de base du re´seau en observant les vo-
lumes de trafic et leurs formes (patterns). Ainsi, il peut effectuer une attaque de de´ni de
service contre les capteurs strate´giques du re´seau, cre´ant une paralysie dans le re´seau. La
manie`re optimale de de´fense de la station de base contre l’attaque d’analyse de trafic est la
modification de l’allure ge´ne´rale du trafic dans le re´seau, en cre´ant de nouvelles re´gions ayant
un trafic volumineux.
La figure 4.1 montre le trafic au niveau de chaque capteur en utilisant le sche´ma SP « short
path scheme», qui de´termine le chemin le plus court pour l’envoi des donne´es a` partir d’un
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capteur vers la station de base. Les capteurs, voisins de la station de base, renvoient plus de
trafic que les autres capteurs. En visualisant ce trafic, un attaquant peut de´duire la re´gion
de la station de base. Par exemple :
– Si le contenu du message est un « texte simple» qui ne contient que des donne´es,
l’adversaire peut de´terminer les paquets qui sont envoye´s vers la station de base. Ce
qui permet a` l’attaquant de suivre la direction de ces paquets pour trouver la station
de base.
– S’il existe une corre´lation temporelle entre la re´ception d’un paquet par un capteur, et
son renvoi, l’attaquant peut identifier ce paquet et le suivre saut par saut, jusqu’a` la
station de base.
– Comme la communication est e´leve´e au voisinage de la station de base, un adversaire
peut localiser cette dernie`re en suivant les re´gions de trafic e´leve´.
Figure 4.1 Un graphe 3D du trafic des donne´es dans un re´seau de capteurs sans fil WSN [5].
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4.2 Description de l’attaque d’analyse de trafic
En ge´ne´ral, un adversaire peut effectuer cette attaque de trois manie`res :
– L’attaque par observation de taux « Rate Monitoring Attack » [5] [37] est base´e sur
le fait que les capteurs voisins de la station de base, envoient plus de messages que les
capteurs e´loigne´s de la station de base. Ainsi, un adversaire comptabilise le taux d’envoi
des paquets, afin de connaˆıtre les capteurs qui envoient le plus de paquets.
– L’attaque par corre´lation temporelle « Time Correlation Attack » (appele´e aussi l’at-
taque de trac¸age des paquets « packet tracing attack ») ou` l’attaquant calcule le temps
d’envoi des paquets corre´le´s au travers des capteurs voisins, et essaye de tracer l’e´mis-
sion des paquets jusqu’a` la station de base, ainsi l’attaquant suit un paquet a` chaque
saut jusqu’a` la station de base.
– L’attaque d’analyse des identifiants (ID), ou` un adversaire tente de de´tecter les relations
entre les communications des capteurs, et ensuite en de´duire le patron (pattern) du trafic
en ve´rifiant les identite´s des paquets.
4.3 De´fense contre l’attaque d’analyse de trafic
Il y a plusieurs approches de de´fense contre l’attaque d’analyse de trafic, mais ces me´thodes
ne permettent pas une de´fense optimale, car elles consomment beaucoup d’e´nergie. Dans ce
sens, Deng et al. [5] se concentrent sur les techniques de dissimulation de la localisation de la
station de base contre l’attaque du taux de trafic. A` cette fin, ils utilisent trois techniques :
– Les routes multi-saut des paquets en transmission, sont choisies avec un certain degre´
d’ale´atoire.
– Certaines routes munies de faux paquets sont ajoute´es dans le re´seau.
– Plusieurs re´gions ayant un important faux trafic sont cre´e´es dans le re´seau.
Cependant, ces techniques demeurent inefficaces contre l’attaque de corre´lation temporelle.
Jing Deng et al. [38] e´valuent des contres mesures pour cacher la localisation de la station de
base contre l’attaque d’analyse de trafic tels :
– Le re´-encryptage des paquets a` chaque saut pour changer leur apparence.
– La de´signation d’un taux d’envoi de paquets uniforme.
– La suppression de la corre´lation entre le temps de re´ception des paquets, et le temps
de renvoi.
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Jing Deng et al. [38] cre´ent de multiples re´gions appele´es « hot spots », dont ils de´montrent
l’efficacite´ analytiquement et par simulation en utilisant trois crite`res de mesure d’e´valuation :
– L’entropie totale du re´seau.
– L’e´nergie totale consomme´e du re´seau.
– Le comportement de l’attaquant face aux contres mesures.
Par ailleurs, Ying et al. [37] proposent une de´fense contre l’attaque de corre´lation temporelle
appele´e aussi attaque de trac¸age de paquets, en cre´ant un trafic de donne´es uniforme´ment
distribue´ dans tout le re´seau de capteurs sans fil WSN.
Afin de prote´ger la station de base, Xi Luo et al. [39] pre´sentent une technique contre
les trois types d’attaque d’analyse de trafic. Pour contrer l’attaque de surveillance du taux,
ils choisissent ale´atoirement un des capteurs voisins pour renvoyer les messages qui sont
plus proches du capteur re´cepteur, afin de diminuer le temps de latence de transmission.
Ils introduisent des faux paquets «dummy packet» qui sont ajoute´s au trafic pour cre´er
de la diversion, et enfin, ils utilisent des me´canismes d’anonymat pour cacher l’identite´ des
capteurs qui participent a` la transmission des paquets. Ils utilisent un re´seau d’une centaine
de capteurs, et conside`rent un attaquant de type «localization evesdropper» qui de´tecte les
transmissions par triangulation, et re´side aupre`s d’une re´gion afin de compter les paquets en
transition. Ils proposent les deux techniques suivantes :
1. La technique RRS «Random Routing Scheme» qui permet aux capteurs d’envoyer des
paquets dans des directions diffe´rentes. Afin de calculer la probabilite´ d’envoi d’un
paquet vers un capteur, ils divisent les voisins d’un capteur en deux groupes de´pen-
damment du nombre n de sauts de la station de base :
– Le groupe des voisins a` moins de n.
– Le groupe des voisins a` plus de n.
2. La technique «Dummy packet injection Scheme» (DPIS) [39] pour de´fendre une station
de base contre l’attaque de surveillance par taux de paquets «Packet Rate Monitoring
Attack», couple´e a` l’attaque de trac¸age de paquets «Packet Tracing Attack». Avec la
technique DPIS, les faux paquets sont injecte´s avec une certaine probabilite´ propor-
tionnelle a` l’e´nergie re´siduelle des capteurs.
Jian et al. [37] proposent une technique «Location Privacy Routing Protocol» (LPR) qui
de´fend la station de base seulement contre l’attaque de trac¸age de paquets. Ils combinent
la diversification des routes avec l’injection de faux paquets, en utilisant un parame`tre de
probabilite´ de ge´ne´ration de faux paquets par un capteur re´acheminant un vrai paquet.
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4.4 Conclusion
Au cours de ce chapitre, nous avons de´crit l’attaque d’analyse de trafic et les de´fenses
possibles contre cette attaque, mettant en place de nouvelles routes et ge´ne´rant du faux
trafic.
Dans le chapitre suivant, nous pre´sentons le simulateur J-Sim pour mettre en place les
caracte´ristiques du re´seau de capteurs de notre nouvelle technique de de´fense contre l’attaque
d’analyse de trafic, en utilisant une fausse station de base mobile .
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CHAPITRE 5
LA SIMULATION AVEC L’OUTIL J-SIM
5.1 Introduction
Dans ce me´moire, nous utilisons une nouvelle technique de de´fense d’un re´seau de capteurs
WSN contre l’attaque d’analyse de trafic, par l’introduction d’une fausse station de base
mobile dans le re´seau WSN. Nous testons cette nouvelle technique a` l’aide de l’outil J-Sim.
Cet outil a l’avantage de permettre une simulation des re´seaux WSN munis d’un grand
nombre de capteurs sans fil, et cela sans de´passement de me´moire.
Au cours de ce chapitre, nous de´crivons la configuration du re´seau de capteurs WSN simule´
et son architecture.
5.2 La configuration du re´seau simule´
Notre e´tude propose une nouvelle approche de protection d’un re´seau de capteurs sans
fil WSN contre l’attaque de l’analyse de trafic. Nous traitons d’un re´seau e´tendu sur une
zone de 1500× 1500 unite´s. Nous avons utilise´ une centaine de capteurs interme´diaires, deux
capteurs e´metteurs ”Target”, et une station de base.
La premie`re e´tape de notre technique propose´e, est la de´finition des positions des cent
capteurs interme´diaires dans la topologie du re´seau, les positions de la station de base, et les
deux ”Target”. La deuxie`me e´tape consiste a` comptabiliser le trafic dans le re´seau simule´.
Dans notre e´tude, le re´seau de capteurs WSN a une densite´ de 100 capteurs (pouvant eˆtre
mobiles), qui communiquent entre eux avec la fre´quence libre de 916 MHZ. Le re´seau de
capteurs WSN envoie les donne´es des capteurs vers la station de base qui dispose de grandes
ressources e´nerge´tique et de calcul.
En ge´ne´ral, les capteurs de re´seaux WSN sont de´ploye´s d’une manie`re ad-hoc, mais notre
e´tude de´ploie ces capteurs uniforme´ment sur une grille de 1500× 1500 unite´s, afin de mieux
maˆıtriser les communications entre eux. La matrice des positions des capteurs est de´finie
dans le tableau 5.1. La station de base est nume´rote´e ”0”, les capteurs interme´diaires sont
nume´rote´s de 1 a` 100, et les deux capteurs ”Target” sont nume´rote´s ”101” et ”102”. Ainsi, la
33
matrice du tableau 5.1 montre les positions des 103 capteurs nume´rote´s de 0 a` 102. Donc
selon le tableau 5.1, le capteur 2 est positionne´ dans la zone X [400, 500] et Y [500, 600].
Tableau 5.1 Les positions des capteurs dans le re´seau e´tudie´ WSN
100-200 200-300 300-400 400-500 500-600 600-700 700-800 800-900 900-1000 1000-1100
100-200 82 et 101 54 53 52 51 50 81 80 79 78
200-300 83 55 29 28 27 26 49 48 47 77
300-400 84 56 30 11 10 9 25 24 46 76
400-500 85 57 31 12 2 1 8 22 et 23 45 75
500-600 86 58 32 13 3 0 7 21 44 74
600-700 87 59 33 14 4 5 6 20 43 73
700-800 88 60 34 15 16 17 18 19 42 72
800-900 89 61 35 36 37 38 39 40 41 71
900-1000 90 62 63 64 65 66 67 68 69 70
1000-1100 91 92 93 94 95 96 97 98 99 100 et 102
Lors de notre e´tude, chacun des deux capteurs ”Target” envoie des donne´es aux capteurs,
ensuite ces capteurs envoient ces messages a` la station de base ou` les donne´es sont encapsule´es,
en utilisant les communications multi-saut.
Le protocole utilise´ dans les capteurs est AODV. Celui-ci met a` jour les tables de routage
au niveau de chaque capteur. Cette mise a` jour induit du trafic AODV dans le re´seau de
capteurs WSN. Aussi, chaque capteur est capable d’injecter des paquets TCP dans le re´seau
WSN en de´finissant le capteur destinataire de ces paquets.
Apre`s l’installation des diffe´rents capteurs du re´seau WSN simule´, une simulation de 100
secondes est de´marre´e, et l’affichage des donne´es est rafraichit chaque seconde. Le trafic est
ge´ne´re´ initialement par des ”Targets” qui envoient des stimuli fixes chaque demi-seconde.
Ensuite, les sources TCP des capteurs interme´diaires ge´ne`rent des messages TCP chaque
demi-seconde, et ayant pour destination finale la station de base nume´rote´e ”0”.
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5.3 L’architecture du re´seau simule´
Le simulateur J-Sim est compose´ de deux canaux de communications ( voir la figure 5.1) :
le canal sans fil ”Wireless Channel”, et le canal de capture ”Sensor Channel”.
Le re´seau d’e´valuation est aussi compose´ de trois types de capteurs : (i) capteur ”Target”,
(ii) capteur ”station de base”, et (iii) capteur ”interme´diaire”. Les capteurs ”interme´diaires”
et ”la station de base” communiquent via le canal sans fil, alors que les capteurs ”Target” et
les capteurs ”interme´diaires” communiquent entre eux via le canal de capture.
Figure 5.1 Les communications entre les capteurs du re´seau WSN via le canal de capture
”Sensor channel” et le canal sans fil ”Wireless channel” [6].
5.3.1 Les communications entre les capteurs du re´seau WSN
La figure 5.1 montre que les deux capteurs ”Targets” envoient leurs stimuli au canal de
capture, et que les capteurs interme´diaires ”sensor nodes” lisent leurs informations du canal
de capture ”Sensor Channel”, puis les renvoient au canal sans fil ”Wireless Channel”. Le
capteur ”station de base” lit et e´crit des informations au niveau du canal sans fil ”Wireless
Channel”.
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5.3.2 Les couches du capteur station de base
La figure 5.2 montre les couches du capteur ”station de base” communiquant entre elles,
afin de collecter les informations du canal sans fil ”Wireless channel”.
Les informations circulent dans les deux sens entre les diffe´rentes couches (voir la figure
5.2) dans l’ordre suivant :
1. La couche physique recevant les informations du canal sans fil, ou de la couche MAC ;
2. La couche MAC situe´e entre la couche physique et la couche re´seau, et qui e´change les
informations entre les deux couches ;
3. La couche re´seau situe´e entre la couche MAC et la couche transport, et qui e´change les
informations entre les deux couches ;
4. Puis, la couche transport situe´e entre la couche re´seau et la couche application, et qui
e´change les informations entre les deux couches ;
5. Et finalement, la couche application, qui e´change les informations avec la couche trans-
port.
Figure 5.2 Les couches d’un capteur ”station de base” communiquant avec le canal sans fil
”Wireless Channel” [6].
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5.3.3 Les couches du capteur ”Target”
La figure 5.3 montre les couches du capteur ”Target” qui communiquent entre elles, afin
d’envoyer les informations au canal de capture ”Sensor channel”.
Figure 5.3 Les couches du capteur ”Target” communiquant avec le canal de capture ”Sensor
Channel” [6].
5.3.4 Les couches du capteur interme´diaire
La figure 5.4 montre les couches du capteur interme´diaire, qui lit les stimuli des ”Targets”
via le canal de capture. Ce capteur rec¸oit et envoie des donne´es, via le canal sans fil vers la
station de base, et aux autres capteurs interme´diaires. Ces derniers consomment l’e´nergie de
leurs batteries, pour traiter des donne´es via ”CPU Model”, ou les capturer via ”radio Model”.
Les diffe´rentes couches du capteurs interme´diaires sont (voir la figure 5.4) :
– La couche physique de capture ”Sensor Physical layer”, lisant les donne´es du canal de
capture. Ces donne´es sont ensuite envoye´es a` la couche de l’agent de capture ”Target
Agent layer”;
– La couche de l’agent de capture ”Target Agent Layer”, qui envoie les donne´es rec¸ues a`
la couche d’application ;
– La couche application, qui communique directement avec la couche transport ;
– La couche transport, qui envoie et rec¸oit des donne´es de la couche re´seau ;
– La couche re´seau communiquant avec la couche MAC ;
– Et enfin, la couche physique, qui renvoie les donne´es vers le canal sans fil.
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Figure 5.4 Les couches du capteur ”interme´diaire” lisant les stimuli du canal de capture, et
communiquant avec les autres capteurs via le canal sans fil [6].
5.3.5 L’architecture du capteur ”Target”
Le capteur ”Target” (figure 5.5) ge´ne`re toutes les demi-secondes des stimuli, qui sont
propage´s dans le canal de captage ”Sensor Channel”. Ces stimuli sont ensuite capture´s par
les capteurs voisins.
La figure 5.5 montre la composition du capteur ”Target”, qui est constitue´ des sous-
composants suivants :
– L’agent de capture ”Target Agent”,
– La couche physique ”Sensor Phy”,
– Et le mode`le de mobilite´ ”Sensor Mobility Model”.
L’agent de capture ”Target Agent” ge´ne`re des stimuli, et les envoie a` la couche physique
”Sensor Phy”, qui a` son tour les envoie au canal de capture ”Sensor Channel”. Le mode`le de
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mobilite´ ”Sensor Mobility Model” est responsable du positionnement de son capteur dans la
topologie du re´seau.
Figure 5.5 L’architecture du capteur ”Target” de J-Sim [6].
5.3.6 L’architecture du capteur station de base
La station de base (voir la figure 5.6) rec¸oit des informations propage´es dans le canal
sans fil ”Wireless Channel”. Ces informations sont envoye´es et re´percute´es par des capteurs
interme´diaires voisins. La figure 5.6 montre les sous-composants de la station de base :
– L’agent de mobilite´ ”Mobility Model”, qui est responsable de la localisation et du de´-
placement de la station de base.
– La couche physique ”Wireless Phy”, qui permet d’envoyer et recevoir des messages du
canal sans fil ”Wireless Channel”.
– Le composant de routage ”Ad Hoc routing”, qui imple´mente le routage AODV de notre
e´tude.
– Le sous composant de propagation sans fil ”Wireless Propagation Model”, contenant les
informations ne´cessaires pour propager les informations d’un capteur a` un autre.
– Le sous composant ”TCP Sink”, qui est ajoute´ a` la station de base afin de recevoir les
messages TCP envoye´s par les capteurs interme´diaires.
– Le sous composant MAC, qui utilise le standard ”MAC 802.11”.
– La couche IP ”PktDispacher”, qui renvoie les paquets rec¸us vers les autres couches du
capteur.
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– Le sous-composant de propagation sans fil ”Wireless Propagation Model”, qui imple´-
mente le mode`le de propagation.
– Le sous-composant ”RT”, qui ge`re la table de routage.
Figure 5.6 L’architecture du capteur ”station de base” de J-Sim [6].
5.3.7 L’architecture du capteur interme´diaire
Le capteur interme´diaire (voir la figure 5.7) rec¸oit des stimuli, qui se propagent dans le
canal sans fil ”wireless Channel”, et d’autres stimuli, qui s’injectent dans le canal sans fil
”Wireless Channel” par des capteurs voisins.
Le capteur interme´diaire rec¸oit aussi les informations, envoye´es par les capteurs ”Targets”
voisins, et propage´es dans le canal de capture ”Sensor Channel”. Toutes ces informations sont
ensuite envoye´es a` la station de base, et aux capteurs interme´diaires voisins.
La figure 5.7 montre les sous composants suivants d’un capteur interme´diaire :
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– Le composant physique ”Wireless Phy”, qui est responsable de l’e´criture et de la lecture
a` partir du canal sans fil ”Wireless Channel”.
– Le composant de routage ad-hoc ”Ad hoc Routing” contenant les informations du rou-
tage AODV.
– Le mode`le de mobilite´ ”Sensor Mobility Model” responsable de la localisation, et du
de´placement d’un capteur interme´diaire.
– L’e´vier des paquets TCP ”TCP Sink” ajoute´ au capteur interme´diaire (qui devient une
fausse station de base), afin de recevoir les messages TCP envoye´s par d’autres capteurs
interme´diaires.
– La source TCP ”TCP Source” additionne´e au capteur interme´diaire, pour lui permettre
d’eˆtre une source de messages TCP.
Figure 5.7 L’architecture du capteur interme´diaire de J-Sim [6].
5.4 Conclusion
Au cours de ce chapitre, nous avons de´taille´ l’architecture des diffe´rents intervenants du
simulateur : capteurs, ”Targets”, station de base. La description des architectures permet de
de´tailler le roˆle des intervenants.
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Pour tester la de´fense contre l’attaque d’analyse de trafic, nous utiliserons une technique
novice par l’introduction d’une fausse station de base mobile . Cette nouvelle technique est
de´taille´e dans le chapitre suivant.
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CHAPITRE 6
PROPOSITION D’UNE TECHNIQUE DE PROTECTION CONTRE
L’ATTAQUE D’ANALYSE DE TRAFIC DANS UN RE´SEAU DE CAPTEURS
WSN
6.1 Introduction
Suite a` la configuration et l’installation des diffe´rents capteurs du re´seau WSN, a` simuler
pour une dure´e de 100 secondes, le trafic du re´seau de capteurs sans fil WSN fonctionne
correctement, et les messages TCP transitent normalement, entre les diffe´rents capteurs in-
terme´diaires et la station de base. De meˆme, les trafics des paquets AODV et des stimuli des
”Targets” sont bien achemine´s entre les diffe´rents composants du re´seau WSN de notre simu-
lation. Des figures seront trace´es pour donner un aperc¸u de la fluidite´ des communications
du re´seau de capteurs WSN et pour valider notre technique.
6.2 Le cheminement de la technique de protection
Notre nouvelle technique de protection contre l’attaque de l’analyse de trafic, se base
successivement sur les e´le´ments ci-dessous :
1. La simulation d’un re´seau WSN constitue´ de n = 100 capteurs, m = 1 station de base
et t = 2 ”Targets”.
2. Les ”Targets” ge´ne`rent des stimuli a` destination de la station de base.
3. Un trafic TCP est ge´ne´re´ par l’ensemble des n capteurs a` destination des stations de
base.
4. Un trafic AODV est ge´ne´re´ par le re´seau simule´, afin de trouver les routes des capteurs
vers la station de base.
5. Les patrons (patterns) des trafics sont ve´rifie´es, pour valider le bon cheminement des
donne´es dans le re´seau WSN.
6. Ensuite, un parame`tre h nombre de sauts de la station de base est choisi. Une pe´riode
T est choisie afin de de´placer la fausse station de base chaque T secondes.
7. s capteurs ge´ne´rant du faux trafic TCP sont e´lus, et une fausse station de base est e´lue
pour recevoir ce faux trafic. Les s capteurs collaborateurs et la fausse station de base,
sont a` au moins h sauts de la vraie station de base.
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8. Suite a` la ge´ne´ration de faux trafic, les patrons (patterns) des trafics dans le re´seau
WSN simule´ sont ve´rifie´s, afin de conclure que la re´gion de la fausse station de base a
le volume le plus important du re´seau.
9. Cette re´gion de la fausse station de base est mobile, car la fausse station de base se
de´place chaque T secondes.
Notre nouvelle technique est imple´mente´e via un script TCL qui s’exe´cute selon les e´tapes
de´crites dans la figure 6.1.
Figure 6.1 Description des e´tapes du script TCL de la nouvelle technique de protection contre
l’attaque d’analyse de trafic
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6.3 La pre´sentation des trafics dans le re´seau simule´
Lors de cette section, nous analysons les trafics des stimuli, des paquets TCP et AODV
au niveau de la station de base, et des capteurs du re´seau WSN simule´.
6.3.1 Le trafic des stimuli dans le re´seau simule´
La figure 6.2 a pour coordonne´es (en x-abscisse) le temps de simulation, et (en y-ordonne´e)
la quantite´ en bits des stimuli des deux ”Targets” rec¸us par la station de base. Cette figure
montre que les stimuli des ”Targets” sont bien rec¸us par la station de base, ce qui signifie que
le re´seau fonctionne correctement.
Figure 6.2 La quantite´ des stimuli des ”Targets” rec¸us par la vraie station de base en fonction
du temps
6.3.2 Les paquets AODV au niveau de la station de base dans le re´seau simule´
La figure 6.3 a pour coordonne´es (en x-abscisse) le temps de simulation, et (en y-ordonne´e)
la quantite´ en bits de paquets AODV rec¸us par la station de base. Ces paquets AODV
permettent de de´finir le routage de chemins dans le re´seau WSN.
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Figure 6.3 La quantite´ des messages AODV rec¸us par la vraie station de base en fonction du
temps de la simulation.
6.3.3 Les paquets TCP au niveau de la station de base dans le re´seau simule´
La figure 6.4 a pour coordonne´es (en x-abscisse) le temps de simulation, et (en y-ordonne´e)
la quantite´ en bits des paquets TCP rec¸us par la station de base. Cette figure repre´sente la
quantite´ en bits des messages TCP envoye´s par les capteurs du re´seau, et rec¸us par la station
de base. Nous constatons que l’envoi des paquets TCP fonctionne correctement dans le re´seau.
Il est utile de noter que chaque paquet contient 512 octets, alors que chaque stimulus contient
32 octets.
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Figure 6.4 La quantite´ des paquets TCP rec¸us par la vraie station de base en fonction du
temps de simulation.
6.3.4 Les paquets AODV au niveau des capteurs du re´seau simule´
La figure 6.5 a pour coordonne´es (en x-abscisse) les positions X des capteurs, (en y-
ordonne´e) les positions Y des capteurs du re´seau simule´, et (en z-abscisse) la taille en bits
des paquets AODV. Cette figure repre´sente la quantite´ en bits de la somme des messages
AODV rec¸us par les capteurs a` l’instant t = 100s correspondant a` la fin de la simulation.
Elle montre aussi, que les messages AODV de routage circulent correctement dans le re´seau
de capteurs sans fil WSN, et montre aussi que le nombre de bits rec¸us par la re´gion de la
station de base est plus e´leve´ que les autres re´gions du re´seau de capteurs sans fil WSN.
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Figure 6.5 La quantite´ en bits des messages AODV rec¸us par les capteurs a` t = 100s.
6.3.5 Les paquets TCP au niveau des capteurs du re´seau simule´
La figure 6.6 pre´sente la taille des messages TCP en transmission dans le re´seau simule´
a` l’instant t = 100s. Cette figure reprend les principes de´crits dans la section 6.3.4, mais
en utilisant les paquets TCP au lieu des paquets AODV. Elle montre bien que les messages
TCP parviennent a` leur destination c.a`.d. a` la station de base et met en e´vidence le patron
(pattern) d’envoi des messages TCP dans le re´seau simule´ des capteurs sans fil WSN. Il est
utile de noter que nous avons utilise´ des paquets TCP ayant 512 octets chacun, au lieu des
stimuli de taille individuelle de 32 octets. Ce choix permet d’avoir un trafic beaucoup plus
volumineux en TCP qu’en stimuli.
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Figure 6.6 La quantite´ en bits des messages TCP rec¸us par les capteurs a` t = 100s
6.4 Interpre´tation des trafics du re´seau simule´
La simulation initiale du re´seau de capteurs WSN montre que la station de base et sa
re´gion, rec¸oivent plus de communication que les capteurs interme´diaires e´loigne´s de la station
de base. Ceci peut s’expliquer par le fait que tous les capteurs du re´seau envoient des messages
a` la station de base, et que ces messages passent obligatoirement par la re´gion de la station de
base. Certains capteurs interme´diaires, ayant un trafic le´ger, peuvent eˆtre utiles pour d’autres
fins comme l’envoi d’autres messages a` des destinations autres que la station de base.
Une attaque d’analyse de trafic visualise la quantite´ de paquets en transition sur le re´seau,
et peut de´duire la re´gion de la station de base. Ainsi (en se re´fe´rant aux figures 6.5 et 6.6), la
station de base nume´rote´e 0 et ses capteurs interme´diaires voisins (nume´rote´s de 1 a` 8) ont
plus de trafic que les autres capteurs nume´rote´s de 9 a` 100.
49
En effet, les figures 6.5 et 6.6 donnent un aperc¸u de l’allure du trafic au niveau de chaque
capteur. L’attaquant analyse les courbes des capteurs de son voisinage, et localise la station
de base et ses capteurs voisins. Ainsi, l’attaquant peut s’approcher des capteurs ayant un
trafic dense, afin de de´tecter la position de la station de base, et e´ventuellement la de´truire.
Pour prote´ger la vraie station de base contre l’attaque d’analyse de trafic, le patron du
trafic doit eˆtre modifie´, afin de cacher le positionnement de la station de base. Comme la
re´gion de la station de base connait de´ja` un trafic important, toute technique de protection
doit utiliser au minimum un trafic strictement plus e´leve´ que celui de la station de base et
de ses capteurs interme´diaires voisins. Certains capteurs ont un trafic le´ger, et sont au moins
a` 3 sauts de la station de base. Il est donc utile d’utiliser un parame`tre h pour de´terminer
le nombre de saut minimum pour le choix des capteurs collaborateurs de la technique de la
protection de l’attaque d’analyse de trafic. Le parame`tre h permet de diversifier le trafic et
de l’e´tendre dans le re´seau WSN.
Notre approche de protection de la station de base, propose donc de cre´er un nouveau faux
trafic dans le re´seau de capteurs WSN, en prenant en compte le parame`tre s corrrespondant
au nombre de capteurs interme´diaires collaborateurs, ayant un trafic le´ger, et se positionnant
au moins a` h sauts de la vraie station de base (h est un parame`tre du re´seau de capteurs
sans fil WSN). Ce nouveau trafic a comme destination une fausse station de base, choisie
ale´atoirement parmi les capteurs interme´diaires a` h sauts de la vraie station de base. Elle
rec¸oit du faux trafic TCP, a` partir des s capteurs interme´diaires. La fausse station de base,
ainsi que les s capteurs interme´diaires sont choisis ale´atoirement. La fausse station de base
est mobile, et se de´place ale´atoirement dans le re´seau WSN, avec une pe´riodicite´ choisie de
T = 33s. Cette fausse station de base pourrait aussi bien se de´placer autour de la vraie
station de base, avec un rayon de h sauts et avec une pe´riodicite´ choisie de T = 33s.
La fausse station de base se de´place pe´riodiquement dans le re´seau de capteurs sans fil,
et a` chaque de´placement, elle cre´e une re´gion de trafic volumineux autour d’elle, plus e´leve´
que le trafic autour de la vraie station de base, car chaque paquet du faux trafic ge´ne´re´ a` la
source est re´pute´ strictement plus e´leve´ que chaque paquet du vrai trafic. Ainsi, l’attaquant
ne peut distinguer une re´gion volumineuse en faux trafic, d’une re´gion volumineuse en vrai
trafic. Ceci rend la taˆche de localisation de la vraie station de base, par l’attaquant, tre`s
difficile. La quantite´ du vrai trafic de la station de base est suppose´e connue d’avance.
A notre connaissance, aucune de´fense n’existe encore contre l’attaque d’analyse de trafic,
utilisant une fausse station de base mobile, et recevant des faux paquets. Cependant, Deng
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et al. [5] ont utilise´ une technique de ge´ne´ration de faux paquets, envoye´s aux capteurs voisins
et non a` une fausse station de base. Elle permet de cre´er des re´gions avec un trafic volumineux
plus e´leve´ que le trafic de la re´gion de la station de base.
Cependant, notre nouvelle technique de de´fense utilise une fausse station de base mobile,
cette technique n’a pas e´te´ aborde´e a` date dans la litte´rature. Une comparaison entre la
de´fense avec une fausse station de base statique vs une fausse station de base mobile, est
de´crite dans le chapitre 7. Elle de´montre l’efficacite´ de la de´fense avec une fausse station de
base mobile. Avec la mobilite´ de la fausse station de base, l’attaquant ne pourra pas identifier
la vraie station de base.
L’hypothe`se de cette e´tude stipule qu’il est possible de cre´er des re´gions avec un faux trafic
plus volumineux que celui de la re´gion munie du vrai trafic. Ainsi l’attaquant d’analyse de
trafic est induit en erreur, et ne peut pas identifier la vraie station de base, et conside`re que
la fausse station de base est la station de base recherche´e.
Il est utile de noter, que dans notre e´tude, nous avons utilise´ trois types de donne´es : les
paquets AODV, les paquets TCP, et les stimuli. Les paquets AODV sont impose´s par le
protocole de routage des donne´es dans notre re´seau. Nous avons choisi les paquets TCP pour
mettre en pratique notre approche, d’autres types de paquets auraient pu eˆtre utilise´s, et cela
sans incidence majeure sur nos re´sultats. Les stimuli des capteurs ”Targets” ont e´te´ utilise´s
simplement, pour ve´rifier que les informations circulent correctement entre les ”Targets” et
la vraie station de base, en passant par les capteurs interme´diaires.
6.5 Conclusion
Au cours de ce chapitre, nous avons e´labore´ et de´crit une nouvelle technique de de´fense
contre l’attaque d’analyse de trafic, utilisant l’envoi du faux trafic TCP a` une fausse station
de base mobile.
Dans le chapitre suivant, nous simulons cette technique pour confirmer que la solution
propose´e permet bien de cacher la re´gion de la vraie station de base.
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CHAPITRE 7
E´VALUATION ET ANALYSE DES RE´SULTATS DE LA DE´FENSE
Cette analyse vise a` e´valuer la validite´ de notre technique, mise en place pour la protec-
tion de la station de base. Notre e´tude imple´mente la technique de de´fense contre l’attaque
d’analyse de trafic, en utilisant le re´seau de capteurs WSN de´crit dans le chapitre 6, a` l’aide
de l’outil J-Sim [6].
Lors de cette e´tude, un mode`le de protection est imple´mente´, en choisissant d’introduire
une fausse station de base mobile, et des capteurs collaborateurs qui envoient des fausses
donne´es a` cette fausse station de base. La fausse station de base se de´place ale´atoirement
avec une pe´riodicite´ pre´de´finie de 33 secondes, c.a`.d. a` l’instant t = 33s, t = 66s, et t = 99s.
Pour chaque de´placement, les coordonne´es X et Y de la fausse station de base sont choisies
ale´atoirement entre 0 et 1500 unite´s. Ces coordonne´es pourraient eˆtre choisies parmi les
positions des capteurs qui se trouvent dans un rayon de h sauts de la vraie station de base.
Avec cette technique, un nouveau faux trafic est cre´e´ dans le re´seau de capteurs WSN, et ce
faux trafic est plus e´leve´ que le vrai trafic, car un faux paquet TCP est de 1024 octets c.a`.d.
deux fois plus grand qu’un vrai paquet TCP (512 octets). La cre´ation de ce nouveau faux
trafic perturbe la recherche de la vraie station de base par l’attaquant d’analyse de trafic.
L’attaquant d’analyse de trafic cherche la re´gion ayant le volume de trafic le plus e´leve´ dans
le re´seau, et en de´duit que cette re´gion est la re´gion de la vraie station de base. Cependant,
graˆce a` notre technique, l’attaquant se de´place aupre`s des re´gions de la fausse station de base,
et s’e´loigne de la re´gion de la vraie station de base.
Dans le re´seau de capteurs WSN de´crit dans le chapitre 7, une valeur h est choisie comme
le nombre de sauts d’e´loignement de la vraie station de base, et une valeur s est choisie
comme le nombre de capteurs collaborateurs. Ensuite, une fausse station de base est choisie
ale´atoirement parmi les capteurs du re´seau, qui sont a` h sauts de la vraie station de base.
De meˆme, s capteurs collaborateurs sont choisis ale´atoirement parmi les capteurs du re´seau
WSN, a` h sauts de la vraie station de base.
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Notre technique pourrait traiter plusieurs cas en e´tudiant plusieurs valeurs de s et h. Parmi
les cas possibles :
– Les cas ou` h est grand et s est grand.
– Les cas ou` h est grand et s est moyen.
– Les cas ou` h est grand et s est petit.
– Les cas ou` h est moyen et s est grand.
– Les cas ou` h est moyen et s est moyen.
– Les cas ou` h est moyen et s est petit.
– Les cas ou` h est petit et s est grand.
– Les cas ou` h est petit et s est moyen.
– Les cas ou` h est petit et s est petit.
Dans notre e´tude, plusieurs cas sont e´tudie´s, en donnant plusieurs valeurs aux parame`tres
h et s (voir tableau 7.1) :
– Le premier cas est constitue´ a` partir des parame`tres s = 8 et h = 3,
– Le deuxie`me cas est constitue´ a` partir des parame`tres s = 8 et h = 4,
– Le troisie`me cas est constitue´ a` partir des parame`tres s = 12 et h = 3.
Tableau 7.1 Les donne´es des trois cas e´tudie´s dans notre me´moire
Parame`tres Liste des capteurs a` h
hops de la station de
base
Nume´ro de la fausse
station de base
Nume´ros des capteurs
collaborateurs
s h
8 3 26 a` 100 47 27, 46, 48, 76, 77, 78,
79, 80
8 4 50 a` 100 58 51, 53, 63, 73, 74, 98,
99, 100
12 3 26 a` 100 68 28, 31, 35, 53, 63, 84,
88, 89, 91, 93, 97, 100
L’analyse de ces trois cas permet d’e´valuer l’influence des parame`tres h et s sur l’efficacite´
de la technique de la protection contre l’attaque d’analyse de trafic. En effet, la diffe´rence
entre le premier cas et le deuxie`me cas re´side dans la modification du parame`tre h, alors que
la diffe´rence entre le premier cas et le troisie`me cas est la modification de la valeur s. Notre
objectif est de faire varier les valeurs de s et de h, afin de ve´rifier si la solution propose´e
de´pend de ces deux variables. Pour cela, nous analysons l’effet de la modification des deux
parame`tres h et s sur l’allure du faux trafic dans le re´seau WSN.
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Les figures 7.1 a` 7.17 de´crivent les trafics dans notre re´seau de capteurs WSN simule´. Les
coordonne´es X, Y , et Z de ces figures sont de´taille´es dans le tableau 7.2).
Tableau 7.2 La description des axes des figures des trafics dans le re´seau simule´.
Les figures L’axe X L’axe Y L’axe Z
La figure
7.1, 7.2, et
7.3
Le temps de simula-
tion.
La quantite´ en bits des
paquets rec¸us par la
vraie station de base,
et par la fausse station
de base.
Sans objet.
La figure
7.4, 7.5, et
7.6
Le temps de simula-
tion.
La quantite´ en bits de
stimuli rec¸us par la
vraie station de base,
et celle rec¸ue par la
fausse station de base.
Sans objet.
La figure
7.7, 7.8, et
7.9
Le temps de simula-
tion.
La quantite´ des pa-
quets AODV rec¸us par
chacune des deux sta-
tions de base.
Sans objet.
La figure
7.10, 7.11,
7.12, et
7.13
Les positions X des
capteurs du re´seau si-
mule´.
Les positions Y des
capteurs du re´seau si-
mule´.
La taille en bits des pa-
quets TCP rec¸us par
chaque capteur a` l’ins-
tant t = 100 secondes.
La figure
7.14, 7.15,
7.16, et
7.17
Les positions X des
capteurs du re´seau si-
mule´.
Les positions Y des
capteurs du re´seau si-
mule´.
La taille des paquets
AODV en bits rec¸us par
chaque capteur a` l’ins-
tant t = 100 secondes.
7.1 Les hypothe`ses des cas simule´s
Le trafic est ge´ne´re´ dans tout le re´seau en utilisant le simulateur J-Sim, pour une simulation
de 100 secondes, avec un pas de rafraichissement de 1 seconde.
Ci-dessous, la description des hypothe`ses des trois cas simule´s.
7.1.1 Cas 1 (h = 3, s = 8)
Une fausse station de base est introduite pour prote´ger le re´seau simule´ de l’attaque
d’analyse de trafic. La liste des capteurs qui sont au moins de h = 3 sauts de la vraie station
de base est constitue´e des capteurs nume´rote´s de 26 a` 100. La fausse station de base nume´rote´e
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47 est choisie parmi les capteurs 26 a` 100. Ensuite, s = 8 capteurs collaborateurs sont choisis
ale´atoirement parmi cette meˆme liste des capteurs nume´rote´s de 26 a` 100 (en ge´ne´rant un
nombre ale´atoire dans l’intervalle [26..100]). Ces capteurs collaborateurs sont de´finis dans la
liste suivante {27, 46, 48, 76, 77, 78, 79, 80}. Ils ont un module ”TCP source” qui permet de
ge´ne´rer de faux paquets TCP de taille 1024 bits a` destination de la fausse station de base.
Cette fausse station de base dispose d’un module ”TCP Sink” qui permet de recevoir les faux
messages TCP envoye´s par les capteurs collaborateurs.
Les figures 7.1, 7.4, 7.7, 7.10, et 7.14 montrent l’impact de l’introduction du faux trafic,
sur un re´seau de capteurs WSN.
En effet, les courbes 7.10 et 7.14, en pre´sence d’une fausse station de base, donnent un
aperc¸u du patron (pattern) du trafic a` chaque niveau de capteur. L’attaquant analyse ce trafic,
et il de´duit la position de la station de base et de ses capteurs voisins. Ainsi, l’attaquant peut
s’approcher de plus en plus des capteurs ayant un trafic volumineux (ce trafic pouvant eˆtre
un vrai ou un faux trafic), afin de de´tecter la position de la station de base et e´ventuellement
la de´truire.
7.1.2 Cas 2 (h = 4, s = 8)
Pour ve´rifier l’influence des parame`tres h et s, nous e´tudions diffe´rents cas, avec des
valeurs diffe´rentes de h et s. Les meˆmes e´le´ments que le cas 1 sont repris dans le cas 2 a`
quelques diffe´rences pre`s, a` savoir :
– La liste des capteurs qui sont au moins de h = 4 sauts de la vraie station de base est
constitue´e a` partir des capteurs nume´rote´s de 50 a` 100.
– La fausse station de base nume´rote´e 58 est alors choisie parmi les capteurs de 50 a` 100
– s = 8 capteurs collaborateurs choisis ale´atoirement, et de´finis dans la liste suivante :
{51, 53, 63, 73, 74, 98, 99, 100}
Les figures 7.2, 7.5, 7.8, 7.11, et 7.15 montrent le patron (pattern) des trafics autour de
la vraie station de base et la fausse station de base, et aussi autour des capteurs du re´seau
WSN.
7.1.3 Cas 3 (h = 3, s = 12)
Les meˆmes e´le´ments que le cas 1 sont repris dans le cas 3 a` quelques diffe´rences pre`s, a`
savoir :
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– Une fausse station de base nume´rote´e 68, est alors choisie parmi les capteurs nume´rote´
de 26 a` 100 (voir le tableau 7.1).
– s = 12 capteurs collaborateurs choisis ale´atoirement et de´finis dans la liste suivante
{28, 31, 35, 53, 63, 84, 88, 89, 91, 93,97, 100}
– Les figures 7.3, 7.6, 7.9, 7.12, et 7.16 montrent le patron (pattern) du trafic autour de la
vraie station de base, la fausse station de base, et autour des capteurs du re´seau WSN.
7.2 Le trafic TCP au niveau des stations de base
Le tableau 7.2 indique les coordonne´es utilise´es dans les figures 7.1, 7.2 et 7.3. Le tableau
7.3 en interpre`te les re´sultats. Ces figures repre´sentent la quantite´ en bits des paquets TCP
rec¸us par la vraie station de base nume´rote´e 0, et par la fausse station de base nume´rote´e
successivement 47, 58 et 68 selon les cas 1, 2 et 3 (voir le tableau 7.1). Elles montrent bien
que l’ensemble du vrai trafic TCP parvient a` sa destination c.a`.d. la vraie station de base,
alors que le faux trafic TCP transite vers la fausse station de base. Ces figures montrent aussi
que le faux trafic TCP est plus e´leve´ que le vrai trafic TCP (car un faux paquet TCP est
de 1024 octets c.a`.d. deux fois plus grand qu’un vrai paquet TCP), ce qui ne permet pas a`
l’attaquant de localiser la vraie station de base.
7.2.1 Cas 1 (h = 3, s = 8)
Figure 7.1 La quantite´ en bits des paquets TCP parvenus a` la vraie station de base et a` la
fausse station de base nume´rote´e par 47 en fonction du temps de la simulation et par pas de
5 secondes.
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7.2.2 Cas 2 (h = 4, s = 8)
Figure 7.2 La quantite´ des paquets TCP parvenus a` la vraie station de base et a` la fausse
station de base nume´rote´e 58 en fonction du temps de la simulation et par pas de 5 secondes.
7.2.3 Cas 3 (h = 3, s = 12)
Figure 7.3 La quantite´ des paquets TCP parvenus a` la vraie station de base et a` la fausse
station de base nume´rote´e 68 en fonction du temps de la simulation et par pas de 5 secondes.
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7.3 Le trafic des stimuli au niveau des stations de base
Le tableau 7.2 indique les coordonne´es utilise´es dans les figures 7.4, 7.5 et 7.6. Le tableau
7.3 en interpre`te les re´sultats. Ces figures repre´sentent la quantite´ de stimuli rec¸ue par la
vraie station de base, et celle rec¸ue par la fausse station de base nume´rote´e successivement
47, 58 et 68 selon les cas 1, 2 et 3. Elles montrent bien que la totalite´ des stimuli arrivent a`
la vraie station de base, et qu’aucun stimulus ne parvient a` la fausse station de base, ainsi
toute l’information des stimuli ne se perd pas dans le re´seau, et parvient effectivement a` la
bonne destination.
7.3.1 Cas 1 (h = 3, s = 8)
Figure 7.4 La quantite´ des stimuli parvenus a` la vraie station de base et a` la fausse station
de base nume´rote´e 47 en fonction du temps de la simulation.
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7.3.2 Cas 2 (h = 4, s = 8)
Figure 7.5 La quantite´ des stimuli parvenus a` la vraie station de base et a` la fausse station
de base nume´rote´e 58 en fonction du temps de la simulation.
7.3.3 Cas 3 (h = 3, s = 12)
Figure 7.6 La quantite´ des stimuli parvenus a` la vraie station de base et a` la fausse station
de base nume´rote´e 68 en fonction du temps de la simulation.
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7.4 Le trafic AODV au niveau de la vraie et la fausse station de base
Le tableau 7.2 indique les coordonne´es utilise´es dans les figures 7.7, 7.8, et 7.9. Le tableau
7.3 en interpre`te les re´sultats. Ces figures repre´sentent la quantite´ en bits des paquets AODV
rec¸us par la vraie station de base nume´rote´e 0, et par la fausse station de base nume´rote´e
successivement 47, 58 et 68 selon les cas 1, 2 et 3. Elles montrent bien que les paquets AODV
de routage fonctionnent correctement dans le re´seau WSN simule´, car les stations de base
recoivent bien les bons paquets AODV.
7.4.1 Cas 1 (h = 3, s = 8)
Figure 7.7 La quantite´ des paquets AODV parvenus a` la vraie station de base et a` la fausse
station de base nume´rote´e 47 en fonction du temps de la simulation.
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7.4.2 Cas 2 (h = 4, s = 8)
Figure 7.8 La quantite´ des paquets AODV parvenus a` la vraie station de base et a` la fausse
station de base nume´rote´e 58 en fonction du temps de la simulation.
7.4.3 Cas 3 (h = 3, s = 12)
Figure 7.9 La quantite´ des paquets AODV parvenus a` la vraie station de base et a` la fausse
station de base nume´rote´e 68 en fonction du temps de la simulation.
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7.5 Le trafic TCP au niveau des capteurs du re´seau simule´ WSN
Le tableau 7.2 indique les coordonne´es utilise´es dans les figures 7.10, 7.11, 7.12 et 7.13. Le
tableau 7.3 en interpre`te les re´sultats. Ces figures montrent bien le contraste entre le patron
(pattern) du trafic TCP dans le re´seau de capteurs sans fil WSN simule´, et les re´gions munies
de trafic volumineux surtout dans la re´gion de la fausse station de base.
7.5.1 Cas 1 (h = 3, s = 8)
Figure 7.10 Le patron (pattern) de la somme de tous les paquets TCP dans le re´seau simule´
de capteurs sans fil WSN a` l’instant t = 100s. Les re´gions a` t = 0s, t = 33s, et t = 66s
repre´sentent l’emplacement de la fausse station de base en fonction du temps.
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7.5.2 Cas 2 (h = 4, s = 8)
Figure 7.11 Le patron des paquets TCP dans le re´seau simule´ de capteurs sans fil WSN a`
l’instant t = 100s. Les re´gions a` t = 0s, t = 33s, et t = 66s repre´sentent l’emplacement de la
fausse station de base en fonction du temps.
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7.5.3 Cas 3 (h = 3, s = 12)
Figure 7.12 Le patron de la somme de tous les paquets TCP dans le re´seau simule´ de capteurs
sans fil WSN a` l’instant t = 100s. Les re´gions a` t = 0s, t = 33s, et t = 66s repre´sentent
l’emplacement de la fausse station de base en fonction du temps.
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7.5.4 Cas 1 muni d’une trajectoire circulaire de la fausse station de base (h = 3,
s = 8)
Figure 7.13 Le patron (pattern) de la somme de tous les paquets TCP dans le re´seau simule´
de capteurs sans fil WSN a` l’instant t = 100s. Les re´gions a` t = 0s, t = 33s, et t = 66s
repre´sentent l’emplacement de la fausse station de base en fonction du temps. La fausse
station de base se deplace sur une trajectoire circulaire de rayon de h = 3 sauts.
7.6 Le trafic AODV au niveau des capteurs du re´seau simule´ WSN
Le tableau 7.2 indique les coordonne´es utilise´es dans les figures 7.14, 7.15, 7.16, et 7.17. Le
tableau 7.3 en interpre`te les re´sultats. Ces figures montrent bien le contraste entre le patron
(pattern) du trafic AODV dans le re´seau de capteurs sans fil WSN simule´, et les re´gions
munies de trafic volumineux surtout dans la re´gion de la fausse station de base.
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7.6.1 Cas 1 (h = 3, s = 8)
Figure 7.14 Le patron du trafic AODV dans le re´seau simule´ de capteurs sans fil WSN a`
l’instant t = 100s. Les re´gions a` t = 0s, t = 33s, et t = 66s repre´sentent l’emplacement de la
fausse station de base en fonction du temps.
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7.6.2 Cas 2 (h = 4, s = 8)
Figure 7.15 Le patron du trafic AODV dans le re´seau simule´ de capteurs sans fil WSN a`
l’instant t = 100s. Les re´gions a` t = 0s, t = 33s, et t = 66s repre´sentent l’emplacement de la
fausse station de base en fonction du temps.
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7.6.3 Cas 3 (h = 3, s = 12)
Figure 7.16 Le patron du trafic AODV dans le re´seau simule´ de capteurs sans fil WSN a`
l’instant t = 100s. Les re´gions a` t = 0s, t = 33s, et t = 66s repre´sentent l’emplacement de la
fausse station de base en fonction du temps.
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7.6.4 Cas 1 muni d’une trajectoire circulaire de la fausse station de base (h = 3,
s = 8)
Figure 7.17 Le patron (pattern) de la somme de tous les paquets AODV dans le re´seau
simule´ de capteurs sans fil WSN a` l’instant t = 100s. Les re´gions a` t = 0s, t = 33s, et
t = 66s repre´sentent l’emplacement de la fausse station de base en fonction du temps. La
fausse station de base se de´place sur une trajectoire circulaire de rayon de h = 3 sauts.
7.7 Les autres cas possibles
Plusieurs cas, diffe´rents des trois cas e´tudie´s auparavant, sont possibles. Les valeurs du
parame`tre h peuvent varier de 1 au saut maximum de la vraie station de base (dans notre
simulation : saut maximum= 5). Les valeurs du parame`tre s peuvent varier de 1 jusqu’au
nombre total des capteurs du re´seau −1. Il est utile de noter que plus la valeur de s est grande,
plus le volume du faux trafic cre´e´ est grand et plus l’e´nergie est consomme´e. De meˆme, plus
la valeur de h est grande, plus le faux trafic est disperse´ dans le re´seau de capteurs WSN.
Nous pouvons regrouper ces diffe´rents cas selon les cate´gories suivantes :
– Cate´gorie I : ou` h est grand et s est grand.
– Cate´gorie II : ou` h est grand et s est moyen.
– Cate´gorie III : ou` h est grand et s est petit.
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– Cate´gorie VI : ou` h est moyen et s est grand.
– Cate´gorie V : ou` h est moyen et s est moyen.
– Cate´gorie VI : ou` h est moyen et s est petit.
– Cate´gorie VII : ou` h est petit et s est grand.
– Cate´gorie VIII : ou` h est petit et s est moyen.
– Cate´gorie IX : ou` h est petit et s est petit.
Dans notre simulation, les parame`tres h et s peuvent varier dans les intervalles [1..5] et
[1..99] respectivement. Nous divisons ces intervalles en trois parties pour de´terminer les pe-
tites, moyennes et grandes valeurs des deux parame`tres h et s. Donc, nous conside´rons :
– Pour le parame`tre h : 4 et 5 sont des grandes valeurs, 3 est une valeur moyenne, et 1
et 2 sont des valeurs petites.
– Pour le parame`tre s : 67 a` 99 sont des grandes valeurs, 34 a` 66 sont des valeurs moyennes,
et 1 a` 33 sont des valeurs petites.
La simulation, des diffe´rents cas de chaque cate´gorie (voir 7.7) de notre re´seau WSN, montre
que les re´sultats des cate´gories I a` IV (voir 7.7) ne sont pas satisfaisants car le faux trafic
ge´ne´re´ est tre`s disperse´ dans le re´seau. Les re´sultats de la simulation des cas de la cate´gorie
VII (voir 7.7) sont satisfaisants sauf que l’e´nergie du re´seau WSN est grandement consomme´e.
Les re´sultats de la simulation de la cate´gorie VIII (voir 7.7) sont plus inte´ressants que ceux
de la cate´gorie IX (voir 7.7) parce que le faux trafic de la cate´gorie VIII est plus volumineux
que celui de la cate´gorie IX.
7.8 Le de´placement de l’attaquant dans le re´seau des capteurs simule´ WSN
L’attaquant se de´place dans son entourage, avec une pe´riodicite´ d’une seconde, vers le
capteur ayant plus de trafic que ses voisins. Sa position initiale dans le re´seau WSN est
ale´atoire. Cet attaquant cesse de se de´placer quand le capteur de sa position courante a plus
de trafic que tous les capteurs de son entourage.
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Figure 7.18 Le de´placement de l’attaquant dans le re´seau des capteurs simule´ WSN en fonction
du temps.
Dans notre re´seau simule´ WSN, la position initiale de l’attaquant choisie ale´atoirement
(par J-Sim parmi les positions des capteurs interme´diaires) est celle du capteur nume´rote´ 42.
A` l’instant t = 1s, l’attaquant se de´place a` proximite´ du capteur nume´rote´ 20, car ce capteur
a le plus de trafic dans le voisinage du capteur 42 (le voisinage est compose´ des capteurs 19,
20, 43, 73, 72, 71, 41 et 40. Voir le tableau 5.1). De meˆme pour les secondes suivantes, a`
partir de sa position courante, l’attaquant se de´place a` proximite´ du capteur ayant le plus
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de trafic dans sa re´gion. La figure 7.18 montre le de´placement de l’attaquant dans le re´seau
simule´ en fonction du temps.
Cette figure montre que l’attaquant se de´place vers la fausse station de base mobile. Cepen-
dant, cette fausse station de base se de´place aussi dans le re´seau simule´ WSN, ce qui oblige
automatiquement l’attaquant a` changer son parcours. Au terme de la simulation, l’attaquant
se positionne a` proximite´ de la fausse station de base et loin de la vraie station de base.
7.9 Interpre´tation des re´sultats
Suite a` l’e´tude des figures du cas 1 (voir les figures 7.1, 7.4, 7.7, 7.10, et 7.14), du cas 2
(voir les figures 7.2, 7.5, 7.8, 7.11, et 7.15), et du cas 3 (voir les figures 7.3, 7.6, 7.9, 7.12, et
7.16), il s’ave`re que notre technique re´ussit a` prote´ger la station de base, en cre´ant un faux
trafic plus e´leve´ autour d’une fausse station de base mobile. De meˆme, le trafic autour des
capteurs collaborateurs est plus e´leve´ qu’autour des autres capteurs du re´seau.
Tableau 7.3 Synthe`se des trois cas e´tudie´s dans le re´seau simule´ et l’interpre´tation des re´sultats
Liste des figures Similaire a` la figure Interpre´tation de la figure
La figure 7.2(cas 2) et
7.3 (cas3)
La figure 7.1(cas 1) Les paquets TCP sont bien achemine´s aux
deux stations de base. Le faux trafic TCP
e´tant plus e´leve´ que le vrai trafic TCP, ce
qui ne permet pas a` l’attaquant de localiser
la vraie station de base.
La figure 7.5(cas 2) et
7.6 (cas3)
La figure 7.4(cas 1) Les figure de´montrent que les stimuli par-
viennent bien a` la vraie station de base.
La figure 7.8(cas 2) et
7.9 (cas3)
La figure 7.7(cas 1) les figures de´montrent que les paquets AODV
parviennent bien a` la fausse et a` la vraie sta-
tion de base.
La figure 7.11(cas 2),
7.12 (cas3), et 7.13
(cas 1 avec une trajec-
toire circulaire)
La figure 7.10(cas 1) Les figures montrent le contraste entre le pa-
tron (pattern) du trafic TCP dans le re´seau
de capteurs sans fil WSN simule´, et les re´gions
munies de trafic volumineux en l’occurrence la
re´gion de la fausse station de base.
La figure 7.15(cas 2),
7.16 (cas3), et 7.17
(cas 1 muni d’une tra-
jectoire circulaire)
La figure 7.14(cas 1) Les figures montrent le contraste entre le pa-
tron (pattern) du trafic AODV dans le re´seau
de capteurs sans fil WSN simule´, et les re´gions
munies de trafic volumineux en l’occurrence la
re´gion de la fausse station de base.
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Les figures 7.10 et 7.14 du cas 1, les figures 7.11 et 7.15 du cas 2, et les figures 7.12 et
7.16 du cas 3, montrent les diffe´rentes positions de la fausse station de base mobile a` t = 0s,
t = 33s, t = 66s, et t = 99s. La mobilite´ de la fausse station de base a pour re´sultat la
cre´ation de plusieurs re´gions munies de trafic volumineux en messages AODV ou TCP.
Le tableau 7.3 pre´sente une synthe`se des trois cas e´tudie´s, ainsi que les interpre´tations des
re´sultats en se re´fe´rant aux similitudes au cas 1. Nous constatons, par exemple, que la figure
7.2 du cas 2, et la figure 7.3 du cas 3 ont des re´sultats similaires a` la figure 7.1 du cas 1.
7.10 Analyse des re´sultats de la de´fense d’une station de base contre les attaques
d’analyse de trafic
L’analyse de trafic est une attaque ayant pour objectif la localisation d’une station de
base, et son isolement du reste du re´seau, ce qui rend inefficace l’ensemble du re´seau et de
ses capteurs. Cette attaque se base sur l’analyse de la quantite´ d’information en transition
dans le re´seau.
La ge´ne´ration de nouvelles re´gions munies de trafic plus e´leve´ que celui de la re´gion de
la vraie station de base, est l’une des techniques [40] de protection contre cette attaque
d’analyse de trafic. Lors de notre e´tude, nous avons cre´e´ de nouvelles re´gions avec un trafic
e´leve´ autour d’une fausse station de base mobile recevant du faux trafic. Pour cela, un re´seau
de 100 capteurs est de´ploye´ sur une re´gion de 1500 × 1500 unite´. Parmi ces 100 capteurs, il
y a s capteurs ge´ne´rant du faux trafic destine´ a` la fausse station de base. Cette dernie`re est
choisie ale´atoirement parmi les capteurs du re´seau, qui sont au moins a` h sauts de la vraie
station de base.
Les re´sultats de la simulation du re´seau de notre e´tude permettent de confirmer que les
nouvelles re´gions de la fausse station de base ont un trafic plus important que celui de la
vraie station de base. Notre technique permet alors de disperser l’attention de l’attaquant,
et ainsi de prote´ger la vraie station de base de l’attaque d’analyse de trafic, tel que illustre´
par la figure 7.18 .
Notre technique est utilise´e dans le cas d’un re´seau muni d’une seule station de base, mais
elle peut eˆtre ge´ne´ralise´e a` des re´seaux ayant plusieurs stations de base, en cre´ant autant de
fausses stations de base que de vraies stations de base.
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L’utilisation d’une fausse station de base mobile permet de ge´ne´rer plusieurs re´gions volu-
mineuses en trafic. A` chaque saut, l’attaquant essaye de localiser la re´gion ayant le volume de
trafic le plus e´leve´, en supposant que cette re´gion demeure la meˆme dans tous les cas expose´s.
Cependant, a` chaque saut, la fausse station de base se de´place et modifie ainsi la quantite´ de
volume de trafic e´change´ partout dans le re´seau, ce qui perturbe l’e´volution de l’attaquant,
qui doit recalculer sa de´marche. Cette solution est plus efficace que celle de la de´fense utilisant
une fausse station de base statique, car elle retarde l’attaquant dans sa recherche de la vraie
station de base.
Il existe plusieurs techniques de randomisation de la position de la fausse station de base
mobile. Cette fausse station de base peut se de´placer, par exemple, dans une trajectoire cir-
culaire d’un rayon de h sauts autour de la vraie station de base. Avec ce type de de´placement,
la fausse station de base se construit des re´gions avec trafic e´leve´ autour de la vraie station
de base. Ainsi, l’attaquant d’analyse de trafic peut se rapprocher de la vraie station de base,
mais il reste toujours a` plus de h sauts de celle-ci.
7.11 Le couˆt de l’e´nergie de la de´fense
La figure 7.19 a pour coordonne´es (en x-abscisse) le temps de simulation, et (en y-
ordonne´e) la quantite´ de l’e´nergie totale re´siduelle des capteurs du re´seau simule´ en pourcen-
tage de l’e´nergie initiale totale du re´seau. L’e´nergie re´siduelle est calcule´e avec une pe´riodicite´
de 5 secondes.
La figure 7.19 montre les cas suivants :
– Un re´seau WSN, sans de´fense ne subissant pas d’attaque d’analyse de trafic, a` t = 100s,
posse`de une e´nergie re´siduelle totale de 80% de l’e´nergie totale initiale.
– Un re´seau WSN, sans de´fense subissant une attaque d’analyse de trafic, s’arreˆte de
fonctionner totalement a` t = 50s a` cause de la de´couverte de la station de base. Dans
ce cas, l’e´nergie re´siduelle totale est sans importance.
– Un re´seau WSN, avec de´fense (h = 4, s = 8) et subissant une attaque d’analyse de
trafic, a` t = 100s, posse`de une e´nergie re´siduelle totale de 40% de l’e´nergie totale
initiale.
– Un re´seau WSN, avec de´fense (h = 3, s = 8) et subissant une attaque d’analyse de
trafic, a` t = 100s, posse`de une e´nergie re´siduelle totale de 20% de l’e´nergie totale
initiale.
– Un re´seau WSN, avec de´fense (h = 3, s = 12) et subissant une attaque d’analyse de
trafic, de`s t = 85s, a une e´nergie re´siduelle totale de 0% de l’e´nergie totale initiale.
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Figure 7.19 La consommation de l’e´nergie totale des capteurs du re´seau WSN selon le sce´nario
de la de´fense
Nous remarquons que l’e´nergie est mieux consomme´e dans le cas ou` il n’y a ni de´fense ni
attaque, cependant ce cas est ide´al et irre´aliste. Il est clair aussi qu’un re´seau prote´ge´ dure
plus longtemps qu’un re´seau sans de´fense. Nous constatons aussi que la dure´e de vie du re´seau
prote´ge´ est plus grande avec h plus grand, de meˆme cette dure´e de vie est plus grande avec
s plus petit. En effet, quand la valeur de s est petite, peu de capteurs interme´diaires sont
sources de faux trafic, et ne´cessitent donc une moindre consommation en e´nergie.
Il est donc inte´ressant de choisir une valeur pour le parame`tre h qui ne soit pas petite, et
une petite valeur pour le parame`tre s qui doit eˆtre assez grande pour ge´ne´rer un faux trafic
plus e´leve´ que le vrai trafic dans le re´seau WSN.
Concernant la technique de mobilite´ de la fausse station de base, dans une trajectoire
circulaire autour de la vraie station de base avec un rayon de h sauts, la valeur de h ne doit
eˆtre ni grande ni tre`s petite, et la valeur de s ne doit eˆtre ni minime ni grande. Ainsi, la
consommation de l’e´nergie reste mode´re´e.
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7.12 Test de la de´fense dans un re´seau WSN de m vraies stations de base
(m > 1)
La technique de ge´ne´ration et d’utilisation de faux trafic, rec¸us par une fausse station
de base, peut eˆtre utilise´e aussi dans un re´seau de capteurs WSN muni de plusieurs vraies
stations de base. Cependant cette technique doit eˆtre re´adapte´e en choisissant m diffe´rentes
fausses stations de base ou` chaque fausse station de base correspond a` une vraie station de
base, et rec¸oit du faux trafic de s capteurs positionne´s a` h sauts.
Nous avons re-simule´ le meˆme re´seau de capteurs WSN e´tudie´ auparavant, mais en y
ajoutant deux nouvelles stations de base. Nous avons reconside´re´ les 3 cas pre´ce´dents, mais
en e´lisant, pour chacun des cas, deux nouvelles fausses stations de base, et s capteurs a` h
sauts des vraies stations de base correspondantes.
Les re´sultats de la simulation du re´seau de m stations de base ressemblent a` ceux d’un
re´seau muni d’une seule station de base. Ils confirment que la technique d’utilisation de m
fausses stations de base mobiles est efficace contre l’attaque d’analyse de trafic dans un re´seau
WSN de m vraies stations de base.
En effet, l’attaquant d’analyse de trafic, reconnaissant l’existence de m vraies stations de
base, cherche a` s’approcher d’une des m re´gions de trafic e´leve´, mais il ne peut remarquer
que celles des m re´gions des fausses stations de base avec l’illusion, qu’il s’agit des m vraies
stations de base.
7.13 Conclusion
Au cours de ce chapitre, nous avons simule´ notre nouvelle technique de de´fense contre
l’attaque d’analyse de trafic, qui utilise du faux trafic TCP rec¸u par une fausse station de
base mobile. La simulation avec J-Sim nous permet de confirmer que notre technique est
valide pour un re´seau WSN muni d’une seule vraie station de base, et aussi pour un re´seau
WSN ayant m vraies stations de base.
Suite a` nos simulations, nous concluons qu’afin d’optimiser l’utilisation de l’e´nergie, il
est ne´cessaire d’utiliser une grande valeur pour le parame`tre h, et une petite valeur pour le
parame`tre s.
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CHAPITRE 8
CONCLUSION
Nous avons pre´sente´ une nouvelle technique permettant de de´fendre une station de base
contre l’attaque d’analyse de trafic, en utilisant du faux trafic et une fausse station de base
mobile.
8.1 Synthe`se des travaux
Notre e´tude e´labore une nouvelle approche de protection contre les attaques de de´nis
de service, et plus particulie`rement l’attaque d’analyse de trafic AAT, faisant appel a` des
me´thodes de quantifications des paquets en transition dans le re´seau WSN.
– Nous avons introduit l’utilisation de certains capteurs ge´ne´rant du faux trafic TCP.
– Nous avons e´lu ale´atoirement m = 1 fausse station de base. Chacune des m fausses
stations de base doit eˆtre au moins a` h sauts de la vraie station de base correspondante
(h est un parame`tre de la simulation du re´seau WSN).
– Nous avons de´place´ dynamiquement, et ale´atoirement une fausse station de base.
– Nous avons ge´ne´re´ un faux trafic a` destination d’une fausse station de base. Ce faux
trafic doit eˆtre aussi important que le vrai trafic a` destination de la vraie station de
base.
– Nous avons ge´ne´re´ ce faux trafic ale´atoirement dans plusieurs re´gions du re´seau, afin
de perturber la recherche de l’attaquant, qui conclut que la re´gion munie d’un trafic
volumineux serait la re´gion de la vraie station de base.
– Nous avons applique´ notre technique sur un re´seau muni d’une seule station de base,
ainsi que sur un autre re´seau de capteurs WSN muni de plusieurs stations de base.
Les diffe´rents tests de´crits dans le chapitre 7, cre´ditent cette nouvelle technique de diversion,
qui permet la protection de la station de base contre les attaques d’analyse de trafic.
8.2 Contributions des travaux
Les travaux existants ont de´montre´ le roˆle de l’introduction de faux trafic [5], dans la
de´fense contre l’attaque d’analyse de trafic. L’innovation de notre e´tude consiste a` utiliser
une fausse station de base mobile recevant du faux trafic, au lieu d’envoyer ce faux trafic
a` partir d’un capteur vers ses voisins. Notre contribution consiste a` cre´er une fausse station
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de base recevant du faux trafic, et de la mobiliser pour perturber la de´marche de l’attaquant
dans sa recherche de la vraie station de base.
La fausse station de base peut eˆtre mobile sur une trajectoire ale´atoire, ou sur une trajec-
toire circulaire de rayon h sauts.
8.3 Limitations de la solution propose´e
Notre nouvelle technique est tre`s utile pour la protection de la station de base contre
l’attaque d’analyse de trafic, mais elle demeure limite´e par la consommation additionnelle en
e´nergie, de la fausse station de base et des capteurs ge´ne´rant du faux trafic.
En effet, la ge´ne´ration de faux trafic par des capteurs, requiert une consommation addition-
nelle en e´nergie non ne´gligeable. De meˆme, chaque de´placement de la fausse station de base
consomme de l’e´nergie. Cette e´nergie, ne´cessaire pour le de´placement de la fausse station de
base, et pour l’envoi de faux trafic par les capteurs collaborateurs, fait diminuer l’e´nergie to-
tale disponible pour le re´seau, et par conse´quent, cette consommation additionnelle d’e´nergie
re´duit la dure´e de vie initiale du re´seau de capteurs WSN.
Cette dure´e de vie est maximale dans le cas d’un re´seau de capteurs ne subissant pas
d’attaque d’analyse de trafic. Cependant, cette dure´e de vie se re´duit par la mise en panne
du re´seau par un attaquant d’analyse de trafic. Il est utile de noter que la dure´e de vie d’un
re´seau prote´ge´ est plus longue que celle d’un re´seau attaque´.
8.4 Ame´liorations futures
La prochaine e´tape consisterait a` e´tudier l’impact de notre technique sur la consomma-
tion totale de l’e´nergie de l’ensemble des capteurs d’un re´seau WSN, et de conclure a` un
de´placement de la fausse station de base, et a` une ge´ne´ration de faux trafic moins one´reux en
e´nergie. Il serait utile de ve´rifier si le faux trafic devrait eˆtre ge´ne´re´ par certains capteurs qui
ne sont pas tre`s sollicite´s par l’acheminement du vrai trafic, comme les capteurs situe´s loin
de la vraie station de base et par lesquels ne passent que de petites quantite´s d’informations.
Notre de´fense de faux trafic, utilisant une fausse station de base mobile, pourrait eˆtre
active´e seulement lorsqu’un attaquant de l’analyse de trafic est de´tecte´, ce qui permettrait
d’e´conomiser de l’e´nergie. La proble´matique est de trouver une manie`re d’identifier cet atta-
quant.
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