

























   
   

















Bildverarbeitung spielt in vielen Bereichen der Technik zur effizienten und ob-
jektiven Informationserfassung eine Schlüsselrolle. Beispielsweise in der Quali-
tätssicherung industrieller Produktionsprozesse und zur Fahrerassistenz haben 
sich Bildverarbeitungssysteme einen unverzichtbaren Platz erobert. Dennoch 
werden in der Bildverarbeitung weiterhin erhebliche Fortschritte gemacht: Sie 
werden auf der Seite der Hardware durch Weiterentwicklungen im Bereich 
der Sensortechnik, der Datenübertragung und durch die Zunahme der Leis-
tungsfähigkeit von Rechnersystemen getragen. Auf der Seite der Signal- und 
Informationsverarbeitung sind leistungsfähige mathematische Verfahren und 
effiziente Algorithmen zur Verarbeitung der von Kameras erfassten Bildsigna-
le wichtige Schwerpunkte aktueller Forschung und Entwicklung. 
Der vorliegende Tagungsband des „Forums Bildverarbeitung“, das am 29. und 
30. November 2012 in Regensburg stattfand, greift diese hoch aktuellen Ent-
wicklungen sowohl hinsichtlich der theoretischen Grundlagen, Beschreibungs-
ansätze und Werkzeuge als auch relevanter Anwendungen auf. 
Er richtet sich an Fachleute, die sich in der industriellen Entwicklung, in der 
Forschung oder der Lehre mit Bildverarbeitungssystemen befassen. Die Ver-
anstaltung fand im Rahmen eines VDI/VDE- GMA- Expertenforums in Koopera-
tion mit dem Karlsruher Institut für Technologie und dem Fraunhofer- Institut 
für Optronik, Systemtechnik und Bildauswertung statt. 
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Vorwort
Bildverarbeitung spielt in vielen Bereichen der Technik zur effizienten
und objektiven Informationserfassung eine Schlüsselrolle. Beispielsweise
in der Qualitätssicherung industrieller Produktionsprozesse und zur Fah-
rerassistenz haben sich Bildverarbeitungssysteme einen unverzichtbaren
Platz erobert.
Dennoch werden in der Bildverarbeitung weiterhin erhebliche Fort-
schritte gemacht: Sie werden auf der Seite der Hardware durch Wei-
terentwicklungen im Bereich der Sensortechnik, der Datenübertragung
und durch die Zunahme der Leistungsfähigkeit von Rechnersystemen
getragen. Auf der Seite der Signal- und Informationsverarbeitung sind
leistungsfähige mathematische Verfahren und effiziente Algorithmen zur
Verarbeitung der von Kameras erfassten Bildsignale wichtige Schwer-
punkte aktueller Forschung und Entwicklung.
Das
”
Forum Bildverarbeitung“ hat sich zum Ziel gesetzt, aktuelle
Trends in Bildgewinnung, -verarbeitung und -auswertung aufzugreifen
und zum fachlichen Austausch zwischen den Teilnehmern beizutragen.
Die Auswahl der Beiträge resultiert aus der Arbeit des Programmaus-
schusses, welcher vom Fachausschuss 3.51
”
Bildverarbeitung in der Mess-
und Automatisierungstechnik“ der VDI/VDE-Gesellschaft Mess- und
Automatisierungstechnik (GMA) berufen wurde:
• Bildsensoren,
• Bildgewinnung und -verbesserung,
• Mathematische Verfahren,
• Mustererkennung,
• Analyse menschlicher Bewegungen,
• Bildverarbeitung für mobile Systeme,
• Messtechnik.
Das Forum Bildverarbeitung möchte einen Beitrag zur Weiterentwick-
lung dieser wichtigen und zukunftsträchtigen Disziplin am Wirtschafts-
und Forschungsstandort Deutschland leisten. Es richtet sich an Fachleute,
v
vi Vorwort
die sich in der industriellen Entwicklung, in der Forschung oder der Lehre
mit Bildverarbeitungssystemen befassen, und bietet eine Plattform für
den Wissens- und Erfahrungsaustausch zwischen Wissenschaftlern und
Anwendern.
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Dr.-Ing. I. Gheţa Karlsruher Institut für Technologie
Dr. A. Heinrich Carl Zeiss AG Oberkochen
Dr.-Ing. M. Heizmann Fraunhofer IOSB Karlsruhe
Prof. Dr. B. Jähne Universität Heidelberg
Prof. Dr.-Ing. T. Längle Fraunhofer IOSB Karlsruhe
Dipl.-Ing. M. Maurer Vitronic Dr.-Ing. Stein GmbH
Prof. Dr. W. Osten Universität Stuttgart
Prof. Dr.-Ing. F. Puente León Karlsruher Institut für Technologie
Prof. Dr.-Ing. R. Schmitt RWTH Aachen
Dr.-Ing. D. Schupp Robert Bosch GmbH Stuttgart
Prof. Dr.-Ing. C. Stiller Karlsruher Institut für Technologie
Prof. Dr.-Ing. R. Tutsch Technische Universität Braunschweig
Dr.-Ing. S. Werling Fraunhofer IOSB Karlsruhe
Dr.-Ing. E. Wiedenmann AiMess Services Burg
Dipl.-Ing. S. Wienand ISRA VISION AG Darmstadt
Dr.-Ing. V. Willert TU Darmstadt
Inhaltsverzeichnis
Vorwort . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Bildsensoren
Erweiterte Schärfentiefe mittels Scheimpflug-Bildaufnahme und
Bildfusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
M. Erz, W. Mischler, J. Trein, Z. Lin, R. Lay und B. Jähne
Infrarot 3D Scanner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
E. Wiedenmann, T. Scholz und A. Wolf
Optimal depth estimation from a single image by computational
imaging using chromatic aberrations . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
M. Atif and B. Jähne
Optimale und differenzierte Kameraauswahl nach dem
EMVA-Standard 1288 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
M. Erz und B. Jähne
Sensormodell und Kalibrierung für einen IR-Streifenlichtsensor . . . . 47
T. Dunker und S. Luther
Bildgewinnung und -verbesserung
Online-Bestimmung der aufgabenspezifischen zufälligen
Abweichungen phasenmessender optischer Sensoren . . . . . . . . . . . . . . 59
M. Fischer, M. Petz und R. Tutsch
PRNU and DSNU maximum likelihood estimation using sensor
statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
M. Geese, P. Ruhnau and B. Jähne





Integration von Strecken in die Kreisbogensplinepassung mit
optimaler Segmentzahl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
G. Maier, A. Schindler, F. Janda und S. Brummer
Structural 3D characterization of silica monoliths: extraction of
rod networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
A. Spettl, M. Lindén, I. Manke and V. Schmidt
Extraction of curved fibers from 3D data . . . . . . . . . . . . . . . . . . . . . . . 119
G. Gaiselmann, I. Manke, W. Lehnert and V. Schmidt
Effiziente probabilistische B-Spline-Oberflächenrekonstruktion
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Zusammenfassung Dieser Beitrag stellt ein neuartiges Scan-
Verfahren mit erweiterter Schärfentiefe vor. Der Einsatz der
Scheimpflug-Optik erlaubt, bei Beobachtung senkrecht zur Be-
wegungsrichtung das Objekt in unterschiedlichen Tiefen scharf
abzubilden, ohne dass eine Fokusserie aufgenommen werden
muss. Bei der nachfolgenden Bildfusion entsteht das tiefenscharfe
Bild und eine entsprechende Tiefenkarte. Die Implementierung
der Bildverarbeitung auf einem FPGA ermöglicht bei hohen Ein-
gangsbildraten, die Berechnung von Zwischenergebnissen und
die Ausgabe von zwei Bildströmen in Echtzeit. Der Geschwin-
digkeitsvorteil gegenüber einer softwarebasierten Referenzimple-
mentierung der Bildverarbeitung wird demonstriert.
1 Einleitung
Eine hochauflösende dreidimensionale Vermessung von Objekten mit
unebenen Oberflächen muss in industriellen Anwendungen oft bei ho-
hen Geschwindigkeiten (z.B. auf einem Förderband) erfolgen. Die Ver-
größerung der Schärfentiefe durch eine kleinere nummerische Apertur ist
aufgrund von sehr kurzen Belichtungszeiten nicht immer möglich. Die
Rekonstruktion der tiefenscharfen Abbildung bei einer bekannten Point
Spread Function (PSF) erfordert entweder mehrere Aufnahme bei ver-
schiedenen Entfernungen zum Objekt oder eine Aufnahme, während de-
ren Belichtung der Fokus variiert wird (Focus Stacking / Focus Sweep)
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[1]. Eine solche Fokusserie benötigt Zeit und schränkt somit die maximale
Geschwindigkeit ein. Verfahren basierend auf der Wellenfrontkodierung
[2] mit optischen Masken ermöglichen zwar eine bessere Schärfentiefe,
reduzieren jedoch die Signalstärke erheblich. Lichtfeldkameras (plenop-
tische Kameras [3]) erlauben eine nachträgliche Refokussierung eines
unscharf abgebildeten Gegenstandes, besitzen aber eine relativ gerin-
ge räumliche Auflösung und erfordern Bildverarbeitungsschritte, die das
System verlangsamen.
Dieser Beitrag stellt ein neuartiges Scan-Verfahren mit erweiterter
Schärfentiefe und gleichzeitiger Tiefenrekonstruktion vor, das auf der
Scheimpflug-Bildaufnahmetechnik und der Fusion von Bildern basiert.
Dabei wird die xyt-Bildfolge auf ein yt-Bild reduziert und fusioniert.
2 Funktionsprinzip
Im Jahr 1906 stellte Theodor Scheimpflug ein Prinzip zur Bildaufnah-
me vor, mit dem eine nicht parallel zur Bildebene befindliche Objekt-
oberfläche scharf abgebildet werden kann. Dabei ergibt sich aus der all-
gemeinen Linsengleichung, dass eine scharfe Abbildung dann zustande
kommt, wenn die Bild-, Objektiv- und Objektebene sich in einer Gera-
den schneiden [4]. Der erste Ansatz einer Kombination aus Scheimpflug-
Bildaufnahme und Focus Sweep in einem Scanverfahren wurde von Scha-
powalow [5] vorgestellt. Die Scheimpflug-Optik erlaubt es, bei Beobach-
tung senkrecht zur Bewegungsrichtung das Objekt in unterschiedlichen
Tiefen scharf abzubilden, ohne dass eine Fokusserie aufgenommen werden
muss (siehe Abb. 1.1). In Kombination mit der Bewegung des Objektes
um eine Sensorzeile repräsentieren die Bildzeilen Aufnahmen eines Ob-
jektbereichs bei unterschiedlichen Entfernungen. Zur Verdeutlichung des
Aufnahmeprinzips siehe Abb. 1.2. Hier wird die Aufnahme mit einem
fünfzeiligen Sensor (Nm = 5) demonstriert. Die relative Bewegung des
Objekts zur Kamera verläuft von oben nach unten jeweils um eine Pi-
xelbreite. Für die Berechnung eines tiefenscharfen Bildes existieren zwei
Möglichkeiten.
Die eine Möglichkeit ist das sukzessive Zusammensetzen des tiefen-
scharfen Bildes und der Tiefenkarte mithilfe des lokalen Kontrastes für
jeden Pixel (m,n) aus den einzelnen Aufnahmen Gi. Die Berechnung des
lokalen Kontrastes Ki erfolgt mithilfe der Varianz, die in der Nachbar-






Abbildung 1.1: Ein CAD-Modell des Testaufbaus mit einer Basler Ace Ka-
mera, einer bi-telezentrischen Scheimpflug-Optik, einer LED-Ringbeleuchtung
und einer Positionierungseinheit. Die halbdurchsichtige Fläche deutet die Lage
der objektseitigen Fokusebene an.













Dabei ist NA die Anzahl der Pixel in der Nachbarschaft A. Das tiefen-
scharfe Bild G′ und die zugehörige Tiefenkarte T ′ ergeben sich anschlie-
ßend aus den Grauwerten an der Stelle des maximalen Kontrastes.
Mathematische Symbole mit einem Apostroph (′) beziehen sich im
Folgenden immer auf das tiefenscharfe Bild bzw. die berechnete Tiefe.
Für die Aufnahme der ersten tiefenscharfen Zeile von G′ (also m′ =
0) und der entsprechenden Tiefe T ′ werden Nm versetzte Aufnahmen
benötigt, für Nm′ Zeilen entsprechend Nm + Nm′ − 1 Aufnahmen. Die
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Abbildung 1.2: Veranschaulichung des Aufnahmeprinzips einer tiefenscharfen
Zeile Nm′ = 1 (und der entsprechenden Tiefe) an einem fünfzeiligen Sensor
(Nm = 5); Es entspricht einer Tiefenauflösung von fünf Stufen, mit insgesamt
fünf Aufnahmen, i = 0, . . . , 4.
m′-te Zeile ergibt sich also als
G′[m′, n] = Gm′+m[m,n] und
T ′[m′, n] = m · tanα (1.2)
mit m = arg max
l∈{0,1,...,Nm−1}
Km′+l[l, n] .
Dabei ist α der Winkel der Fokusebene (gegenüber der Waagerechten).
Da die Bildfusion sehr rechenintensiv, aber parallelisierbar, ist, wurde
diese auf dem FPGA des Framegrabbers implementiert.
Die zweite Methode zur Tiefengewinnung und die Rekonstruktion ei-
ner tiefenscharfen Abbildung ist das Aufsummieren der entsprechenden
Zeilen. Mithilfe der bekannten Point Spread Function (PSF) des Objek-
tivs und einer Entfaltung kann anschließend das tiefenscharfe Bild und
die Tiefenkarte berechnet werden. Schapowalow [5] beschränkte sich in
seiner Arbeit auf diese zweite Methode.
In dieser Publikation wird die erste Methode zur Bestimmung der tie-
fenscharfen Abbildung und der Tiefenschätzung verwendet.
3 Demonstrator
Zur Demonstration des Messprinzips wurde folgende experimentelle An-
ordnung verwendet. Der Aufbau beinhaltet eine digitale Kamera mit ei-
ner telezentrischen Scheimpflug-Optik und eine LED-Beleuchtung. Ein
Erweiterte Schärfentiefe mittels Scheimpflug-Bildaufnahme 5
Objekt wird unter der Optik mittels eines Verschiebetisches mit kon-
stanter Geschwindigkeit bewegt. Während dieser Bewegung werden mit
der Kamera synchronisiert Bilder aufgenommen (siehe hierzu Abb. 1.1).
3.1 Bildaufnahme mittels Scheimpflug-Prinzip
Bei einer konventionelle Scheimpflug-Abbildung ist zu beachten, dass
aufgrund der Änderung des Abbildungsmaßstabes (in diesem Fall in
Abhängigkeit von der Position auf dem Bildsensor) es zu so genannten
”
stürzenden Linien“ kommt. Für das hier beschriebenen Verfahren ist
jedoch derselbe Abbildungsmaßstab auf dem gesamten Sensor essentiell,
da die einzelnen Pixelwerte separate Messungen desselben Objektpunktes
darstellen müssen. Dieser Nachteil kann durch eine telezentrische Optik
umgangen werden. Da aber sowohl die Objektebene als auch die Sen-
sorebene gekippt sind, ist beidseitige Telezentrie notwendig. Es wurde
das bi-telezentrische Objektiv TCSM024 der Fa. Opto-Engineering mit
einer Basler Ace acA2000-340km verwendet. Der Kippwinkel des Bildsen-
sors wurde auf 19.3◦ eingestellt. Der Abbildungsmaßstab betrug 2.3 : 1.
Der Neigungswinkel der objektseitigen Fokusebene betrug demzufolge
α = 45◦. Aufgrund der auftretenden Verzeichnung des Objektiv wur-
den nur 1280 Spalten in der Mitte des Bildsensors ausgelesen. Um die
Belichtungszeit so klein wie möglich zu halten, wurde zusätzlich horizon-
tales Binning über 2 Pixel verwendet. Die Horizontale Auflösung betrug
deshalb 640 Pixel. Die Schärfentiefe des Objektivs beträgt laut Herstel-
lerangaben 3 mm. Aus diesem Grund konnte die Tiefenauflösung durch
das Reduzieren der Zeilenanzahl auf 100 dem Auflösungsvermögen des
Objektivs angepasst werden. Dazu wurde nur jede 10-te Zeile des Sensors
ausgelesen3. Aus dem Sichtfeld von 15 mm und dem Neigungswinkel der
Fokusebene ergibt sich eine maximale Tiefenauflösung von 0.15 mm.
Variationen in der Sensitivität, Photo Response Nonuniformity
(PRNU), und in dem Dunkelsignal, Dark Signal Nonuniformity (DS-
NU), von Pixel zu Pixel wurden vor den Messungen mit einer homoge-
nen Lichtquelle vermessen. Für eine möglichst gleichmäßige Beleuchtung
wurde eine LED-Ringbeleuchtung eingesetzt.
3 Bei dem Hersteller heißt diese Einstellung Decimation (nicht zu verwechseln mit
Binning). Hier wird tatsächlich nur jede n-te Zeile ausgelesen.
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3.2 Objektpositionierung und Kameraansteuerung
Zur Positionierung des Objektes wird ein linearer Verschiebetisch MX80L
mit einer ViX250IH Steuerung der Fa. Parker verwendet. Dieser Ver-
schiebetische zeichnet sich durch eine Wiederholgenauigkeit von 1µm
bei relativ hoher Verfahrgeschwindigkeit aus.
Als Framegrabber dient ein MicroEnable IV VD4 mit einer Verarbei-
tungserweiterung PixelPlant 200 der Fa. Silicon Software. Zur Triggerung
der Bildaufnahme wurde zusätzlich ein TTL Trigger Board verwendet.
Das Schrittsignal des Verschiebetisches wurde als Triggersignal ver-
wendet. Dieses wurde auf dem FPGA durch einen konstanten Faktor,
der so eingestellt werden musste, dass die einzelnen Aufnahmen um 10
Pixelbreiten gegeneinander verschoben sind, geteilt und als Trigger für
die Kamera verwendet.
Bei der Ausrichtung des Verschiebetisches ist eine zu den Spalten des
Sensors parallele Bewegung des Objektes von entscheidender Bedeutung.
4 Signalverarbeitung auf FPGA
Sowohl die Bild- als auch Triggersignalverarbeitung wurde auf dem
FPGA des Framegrabbers implementiert. Als Entwicklungsumgebung
wurde VisualApplets der Fa. Silicon Software verwendet. Der Einsatz
eines FPGAs ermöglicht bei hohen Eingangsbildraten, die Berechnung
der Zwischenergebnissen und die Ausgabe von drei Bildströmen in Echt-
zeit.
Da bei diesem Verfahren in jedem Bildverarbeitungsschritt auf die Er-
gebnisse aus dem vorherigen Bild zugegriffen werden muss, war eine di-
rekte Implementierung in der aktuellen Version von VisualApplets noch
nicht möglich. Für solche Aufgaben stellt Silicon Software GmbH eine
Erweiterung, eine PixelPlant, zur Verfügung. Es handelt sich um eine
zusätzliche Karte, die in Verbindung mit einem Framegrabber geschlos-
sene Schleifen in Datenströmen erlaubt.
In Abb. 1.3 ist das VisualApplets-Design für die Signalverarbeitung
auf dem FPGA dargestellt. Aus Übersichtlichkeitsgründen wurden da-
bei mehrere Module in einem Block (so genannte HierarchicalBox) zu-
sammengefasst. Der FPGA-Design beinhaltet drei grundlegende Bild-
verarbeitungsschritte: Berechnung des lokales Kontrastes, Vergleich mit
dem Kontrastwert aus der vorherigen Aufnahme und anschließender Zwi-



















































Abbildung 1.3: VisualApplets-Design zur Signalverarbeitung auf dem
FPGA. Die Implementierung von Schleifen wurde durch die Rückkopplung an-
hand einer Erweiterungskarte (PixelPlant) ermöglicht; Eine HierarchicalBox
kann mehrere Module beinhalten; Für nähere Beschreibung siehe Text.
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schenspeicherung des größeren Kontrastwertes (und der Position), und
die Rückkopplung mit einer der Bewegung des Objektes entsprechenden
Verschiebung um eine Zeile. Das Modul Trigger beinhaltet lediglich einen
Flanken-Zähler und eine anschließende Division durch einen bestimmten
Faktor (in diesem Fall 148). Im Modul Buffer and NU Correction wird
das von der Kamera kommende Bild durch eine Subtraktion des vorher
gemessenen Dunkelsignals und durch eine Multiplikation mit einer Kor-
rekturmatrix bzgl. DSNU bzw. PRNU korrigiert. Im Folgenden werden
die drei entscheidende Bildverarbeitungsschritte näher erläutert.
Berechnung des Kontrastes: Die Berechnung des lokalen Kontrastes er-
folgt im Block Contrast mithilfe der Gl. (1.1) in der Pixelnachbar-
schaft von 5×5. Hierzu wird ein FIRkernelNxM -Modul verwendet.
Um bei dem Quadrieren Ressourcen zu sparen, wurden HWMULT-
Module verwendet, die zur Multiplikation die auf der Platine fest-
verdrahtete Multiplikationseinheiten verwenden. Die Ausgabe des
Blocks Contrast stellen der Pixelwert selbst Gi und der für jeden
Pixel berechnete Kontrast Ki dar.
Vergleich des Kontrastes und Zwischenspeicherung: Der lokale Kon-
trast Ki, der für den aktuellen Pixel berechnet wurde, wird mit
dem Kontrast Ki−1 aus dem vorherigen Bild anhand eines IF-
Moduls in dem Block CompareWithPrevious verglichen. Der ak-
tuell maximale Wert des Kontrastes max(Ki,Ki−1), die Position
m des Pixel (also die Zeilennummer) und der entsprechende Pi-
xelwert werden im Buffer DRAM gespeichert. Da die Anzahl der
DRAMs auf dem Framegrabber limitiert ist, werden die drei Wer-
te in einem einzigen Werte von 32 bit [Kontrast,Pixelwert,Position]
zusammengefasst und gespeichert.
Rückkopplung über die PixelPlant: Zum besseren Verständnis dieses
Absatzes nehmen wir an, dass wir bereits Nm = 100 Aufnahmen
getätigt haben. Im Block Shift and SelectFirstRow wird die ers-
te Zeile aus dem Buffer DRAM an die Ausgabe weitergeleitet, da
hier (nach Nm Aufnahmen) der Kontrastwert mit allen Abtastun-
gen verglichen wurde und ausgegeben werden kann. Die restlichen
Zeilen werden entsprechend der Bewegung des Objektes um eine
Zeile nach oben verschoben und an die PixelPlant geleitet. So wer-
den diese Werte mit der nächsten Aufnahme verglichen.
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Bei der Ausgabe (Split) werden die ersten Nm−1 (hier also 99) Zeilen
verworfen, da der Sensor noch nicht mit allen Zeilen die jeweilige Positi-
on auf dem Objekt abgetastet hat. Außerdem werden hier die in einem
32 bit-Wert zusammengefassten Kontrast, Pixelwert und Koordinate ge-
trennt und an die entsprechende Ausgabe an den PC DMA1, DMA2 und
DMA3 weitergeleitet.
5 Ergebnisse
Für das beschriebene Verfahren ist eine kontrastreiche Oberfläche sehr
wichtig. Strukturen auf der zu vermessenen Oberfläche sollten dabei nicht
gröber als die zur Berechnung des Kontrastes gewählte Maske sein. Bei
der Demonstration wurde diese Maske auf 5×5 festgelegt. Somit müssten
die Oberflächenstrukturen im Bereich von 1/10 mm liegen. Dazu wurden
feine Strukturen (Zufallsmuster oder Linienstrukturen) auf dem Papier
ausgedruckt. Als Testobjekt diente ein aus dem bedruckten Papier ge-
formter Zylinder, der auf einem ebenfalls bedruckten Blatt Papier liegt.
In der Abb. 1.4a ist das mit der Scheimpflug-Optik aufgenommene Bild
G99 ohne der oben beschriebenen Bildverarbeitung gezeigt. Die obere
Kante des Bildes ist dank der geneigten Fokusebene näher an die Ob-
jektoberfläche, so dass hier der Hintergrund scharf erscheint. Die Foku-
sebene an der unteren Bildkante ist weiter von der Oberfläche entfernt,
deshalb erscheint hier die Oberfläche des Zylinders schärfer. Abbildungen
1.4b-d zeigen die Ausgabe des FPGA-Designs: das tiefenscharfe Bild G′
(Abb. 1.4b), die rekonstruierte Tiefe T ′ (Abb. 1.4c) und den maximalen
Kontrast (Abb. 1.4d). Durch unzureichende Strukturierung der Objekto-
berfläche (Kontrast nahe Null) treten fehlerhafte Werte für die rekonstru-
ierte Tiefe auf (siehe Abb. 1.4c). Hier könnte anhand einer nachträglichen
Filterung am PC Punkte mit Kontrastwerten unterhalb einer bestimmten
Schwelle, die von Anwendung zu Anwendung variieren kann, herausge-
filtert werden und mit Nachbarwerten aufgefüllt werden. Die Abb. 1.4f
zeigt ein solches Auffüllen der Tiefenkarte mit einem mittleren Wert in
der Nachbarschaft (ohne weitere Regularisierung). Für das tiefenscharfe
Bild spielt dieser Effekt keine Rolle, das es bei dem Fehlen des Kontrastes
sowieso keine scharfe Abbildung möglich ist und der bestmögliche Wert
verwendet werden kann. Aufgrund der Tatsache, dass nur jede zehnte
Zeile, aber nur jede zweite Spalte auf dem Sensor ausgelesen wird, muss




































Abbildung 1.4: Ergebnisse: Als Testtarget diente hier ein Zylinder auf einer
ebenen Fläche; a) stellt das Rohbild G99, b) das tiefenscharfe Bild G
′, c)
die rekonstruierte Tiefe T ′ und d) den maximale Kontrast dar; e-f) zeigen
nachträglich am PC gefilterte und maßstabsgetreu interpolierte Ergebnisse.
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zusätzlich maßstabgetreu interpoliert werden. Die Abbildungen 1.4e,f
zeigen die nachträglich interpolierte Ergebnisse.
6 Geschwindigkeitsgewinn im Vergleich zur
Bildverarbeitung auf CPU
In der verwendete Konfiguration (640× 100 Pixel) beträgt die maximale
Bildrate der Kamera ca. 600 Hz. Mit der Scanweite von 10 Pixeln ent-
spricht dies einer Scangeschwindigkeit von ca. 7 cm/s.
Um den Geschwindigkeitsvorteil der Bildverarbeitung auf FPGA zu
demonstrieren, wurde ein Matlab-Skript erstellt, der aus dem Stapel der
aufgenommenen Bilder (200 Bilder) entsprechend der beschriebenen Me-
thode den lokalen Kontrast berechnet und anschließend die Tiefe und das
tiefenscharfe Bild zusammensetzt. Durch die relativ geringe Auflösung
wurde die volle Geschwindigkeit des Framegrabbers nicht ausgenutzt und
somit dauerte die Aufnahme ohne Bildverarbeitung genauso lang, wie mit
der Bildverarbeitung. Das Scannen von 100 Zeilen (entspricht 200 Auf-
nahmen) dauerte ca. 0.3 s. Die anschließende Bildverarbeitung in Matlab
ca. 1.5 s. Die Verarbeitung auf der CPU benötigt so 6-mal länger.
Außerdem ist die CPU-Implementierung nicht für unendlich ausge-
dehnte Aufnahmen geeignet.
7 Zusammenfassung und Ausblick
Dieser Beitrag stellt ein neuartiges Scan-Verfahren mit erweiterter
Schärfentiefe vor. Der Einsatz der Scheimpflug-Optik erlaubt, bei Be-
obachtung senkrecht zur Bewegungsrichtung, das Objekt in unterschied-
lichen Tiefen scharf abzubilden, ohne dass eine Fokusserie aufgenommen
werden muss. Bei der nachfolgenden auf der FPGA implementierten Bild-
fusion in Synchronisation mit der Bewegung des Objektes entsteht das
tiefenscharfe Bild und eine entsprechende Tiefenkarte. Die Implementie-
rung der Bildverarbeitung auf einem FPGA ermöglicht bei hohen Ein-
gangsbildraten, die Berechnung von Zwischenergebnissen und die Ausga-
be von zwei Bildströmen in Echtzeit. Aufgrund von (momentanen) Ein-
schränkungen in der Funktionalität eines der Operatoren in der verwen-
deten Programmierumgebung musste die Datenflussgeschwindigkeit auf
dem FPGA auf Parallelität 4 reduziert werden. Nichtsdestotrotz konnte
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ein deutlicher Geschwindigkeitsvorteil gegenüber einer Bildverarbeitung
auf CPU-Basis festgestellt werden (Faktor 6). Bei der nächsten Gene-
ration des verwendeten Framegrabbers und der neuen Version der Pro-
grammierumgebung wird erwartungsgemäß die volle CameraLink-Full-
Geschwindigkeit (Parallelität 16) des FPGA ausgenutzt werden können.
Die zu erwartende Geschwindigkeit würde bei gleicher Auflösung von
640×100 Pixeln ca. 13 kHz oder rund 150 cm/s betragen. Dies entspricht
in etwa auch der Geschwindigkeit bei Lasertriangulationsverfahren.
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Infrarot 3D Scanner
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Zusammenfassung In der industriellen Messtechnik hat sich
das Verfahren der sogenannten Streifenprojektion zur schnellen
Ermittlung von dimensionellen 3D Oberflächendaten etabliert.
Die Kombination aus flächenhafter, strukturierter Projektion,
zweidimensionalen digitalen optischen Sensoren und Triangula-
tion als Messprinzip erlaubt es sehr hohe Punktdichten mit aus-
reichenden Messunsicherheiten zu ermitteln. Seit Beginn der 80er
Jahre des letzten Jahrhunderts ist das Messprinzip bekannt [1].
Bisherige Systeme konnten bis heute die prinzipiellen Schwie-
rigkeiten sowohl mit stark glänzenden Oberflächen als auch mit
sehr dunklen Oberflächen nicht überwinden. Im sichtbaren Licht-
spektrum transparente Materialien können gar nicht vermessen
werden. Wir haben deshalb ein neues Streifenprojektionssystem
entwickelt, das diese Probleme löst. Dazu setzen wir erstmalig
in der geometrischen Messtechnik das physikalische Prinzip der
Energieumwandlung ein. In diesem Beitrag werden die Grund-
lagen und die Funktionsweise dieses Messprinzips erläutert. Ers-
te Resultate von 3D Rekonstruktionen von verschiedenen Ober-
flächen werden gezeigt.
1 Funktionsprinzip
Der Nachweis der strukturierten Beleuchtung bisheriger Streifenprojek-
tionssysteme basiert auf der Reflexion elektromagnetischer Strahlung.
Es wird das vom Projektor ausgesandte Licht vom Messobjekt reflek-
tiert und im Detektor nachgewiesen. Damit die Kamera Lichtstrahlen
auffängt, die vom Projektor ausgesandt wurden, muss im Allgemeinen ei-
ne diffuse Reflexion an der Oberfläche des Messobjektes stattfinden. Die
diffuse Reflexion von optischer Strahlung eines Materials hängt von meh-
reren Faktoren ab und dabei besonders von der Oberflächenrauhigkeit.
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Abbildung 2.1: Energieerhaltung elektromagnetische Strahlung.
Nur der spekulare Anteil kann mit einfachen physikalischen Gesetzen
(Brechungsgesetz von Snellius bzw. Fresnel-Gleichungen) vorhergesagt
werden kann. Deshalb kann die
”
Kooperationsfähigkeit“ eines unbekann-
ten Materials nicht vorhergesagt werden und muss für jeden Einzelfall
überprüft werden. Wir nutzen deshalb erstmalig nicht die Reflexion, son-
dern die Absorption der Oberfläche des zu vermessenden Gegenstandes.
Wie in Abbildung 2.1 zu sehen ist, gilt aufgrund des Energieerhal-
tungssatz folgende Formel:
I0 = IR + IA + IT (2.1)
Dabei ist I0 die Intensität der eingestrahlten elektromagnetischen Strah-
lung. IR, IA und IT sind die reflektierte, absorbierte bzw. die trans-
mittierte Intensität. Die Nutzung des absorbierten Strahlung verein-
facht das physikalische Verhalten erheblich, fordert jedoch den Übergang
zu anderen Strahlungsquellen. Wir haben hierfür den infraroten Wel-
lenlängenbereich gewählt, da in diesem Bereich im Gegensatz zum op-
tischen die meisten Materialien eine starke Absorption zeigen. Beispiel-
haft sei hierfür der in Abbildung 2.2 gezeigte imaginäre Anteil k des
Brechungsindex von Quarzglas gezeigt. Bei seinem Maximum von ca.
9,1 µm [2] ist die Absorption maximal und damit die Eindringtiefe mi-
nimal. Das Bedeutet, dass bei dieser Wellenlänge die Energie in einer
Oberflächenschicht von weniger als 0,3 µm deponiert wird.
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Abbildung 2.2: Brechungsindex von Quarzglas.
Die absorbierte Energie wird nun in Wärme umgewandelt. Der Körper
erhöht seine Temperatur. Dies verursacht die Abstrahlung von langwelli-
ger Infrarotstrahlung. Die entsprechend dem Planck’schen Strahlungsge-
setz [3] emittierte Strahlung hat zwei wesentliche Vorteile gegenüber re-
flektierter Strahlung. Zum einen handelt es sich bei der Wärmestrahlung
um einen idealen Lambert’schen Strahler. Das bedeutet, dass die Strah-
lungsdichte in alle Raumrichtungen konstant ist und somit der Nach-
weis richtungsunabhängig ist. Zum anderen ist sowohl die Entstehung
durch Absorption als auch die Emission bei den meisten Stoffen auf die
Oberfläche begrenzt. Dies stellt die Vermessung der technisch wirkenden
Grenzfläche des Messobjektes sicher, ohne dass störende Volumeneffekte
die 3D Ergebnisse verändern.
2 Systemaufbau
Der in Abbildung 2.3 gezeigte Systemaufbau zeigt die verschiedenen Sys-
temkomponenten und ihr Zusammenwirken. In den folgenden Unterka-
piteln werden sie näher beschrieben.
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Abbildung 2.3: Skizze des Systemaufbaus.
2.1 Projektor
Der Projektor besteht aus den drei Komponenten Infrarot Quelle, einem
Element, das ein strukturiertes Muster erzeugt und einer Abbildungsop-
tik. Wie bei den meisten optischen Messgeräten benötigen wir auch hier
möglichst viel Intensität bzw. eine möglichst hohe Strahlungsintensität.
Im Laufe der Entwicklung hat sich gezeigt, dass ausreichende Intensitäten
im langwelligen Infrarot nur mit einem Laser erreicht werden können. Da-
mit wir die oben geschilderten Randbedingungen möglichst gut erfüllen
können, haben wir uns für einen speziellen CO2-Laser entschieden. Er
wird für die Beleuchtung der Gitter passend zur Gittergröße optisch auf-
geweitet. Als Verfahren zur Lösung des Korrespondenzproblems haben
wir uns zusammen mit unserem Projektpartner, dem Fraunhofer IFF
aus Magdeburg zu einem Phasenschiftverfahren (4-Buckets Algorithmus)
entschieden, das mit mehreren Gitterperioden arbeitet [4].
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Abbildung 2.4: Phasenrekonstruktion mit Phasenschiebeverfahren.
Wie in Abbildung 2.4 zu sehen ist, wird das Objekt 4 mal Beleuch-
tet, wobei das Beleuchtungsgitter jeweils um eine viertel Gitterperiode








Dabei wird für jedes Pixel x der Kamera die Intensität Ik der 4 Wär-
mebilder bestimmt. Wie im zentralen Bild von Abbildung 2.4 zu sehen ist,
erhält man so eine Phaseninformation und damit eine Ortsinformation,
die noch periodisch über das Bild ist. Deshalb wird diese Aufnahme noch
bei zwei weiteren Wellenlängen wiederholt, so dass eine eindeutige Phase
für das gesamte Bildfeld bestimmt werden kann.
Die Abbildungsoptik wurde speziell für diesen Anwendungsfall kon-
zipiert. Da sowohl die Kameraoptik als auch die Projektionsoptik eine
sehr kleine Öffnungszahl haben, ist die Tiefenschärfe beider Abbildun-
gen begrenzt. Durch den Triangulationswinkel zwischen Projektor und
Infrarotkamera ergibt sich die Notwendigkeit eine größere Tiefe scharf
abbilden zu können. Deshalb haben wir die Optik des Projektors für ei-
ne Scheimpfluganordnung ausgelegt [5] und [6]. Somit ist es uns möglich,
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die Referenzebene des Messvolumens senkrecht zur optischen Achse der
Infrarotkamera auszurichten, so dass das ganze Bildfeld scharf abgebildet
werden kann.
2.2 Detektor
Zur Detektion des erzeugten Wärmemusters ist es notwendig, die Strah-
lungsverteilung des Wärmemusters zu analysieren. Wie in Abbildung 2.5
zu sehen ist, ergibt sich die maximale Intensität der Wärmestrahlung
bei einer Wellenlänge von ungefähr 10 µm. Dies liegt daran, dass wir
die Werkstücke bei Umgebungstemperatur vermessen und die durch den
Projektor erzeugte Erwärmung nur sehr gering ist. Für Infrarotkameras
gibt es nur drei Wellenlängenbereiche die mit kommerziellen Detekto-
ren abgedeckt werden. Dies ist das kurzwellige Infrarot von 0,85 µm bis
2,5µm, das mittelwellige Infrarot von 3µm bis 5,7µm und das langwellige
Infrarot von 8 µm bis 12 µm. Aus Abbildung 2.5 ist naheliegend einen
Detektor im langwelligen Infrarot zu wählen. Es hat sich jedoch heraus-
Abbildung 2.5: Plank’sche Strahlungsverteilung.
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gestellt, dass eine Kombination aus mittelwelliger IR-Kamera und eines
Bandpassfilters ein ähnlich gutes Signal zu Rausch Verhältnis liefert, wie
eine langwellige Kamera. Dies liegt letztendlich an der Quanteneffizienz
der eingesetzten Detektoren. Da die mittelwelligen IR-Kameras schon in
einem Bereich empfindlich sind, in dem z.B. Glas noch transparent ist,
bleibt der Einsatz von langwelligen Bandpassfiltern unumgänglich.
2.3 Steuer- und Auswerteeinheit
Die Steuer- und Auswerteeinheit muss zum einen den Projektor mit sei-
ner Mustererzeugung ansteuern und gleichzeitig die Daten der Infrarot-
kamera verarbeiten. Bei der Erwärmung der Oberflächen handelt es sich
um einen dynamischen Prozess. Deshalb verarbeiten wir zur Signalge-
winnung nicht einzelne Bilder sonder eine ganze Folge von Aufnahmen.
Wir analysieren somit einen ganzen Film und das bei einer Frequenz von
100 Hz. Selbst bei der Auflösung von 640×480 Pixeln unserer Kamera er-
gibt das eine Datenmenge von über 700 MB, die für jede Rekonstruktion
analysiert werden müssen.
3 Ergebnisse
Wir freuen uns hier zum ersten mal Ergebnisse unserer Untersuchun-
gen veröffentlichen zu können. Mit dem im vorigen Kapitel vorgestellten
Versuchsaufbau können wir beliebige Objekte bis zu einem Messvolu-
men von ca. 250×250×100 mm3 scannen. Dabei ermitteln wir die 3D
Oberflächendaten sowohl auf optisch transparenten Materialien als auch
auf extrem gering reflektierenden Oberflächen. In Abbildung 2.6 sind die
Ergebnisse für einen Spielzeugsmart zu sehen. Diese Aufnahme ist das
Ergebnis der Einzelbilder die schon in Abbildung 2.4 gezeigt wurden.
Möglich wurde die 3D Datenbestimmung dank der Arbeiten des Fraun-
hofer IFF aus Magdeburg [7], die sowohl die Rekonstruktion der Daten als
auch die Kalibrierung des Messsystems entwickelt und umgesetzt haben.
Die hier gezeigten Ergebnisse zeigen die Möglichkeiten und die bisher
bestehenden Grenzen dieses Messgerätes auf. Im Vergleich zum visuel-
len Bild in Abbildung 2.7 ist in Abbildung 2.6 zu erkennen, dass sowohl
die transparenten Scheiben als auch die schwarzen Kunstoffabdeckungen
am Scheibenwischer sehr gut gescannt werden konnten. Es ist allerdings
auch klar zu sehen, dass noch eine starke
”
Wellenstruktur“ dem Bild
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überlagert ist. Dies ist ein Artefakt, der daher rührt, dass unsere bishe-
rige Abbildung der Phasenstruktur eine deutliche Abweichung von einer
kosinusförmigen Intensitätsverteilung aufweist. Die in Formel 2.2 ange-
gebene Berechnung der Phase und damit der Raumkoordinaten setzt
voraus, dass die Intensität der einzelnen Phasenbilder einer 1 + cos(ϕ)
Verteilung entspricht. Die systematische Korrektur hiervon müssen wir
noch implementieren. Einzelne Fehlstellen in der Aufnahme rühren da-
her, dass die 3D Daten dieses Bildes aus nur einer Aufnahme rekonstru-
iert wurden.
Abbildung 2.6: 3D Infrarot Scan.
4 Zusammenfassung und Ausblick
Die hier gezeigten Ergebnisse stellen das Potential dieses weltweit erst-
malig eingesetzten Messverfahrens dar. Es erweitert die Vielfalt der op-
tischen Messgeräte um eine weitere Technologie, um die Anforderungen
der industriellen Messtechnik [8] auch in Zukunft bewältigen zu können.
Beim Vergleich unseres Ergebnisses (Abbildung 2.6) mit dem professio-
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Abbildung 2.7: Visuelles Bild Smart.
nellen Scann eines kommerziellen Weißlichtstreifenscanners (Abbildung
2.8) wird nochmal das Potential dieser Messmethode bewusst. Trotz des
qualitativ hochwertigen Scann, der aus 20 Einzelaufnahmen zusammen-
gesetzt wurde, konnten weder für die Windschutzscheibe noch für die
sehr dunklen Partien des Modellautos Daten ermittelt werden. Dies ist
mit der neuen Messmethode ohne Probleme möglich. An der Abbildung
2.8 ist das Potential erkenntlich, das wir noch mit unserem Messsystem
erreichen wollen. Wir müssen unsere Genauigkeit noch weiter steigern
und es ermöglichen, mehrere Aufnahmen gemeinsam zu verarbeiten.
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Optimal depth estimation from a single
image by computational imaging using
chromatic aberrations
Muhammad Atif and Bernd Jähne
University of Heidelberg, Heidelberg Collaboratory for Image Processing,
Speyerer Straße 4, D-69115 Heidelberg
Abstract In this paper, we present a computational imaging
approach to estimate the optimal depth (in terms of resolution
and range) from a single image using axial chromatic aberra-
tions. It includes a co-design of optics and digital processing to
select the parameters of a lens such as focal length, f-number and
chromatic focal shift according to the performance of a depth es-
timation algorithm on the digital side. A simulation framework
evaluates the complete system performance in different imaging
conditions including optimal axial chromatic lens aberration. A
low-complexity algorithm estimates the depth map of real scenes.
Experiments on real scenes show the feasibility of the proposed
system for depth estimation.
1 Introduction
Depth of a scene is a very useful information for many applications in
the areas of gaming, machine vision, robotics etc. There have been many
passive and active methods proposed in the past, to estimate the depth.
Active methods project light or some specific pattern of light on a scene
and the sensor detects the depth with the information of either delay
in the returned light, e.g., the time of flight camera, or by measuring
the distortion in the pattern like Microsoft Kinect. On the other hand,
passive methods rely on the intensity image viewed from two different
points e.g. stereoscopy, depth from focus and defocus. More detailed
overview of depth imaging methods may be found in [1].
In recent past years, many computational imaging approaches are pro-
posed to estimate the depth. Most of these methods code the point
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spread function (PSF) of a lens either by introducing a phase mask in
the pupil or code the aperture of a lens in a specific pattern [2, 3] and
depth image is retrieved digitally. However, either these methods make
the lens design process more complex or light loss occurs in imaging.
We propose a simple computational approach to estimate the depth
with a conventional lens which exhibits axial chromatic aberrations (color
shift in the direction of the optical axis). Due to axial chromatic aber-
rations (ACA), different colors are focused at different distances along
the lens axis. Hence, depth from defocus method may be used to extract
depth information using different defocused color images.
1.1 Related work
Depth from defocus (DFD) method is widely used in estimating the
depth due to low complexity and without any need of modifications to
traditional imaging. The relative blur between two defocused images is
used to estimate the depth of a scene. Garcia et al. [4] have proposed to
use two defocused color images to estimate the depth. Axial chromatic
aberrations help in capturing these images in a single shot. They have
shown the feasibility of their approach through experiments on the ideal
and occluded edges. However, they did not discuss the limitations of their
method for natural scenes. The idea of extracting depth using chromatic
aberrations (CA) is also discussed for chromatic confocal microscopy [5].
On the other hand, there is not enough work done in selecting the
optimal parameters of the lens for DFD systems. Blayvas et al. [6] and
Blendowske [7] have discussed the effect of optics on the accuracy of depth
estimation. They have derived the equation for the minimal detectable
distance between objects in Fourier and spatial domain. However, it
should be noted that the accuracy of depth also depends on the algorithm
used to estimate the depth.
1.2 Our contribution
We have developed a simulation framework to assist the lens design for
depth estimation using axial CA. For the analysis of accuracy of depth,
the equations are derived to relate the depth performance with lens prop-
erties. Optimal parameters of the lens and the sensor pixel size is selected
by considering the performance of post processing algorithm. By intro-
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ducing the optimum amount of chromatic aberrations in the lens, we have
achieved almost similar depth accuracy and larger depth range compared
to DFD method with a single image.
An algorithm is proposed to estimate the depth of natural scenes from
chromatic aberrations (DFCA). The algorithm deals with the color edges,
where the intensities in each color could be different, which makes the
accurate blur estimation more challenging. A new kind of ratio of blur
measures is proposed to estimate the depth using three color images,
which results in larger depth range, and better accuracy.
Finally, we have shown results of our proposed system using simulated
image and real captured images. Results show the feasibility of our al-
gorithm and advantages of using the framework for selection of optimum
lens parameters.
2 Simulation framework for optics and digital co-design
A basic imaging chain consisting of optical, sensor and digital post pro-
cessing stages is used to assist the lens design process and depth es-
timation algorithm. The feedback loop between the results of digital
processing and optical design assists in selecting the optimal parameters
of a lens. The imaging pipeline used in our simulation framework is
shown in figure 3.1.
Optical simulation models the physical image formation stages. We
consider a diffraction limited lens with only axial chromatic aberrations,
which are intentionally introduced to estimate depth. All other aberra-
tions such as distortions and vignetting are neglected. Also, we assume
that during lens design the lateral chromatic aberrations (magnification
of colors) can be reduced to a significant amount so that it doesn’t affect
depth estimation. Input to the optics simulator is an incident scene con-
sisting of red, green and blue colors. The optical blur induced by optics is
represented by diffraction limited point spread function (PSF) [8], which
contain the combined effect of axial chromatic aberrations and defocus
dependent blur.
Sensor simulation consists of two processes, noise addition and color
filter array sampling. A simple camera noise model, described in [1], is
used to simulate the noise behavior of the image sensor. The noise model
represents the noise in three parts, an intensity-dependent noise (photon
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(a) Optic and Sensor Simulation
(b) Depth from Chromatic Aberrations Algorithm
Figure 3.1: Simulation framework for optical and digital co-design.
shot noise), constant dark current noise and quantization noise. After
adding the noise, the image is sampled by a color filter array (CFA), e.g,
Bayer CFA.
Details of the depth estimation algorithm will be discussed in section 4.
Here, we concisely describe the functionality of each block, shown in
figure 3.1(b). The Bayer image is demosaiced to get three color images
RGB. A median filter is applied before computing the blur measure to
reduce the effect of noise. The ratio of blur measure of two color images
is computed and multiplied with the normalization factor to balance the
effect of different intensities in two color images. Finally, the calibration
function is used to get absolute depth value from the ratios.
3 Influence of optics and sensor on depth estimation
3.1 Depth resolution and optical parameters
The accuracy of depth could be defined in terms of minimum depth
resolution ∆D at any distance from the lens. Here, we derive the re-
lationship between optical parameters and ∆D to observe the effect of
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Figure 3.2: Image formation by a thin lens aproximation.









where f is the focal length, F# is the f-number, D0 is the focus position
of lens and m = fD0 is the magnification factor for D0  f . These
entities are better illustrated through thin lens image formation process,
shown in figure 3.2. The relationship between two distances D1 and D





















Equation 3.3 shows that ∆D is directly proportional to the f-number
and inverse proportional to the squared of focal length. Moreover,
∆D increases for distant objects. Similar equation is also derived by
Blendowske [7], but that is only valid for two near distances close to the
focus position. Moreover, for small focal lengths and large f-number, the
result of Blendowske deviates at farther distances.
3.2 Optimum sensor pixel size
The effective change in the blur ∆b that is measurable through the blur
measure criteria, in the presence of noise, provides the optimum sensor
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pixel size. We have computed ∆b through simulation framework shown
in figure 3.1. All processing steps are applied to an ideal step edge for
different amount of defocus blur. The amount of blur for each blurred
edge is computed through Tenengrad method (sum of intensity gradients
over a local neighborhood). Figure 3.3 shows the measured values for
N = 2.4 and for different amount of defocus blur, without noise and in
case of noise with signal to noise ratio (SNR) equal to 25dB and 50dB.
The minimum value of ∆bmin that gives the monotonically decaying
curve would be the effective blur amount to distinguish two different
amounts of blur. It can also be seen from plots that ∆bmin is dependent
on SNR.
Figure 3.3: Blur measure value for different amount of blur diameter.
∆bmin provides the optimum value for sensor pixel size ∆x. Pixel size
larger than ∆bmin would decrease the resolution of depth, ∆D would be
larger in equation 3.3. On the other hand, smaller pixel size would not
have any benefit on depth accuracy. This observation is similar to the
one discussed in [9].
3.3 Optimum axial chromatic aberrations
To estimate the depth from two defocused color images in a desired range,
optimum amount of ACA must be introduced in the lens. If we set the
focus of blue color (which is focused near due to CA) at nearest distance
Dn, then we must calculate the optimal focus position Df , of red color
(which is focused far) for specific lens parameters. From figure 3.3, we
can select the blur value blim, above which larger blur values could not
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be distinguished due to noise. Optimum value of blim would be the
integer multiple of sensor size ∆x, as shown in [9]. We can find Df from










In that way, the blur of blue at focus position of red and blur of red at
focus position of blue would not exceed the limit blim and both images
would contribute in the depth estimation. Now the focus positions of two
colors are known, we can estimate the focal length of both images from
thin lens formula. The difference of focal length would be the chromatic
focal shift from blue to red color.
3.4 Optimal lens parameters for an example application
Let assume, we want to estimate the depth from 40 cm up to 3 m and at
the farthest distance we would like to have depth resolution ∆D = 50 cm.
As we know from the previous section, lower f-number would be better for
depth resolution but the design of lower f-number lens is more complex
and more expensive. So, we choose f-number N = 2.8 which is typically
used for low cost imaging lenses. For the selected f-number, we compute












This leads to f = 7.94 mm which is the minimum focal length to get the
depth resolution of 50 cm at 3 m. If we take fb = f , as a focal length
for the blue color focusing at 40 cm, we can calculate the image distance
di = 8.1 mm and focal length of red color fr = 8.076 focusing at 3 m
using thin lens formula. Therefore, total chromatic shift required for the
lens is ∆f = fr − fb = 139µm.
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4 Depth from chromatic aberrations: algorithm
4.1 Local contrast dependent blur measure
Each color image has different intensities, therefore, measure of the blur
must be independent of intensity variations. We normalize the image
with the difference of local maximum and minimum values, which we call
local contrast. If the local contrast is computed with the window size
of equal to twice of edge range, normalization of complete edge would
be consistent. To reduce the effect of noise, the median filter is applied
before computing the local contrast and blur estimation. Median filter
preserves the edges more as compared to linear Gaussian filtering, for
small to moderate levels of noise.
After normalization, the amount of blur is estimated with the sum-
mation of squared magnitude of gradients in four directions, horizon-
tal, vertical and two diagonals. Gradient operator is a bandpass filter
that removes the DC value. Therefore, instead of normalizing image,
we normalize the gradients of image with local contrast, as shown in
figure 3.1(b). In this way, there is no need to subtract mean or local
minimum value from the image and gradient estimation would not be ef-
fected by noise introduced by normalization process. The blur estimate






















where c represent color, ∆Ic(x, y) is the gradient vector of a color image Ic
in different directions. This blur estimate works well for edges, however,
for the texture it is not accurate.
4.2 Depth estimation from blur measures
The relative depth map is generated by taking the normalized ratios
of blur measure values of different colors. Conventional color sensors
capture three colors, red, green and blue. Therefore, we have three defo-
cused images for depth estimation, which make it possible to estimate the
depth for a larger distance range as compared to DFD system where we
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normally use only two images. Here, we propose to take the normalized
ratio of all three colors, to get a single depth map for a broader range in
the following way;
C (depth) =
BM2r − (BMb ×BMg)
BM2r + (BMb ×BMg)
, (3.7)
where C is the calibration curve used to estimate the absolute depth.
The curve is generated for a step edge through the framework shown
in figure 3.1. As the framework considers all major image formation
processes, therefore absolute depth estimation would be more accurate.
Figure 3.4 shows different combination of ratios of blur measure for the
distances from focus position of blue to focus position of red image. The
combined ratio of all three colors is best in terms of steeper slope for
larger distance range.
Figure 3.4: Ratios of blur measure with different combinations of colors.
5 Results and discussion
To verify the DFCA algorithm, a lens with f-number 2.4, focal length
4 mm and the chromatic focal shift of 50µm is simulated to estimate
the depth from 30 cm to 2 m. A synthetic image shown in figure 3.5(a) is
blurred according to the true depth shown in figure 3.5(b). Image is then
converted to Bayer format after adding the sensor noise. Figure 3.5(c)
shows the depth map computed with our proposed algorithm. For the
analysis of depth accuracy, only actual estimated depth values at edges
are shown.
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Root mean square error (RMSE) between actual and estimated depth
is computed for the detected depth regions. Figure 3.6 shows the RMSE
at different distances and difference of local contrast between color im-
ages. The local contrast Ci : i = r, g, b, is defined as the height of edge
and difference of contrast is defined as Cdiff =
√
|C2r − CbCg|. For the
edges where one of the color edge is missing due to similar foreground
and background color (Ci ≈ 0), depth estimation is not possible. Other-
wise, the proposed algorithm works very good for color edges at different
depths, and RMSE is mostly less than 50 mm for the small focal length
of 4 mm.
(a) (b) (c)
Figure 3.5: (a) Simulated image with chromatic aberrations, (b) ground truth
depth map, (c) depth map generated with our algorithm (depth is estimated
only at edges, and given in mm).
Figure 3.6: RMSE between true depth and estimated depth at different dis-
tances and differences of contrast between colors.
Figure 3.7 shows the depth maps computed for the real images cap-
tured with a lens having axial chromatic aberrations. The post processing
of the depth refines the depth and propagate it to neighboring regions.
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We first downsample the depth map, and apply the “colorization using
optimization” method [10] to propagate the depth to surroundings. In
the next step, we apply joint bilateral upsampling [11] to get a full resolu-
tion dense depth map. Results show that depth propagation works quite
good for detected objects, but large homogeneous regions are not filled
correctly. However, for the applications such as 2D to 3D image conver-
sion or digital refocusing, homogeneous regions don’t have any affect on
the image.
Figure 3.7: Depth estimation from axial chromatic aberrations for the real
captured scenes. First row: input images captured with a lens having large
chromatic aberrations. Second row: raw depth estimation using the algorithm
proposed in this work. Third row: dense depth after propagating the raw
depth to surroundings.
6 Conclusion
In this paper, we have shown a computational approach to estimate the
depth map from a single image using a lens with axial chromatic aber-
ration and an optimal co-design of optics and digital processing. The
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algorithm uses contrast dependent blur estimation, and the combined
ratio of all three color images proved to generate the depth maps. Sim-
ulated and real images show the potential of this work.
DFCA method has some advantages over DFD system. It doesn’t
suffer with the miss-registration problems because the defocused images
are captured with a single-shot. Moreover, the method is also applicable
to videos without any modifications, as there is no need to change the
focus mechanically.
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Zusammenfassung Der EMVA-Standard 1288 zur objektiven
Charakterisierung von Kameras und Bildsensoren ist seit Ende
2010 in einer sorgfältig dokumentierten und ausgereiften Version
3.0 verfügbar. Dieser Beitrag zeigt, dass mit Hilfe dieses Stan-
dards die optimale Kamera sich für eine bestimmte Aufgaben-
stellung differenziert auswählen lässt. Dazu werden Auswahlkri-
terien für bestimmte Anwendungsszenarien abgeleitet und an-
hand konkreter Kameraexemplare wird eine Wahl getroffen. Im
Ausblick werden schließlich die Pläne zur Weiterentwicklung des
Standards vorgestellt.
1 Einleitung
Der Standard 1288 der European Machine Vision Association (EMVA)
zur objektiven Charakterisierung von Kameras und Bildsensoren hat sich
etabliert. Dieser ist seit Ende 2010 in einer sorgfältig dokumentierten und
ausgereiften Version 3.0 verfügbar [1], die durch einen Vertrag zwischen
der EMVA, der amerikanischen Automated Imaging Association (AIA)
und der Japan Industrial Imaging Association (JIIA) global anerkannt
ist.
Der Standard basiert auf einem universellen linearen Kameramo-
dell. Dieses gewährleistet, dass alle unbekannten Modellparameter durch
eine einfache Input/Output-Relation nach der linearen Systemtheo-
rie bestimmt werden können. Die Kamera kann als
”
schwarzer Kas-
ten“ (Black Box) betrachtet werden, von dem außer der Belichtungs-
zeit und der Pixelgröße keinerlei weitere Informationen bekannt sein
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müssen. Damit können nicht nur Kamerahersteller sondern auch Test-
labors, OEM-Integratoren, Distributoren und Endanwender leicht Mes-
sungen durchführen. Aus der gemessenen Kennlinie (digitaler Grauwert
in Abhängigkeit von der Bestrahlung) und der Photontransfer-Kurve
(Varianz des digitalen Signals in Abhängigkeit von dessen Mittelwert)
können das Dunkelrauschen, die Verstärkung und die Quantenausbeu-
te bestimmt werden. Anschließend kann das Signal/Rausch-Verhältnis
(SNR) berechnet und daraus die Sättigungskapazität, die Empfindlich-
keitsschwelle und der Signalumfang/Dynamikbereich (DR) abgeleitet
werden. Diese Größen sind für die Beurteilung der Signalqualität von ent-
scheidender Bedeutung. Weiterhin beeinflussen die räumlichen Variatio-
nen des Dunkelsignals, die Dark Signal Nonuniformity (DSNU), und der
Sensitivität, die Photo Response Nonuniformity (PRNU), die Bildqua-
lität. Diese werden gemäß dem Standard durch Angabe der räumlichen
Varianz, Analyse von periodischen Störungen mittels der Spektrogramm-
methode (zeilen- und spaltenweise Berechnung des Leistungsspektrums
durch Fouriertransformation) und Bestimmung von Ausreißern (
”
defekte
Pixel“) in logarithmischen Histogrammen analysiert.
Dieser Beitrag zeigt, dass für eine bestimmte Aufgabenstellung mit
Hilfe des Standards sich die optimale Kamera differenziert auswählen
lässt. Hierzu werden fünf verschiedene Szenarien betrachtet:
Szenario 1: Es ist wenig Licht vorhanden; Die Kamera soll eine
möglichst hohe Empfindlichkeit aufweisen;
Szenario 2: Es ist wenig Licht vorhanden; Die Kamera soll bei einer
vorgegebenen Bestrahlungsstärke ein optimales Signal liefern;
Szenario 3: Es ist genügend Licht vorhanden; Die Signalqualität soll op-
timal sein;
Szenario 4: Eine hohe Linearität des Signals wird gefordert;
Szenario 5: Die Szene weist hohe Variationen in der Lichtstärke auf.
In den nachfolgenden Abschnitten werden für jedes Szenario zunächst
die jeweiligen Anforderungen diskutiert und anschließend Auswahlkri-
terien abgeleitet, anhand derer das adequate Kameramodell bestimmt
wird. Zur Auswahl stehen dabei fünf Kameramodelle (A,B,C,D,E). Zur
Verdeutlichung, dass EVMA 1288 auch auf Zeilenkameras1 angewendet
1 und auch Farbkameras
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Basler spL2048
EMVA1288 SUMMARY SHEET
This datasheet describes the specification according to the standard 1288 ”Standard for Characteri-
zation and Presentation of Specification Data for Image Sensors and Cameras” of European Machine
Vision Association (EMVA)(See www.standard1288.org).
Vendor Basler
Model spL2048
Serial number 2080 8056
Sensor type CMOS
Sensor diagonal 10 mm
Lens category C-Mount
Resolution 2048 × 1
Pixel size 10 µm × 10 µm
Shutter type Global
Overlap capabilities Non-overlapping
Maximum readout rate 70 000 Hz
Dark current compensation No
Interface type CameraLink
Operation Point OP1 (Page 2):
Type of data presented Single
Mode 2 tap 12bit
Line acquisition mode grabber controlled
Line period 252 µs




Optional EMVA 1288 data measured:
Quantum efficiency











c© Copyright HCI, 2012 1 of 2
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Abbildung 4.1: Eine mögliche Anordnung auf der Seite 1 eines Kamera-Da-
tenblatts gemäß EMVA 1288 (die Bereiche 1©, 2© und 3© werden im Text er-
klärt).
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werden kann, wurde zusätzlich zu zwei CCD- und zwei CMOS-Flächen-
kameras eine CMOS-Zeilenkamera in die Auswahl aufgenommen.
Die Vermessung von Kameras oder Sensoren und die Berechnung
von den einzelnen Größen gemäß EVMA 1288 wird hier nicht beschrie-
ben. Für Messprozeduren oder notwendiges Equipment siehe z.B. Dar-
mont 2010 [2] oder Erz 2011 [3]. Vielmehr soll es hier auf den Vergleich der
Kameras anhand von vorliegenden Datenblättern eingegangen werden2.
Zusätzlich wird ein zu EMVA 1288 konformes Datenblatt vorgestellt.
2 Kameradatenblatt gemäß EMVA 1288
Ein Datenblatt gemäß EMVA 1288 besteht mindestens aus zwei Seiten.
Die Abbildungen 4.1 und 4.2 stellen solche zwei Seiten exemplarisch für
die Kamera B dar. Welche Informationen auf diesen Seiten enthalten
sein müssen und welche optional sind, ist im Standard Version 3.0 genau
festgelegt. Das Layout ist jedoch frei wählbar.
Die ersten Seite muss die allgemeine Beschreibung der Kamera / des
Sensors beinhalten. Dieser Block 1© in Abb. 4.1 enthält Angaben zu Her-
steller, Modell, Sensortyp, Sensordiagonale, einsetzbare Objektivkatego-
rie, Auflösung und Pixelgröße. Nachfolgend werden Eigenschaften aufge-
listet, die spezifisch für den jeweiligen Sensortyp (CCD oder CMOS) sind.
Die maximale Aufnahmegeschwindigkeit, Schnittstellentyp und die even-
tuelle Signalkorrektur durch Dunkelstromkompensation oder Kühlung
müssen ebenfalls angegeben werden. Im Block 2© der Abb. 4.1 werden die
bei der Vermessung eingestellten Arbeitspunkte (falls es mehrere sind),
also Einstellungen, die bei der Vermessung der Kamera/des Sensors vor-
genommen wurden, beschrieben, wie z.B. Gain und Offset. Außerdem
ist die Art der nachfolgend präsentierten Daten zu spezifizieren. Diese
könnten aus einer einzelnen Messung, aber auch als Mittelwert aus meh-
reren Messreihen stammen (also typische Daten) oder sogar durch einen
Hersteller garantierte Daten beinhalten. Block 3© (Abb. 4.1) kann den
Plot mit der gemessenen Quanteneffizienz enthalten, falls diese Messung
durchgeführt wurde. Aufgrund der Tatsache, dass die Quantenausbeute
unabhängig von den eingestellten Kameraparametern ist, ist die Position
auf der ersten Seite sinnvoll. Die nachfolgenden Seiten (mindestens eine
2 Auf der Homepage des Standards (www.standard1288.org), im Bereich Downloads
finden sich weitere Dokumente.
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Basler spL2048
EMVA1288 SUMMARY SHEET FOR OPERATING POINT OP1
Type of data presented Single
Mode 2 tap 12bit
Line acquisition mode grabber controlled
Line period 252 µs
Exp. time control mode level controlled






Frame rate 3968 Hz
(*)Wavelength 529 nm
Photon transfer plot






















































F (dark, hor.) 0.93
F (dark, vert.) 0
F (50 %, hor.) 0.88
F (50 %, vert.) 0
LE (%) 0.14
µe,min (e) 20
µp,min (p) (*) 42
µe,sat (e) 12 462
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◦C) -





Abbildung 4.2: Eine mögliche Anordnung auf der Seite 2 eines Kamera-
Datenblatts gemäß EMVA 1288 (die Bereiche 1©, 2©, 3© und 4© werden im
Text erklärt).
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Seite) präsentieren die für einen Arbeitspunkt charakteristischen Daten.
Die zweite Seite des Datenblatts (Abb. 4.2) enthält die eigentlichen
Messgrößen, die sich auf einen der Arbeitspunkte beziehen. Hier steht im
Block 1© die ausführliche Beschreibung des Arbeitspunktes. Im Block 2©
befindet sich der Photon-Transfer-Plot, der das Rauschen (die Varianz
des Grauwerts) in Abhängigkeit von dem mittleren Grauwert darstellt
und die Berechnung des Sättigungspunktes (senkrechte gestrichelte Li-
nie) und der Verstärkung K ermöglicht. Das Signal/Rausch-Verhältnis
wird in Abhängigkeit von der Lichtintensität im Block 3© platziert3. Alle
gemessenen Parameter, die durch EMVA 1288 festgelegt werden, sind in
einer Tabelle im Block 4© zusammengefasst. Auf weiteren Seiten werden
dann alle Plots nach dem Standard dargestellt.
Aus Platzgründen werden Datenblätter der anderen vier Kameras hier
nicht aufgeführt4. Die zur Auswahl notwendigen Größen werden in einer
getrennten Tabelle im direkten Vergleich zwischen den Kameras darge-
stellt.
3 Betrachtung der einzelnen Szenarien
In diesem Abschnitt werden die einzelnen Szenarien diskutiert und aus
den fünf Kameras eine geeignete ausgewählt.
Szenario 1
Bei diesem Szenario könnte es sich um eine Anwendung in der Biologie
oder Astronomie handeln. Hier werden nur schwach leuchtente/beleuch-
tete Objekte beobachtet. Die verwendete Kamera sollte demnach eine
möglichst hohe Empfindlichkeit aufweisen. Die Empfindlichkeit oder Sen-
sitivität einer Kamera wird daran gemessen, ab welcher Stärke ein Signal
detektiert werden kann. Dazu wird die Empfindlichkeitsschwelle angege-
ben, ab der das Signal größer als der Rauschpegel ist. In dem EMVA-
Standard 1288 wird dieser Pegel als absolute Sensitivitätsschwelle µe.min
(in Anzahl der Elektronen) bezeichnet und muss auf Seite 2 jedes Daten-
blatts (Block 4© der Abb. 4.2) aufgelistet sein. Die alternative Vergleichs-
größe ist hier das Dunkelrauschen σd. Je kleiner diese Werte sind, desto
3 Eine vergrößerte Version dieses Plots ist in Abb. 4.3 zu sehen und wird zu einem
späteren Zeitpunkt näher betrachtet.
4 Die Datenblätter werden auf hci.iwr.uni-heidelberg.de/Benchmarks veröffentlicht.
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Kamera A Kamera B Kamera C Kamera D Kamera E
Sensortyp CCD CMOS CMOS CMOS CCD
Zeilensensor
A [µm2] 6.452 10.002 9.202 6.702 6.452
σd oder µe.min [e] 10 20 112 58 15
η(529 nm) [%] 58 49 34 25 45
µp.min(529 nm) [p] 17 42 329 232 33
SNRmax 138 105 210 128 133
DR [bit] 10.4 9.2 8.8 9.2 10.1
PRNU [%] 0.8 1.2 1.0 1.6 0.6
DSNU [e] 1.7 64 3.2 32 1.5
LE [%] 0.35 0.36 0.60 1.15 0.32
Tabelle 4.1: Parameter nach EMVA 1288, die bei der Auswahl der für eines
von fünf Szenarien geeigneten Kamera benötigt werden; Diese Größen wurden
aus den entsprechenden Datenblättern entnommen und befinden sich auf der
Seite 1 (Abb. 4.1, Block 1©) und Seite 2 (Abb. 4.2, Block 4©) des Datenblatts;
Die Einheiten e und p stehen für die Elektron- bzw. Photonenanzahl. Mit fetter
Schrift sind die besten Werte hervorgehoben.
empfindlicher ist die Kamera. In Tab. 4.1 ist das Dunkelrauschen und die
absolute Sensitivitätsschwelle aufgelistet. Falls es sich in der Anwendung
um ein monochromatisches Licht handelt, kann die minimale Anzahl an
Photonen µp.min = µe.min/η(λ) berechnet werden, die notwendig ist, um
die absolute Sensitivitätsschwelle zu überschreiben. Diese Schwelle ist im
Plot 3© Abb. 4.2 durch eine gestrichelte Linie dargestellt. Dazu sind in
Tab. 4.1 die Quantenausbeuten und µp,min(529 nm) aufgeführt. Die emp-
findlichste Kamera ist hier also mit Abstand die Kamera A.
Es ist jedoch wichtig anzumerken, dass σd bzw. µp.min von der Tem-
peratur und der Belichtungszeit abhängen. Es muss also auch auf den
Dunkelstrom µc und seine Temperaturabhängigkeit (Tdouble) geachtet
werden. Moderne Kameras weisen aber einen relativ geringen Dunkel-
strom auf (so auch die Kameras A und E), so dass diese Größen hier
nicht betrachtet werden.
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Szenario 2
In diesem Szenario soll die Bestrahlungsstärke eher gering sein. Wir legen
diese auf 1000 Photonen/(10µm2) fest. Ein typische Anwendung wäre
z.B. eine Oberflächeninspektion auf einem Fließband, bei der die An-
zahl der Photonen (meist) durch eine sehr kurze Belichtungszeit begrenzt
sind. Für die nachfolgende Bildverarbeitung ist ein optimales Signal wich-
tig. Die Qualität des Signals wird durch das Signal/Rausch-Verhältnis
SNR und räumliche Inhomogenitäten bestimmt.
Das SNR wird in einem Datenblatt durch ein Plot als Funktion der
Photonenanzahl pro Pixel dargestellt. Dieser Plot muss sich auf Seite 2
des Datenblatts (z.B. im Block 3©, Abb. 4.2) befinden. Durch senkrechte
gestrichelte Linien werden µp.min (also SNR = 1) und das maximale SNR
angedeutet. Aus Platzgründe werden die Kurven hier in einer Abbildung
(Abb. 4.3a) zusammengefasst. Es ist klar, dass die Abszissen der einzel-
nen Kurven sich aber auf jeweils andere Pixelfläche A beziehen (siehe
Tab. 4.1). Deshalb wurden in Abb. 4.3b die fünf Kurven gegen eine auf
die maximal vorkommende Pixelfläche von 10µm2 normierte Lichtinten-
sität aufgetragen5. Jetzt ist deutlich zu erkennen, dass die Kamera B bei
der von uns festgelegten Bestrahlungsstärke das größte SNR aufweist.
Somit wäre bei diesem Szenario zunächst die Kamera B zu favorisieren.
Bei dieser geringen Lichtintensität liegt das SNR im Bereich von 10:1.
D.h. dass die gemessenen Signale sich im Bereich von σd · 10, also 100-
200 Elektronen, bewegen. Bei Betrachtung der räumlichen Variation des
Dunkelsignals (DSNU) (Tab. 4.1) fällt auf, dass DSNU der Kamera B
ebenfalls in dieser Größenordnung liegt. Somit wäre das Signal der Ka-
mera A hier deutlich homogener. Wenn es also bei dieser Anwendung
keine Möglichkeit besteht das Dunkelsignal zu subtrahieren oder die DS-
NU weiter zu redizieren, würde Kamera A bessere Signalqualität liefern.
Szenario 3
Bei diesem Beispiel ist in der Szene ausreichend Licht vorhanden. In
Abb. 4.3a handelt es sich also um einen Bereich höherer Bestrahlungs-
stärken (rechts im Plot). Hier sollte die Kamera möglichst gute Signal-
5 Der Grund für die Entscheidung des EMVA 1288 Komitees zur Darstellung der
SNR-Kurve in Abhängigkeit von Photonen pro Pixel und nicht Photonen pro eine
bestimmte Fläche ist die Möglichkeit des Vergleiches mit dem idealen Sensor.























































Abbildung 4.3: a) Signal/Rausch-Kennlinie von fünf Kameramodellen aus
den Datenblättern nach EMVA 1288; Zur Verdeutlichung des Einflusses der
Pixelgröße wurde in b) die Abszisse für jede der fünf Kurven auf einen Wert
von 10µm2 normiert. Bei der exemplarisch ausgewählten Bestrahlungsstärke
von 103 Photonen/10µm2 (für das Szenario 2) weist die Kamera B das höchste
SNR auf.
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qualität, d.h. möglichst hohes SNR, aufweisen. Dazu wird auf einem Da-
tenblatt das maximal erreichbare Signal/Rausch-Verhältnis SNRmax an-
gegeben (siehe Abb. 4.2 4©). In Tab. 4.1 ist diese Größe für alle Kameras
aufgelistet. Die Kamera C weist also das höchste SNR auf.
In Tab. 4.1 sind ebenfalls Werte für PRNU aufgeführt, da die Variation
der Sensitivität bei ausreichend Licht die Signalqualität beeinflusst. In
Version 3.0 des Standards wird das Rauschen aus der Differenz von zwei
hintereinander aufgenommenen Bildern berechnet. Da dadurch sich die
räumlichen Inhomogenitäten aber herausrechnen, entspricht das SNRmax
nicht dem tatsächlich erreichbaren SNR eines unkorrigierten Sensors. Um
dieses SNRmax zu erreichen, muss das PRNU auf dem Sensor korrigiert
werden. Das PRNU der Kamera C ist zwar höher (das Signal ist al-
so inhomogener), die Signalqualität kann aber bei einer entsprechenden
Korrektur verbessert werden.
Szenario 4
Für die meisten Anwendungen, bei denen aus Intensitätswerten einer
Kamera weiter Parameter/Größen abgeleitet werden, wie auch z.B. in der
Messtechnik, ist die Linearität der Kameraantwort vom großen Vorteil. In
diesem Szenario wird also eine hohe Linearität des Signals gefordert. Im
EMVA 1288 wird die Abweichung von der Linearität anhand des Größe
LE gemessen. LE ist die mittlere Abweichung des Grauwerts von einem
linearen Fit zwischen 5-95% der Sättigung.
In Tab. 4.1 ist diese Größe für die fünf Kameras vergleichsweise darge-
stellt. Hier ist zu sehen, dass die Kennlinie der Kamera E am wenigsten
von einer Geraden abweicht.
Szenario 5
Bei Bildaufnahmen in der Automotive-Branche und allen Szenen im Frei-
en hat man es meistens mit stark schwanken Lichtintensitäten zu tun.
Hier muss die Kamera sowohl im Sonnenlicht als auch bei Nacht ein
adäquates Bild liefern. Eine besondere Herausforderung stellen Szenen
dar, bei denen sich die Lichtintensität schlagartig ändert, z.B. im Som-
mer bei der Einfahrt in einen Tunnel. Für solche Aufgaben wäre eine
High-Dynamic-Range-Kamera mit einer logarithmischen Kennlinie am
besten geeignet. Da aber EMVA 1288 bei der aktuellen Version 3.0 nur
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Kameras mit einer linearen Kennlinie einschließt, werden wir versuchen
eine bestmögliche Kamera mit einer linearen Kennlinie für solche Aufga-
ben auszusuchen. Wir nehmen also in diesem Szenario an, dass wir die
Belichtungszeit der Kamera zwischen den Aufnahmen anpassen müssen.
Ein Sensor mit dem größten Dynamikbereich sit also notwendig. Dabei
sollte die Qualität der Bilder nach Möglichkeit nicht variieren. Der Dy-
namikbereich ist das Verhältnis des maximal messbaren Signals – die
Sättigungskapazität – zum Dunkelrauschen bzw. zu der absoluten Emp-
findlichkeitsschwelle festgelegt. Die Angaben zum Dynamikbereich befin-
den sich ebenfalls im Bereich 4© eines EMVA 1288 Datenblatts (Seite 2).
In Tab. 4.1 ist DR für alle fünf Kameras aufgelistet. Hier ist zu erkennen,
dass die Kameras A und E einen annähernd gleich großen Dynamikbe-
reich aufweisen.
Ähnlich zu der Diskussion bei dem ersten Szenario ist hier der Dy-
namikbereich aufgrund seiner Abhängigkeit von dem Dunkelstrom µc
ebenfalls temperaturabhängig. Bei den Kameras A und E konnte jedoch
nur eine Obergrenze für den Dunkelstrom gemessen werden. Deshalb kon-
zentrieren wir uns stattdessen auf DSNU und PRNU. In Tab. 4.1 sind
DSNU und PRNU von alle fünf Kameras aufgelistet. Je größer DSNU
und PRNU sind, desto unterschiedlicher würde die räumliche Variation
bei unterschiedlichen Lichtintensitäten ausgeprägt sein. Deshalb wäre für
die in diesen Szenario beschriebenen Anforderungen die Kamera E, die
am wenigsten variierende Bildqualität liefern.
4 Zusammenfassung und Ausblick
Es wurden fünf Kameras (zwei mit CCD-, zwei mit CMOS-Flächen-
sensoren und eine CMOS-Zeilenkamera) anhand ihrer Dattenblätter nach
EMVA 1288 miteinander verglichen. Aus Platzgründen wurden dabei
nicht die kompletten Datenblätter gezeigt, sondern nur die Größen, die
für die Auswahl in einem der fünf Szenarien relevant sind. Die aus-
gewählten Szenarien repräsentieren dabei u.a. Anwendungen bei nur we-
nig Licht, bei ausreichend Licht aber auch bei stark schwankenden Licht-
verhältnissen. Dazu wurden Auswahlkriterien für alle fünf Anwendungs-
szenarien abgeleitet und anhand von ausgewählten Kameraexemplaren
wurde eine Wahl getroffen. Es wurden Datenblätter nach EMVA 1288
Version 3.0, die Ende 2010 veröffentlicht wurde, miteinander verglichen.
46 M. Erz und B. Jähne
Dabei lässt sich mithilfe dieser Datenblätter die optimale Kamera diffe-
renziert für jede konkrete Aufgabe auswählen.
Während der Weiterentwicklung des Standards beschäftigt sich das
Konsortium EMVA 1288 mit solchen Themen, wie die Erweiterung des
theoretischen Modells auf nicht-lineare Sensoren, Soft- und Hardware-
Zertifizierung, verbesserte Darstellung der räumlichen Inhomogenitäten





EMVA Standard 1288 - Standard for characterization of image sensors




Using the EMVA 1288 standard to select an image sensor or
camera“, in Electronic Imaging, Ser. Proc. SPIE, Vol. 7536, 2010, S. 753609.
3. M. Erz und B. Jähne,
”
Optimale Kameraauswahl für maschinelles Sehen
durch standardisierte Charakterisierung“, Technisches Messen, Vol. 78, S.
377–383, 2011.
Sensormodell und Kalibrierung für einen
IR-Streifenlichtsensor
Thomas Dunker und Sebastian Luther
Fraunhofer Institut für Fabrikbetrieb und -automation, IFF,
Sandtorstraße 22, D-39106 Magdeburg
Zusammenfassung In diesem Artikel stellen wir ein Sensor-
modell und ein Kalibrierverfahren vor, das für einen Streifen-
lichtsensor bestehend aus einer IR-Kamera und einem IR-Pro-
jektor entwickelt wurde.
1 Motivation
Die AiMESS Services GmbH hat einen Streifenlichtsensor (IR-3D-Scan-
ner) entwickelt, der die Oberfläche des zu messenden Objektes mit einem
IR-Projektor, der im langwelligen Infrarot abstrahlt, erwärmt und die
Änderung der emittierte Infrarotstrahlung mit einer IR-Kamera misst.
Dies ermöglicht z.B. Objekte, die für das sichtbare Lichtspektrum trans-
parent jedoch für IR-Strahlung opaque sind, zu messen.
Der IR-Projektor erzeugt nacheinander mehrere phasenverschobene,
streifenförmige Intensitätsmuster, deren Intensitätsverlauf sinusförmig
ist. Es werden drei Muster mit drei verschiedenen Periodenlängen ver-
wendet. Aus der Musterfolge kann für ein Pixel eine Projektorkoordinate
ermittelt werden. Ein Verfahren dafür wurde in [1] beschrieben.
Aus Projektor- und Pixelkoordinaten lassen sich die 3D-Koordinaten
des beobachteten Objektpunktes errechnen. Für diese Berechnung wird
ein Sensormodell benötigt, dessen Parameter sich durch einen geeigneten
Kalibriervorgang schätzen lassen.
Kann der Projektor ein um 90◦ gedrehtes Streifenmuster projizieren
und somit eine zweite Kamerakoordinate erzeugen, wie z.B. moderne
DLP-Projektoren, so kann er als inverse Kamera betrachtet werden. In
diesem Fall kann der Projektor ähnlich einer Kamera kalibriert werden.
Es werden die doppelte Anzahl an Streifenprojektionen benötigt, und
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Selbstkalibrierung ist möglich, siehe z.B. [2]. Für den IR-3D-Scanner
wäre dies mit einem wesentlich höheren Hardwareaufwand und einer
Verlängerung der Messzeit verbunden gewesen, was nicht wünschenswert
ist.
Auf eine Kalibrierung des Projektors kann ganz verzichtet werden,
wenn zwei Kameras eingesetzt werden und die Streifenprojektion nur
der Lösung des Korrespondenzproblems entlang der Epipolarlinien in
den Bildern des Stereokamerasystems dient. Da IR-Kameras noch sehr
teuer sind, wurde auch diese Lösung ausgeschlossen.
Eine pixelweise Kalibrierung wird in [3] beschrieben. Es werden Ebe-
nen in verschiedenen bekannten Abständen gemessen. Ergebnis ist für je-
des Pixel eine Messreihe von Projektor- und zugehörigen z-Koordinaten,
in welche ein Polynom eingepasst wird. Eine Vergrößerung des Signal-
Rausch-Abstandes ist bei diesem Ansatz nur mit vielen Messungen oder
einer nachträglichen Glättung der Polynomkoeffizienten benachbarter Pi-
xel möglich.
Für den IR-3D-Scanner wurde ein Sensormodell benötigt, das optische
Verzeichnung der Projektion berücksichtigt, jedoch nicht zu viele Frei-
heitsgrade besitzt, so dass eine Modelleinpassung eine Rauschfilterung
ermöglicht. Im Folgenden stellen wir ein solches Sensormodell und ein
Kalibrierverfahren für die Schätzung seiner Parameter vor.
Dieses Sensormodell eignet sich auch für miniaturisierte Streifenlicht-
sensoren, wie sie in [4] beschrieben sind, die nur Streifen in einer Richtung
erzeugen.
2 Sensormodell
Der Ort eines Objektpunktes im Messfeld des Sensors wird durch die bei-
den Koordinaten des ihn beobachtenden Pixels und die Koordinate des
ihn beleuchtenden Projektorstreifens eindeutig bestimmt. Wir wollen die
Abbildung zwischen diesen drei Werten einer Messung und den Koordina-
ten des Objektpunktes in R3 modellieren. In einem ersten Schritt nehmen
wir vereinfachend an, dass sowohl die Kamera als auch der Projektor als
Zentralprojektionen dargestellt werden können. Danach modellieren wir
die optischen Verzeichnungen als kleine Abweichungen zwischen ideali-
sierten und verzeichneten Pixel- und Projektorkoordinaten.
Betrachten wir Abbildung 5.1. Wir ordnen
”
Film“ und
”
Dia“ zwischen
