A strategy to process a distributed query is formed using estimates of intermediate result sizes and delays due to network data transfer and CPU processing. Strategy execution is monitored, and corrected if observed parameter values differ substantially from their estimates. This paper presents and compares two methods which can be used to decide when to correct a strategy. In the reformulation method, a new strategy is formulated following each relational operation. The threshold method, on the other hand, is based on the fact that some intermediate results are more 'critical' than others. The query-processing strategy is represented as a network of activities, and the critical path method is used to determine threshold values for intermediate results. If an intermediate result is delayed beyond its threshold value, the strategy is corrected. The reformulation and threshold methods are evaluated on a test-bed of queries for a modelled application of a distributed database.
INTRODUCTION
Although researchers are currently turning their attention to multi-query optimisation, 9 ' 25 ' 3536 ' 3841 query processing in heterogeneous DB systems 1743 and adaptive query processing, 9 most research on distributed query processing assumes a single query environment and static processing. Furthermore, most research concentrates on the important class of Select-Project-Join (SPJ) queries. Utilisation of semi-joins to reduce the size ofrelationshasreceivedagreatdealofattention. 1319 ' 31 ' 47 ' 49 Although the use of semi-joins has generally been accepted as a good processing tactic, it has also been recognised that semi-join and generalised join-processing tactics have to be integrated. 116 ' 27 Join-processing tactics were also intensively examined; for example, in Ref. 40 for the distributed version of the INGRES relational DBMS; in Refs. 13,28,29 and 37 for optimisation of queries in System R*, and in Refs. 30 and 42 for the ADD. Examples of other work on optimising queries include Refs. 10,14,15,18,24,39 and 50. In static processing a strategy is not modified once its execution begins. Static processing thus relies on accurate estimation of the parameters characterising the query and the distributed environment in which it is processed. In particular, it relies on estimates of the size of intermediate results, that is, relations formed by performing relational operations as specified by the strategy. 2 ' 31112 ' 16 ' 21 ' 23 ' 44 " 6 It may also rely on estimates of the cost of processing and transmission over the network. 49 If estimates are inaccurate, the strategy may be far from optimal.
There are two possible approaches to dealing with this problem. One is to seek accurate estimates. Despite much effort in this direction, they are often unobtainable; moreover, the attempt is expensive in terms of the size and maintenance of the required statistical data. The second approach is the use of dynamic query-execution techniques. t To whom correspondence should be addressed.
One of the earliest methods used to cope with inaccurate estimation of parameters was proposed by Nguyen for the MICROBE distributed DBMS. 32 Initially a static strategy is generated, together with a dynamically updated threshold level. A purely dynamic execution, in which only one relational operation is planned at a time and then immediately executed, is triggered when the average size of actual intermediate results is greater than its threshold value. Various issues arising in dynamic processing were investigated in Refs. 5,7 and 8. Monitoring and corrective methods were analysed in terms of overhead, complexity and accuracy of information used in correcting.
STRATEGY CORRECTION
As proposed by Yu, 49 information processors are assumed to monitor and update their parameters, reflecting the average CPU processing and network data transfer costs/delys per unit of data. The following activities are undertaken concurrently during strategy execution. 7 (1) Execution of relational operations and data transfer as specified by the selected QPS.
(2) Monitoring (gathering information on the progress of the strategy execution, in particular on the delays in executing relational operations and transferring data, and on the actual size of intermediate results).
(3) Decision making on when to correct a strategy. This paper presents and compares two methods to decide when to correct a strategy. In reformulation, the unexecuted portion of the strategy is reformulated at every intermediate stage using available updated information.J If the new strategy is estimated to reduce cost, correction is appropriate.
An alternative approach is the threshold method. For each intermediate result a 'threshold' value V Mgti is prepared. Should the actual cost of the intermediate result exceed the value K Wgh , the strategy is corrected. This technique is a refinement of the method proposed by Nguyen, 32 which uses only one threshold value for the whole query, the average size of intermediate results.
Strategy execution cost is related primarily to transfer and processing of data. With respect to the former, it is necessary to estimate the size of intermediate relations.
The cost of data transfer comprises two elements: the fixed cost of establishing a logical link, and the cost of transferring a unit of data over a given link or path. The cost of processing relations is more complex as it depends on the size of the operand(s), the size of the result and the load on the computer system. A simplified model is usually sufficient for estimation of processing costs.
Since reformulation dynamically updates the Query Processing Strategy (QPS) regardless of the intermediate results, it should be the more effective approach if overhead is neglected. This paper describes the threshold method and examines the more realistic situation in which overhead is accounted for in comparing the two methods. Evaluation is made through a model of a Distributed Data Base (DDB).
THRESHOLD VALUES
The proposed method to determine threshold values is based on the widely used assumption that cost is measured in terms of delay (response time). While other indicators may be used explicitly, algorithms based on query response-time minimisation have been shown to give good results in terms of a variety of cost measures. 4 For this reason the approach taken here is not deemed to be unduly restrictive in its applicability.
The threshold method is based on the fact that intermediate results are formed simultaneously through the execution of parallel operations. Some operations are less 'critical' than others in that their execution may be delayed without affecting the total query response time. As operations have operand(s) which are results of some previous operations, the strategy can be represented as an activity-on-edge network which is amenable to the critical path method (CPM) of analysis. CPM is used to determine a threshold value for each intermediate result.
If an intermediate result is delayed beyond its threshold value, it becomes part of the critical path, and the strategy's total execution delay is also increased. The strategy is aborted and reformulation takes place. A strategy is thus aborted only if it is observed to perform worse than expected. The effects of shorter-than-expected processing times are specifically excluded in order to limit the size of the problem addressed. Adopting thus the rule of thumb 'if it's not broken don't fix it', there is no effort to modify a strategy which performs better than expected. This method is first exhibited using an example and then it is formally described.
Example
Consider the following conjunctive normal form query, 5 , respectively. Assume that the following strategy is used to process the query.
(1) Restrictions and projections are locally performed on each relation R,,i = 1,2,..., 5. Assume that the result of this initial processing on relation R ( is denoted by R' t .
(2) The relation R[ is transferred to the network location x 2 , where it is joined with the relation R' 2 to give a relation denoted by 7? n .
(3) The relation R' t is transferred to the network location x 3 , where it is joined with the relation R' 3 to give a relation denoted by R 12 .
(4) The relation R' s is transferred to the network location x 3 , where it is joined with the relation R 12 to give R 21 .
(5) The relation R u is transferred to the network location x 3 , where it is joined with the relation R 21 to give the query result, the relation R r .
Let 7"{°} be the delay to perform operation °, where °c an be one of the following activities. Also let T{R} be the delay to derive the relation R. If the relation R is the query result, T{R} is the query response time.
X[R\ ->-Time
The processor z, performs initial processing on R,. The result is a relation R ^which is then transferred from the network node
R\ is transferred from the network node x x \.ox 2 . It is then joined with the relation R' 2 , which is already located in x 2 . The join result, relation ft, | , is transferred from x 2 tox 3 . The strategy is shown in Figure 1 . using a timing diagram. There are five horizontal time axes, one for
Network location Time
The strategy is shown in Figure 1 In terms of the CPM these operations are said to be on the critical path. If any operation which is on the critical path is delayed, the completion of all activities is also delayed; that is, the query response time is also delayed. Each operation has a 'slack time' which determines how much it can be delayed without increasing the query response time. A delay equal to the slack time places an operation on the critical path, so that any further delay directly affects the time of completion of the whole strategy. For example, a delay in performing initial operations (restrict/project) on the relation /? 2 as shown in Fig. 1 will not increase the query response time, provided it does not delay the commencement of its join with the relation R\.
Critical path method
In the context of determining threshold values, the QPS is represented by a graph of activities and events. An activity is either the execution of a relational operation or the transfer of a relation between two network nodes. An event is a milestone in time representing the beginning or ending of one or more activities. In the CPM network, vertices represent events and signal the beginning and/or completion of activities. Activities represented by edges leaving a vertex cannot be started until the event at that vertex has occurred. An event occurs only when all activities preceding it have been completed. Each edge is labelled with the duration of the activity it represents. Activities, together with their durations, events and precedence relationships, are determined directly from the QPS in question. Two mandatory events are the QPS start and QPS finish. The difference in time between them is the QPS response time. The threshold value for an operation is based on its slack time, described later. 
If the QPS is deemed to start at time ee{\) = 0, the earliest time an event v t can occur is the length of the longest time path from the start vertex t^ to v ( . The earliest time, ee(i), an event v t can occur determines the earliest start time for all activities represented by edges leaving that vertex. For every activity a ( , the latest time that activity can start without increasing the query response time is denoted by /(/). An activity a k = Q,p is on the critical path if the following three conditions a p p l y :
The slack time T s {k) of activity a k = </j> is
l(j)-e(i)-Hi,j)
(1) The slack time determines the time by which an activity can be delayed without adversely affecting the query response time. Suppose that at a given stage in query processing, activity a k requires an additional processing time T v (k) and that the overhead delay to correct the strategy is T c (k). Then reformulation/ correction of the strategy proceeds if the additional processing time exceeds the combined threshold and correction delays:
The estimated duration of an activity a ( is determined directly from the QPS under consideration. show the calculation of the latest occurrence time for each event and the latest finish time for each activity, respectively. The latest finish time for an activity is used to determine its threshold value.
DDB MODEL AND NOTATION
This section outlines the DDB model used for test purposes. Greater detail is found in Ref. 8 together with similar modelling results for an environment having a faster network and faster information processors. The database supports the needs of a medium-size company having five geographically separated offices. Sites are connected through a public network with rather slow data links in the 1200-9600 bits/sec range. Information processors are minicomputers in the VAX750-785 range. The 21 modelled queries are typical of a corporate management information system. They range from simple queries referring to only one or two relations, to queries which are processed through a significant number of joins and/or unions. Some relations are horizontally partitioned. Cardinalities of relations range from a few tuples to tens of thousands of tuples.
The DDB model describes the network transmission characteristics and CPU processing delays. Network data transfer delays depend on the volume of data and the bandwidth between processors. CPU processing delays are assumed to depend on access to secondary storage device when executing relational operations.
Certain assumptions were made in modelling this DDB. Delays due to the initial QPS formulation apply equally to both methods under consideration and are therefore neglected. The only inaccuracies modelled are those of the size of intermediate results; Bodorik, 8 showed that variations of this factor are much more critical than those of average delays in either transfer or processing.
le(9) = le(\0)-T{J[R n , R 21 ),z 3 }} = le(8)-T{J[(R;,R,),z 3 ]} = le(6)-T{J(R' v R 2 ), Zi ]} < = le(7)~T{X[R' 4 ,(x 4 ,x 3 )}} T{X[R' b ,(x b ,x 3 )]} T{X[R[,{x ls x 3 )]} 1>2l ]}), (.leO)-T{P{R i ,zJ}) > (.H4)-T{P[R b ,z 5 ]}),{le(S)-T{P[R 2 ,z 2 ]}), (le(7)-T{P{R 3 ,z 3 ]})}
The strategy execution and its correction proceeds according to a method adopted from Bodorik. 7 Once the QPS is initially formulated and distributed by the master processor, it is broadcast to cohorts, and its execution commences. When a processor has executed a relational operation, it informs the master processor of the strategy's current state and of the cost and size of the intermediate result. The master processor then decides whether or not to correct the strategy, using either the reformulation or threshold method. In the threshold method, the comparison of the actual value to its threshold value can be performed either by the processor which executed the operation or by the master processor. In either case, however, the delay of this trivial comparison is neglected. A threshold value is such that, when exceeded, the increase in delay due to a size estimation inaccuracy is at least as large as the time taken to perform the correction, as shown in Equation (2) .
In the reformulation method a new strategy is formulated upon the completion of each relational operation. It is instituted if its delay, including the delay to correct, is less than that of the current strategy. It is assumed that in both the reformulation and threshold methods a correction will induce a delay equivalent to transferring one 200-byte message to inform the master, and the broadcast of an 1800-byte message to all processors. The second message is assumed to contain the command to abort and also the corrective strategy itself. CPU processing in correction is assumed to be equivalent to the delay caused by accessing 100 data units of 1024 bytes each in the secondary data storage devices (about 2.3 seconds).
These rather high overhead delays are introduced to reflect the reality behind this simplified procedure. Correction would be far more complex in practice, since processors would first have to validate the corrective strategy to ensure that it was consistent with the state of the current one. Alternatively, an additional step may be introduced in which the state of execution is ascertained by the master processor, which would then either validate the alternative strategy or formulate a new one. 7 To model inaccuracies in size estimation, the sizes of intermediate results are increased one at a time. If it is decided to correct the strategy because of this size increase, all operations deemed to be in progress at the time of the decision are allowed to complete.* More specifically, consider a strategy to process a query i which forms M ( intermediate results. The size of each intermediate result, one at a time, is multiplied by a factor y, where y > 1. How the strategy's execution delay (query response time) is affected is determined assuming that all parameters, with the exception of the size for that one intermediate result under consideration, remain unchanged. Delay is calculated for the cases of a strategy execution which is (i) static; (ii) dynamic with the threshold method; (iii) dynamic with reformulation; (iv) dynamic with reformulation such that overhead delays * In Ref. 5 it has been found that completing those operations which are in progress is preferable to aborting them. are neglected. The last method is introduced for comparison purposes. The average increases in the strategy execution delay, normalised to the a priori estimate, are found for each query and over all of the modelled queries for various values for the factor y.
Let N = the number of queries; M t , i = 1,2,..., N, be the number of intermediate results created by the optimal strategy to process the query /; T u {i,j,y} be the strategy execution delay for query / such that the strategy's /th intermediate result has its size multiplied by a factor y. Depending on the subscript a, the strategy execution is static (a = s), dynamic with the threshold method (a = 0, dynamic with reformulation (a = r), and dynamic with reformulation such that overhead delays are neglected (a = w).
Overhead correction delays are not neglected when
F a {i, y) be the average increase (expressed as a normalised factor) in the strategy execution delay for query / when intermediate result sizes are multiplied by y and the strategy execution is determined by the subscript a as above:
where a is one of s,t,r or w; Note that T s {i,j,y = 1} = T t {i,j,y = 1} = T r {i,j,y = 1} = T a {i,j, y = 1} is the strategy execution delay under the assumption that all estimates on which the strategy is based are correct and it therefore does not depend on whether the strategy execution is static or dynamic. Finally, average increases over all queries are defined. Let E a { y} be the average increase in the execution delay over all queries / = \,2,...,N. Each intermediate result of every query is increased by a factor y and the strategy execution is defined by the subscript a:
where a is one of s, t, r or w.
RESULTS
The average increases in delays, expressed as factors, are shown in Fig. 7 . Values selected for y are 1. 4 and some of the operations, in particular the projection and join, have an execution delay which is of logarithmic complexity with respect to the cardinality of operand(s). Fig. 7 also shows that the increase in the execution delay of dynamically executed strategies is about half of that when strategies are executed statically. Clearly, dynamic processing is beneficial, especially when size estimation inaccuracies are high. Although, as expected, the reformulation increase {E r {y}) is consistently lower than that of the threshold method {E t {y}), the performance of the latter is within 87 % of the former for the considered values of y. Finally, consider the factor E w {y}. While reformulation without delay is impossible to achieve in practice, it provides a lower limit on delay using dynamic methods. The figure also shows that both the threshold (E t {y}) and reformulation (E r {y}) methods are near this limit, E w {y}. As the y increases, the relatively high corrective delays become less significant relatively to the execution delays so that E t {y] and E r {y} approach E w {y}.
The good performance of the reformulation method occurs at the expense of a heavy demand on the computational resources necessary for frequent reoptimisation. 6 This is especially noticeable in the case of centralised QPS management, in which one master processor exercises control. The threshold mechanism, on the other hand, causes a new formulation of the corrective strategy only when a cost of intermediate results exceeds its threshold value. For small inaccuracies when correction is not critical, the threshold values may not be exceeded. As the magnitude of estimation inaccuracies increases, however, so does the probability that thresholds are exceeded, and corrective action is taken. The operation and the performance of the threshold method then approach those of the reformulation method; in this sense the former is adaptive. This is a desirable property, as higher estimation inaccuracies mean higher likelihood that the strategy is sub-optimal and that it should be corrected. For the modelled application, the fraction of corrections is shown in Fig. 8 . Let G,{y} be the number of times that the QPS for query i is corrected under the threshold method when each of the strategy's M t intermediate results, one at a time, has its size multiplied by a factor y; and G av {y} be the average over all queries, i.e. Fig. 8 shows that as y increases so does the number of corrections under the threshold method. This demonstrates quantitatively the argument previously advanced concerning the adaptive nature of the threshold method.
In summary, although the reformulation method leads to the lower strategy execution delay in comparison to the threshold method, the latter may be a better candidate for adoption in an environment which cannot support the reformulation method's frequent re-optimisation of strategies. This advantage applies particularly to those DDB systems in which only one processor can perform strategy formulation/optimisation for a given query. Centralisation of this nature is quite likely for various reasons, such as availability of schemas, concurrency control and master-slave organisation of processes participating in executing transaction in a DDB system.
It should be noted that the effect of inaccuracies in size estimation on optimal strategies confirms results of modelling reported by Epstein and Stonebraker, 16 but is in direct contradiction with the results reported by Kumar and Stonebraker, 26 which reported that optimal strategies are very insensitive to inaccuracies in estimation. Since the report in Ref. 26 is on experiments for a centralised DB while the report in Ref. 16 and on this work is for a DDB, it appears that the problems of inaccuracies in size estimations are negligible in a centralised DB, but critical in a DDB. Further investigation is required to confirm whether or not this is indeed the case.
SUMMARY AND CONCLUSIONS
This paper has examined the effects of errors in the estimation of intermediate result sizes on delays in QPS execution. Results show clearly that dynamic processing is considerably superior to static processing in this respect. Two dynamic methods are presented for deciding when a strategy should be aborted because of estimation errors. The method of reformulation, as the name suggests, recalculates the strategy after the processing of each intermediate result, regardless of its size. An alternative is the threshold method, which views the QPS calculation as a task-based activity network subject to critical path analysis. For an error in any intermediate result, the threshold which triggers reformulation is dependent upon the effect of that error on the delay in calculation of the overall QPS.
Comparison of the two methods was carried out with the aid of a numerical model of a DDB. Results indicate that reformulation is highly effective if its computational and data transfer overhead can be ignored. More generally, the threshold method is preferable, since it carries out a recalculation only when necessary. For large errors in intermediate result estimates, both methods exhibit similar performance, since reformulation becomes the rule rather than the exception.
Several extensions to this work might be fruitful. Modelling concerned itself only with the case when actual size of results is higher than estimated. It is presumably equally likely that estimates are high. Moreover, only a single inaccuracy in estimation was considered per strategy. How multiple estimation inaccuracies in optimising one strategy affect its execution delay is yet to be examined. Further research is desired to show that the complexity and resource requirements associated with dynamic processing are justified.
