Abstract. We provide sufficient conditions for the existence of limit cycles for the Floquet differential equationsẋ(t) = Ax(t) + ε(B(t)x(t)+ b(t)), where x(t) and b(t) are column vectors of length n, A and B(t) are n × n matrices, the components of b(t) and B(t) are T -periodic functions, the differential equationẋ(t) = Ax(t) has a plane filled with T -periodic orbits, and ε is a small parameter. The proof of this result is based on averaging theory.
Introduction
The linear first order differential equation (1)
ẋ(t) = A(t)x(t) + b(t),
where x(t) and b(t) are column vectors of length n, A(t) is an n × n matrix, and A(t) and b(t) are periodic with period T or simply Tperiodic (i.e. A(t + T ) = A(t) and b(t + T ) = b(t) for all t ∈ R), is called a Floquet differential equation. For more details on the Floquet differential equations see [3] , and for some applications of it to the study of limit cycles see [11] . These differential equations have been studied intensively and have many applications. As far as we know there are no general results on the existence or non-existence of limit cycles for the Floquet differential equations. The objective of this paper is to provide sufficient conditions for the existence of limit cycles for a subclass of Floquet differential equations.
A limit cycle of the differential equation (1) is a periodic orbit isolated in the set of all periodic orbits of the differential equation (1) . To obtain analytically limit cycles of a differential equation is in general a very difficult problem, many times impossible. If the averaging theory can be applied to the differential equation (1) , then it reduces this difficult problem to find the zeros of a nonlinear function. It is known that in general the averaging theory for finding limit cycles does not provide all the limit cycles of the differential equation.
The averaging theory (see for instance [10] ) gives a quantitative relation between the solutions of some nonautonomous differential system and the solutions of its autonomous averaged differential system. In particular, it allows to study the periodic orbits of a nonautonomous differential system in function of the periodic orbits of the averaged one, see for more details [1, 2, 7, 6, 10, 12] . For more information about the averaging theory see section 2.
In this paper we want to study the existence of limit cycles for the subclass
of Floquet differential equations (1), where (H1) x(t) and b(t) are column vectors of length n, (H2) A and B(t) are n × n matrices, (H3) b(t) and B(t) are 2π/ω-periodic with ω a positive real number, (H4) A has a pair of purely imaginary eigenvalues ±ωi and any other eigenvalue of A is not a rational multiple of ωi, and (H5) ε is a small parameter.
Note that the assumption (H4) implies that the unperturbed linear differential equation
has a plane filled of periodic orbits with period 2π/ω. What we want to know is: Are there periodic orbits of this plane which become limit cycles of the perturbed differential equation (2) for ε ̸ = 0 sufficiently small?
Working with the new time T = ωt, that we shall continue denoting by t, we can assume without loss of generality that (H3') b(t) and B(t) are 2π-periodic, and (H4') A has a pair of purely imaginary eigenvalues ±i and any other eigenvalue of A is not a rational multiple of i.
Again it is not restrictive to assume (H6) the matrix A is in its real Jordan normal form and that its first block of the Jordan normal form is
) .
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Otherwise we do a linear change of variables for writing the matrix A in that real Jordan normal form, and the form of the differential equation (2) remains.
We denote the components of the vector b(t) = (b k (t)) and of the matrix B(t) = (b ij (t)), for k, i, j = 1, . . . , n. Since the functions b k (t) and b ij (t) are 2π-periodic we expand them in Fourier series as follows
For more details in Fourier series see for instance [4] . We shall use the following expressions 2 )∆ ̸ = 0, then for ε ̸ = 0 sufficiently small there exists a limit cycle x(t, ε) = (x 1 (t, ε), x 2 (t, ε), x 3 (t, ε), . . . , x n (t, ε)) of equation (2) such that when ε → 0 it tends to the periodic solution
Theorem 1 is proved in section 3. As we shall see its proof only uses a result of averaging theory and linear algebra.
We remark that in the expressions of X, Y and ∆ only appears coefficients of Fourier corresponding to the trigonometric functions 1, sin t, cos t, sin(2t) and cos(2t) of the expansions in Fourier series of the six functions b k (t) and b ij (t) with k, i, j = 1, 2. All the other functions and coefficients which appear in the differential equation (2) do not play any role for the existence of the limit cycle found in Theorem 1.
Basic results on averaging theory
In this section we present the basic result from the averaging theory that we shall need for proving the main results of this paper.
We consider the problem of the bifurcation of T -periodic solutions from differential equations of the form
with ε = 0 to ε ̸ = 0 sufficiently small. Here the functions F 0 , F 1 :
functions, Tperiodic in the first variable, and Ω is an open subset of R n . The main assumption is that the unperturbed differential equation
has a submanifold of dimension k of periodic solutions. A solution of this problem is given using the averaging theory.
Let x(t, z, ε) be the solution of the differential equation (8) such that x(0, z, ε) = z. We write the linearization of the unperturbed differential equation along a periodic solution x(t, z, 0) as
where y is an n × n matrix. In what follows we denote by M z (t) some fundamental matrix of the linear periodic differential equation (9) , and by ξ : R k × R n−k → R k the projection of R n onto its first k coordinates; i.e. ξ(x 1 , . . . , x n ) = (x 1 , . . . , x k ).
We assume that there exists a k-dimensional submanifold Z of Ω filled with T -periodic solutions of (8), which is contained in the subspace R k of the first k coordinates of R n . Then an answer to the problem of bifurcation of T -periodic solutions from the periodic solutions contained in Z of the differential equation (7) is given in the following result.
Theorem 2. Let W be an open and bounded subset of R k , and let β : Cl(W ) → R n−k be a C 2 function. We assume that
, α ∈ Cl(W )} ⊂ Ω and that for each z α ∈ Z the solution x(t, z α , 0) of (8) is T -periodic; (ii) for each z α ∈ Z there is a fundamental matrix M zα (t) of (9) such that the matrix M −1
zα (T ) has in the upper right corner the k × (n − k) zero matrix, and in the lower right corner
We consider the function
If there exists a ∈ W with F(a) = 0 and det ((dF/dα) (a)) ̸ = 0, then there is a T -periodic solution x(t, ε) of differential equation (7) such that x(0, ε) → z a as ε → 0.
Theorem 2 goes back to Malkin [8] and Roseau [9] , for a shorter and easier proof see [2] .
Proof of Theorem 1
We will apply the averaging theory described in section 2 for studying the limit cycles of equation (2) . More precisely we shall analyze which periodic orbits of equation (3) can be continued to limit cycles of equation (2) with ε ̸ = 0 sufficiently small. Now we define the elements of section 2 and of Theorem 2 corresponding to our differential equation (2) . Clearly, we have that Ω = R n and T = 2π.
We write (2) in the form (7) and we get that F 0 , F 1 and F 2 are given by
Moreover, we also have that
2 ), W = {x ∈ R n : 0 < ||x|| < r}, where r is arbitrarily large,
The 2π-periodic solutions x(t, z α , 0) of equation (3) with initial conditions z α at t = 0 are , and outside these blocks the matrix A is filled with zeros. Of course these blocks are associated to eigenvalues λ and a ± bi with b ̸ = 0 of the matrix A. For more information on the real Jordan form of a real matrix A see [5] . The differential equation (9) corresponding to our differential equation (2) is (14)ẏ = Ay, with y an n × n matrix. Then, it is well known that the fundamental matrix of (14) is
satisfying that M z (0) is the identity matrix of R n . Of course, we have that
where I ℓ is the n ℓ × n ℓ identity matrix if A ℓ is an n ℓ × n ℓ matrix for ℓ = 2, . . . , r. Note that in the upper right corner k×(n−k) = 2×(n−2) of the previous matrix we have the zero matrix. Now using the notations of the statement of Theorem 2 we have that
We start by proving that we must have that the determinant of the matrix ∆ α is different from zero.
If the matrix A ℓ is of one of the forms of the matrices in (12), then we would get that det(I ℓ − e −2πA ℓ ) = 0 if and only if λ = 0, but this is not possible because then λ = 0 would be a rational multiple of i and this contradicts condition (H4 ′ ). Now assume that the matrix A ℓ is of the form of one of the matrices in (13). Then we get that e −2πA ℓ is either
Note that in (16) in general the *'s are real numbers, but they do not play any role in the computation of the determinant of the matrix I ℓ − e −2πA ℓ , so we do not write them explicitly.
If e −2πA ℓ is given by (15), then we get that the determinant is given by
Thus, we get that det(I ℓ − e −2πA ℓ ) = 0 if and only if cos(2bπ) = 1 and a = 0, but then we would get that the eigenvalue a + b i would be a rational multiple of i and this contradicts (H4 ′ ).
If e −2πA ℓ is given by (16), then there exist a positive integer s such that
Therefore, by the same arguments than in the previous case det(I ℓ − e −2πA ℓ ) cannot be zero.
In short, we have that det ∆ α ̸ = 0. Consequently all the assumptions of Theorem 2 hold, consequently we can apply it to our differential equation (2) . Then, we must compute the function ) .
Then, the system f 1 (x Consequently, the rest of the proof of Theorem 1 follows immediately from the statement of Theorem 2.
