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Mixed norm and multidimensional Lorentz spaces
Sorina Barza§, Anna Kamin´ska, Lars-Erik Persson, and Javier Soria¶
Abstract. In the last decade, the problem of characterizing the normability of the weighted
Lorentz spaces has been completely solved ([16], [7]). However, the question for multidimen-
sional Lorentz spaces is still open. In this paper, we consider weights of product type, and
give necessary and sufficient conditions for the Lorentz spaces, defined with respect to the
two-dimensional decreasing rearrangement, to be normable. To this end, it is also useful to
study the mixed norm Lorentz spaces. Finally, we prove embeddings between all the classical,
multidimensional, and mixed norm Lorentz spaces.
1 Introduction
Let f : Rn → R be a Lebesgue measurable function. The usual decreasing rearrangement of
f on (0,∞) is given by f ∗(t) = inf{σ : λf(σ) ≤ t}, t > 0, where λf(σ) = |{x : |f(x)| > σ}|
is the distribution function (see e.g. [5]). In [2], a multidimensional decreasing rearrangement
was defined by using the “Layer cake formula,” which recovers a function by means of its
level sets. Surprisingly, this definition coincides with the multivariate rearrangement defined
in [6], which we will use in this paper. For simplicity we are going to reduce our definitions
to the two-dimensional case because the extensions to higher dimensions only require natural
modifications. By f ∗y (x, t) we will denote the decreasing rearrangement of f with respect to
the second variable y, under fixed first variable x, and f ∗x(s, y) will denote the decreasing
rearrangement of f with respect to the first variable x, under fixed second variable y. The
multivariate decreasing rearrangement of f , first with respect to the second variable y and
then with respect to x, will be denoted by f ∗2,1(s, t) = f
∗
yx(s, t) = (f
∗
y (·, t))
∗
x(s), and similarly,
f ∗1,2(s, t) = f
∗
xy(s, t) := (f
∗
x(s, ·))
∗
y(t). Associated with a function f(x, y) we define the following
multivariate averaging operators of Hardy type (see [14] for more information):
S2f(s, t) :=
1
st
∫ s
0
∫ t
0
f(σ, τ) dτ dσ,
f ∗∗(s, t) := S2f ∗yx(s, t) =
1
st
∫ s
0
∫ t
0
f ∗yx(σ, τ) dσ dτ,
S2,1f(s, t) :=
1
s
∫ s
0
(
1
t
∫ t
0
f ∗y (·, τ) dτ
)∗
x
(σ) dσ.
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We will also use the notations f ∗∗x (s, y) =
1
s
∫ s
0
f ∗x(σ, y) dσ and f
∗∗
y (x, t) =
1
t
∫ t
0
f ∗y (x, v)dv
and hence, S2,1f(s, t) = (f
∗∗
y (·, t))
∗∗
x (s) (for this reason, we will sometimes write f
∗∗
yx(s, t) :=
S2,1f(s, t).)
We recall the definition of the classical Lorentz space: If v is a weight in R+, that is, v is
non-negative and locally integrable, and 0 < p <∞, then
Λp(Rn, v) =
{
f : Rn → R; ‖f‖Λp(v) :=
(∫ ∞
0
(f ∗(t))pv(t) dt
)1/p
<∞
}
. (1)
When n = 1, we shall write Λp(v) = Λp(R, v).
Below we give two different definitions of two-dimensional Lorentz spaces. The first one is
based on a concept of “mixed norms”, while the second one is based on classical definitions and
multivariate decreasing rearrangement f ∗yx or f
∗
xy. We shall see later on that these spaces are
essentially different.
According to [6], if u and v are weights in R+ and 0 < p, q <∞, we say that a measurable
function f belongs to the mixed weighted Lorentz space Λq(u)[Λp(v)], if
‖f‖Λq(u)[Λp(v)] :=
(∫ ∞
0
[(∫ ∞
0
(f ∗y (·, t))
pv(t) dt
)∗
x
(s)
]q/p
u(s) ds
)1/q
<∞.
Similarly, we say that f belongs to the two-dimensional Lorentz space Λp2(w), provided
‖f‖Λp
2
(w) :=
(∫
R2
+
(f ∗yx(s, t))
pw(s, t) ds dt
)1/p
<∞, (2)
where w is a weight function defined on R2+ (see [2]).
In Section 2 we prove the most important properties of the rearrangements f ∗yx(s, t), f
∗∗(s, t),
and f ∗∗yx(s, t). We show, among other things, that f
∗∗
yx(s, t) is a sublinear operator, analogously as
the Hardy operator t−1
∫ t
0
f ∗(s) ds in the case of one variable, while f ∗∗(s, t) does not enjoy this
property. We also give equivalent conditions for the normability of Λp2(w), if w(s, t) = u(s)v(t),
as well as the space Λp(u)[Λp(v)]. The first results in this theory are due to Lorentz (see [15]),
where he characterized when the functional defined in (1) is a norm on Λp(v) (similar results
for the spaces Λp2(w) have been recently proved in [2]). In [16], Sawyer extended Lorentz result
to characterize the normability of Λp(v), for p > 1, and the case p = 1 was established in [7].
In Section 2 we also compare the spaces Λp2(uv) and Λ
p(u)[Λp(v)], showing in particular that
they do not coincide. In Section 3, we show the embeddings between some of the spaces defined
above. Our theorems generalize previous results from [6] and [17], where they considered the
case of power weights; i.e., when the Lorentz space is of the form Lp,q, 0 < p, q <∞ (see [5]).
2
2 Normability of two-dimensional Lorentz spaces
The main technique to prove normability of the classical Lorentz spaces is given in terms of
the boundedness of the Hardy operator for the class of monotone functions, and the fact that
this transformation enjoys a subadditive property. We will show that in higher dimensions,
this operator has to be replaced by f ∗∗yx , since the natural generalization f
∗∗(s, t) of the Hardy
operator is not sublinear. First, we will describe some properties of the transformations f ∗∗(s, t)
and f ∗∗yx(s, t), which will be used later on.
Proposition 2.1 With the notations above we have:
1. f ∗yx(s, t) ≤ f
∗∗
yx(s, t).
2. (f + g)∗∗yx(s, t) ≤ f
∗∗
yx(s, t) + g
∗∗
yx(s, t).
3. f ∗∗yx(s, t) ≤ f
∗∗(s, t), (in general f ∗∗yx(s, t) 6= f
∗∗(s, t).)
4. f ∗∗ is not sublinear, but we have:
(f + g)∗∗(s, t) ≤ 4(f ∗∗(s, t) + g∗∗(s, t)).
Proof: (1.) By classical arguments we have 1
t
∫ t
0
f ∗y (x, τ) dτ ≥ f
∗
y (x, t), for any t and x. Hence(
1
t
∫ t
0
f ∗y (·, τ) dτ
)∗
x
(σ) ≥ (f ∗y (·, t))
∗
x(σ) = f
∗
yx(σ, t).
Integrating now with respect to σ we get
f ∗∗yx(s, t) =
1
s
∫ s
0
(
1
t
∫ t
0
f ∗y (·, τ) dτ
)∗
x
(σ) dσ ≥
1
s
∫ s
0
f ∗yx(σ, t) dσ ≥ f
∗
yx(s, t),
and the inequality is proved.
(2.) We use now the following fact (see [13]): if v is a decreasing function, then
sup
ρ
∫
R
|f(x)|v(ρ(x)) dx =
∫ ∞
0
f ∗(t)v(t) dt, (3)
3
where the supremum is taken over all measure preserving transformations ρ : R→ R+. There-
fore, using (3) and the subadditivity of the one-dimensional maximal function:
(f + g)∗∗yx(s, t) =
1
s
∫ s
0
(
1
t
∫ t
0
(f + g)∗y(·, τ) dτ
)∗
x
(σ) dσ
=
1
s
∫ s
0
(
sup
ρ
∫
R
|f + g|(·, y)
1
t
χ(0,t)(ρ(y)) dy
)∗
x
(σ) dσ
≤
1
s
∫ s
0
(
sup
ρ
∫
R
|f(·, y)|
1
t
χ(0,t)(ρ(y)) dy
+ sup
ρ
∫
R
|g(·, y)|
1
t
χ(0,t)(ρ(y)) dy
)∗
x
(σ) dσ
≤
1
s
∫ s
0
(
sup
ρ
∫
R
|f(·, y)|
1
t
χ(0,t)(ρ(y)) dy
)∗
x
(σ) dσ
+
1
s
∫ s
0
(
sup
ρ
∫
R
|g(·, y)|
1
t
χ(0,t)(ρ(y)) dy
)∗
x
(σ) dσ
=
1
s
∫ s
0
(
1
t
∫ t
0
f ∗y (·, τ) dτ
)∗
x
(σ) dσ
+
1
s
∫ s
0
(
1
t
∫ t
0
g∗y(·, τ) dτ
)∗
x
(σ) dσ
= f ∗∗yx(s, t) + g
∗∗
yx(s, t),
which completes the proof.
(3.) By using (3) we get,
f ∗∗yx(s, t) =
1
s
∫ s
0
(
1
t
∫ t
0
f ∗y (·, τ) dτ
)∗
x
(σ) dσ
=
1
st
sup
ρ
∫
R
(∫ t
0
f ∗y (x, τ) dτ
)
χ[0,s](ρ(x)) dx
=
1
st
sup
ρ
∫ t
0
(∫
R
f ∗y (x, τ)χ[0,s](ρ(x)) dx
)
dτ
≤
1
st
∫ t
0
(
sup
ρ
∫
R
f ∗y (x, τ)χ[0,s](ρ(x)) dx
)
dτ
=
1
st
∫ t
0
(∫ s
0
(f ∗y (·, τ))
∗
x(σ) dσ
)
dτ
=
1
st
∫ s
0
∫ t
0
f ∗yx(σ, τ) dτ dσ
= f ∗∗(s, t).
In general, f ∗∗(s, t) 6= f ∗∗yx(s, t). To see this, it suffices to consider the function f = χD, where
D = [0, 3]× [0, 1] ∪ [2, 3]× [1, 2].
4
(4.) The first part of the statement is a consequence of [2, Theorem 3.7] (just observe that
the weight (st)−1χ[0,s](σ)χ[0,t](τ) does not satisfy the hypothesis of this theorem). Using now,
e.g. [6, Lemma 2.2 IV] we find that
(f + g)∗∗ (s, t) =
1
st
∫ s
0
∫ t
0
(f + g)∗yx(σ, τ) dτ dσ
=
1
st
∫ ∞
0
∫ ∞
0
(f + g)∗yx(σ, τ)χ[0,s](σ)χ[0,t](τ) dτ dσ
≤
1
st
∫ ∞
0
∫ ∞
0
f ∗yx
(σ
2
,
τ
2
)
χ[0,s](σ)χ[0,t](τ) dτ dσ
+
1
st
∫ ∞
0
∫ ∞
0
g∗yx
(σ
2
,
τ
2
)
χ[0,s](σ)χ[0,t](τ) dτ dσ
=
4
st
∫ ∞
0
∫ ∞
0
f ∗yx(σ, τ)χ[0,s](2σ)χ[0,t](2τ) dτ dσ
+
4
st
∫ ∞
0
∫ ∞
0
g∗yx(σ, τ)χ[0,s](2σ)χ[0,t](2τ) dτ dσ
≤
4
st
∫ ∞
0
∫ ∞
0
f ∗yx(σ, τ)χ[0,s](σ)χ[0,t](τ) dτ dσ
+
4
st
∫ ∞
0
∫ ∞
0
g∗yx(σ, τ)χ[0,s](σ)χ[0,t](τ) dτ dσ
=
4
st
∫ s
0
∫ t
0
f ∗yx(σ, τ) dτ dσ +
4
st
∫ s
0
∫ t
0
g∗yx(σ, τ) dτ dσ,
which completes the proof of the last statement. ✷
The problem of finding conditions on v such that Λp(v), defined in (1), is normable (in
fact, a Banach space, since completeness always holds), was solved for p > 1, by E. Sawyer
([16]). This condition is that the Hardy-Littlewood maximal operator is bounded on Λp(v).
The weights for which this holds were first characterized by M. A. Arin˜o and B. Muckenhoupt
[1], and it is known as the Bp condition: there exists C > 0 such that, for all r > 0,
rp
∫ ∞
r
v(x)
xp
dx ≤ C
∫ r
0
v(x) dx. (4)
It is clear that (4) is not the right condition for p = 1, since with v ≡ 1 we have that
Λ1(v) = L1, which is a Banach space, but v does not satisfy (4). This endpoint case was solved
by M. J. Carro, A. Garc´ıa del Amo and J. Soria in [7]. Now, the weight has to satisfy the so
called B1,∞ condition: there exists C > 0 such that for all 0 < s ≤ r <∞,
1
r
∫ r
0
v(x) dx ≤
C
s
∫ s
0
v(x) dx. (5)
This motivates the consideration of the same type of problems for the two-dimensional Lorentz
space Λp2(w). The characterization of the weights w such that ‖f‖Λp
2
(w) is a norm was proved in
5
[2] (the corresponding result for Λp(v) was proved in [15]), and there it was also shown that if
Λp2(w) is a Banach space, then p ≥ 1.
The normability conditions for the space Λp(u)[Λp(v)] follow from the general theory of
mixed norm spaces. Let (Ω,Σ, µ) be a σ-finite measure space, where Σ is a σ-algebra of
subsets of Ω and µ is a σ-finite measure on Σ. Letting L0(µ) be the space of all real-valued
Σ-measurable functions on Ω, the space E ⊂ L0(Σ) equipped with a quasi-norm || · ||E is called
a quasi-normed function lattice if for f ∈ L0(µ), g ∈ E, and |f | ≤ |g| a.e., we have that
f ∈ E, and ||f ||E ≤ ||g||E. Given two quasi-Banach function lattices E and F defined on
(Ω1,Σ1, µ1) and (Ω2,Σ2, µ2), respectively, the mixed quasi-normed space E[F ] consists of all
Σ1 ×Σ2-measurable functions f : Ω1 ×Ω2 → R such that ||f ||E[F ] := ||x→ ||f(x, ·)||F ||E <∞.
We have the following result:
Proposition 2.2 A mixed quasi-normed space E[F ] is normable, if and only if both E and F
are normable. In particular, if p > 1, then Λp(u)[Λp(v)] is a Banach space if and only if u and
v ∈ Bp, and if p = 1, Λ
1(u)[Λ1(v)] is a Banach space if and only if u and v ∈ B1,∞.
Proof: Assume first that E and F are normable, i.e. there exist norms ||| · |||E on E, ||| · |||F
on F , such that A1 ‖·‖E ≤ ||| · |||E ≤ B1 ‖·‖E and A2 ‖·‖F ≤ ||| · |||F ≤ B2 ‖·‖F for some
Aj , Bj > 0, j = 1, 2. We define |||f ||| := |||x→ |||f(x, ·)|||F |||E and we want to show that ||| · |||
is a norm which is equivalent to ‖f‖E[F ] . We have
|||f + g||| = |||x→ |||f(x, ·) + g(x, ·)|||F |||E
≤ |||x→ |||f(x, ·)|||F + x→ |||g(x, ·)|||F |||E
≤ |||x→ |||f(x, ·)|||F |||E + |||x→ |||g(x, ·)|||F |||E
= |||f |||+ |||g|||.
On the other hand, since the norm on E has the lattice property, it is clear that
A1A2||x→ ||f(x, ·)||F ||E ≤ |||f ||| ≤ B1B2||x→ ||f(x, ·)||F ||E,
which shows that E[F ] is normable.
Conversely, suppose now that E[F ] is a Banach function space, i.e. there exists a lattice
norm ||| · ||| which is equivalent to ‖·‖E[F ] . If Tf(s, t) = f(s)g(t), where f is an arbitrary
function in E and g is a fixed function in F such that ‖g‖F = 1, then we have that Tf ∈ E[F ]
and ‖Tf‖E[F ] = ‖f‖E , which shows that T is an isometric embedding of E into E[F ]. Define
|||f |||E := |||Tf |||. It is obvious that |||f |||E is equivalent to ‖f‖E, and also
|||f1 + f2|||E ≤ |||f1|||E + |||f2|||E.
Hence ||| · |||E is a norm and E is normable. Similarly one can prove that F is normable. The
second part of the statement is a consequence of the results in [16] and [7], respectively. ✷
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We will now prove the main theorem of this Section. We characterize the normability of
the two-dimensional Lorentz space Λp2(w) in the particular case when w(s, t) = u(s)v(t). In
this case we will use the notation Λp2(uv). By L
p
dec(R
2
+, uv) we denote the cone of functions
in Lp(R2+, uv), decreasing in each variable separately. We will need first the following simple
lemma:
Lemma 2.3 The two-dimensional Hardy operator S2 is bounded from Lpdec(R
2
+, w) to Λ
p
2(w) if
and only if S2,1 is bounded from Λ
p
2(w) to Λ
p
2(w) .
Proof: It is easy to see that on the cone of decreasing functions in each variable separately the
operators S2 and S2,1 coincide. ✷
Theorem 2.4 Let p > 1. The following conditions are equivalent:
1. Λp2(uv) is normable.
2. u and v ∈ Bp.
3. Λp(u)[Λp(v)] is normable.
4. If ‖f‖∗Λp
2
(uv) :=
(∫∞
0
∫∞
0
(f ∗∗yx(s, t))
pu(s)v(t) ds dt
)1/p
), then ‖·‖∗Λp
2
(uv) is a norm equivalent
to ‖·‖Λp
2
(uv).
5. S2 : Lpdec(R
2
+, uv)→ L
p(R2+, uv) is bounded.
6. f → f ∗∗yx is bounded from L
p
dec(R
2
+, uv) to L
p(R2+, uv).
7. The norm ‖f‖
(2)
Λp
2
(uv)
:=
(∫∫
R
2
+
(S2f ∗yx(s, t))
pu(s)v(t) ds dt
)1/p
= ‖f ∗∗‖Lp(R2+,uv)
is equivalent
to ‖f‖Λp
2
(uv) .
Proof: (1.=⇒2.) Let Tf(x, y) = f(x)g(y), where g ∈ Λp(v), ‖g‖Λp(v) = 1 is a fixed function.
It is easy to see that if f ∈ Λp(u), then Tf ∈ Λp2(uv) and ‖Tf‖Λp
2
(uv) = ‖f‖Λp(u) , which shows
that Λp(u) embeds isometrically into Λp2(uv). Since Λ
p
2(uv) is normable, there exists a norm
‖·‖1 which is equivalent to ‖·‖Λp
2
(uv) as defined in (2). For a function f ∈ Λ
p(u), we define now
‖f‖∗1 := ‖Tf‖1 . Since ‖·‖1 is a norm on Λ
p
2(uv), it is clear that ‖·‖
∗
1 is a norm on Λ
p(u), which
is equivalent to ‖·‖Λp(u) . Hence u ∈ Bp. Similarly we can prove that v ∈ Bp.
(2.⇐⇒3.) This equivalence is a direct consequence of Proposition 2.2.
(2.=⇒4.) By Proposition 2.1 we have that
‖f‖Λp
2
(uv) =
(∫ ∞
0
∫ ∞
0
(f ∗yx(s, t))
pu(s)v(t) ds dt
)1/p
≤ ‖f‖∗Λp
2
(uv) . (6)
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Since v ∈ Bp and for any s > 0,
1
s
∫ s
0
f ∗yx(σ, ·) dσ is a decreasing function, the boundedness
of the Hardy operator on Λp(v), (see [1]), gives
∫ ∞
0
(
1
t
∫ t
0
(
1
s
∫ s
0
f ∗yx(σ, τ) dσ
)
dτ
)p
v(t) dt ≤ Cp1
∫ ∞
0
(
1
s
∫ s
0
f ∗yx(σ, t) dσ
)p
v(t) dt, (7)
where C1 > 0, s > 0. Multiplying (7) by u(s), and integrating with respect to s gives, by the
same arguments as above, that there exists C2 > 0 such that:∫ ∞
0
∫ ∞
0
(f ∗∗yx(s, t))
pu(s)v(t) ds dt =
∫ ∞
0
∫ ∞
0
(
1
t
∫ t
0
(
1
s
∫ s
0
f ∗yx(σ, τ) dσ
)
dτ
)p
u(s)v(t) ds dt
≤ Cp1
∫ ∞
0
∫ ∞
0
(
1
s
∫ s
0
f ∗yx(σ, t) dσ
)p
v(t)u(s) ds dt
≤ (C1C2)
p
∫ ∞
0
(∫ ∞
0
(f ∗yx(s, t))
pv(t) dt
)
u(s) ds
= (C1C2)
p ‖f‖p
Λp
2
(uv)
. (8)
Combining now (6) and (8) we get
‖f‖Λp
2
(uv) ≤ ‖f‖
∗
Λp
2
(uv) ≤ C ‖f‖Λp
2
(uv) .
On the other hand, by Proposition 2.1, ‖f‖∗Λp
2
(uv) is a norm.
(4.=⇒1.) The fact that ‖·‖∗Λp
2
(uv) is an equivalent norm on Λ
p
2(uv) implies that Λ
p
2(uv) is
normable.
(4.⇐⇒5.⇐⇒6.) This is obvious according to Lemma 2.3 and the definitions of S2 and S2,1.
(7.=⇒5.) This implication is trivial.
(5.=⇒7.) By hypothesis we have that ‖f‖
(2)
Λp
2
(uv)
≤ C ‖f‖Λp
2
(uv), for some C > 0. On the
other hand by Proposition 2.1 we have ‖f‖Λp
2
(uv) ≤ ‖f‖
∗
Λp
2
(uv) ≤ ‖f‖
(2)
Λp
2
(uv)
and this completes
the proof. ✷
Now we will compare the spaces Λp2(uv) and Λ
p(u)[Λp(v)]. The next theorem gives an
embedding result between the two-dimensional Lorentz space Λp2(uv) and the mixed norm
space Λp(u)[Λp(v)].
Theorem 2.5 Let u, v : R+→ R+ be two weights, and assume that u is a decreasing function.
Then Λp2(uv) ⊂ Λ
p(u)[Λp(v)].
8
Proof: As in the proof of Proposition 2.1, and using (3), we have∫ ∞
0
(∫ ∞
0
(f ∗y (·, t))
pv(t) dt
)∗
x
(s)u(s) ds = sup
ρ
∫
R
(∫ ∞
0
f ∗py (x, t)v(t) dt
)
u(ρ(x)) dx
= sup
ρ
∫ ∞
0
(∫
R
f ∗py (x, t)u(ρ(x)) dx
)
v(t) dt
≤
∫ ∞
0
(
sup
ρ
∫
R
f ∗py (x, t)u(ρ(x)) dx
)
v(t) dt
=
∫ ∞
0
∫ ∞
0
f ∗pyx(s, t)u(s)v(t) ds dt. ✷
Remark 2.6 (i) Although Λp2(uv) and Λ
p(u)[Λp(v)] are both Banach spaces if and only if u
and v satisfy the Bp condition, the two spaces are not equal. We will prove this fact by means
of the following example. Let u(s) = χ[0,1](s), v ≡ 1 and
f(x, y) =

a[x]χ([x],[x]+1)×(0,[x]+1); x, y ≥ 0,0 otherwise,
where ak = 1/(1 + k)
1/p, and [x] is the integer part of x.
We have
f ∗y (x, t) = a[x]χ(0,1+[x])(t)
and
f ∗yx(s, t) = (f
∗
y (·, t))
∗
x(s) =
∞∑
k=0
a[t]+kχ(k,k+1)(s).
Hence,
‖f‖Λp(u)[Λp(v)] =
(∫ 1
0
(∫ ∞
0
f ∗py (·, t) dt
)∗
x
(s) ds
)1/p
=
(∫ 1
0
(∫ 1+[x]
0
ap[x] dt
)∗
x
(s) ds
)1/p
=
(∫ 1
0
(
ap[x](1 + [x])
)∗
x
(s) ds
)1/p
=
(∫ 1
0
1 ds
)1/p
= 1,
and
‖f‖Λp
2
(uv) =
(∫ ∞
0
∫ 1
0
f ∗pyx(s, t) ds dt
)1/p
=
(∫ ∞
0
∫ 1
0
ap[t] ds dt
)1/p
=
(∫ ∞
0
ap[t] dt
)1/p
=
(
∞∑
k=0
apk
)1/p
=
(
∞∑
k=0
1
1 + k
)1/p
=∞.
Hence, we see that f ∈ Λp(u)[Λp(v)] \ Λp2(uv).
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(ii) Using Theorem 2.5 and (i) we have that, if u = χ[0,1] and v = 1, then Λ
p
2(uv) is
strictly contained in Λp(u)[Λp(v)]. We will now prove that, with the same weights, Λp2(uv) 6⊂
Λp(v)[Λp(u)]: In fact, take f(x, y) =
∑∞
k=0 akχ([k,k+1]×[k,k+1])(x, y), where {ak}k is a decreasing
sequence. Then, f ∗yx(s, t) =
∑∞
k=0 akχ([k,k+1]×[0,1])(s, t), and ‖f‖Λp2(uv) = a0. However, f
∗
x(s, y) =
a[y]χ[0,1](s, y), and hence, ‖f‖Λp(v)[Λp(u)] =
(∑∞
k=0 a
p
k
)1/p
= ∞, if we take, for example, ak =
1/(k + 1)1/p. Therefore, we have shown that neither of the three spaces Λp2(uv), Λ
p(u)[Λp(v)],
and Λp(v)[Λp(u)] are equal.
Remark 2.7 Theorem 2.4 is false for p = 1 (as in the one-dimensional case): In fact, take
u = 1, v = 1. Then Λ12(uv) = L
1(Rn), which is Banach, but 1 /∈ B1.
We could also try to consider the case of general weights in Theorem 2.4. For this, we define
the following classes (see [5] for the definition of the weak-type spaces):
Definition 2.8 For p ≥ 1 we say that w ∈ B
(2)
p , if S2 : L
p
dec(R
2
+, w) → L
p(R2+, w) is bounded,
and w ∈ B
(2)
p,∞, if S2 : L
p
dec(R
2
+, w)→ L
p,∞(R2+, w) is bounded.
Definition 2.9 We say that a set D ⊂ R2+ is decreasing (and write D ∈ ∆d) if the function
χD is decreasing in each variable.
We will now show several properties of these weights, and prove some extensions of Theorem 2.4.
Theorem 2.10 Assume that p ≥ 1.
1. If w ∈ B
(2)
p , then Λ
p
2(w) is normable.
2. w ∈ B
(2)
1 if and only if supD∈∆d
∫
R
2
+
S(2)(χD)(s, t)w(s, t) ds dt∫
D
w(s, t) ds dt
<∞.
3. If w(s, t) = u(s)v(t), then
sup
D∈∆d
∫
R
2
+
S(2)(χD)(s, t)w(s, t) ds dt∫
D
w(s, t) ds dt
=
(
1 + sup
a>0
a
∫∞
a
u(s)
s
ds∫ a
0
u(s) ds
)(
1 + sup
b>0
b
∫∞
b
v(t)
t
dt∫ b
0
v(t) dt
)
.
4. If w(s, t) = u(s)v(t), then w ∈ B
(2)
p if and only if u, v ∈ Bp.
5. 1 /∈ B
(2)
1,∞, although 1 ∈ B1,∞.
Proof: (1.) Similarly as in Theorem 2.4, we have that
‖f‖Λp
2
(w) ≤ ‖f‖
∗
Λp
2
(w) =
(∫ ∞
0
∫ ∞
0
(f ∗∗yx(s, t))
pu(s)v(t) dsdt
)1/p
≤ ‖f‖
(2)
Λp
2
(w)
,
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and hence, since w ∈ B
(2)
p ,
‖f‖
(2)
Λp
2
(w)
≤ C ‖f‖Λp
2
(w) ,
showing that ‖f‖Λp
2
(w) is equivalent to ‖f‖
∗
Λp
2
(w). By Proposition 2.1 (2), it is clear that || · ||
∗
Λp
2
(w)
is a norm.
(2.) This is a special case of [3, Theorem 2.2 (c)].
(3.) If we write u˜(σ) =
∫∞
σ
u(s)
s
ds, and similarly v˜, then∫
R
2
+
S(2)(χD)(s, t)u(s)v(t) ds dt =
∫
D
u˜(σ)v˜(τ) dσ dτ,
and hence, using [3, Theorem 2.5]
sup
D∈∆d
∫
R2
+
S(2)(χD)(s, t)u(s)v(t) ds dt∫
D
u(s)v(t) ds dt
= sup
D∈∆d
∫
D
u˜(σ)v˜(τ) dσ dτ∫
D
u(s)v(t) ds dt
= sup
a,b>0
( ∫ a
0
u˜(σ) dσ
)( ∫ b
0
v˜(τ) dτ
)
( ∫ a
0
u(s) ds
)( ∫ b
0
v(t) dt
)
=
(
sup
a>0
∫ a
0
u(s) ds+ a
∫∞
a
u(s)
s
ds∫ a
0
u(s) ds
)(
sup
b>0
∫ b
0
v(t) dt+ b
∫∞
b
v(t)
t
dt∫ b
0
v(t) dt
)
.
(4.) If p = 1, then the conclusion follows immediately by using (2.) and (3.). If p > 1, then
by using (1.) we have that if w(s, t) = u(s)v(t) ∈ B
(2)
p , then Λ
p
2(w) is a Banach space, and by
Theorem 2.4 we conclude that u, v ∈ Bp. Conversely, if u, v ∈ Bp, then it suffices to observe
that if f(σ, τ) is a decreasing function, then
S(2)f(s, t) = S(S(fτ (s))(t),
which is a composition of the one-dimensional Hardy operators acting on decreasing functions,
and hence, for product weights, if S is bounded on both Lpdec(u) and L
p
dec(v), then S
(2) is
bounded on Lpdec(uv).
(5.) It is well known that 1 ∈ B1,∞. To show that 1 /∈ B
(2)
1,∞, we consider the function
f = χ[0,1]×[0,1]. Then,
S(2)f(s, t) =
1
st
min{s, 1}min{t, 1},
and hence, for 0 < λ < 1,
λ|{(s, t) : S(2)f(s, t) > λ}| ≥ λ
∫ 1/λ
1
1
λs
ds− λ(
1
λ
− 1) = log
1
λ
+ λ− 1.
Therefore, S(2)f /∈ L1,∞. ✷
11
Remark 2.11 (i) Contrary to what one could expect looking at Theorem 2.4 and the one-
dimensional case ([7]), Theorem 2.10 shows that Λ12(w) can be a Banach space, but w need not
be in B
(2)
1,∞, even in the product case (just take w = 1; see also Remark 2.7).
(ii) There are other related properties, like linearity or quasinormability, which are also of
interest in this setting. For the Lorentz spaces Λp(u), quasinormability was characterized in [11]
(see also [8] and [12]), and for the multidimensional version, Λp2(w), in [2]. However, linearity
(when is it a vector space?) is only known for Λp(u) (see [9]).
3 Embedding results
This section deals with embedding results between the different kind of Lorentz spaces intro-
duced before. We will start by proving a theorem which characterizes the embeddings between
the classical Lorentz spaces and those defined in (2), for the case p ≤ q.
Theorem 3.1 Let 0 < p ≤ q < ∞, u : R+→ R+ and w : R
2
+→ R+ be two weight functions.
The following conditions are equivalent:
1. Λp(R2, u) ⊂ Λq2(w).
2. C = supD∈∆d
(∫
D
w(s, t) ds dt
)1/q(∫ |D|
0
u(θ) dθ
)1/p <∞, and C is the best constant for the embedding.
Proof: By evaluating the inequality of the embedding in (1.), for the decreasing function
f = χD, we get (2.).
To prove that (2.) implies (1.), by the easy observation that f ∗yx is equimeasurable with f ,
we may assume that f is a decreasing function in each variable. We will follow the ideas and
techniques from [3]. In particular, we will use the embedding L1dec(t
p−1) ⊂ Lq/p(tq−1), and the
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remark that Dλ = {(s, t) : f(s, t) > λ} is a decreasing set:(∫∫
R
2
+
f q(s, t)w(s, t) ds dt
)1/q
= q1/q
(∫ ∞
0
λq−1
(∫
Dλ
w(s, t) ds dt
)
dλ
)1/q
≤ Cq1/q

∫ ∞
0
λq−1
(∫ |Dλ|
0
u(θ) dθ
)q/p
dλ


1/q
≤ Cq1/q
(
q
p
)−1/q
p1/p−1/q
(∫ ∞
0
λp−1
(∫ |Dλ|
0
u(θ) dθ
)
dλ
)1/p
= Cp1/p
(∫ ∞
0
λp−1
(∫ |Dλ|
0
u(θ) dθ
)
dλ
)1/p
= C
(∫ ∞
0
f ∗p(θ)u(θ) dθ
)1/p
.
Hence we also obtain that C is the best constant. ✷
Theorem 3.2 Let 0 < p ≤ q < ∞, u : R+→ R+ and w : R
2
+→ R+ be two weight functions.
The following conditions are equivalent:
1. Λp2(w) ⊂ Λ
q(R2, u).
2. C = supD∈∆d
(∫ |D|
0
u(θ) dθ
)1/q
(∫
D
w(s, t) ds dt
)1/p <∞, and C is the best constant for the embedding.
Proof: By evaluating the inequality of the embedding in (1.), for the decreasing function
f = χD, we get (2.)
To prove that (2.) implies (1.), it is enough to consider the inequality only for decreasing
functions in each variable and to apply the same technique as in the proof of Theorem 3.1. ✷
Remark 3.3 If p = q we get from Theorems 3.1 and 3.2 that Λp2(w) = Λ
p(R2, u) if and only
if
∫ |D|
0
u(θ) dθ ≈
∫
D
w(s, t) ds dt, for all decreasing sets D. Theorems 3.1 and 3.2 generalize [17,
Theorem 1].
We now consider the remaining case p > q. The proofs of these results follow the same
arguments used in [4] and [10], with small modifications, and hence we will omit them. We
will use the following notations: A covering family of R2+ is an increasing family of decreasing
sets {Dk}k, such that ∪kDk = R
2
+. In this case, we set ∆k = Dk+1 \ Dk. If f is a function
in R2+, decreasing in each variable, Df,t = {f > t}. Recall also that if w is a weight in R
2
+
and E is a measurable set, then w(E) =
∫
E
w(s, t) ds dt, and if u is a weight in R+, we write
U(t) =
∫ t
0
u(s) ds.
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Theorem 3.4 Let 0 < q < p < ∞, u : R+→ R+ and w : R
2
+→ R+ be two weight functions.
Let r = pq/(p− q). The following conditions are equivalent:
1. Λp(R2, u) ⊂ Λq2(w)
2. There exists a constant C > 0 such that for all covering families {Dk}k:
∫ 1
0
(∑
k
(
w(Dk) + w(∆k)t
U(|Dk|) + (U(|Dk+1|)− U(|Dk|))t
)r/p
w(∆k)
)
dt ≤ C.
3. There exists a constant C > 0 such that for all covering families {Dk}k:∑
k
(
w(∆k)
r/q U(|Dk+1|)
−r/p
)
≤ C.
4. There exists a constant C > 0 such that for all two-dimensional functions f in R2+,
decreasing in each variable:∫ ∞
0
U(|Df,t|)
−r/p d
(
− w(Df,t)
r/q
)
≤ C.
We also state the converse embedding:
Theorem 3.5 Let 0 < q < p < ∞, u : R+→ R+ and w : R
2
+→ R+ be two weight functions.
Let r = pq/(p− q). The following conditions are equivalent:
1. Λp2(w) ⊂ Λ
q(R2, u).
2. There exists a constant C > 0 such that for all covering families {Dk}k:
∫ 1
0
(∑
k
(
U(|Dk|) + (U(|Dk+1|)− U(|Dk|))t
w(Dk) + w(∆k)t
)r/p
(U(|Dk+1|)− U(|Dk|))
)
dt ≤ C.
3. There exists a constant C > 0 such that for all covering families {Dk}k:∑
k
(
w(Dk+1)
−r/p (U(|Dk+1|)− U(|Dk|))
r/q
)
≤ C.
4. There exists a constant C > 0 such that for all two-dimensional functions f in R2+,
decreasing in each variable:∫ ∞
0
w(Df,t)
−r/p d
(
− U(|Df,t|)
r/q
)
≤ C.
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