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RE´SUME´
Malgre´ l’avancement technologique des syste`mes informatiques, la se´curite´ de ceux-ci de-
meure un proble`me re´current. Plus spe´cifiquement, dans le cas des virus informatiques, les
techniques de protection utilise´es permettent seulement des de´tections a posteriori notam-
ment graˆce a` l’utilisation de signatures des binaires. De plus, avec l’arrive´e marque´e des kits
d’exploitation et du paradigme de logiciel malveillant en tant que service[8], un e´cosyste`me
de collaborations s’est cre´e´, rendant la taˆche de compre´hension des pirates encore plus dif-
ficile. Nous avons e´mis l’hypothe`se qu’il existe beaucoup d’associations qui permettent de
de´terminer des groupes comportementaux distincts nous aidant a` mieux comprendre l’envi-
ronnement dans lequel les pirates travaillent. Pour ce faire, nous avons de´veloppe´ un syste`me
d’exploration de pages web qui permet de re´cupe´rer une multitude d’informations sur le site
web, le contenu de la page, le binaire utilise´ et bien d’autres informations lors d’une attaque.
Nous avons re´alise´ trois expe´riences d’exploration qui se sont e´tendues sur une pe´riode de
pre`s de 3 semaines ou` plus de 10,000 explorations ont e´te´ re´alise´es sur pre`s de 3000 URL
durant lesquelles nous avons re´colte´ pre`s de 200 GO de donne´es. Notre premier test tentait
de de´terminer si un me´canisme de ge´olocalisation permettait aux pirates d’infecter diffe´rem-
ment leurs victimes en se basant sur l’emplacement de ceux-ci. L’expe´rience nous a permis de
de´terminer que certains me´canismes tel le flux rapide DNS ou la balance de charge modifient
le comportement des pages en fonction d’ou` l’infection a lieu, par contre nous n’avons pu
conclure que les infections diffe`rent en fonction de la localite´ de la victime. Le second test
voulait e´tablir le temps de vie moyen des pages qui sont utilise´es pour l’infection. Graˆce a`
celui-ci, nous avons pu noter deux comportements distincts, soit les virus sont distribue´s sur
des pages le´gitimes par l’entremise d’une campagne de logiciel malveillant, tre`s souvent de
la publicite´, sinon les pages sont cre´e´es uniquement pour l’infection. Dans le premier cas, les
pages restent en vie longtemps, puisqu’une fois l’infection nettoye´e, les pages sont le´gitimes.
Sinon, dans le deuxie`me cas, nous n’avons pu de´terminer de temps exact puisque la plupart
des pages e´taient mortes a` leur re´ception qui est au maximum une heure plus tard. Finale-
ment, notre troisie`me test cherchait a` comprendre si un syste`me de liste noire e´tait utilise´
pour limiter les infections. L’expe´rience a e´te´ effectue´e en octobre 2013 alors que le visage
de la cybercriminalite´ semblait changer apre`s l’arrestation du de´veloppeur du ce´le`bre kit
d’exploitation Blackhole. Notre expe´rience nous a permis de constater que notre flux d’URL
avait beaucoup change´ et ne semblait plus ge´ne´rer aucune infection. Malgre´ qu’il soit difficile
d’attribuer ceci aux e´ve`nements, il n’en est pas moins inte´ressant.
Somme toute, notre syste`me nous a permis de de´terminer certains comportements que les
vpirates utilisent qui ne nous semblaient pas ne´cessairement e´vidents. Par contre, le syste`me
ne´cessite encore beaucoup de travail pour augmenter son efficacite´ et l’amplitude des donne´es
recueillies. Certaines solutions a` code source ouvert semblent eˆtre une excellente option pour
faire e´voluer le projet.
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ABSTRACT
Despite the technological advancement of computer systems, security remains a recur-
ring problem. More specifically, the computer virus protection techniques used allow only
detections a posteriori, thanks to the use of binary signatures. Furthermore, the arrival of
exploit kits created a new paradigm, namely Malware-as-a-Service[8] where an ecosystem of
partnerships is created, making the task of understanding the hackers even more difficult.
Our hypothesis was that there are many organizations that work together and that we can
identify distinct behavioral groups to help us better understand the environment in which
hackers coexist. To do this, we developed a crawling system that allows us to retrieve an
important ammount of information on the web pages that deliver viruses.
We conducted three experiments spread over a period of about three weeks where more than
10,000 crawls were conducted on nearly 3000 URLs during which we collected nearly 200 GB
of data. Our first test was trying to determine whether hackers use geolocation techniques
to infect differently their victims. The experience has allowed us to determine that certain
mechanisms such as fast flux DNS or load balancing change the behavior of pages depending
on where the infection takes place. We could not conclude that the infections differ based on
the location of the victim. The second test would establish the average lifetime of pages that
are used for the infection. We noted two distinct behaviors: either viruses are distributed on
legitimate pages through a campaign of malicious software, very often through advertising,
otherwise the pages are created only for infection. In the first case, the pages remain alive
long, since once the infection is cleaned from the website, the pages remain active for their
legitimate business. In the second case, we could not determine the exact time as most pages
were dead upon receipt which has a delay of at most an hour. Finally, our third test sought to
understand if a blacklist system was used to limit infections. The experiment was conducted
in October 2013 while the face of cybercrime seemed to change after the arrest of the famous
hacker operating the Blackhole exploit kit. Our experience has enabled us to see that our
URLs’ feed had much changed and no longer seemed to generate infections. Although it is
difficult to link this to the event, it is no less interesting.
All in all, our system has allowed us to identify certain behaviors that hackers use that were
not really obvious. Disadvantages include the system still requires a lot of work to increase
efficiency and the amplitude of the data. Some open source solutions seem to be an excellent
option to continue the project.
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1CHAPITRE 1
Introduction
Depuis l’existence de l’informatique telle que nous la connaissons aujourd’hui, il y a tou-
jours eu des gens cherchant a` trouver des failles pour exploiter les syste`mes de fac¸on mali-
cieuse. Le terme logiciel malveillant de´finit un programme qui exe´cute une suite d’instructions
dans le but d’exploiter un syste`me informatique a` l’insu de l’utilisateur infecte´[104]. En effet,
le terme virus informatique fut introduit dans les anne´es 80 alors que Fred Cohen a e´crit
un programme qui lui permettait d’obtenir les privile`ges administrateurs sur les machines
infecte´s[15]. Conside´rant l’e´volution de l’informatique, il est donc logique que les gens de´ve-
loppant des virus ou, plus ge´ne´ralement, des logiciels malveillants aient, eux aussi, progresse´.
Les pirates informatiques utilisent aujourd’hui plusieurs moyens pour infiltrer les syste`mes :
les virus, les vers informatiques, les outils de dissimulation d’activite´, les chevaux de Troie,
les re´seaux de robots et les logiciels espions pour n’en nommer que quelques-uns.
Avec l’explosion qu’internet connait depuis les anne´es 2000 : la multiplication des usagers,
l’apparition des re´seaux sociaux ou l’arrive´e des te´le´phones intelligents et tablettes, le de´ve-
loppement de logiciels malveillants est maintenant une menace importante du monde informa-
tique. L’industrie du logiciel malveillant est aujourd’hui une industrie qui couˆte des centaines
de milliards de dollars annuellement[17]. En effet, 556 millions de personnes sont affecte´es
annuellement par le cybercrime ge´ne´rant une perte de 110 milliards de dollars ame´ricains[17].
Le cybercrime est maintenant pre´sent dans toutes les sphe`res de l’informatique, des re´-
seaux sociaux aux courriels, en passant par les te´le´phones cellulaires[62]. E´tant donne´ l’im-
mense porte´e des logiciels malveillants, et comme ce paradigme est tre`s re´cent et donc peu
e´tudie´, pour cette e´tude nous allons plutoˆt nous concentrer sur les kits d’exploitation. La
me´thode la plus re´pandue d’infection des usagers se fait via des te´le´chargements force´s. Cette
technique vise a` exploiter diffe´rentes composantes de logiciels, commune´ment les modules
d’extension de fureteurs, pour te´le´charger et installer des logiciels malveillants a` l’insu de
l’usager et, dans certains cas, sans meˆme aucune interaction avec celui-ci. Les kits d’exploi-
tation sont souvent vendus ou loue´s de la meˆme fac¸on que des logiciels en tant que service
(SaaS) [107]. L’utilisation de ce paradigme dans le cybercrime amena la cre´ation du terme
logiciel malveillant en tant que service (MaaS)[74]. Les criminels offrent donc de payer pour
l’utilisation de kits d’exploitation et chargent leurs clients par le nombre d’infections qu’ils
2obtiendront via le service[50]. Dans cette optique, le pre´sent projet vise a` acque´rir de l’infor-
mation sur les kits d’exploitation et, avec des techniques d’exploration de donne´es, analyser
les comportements typiques des pirates dans le but d’aider a` mieux comprendre l’e´cosyste`me
a` travers lequel plusieurs groupes collaborent.
Le second chapitre du pre´sent document pre´sente la proble´matique et l’hypothe`se qui
guide la recherche ainsi que les objectifs. Le troisie`me chapitre est une mise en contexte en
pre´sentant l’e´tat de l’art en terme d’analyse de logiciels malveillants. Ensuite, le quatrie`me
chapitre discute de diffe´rentes techniques d’exploration de donne´es utilise´es pour de´couvrir
des grappes comportementales des diffe´rentes familles de logiciels malveillants. Les cinquie`me
et sixie`me chapitres pre´sentent notre me´thodologie et exposent ensuite les re´sultats obtenus.
Finalement, le septie`me et dernier chapitre pre´sente la synthe`se des travaux re´alise´s ainsi que
les travaux futurs.
1.1 Proble´matique
Malgre´ la grande efficacite´ de de´tection des logiciels antivirus pre´sentement offerts sur le
marche´, la majorite´ ne fait que des de´tections a posteriori. En effet, la me´thode classique
de de´tection de virus utilise la signature nume´rique des binaires. Cette me´thode ge´ne`re une
signature du virus, plus pre´cise´ment un identifiant du virus, en se basant sur le contenu de
celui-ci. Avec les nouvelles me´thodes d’obscurcissement a` l’aide de protecteurs de fichiers,
la technique traditionnelle de de´tection de signature est donc beaucoup moins efficace. Les
pirates sont maintenant capables de ge´ne´rer une infinite´ de variations de leur virus qui pas-
seront inaperc¸ues aux yeux des antivirus, car ils ne respectent aucune signature connue. Les
autorite´s s’inte´ressent elles aussi beaucoup a` la cybercriminalite´, qui repre´sente maintenant
une perte importante de revenus dans la plupart des pays du monde. En effet, les couˆts du
cybercrime aux E´tats-Unis en 2012 pour les entreprises sont estime´s a` plus de 15 milliards
de dollars ame´ricains en de´fense et protection. Par contre, nous pouvons remarquer qu’en-
viron 80% de ces couˆts ne servent qu’apre`s la de´tection de l’attaque. Ceci est corrobore´ par
Anderson et coll. qui de´montre que l’argent de´pense´ en de´fense est presque ne´gligeable par
rapport aux pertes subies par une attaque[1]. Il est donc e´vident que le gouvernement est,
tout comme les compagnies d’antivirus, plutoˆt re´actif quant a` sa de´fense contre le cybercrime.
Une des raisons est que les autorite´s n’ont pas de vision globale du proble`me. La criminalite´
sur internet est un proble`me mondial et il est donc important que les pays unissent leurs
forces pour tenter d’y reme´dier. Le milieu de la recherche est un bon moyen de trouver des
solutions a` un proble`me d’une telle ampleur. Malheureusement, les chercheurs ne posse`dent
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les informations qu’il leur est possible de re´colter. De plus, avec l’e´volution de l’internet, les
sche´mas d’attaques ont eux aussi beaucoup change´. La plupart des attaques sont maintenant
de´ploye´es rapidement et peuvent eˆtre dynamiquement modifie´es pour e´viter des de´tections.
Ceci est particulie`rement vrai dans le cas des kits d’exploitations qui ne cessent de croitre
en utilisation chez les pirates informatiques. Lorsqu’une attaque est de´ploye´e a` partir d’une
page web, il y a beaucoup plus que seulement l’exe´cutable (le virus) a` analyser. Aujourd’hui,
l’infrastructure d’infection repre´sente un de´fi aussi grand que le de´veloppement de binaire.
Pour e´viter les de´tections et maximiser les infections, les pirates informatiques ont recours a`
des syste`mes complets qui ne´cessitent un e´norme travail d’inge´nierie a` ge´rer. Avec la venue
du paradigme de MaaS, nous pouvons croire que les gens qui de´veloppent et distribuent des
virus travaillent maintenant dans un e´cosyste`me ou` plusieurs groupes travaillent ensemble
pour maximiser le rendement de chacun. En effet, tout ce qui se trouve autour du de´ploie-
ment du virus est tout aussi important et est souvent tre`s peu analyse´. Pour n’en nommer
que quelques-uns, la position ge´ographique du serveur, l’he´bergeur web, le contenu de la page
ou les scripts pour la page sont tous des e´le´ments qui nous permettent de mieux comprendre
le comportement des pirates.
Dans le cadre de notre e´tude, nous nous inte´ressons spe´cifiquement aux kits d’exploitation
et leurs me´thodes de de´ploiement. Les me´thodes de de´ploiement repre´sentent globalement les
informations de la ou les pages qui pointent vers le virus, le contenu de ces pages, les infor-
mations relatives aux pages ainsi que les informations du binaire. Malgre´ que les recherches
sur les logiciels malveillants soient nombreuses, la plupart tentent d’ame´liorer les de´tections
ou encore de re´soudre le proble`me de de´tection a posteriori des virus. Bien que plusieurs
des me´thodes propose´es soient efficaces, elles analysent l’exe´cutable directement et n’incluent
pas l’environnement dans lequel l’infection s’effectue. En n’analysant que le virus lui-meˆme,
les chercheurs concerne´s n’ont pas de vision globale sur les donne´es et ne peuvent pas suivre
leur e´volution sur le web. A` l’oppose´, quelques recherches se sont inte´resse´es aux pages web
qui infectaient des utilisateurs. Un peu comme pour l’analyse du binaire, les recherches sont
plutoˆt oriente´es vers une analyse des pages et de leur contenu, et le font seulement de fac¸on
statique. Bien que quelques recherches inte`grent les diffe´rentes composantes d’une attaque
pour des analyses, elles ne sont pas nombreuses et mettent beaucoup d’emphase sur des
analyses statiques c’est-a`-dire l’analyse du contenu d’une composante et non pas de son com-
portement lors d’une exe´cution. Notre recherche innove dans le sens ou` nous analysons aussi
le comportement dynamique d’une infection, chose qui est peu analyse´e. Nous tentons donc
de comprendre plus spe´cifiquement le comportement typique d’un de´ploiement d’attaques
4en analysant les me´thodes utilise´es pour y arriver. Notre analyse dynamique ne se limite
pas qu’au binaire, nous tentons aussi de comprendre les diffe´rents me´canismes de de´ploie-
ment des pages ainsi que les diffe´rents moyens utilise´s pour modifier ces pages. Nous voulons
aussi de´terminer certaines corre´lations entre ces diffe´rentes techniques, pour de´terminer plus
facilement des comportements typiques.
1.2 Objectif
L’objectif ge´ne´ral du projet de recherche est de mieux comprendre le comportement des
pirates informatiques qui de´ploient des virus sur internet, pour e´ventuellement pre´venir des
attaques a priori. En nous basant sur l’hypothe`se que l’e´volution des pirates informatique
a mene´ a` la cre´ation d’un environnement ou` les gens s’entraident et forment des alliances
pour ame´liorer les syste`mes qui infectent des usagers, nous pouvons croire qu’il existe des
corre´lations qui de´finissent le comportement de chacun de ces groupes. Pour ce faire, nous
re´coltons une multitude d’informations sur les pages distribuant des virus puis, a` l’aide de
diffe´rentes techniques d’analyse et d’exploration de donne´es, nous tentons de trouver des
corre´lations d’informations qui de´finiront des techniques typiques lors d’une attaque.
1.3 Question de recherche
La question de recherche entourant le projet est la suivante : est-il possible, en e´largissant
la porte´e des donne´es analyse´es, de corre´ler l’information re´colte´e lors d’une attaque qui
nous aidera a` identifier des comportements typiques pour pre´venir de futures attaques ? Pour
cette e´tude, les attaques sont spe´cifiquement celles provenant de kits d’exploitation. Nous
avons de´termine´ diffe´rents types d’informations que nous voulons re´colter pour en extraire
des grappes. Afin de re´pondre a` la question de recherche, nous en sommes venus a` trois
diffe´rentes sous-questions de recherche plus spe´cifiques :
1. Est-ce que le lieu de la personne qui visite la page a un impact sur le comportement de
l’infection ?
2. Quelle est la dure´e de vie moyenne d’une page web qui de´ploie une attaque ?
3. Est-ce qu’un syste`me de liste noire existe pour optimiser les infections ?
Ces sous-questions nous permettront de de´terminer s’il y a beaucoup de varie´te´ dans le
contenu d’exploitation par rapport au virus et au kit d’exploitation qui sont utilise´s. De plus,
nous pourrons de´terminer si l’infrastructure d’exploitation est diffe´rente d’un groupe a` un
autre.
51.4 Hypothe`se
L’hypothe`se principale de notre recherche est la suivante : il existe des corre´lations entre
les me´canismes de distribution de virus et le binaire en soi. La connaissance de ces relations
nous permettra de de´terminer diffe´rents comportements qui nous aideront a` pre´venir certaines
attaques. En effet, nous savons de´ja` qu’il existe des corre´lations du binaire qui permettent
d’identifier des comportements distincts d’une attaque a` une autre. Il est donc raisonnable
de croire que ces corre´lations restent valides lorsque nous e´largissons la porte´e des donne´es
que nous utilisons et que nous tenons compte des me´canismes de de´ploiement. De plus, avec
l’arrive´e et la popularite´ grandissante des kits d’exploitation et des e´cosyste`mes dans lesquels
plusieurs groupes de pirates s’aident mutuellement, nous avons une grande varie´te´ de donne´es
et nous avons donc une grande probabilite´ de de´tecter des corre´lations, s’il y en a.
1.5 Me´thodologie
Pour re´pondre a` nos hypothe`ses, nous avons de´veloppe´ un syste`me d’exploration de pages
web base´e sur la virtualisation. En effet, tel que sera explique´ dans le chapitre 3, notre
plateforme, intitule´e PyMalwareAnalyzer permet de visiter une page web avec un syste`me
simule´ graˆce a` VirtualBox[73]. Apre`s l’exploration, la trace re´seau ainsi que les donne´es
du moniteur de processus de Windows [65] sont analyse´es et nous permettent de ge´ne´rer
une multitude d’informations sur ce qui s’est produit sur la machine lors de la visite de la
page. Puisque nous utilisons la virtualisation, la configuration de la machine est extreˆmement
flexible ce qui nous permet d’analyser les comportements pour diffe´rents types de machines.
Les informations re´colte´es sont analyse´es a posteriori pour tenter de re´pondre aux hypothe`ses
que nous avons pose´es.
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E´tat de l’art
2.1 De´tection par signature
Pre´sentement, la majorite´ des logiciels antivirus disponibles sur le marche´ utilisent les
signatures nume´riques pour de´tecter des infections. Une signature nume´rique repre´sente une
partie distincte d’un exe´cutable qui est utilise´e pour repe´rer le virus. Typiquement, cela
peut eˆtre une se´quence binaire qui se retrouve dans le code ou une se´quence d’instructions.
L’exe´cutable est de´sassemble´ a` l’aide d’outils de re´tro-inge´nierie puis des inge´nieurs tentent
manuellement de de´terminer des signatures permettant d’identifier le virus. Cette signature
est alors enregistre´e dans une base de donne´es qui est alors distribue´e aux usagers. La de´tec-
tion se fait en retrouvant la signature parmi les fichiers qui sont examine´s.
Lorsqu’un usager posse´dant un logiciel d’antivirus rec¸oit un nouveau fichier exe´cutable
sur sa machine, celui-ci est envoye´ a` l’engin de l’antivirus pour eˆtre analyse´. Normalement,
les engins tentent de de´tecter si le fichier est compresse´, dans le cas e´che´ant, les antivirus uti-
lisent des me´thodes inte´gre´es pour effectuer la de´compression. L’analyse se fait par la suite
sur le fichier de´compresse´. De´pendant du type de fichier, diffe´rents algorithmes de recherche
peuvent eˆtre utilise´s pour acce´le´rer la recherche. L’antivirus tente de trouver des signatures a`
travers le code de´sassemble´ de l’exe´cutable. Si une signature est trouve´e, le fichier est mis en
quarantaine ou efface´ puis un rapport d’information est ge´ne´re´ et envoye´. Si aucune signature
n’est trouve´e dans le code, mais qu’il est conside´re´ comme suspect, celui-ci est envoye´ a` la
compagnie d’antivirus pour que des inge´nieurs l’analysent.
Le proble`me majeur de cette technique est qu’il est impossible pour le logiciel d’antivirus
de de´tecter un fichier contamine´ qui ne contient aucune signature qui est dans la base de
donne´es. La de´tection de virus par signature n’est donc pas efficace pour les nouveaux virus
ou ceux qui sont toujours inconnus. La taille de la base de donne´es est aussi un autre pro-
ble`me puisque chacune des variantes d’un virus repre´sente une nouvelle signature. La taille
croˆıt donc de fac¸on exponentielle. Ceci est d’autant plus vrai avec les nouvelles techniques
d’obscurcissement et de de´ploiement rapide utilise´es par les gens qui de´veloppent des virus.
Il est aussi e´vident que l’utilisation d’un analyste pour la classification n’est pas la me´thode
la plus efficace. Malgre´ que celui-ci posse`de beaucoup d’outils lui permettant de rapidement
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coup plus efficace. C’est pourquoi plusieurs recherches tentent de de´terminer des me´thodes
de classification automatique en analysant diffe´rentes proprie´te´s lors d’une infection. Il est
important de spe´cifier que maintenant, les compagnies d’antivirus offrent des solutions com-
ple`tes de protection qui font une analyse beaucoup plus approfondie. Diffe´rentes techniques
utilise´es seront explique´es dans les chapitres suivants.
2.2 Analyse et classification de binaires
La technique la plus re´pandue pour ame´liorer la de´tection de virus est bien entendu la
classification de binaires. Il est crucial pour ame´liorer les de´tections ainsi que pour mieux
comprendre le comportement des de´veloppeurs de virus de de´terminer des me´thodes de clas-
sification des binaires. Historiquement, les compagnies d’antivirus utilisaient des signatures
nume´riques pour de´tecter les binaires. Cette technique, malgre´ qu’elle soit efficace, n’est plus
approprie´e avec les techniques de de´veloppement rapide d’aujourd’hui, le nombre croissant
de nouveaux virus, mais surtout elle ne permet que des de´tections a posteriori. Ce domaine
de recherche est donc constamment en e´volution et plusieurs techniques furent de´veloppe´es
pour ame´liorer les taux de de´tection. Nous pouvons ge´ne´ralement classer ces techniques en
deux grandes familles : la classification d’attributs statiques et la classification d’attributs
dynamiques ou comportementaux. Dans le cas de la classification statique, les chercheurs
de´sassemblent le code du virus pour en extraire des informations pertinentes pour le classi-
fier. Pour la classification dynamique, le virus est exe´cute´ dans un environnement controˆle´
ou` les traces d’exe´cutions sont utilise´es pour repre´senter le binaire.
2.3 Analyse statique de binaires
Comme la plupart des virus sont distribue´s sous forme de binaire, l’analyse du code et
l’extraction de caracte´ristiques est donc la base pour classifier des virus. Les compagnies d’an-
tivirus utilisent aussi beaucoup de techniques d’analyse statique pour ame´liorer leur de´tection.
L’analyse statique d’un binaire s’effectue sur les caracte´ristiques du code de l’exe´cutable. Que
ce soit des blocs spe´cifiques de donne´es, le flux de controˆle ou des donne´es, les fonctions ou les
appels aux interfaces de programmation (API) pour n’en mentionner que quelques-unes, cha-
cune de ces caracte´ristiques peut eˆtre utilise´e pour automatiser la classification d’un binaire.
Un des avantages majeurs de la classification statique est que celle-ci permet une analyse
quasi comple`te du code. En effet, comme le programme en entier est analyse´, il est possible
de corre´ler le code avec les donne´es du programme. Par contre, le de´savantage majeur repose
sur le fait que les pirates utilisent plusieurs me´thodes d’obscurcissement ou des protecteurs
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techniques pour automatiser la classification de virus, quelques me´thodes seront explique´es
ci-bas.
2.3.1 Classification se´mantique
Dans [12], les auteurs prennent quelques binaires et de´montrent qu’en modifiant le code,
les antivirus ne de´tectent plus de signature et ne reconnaissent donc pas le virus. En effet, ils
ont de´veloppe´ un outil d’obscurcissement permettant de de´jouer les antivirus commerciaux.
Quatre techniques sont utilise´s pour effectuer les modifications au code, soit :
– L’insertion de code mort
– La transposition de code
– La re´assignation de registres
– La substitution d’instruction
L’insertion de code mort consiste a` ajouter des instructions qui ne changent en rien le pro-
gramme (tel que des NOP). Pour transposer le code, il suffit de rajouter des branchements
pour pouvoir modifier le flux du programme. La re´assignation de registres se fait en trouvant
un registre non utilise´ pour remplacer ceux qui sont utilise´s. Finalement, graˆce a` la diversite´
d’ope´rations disponibles pour les architectures Intel, il est possible de modifier une ope´ration
par une autre e´quivalente. Tout ceci permet de modifier la signature d’un binaire. En se ba-
sant sur ceci, ils ont cre´e´ un outil qui analyse le code d’un exe´cutable en cre´ant un graphe de
flux de controˆle. Ils ont ge´ne´re´ un automate qui repre´sente un code malveillant ge´ne´rique et
avec lequel ils comparent le code de l’exe´cutable. Ceci leur permet de de´terminer si un code
est malicieux. Leur outil, nomme´ SAFE (static analyzer for executables) permet de de´tecter
des virus modifie´s qui ne sont pas normalement de´tecte´s par les antivirus. Cette me´thode se
base sur la se´mantique du virus pour de´terminer si son comportement est malveillant.
Plusieurs diffe´rentes techniques de de´tection par se´mantique ont e´te´ de´veloppe´es. Par
exemple, [14] pre´sente une technique de de´tection en se basant sur la se´mantique d’un pro-
gramme. Typiquement, un mode`le comportemental d’un virus est de´fini et l’outil tente de
le retrouver en analysant la se´mantique du binaire. L’outil est plus robuste aux techniques
d’obscurcissement, mais il reste assez faible lorsqu’une substitution d’instruction est utilise´e.
De plus, il prend environ une minute pour analyser un exe´cutable, ce qui ne le rend pas tre`s
pratique pour des fins commerciales.
Kruegel et coll.[57] a de´veloppe´ un syste`me semblable pour de´tecter les outils de dissi-
mulation d’activite´ dans le noyau de Linux ou Solaris. Ils utilisent aussi les graphes de flux
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un peu diffe´rent puisque dans le cas des outils de dissimulation d’activite´, le virus doit faire
des appels syste`mes qu’un module ne devrait pas ne´cessairement faire. Ils utilisent donc ceci
pour pouvoir de´terminer la validite´ d’un module. La technique fonctionne bien, par contre
sans l’inte´gration du syste`me dans le noyau de Linux ou Solaris, il n’est pas d’une tre`s grande
utilite´.
Finalement, [53] pre´sente une nouvelle technique avec l’utilisation d’une logique de calcul
en arbre (CTL). Ils ont de´veloppe´ une logique qui conside`re les pre´dicats (CTPL) pour la
cre´ation de leur arbre. Ils de´veloppent un mode`le de code malicieux avec leur nouvelle logique
(CTPL), puis ils tentent de retrouver ce mode`le dans un exe´cutable analyse´.
2.3.2 Classification par comparaison de chaˆınes de caracte`res
Une autre me´thode couramment utilise´e pour une analyse statique de binaires est la com-
paraison de chaˆınes de caracte`res. Un concept fre´quemment utilise´ pour ame´liorer la de´tection
par comparaison est la distance de Levenshtein. Cet algorithme, aussi nomme´ distance d’e´di-
tion, permet de calculer le nombre minimal d’ope´rations qui sont ne´cessaires pour modifier
une chaˆıne de caracte`res de fac¸on a` en obtenir une autre[89]. Gheorghescu[35] se´pare un
binaire en plusieurs blocs de code d’environ 12 a` 14 octets de donne´es. Un bloc de code
est de´fini par une se´quence continue d’instructions qui ne contient aucun branchement ou
cible de branchement. Graˆce a` ces blocs, il forme le graphe de flux de controˆle de l’exe´cu-
table. L’auteur fait abstraction des protecteurs ou des appels de librairie puisque diffe´rentes
techniques sont de´ja` utilise´es et offrent de bons re´sultats. Pour faire l’approximation de la
similarite´ entre deux binaires, trois techniques sont pre´sente´es :
– Le calcul de la distance d’e´dition
– L’index inverse´
– Les filtres Bloom[9]
La premie`re technique utilise l’algorithme de distance d’e´dition pour de´terminer la distance
entre deux blocs de code. La distance est repre´sente´e en octets qui diffe`rent entre deux blocs.
L’index inverse´ est une me´thode fre´quemment utilise´e dans les moteurs de recherche de mots.
Cette technique consiste a` inse´rer chacun des symboles ou mots d’un document dans une base
de donne´es et augmenter un champ qui compte le nombre d’occurrences dans le document.
Ces deux techniques pre´sentent cependant des proble`mes notamment le temps de calcul dans
le cas de la distance d’e´dition et le nombre d’e´critures disque dans le cas de l’index inverse´.
L’auteur utilise donc les filtres de Bloom qui sont une structure de donne´es probabiliste et
faible en espace disque permettant de ve´rifier si un e´le´ment fait partie d’un ensemble. Des
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tests sur un ensemble de 4000 binaires malveillants ale´atoirement choisis de´montrent que non
seulement la classification graˆce a` la comparaison de chaˆınes de caracte`res est une technique
viable, mais elle est aussi efficace lorsque les bonnes techniques de calcul sont utilise´es.
Tian et coll.[92] a effectue´ une e´tude comparative de diffe´rents algorithmes de comparai-
son de chaˆınes de caracte`res pour automatiser la classification de binaires. Malgre´ que leur
technique fonctionne seulement sur les binaires non prote´ge´s et non obscurcis, ils extraient
toutes les chaˆınes de caracte`res de plus de trois octets d’un ensemble d’environ 1400 binaires
de 11 familles diffe´rentes. Ils cre´ent un ensemble de toutes les chaˆınes de caracte`res se trou-
vant dans les binaires, puis les algorithmes se´parent les binaires en familles en cherchant les
chaˆınes dans les modules de ceux-ci. Une famille est repre´sente´e par une liste de modules.
Pour acce´le´rer la recherche, un ensemble d’entrainement est ge´ne´re´ pour chacune des familles
ce qui fait en sorte que seulement les modules utiles d’un binaire seront utilise´s pour la
recherche. Les 5 algorithmes de classifications compare´s sont :
– Machine a` vecteurs de support
– Classification na¨ıve baye´sienne
– L’arbre de de´cision
– Foreˆt d’arbres de´cisionnels
– Base´ sur un exemple
Avec une technique d’acce´le´ration nomme´e AdaBoost [33], ils ont re´ussi a` ame´liorer les perfor-
mances de 4 des 5 algorithmes de classification et ils re´ussissent a` classer correctement dans
leur famille 97% des binaires avec l’algorithme de foreˆt d’arbres de´cisionnels. Ils concluent en
comparant leurs re´sultats avec 4 autres e´tudes[93, 2, 82, 87] de´montrant l’efficacite´ de leur
technique. Islam et coll.[45] pre´sente une technique de classification qui combine le travail
de [93] qui se base sur la taille des fonctions ainsi que sur [92] qui compare les diffe´rentes
chaˆınes de caracte`res dans l’exe´cutable. Une analyse de quelques algorithmes de comparaison
est effectue´e comme dans [92] et les re´sultats de´montrent qu’en combinant les deux me´thodes
de classification, plus de 98.8% des binaires sont correctement classifie´s.
2.3.3 Classification par appels de fonctions et interfaces de programmation(API)
Une dernie`re technique e´tudie´e pour analyser statiquement les binaires dans le but de les
classifier se base sur le graphe d’appels de fonctions et d’utilisation de librairies et d’interfaces
de programmation (API). Un peu comme avec l’analyse se´mantique, cette technique s’appuie
sur le fait que tous les virus d’une meˆme famille devraient avoir un graphe d’appels similaire.
Kinable et coll.[52] pre´sente une technique permettant de regrouper des familles de virus en
se basant sur les graphes d’appels de fonctions. Tout d’abord, il explique que la technique la
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plus efficace pour de´terminer des similitudes entre deux exe´cutables est d’utiliser la distance
d’e´dition minimale (GED). Plusieurs algorithmes de parcours de graphe sont analyse´s pour
de´terminer le plus efficace. Un algorithme polynomial est alors utilise´ pour calculer la distance
minimale d’e´dition qui est de´finie par trois fonctions de couˆts :
– Couˆt des sommets
– Couˆt des areˆtes
– Couˆt du re-e´tiquetage
La fonction des sommets repre´sente le nombre de sommets inse´re´s ou enleve´s entre deux
graphes. Dans le cas du couˆt des areˆtes, cela repre´sente toutes les areˆtes e´quivalentes et fi-
nalement la fonction du couˆt de re-e´tiquetage de´signe les appels de fonctions externes ou
internes qui diffe`rent. Par la suite, deux algorithmes de regroupement sont compare´s puis les
re´sultats de´montrent que l’algorithme DBSCAN[27] re´ussi a` grouper correctement les familles
de binaires d’ensembles de 194, 675 et 1050 e´chantillons.
IMDS (Intelligent Malware Detection System)[110] classifie les binaires en examinant les
diffe´rents appels aux interfaces de programmation (API) de plus de 29 000 exe´cutables. Ils
ont de´veloppe´ un algorithme d’exploration de donne´es base´ sur l’association oriente´e objet.
Ils comparent leurs re´sultats avec diffe´rents logiciels antivirus populaires et avec d’autres al-
gorithmes de classification. Leurs re´sultats sont dans tous les cas supe´rieurs et leur algorithme
a meˆme e´te´ imple´mente´ dans le logiciel antivirus de la compagnie KingSoft[54].
Eureka[88], un cadre d’application, permet de de´compiler des exe´cutables compresse´s ou
obscurcis afin de faire une analyse. Graˆce a` un pilote de bas niveau qui permet de suivre les
appels syste`mes, l’application filtre les appels de l’identifiant du processus (PID) de l’exe´cu-
table. En se basant sur le fait que le code sera de´compresse´ lorsque le processus meurt ou
cre´e un nouveau processus, ils peuvent retrouver le code de´compresse´ en me´moire. Ils utilisent
aussi une analyse des bi-grammes pour re´soudre les binaires non re´solus avec la me´thode heu-
ristique. Finalement, ils ont de´veloppe´ une technique permettant de re´soudre les appels a` des
interfaces de programmation (API) obscurcies. La plateforme a re´ussi a` de´compresser (en-
tie`rement dans la plupart des cas) plus de 90% des exe´cutables analyse´s et la re´solution des
interfaces de programmation apporte beaucoup d’information pertinente pour une analyse
statique.
2.3.4 Limites de l’analyse statique
Bien que l’analyse statique puisse donner des re´sultats inte´ressants pour automatiser la
classification de binaires, il reste que les gens qui de´veloppent des virus tentent constamment
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de de´jouer ces techniques. De`s qu’une nouvelle me´thode est pre´sente´e, il suffit que les pirates
trouvent un moyen de contrer celle-ci pour la rendre inutile. Par ailleurs, l’analyse statique est
souvent effectue´e sur le contenu d’un binaire. Ceci peut repre´senter un proble`me dans le cas
des virus polymorphes ou me´tamorphiques. De plus, l’approximation est souvent utilise´e pour
analyser statiquement un virus et, dans la plupart des cas, les approximations sont plutoˆt
conservatrices pour e´viter les faux positifs. Moser et coll.[67] pre´sente diffe´rentes approches
permettant d’e´chapper aux de´tections de plusieurs des me´thodes qui ont e´te´ pre´sente´es ci-
haut. Comme quelques-unes sont utilise´es dans des logiciels antivirus commerciaux, nous
aurions pu de´cider d’en inclure dans notre syste`me. Par contre, tel que sera pre´sente´ dans le
chapitre 4, nous n’avons pas inclus d’algorithme de classification statique dans notre syste`me
final. Dans notre cas, ce qui s’apparente le plus a` notre solution est la classification dynamique
de binaires qui sera revue dans la section suivante.
2.4 Analyse dynamique de binaires
Comme mentionne´ dans la section pre´ce´dente, un des proble`mes majeurs de la classifica-
tion par analyse statique est la difficulte´ de reconnaitre du code qui a e´te´ obscurci par un
protecteur. La me´thode la plus re´pandue pour contrer ce proble`me est d’analyser le virus
lors de son exe´cution et non pas le contenu de celui-ci. Il est e´vident que lorsque le binaire
est exe´cute´, qu’il soit obscurci ou non n’a plus d’importance. Comme il sera expose´ dans
le chapitre 4, notre syste`me fait, en quelque sorte, une classification dynamique de virus. Il
existe plusieurs fac¸ons de classifier les virus dynamiquement, un peu comme pour l’analyse
statique, les appels de fonctions, les appels aux interfaces de programmation peuvent eˆtre
analyse´s, mais d’autres e´le´ments tels que la trace re´seau ou les diffe´rents appels syste`mes sont
plus spe´cifiques a` une classification dynamique.
2.4.1 Classification comportementale
Une des fac¸ons les plus courantes de classifier des binaires dynamiquement est d’analy-
ser le comportement du virus lors de son exe´cution. Ceci peut eˆtre fait de plusieurs fac¸ons.
Par exemple, Christoderescu et coll.[13] pre´sente une me´thode qui conside`re un virus comme
une boˆıte noire. En effet, une machine se trouvant dans un environnement limite´ exe´cute un
virus et toutes les interactions avec le syste`me d’exploitation sont alors re´colte´es. Plus pre´-
cise´ment, ils conside`rent les appels syste`me comme base pour ensuite construire un graphe.
Avec la trace d’exe´cution, un graphe de de´pendance d’appels est ge´ne´re´. Deux appels sont
conside´re´s comme de´pendants lorsque les valeurs de leurs arguments sont les meˆmes et que le
type d’information est semblable. Par exemple, un appel RegCreateKeyA sera de´pendant
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de l’appel subse´quent RegDeleteValueA si leurs arguments concordent. Pour augmenter
l’efficacite´ de leur algorithme d’exploration de donne´es, ils re´duisent les graphes en agre´geant
les appels similaires, ils ve´rifient les de´pendances des sous-chaˆınes de caracte`res et observent
les autore´fe´rencements. Ils appliquent, par la suite, un algorithme d’exploration de donne´es
sur les sous-graphes re´duits. Graˆce a` leur technique, ils peuvent de´tecter des comportements
malicieux dans une trace d’exe´cution, et ce sans avoir de connaissance a priori du binaire.
L’algorithme a e´te´ teste´ sur un ensemble de 16 binaires et la plupart des comportements juge´s
malveillants par des experts en analyse de binaires de chez Symantec ont e´te´ identifie´s par
cette technique.
Les auteurs dans [98] pre´sentent une technique similaire pour classifier des familles de
virus. Un syste`me de virtualisation via Wine est utilise´ pour exe´cuter des virus Win32. Pour
e´viter les de´tections, aucun de´bogueur ou outil de surveillance n’est utilise´ puisque ceux-ci
sont facilement de´tectables par des virus. L’environnement controˆle´ exe´cute le binaire pour 10
secondes et les messages d’exe´cution de Wine sont extraits pour l’analyse. Un peu comme[13],
les appels d’interface de programmation sont utilise´s pour cre´er un graphe de ressemblance.
La fre´quence relative des appels est compile´e puis la distance de Hellinger[103] est utili-
se´e pour ge´ne´rer les distances associe´es des appels. Leur syste`me permet de cre´er un arbre
phyloge´ne´tique[105] qui permet de facilement classifier les familles de virus ainsi que les virus
qui ne sont pas encore classe´s. Leurs tests sont exe´cute´s sur 104 binaires avec environ 7%
d’incohe´rences dans la classification.
Kolbitsch et coll.[55] pre´sentent un syste`me assez inte´ressant permettant d’analyser et
de classifier des virus en temps re´el avec une re´duction de performance assez minime. Graˆce
a` une version ame´liore´e de leur syste`me d’analyse nomme´ Anubis [6, 4], l’auteur ge´ne`re un
graphe d’appels syste`me. Leur me´thode leur permet d’extraire plusieurs informations sup-
ple´mentaires telles que la me´moire virtuelle a` chaque appel ou les de´pendances de donne´es
a` chaque appel. En fait, les de´pendances de donne´es sont extreˆmement importantes puis-
qu’elles permettent de de´terminer si la sortie d’un appel syste`me sera l’entre´e d’un autre
appel. Graˆce a` la richesse des informations extraites, il est possible de de´tecter des compor-
tements malicieux lors d’une exe´cution. Ils utilisent aussi le de´coupage de programme pour
pouvoir de´terminer diffe´rentes fonctions qui pourraient eˆtre malicieuses. Pour les de´tections,
lorsque leur scanneur de´tecte un appel inte´ressant (potentiellement malveillant), une analyse
de de´pendance est effectue´e pour de´terminer si celui-ci a un comportement malicieux. Leurs
re´sultats sont assez inte´ressants, dans le cas de l’ensemble d’entrainement, sur 300 binaires
analyse´s, 279 sont de´tecte´s. Puis, sur un restant de 263 binaires analyse´s, les re´sultats sont
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plus faibles et obtiennent un taux de de´tection d’environ 64%. Par contre, sur les 263 binaires,
108 exemplaires repre´sentent des variantes inconnues et le taux de de´tection est d’environ
23% alors que sur les 155 autres exemplaires connus, le taux est de 92%. Ceci de´montre que
malgre´ une faible de´tection pour des variantes inconnues, il y a tout de meˆme presque 25% qui
seront de´tecte´s. De plus, leur syste`me n’est pas tre`s lourd en performances avec une baisse
de performances de moins de 10% sauf dans des cas extreˆmes tels que la compilation. La
technique a e´te´ pousse´e un peu plus loin dans [32] qui a de´veloppe´ un outil appele´ HOLMES
pour la de´tection et classification de comportement malicieux. En effet, leur me´thode utilise
diffe´rentes techniques de´ja` prouve´es[82, 2, 112] pour ame´liorer leur travail pre´ce´dent[13]. Les
re´sultats pre´sente´s sont prometteurs avec un taux de de´tection de 86% sur plus de 1000 exe´cu-
tables, comparativement a` 40-60% pour les de´tecteurs comportementaux commerciaux, 55%
pour les logiciels antivirus et 64% de [55]. Le temps de de´tection le plus long pour un nouveau
virus e´tait de 12-48 heures, ce qui est tout de meˆme beaucoup plus efficace comparativement
au temps de de´tection de nouveau virus qui serait de 54 jours selon[22].
2.4.2 Analyse par trace re´seau
Bien e´videmment, avec la constante e´volution de l’informatique, les pirates trouvent de
nouvelles fac¸ons d’exploiter des failles pour pouvoir infecter un maximum de personnes pos-
sible. En effet, John et coll.[47] ont analyse´ le trafic de polluriels de l’Universite´ de Washington
pour de´terminer que plus de 75% du trafic malveillant est ge´ne´re´ par 6 re´seaux de robots de
virus connus. Le fait le plus inte´ressant est que la majorite´ du trafic ge´ne´re´ par ces virus se
fait sous forme de requeˆtes HTTP. C’est ce qui a inspire´ Perdisci et coll.[75] a` analyser le
comportement des virus par les traces re´seau qu’ils ge´ne`rent. En effet, les communications
re´seau sont un bon moyen de faire abstraction du comportement de ce qui est exe´cute´ sur
la machine infecte´e. Leur me´thode de´montre que, malgre´ que diffe´rentes variantes d’un virus
posse`dent des comportements assez distincts, leurs traces re´seau sont souvent tre`s similaires.
A` l’aide de diffe´rentes me´thodes de regroupement, des grappes sont forme´es et permettent de
de´tecter des virus que les logiciels antivirus ne de´tectent pas. Une premie`re e´tape de regroupe-
ment a` granularite´ grossie`re trie les exemplaires de virus par leur nombre de requeˆtes HTTP,
par le nombre de requeˆtes GET et POST, ou par la longueur des URL pour n’en nommer
que quelques-uns. Des grappes sont alors forme´es et une deuxie`me e´tape de regroupement
est effectue´e. Cette fois, pour avoir de plus petites grappes, les similarite´s entre la structure
des requeˆtes HTTP sont analyse´es a` l’aide de la mesure de distances. Apre`s cette e´tape, le
centre des diffe´rentes grappes est e´value´ puis les grappes avec des centres pre`s sont re´unies
pour cre´er une signature du comportement re´seau. Leur expe´rimentation s’effectue sur une
pe´riode de 6 mois ou` ils ont capte´ plus de 25,000 virus distincts. A` la fin de chaque mois,
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des signatures sont cre´e´es pour de´tecter des virus futurs. Avec un ensemble d’entrainement
de 3 mois, le taux de de´tection est d’environ 60%. Pour la de´tection de virus qui ne sont
pas encore reconnus par les antivirus, leur taux de de´tection est d’environ 55-60%. Malgre´
que leur me´thode produise beaucoup de faux positifs et qu’il faille donc e´talonner les re`gles
ge´ne´re´es, il est tout de meˆme e´vident que l’analyse du trafic re´seau de virus produit un bon
taux de de´tection. Gu et coll.[38] a lui aussi de´veloppe´ une me´thode similaire pour la de´tec-
tion de re´seau de robots. L’e´tude est plus spe´cifique, car elle est oriente´e sur la de´tection en
entreprise de machines compromises graˆce aux communications qu’elles effectuent au centre
de controˆle par IRC, HTTP ou meˆme de pair-a`-pair.
Une e´tude inte´ressante de Rossow et coll.[83] pre´sente une analyse de traces re´seau de virus ef-
fectue´e sur une pe´riode d’une anne´e. En effet, plus de 100,000 exemplaires de virus et de leurs
comportements re´seau ont e´te´ e´tudie´s permettant d’en connaitre davantage sur les moyens
typiques de communication des binaires. Sur l’ensemble, environ 45% des virus exe´cute´s ont
ge´ne´re´ des activite´s re´seau, totalisant plus de 200 GB de donne´es. Une exe´cution dure en
moyenne 7.8 jours avec des temps allant de 6 heures jusqu’a` 120 jours. Il est inte´ressant de
noter que 92.3% des traces utilisent le protocole DNS, 58.6% utilisent HTTP et 8% utilisent
IRC. L’e´tude est tre`s de´taille´e sur le type de paquets qui sont envoye´s ou rec¸us, analysant les
parame`tres des diffe´rentes requeˆtes GET ou POST de HTTP, par exemple. Malgre´ qu’aucun
algorithme de classification ne permette de distinguer le trafic be´nin du trafic malveillant,
plusieurs de´tails inte´ressants sur les communications ge´ne´re´es par les virus sont pre´sente´s.
Des algorithmes de regroupement tels que celui pre´sente´ par [10] pourraient facilement aider
a` mieux comprendre le comportement des virus.
2.4.3 Analyse avec virtualisation
Tout comme pour notre e´tude, analyser des binaires a` l’aide de la virtualisation est assez
commun. Jiang et coll.[46] a effectue´ une e´tude pre´sentant une technique novatrice pour de´-
tecter de nouveaux virus ou des outils de dissimulation d’activite´. Leur me´thode permet de
de´tecter « hors de la boˆıte » les virus, ce qui veut dire que malgre´ que l’exe´cution du virus
s’effectue dans un environnement virtuel, la de´tection de celui-ci est effectue´e sur la machine
hoˆte. Graˆce aux images de la me´moire ainsi que des donne´es du disque qui sont fournies par
les outils de virtualisation, VMWatcher, leur syste`me, permet de de´tecter en temps re´el une
infection. Le syste`me est assez efficace et permet de dissimuler les outils de de´tection, par
contre, comme il sera mentionne´ plus tard, les virus qui tentent de de´tecter s’ils s’exe´cutent
dans un environnement virtuel sont plutoˆt rares et l’effort d’une telle me´thode ne permet que
de de´tecter ceux-ci.
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Puisqu’un environnement de virtualisation permet de restreindre la porte´e du virus exe´-
cute´ et qu’il permet aussi de capturer une multitude d’informations pertinentes, son utilisation
pour l’analyse de binaires est presque ide´al. Par exemple, Willems et coll.[108] pre´sentent un
syste`me de virtualisation qui permet de ge´ne´rer des rapports de´taille´s de diffe´rents aspects
lors de l’exe´cution d’un virus. Un peu comme le syste`me que nous avons de´veloppe´, leur
approche est plutoˆt oriente´e sur l’analyse que sur la classification. En effet, avec l’utilisation
de CWSandbox, un instrument de virtualisation, un rapport de´taille´ est ge´ne´re´ et de´crit :
– Les fichiers cre´e´s ou modifie´s par le binaire
– Les modifications aux registres Windows
– Les librairies dynamiques (DLL) charge´es
– Les secteurs de la me´moire virtuelle acce´de´s
– Les processus cre´e´s
– Les connexions re´seau effectue´es
– Toute autre information pertinente comme les acce`s aux secteurs prote´ge´s, les services
installe´s ou les pilotes de noyau.
La me´thode est base´e sur l’accrochage des appels aux interfaces de programmation ainsi
que toutes les injections de librairies dynamiques. La machine virtuelle est initialise´e et les
ope´rations ne´cessaires pour capturer l’information d’exe´cution sont exe´cute´es. Ensuite, le
virus est exe´cute´ et la machine attend que le processus meure ou sinon, elle s’arreˆte apre`s
un certain de´lai. L’analyse est ensuite faite sur toutes les informations de l’exe´cution. Une
analyse de plus 6000 binaires durant 5 mois a permis de de´terminer plusieurs caracte´ristiques
inte´ressantes sur les virus, ce qui simplifie grandement le travail d’analyse.
Bayer et coll.[5] a aussi re´alise´ une e´tude pour analyser des binaires a` l’aide de la virtualisation.
Anubis, leur syste`me de virtualisation, permet a` des gens d’envoyer des fichiers exe´cutables,
qui seront exe´cute´s a` l’inte´rieur d’une machine virtuelle fonctionnant avec Qemu[7]. Leur
syste`me est toujours en ligne[97] et continue de compiler des statistiques sur les binaires
rec¸us. Il est maintenant aussi possible d’analyser des exe´cutables pour Android. L’article
rapporte des statistiques sur les binaires analyse´es depuis une pe´riode d’environ 2 anne´es.
Pre`s de 1 million d’exe´cutables uniques (base´ sur la fonction de hachage MD5) ont e´te´ re´colte´s
et des grappes comportementales ont e´te´ ge´ne´re´es. Plusieurs statistiques inte´ressantes telles
que les protecteurs les plus couramment utilise´s, les comportements typiques des virus ou
les activite´s re´seau sont ge´ne´re´s. Dans le cas des comportements, l’e´tude rentre en de´tail
sur ce que les virus font assez fre´quemment, comme ajouter une cle´ au registre Windows
pour s’exe´cuter au de´marrage par exemple. Les activite´s re´seau aussi sont analyse´es plus
en de´tail et comme les autres e´tudes, il est e´vident que beaucoup de virus effectuent des
requeˆtes sur Internet par un centre de commandes. HTTP reste encore le protocole le plus
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utilise´ et il semblerait que l’utilisation de IRC soit plutoˆt en de´clin selon leurs re´sultats.
D’autres statistiques inte´ressantes pre´sentent les activite´s typiques d’un re´seau de robots et
de´montrent que IRC reste, tout de meˆme, le protocole le plus populaire pour ce type de
virus. Finalement, une analyse des virus, qui font des de´tections de virtualisation, de´montre
qu’il n’est pas tre`s fre´quent pour les virus de faire de telles ve´rifications. Parmi leur ensemble
de virus, moins de 100 binaires feraient une analyse pour de´tecter des outils de ve´rification.
Nous pouvons donc en de´duire que cela reste un comportement marginal et que les re´sultats
n’en sont que tre`s peu biaise´s.
2.4.4 Limites de l’analyse dynamique
Tout comme l’analyse statique, tenter d’analyser un virus lors de son exe´cution posse`de
aussi certaines limitations. Egele et coll.[24] pre´sentent une enqueˆte sur les techniques d’ana-
lyse dynamique de binaire, qui re´sume les travaux majeurs qui ont e´te´ re´alise´s sur ce sujet.
Comme il a e´te´ pre´sente´ dans la section 2.4, il existe plusieurs me´thodes pour analyser dy-
namiquement un exe´cutable malveillant, par contre, il existe certaines limitations. En effet,
un des proble`mes majeurs est la vue limite´e qu’une analyse d’exe´cution offre. Effectuer une
exe´cution est assez demandant en terme de temps, mais ne permet pas d’analyser tous les
diffe´rents chemins d’exe´cution. L’analyse statique est plus comple`te sur ce point puisque le
code de´sassemble´ contient tous les chemins d’exe´cution. Un autre proble`me est le fait que
l’exe´cution ne s’effectue que pendant une certaine pe´riode de temps. Ceci limite les re´sultats
puisqu’il n’est pas assure´ que, durant cette pe´riode, le binaire exe´cutera du code malveillant.
Par exemple, un simple de´lai peut eˆtre imple´mente´ forc¸ant le virus a` ne s’exe´cuter qu’a` une
date pre´cise. Sinon, nous pouvons penser a` un exe´cutable qui se connecte a` un re´seau de
robots et qui n’effectue rien tant qu’il ne rec¸oit pas de commande. Il est aussi plutoˆt difficile
de simuler l’interaction d’un usager, un virus qui requiert une certaine interaction ne sera
donc pas ne´cessairement exe´cute´ comme il se doit. Finalement, l’analyse dynamique est aussi
beaucoup plus gourmande en terme de temps et de ressources.
2.5 Analyse et classification web
L’Internet est sans aucun doute le moyen le plus simple et efficace pour des de´veloppeurs de
virus de distribuer leurs logiciels malveillants. Plusieurs recherches se penchent sur l’analyse
et la classification des pages web qui distribuent des virus pour tenter de mieux comprendre
les techniques utilise´es par les pirates. Dans [68], un syste`me d’explorateur de pages a permis
de classifier un tre`s grand nombre de pages qui distribuent des binaires malveillants. Malgre´
que l’e´tude date de 2005, les re´sultats sont assez inte´ressants. Leur syste`me d’explorateur
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est assez similaire a` ce que nous avons de´veloppe´, mais l’e´tude est plutoˆt oriente´e sur le
te´le´chargement d’exe´cutable puis l’analyse de ceux-ci. Leur me´thode exe´cute le binaire puis,
s’il y a lieu, installe le programme. Ensuite, graˆce au logiciel AdAware[59], ils effectuent
une analyse de la machine virtuelle pour ve´rifier s’il y a eu infection. Plusieurs statistiques
inte´ressantes sont produites, mais comme leur me´thode de´pend de l’efficacite´ de de´tection
du logiciel antivirus, il est plutoˆt difficile pour eux de de´tecter de nouveaux virus. Leurs
URL proviennent de la base de donne´es de Heritrix[41]. De ceci, plus de 2500 noms de
domaine sont extraits comme point de de´part pour naviguer. Les domaines sont de plusieurs
cate´gories diffe´rentes, des sites pour adultes, de jeux, pour enfants, pour des fonds d’e´crans,
pour n’en nommer que quelques-uns. Plus de 18 millions d’URL sont visite´es chaque mois
et, selon leurs statistiques, des 19% de sites contenant des exe´cutables, 13,4% sont infecte´s
le premier mois et 5.5% le deuxie`me mois. Une partie de leur e´tude se concentre aussi sur
les te´le´chargements force´s, ce qui s’approche beaucoup de notre e´tude. Pour de´tecter une
infection, leurs heuristiques sont :
– Cre´ation d’un processus
– Activite´ dans le syste`me de fichiers (autre que des endroits tels que la cache)
– Un processus suspect e´crit un fichier
– Activite´ dans les registres
– Une interruption inattendue dans le fureteur ou le syste`me d’exploitation
Selon leurs observations, en mai 2005, environ 6% des URL font du te´le´chargement force´
alors que moins de 1% en font en octobre. L’e´tude pre´sente aussi les diffe´rences d’infection
lorsqu’Internet Explorer[63] est utilise´ versus l’utilisation de Firefox[69].
Cette technique d’exploration de page s’apparente beaucoup a` ce qui se fait avec les ser-
veurs pots de miel. Ces serveurs tentent d’attirer les bots d’un re´seau ou tout type d’attaque
pour pouvoir ensuite les analyser. Dans le cas pre´sent, nous parlons plutoˆt d’un client pot
de miel, parfois nomme´ honeyclient. Le but est de faire visiter le web a` un client pour que
celui-ci se fasse attaquer ou infecter. Il existe deux grandes familles de clients, ceux avec une
grande interaction et ceux avec une petite interaction. Les clients avec une grande interaction,
ce qui s’apparente le plus a` notre syste`me, simulent des syste`mes complets sans limitation
fonctionnelle. Ils sont extreˆmement efficaces pour trouver de nouvelles attaques, par contre,
puisqu’ils sont plus lourds a` exe´cuter, ils sont moins performants. Les clients a` petite in-
teraction utilisent plutoˆt des versions re´duites de clients, un peu comme les explorateurs de
pages, ce qui les rend extreˆmement rapides, mais moins efficaces puisque les pirates peuvent
les de´tecter assez facilement. Vaagland et coll.[95] de´crivent les diffe´rents types de clients pot
de miel et e´nume`rent les imple´mentations les plus populaires ainsi que leurs diffe´rences.
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Comme il a e´te´ pre´sente´ auparavant, l’e´volution de l’Internet et le nombre croissant d’usa-
gers ont permis aux pirates informatiques de de´velopper de nouveaux vecteurs d’infection.
En effet, depuis de´ja` quelques anne´es, une me´thode tre`s populaire pour distribuer des virus
est utilise´e et permet des infections a` l’insu presque total de l’usager. Ces infections par te´-
le´chargement force´ permettent aux pirates d’infecter leurs victimes en exploitant des failles
dans les modules d’aide au fureteur ou dans des modules d’extension par exemple. Egele et
coll.[23] pre´sentent les diffe´rentes me´thodes utilise´es par les pirates pour initier des attaques
par te´le´chargement force´. Que ce soit par la mauvaise utilisation d’une interface de program-
mation, l’exploitation d’une vulne´rabilite´ dans le fureteur ou ses modules d’extensions, les
pirates re´ussissent a` infecter les usagers sans aucune interaction avec celui-ci.
Provos et coll.[77] ont re´alise´ une e´tude pour classifier des URL qui distribuent des virus
avec des te´le´chargements force´s. Leur source d’URL provient des explorateurs de pages de
Google, ce qui leur a permis de visiter plus de 4.5 millions d’URL diffe´rents. Le syste`me qu’ils
utilisent fait une analyse pour de´terminer une base d’URL susceptibles de contenir du code
malveillant, puis une exploration des pages permet ensuite de de´terminer s’ils distribuent
re´ellement des virus. Pour chaque URL visite´e, un pointage est e´tabli selon des heuristiques
pre´de´finies telles que des activite´s dans le syste`me de fichiers, des processus cre´e´s, les re´sultats
de logiciel antivirus, etc. L’e´tude analyse les diffe´rentes me´thodes utilise´es par les pirates pour
injecter du contenu malicieux a` l’inte´rieur d’un site. Les quatre me´thodes les plus communes
sont l’exploitation de failles dans le serveur ou son code, le contenu des usagers, les publicite´s
ainsi que les gadgets logiciels. Une fois que les pirates ont acce`s au contenu de la page web
par une de ces quatre me´thodes, il suffit d’injecter du code exploitant des failles du fureteur,
des modules d’aide ou des modules d’extension. Souvent, les pirates feront des ve´rifications
pour ve´rifier si l’usager navigue avec Internet Explorer ou Firefox. Ils peuvent aussi faire des
inspections sur la machine virtuelle de Java pour de´terminer s’il existe des failles potentielles
sur celle-ci. Une autre technique est de tromper un usager en lui faisant te´le´charger un mo-
dule d’extension pour pouvoir visionner la page alors que l’usager te´le´charge plutoˆt un virus.
De toutes les URL visite´es, environ 10% distribuent des virus (environ 450,000 URL) parmi
lesquels environ 300,000 sont des chevaux de Troie, alors qu’environ 18,000 sont des publi-
ciels et 35,000 distribuent des binaires non classifie´s. Ces classifications sont base´es sur les
re´sultats des logiciels antivirus, ils ne sont donc qu’indicatifs. Une partie de l’e´tude porte sur
l’e´volution des virus dans le temps. Selon leurs statistiques, les URL distribuant des logiciels
malveillants changent le binaire qu’ils distribuent a` une fre´quence allant de quelques heures
jusqu’a` quelques jours.
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Mavrommatis et coll.[61] pre´sentent une recherche qui est, en quelque sorte, une conti-
nuite´ du travail pre´sente´ ci-dessus [77]. Graˆce aux meˆmes outils, ils ont pu classifier plus de
65 millions de pages web parmi lesquelles plus de 3 millions sont suspectes, plus de 3 millions
sont malveillantes et utiliseraient plus de 180,000 sites d’infection. L’exploration s’e´tend sur
une pe´riode de 1 an et plusieurs statistiques inte´ressantes confirment ce que le travail pre´ce´-
dent de´montrait. En effet, un nombre assez e´leve´ des URL distribuant du contenu malicieux
utilise des versions contenant des failles de se´curite´ pour leur serveur ou meˆme pour leur
langage de script (p.ex. PHP). Les attaques par des campagnes publicitaires sont aussi ex-
treˆmement utilise´es et elles sont assez difficiles a` pre´venir puisque celles-ci contiennent a` 50%
plus de 6 redirections diffe´rentes. Il est donc assez difficile pour un site avec de la publicite´ de
retracer d’ou` provient l’infection qui contamine ses usagers. L’e´tude est tre`s de´taille´e sur la
provenance des sites d’infections, par exemple, pre`s de 70% des pages infecte´es proviennent
d’une certaine fac¸on de Chine. Graˆce aux diffe´rentes traces re´seau, ils ont pu cerner pre`s de
10,000 sites de distribution de virus, parmi lesquels 90% proviennent d’une seule adresse IP.
Finalement, des inspections sur la machine virtuelle d’exploration permettent d’observer que
lors d’une infection, plusieurs centaines de processus sont lance´s pour installer des modules
d’aide au fureteur, modifier des pre´fe´rences du fureteur, modifier des parame`tres de se´curite´
du syste`me d’exploitation ou pour modifier les registres pour que le virus s’exe´cute au de´-
marrage.
Zhang et coll.[111] ont aussi re´alise´ une e´tude sur la de´tection d’URL potentiellement
malicieuses qui contiennent des te´le´chargements force´s. Leur syste`me de de´tection de te´le´-
chargements force´s, nomme´ ARROW, utilise des traces HTTP en entre´e. Chaque URL est
visite´e puis le contenu dynamique (c.-a`-d. JavaScript) qui s’y trouve est exe´cute´. Puisque
leur syste`me ne contient aucune automatisation d’interactions humaines, une URL est si-
gnale´e comme suspicieuse si un exe´cutable est e´crit sur le syste`me de fichier. Avec les URL
potentiellement malicieuses, une analyse est effectue´e pour de´terminer les serveurs centraux
qui distribuent des virus. Une signature est ge´ne´re´e avec l’aide d’expressions re´gulie`res, ce
qui permet de de´terminer des mode`les ge´ne´raux pour identifier des pages qui distribuent des
binaires malveillants. Leur syste`me a visite´ pre`s de 3.5 milliards d’URL, parmi ceux-ci, pre`s
de 15,000 grappes d’adresses Internet et d’IP sont de´tecte´es contenant environ 7000 re´seaux
de distribution de virus. Pre`s d’une centaine de ces re´seaux utilisent un ou plusieurs serveurs
centraux. Le taux de faux positifs ge´ne´ral est de 0.0019%, mais le syste`me ge`re plus difficile-
ment les cas ou` des serveurs le´gitimes sont implique´s augmentant le taux jusqu’a` 0.4%. Un
des gros proble`mes de l’e´tude est la simplicite´ de l’heuristique de de´tection de pages mali-
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cieuses. Comme il sera de´montre´ par notre e´tude, les pirates peuvent utiliser d’autres types
de fichier pour infecter un usager ce qui ne serait pas de´tecte´ par ARROW. De plus, l’utili-
sation de signature, comme pour la de´tection de binaires malveillants, permet aux pirates de
contourner le proble`me en ge´ne´rant des versions polymorphiques de leurs binaires ou des URL.
Finalement, Grier et coll.[36] ont re´alise´ une e´tude sur le phe´nome`ne du MaaS qu’il nomme
plutoˆt «Exploit-as-a-Service » dans leur article. Ceci s’apparente beaucoup a` notre recherche,
dans le sens ou` nos sources principales d’infection proviennent de kits d’exploitation tels
qu’ils sont pre´sente´s dans l’article. Il existe deux types de clients potentiels pour les kits
d’exploitation typiques. Tout d’abord, il existe les gens qui paient pour rediriger du trafic vers
le kit d’exploitation. Ces gens rec¸oivent un certain montant d’argent base´ sur le trafic qu’ils
ge´ne`rent. Il existe aussi les gens qui de´veloppent de nouveaux exploits, ceux-ci vendent les
nouveaux binaires aux gens qui s’occupent du kit d’exploitation et se font payer pour chaque
installation. Avec ce paradigme, le trafic est ge´ne´re´ automatiquement par les gens qui paient
pour avoir acce`s au kit, puis le kit est constamment mis a` jour avec des nouveaux binaires
qui sont fournis par des de´veloppeurs. Leur e´tude diffe`re de la noˆtre dans leur me´thodologie.
Pour leur analyse, 6 sources diffe´rentes de binaires sont utilise´es :
– Google, graˆce a` leur « Safe Browsing infrastructure » [61]
– MDL[60], une liste publique d’URL contenant des binaires
– Sandnet[83]
– Des pie`ces jointes de courriels
– Torrents
– ATLAS [70]
Graˆce a` ceux-ci, plus de 60,000 binaires sont capte´s, exe´cute´s et analyse´s dans un environne-
ment virtuel controˆle´ fonctionnant avec GQ honeyfarm[56]. Pour limiter les impacts externes
et pour imiter le comportement des adresses que le virus contacte, plusieurs services internes
sont utilise´s pour re´pondre aux requeˆtes DNS, HTTP et SMTP. Pour classifier les diffe´rents
binaires, plusieurs techniques de classification comportementale sont utilise´es :
– Domaines visite´s
– Arguments HTTP
– Modification du syste`me
– Prise d’e´cran
Une partie de l’e´tude est spe´cifique aux attaques par te´le´chargement force´. Graˆce a` leur
technique de regroupement, il est possible d’identifier les diffe´rents kits d’exploitation utilise´s.
Avec l’analyse des URL visite´es, un regroupement a permis de de´terminer que Blackhole[91,
43] est le kit le plus re´pandu avec environ 28% des infections totales. La dernie`re partie
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de leur e´tude porte sur la popularite´ et la dure´e de tous les domaines utilise´s dans une
infection par te´le´chargement force´. Avec la base de donne´es des recherches DNS passives
du Security Information Exchange[28], contenant en moyenne 726 millions de requeˆtes DNS
quotidiennement, il a e´te´ possible de de´terminer que la dure´e moyenne de vie des domaines
utilise´s dans une infection par te´le´chargement force´ ne reste en ligne que 2.5 heures.
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CHAPITRE 3
Solution propose´e
Comme il a e´te´ discute´ dans les sections pre´ce´dentes, l’e´cosyste`me dans lequel les pi-
rates informatiques travaillent de nos jours a beaucoup e´volue´. Bien qu’il soit difficile de bien
comprendre le fonctionnement interne de cet environnement, nous suspectons que plusieurs
groupes collaborent et s’entraident pour pouvoir maximiser les infections, et par conse´quent
les revenus de chacun. Pour ce faire, nous avons de´veloppe´ un syste`me d’exploration de pages
qui re´colte une multitude d’informations. Selon notre hypothe`se, la varie´te´ de donne´es que
nous re´coltons pourra nous aider a` trouver des corre´lations qui nous permettront de mieux
comprendre la complexite´ du fonctionnement de ce milieu. Par fonctionnement, nous enten-
dons de´terminer les diffe´rents groupes, les diffe´rentes contributions qu’il peut y avoir entre
ceux-ci, les me´thodes et outils utilise´s, tout ceci dans le but de mieux pre´venir des attaques.
Ce chapitre explique en de´tail le syste`me que nous avons utilise´ et ses diffe´rentes composantes.
En premier lieu, nous allons brie`vement de´crire le syste`me globalement puis nous discuterons
du planificateur qui se charge d’organiser les explorations avec les diffe´rentes machines ainsi
que l’IP a` utiliser. Par la suite, nous expliquerons les donne´es que nous re´coltons et que nous
traitons avec notre module de traitement. Finalement, nous allons de´crire le module final qui
se charge d’analyser les donne´es pour en sortir des informations pertinentes.
3.1 PyMalwareAnalyzer
Notre syste`me, de´veloppe´ en python[31], est se´pare´ en cinq modules principaux :
– Le re´colteur d’URL ;
– Le planificateur ;
– L’explorateur ;
– Le module de traitement ;
– Le module de statistiques.
Ce qui se´pare notre syste`me de tous les clients pot de miel est la complexite´ et la diversite´
de l’information que nous re´coltons. De plus, nous nous distinguons beaucoup puisque les
informations proviennent de plusieurs sources, ce qui nous permet de bien de´finir l’environ-
nement dans lequel l’infection se produit. Le sche´ma de la figure 3.1 explique les diffe´rents
modules avec les informations qu’ils prennent en entre´e puis les donne´es qu’ils envoient au
prochain module. Les rectangles repre´sentent les diffe´rents modules de´veloppe´s et les paral-
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le´logrammes symbolisent les diffe´rentes entre´es que les modules rec¸oivent. Pour simplifier,
le sche´ma ne repre´sente que les principaux modules et actions. Un sche´ma plus complet de
notre syste`me, un diagramme de la base de donne´es avec les e´le´ments importants de chacune
des tables se trouve en annexe.
Figure 3.1 Diagramme des diffe´rents modules du syste`me re´alise´.
Sommairement, notre syste`me re´colte des URL provenant de diffe´rentes sources puis les
envoie au gestionnaire de files. Le gestionnaire de files prend la plus re´cente URL et l’envoie
au planificateur qui lui s’organise pour choisir la bonne machine virtuelle avec un IP. Une
fois ceci de´termine´, l’explorateur se charge d’exe´cuter l’exploration de la page, puis de passer
les donne´es re´colte´es, sous forme de fichier PCAP et du moniteur de processus, au module
processeur. Celui-ci trie les informations puis les sauvegarde dans notre base de donne´es. A
posteriori, notre module de statistiques permet d’extraire les informations inte´ressantes de
fac¸on a` les pre´senter sous forme de re´sultats concrets. Les prochaines sections expliqueront
en de´tail ce que chacun des modules fait.
3.2 La re´colte d’URL
L’efficacite´ de notre syste`me repose sur la qualite´ des URL que nous fournissons a` l’ex-
plorateur. C’est pourquoi nous avons de´veloppe´ un syste`me qui permet de re´colter des URL
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de diffe´rentes sources pour ensuite les envoyer au gestionnaire de files pour que celui-ci cre´e
la taˆche d’exploration. Le module ne fait qu’amasser des URL en passant par des requeˆtes
HTTP ou bien par un courriel que nous avons cre´e´ pour recevoir des URL malveillantes. Les
diffe´rentes sources seront explique´es dans le chapitre 4.
3.3 Gestionnaire de files
Le gestionnaire de files est un module essentiel, mais relativement simple a` comprendre.
Sommairement, il ge`re les files d’attente qui fournissent les URL a` explorer et les sessions a`
analyser. Les URL proviennent de diffe´rentes sources puis sont inse´re´es dans une file a` priorite´
avec le temps comme facteur de priorite´. La valeur du temps est repre´sente´e en secondes et
est de´signe´e par le temps lorsque l’URL est inse´re´e dans la file avec ou sans de´lai. En effet,
comme il sera explique´ dans la section 4.1, pour re´aliser certains tests, les URL peuvent eˆtre
explore´es plusieurs fois, et parfois elles sont explore´es apre`s un certain de´lai. Avant d’envoyer
l’URL a` explorer au module de planification, le temps (en secondes) est compare´ au temps
pre´sent, et dans le cas ou` le temps associe´ a` une URL est apre`s le temps actuel, le gestionnaire
de files attendra la diffe´rence de temps :
Avec : ta = Temps actuel, ti = Temps d’insertion et te = Temps d’exploration
te = ta − ti
Si : te > 0
Attendre(te)
Dans le cas des donne´es de session a` envoyer au module processeur, apre`s une exploration,
le module d’exploration envoie la session au gestionnaire, qui lui l’inse`re dans la file de sessions
a` analyser. Sans avoir de priorite´, la file des taˆches a` analyser permet de les distribuer pour,
e´ventuellement, faire du traitement en paralle`le, comme discute´ dans la section des travaux
futurs.
3.4 Planificateur
Le module de planification s’occupe d’e´tablir avec quelle machine l’exploration se fait ainsi
que l’adresse qu’elle prendra. L’URL rec¸ue en entre´e permet de de´terminer les diffe´rentes
sessions qui ont de´ja` e´te´ effectue´es sur celle-ci, pour ensuite e´tablir la bonne combinaison de
machine virtuelle et adresse pour la prochaine exploration. La me´thodologie que nous avons
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utilise´e pour de´terminer ceci est explique´e plus en de´tail dans la section 4.1, cette section se
veut plutoˆt une explication du fonctionnement de ce module. Le sche´ma 3.2 montre la vue
globale du planificateur.
Figure 3.2 Sche´ma du module de planification.
3.4.1 Validation de l’URL
Initialement, le planificateur rec¸oit une URL qui lui provient du gestionnaire de file qui
a, au pre´alable, e´te´ valide´e par une recherche DNS. Quoique cette technique pour valider si
une URL est toujours en ligne comporte des erreurs, elle reste la plus efficace pour e´viter des
de´tections potentielles par les pirates. En effet, au tout de´but, notre syste`me effectuait une
requeˆte avec l’outil WGet [99], ce qui nous donnait beaucoup plus d’informations pour de´ter-
miner si le site web e´tait encore en ligne. Comme WGet simule une requeˆte HTTP vers le site
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web, nous pouvions analyser la re´ponse pour de´terminer si, par exemple, celle-ci donnait une
erreur. Le proble`me majeur de cette me´thode est qu’en effectuant une requeˆte avec WGet,
nous compromettons notre adresse IP, ce qui pourrait biaiser les re´sultats dans le cas ou des
re`gles de liste noire sont utilise´es. C’est pourquoi l’utilisation de recherche DNS nous e´vite de
nous faire de´tecter, mais ne nous fournit pas d’information a priori sur la re´ponse du serveur.
Avec une URL que nous savons valide, le planificateur ve´rifie d’abord si celle-ci a de´ja`
e´te´ explore´e au pre´alable. Ceci lui permet de de´terminer, graˆce aux algorithmes qui seront
explique´s dans la section 4.1, la prochaine machine virtuelle ainsi que l’adresse IP pour la
prochaine exploration, selon le test qui est effectue´. Avec ces donne´es, le planificateur cre´e un
objet de session qui sera le lien a` travers le syste`me pour retracer tout ce qui a e´te´ effectue´
lors de l’exploration. Une fois l’exploration termine´e, le module d’exploration peut repasser
par le module de planification pour une prochaine exploration d’une meˆme URL. Encore une
fois, selon le test qui est exe´cute´, l’URL est remise en file d’attente ou peut tout simplement
se faire explorer successivement avec diffe´rents attributs (adresse IP, machine virtuelle).
3.4.2 Objet session
Notre syste`me contient une base de donne´es tre`s diversifie´e en information, et pour les
lier les unes aux autres, nous utilisons un objet que nous avons de´fini comme une session.
L’objet session est le pilier de notre algorithme d’exploration de donne´es puisqu’il permet
d’extraire toutes les informations recueillies lors d’une visite de page par notre syste`me. Le
tableau 3.1 e´nume`re les diffe´rents attributs d’une session.
Tableau 3.1 Objet de type session
Session
Nom Type Description
URL Cle´ e´trange`re L’URL a` explorer
time Date Date de l’exploration
path Chaine de caracte`res Chemin vers les fichiers issus de l’exploration
virtual machine Cle´ e´trange`re La machine virtuelle qui a fait l’exploration
IP Cle´ e´trange`re L’adresse IP utilise´e pour l’exploration
L’objet n’est pas tre`s complexe en soi, mais il est important de le de´finir puisqu’il est un
concept important qui est utilise´ dans plusieurs des prochains modules.
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3.5 Explorateur
Le module d’exploration est en quelque sorte le cœur de notre syste`me, il rec¸oit les in-
formations de session qui lui permettent de mettre en place le RPV puis de se´lectionner la
machine virtuelle pour l’exploration. La figure 3.3 explique ce que le module fait exactement
lors d’une exploration de page avec les donne´es qui en sortent.
Figure 3.3 Graphe de flot de controˆle du module d’exploration.
Le processus de visite de page est simple et intuitif, le but ici e´tant de simuler le plus
pre´cise´ment possible le comportement d’un humain qui visiterait ce site. Nous avons un
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instantane´ de la machine dans un e´tat que nous savons propre, c’est-a`-dire que la machine
n’est pas infecte´e et est vulne´rable aux diffe´rentes attaques. Une fois cette image re´tablie,
un script de´marre le moniteur de processus puis lance un fureteur vers l’URL a` visiter. Par
la suite, la machine s’endort pour un temps donne´ pour que, s’il y a lieu, l’attaque se mette
en place. Finalement, un script arreˆte le moniteur de processus et de´place le fichier de sortie
vers un endroit sur la machine hoˆte ou` se trouve aussi le fichier de trace re´seau. Ces deux
fichiers sont ensuite transfe´re´s au module de traitement en passant par le gestionnaire de
files. Comme il a e´te´ mentionne´ dans la section 3.3, il existe une file de taˆches d’exploration
et de traitement.
3.6 Module de traitement de donne´es
Bien que le syste`me ne´cessite une bonne infrastructure logicielle, tout ceci est re´alise´ dans
le but d’extraire un maximum d’informations pour pouvoir ensuite les analyser. Les donne´es
sortantes du module d’exploration sont brutes et doivent eˆtre traite´es minimalement pour al-
le´ger les algorithmes d’exploration de donne´es. Notre recherche tente de de´terminer s’il existe
diffe´rentes corre´lations entre les virus et l’information contextuelle que nous re´coltons lors de
l’exploration. Cette section explique les diffe´rentes informations qui sont traite´es apre`s une
exploration de page ainsi que les raisons pour lesquelles celles-ci sont pertinentes pour les
corre´lations. Comme il sera discute´ dans la section suivante, ces informations permettent,
entre autres, de de´terminer si une exploration entraine une infection de la machine virtuelle.
Ces donne´es sont aussi directement lie´es avec les re´sultats de notre recherche. Les prochaines
sous-sections seront divise´es de fac¸on a` de´crire les informations re´colte´es de la machine vir-
tuelle qui fait l’exploration, les donne´es re´colte´es sur la page visite´e a priori (DNS, WhoIs,
domaine) puis finalement, les informations issues de l’exploration a posteriori
3.6.1 Informations de la machine virtuelle
Avant meˆme que notre syste`me ne fasse une exploration, il existe de´ja` plusieurs informa-
tions que nous re´coltons pour e´tablir des corre´lations. Comme il sera explique´ a` la section 4.1,
les informations re´colte´es de la machine virtuelle permettent de de´finir un visiteur spe´cifique
puis de de´terminer si le comportement de la page visite´e est modifie´ par une variation de celui-
ci. Le diagramme de la figure 3.4 re´sume les informations que notre syste`me re´colte a` chaque
exploration de page sur la machine virtuelle utilise´e. Nous avons regroupe´ ces donne´es en 4
ensembles distincts, chacun posse´dant des attributs qui peuvent faire varier le comportement
du site visite´.
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Figure 3.4 Diagramme des informations re´colte´es des machines virtuelles.
Syste`me d’exploitation
Tout d’abord, notre syste`me sauvegarde des informations sur le syste`me d’exploitation qui
est utilise´ pour visiter la page web. Graˆce a` l’utilisation de Virtual Box, il est possible de faire
l’exploration d’une meˆme page web avec diffe´rentes configurations de syste`me d’exploitation.
Les informations spe´cifiques au syste`me d’exploitation qui sont sauvegarde´es sont :
1. Nom
2. Version
3. Paquet de services (Windows seulement)
Le nom du syste`me d’exploitation est l’information la plus globale que nous avons, elle
repre´sente la famille de celui-ci. Globalement, les trois grandes familles de syste`me d’exploi-
tation qui sont cible´es par des attaques, mais qui ne se limitent pas a` celles-ci, sont :
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– Microsoft Windows
– Mac OS
– Linux
Les virus sont toujours de´veloppe´s pour un type spe´cifique de syste`me d’exploitation,
mais souvent ils exploitent des failles de versions spe´cifiques de ceux-ci. Dans le cas des
kits d’exploitation, il est assez fre´quent que ceux-ci fassent une ve´rification sur le syste`me
d’exploitation pour pouvoir distribuer le bon virus a` leur potentielle victime. C’est donc
pour cette raison que cette information est inte´ressante pour bien comprendre le contexte
dans lequel le virus peut infecter des gens. Par exemple, les diffe´rentes versions de Windows
sont : XP, Vista, 7, 8, alors que pour Mac OS ou Linux ce sont vraiment les nume´ros de
version qui sont utilise´s, respectivement : 10.0.1, 10.8.4, 10.5.8 pour Mac OS ou 3.1, 3.10,
2.6.34 dans le cas de Linux pour n’en e´nume´rer que quelques-unes. Finalement, le paquet de
services est une information propre au syste`me d’exploitation de Microsoft. En effet, pour une
meˆme version du syste`me, Microsoft de´veloppe parfois des paquets de services, par exemple,
SP1, SP2 et SP3 pour la version XP de Windows. Ces paquets repre´sentent une information
pertinente puisque souvent, ils comprennent des correctifs de se´curite´ qui peuvent e´viter
certaines infections[66].
Fureteur
Le deuxie`me ensemble de donne´es que notre syste`me sauvegarde se rapporte aux infor-
mations sur le fureteur utilise´ pour faire l’exploration. Chacun des fureteurs offre un certain
syste`me de protection contre des infections, ce qui alte`re le comportement des pages explo-
re´es. NSS Labs [80] a effectue´ une e´tude sur les diffe´rents fureteurs et la se´curite´ qu’ils offrent.
Cette e´tude de´montre bien que certains navigateurs sont tre`s agressifs dans leur protection
et bloquent beaucoup de pages. Cependant, nous enlevons toute se´curite´ des fureteurs pour
ne pas biaiser les re´sultats. Les donne´es sur les versions des navigateurs sont tout de meˆme
inte´ressantes puisque, entre autres, les kits d’exploitation utilisent le fureteur et sa version
pour de´cider du virus a` envoyer a` l’usager, tel que discute´ dans [48, 20]. Les trois donne´es
que nous re´coltons sur les fureteurs sont donc :
1. Nom
2. Version
3. Modules d’aide au fureteur (sous-ensemble)
Tout comme pour les syste`mes d’exploitation, le nom repre´sente la famille du navigateur.
Encore une fois, il existe plusieurs familles de fureteurs, les 5 plus grands compe´titeurs dans
ce domaine sont :
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– Google Chrome
– Microsoft Internet Explorer
– Mozilla Firefox
– Apple Safari
– Opera
La version est elle aussi une information importante puisque des correctifs de faille de
se´curite´ sont souvent apporte´s de version en version. Par contre, la donne´e la plus importante
sur les navigateurs est celle sur les modules d’aide qui sont installe´s avec ceux-ci.
Objet d’aide au fureteur
Un objet d’aide au fureteur est un module de librairie qui agit comme module d’extension
pour le navigateur en ajoutant des fonctionnalite´s a` celui-ci[102]. Bien qu’aujourd’hui ces
modules sont tre`s communs et souvent ne´cessaires pour profiter pleinement de certains sites,
ils restent tout de meˆme une assez grande source de risque. Les pirates exploitent des failles
sur ces objets, ce qui leur donne plus d’acce`s a` la machine et donc plus de liberte´ pour infecter
les usagers. Les informations que nous re´coltons sur les objets d’aide sont :
1. Nom
2. Version
Encore une fois, il existe une multitude de modules d’aide, mais il est e´vident que d’un
point de vue d’amplitude d’infections et de potentiel e´conomique, les pirates tentent de trou-
ver des failles dans les objets d’aide les plus populaires. Les trois modules que nous avons
de´termine´s e´tant les plus susceptibles de contenir des failles sont :
– Oracle Java
– Adobe Reader (PDF)
– Adobe Flash
Tout comme pour les autres donne´es, le nume´ro de version de l’objet d’aide est tre`s
important puisque les pirates se servent directement de cette information pour envoyer le
virus qui exploitera la faille de la version spe´cifiquement. Ces trois donne´es nous permettent
de simuler un usager typique des pages web et graˆce a` la virtualisation, nous pouvons modifier
les parame`tres facilement.
IP et ge´olocalisation
Parmi les hypothe`ses que nous avons e´mises, nous pensons que la localisation de l’usager a
une incidence sur son infection et que les pirates utilisent une liste noire pour ne pas infecter
les meˆmes usagers a` plusieurs reprises. Pour valider ceci, nous avons donc de´veloppe´ un
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syste`me pour pouvoir modifier l’adresse IP de la machine virtuelle. SecDev[37] nous a fourni
diffe´rentes adresses IP provenant de re´gions diffe´rentes sur la plane`te auxquelles nous nous
connections par un RPV. Ce syste`me nous donne une certaine flexibilite´, mais permet aussi
de limiter l’e´tendue des infections de nos machines virtuelles. En effet, comme l’exploration
d’une page web peut provoquer une infection de la machine et que ceci peut ge´ne´rer beaucoup
de trafic inde´sirable, il e´tait important d’utiliser un syste`me re´duisant le risque d’impact sur
le re´seau de l’e´cole.
3.6.2 Informations de la page a priori
Les informations re´colte´es de la machine virtuelle nous permettent de mieux comprendre
le contexte d’un client qui se ferait infecter, les informations que nous re´coltons sur la page
permettent de de´finir le contexte de distribution des virus. Plus spe´cifiquement, les donne´es
que nous obtenons avant l’exploration sont importantes pour les de´cisions des tests, comme
il sera discute´ a` la section 4.1. Pour l’analyse de nos re´sultats, les donne´es inte´ressantes
proviennent du module de re´solution du nom de domaine. Avant meˆme d’explorer la page,
notre syste`me fait une requeˆte DNS pour de´terminer les diffe´rentes adresses IP associe´es a`
l’URL a` visiter. Combine´ avec les informations re´colte´es a posteriori, ceci permet de bien
cerner le contexte ou` les virus infectent leurs victimes.
3.6.3 Informations issues de l’exploration a posteriori
Les donne´es que nous ramassons apre`s l’exploration sont surement les plus riches et celles
qui seront les plus utiles pour re´pondre a` nos hypothe`ses. Le module de traitement extrait
et sauvegarde les informations de la trace re´seau et du fichier du moniteur de processus.
Donne´es re´seau
La trace re´seau qui est capture´e durant toute l’exploration permet de sauvegarder toutes
les informations qui sont transmises entre le client et l’exte´rieur. Le traitement re´seau se fait
en trois e´tapes :
– Traitement du domaine
– Traitement du fichier PCAP
– Traitement des fichiers
Le traitement de domaines est plutoˆt simple : il consiste a` re´soudre l’URL en adresse
IP(s), puis de re´colter les informations WhoIs [100] ainsi que le WhoIs de l’e´quipe Cymru[21].
Les diffe´rences entre les deux types sont de´crites aux tableaux 3.2 et 3.3
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Tableau 3.2 Informations re´colte´es des requeˆtes WhoIs
WhoIs
Nom Type Description
name Chaine de caracte`res Nom de l’hoˆte
date registration Date Date d’enregistrement
date expiration Date Date d’expiration
emails Chaine de caracte`res Courriel(s) associe´s
registrar Chaine de caracte`res Nom(s) du registraire
status Chaine de caracte`res Status
name servers Chaine de caracte`res Serveur(s) de nom (DNS)
Tableau 3.3 Informations re´colte´es des requeˆtes WhoIs Cymru
WhoIs Cymru
Nom Type Description
IP IP IP associe´ au domaine
as num Chaine de caracte`res Nume´ro du syste`me autonome
as name Chaine de caracte`res Nom du syste`me autonome
bgp prefix Chaine de caracte`res Prefix du BGP (classe d’IP)
country code Chaine de caracte`res Code du pays
date allocated Date Date d’allocation
hostname Chaine de caracte`res Nom de l’hoˆte
Les donne´es re´colte´es du WhoIs Cymru sont plutoˆt oriente´es vers les syste`mes autonomes.
Un syste`me autonome est un ensemble de re´seaux faisant partie d’Internet et posse´dant une
politique de routage interne cohe´rente. Le routage entre deux syste`mes autonomes est de´fini
par un pre´fix BGP[101]. Ces informations sont donc plus globales, car elles repre´sentent le
re´seau qui permet de se rendre a` l’hoˆte. Dans le cas des informations WhoIs, elles de´signent
plutoˆt ce qui touche directement au domaine et a` celui qui l’enregistre.
Une fois les domaines re´solus, le traitement du fichier PCAP permet d’extraire toutes
les requeˆtes qui ont e´te´ faites durant l’exploration de la page. Globalement, l’ensemble des
requeˆtes est trie´ en 4 grandes familles :
– Trafic UDP
– Trafic TCP
– Trafic DNS
– Trafic HTTP
Comme le trafic UDP et TCP sont plus larges, nous ne sauvegardons que les IP de la
destination ainsi que de la source de la connexion et les ports associe´s a` ceux-ci. Par contre,
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puisque le trafic DNS et HTTP posse`dent plus d’informations, nous avons se´pare´ les requeˆtes
des re´ponses puis nous sauvegardons les donne´es tel que repre´sente´ aux tableaux 3.4, 3.5, 3.6,
3.7 et 3.8.
Tableau 3.4 Informations re´colte´es des requeˆtes WhoIs Cymru
Requeˆte DNS
Nom Type Description
name Chaine de caracte`res Nom du serveur
type Nombre Type d’enregistrement DNS
dns class Nombre Classe DNS
Tableau 3.5 Informations re´colte´es des re´ponses DNS
Re´ponse DNS
Nom Type Description
name Chaine de caracte`res Nom du serveur
type Nombre Type d’enregistrement DNS
dns class Nombre Classe DNS
ttl Nombre Nombre de seconde(s) durant lesquelles l’enregistrement
est valide
res Chaine de caracte`res Nom de l’hoˆte re´solu
Tableau 3.6 Informations re´colte´es des requeˆtes HTTP
Requeˆte HTTP
Nom Type Description
method Chaine de caracte`res Me´thode de la requeˆte (GET, POST, HEAD, etc.)
host Chaine de caracte`res Nom de l’hoˆte
uri Chaine de caracte`res Arborescence de la requeˆte
referer Chaine de caracte`res Nom de la re´fe´rence vers la requeˆte. Typiquement cela
est repre´sente´ par une URL
user agent Chaine de caracte`res Description de l’agent (fureteur) faisant la requeˆte
3.7 Module de statistiques
Le dernier module de notre syste`me est celui qui nous permet d’extraire les informations
puis de les comparer de fac¸on a` obtenir des re´sultats concrets qui re´pondent a` nos hypothe`ses.
L’objectif de ce module est d’explorer les donne´es re´colte´es pour trouver des corre´lations
possibles entre celles-ci. C’est le seul module qui ne fonctionne pas en ligne avec le reste du
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Tableau 3.7 Informations re´colte´es des requeˆtes HTTP
Re´ponse HTTP
Nom Type Description
date Date Date de la re´ponse
expires Date Date lorsque la requeˆte n’est plus valide (pour la cache)
last modified Date Date de dernie`res modifications
connection Chaine de caracte`res Type de connexion pre´fe´re´ de l’agent (ex. : keep-alive,
close)
server Chaine de caracte`res Nom du serveur (ex. Apache, nginx, ECS )
content type Chaine de caracte`res Le nom du type MIME du contenu
status Chaine de caracte`res Le code du statut HTTP (ex. 200, 404, 500)
Tableau 3.8 Informations re´colte´es des fichiers HTTP
Fichier HTTP
Nom Type Description
path Chaine de caracte`res Chemin du fichier sur le disque
filename Chaine de caracte`res Nom du fichier
sha1 Chaine de caracte`res Hachage SHA1 du fichier
sha256 Chaine de caracte`res Hachage SHA256 du fichier
md5 Chaine de caracte`res Hachage MD5 du fichier
syste`me. En effet, pour effectuer l’exploration de donne´es, il n’est pas ne´cessaire d’analyser les
informations en temps re´el et, puisque tout est stocke´ sur le disque dur et la base de donne´es,
le module fait l’analyse des donne´es a posteriori. Le module ne fait qu’extraire les donne´es
inte´ressantes de fac¸on a` les corre´ler pour sortir des re´sultats qui re´pondent aux questions. Le
chapitre 5 pre´sente les diffe´rentes donne´es que nous avons utilise´es avec les re´sultats qu’elles
sugge`rent en les comparant.
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CHAPITRE 4
Me´thodologie
Dans ce chapitre, nous de´crivons comment nous utilisons notre syste`me d’exploration de
pages dans le but d’augmenter notre connaissance de l’e´cosyste`me dans lequel les pirates
informatiques exe´cutent leurs ope´rations. PyMalwareAnalyzer permet d’explorer des pages
web avec des machines virtuelles pour tenter d’infecter celles-ci. Lorsqu’une infection a lieu,
une analyse des informations re´colte´es nous permet de trouver des corre´lations entre les
diffe´rentes pages. Dans un premier temps, nous expliquons les diffe´rentes sources qui nous
alimentent en URL avec leurs avantages et inconve´nients. Puis, nous de´taillons les me´triques
utilise´es afin d’e´tablir si une infection a eu lieu lors de l’exploration du site web. Par la suite,
nous allons discuter de la me´thodologie que nous avons de´veloppe´e pour nos diffe´rents tests
dans l’optique de re´pondre a` nos hypothe`ses initiales.
4.1 Me´thodologie de tests
Le syste`me que nous avons de´veloppe´ est en quelque sorte l’outil que nous utilisons pour
construire une base d’informations qui nous permettra de re´pondre a` nos hypothe`ses, mais
aussi de mieux comprendre le milieu dans lequel les pirates collaborent. Pour re´pondre spe´-
cifiquement a` nos hypothe`ses, nous avons donc imple´mente´ une me´thodologie pour re´aliser
diffe´rents types de tests. Tout d’abord, nous allons expliquer les diffe´rents parame`tres de nos
tests, puis nous de´taillerons les trois tests que nous avons cre´e´s dans le but de re´pondre a` nos
questions de recherche.
4.1.1 Parame`tres de tests
Pour re´aliser nos expe´riences, il faut tout d’abord e´tablir les diffe´rents parame`tres que
nous pouvons modifier pour arriver a` nos re´sultats. En nous basant sur les diffe´rents modules
qui ont e´te´ de´finis au chapitre 3, nous pouvons de´finir 7 arguments pour nos tests :
– Syste`me d’exploitation
– Fureteur
– Objets d’aide au fureteur
– Temps d’exploration
– Source d’URL
– Planification d’exploration
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– Adresse IP
De tous ces crite`res, il nous faut de´cider lesquels nous gardons fixes et lesquels nous faisons
varier. E´tant donne´ la nature de nos hypothe`ses, plusieurs de ces parame`tres peuvent rester
fixes durant tous nos tests sans biaiser nos re´sultats. Plus pre´cise´ment, la configuration de
la machine virtuelle (syste`me d’exploitation, fureteur, objets d’aide au fureteur), le temps
d’exploration et la source d’URL restent fixes durant tous les tests.
Configuration de la machine virtuelle
La raison pour laquelle la configuration de la machine virtuelle reste fixe durant tous
les tests est simplement pour simplifier ceux-ci. Diffe´rentes configurations a` n’importe quel
niveau (syste`me d’exploitation, fureteur, objet d’aide au fureteur) augmentent la richesse de
nos donne´es, mais ne nous apportent rien de nouveau pour nos hypothe`ses. Prenons l’exemple
de l’hypothe`se que les pirates ne distribuent pas les meˆmes virus selon la localisation du client.
En partant avec cette pre´misse, visiter la meˆme page web avec diffe´rentes configurations de
machine virtuelle nous apporte certainement une plus grande varie´te´ de donne´es, par contre,
en fixant le profil de la machine virtuelle, nous pouvons de´terminer que pour un type de
machine, l’hypothe`se est confirme´e ou pas. Ceci s’applique a` toutes les hypothe`ses que nous
avons formule´es dans la section 1.4. Nous pourrions ensuite extrapoler que pour toute autre
configuration, les re´sultats seraient les meˆmes. Malgre´ ceci, modifier les parame`tres de la
machine virtuelle n’est pas ne´cessaire pour confirmer nos hypothe`ses.
Temps d’exploration
Un deuxie`me crite`re que nous avons de´cide´ de fixer pour les expe´rimentations est le temps
d’exploration. Comme notre syste`me n’effectue aucune interaction avec la page web, il est
plutoˆt inutile que celui-ci reste pendant une dure´e trop longue au repos sur le site. Nous avons
fixe´ le temps d’exploration d’une page a` 2 minutes 30 secondes durant toutes les expe´riences.
Ce temps permet, selon nous, a` l’attaque de se mettre en place et d’infecter la machine qui la
visite. Bien que d’avoir un temps fixe d’exploration comporte des compromis, nous jugeons
que ceux-ci restent ne´gligeables si nous voulons garder l’efficacite´ de notre explorateur. En
effet, il a de´ja` e´te´ souleve´ que quelques virus prenaient un certain temps avant de se manifester
(timebomb). Par contre, dans tous les cas, le virus aura e´te´ transmis a` la victime, et nous
pourrions donc le de´tecter en se basant sur nos crite`res d’infection tels que de´finis a` la section
4.2. Il se peut aussi que l’attaque n’ait pas le temps de se comple´ter durant le de´lai de 2
minutes et 30 secondes pour des raisons de latences de re´seau par exemple. Dans ce cas,
nous pourrions plus difficilement de´tecter une infection. Pour garder notre syste`me efficace
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et rapide, nous avons de´cide´ que ces cas sont ne´gligeables.
Source d’URL
Pour que notre syste`me soit capable de fonctionner a` son plein potentiel et qu’il extrait le
maximum d’informations pertinentes des diffe´rentes pages visite´es, il faut que les URL que
nous visitons soient non seulement malicieuses, mais qu’elles infectent la machine facilement.
Pour des raisons de simplification, nous avons de´cide´ que notre syste`me d’exploration ne
simulerait aucune interaction humaine, ce qui veut dire que l’infection doit s’effectuer auto-
matiquement. Dans cette section, nous expliquons les deux sources qui peuvent nous fournir
des URL malicieuses, soit par des listes en ligne ou par un client courriel.
URL par liste en ligne :
Il existe plusieurs organismes qui œuvrent dans le domaine de la se´curite´ informatique pour
re´colter des URL potentiellement malveillantes. Malware Domain List[60], VX Vault[96] ou
Malware Patrol[18] pour n’en nommer que quelques-unes, sont des listes d’URL malicieuses
qui sont constamment mises a` jour par la communaute´. La plupart sont disponibles gratuite-
ment pour visionnement et repre´sentent donc une source tre`s inte´ressante pour notre syste`me.
La technique d’extraction est tre`s simple, il suffit de recueillir les listes puis, pour chacune
d’elle, de´velopper un module de de´composition analytique pour en extraire les URL. Initia-
lement, notre syste`me n’utilisait que les URL fournies par ces listes, par contre, plusieurs
proble`mes nous ont force´s a` utiliser une autre me´thode de cueillette d’URL. Tout d’abord,
ces listes contiennent des milliers, voire des millions d’entre´es qui ne sont plus ne´cessairement
valides. Non seulement, la qualite´ des URL est discutable mais, dans la plupart des cas, elles
sont le point final de la chaˆıne d’infection. C’est-a`-dire que souvent les URL pointent direc-
tement sur un fichier a` te´le´charger et a` installer par l’usager. Comme il a e´te´ mentionne´ dans
le chapitre 3, notre syste`me ne simule pas d’interaction usager, ce qui rend les URL que nous
visitons peu inte´ressantes en terme d’informations re´colte´es.
URL par un client courriel :
Pour pallier ce proble`me, nous avons de´cide´ de cre´er une boˆıte courriel qui rec¸oit des URL
que nous pouvons ensuite extraire avec un module de de´composition analytique. Bien que le
courriel est public et que n’importe qui pourrait envoyer des URL a` celui-ci, en ce moment
il n’est utilise´ que par des membres de la compagnie d’antivirus ESET[25]. Graˆce a` une
entente entre le laboratoire de se´curite´ des syste`mes informatiques de Polytechnique (SecSI)
et ESET, nous recevons, de fac¸on horaire, un courriel automatique qui contient une multitude
d’URL qui ont potentiellement infecte´ les usagers de leur syste`me d’antivirus. Cette technique
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d’extraction d’URL comporte plusieurs avantages par rapport a` l’extraction par les listes en
ligne :
– Les URL sont toujours re´centes (moins d’une heure)
– L’URL peut pointer n’importe ou` dans la chaˆıne d’infection (souvent au de´but)
– Les URL sont trie´es par ESET avant de nous eˆtre transmises
– Plusieurs diffe´rents types d’infection (JavaScript, PDF, kit d’exploitation)
Pour simplifier, et comme la source provenant de ESET e´tait plus que suffisante pour
re´aliser toutes nos expe´riences, nous avons limite´ notre syste`me a` s’alimenter uniquement de
celle-ci pour fournir des URL a` explorer. Le fait d’utiliser uniquement la source de ESET
comme base d’URL a` visiter biaise un peu nos re´sultats puisque ce sont seulement des URL
que ESET juge comme malicieuses et qui respectent certains crite`res qui nous sont fournis.
Par contre, ceci n’a pas d’impact sur nos re´sultats puisqu’il n’y a aucune diffe´rence si l’URL
est juge´e comme malveillante selon ESET ou Malware Domain List. Le fait est que les URL
qui nous sont donne´es sont potentiellement dangereuses et les crite`res qu’ils utilisent au pre´a-
lable pour filtrer les URL ne font que re´duire la porte´e de notre syste`me. Nous pouvons tout
de meˆme prouver le concept sur une plus petite source d’URL.
4.1.2 Plan d’expe´rimentations
Pour valider nos hypothe`ses, nous avons construit un plan d’expe´rimentation qui nous a
permis de bien diviser le proble`me en trois expe´riences distinctes. Chacune des expe´riences est
exe´cute´e sur une pe´riode d’une semaine, durant laquelle notre syste`me explore les pages qu’il
rec¸oit par la source d’URL de ESET. Tel qu’il a e´te´ mentionne´ dans la sous-section 4.1.1,
certains des parame`tres de tests restent fixes durant toutes les expe´riences pour simplifier
celles-ci. Un point important est que la configuration de machine virtuelle que nous utilisons
durant nos tests soit vulne´rable. Pour nous assurer de ceci, nous avons utilise´ un syste`me
d’exploitation sans les dernie`res mises a` jour, un fureteur qui permet de visiter des pages web
potentiellement malicieuses. Notre choix s’est arreˆte´ sur Firefox, puis d’anciennes versions de
tous les objets d’aide au fureteur. Les BHO que nous avons utilise´s sont Java, Adobe Reader
et Flash, tous avec des versions qui pre´sentaient des vulne´rabilite´s en se basant sur [81] et
[16]. Les prochaines sous-sections de´crivent les trois diffe´rentes expe´rimentations que nous
avons effectue´es en expliquant les parame`tres qui varient et les raisons pour lesquelles nous
effectuons ces tests.
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Test sur la ge´olocalisation
Le premier test que nous effectuons tente de de´terminer si les pirates utilisent un algo-
rithme d’ajustement comportemental en se basant sur la localisation des visiteurs de la page
infecte´e. Pour ce faire, nous utilisons pleinement la puissance de notre planificateur qui permet
de modifier dynamiquement l’adresse IP de la machine virtuelle. La plage d’adresses IP qui
nous est fournie couvre 3 pays dans 3 continents diffe´rents, plus pre´cise´ment : diffe´rentes villes
aux E´tats-Unis, Londres et Tokyo. Notre hypothe`se est motive´e par l’utilisation grandissante
des ranc¸ongiciels qui sont reconnus pour leur utilisation de la position ge´ographique de leur
victime pour envoyer un binaire diffe´rent, ou du moins, leur afficher un message diffe´rent en
se basant sur le pays de la personne infecte´e [85, 84, 34]. Pour confirmer cette hypothe`se, il
nous faut donc visiter une meˆme page avec des clients de diffe´rents endroits.
L’e´le´ment le plus important lors de la re´alisation de cette expe´rience est la fonction de
choix d’adresse IP qui est utilise´e par le planificateur pour de´terminer le prochain IP d’ex-
ploration. La fonction est relativement simple :
Avec :
previous countries Tel que ,
random(ips) IP ale´atoire excluant l’ensemble de pays
next ip = random(previous countries)
previous countries = previous countries ∪ next ip.country
A` la toute premie`re exploration, l’adresse IP du client est de´termine´e de fac¸on ale´atoire,
puis un tableau contenant les pays des anciennes explorations se remplit. Aux explorations
suivantes, l’adresse est choisie de fac¸on ale´atoire dans un ensemble excluant les adresses qui
proviennent de pays qui ont de´ja` e´te´ utilise´s. Chacune des explorations est effectue´e successi-
vement et sans de´lai pour s’assurer que le page est toujours en ligne. La raison pour laquelle
nous utilisons le pays au lieu de la ville est strictement pour diversifier autant que possible
nos re´sultats. Quoiqu’il soit possible que les pirates distribuent des binaires en se basant sur
la ville du visiteur, pour e´viter de nous faire de´tecter et pour simplifier le proble`me, nous
jugeons qu’un pays diffe´rent devrait procurer une assez grande diversite´ dans nos re´sultats.
Si notre hypothe`se est infirme´e, il sera tre`s clair qu’il y a une diffe´rence entre les pages qui
sont distribue´es ou affiche´es a` l’usager relativement a` sa localisation.
Pour de´terminer si une session d’exploration diffe`re d’une autre, il nous faut un algorithme
nous permettant de calculer la similitude entre deux sessions. Pour ce faire, nous avons pris
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les informations de deux sessions puis nous comparons chaque binoˆme de sessions qui visite la
meˆme URL. La table 4.1 e´nume`re les diffe´rents groupes d’information que nous utilisons dans
l’algorithme de similarite´ ainsi que les proprie´te´s que nous omettons du calcul de similitude.
Le sche´ma de la base de donne´es en annexe de´crivent les tables et leurs diffe´rentes proprie´te´s.
Tableau 4.1 Sous-groupes de donne´es utilise´es pour la similarite´ entre sessions
Nom Proprie´te´(s) omise(s)
Requeˆte DNS Aucune
Re´ponse DNS Aucune
Connexion UDP Port de destination et port de source
Connexion TCP Port de destination et port de source
Requeˆte HTTP Aucune
Re´ponse HTTP date
Fichier HTTP path
Moniteur de processus Aucune
Fichier binaire Aucune
Pour la plupart des sous-groupes, toutes les proprie´te´s des objets sont utilise´es en omettant
e´videmment les re´fe´rences vers d’autres objets et les identifiants. Dans le cas des connexions
(TCP et UDP), nous ignorons les ports puisque celui entrant est ge´ne´re´ ale´atoirement pas
le syste`me d’exploitation. Pour la re´ponse HTTP, nous de´cidons de ne´gliger la date qui est
e´videmment toujours diffe´rente pour deux re´ponses distinctes. Pour les fichiers HTTP, le
chemin est ignore´ puisqu’il est absolu et donc, pour deux sessions diffe´rentes, il sera toujours
diffe´rent. Les fonctions de hachage (MD5, SHA1, SHA256) sont beaucoup plus exactes pour
e´valuer la similitude.
Calcul de similarite´ : Avec ce groupe d’informations, nous avons de´veloppe´ un algorithme
de calcul de distance entre une paire de sessions. Le calcul de similarite´ se fait sur deux ses-
sions qui ont visite´ une meˆme URL. En effet, bien qu’il soit possible de calculer la similitude
entre n’importe quel binoˆme de sessions, pour notre e´tude et nos tests il est plus inte´ressant
de se concentrer sur les similitudes pour une meˆme URL, pour nous indiquer les diffe´rences
comportementales du site lorsque nous varions la configuration de la machine. L’algorithme
de similitude est de´taille´ en pseudo-code a` l’algorithme 1.
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Donne´es : tableau1[], tableau2[], diff[]
Re´sultat : Pourcentage de similarite´ entre tableau1 et tableau2
Pre´condition : grandeur(tableau1) > grandeur(tableau2)
pour x dans tableau1 faire
si !tableau2.contient(x) alors
diff.inserer(x)
fin
fin
retourner 1 - (grandeur(diff)/grandeur(array1))
Algorithme 1: Algorithme de similitude entre deux sessions
Comme nous pouvons le voir, l’algorithme compare chacun des objets de la liste la plus
grosse puis inse`re chacun des objets diffe´rents dans une nouvelle liste. La valeur de retour
repre´sente le pourcentage de similitude entre les deux listes. Par exemple, si la premie`re liste
contient 20 e´le´ments et la deuxie`me en contient seulement 10 de la premie`re liste, alors notre
algorithme retourne une similarite´ de 50%. Si nous appliquons l’algorithme aux sessions, pour
chacun des binoˆmes de sessions, nous comparons chacun des groupes de donne´es de´finis dans
la table 4.1, puis nous sauvegardons la similitude de chacun d’entre eux.
Prenons l’exemple des connexions TCP pour de´montrer le calcul de la similarite´. Le
tableau 4.2 montre deux tableaux de donne´es TCP a` comparer.
Tableau 4.2 Exemples de donne´es TCP a` comparer
Premier jeu de donne´es
IP source Port source IP destination Port destination
10.12.13.14 300 8.8.8.8 80
8.8.8.8 80 10.12.13.14 300
10.12.13.14 451 128.132.53.14 80
128.132.53.14 80 10.12.13.14 451
Deuxie`me jeu de donne´es
IP source Port source IP destination Port destination
10.12.13.14 342 8.8.8.8 80
8.8.8.8 80 10.12.13.14 342
10.12.13.14 532 128.132.53.14 80
128.132.53.14 80 10.12.13.14 532
10.12.13.14 576 128.132.53.12 80
128.132.53.11 80 10.12.13.14 576
De ces donne´es, l’algorithme enle`ve les ports puisque ceux-ci s’interchangent et lorsqu’il
s’agit de celui de la machine virtuelle, il est ge´ne´re´ ale´atoirement par le syste`me d’exploitation.
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Les deux tableaux que notre algorithme tri sont repre´sente´s au tableau 4.3
Tableau 4.3 Les tableaux que l’algorithme compare
Premier tableau
IP source IP destination
10.12.13.14 8.8.8.8
8.8.8.8 10.12.13.14
10.12.13.14 128.132.53.14
128.132.53.14 10.12.13.14
Deuxie`me tableau
IP source IP destination
10.12.13.14 8.8.8.8
8.8.8.8 10.12.13.14
10.12.13.14 128.132.53.14
128.132.53.14 10.12.13.14
10.12.13.14 128.132.53.12
128.132.53.11 10.12.13.14
L’algorithme compare le tableau 2 au tableau 1 et seulement les deux dernie`res lignes
du tableau ne se retrouvent pas dans le premier tableau (10.12.13.14 et 128.132.52.12 ;
128.132.52.12 et 10.12.13.14 ). Dans ce cas, la liste de diffe´rences contiendra 2 e´le´ments. Le
calcul de similarite´ divise la taille de cette liste par la taille du plus grand tableau (2
6
). Notre
exemple retourne que la session 1 et session 2 ont une similarite´ de 66% (1- 2
6
).
Test sur la dure´e de vie des pages
La deuxie`me expe´rience que nous re´alisons cherche a` e´tablir la dure´e de vie moyenne des
pages qui sont utilise´es pour des infections. Pour ce faire, nous avons modifie´ la fonction
du planificateur pour nous ajuster a` notre test. Lors de chaque exploration, une adresse IP
diffe´rente est choisie. Comme nous n’avons que 7 adresses, si elles ont toutes e´te´ utilise´es,
nous prenons une adresse ale´atoirement. La grande diffe´rence avec le test de la ge´olocalisation
est l’utilisation du planificateur des prochaines visites.
Donne´es : url
Re´sultat : Prochain temps d’exploration d’une URL
si estEnVie(url) alors
explore(url)
prochainTempsExploration = planifierProchaineExploration(url, vivante=Vrai)
fin
sinon si explorationHorsLigne++ < maxExplorationHorsLigne alors
prochainTempsExploration = planifierProchaineExploration(url, vivante=Faux)
fin
fileUrl.inserer(url, prochainTempsExploration)
Algorithme 2: Algorithme de calcul du temps de la prochaine exploration
Apre`s une exploration, l’URL visite´e est remise dans la file avec une heure de visite 10
minutes plus tard que le temps pre´sent. Le de´lai de 10 minutes est modifiable, mais nous
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avons choisi d’utiliser ce sursis puisque selon [36], les pages web utilise´es pour infecter des
gens auraient un temps moyen d’utilisation de 2.5 heures. Nous serons donc capables de
visiter la page a` plusieurs reprise avant que celle-ci ne soit ferme´e. Nous planifions aussi des
visites meˆme si la page est conside´re´e comme morte. Cependant, le de´lai de visite d’une page
hors ligne est de 24 heures puis celle-ci ne sera visite´e qu’un maximum de 3 fois si elle est
toujours morte. Le but ici e´tant de de´terminer si des pages sont mises hors ligne pour un
instant puis remise en ligne par la suite. Ceci est possible si la page qui nous est fournie est
victime d’une campagne de publicite´ malicieuse, par exemple. Dans ce cas, la page peut eˆtre
mise hors ligne le temps d’enlever la publicite´ fautive, puis remise en ligne par la suite. Notre
syste`me devrait de´tecter alors que celle-ci n’infecte plus de clients. Il est important de noter
que les crite`res d’infection que nous de´terminons dans la section 4.2 sont cruciaux puisqu’il
est possible qu’une page reste en ligne longtemps si elle n’est plus utilise´e pour infecter des
victimes. Nous devons donc de´terminer les pages qui ont de´ja` contamine´ des usagers puis
ve´rifier leur dure´e de vie.
Test sur les re`gles de liste noire
Le dernier test que nous exe´cutons nous permet de voir si les gens de´ployant des virus
utilisent un syste`me de liste noire pour e´viter d’infecter des gens a` plusieurs reprises de fac¸on
a` re´duire le risque de de´tection. En effet, l’hypothe`se que nous posons est que, dans le cas
spe´cifique des kits d’exploitation, un syste`me central ge`re les victimes et garde une liste de
toutes les adresses IP qui ont e´te´ infecte´es pre´ce´demment. Dans cette optique, nous avons
utilise´ une configuration du planificateur tre`s semblable a` celle du test de dure´e de vie des
pages. La seule diffe´rence est que l’adresse utilise´e a` chaque exploration reste la meˆme. Encore
une fois, les re´sultats de ce test sont intimement lie´s avec les crite`res d’infections que nous
de´finissons a` la section 4.2. En effet, si nous conside´rons que les serveurs centraux des kits
d’exploitation font un tri sur les usagers qu’ils de´cident (ou non) d’infecter, il est probable
que les 7 adresses que nous disposions au de´but des expe´rimentations soient dans la liste
noire. C’est pourquoi nous devons simplement analyser les pages qui, pour la premie`re visite
durant ce test, infectent notre client.
4.2 De´termination des crite`res d’infections
Afin de de´terminer si une exploration ge´ne`re une infection dans une machine virtuelle,
nous avons utilise´ les me´triques suivantes :
1. Binaire(s) te´le´charge´(s) ou exe´cute´(s)
2. Fichier PDF ou Flash te´le´charge´
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3. Machine virtuelle Java lance´e
4. Aucun fichier du moniteur de processus ge´ne´re´
Ces me´triques, bien qu’elles puissent eˆtre lie´es, pre´sentent un certain taux d’erreur qui est
difficile de calculer. En effet, comme il sera explique´ dans la dernie`re sous-section, certains
proble`mes et techniques nous portent a` croire que ces me´triques ge´ne`rent de faux positifs et
de faux ne´gatifs.
4.2.1 Binaire(s) te´le´charge´(s) ou exe´cute´(s)
Malgre´ l’e´volution des techniques utilise´es par les pirates informatiques pour infecter
des gens, il reste toujours que la me´thode la plus classique d’infection se fait a` l’aide d’un
fichier binaire exe´cutable. En effet, avec des techniques de te´le´chargement force´s, certaines
des pages web visite´es par notre explorateur chargent directement un binaire puis l’exe´cutent
pour finaliser une infection. Notre syste`me permet de de´tecter un te´le´chargement de binaire
en utilisant deux me´thodes :
– Analyse de l’enteˆte des requeˆtes HTTP
– Analyse des fichiers te´le´charge´s dans la trace re´seau
Dans le cas de l’analyse des requeˆtes HTTP, les re´ponses venant de serveur peuvent contenir
un champ Content-Type qui de´finit le type MIME de celle-ci. Ces types, de´finis par le standard
RFC2046[30], permettent d’identifier si un fichier exe´cutable est envoye´ en re´ponse. Typique-
ment, si la valeur du champ est application/octet-stream, ceci indique une re´ponse contenant
des donne´es binaires arbitraires. Pour des fichiers exe´cutables, le serveur met normalement ce
champ. Il est important de noter que le champ n’est non seulement pas obligatoire, mais il est
possible pour un pirate de modifier ce champ pour indiquer autre chose comple`tement. C’est
pourquoi notre syste`me analyse aussi tous les fichiers charge´s avec la trace re´seau. Chacune
des explorations de pages effectue´es par nos machines virtuelles sauvegarde la trace re´seau
sous forme de fichier PCAP. En traitant cette trace, il est possible d’extraire chaque fichier te´-
le´charge´ durant l’exploration et, graˆce a` notre module de traitement de fichiers, nous pouvons
de´terminer si des fichiers de type PE sont te´le´charge´s. Ces deux me´thodes permettent d’iden-
tifier si un fichier binaire est te´le´charge´ lors d’une exploration et, puisque notre syste`me ne
simule aucune interaction humaine, nous pouvons conside´rer que la page a un comportement
malveillant.
4.2.2 Fichier PDF ou Flash te´le´charge´
Tel qu’il a e´te´ explique´ a` 4.1.1 la source d’URL potentiellement malicieuse a` explorer four-
nie par ESET contient plusieurs types d’infections parmi lesquelles se trouvent des URL qui
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infectent les visiteurs graˆce a` des exploits PDF. En effet, l’exploitation de documents PDF est
la me´thode la plus re´pandue d’attaque cible´e par document infecte´ avec plus de 75% du total
des attaques en 2011 selon le rapport mensuel de Symantec[44, 109]. Par ailleurs, les attaques
par documents PDF sont des moyens fre´quemment utilise´s par les kits d’exploitation pour
infecter leurs victimes[48, 26]. Sachant que notre source d’URL pointe sur beaucoup d’URL
ge´re´es par des kits d’exploitation, si un fichier PDF est te´le´charge´ sans aucune interaction
de l’utilisateur, nous pouvons supposer que celui-ci a e´te´ infecte´ ou du moins qu’un com-
portement malveillant s’est produit. Pour de´terminer si un fichier PDF est te´le´charge´, nous
proce´dons avec les meˆmes techniques que pour les fichiers binaires exe´cutables. Pour de´tecter
des fichiers PDF dans la trace re´seau, nous utilisons toujours le champ Content-Type, cette
fois, c’est plutoˆt une valeur parmi celles-ci qui nous indique si le fichier est de type PDF :
– application/pdf
– application/x-pdf
– application/x-bzpdf
– application/x-gzpdf
Dans cette me´trique, nous avons aussi inclus les fichiers de type Flash pour e´largir notre
plage de re´sultats. En effet, selon plusieurs rapports[16, 81], les failles du populaire objet
d’aide au fureteur de Abobe restent un vecteur d’attaque tre`s utilise´ par les de´veloppeurs de
kits d’exploitation. Typiquement, il n’est pas ne´cessaire pour un usager d’interagir avec une
page web pour te´le´charger un fichier Flash puisque ceux-ci sont utilise´s pour lui afficher du
contenu. Par contre, e´tant donne´ la nature des URL qui nous sont fournies, nous supposons
que lorsqu’une page distribue du contenu Flash a` un usager, c’est dans le but de l’infecter.
Pour de´terminer qu’un fichier Flash est te´le´charge´, nous proce´dons de la meˆme manie`re que
pour les fichiers de type PDF, cette fois en utilisant le champ Content-Type :
– application/x-shockwave-flash
4.2.3 Machine virtuelle Java lance´e
Un autre vecteur d’attaque tre`s utilise´ depuis quelques anne´es est sans aucun doute l’ex-
ploitation de failles de se´curite´ dans la machine virtuelle de Java[94]. En effet, plusieurs
compagnies d’antivirus rapportent de nouvelles failles de se´curite´ dans Java et leur inte´gra-
tion dans diffe´rents kits d’exploitation[40, 42, 90, 48], [39] rapportait de´ja` en 2007 une tre`s
grande utilisation de Java comme vecteur d’attaque avec des statistiques de la Microsoft
Malware Protection Center[64]. Sachant ceci, la de´tection de l’utilisation de Java lors d’une
exploration de page nous ame`ne a` croire que l’usager a possiblement subi une infection. Pour
de´tecter si la machine virtuelle de Java a e´te´ lance´e, nous parcourons la liste des processus
exe´cute´s ge´ne´re´e par Process Monitor pour identifier le processus Java.exe qui repre´sente la
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machine virtuelle de Java. Dans ce cas, nous savons que la machine virtuelle est lance´e et
nous conside´rons que l’usager est infecte´.
4.2.4 Aucun fichier du moniteur de processus ge´ne´re´
Comme il a e´te´ vu dans la section 3, notre syste`me d’exploration ge´ne`re un fichier conte-
nant les informations du moniteur de processus. Ce fichier nous permet d’analyser les diffe´-
rentes actions que la machine virtuelle a effectue´es lors d’une exploration. Par contre, dans
certains cas, le fichier du moniteur de processus n’est pas transfe´re´ vers la machine hoˆte. En
analysant spe´cifiquement ce comportement, nous avons re´alise´ que dans le cas ou` la machine
se fait infecter par un ranc¸ongiciel[106, 11], la machine se retrouve dans un e´tat pre´sentant
une page qui demande une ranc¸on pour de´bloquer celle-ci. Dans cet e´tat, notre syste`me ne
peut transfe´rer le fichier du moniteur de processus et nous devons forcer la fermeture de la
machine. Ce type d’attaque connait un gain important en popularite´ comme le rapportent
certaines compagnies d’antivirus[34, 58]. Comme les informations que nous posse´dons sur
l’exploration sont plus limite´es dans le cas ou` le fichier du moniteur de processus n’est pas
pre´sent, une analyse de la trace peut nous aider a` de´terminer s’il y a eu infection ou pas.
Cette me´trique, quoique moins exacte, permet d’e´tablir si une page distribue des fichiers
malveillants. Les limitations seront discute´es dans la prochaine sous-section.
4.2.5 Limitations des crite`res
Les crite`res de´finis a` la section 4.2 nous permettent d’e´valuer, avec une certaine incer-
titude, si l’exploration d’une page ge´ne`re une infection de la machine virtuelle. Ces crite`res
ne sont pas comple`tement inde´pendants et nous les utilisons de fac¸on comple´mentaire pour
augmenter la pre´cision des re´sultats. En analysant une session, il est possible que plusieurs
de ces me´triques soient vraies. Dans ce cas, cela indique simplement que le pirate utilise plu-
sieurs vecteurs d’attaque. Ceci est souvent vrai dans le cas des fichiers PDF qui souvent vont
exe´cuter du code par la machine virtuelle de Java. Cette sous-section discute de diffe´rentes
limites qu’imposent les crite`res ainsi que leurs impacts sur nos re´sultats finaux.
Chiffrement des communications
Selon nos re´sultats pre´liminaires, nous avons remarque´ que quelques-uns des sites visite´s
cryptaient les communications qui se font avec l’usager. L’utilisation du chiffrement dans les
communications permet aux sites distributeurs de virus d’e´viter d’eˆtre de´tecte´s par l’ana-
lyse de traces re´seau. Avec notre syste`me, il est donc impossible d’analyser le trafic re´seau
pour de´terminer si un fichier exe´cutable, PDF ou Flash est envoye´ a` l’usager. Ceci limite
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donc notre de´tection d’infection. Par contre, comme nous utilisons le moniteur de processus
conjointement avec la trace re´seau, il serait tout de meˆme possible pour notre syste`me de
de´tecter si un fichier exe´cutable, PDF ou Flash a e´te´ e´crit sur le disque dur.
Te´le´chargement de fichier (binaire, Flash ou PDF)
Un autre crite`re utilise´ pour de´tecter si un certain site distribue des logiciels malveillants
est de ve´rifier les fichiers te´le´charge´s pour de´tecter si un fichier PDF, Flash ou un exe´cutable
n’a pas e´te´ envoye´ a` l’usager. Cette technique permet de savoir si un fichier est te´le´charge´,
mais n’assure pas que celui-ci est exe´cute´, et donc qu’il infecte le client. Par contre, nous
pouvons tout de meˆme assurer que le site produit un comportement malicieux puisque notre
syste`me ne ge´ne`re aucune interaction client. Ceci implique qu’un usager qui atterrit sur cette
page te´le´chargera automatiquement un fichier, ce qui est un comportement malicieux, sauf
dans le cas du fichier Flash.
Aucun fichier du moniteur de processus
Dans le cas ou` le site visite´ distribue des ranc¸ongiciels, nous avons note´ que la machine
virtuelle ne s’arreˆtait pas correctement, ce qui empeˆche nos scripts de de´placer le fichier du
moniteur de processus. Pour diminuer l’erreur, ce crite`re est couple´ avec la de´tection de fichier
exe´cutable, PDF ou avec l’exe´cution de la machine Java. Ceci doit eˆtre fait pour e´viter les
faux positifs puisque nos scripts d’exploration de pages de notre syste`me ne sont pas sans
faille et peuvent ge´ne´rer des exe´cutions sans fichier de moniteur de processus. Si toutefois nous
de´tectons des fichiers malveillants te´le´charge´s graˆce a` la trace, l’erreur diminue grandement.
Erreur dans la re´ponse du serveur
Finalement, une dernie`re limitation de l’utilisation des crite`res est relie´e a` la re´ponse que
nous fournissent les serveurs contacte´s. En effet, nos crite`res de de´tection d’infection (ou de
non-infection) se basent beaucoup sur les re´ponses fournies par le serveur. Dans le cas des
fichiers te´le´charge´s, nous ve´rifions l’enteˆte de la re´ponse pour de´terminer si un fichier de type
malicieux est distribue´ a` l’utilisateur. Sinon, pour de´tecter qu’un usager n’est pas infecte´,
nous regardons la re´ponse du serveur qui, dans le cas ou` une re´ponse avec un statut d’erreur
est e´mise, nous indique que le serveur ne distribue pas de virus. Ceci est vrai dans le cas ou` les
re´ponses du serveur ne sont pas alte´re´es. En effet, il est assez facile pour un pirate de modifier
les re´ponses du serveur pour laisser croire a` l’usager que la page n’existe plus, par exemple.
Par contre, dans le cas ou` le serveur envoie une erreur et qu’aucun comportement malicieux
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n’est de´tecte´, nous pouvons pre´tendre que le site n’est pas malveillant. Nous pouvons donc
ge´ne´rer de faux positifs avec ce crite`re.
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CHAPITRE 5
Expe´rimentation et re´sultats
Ce chapitre discute de diffe´rentes expe´rimentations que nous avons re´alise´es avec les re´-
sultats obtenus. Nous pre´senterons chacune des trois expe´riences que nous avons re´alise´es
avec les re´sultats obtenus.
5.1 Test de similarite´ par rapport a` la localisation de l’usager
Lors de cette expe´rience, notre syste`me a effectue´ pre`s de 5000 explorations sur plus de
1700 URL distinctes sur une pe´riode d’environ une semaine. Chaque URL peut eˆtre visite´e
a` plusieurs reprises avec seulement l’adresse IP qui diffe`re, dans le but de de´terminer si les
pirates informatiques se servent de la localisation de leur victime pour ge´ne´rer des infections
diffe´rentes. Une des raisons qui motivent cette expe´rience est la popularite´ grandissante des
ranc¸ongiciels qui sont reconnus pour ge´ne´rer une image de ranc¸on spe´cifique a` la localisation
de l’usager[85]. Par exemple, le kit d’exploitation Reveton[29] bloque l’ordinateur de l’usager
et lui affiche une page lui indiquant qu’il doit payer pour le de´bloquer. La page est personna-
lise´e par des images de forces policie`res spe´cifiques a` la re´gion de la victime[3]. Tout d’abord,
une premie`re analyse des re´sultats graˆce a` nos me´triques d’infections de´finies a` la section 4.2
nous permet d’e´valuer le taux d’infection des pages visite´es. Le tableau 5.1 montre les taux
d’infections de la premie`re expe´rience.
Tableau 5.1 Pourcentage du statut des sessions pour la premie`re expe´rience
Status % des sessions
Infecte´ 8.72%
Non infecte´ 68.48%
Invalide 22.8%
Les sessions sont de´clare´es comme invalides lorsque la machine s’arreˆte abruptement et
ne produit aucun fichier de trace ou lorsqu’aucune requeˆte vers l’URL n’est faite. De ces
infections, nous pouvons de´terminer le vecteur d’infection utilise´ pour connaitre quel est le
type de virus typiquement distribue´. La figure 5.1 e´nume`re les diffe´rentes infections selon nos
me´triques. Le total n’est pas ne´cessairement de 100% puisque certaines infections re´pondent
a` plus d’une de nos me´triques et posse`dent donc plus d’un vecteur.
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Figure 5.1 Pourcentage des vecteurs d’infection pour la premie`re expe´rience.
La figure montre bien que le vecteur d’infection le plus utilise´ est Flash. Il est impor-
tant de noter que tout d’abord, toutes les sessions que nous de´clarons comme infecte´es par
le vecteur de Flash peuvent posse´der un taux de faux positif assez e´leve´. Malgre´ le de´clin
d’utilisation de Flash, il y a toujours pre`s de 17% des sites web qui utilisent pre´sentement
Flash[78]. Il est donc probable que parmi les infections rapporte´es par notre outil, il y ait de
faux positifs. Notre me´trique pour de´terminer si le vecteur d’infection est Java est, lui aussi,
tout autant discutable. Par contre, l’utilisation de Java est beaucoup plus faible que Flash,
avec 0.1% d’utilisation totale sur le web[79]. Compte tenu de la nature des pages qui nous
sont fournies, l’erreur est donc plus faible. Les infections par Java repre´sentent tout de meˆme
35% du total des contaminations. Finalement, le cas ou` aucun fichier du moniteur de pro-
cessus n’est cre´e´ reste une me´trique discutable ; nous en parlerons en de´tail dans la section 6.1.
Avant de rentrer dans l’analyse de´taille´e de nos re´sultats, il est important de de´terminer le
pourcentage d’infections pour une meˆme URL. C’est a` dire, pour une meˆme URL, quel est le
pourcentage de sessions qui ge´ne`rent des infections. Comme il a e´te´ mentionne´ dans la sous-
section 4.1.2, la plage d’adresse IP qui nous est fournie est distribue´e sur trois continents sur
la plane`te. Pour ce test, chacune des URL est donc visite´e trois fois a` partir de chacune des
re´gions. Notre hypothe`se est que les sites pirate´s se comportent diffe´remment si une personne
provenant d’Asie s’y connecte versus une personne se connectant d’Europe, par exemple.
Il est donc inte´ressant de calculer combien d’infections sont ge´ne´re´es en moyenne pour une
meˆme URL. La table 5.2 donne le pourcentage de sessions qui ge´ne`rent 1,2 ou 3 infections
pour une meˆme URL.
Avec cette table, il semble que les pirates ne font aucune distinction sur l’endroit d’ou`
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Tableau 5.2 Pourcentage des sessions de la meˆme URL qui ge´ne`rent une, deux ou trois
infections
Nombre d’infections % des sessions
Une 20%
Deux 11.72%
Trois 68.28%
provient leur victime. En effet, presque 70% des URL qui ge´ne`rent des infections le feront
sur les trois sessions qui proviennent toutes d’un contient diffe´rent. A` partir de ceci, il est
tout de meˆme inte´ressant de regarder si une certaine distinction par re´gion est effectue´e. Le
tableau 5.3 montre les pourcentages d’infections ge´ne´re´es par re´gion.
Tableau 5.3 Pourcentage des infections par re´gion
Re´gion % des sessions
Fremont, Californie 12.26%
Boardman, Oregon 11.42%
Newark, New Jersey 11.70%
Londres, Angleterre 33.15%
Tokyo, Japon 31.47%
Le re´sultat par re´gion co¨ıncide avec le fait que presque le trois quarts des sessions infec-
te´es le feront sans faire de discrimination selon la localisation de leurs victimes. Ceci e´tant
dit, il reste inte´ressant d’analyser plus pre´cise´ment les sessions entre elles. Bien que le taux
d’infection ne soit pas tre`s e´leve´ (moins de 10%), les sessions qui ont contamine´ les usagers
posse`dent plusieurs informations pertinentes. En effet, en utilisant l’algorithme de similitude
entre les sessions de´crit a` la sous-section 4.1.2, il nous est possible de de´terminer les diffe´-
rences entre 2 sessions qui visitent la meˆme URL. Les diffe´rences sont se´pare´es en plusieurs
sous-groupes base´s sur les proprie´te´s provenant de notre objet session tel qu’il a e´te´ de´crit au
chapitre 3. Pour le calcul de la similarite´, nous avons pris chaque URL qui ge´ne`re au moins 1
infection, puis nous avons regarde´ la similarite´ entre les autres sessions pour la meˆme URL.
Ceci nous permet de tirer des conclusions inte´ressantes sur nos re´sultats. Par exemple, la
figure 5.2 montre les diffe´rentes valeurs que nous avons calcule´es pour les connexions TCP
tel que discute´ au paragraphe Calcul de similarite´ de la sous-section 4.1.2.
Les groupes intitule´s infecte´ et non infecte´ repre´sentent respectivement les comparaisons
de toutes les sessions infecte´es ensemble et les sessions non infecte´es ensemble. Le groupe total
inclut les deux autres groupes ainsi que toutes les autres comparaisons (sessions infecte´es et
non infecte´es compare´es). Il est donc normal que le groupe total soit plus disperse´ e´tant
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Figure 5.2 Pourcentages normalise´s de similitude des connexions TCP par groupe
donne´ qu’une session infecte´e compare´e a` une session non infecte´e peut contenir beaucoup
de diffe´rences. Dans le cas des sessions non infecte´es, nous remarquons qu’elles sont toutes
similaires a` 55% ou moins avec une grande majorite´ dans les alentours de 35% de similitude.
Ce phe´nome`ne est explicable par l’utilisation de balance de charge des serveurs le´gitime.
En effet, comme toutes les sessions proviennent de re´gions diffe´rentes (Europe, Ame´rique,
Asie), les re´ponses des serveurs DNS ne seront pas les meˆmes et donc, les connexions TCP
non plus. Si nous comparons aux re´sultats des sessions infecte´es, nous remarquons que les
sessions ont une grande (55% et plus) ou une faible (25% et moins) similitude. Si la similarite´
est grande, nous pouvons en de´duire que les connexions qui se font au serveur malveillant se
font toutes a` la meˆme adresse IP, ce qui augmente la similitude du trafic TCP. Toutefois, si
la ressemblance du trafic est plus faible, ceci est explicable par le fait que les pirates utilisent
des me´canismes de flux rapides de DNS simple ou double pour e´viter de se faire de´tecter ou
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qu’ils n’utilisent pas de serveur centralise´ de commandes. En effet, ces deux techniques font en
sorte que le trafic TCP sera tre`s changeant entre deux sessions. Par contre, les informations
recueillies dans le trafic TCP ne de´montrent donc pas ne´cessairement que le contenu distribue´
est modifie´ par rapport a` la localisation de l’usager.
5.1.1 Analyse spe´cifique des diffe´rents types de similitudes
Malgre´ que le graphique de similarite´ des connexions TCP semble indiquer qu’une certaine
proportion des sites malveillants (ceux avec un faible taux de similitude) se comportent
diffe´remment en fonction de la localisation de l’usager, il est inte´ressant d’analyser plus
pre´cise´ment les diffe´rentes grappes que nous avons. Les prochaines sous-sections se penchent
donc sur trois analyses spe´cifiques de ces groupes que nous de´crivons comme :
– Sessions infecte´es avec un faible taux de similitude TCP
– Sessions infecte´es avec un fort taux de similitude TCP
– Sessions non infecte´es avec un taux moyen de similitude TCP
Sessions infecte´es avec un faible taux de similitude TCP
Selon notre analyse, lorsque le taux de similarite´ TCP est faible entre deux sessions qui
ont visite´ la meˆme URL, il y a un lien avec l’utilisation de me´canismes tels les flux rapides
DNS ou la balance de charge. Pour appuyer nos dires, nous avons pris 4 groupes de sessions
qui posse`dent un taux de similitude TCP faible (moins de 15%), puis nous les avons analyse´s.
Pour tous les groupes de sessions analyse´s, nous remarquons que les similarite´s des requeˆtes
et re´ponses DNS ne sont pas ne´cessairement faibles. En effet, des groupes analyse´s, la table
5.4 montre les diffe´rences de similarite´s pour les requeˆtes et re´ponses DNS.
Tableau 5.4 Similarite´ des re´ponses et requeˆtes DNS pour un groupe de trois sessions infecte´es
par la meˆme URL
Moyenne des similarite´s
Groupe Requeˆtes DNS Re´ponses DNS
1 33.82% 22.98%
2 76.62% 38.96%
3 82.59% 74.74%
4 48.80% 31.28%
En ve´rifiant les diffe´rents groupes, nous arrivons a` diffe´rents comportements. Tout d’abord,
dans le cas ou` les re´ponses DNS sont tre`s peu similaires, ceci est le re´sultat de connexions
a` des sites le´gitimes qui retournent des adresses IP de domaines diffe´rents en fonction de la
localisation. C’est-a`-dire que la connexion TCP e´tablie se fera sur une adresse IP diffe´rente
56
en fonction de la localisation du client. La balance de charge est un phe´nome`ne tre`s commun
et explique cette grande diffe´rence de re´ponse DNS. Dans le cas du troisie`me groupe, bien que
les re´ponses DNS soient tre`s similaires, le trafic TCP est a` 0% tout de meˆme pour toutes les
trois sessions. En effet, la re´ponse DNS retourne une multitude d’adresse IP au client et selon
certaines re`gles du syste`me d’exploitation, celui-ci en choisit une. Notre syste`me d’explora-
tion n’utilise qu’une seule machine qui utilise Windows XP comme syste`me d’exploitation.
Il existe deux diffe´rentes me´thodes pour choisir l’adresse IP lorsqu’une liste est retourne´e du
serveur DNS. La premie`re choisit simplement la premie`re adresse alors que la deuxie`me utilise
un algorithme de se´lection. La deuxie`me me´thode est utilise´e lorsque la version 6 du protocole
IP (IPV6) est installe´e sur la machine, ce qui est notre cas. L’algorithme boucle sur la liste
des adresses IP et choisit celle qui correspond le plus a` l’adresse du client en comparant les
bits d’adresse. L’article du blogue technique de Microsoft[76] explique l’algorithme plus en
de´tail. Pour les 4 sous-groupes, nous avons de´termine´ que le groupe 2 et le 4 sont tous les
deux des re´sultats de campagne de distribution de virus. C’est-a`-dire que les deux sont des
sites le´gitimes qui auraient distribue´ des virus a` leur insu, probablement par des publicite´s.
Il est tout de meˆme inte´ressant de regarder le contenu qui est envoye´ aux usagers pour savoir
si celui-ci diffe`re aussi. En nous penchant sur le contenu HTTP, nous remarquons que les
requeˆtes, re´ponses et fichiers sont assez semblables dans presque tous les groupes. La table
5.5 re´sume les taux de similitudes HTTP des diffe´rents groupes de sessions.
Tableau 5.5 Similarite´ des re´ponses, requeˆtes et fichiers HTTP pour un groupe de trois sessions
infecte´es par la meˆme URL
Moyenne des similarite´s
Groupe Requeˆtes HTTP Re´ponses HTTP Fichiers HTTP
1 24.67% 24.81% 16.77%
2 51.28% 88.20% 46.59%
3 100% 75% 66.67%
4 30.59% 71.55% 34.74%
Malgre´ qu’il puisse sembler contre-intuitif que, pour un groupe de sessions, le taux de
similitude des requeˆtes HTTP diffe`re de beaucoup des re´ponses, ceci s’explique par le fait
que les re´ponses contiennent moins d’informations et seront donc plus souvent similaires
entre sessions. Les pourcentages des similitudes des fichiers HTTP sont un meilleur indicatif.
Comme nous pouvons le remarquer, les similarite´s sont plutoˆt diffe´rentes entre les diffe´rents
groupes. Encore une fois, les groupes 2 et 4 sont plutoˆt semblables puisqu’ils sont tous
les deux des sites le´gitimes. Le groupe 1 lui diffe`re beaucoup, surtout parce qu’une des
sessions du groupe est redirige´e vers un site le´gitime (microsoft.com). Ceci change donc le
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re´sultat global des similitudes. Il reste qu’en analysant les groupes 1 et 4, nous remarquons
que les deux semblent se connecter au kit d’exploitation Blackhole, le premier groupe se
faisant infecter par un fichier Java alors que le deuxie`me utilise une infection PDF. Si nous
regardons les trois traces re´seau du groupe 4, nous remarquons que chacune des sessions a bel
et bien rec¸u un fichier PDF, par contre chacun d’eux est diffe´rent. Les pirates utilisent donc
certaines me´thodes pour modifier leur comportement en lien avec l’usager qui visite leurs
sites, par contre, ceci ne semble pas directement lie´ a` la localisation de celui-ci. Ceci n’est pas
le cas dans le groupe 1. Nous ne pouvons pas ne´cessairement de´duire que le comportement
d’infection diffe`re en fonction de la localisation de l’usager. Bien qu’il puisse changer, il est
aussi possible que le comportement soit modifie´ par des variantes le´gitimes dans le cas d’une
campagne publicitaire malicieuse, par exemple.
Sessions infecte´es avec un fort taux de similitude TCP
Si nous regardons les sessions qui ge´ne`rent trois infections pour une meˆme URL et qui
posse`dent un haut taux de similitude TCP, nous pouvons remarquer que ce groupe n’agit
pas exactement comme l’autre. En effet, en analysant les requeˆtes DNS, nous pouvons voir
que celles-ci sont normalement tre`s similaires. La table 5.6 re´sume les similarite´s DNS de ce
groupe.
Tableau 5.6 Similarite´ des re´ponses et requeˆtes DNS pour un groupe de trois sessions infecte´es
par la meˆme URL
Moyenne des similarite´s
Groupe Requeˆtes DNS Re´ponses DNS
1 84.84% 63.44%
2 86.31% 41.49%
3 77.17% 36.32%
4 92.77% 78.98%
Les deux groupes 2 et 3 ont des re´ponses DNS diffe´rentes, mais ceci est majoritairement
attribuable au fait que les deux font des redirections vers google.com, ce qui re´duit gran-
dement la similarite´. En analysant la trace du groupe 3, nous remarquons que le site qui
infecte l’usager le redirige ensuite vers une page Google. E´tant donne´ que l’usager provient
toujours d’un endroit diffe´rent sur le globe, les re´ponses DNS sont extreˆmement diffe´rentes
pour re´soudre l’adresse de Google. D’ailleurs, les re´ponses DNS des domaines malicieux sont,
elles, exactement identiques. Le meˆme phe´nome`ne se produit pour les donne´es HTTP. En
effet, pour ce meˆme groupe, les fichiers HTTP qui sont transmis a` l’usager sont presqu’a`
100% identiques. Le vecteur d’infection de ce groupe est Java et, en analysant les fichiers
58
HTTP transfe´re´s au client, nous remarquons que le fichier Java qui est transmis au client
est exactement le meˆme dans les trois sessions. La table 5.7 re´sume les diffe´rentes similarite´s
entre les donne´es HTTP.
Tableau 5.7 Similarite´ des re´ponses, requeˆtes et fichiers HTTP pour un groupe de trois sessions
infecte´es par la meˆme URL
Moyenne des similarite´s
Groupe Requeˆtes HTTP Re´ponses HTTP Fichiers HTTP
1 100% 80% 77.78%
2 94.31% 98.09% 95.70%
3 96% 91.64% 86.12%
4 88.24% 88.24% 78.43%
Ceci valide donc que ce groupe ne semble pas utiliser de me´canisme pour cacher ou
modifier leur serveur, mais il distribue aussi le meˆme code malveillant a` tous ses visiteurs.
Sessions non infecte´es avec un taux moyen de similitude TCP
Finalement, le dernier groupe analyse´ nous permet de de´terminer si le comportement
d’une page qui ne semble pas infecter d’usager est semblable a` celle qui l’infecterait. Typi-
quement, les sessions qui ne ge´ne`rent pas d’infection ont une similarite´ TCP d’environ 40%.
En regardant 4 groupes de sessions qui n’ont pas e´te´ infecte´es et qui ont une similitude
TCP moyenne, nous pouvons expliquer leur comportement. Tout d’abord, en regardant les
moyennes des similitudes de la table 5.8, nous remarquons que les similitudes s’approchent
de celles des sessions infecte´es avec une grande similarite´ TCP.
Tableau 5.8 Similarite´ des re´ponses et requeˆtes DNS pour un groupe de trois sessions infecte´es
par la meˆme URL
Moyenne des similarite´s
Groupe Requeˆtes DNS Re´ponses DNS
1 61.52% 38.36%
2 81.47% 61.31%
3 56.03% 22.37%
4 76.56% 48.30%
Le groupe 2 semble donner des taux de similitudes plus forts que ceux des autres groupes.
Ceci s’explique par le fait que cette URL ne semble pas le´gitime alors que les autres auraient
plutoˆt e´te´ des campagnes d’infection temporaire.
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Suite a` cette analyse, il est difficile de re´pondre a` notre question. En effet, nous avons
remarque´ qu’il existe deux me´thodes distinctes utilise´es pour infecter des usagers. Soit les
pirates distribuent le virus par un site le´gitime ou ils utilisent un site web fait explicitement
pour l’infection. Dans les deux cas, ils peuvent utiliser des techniques de balance de charge,
de flux rapide DNS ou meˆme distribuer des fichiers diffe´rents (suˆrement graˆce a` l’obscurcisse-
ment) pour modifier le comportement, mais quelques sites ne semblent pas le faire. Avec les
informations re´colte´es, il est donc difficile de sortir des grappes distinctes comportementales.
5.2 Test de dure´e de vie des pages
Le but de ce deuxie`me test est d’e´valuer la dure´e de vie des pages web qui distribuent
potentiellement du contenu malicieux. Pour ce faire, notre syste`me visite les pages qui lui
sont fournies aussi longtemps que la requeˆte DNS nous retourne des adresses IP ou que le
serveur ne nous retourne pas d’erreur. Dans le cas ou` la page retourne une erreur ou que le
DNS ne fonctionne plus, la page est revisite´e plus tard, jusqu’a` un certain nombre de visites
tel qu’il a e´te´ de´crit a` la sous-section 4.1.2. Durant cette pe´riode de test, plus de 5000 sessions
ont e´te´ effectue´es avec des taux d’infections repre´sente´s au tableau 5.9.
Tableau 5.9 Pourcentage du statut des sessions pour la deuxie`me expe´rience
Status % des sessions
Infecte´ 5.73%
Non infecte´ 69.05%
Invalide 25.22%
Encore une fois, malgre´ un taux faible (moins de 6%), les sessions infecte´es nous donnent
assez d’informations pour pouvoir re´pondre a` la question de la dure´e de vie. Tout d’abord,
pour analyser le temps moyen de vie des pages qui contiennent des infections, nous calculons
combien de temps une page reste en ligne. Le tableau 5.10 montre les temps de vie minimum,
maximum et moyen pour le deuxie`me test.
Tableau 5.10 Temps de vie des pages qui ont e´te´ explore´es lors du deuxie`me test
Temps minimum Temps moyen Temps maximum
0 h 17 min 14 s 2 jours, 2 h 02 min 40.147 058 s 3 jours, 18 h 48 min 51 s
Malgre´ que le test s’exe´cute sur une pe´riode d’environ une semaine, en analysant les re´-
sultats, nous remarquons que pour la plupart des URL, la dernie`re des visites retournait une
re´ponse DNS. Cela signifie que les URL ne sont pas remises en file malgre´ qu’elles sont encore
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vivantes, probablement a` cause d’un bogue. Par contre, nous pouvons tout de meˆme inter-
pre´ter ces re´sultats et en tirer des conclusions inte´ressantes. Tout d’abord, sur les presque
5000 sessions d’exploration, pre`s de 12 000 interrogations DNS ont e´te´ effectue´es sur environ
450 URL uniques. De celles-ci, presque 50% (6123) n’e´taient pas en vie et n’ont donc pas
ge´ne´re´ d’exploration. En fait, seulement 31 des URL ont e´te´ visite´es, ce qui repre´sente moins
de 7% du total. En se basant sur le fait que les courriels nous sont achemine´s chaque heure,
les domaines auraient donc une pe´riode de vie de moins d’une heure. Il est important de
noter qu’il se peut que les URL qui nous sont transmises de ESET ne nous parviennent pas
directement apre`s une infection de´tecte´e pre´alablement par ESET, par contre ce de´lai n’est
pas une information que nous pouvons calculer.
Si nous effectuons une analyse plus pre´cise des diffe´rentes URL qui ont e´te´ explore´es et
restaient en ligne, nous pouvons en soutirer des informations inte´ressantes. Le tableau 5.11
pre´sente diffe´rentes informations sur celles-ci.
Tableau 5.11 Informations sur des interrogations DNS sur les URL explore´es
Total de re´surrection Total de domaine mort Total des URL
20 23 31
Sur le total des URL, 23 fois l’interrogation DNS retournait le domaine comme e´tant
mort. Il est aussi inte´ressant de voir s’il est possible que des pages ne soient plus vivantes
pour un instant puis qu’a` la prochaine visite, elles le soient de nouveau. En effet, graˆce a` notre
algorithme d’exploration, nous visitons les pages qui ont de´ja` e´te´ vivantes et qui ne retournent
aucune re´ponse DNS. Par la suite, elles seront visite´es de nouveau apre`s un de´lai minimum
de 24 heures. Nous appelons ce phe´nome`ne, la re´surrection d’une page. Pour des URL qui
ont e´te´ visite´es, a` 20 reprises l’interrogation DNS retournait un domaine mort, puis a` la
prochaine visite elle e´tait vivante de nouveau. Il est inte´ressant de calculer a` quel pourcentage
les pages peuvent ressusciter pour nous indiquer si elles font partie d’une campagne sur un
site le´gitime ou si les pirates utilisent des me´thodes pour garder une meˆme URL, mais en
modifier la destination (information du domaine). Pour de´terminer si les pages font partie
d’une campagne ou si les pirates utilisent diffe´rentes techniques pour modifier la gestion des
pages, nous nous inte´ressons aux donne´es concernant le domaine. Notre syste`me permet de
chercher les informations d’un domaine graˆce aux outils WhoIs et le WhoIs du groupe Cymru
tel qu’explique´ a` la sous-section 3.6.3. En re´coltant ces informations puis en les comparant
entre les diverses sessions qui ont visite´ les meˆmes URL, nous pourrons voir si les pages
utilise´es pour infecter les usagers sont plutoˆt le´gitimes ou pas. Normalement, les donne´es
WhoIs d’une page ne changent pas tre`s souvent puisqu’elles sont relie´es a` la date de validation
61
de l’inscription de la page, le nom de la personne qui l’enregistre et d’autres informations
qui ne changent que tre`s rarement. En nous basant sur ceci, si les pages nous donnent un
faible taux de similitude pour les informations de domaine, nous pouvons pre´tendre qu’elles
sont sur un domaine qui est entie`rement malicieux. Dans le cas contraire, le domaine peut
avoir e´te´ mis hors ligne le temps de nettoyer les serveurs des infections puis remettre le tout
en ligne. Ceci devrait tout de meˆme ge´ne´rer des informations de domaine similaire a` 100%.
Seulement 4 URL sur le total retournent des informations de domaine (WhoIs uniquement)
diffe´rentes parmi toutes les sessions. En analysant ces URL, nous remarquons qu’apre`s un
certain moment, le registraire de nom de domaine modifie les informations du domaine pour
indiquer que celle-ci est victime d’une campagne malicieuse.
Les re´sultats de ce deuxie`me test nous permettent difficilement de de´terminer avec exactitude
le temps moyen des pages qui infectent des usagers. La plupart des pages ne sont pas visite´es
puisqu’elles sont de´ja` mortes lorsque nous les recevons, soit dans un de´lai pouvant aller jusqu’a`
une heure, en ignorant le de´lai de ESET. Ceci est d’ailleurs corrobore´ avec [36] qui a de´termine´
que le temps moyen de vie d’une page e´tait d’environ 2.5 heures. Sinon, des pages qui sont
reste´es en ligne, quelques-unes (17 URL sur 20 re´surrections) retournent temporairement
un domaine comme mort puis reviennent en ligne. Ce phe´nome`ne que nous avons appele´ la
re´surrection des pages nous porte a` croire que les pirates utilisent souvent des pages le´gitimes
pour faire une campagne d’attaque.
5.3 Test de me´canisme de liste noire
Finalement, pour le dernier test, nous tentons de de´terminer si les pirates de´ployant des
virus informatiques sur le web utilisent des techniques de liste noire pour e´viter de se faire
de´tecter. En effet, l’utilisation d’une liste noire est une technique classique qui permet de
filtrer le trafic entrant sur un site web pour e´liminer les clients potentiellement malveillants.
Dans le cas des pirates, l’utilisation d’un tel syste`me leur permet, par exemple, de ne pas
infecter deux fois une machine pre´ce´demment infecte´e, ou tout simplement d’e´viter d’infecter
des machines qu’ils suspectent eˆtre la police ou des chercheurs. Pour cette partie du test, la
meˆme adresse IP est donc utilise´e pour toutes les explorations. Une premie`re expe´rience a
e´te´ re´alise´e a` la suite des deux pre´ce´dentes, mais comme le syste`me e´tait instable, le taux de
sessions invalides e´tait extreˆmement e´leve´ ce qui a corrompu l’expe´rience. Nous avons donc
corrige´ les proble`mes puis effectue´ les tests de nouveau. Le dernier test a e´te´ re´alise´ sur une
pe´riode plus courte, soit 2 jours, ou` plus de 1000 explorations ont e´te´ effectue´es sur environ
150 URL. Tout comme le deuxie`me test, les URL peuvent eˆtre explore´es a` plusieurs reprises
si le domaine est toujours en ligne. Les re´sultats d’infection sont plutoˆt inattendus avec un
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taux d’infection d’environ 90% tel que pre´sente´ a` la table 5.12.
Tableau 5.12 Pourcentage du statut des sessions pour la troisie`me expe´rience
Status % des sessions
Infecte´ 86.38%
Non infecte´ 8.56%
Invalide 5.06%
En regardant les sessions infecte´es, nous avons fait une analyse des vecteurs d’infections.
Le graphique 5.3 montre le pourcentage d’infection par vecteur.
Figure 5.3 Pourcentage des vecteurs d’infection pour la troisie`me expe´rience.
Comme nous le remarquons, la majeure partie des infections sont ge´ne´re´es par le biais
d’une infection Flash. Ceci nous semblait contre-intuitif par rapport aux re´sultats que nous
avions re´colte´s auparavant. En faisant des inspections manuelles de diffe´rentes sessions, nous
avons rapidement remarque´ que la plupart des nouvelles URL qui nous e´taient fournies pro-
venaient de sites aux apparences douteuses, mais qui sont tout de meˆme le´gitimes. En de´but
octobre 2013, une nouvelle importante a bouleverse´ le monde du cybercrime alors que le pi-
rate de´nomme´ Paunch qui est connu pour eˆtre l’auteur derrie`re le kit d’exploitation Blackhole
a e´te´ arreˆte´[71, 51, 49]. Bien qu’avec les informations que nous re´coltons de notre syste`me il
est difficile de de´terminer la provenance des infections, nous savions a priori que plusieurs
d’entre elles e´taient lie´es au kit Blackhole. Les derniers re´sultats obtenus nous poussent a`
croire que nos URL ainsi que le type de page que nous recevons de notre flux sont modifie´s
par la disparition ou le ralentissement que connait pre´sentement le monde de la cybercrimi-
nalite´. Il est possible que ce soit aussi parce nos adresses IP e´taient de´ja` sur les listes noires
des pirates et que ceux-ci ne font qu’ignorer nos requeˆtes. Par contre, les re´sultats de nos
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deux autres premiers tests nous poussent plutoˆt a` valider la premie`re possibilite´. D’ailleurs,
en ve´rifiant le temps de vie des pages, la plupart d’entre elles sont en vie sur toute la dure´e
de test.
Tableau 5.13 Temps de vie des pages qui ont e´te´ explore´es lors du troisie`me test
Temps minimum Temps moyen Temps maximum
0 :00 :00 13 h 45 min 42 s 2 jours, 20 h 52 min 21 s
Le temps minimum de 0 est explicable par l’arreˆt de l’exe´cution des tests avant que plus
d’une exploration sur la meˆme URL ne soit effectue´e. Sinon, malgre´ que le temps moyen soit
de 13 heures 45 minutes, seulement 1 des URL restera morte, les autres restent toutes en
vie sur toute la dure´e de l’exe´cution. A` la lumie`re de ces re´sultats, nous ne pouvons tirer
de conclusions quant a` l’utilisation ou non d’un syste`me de liste noire par les pirates. Nous
pouvons cependant remarquer un changement important dans le de´ploiement et les me´thodes
des pirates, ce qui peut eˆtre en lien avec les changements que subit pre´sentement l’e´cosyste`me
de la cybercriminalite´.
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CHAPITRE 6
Conclusion
En conclusion, l’utilisation d’un syste`me d’exploration de pages, pour tenter de mieux
comprendre l’e´cosyste`me dans lequel les pirates contribuent maintenant, permet d’augmen-
ter la compre´hension de celui-ci et est une solution viable. En effet, les sections 6.1 et 6.2
discuteront des limitations ainsi que des ame´liorations que nous pourrions apporter au sys-
te`me pour en augmenter l’efficacite´ et la richesse des donne´es re´colte´es. Ceci e´tant dit, avec
nos re´sultats, nous avons su tirer des conclusions inte´ressantes sur les diffe´rents comporte-
ments des pirates.
Dans le cadre de ce me´moire, nous avons de´veloppe´ un syste`me en Python qui permet
d’automatiser l’exploration d’URL potentiellement malicieuse puis d’en tirer le maximum
d’information pour ensuite les analyser. Le syste`me a permis d’explorer plus de 13,000 URL
uniques sur plus de 10,000 sessions s’e´talant sur une pe´riode de presqu’un mois. Pour obtenir
ces re´sultats, nous avions e´tabli une me´thodologie pour trois tests que nous re´alisions dans
le but de re´pondre a` nos questions de recherche. Le premier test nous a permis de mieux
comprendre le comportement des pirates informatiques par rapport a` la localisation de leurs
potentielles victimes. Selon nos re´sultats, il semblerait que les pirates utilisent parfois diffe´-
rentes techniques tels le flux rapide de DNS ou la balance de charge pour de´centraliser leur
infrastructure, mais que les infections envoye´es aux usagers ne diffe`rent pas selon la posi-
tion ge´ographique de celui-ci. Pour le deuxie`me test, nous tentions d’e´tablir la dure´e de vie
moyenne des pages que les pirates utilisent. La plupart des URL visite´es durant ce test sont
reste´es en ligne sur la majeure partie de celui-ci, pre´sentant un faible taux de page morte
ou de page ressuscite´e. Par contre, les pages retournaient parfois de nouvelles donne´es sur
le domaine apre`s un certain moment, presque toujours dans le cas ou` le registraire de nom
de domaine de´clarait celui-ci comme potentiellement malicieux. Nous avons aussi remarque´
que les pirates utilisent beaucoup des campagnes sur sites le´gitimes pour maximiser leurs
infections. Finalement, le troisie`me et dernier test cherchait a` de´terminer si les de´veloppeurs
de virus utilisaient un syste`me de liste noire pour e´viter de se faire de´tecter. Malgre´ que ce
test ne nous retournait pas de re´sultats inte´ressants puisque la plupart des URL que nous
avons visite´es e´taient le´gitimes et ne semblaient pas infecter leurs utilisateurs, nous avons
tout de meˆme pu remarquer une certaine modification comportementale dans les pages qui
nous e´taient fournies. En effet, le paysage de la cybercriminalite´ a subi un choc en de´but
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octobre 2013 alors que le de´veloppeur du populaire kit d’exploitation Blackhole se serait fait
arreˆter. Comme le flux d’URL envoye´ par ESET semblait fortement concentre´ de pages qui
redirigeaient l’usager vers une infection de Blackhole, il est fort probable que le changement
comportemental observe´ soit en lien direct avec cet e´ve`nement.
Somme toute, nous avons e´te´ capables de tirer diffe´rentes conclusions, parfois contre-
intuitives, sur le comportement des pirates informatiques. Par contre, l’effort a` mettre pour
continuer de de´velopper un tel syste`me n’en vaut peut-eˆtre pas la chandelle conside´rant la
venue d’un projet a` code source ouvert d’envergure de´nomme´ Cuckoo[19, 72, 86]. Ce projet
pre´sente une alternative extreˆmement inte´ressante.
6.1 Limitations de la solution propose´e
Dans le chapitre 5, nous avons explique´ les diffe´rentes expe´riences que nous avons re´alise´es
avec les re´sultats et conclusions que nous en avons tire´es. Plusieurs points souleve´s limitent
ce que nous pouvons conclure, cette section les explique.
6.1.1 Faible taux d’infection
Dans nos trois expe´riences exe´cute´es, le taux d’infection de nos machines sont toujours
assez faible (moins de 10%). Bien que les pages qui nous sont fournies devraient toutes
distribuer du contenu malicieux a` certains usagers selon ESET, nos expe´riences semblent dire
le contraire. Tout d’abord, e´tant donne´ que les pages proviennent d’un logiciel de se´curite´ qui
n’est pas parfait, certaines de ces pages peuvent eˆtre de faux positifs. Par contre, le proble`me
majeur est que nos me´triques d’e´valuation d’infection ne sont pas extreˆmement pre´cises. Sur
une machine d’un usager normal, il est de´ja` assez difficile d’e´valuer si une visite de page
infecte le client, mais la difficulte´ est beaucoup plus grande e´tant donne´ la complexite´ de
notre syste`me combine´ a` l’utilisation de la virtualisation. Meˆme si nos me´triques sont tre`s
permissives, il est tre`s possible qu’elle ne soit pas capable d’e´valuer certains types d’infections.
6.1.2 Limitations des informations re´colte´es
Une autre des limitations que nous soulevons est relie´e aux informations que nous re´col-
tons durant une exploration. Tout d’abord, le moniteur de processus re´colte une multitude
d’informations, beaucoup d’entre elles repre´sentent des ope´rations le´gitimes. E´tant donne´
l’ampleur des donne´es rec¸ues, il est vraiment difficile de distinguer les ope´rations malicieuses
des ope´rations le´gitimes. De plus, une fois la machine virtuelle arreˆte´e, aucune des donne´es ne
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peut eˆtre extraite de celle-ci. Donc, meˆme si nous de´tections une cre´ation de fichiers poten-
tiellement malicieux par le moniteur de processus, nous ne pourrions pas extraire ce fichier.
Dans le cas de la trace de re´seau, elle nous permet de voir tout ce qui se passe lors d’une
exploration en terme de re´seautage. Le proble`me est que la plupart des pirates utilisent main-
tenant des protocoles de chiffrement pour envoyer leurs donne´es. Encore une fois, ceci nous
empeˆche d’extraire les fichiers qui sont la source de l’infection.
6.1.3 Stabilite´ du syste`me
Durant nos expe´riences, nous avons remarque´ qu’un pourcentage important des sessions
d’exploration e´tait invalide´. Une session est invalide´e lorsqu’aucune trace re´seau n’a pu eˆtre
ge´ne´re´e a` cause d’erreurs ou lorsque la machine virtuelle s’arreˆte abruptement. Malgre´ que
cela ne biaise pas nos re´sultats, il en reste que l’efficacite´ de notre syste`me se voit grandement
affecte´e. Un des plus gros proble`mes est l’utilisation de Virtual Box par des commandes
directement au lieu de passer par leur interface de programmation. Ce choix a e´te´ fait puisque
l’interface de programmation offerte nous limitait dans ce que nous pouvions faire comme
ope´rations. Par contre, il serait inte´ressant de voir ce qu’il en est aujourd’hui pour l’utiliser
afin d’assurer une plus grande stabilite´, et donc augmenter l’efficacite´ du syste`me.
6.1.4 Complexite´ de l’e´cosyste`me des pirates
En e´valuant les re´sultats d’exploration des URL a` travers nos explorations, nous avons
rapidement constate´ que les pirates informatiques utilisent des syste`mes complexes pour dis-
tribuer des virus et infecter des millions d’usagers. En effet, e´tant donne´ la multitude de failles
qui sont exploitables, ou les diffe´rentes caracte´ristiques usagers, les pirates informatiques pos-
se`dent une tre`s grande gamme de me´thodes pour infecter leurs usagers. Notre syste`me se veut
plutoˆt une preuve de concept pour tenter d’e´valuer la faisabilite´ d’un projet d’envergure pour
e´valuer de fac¸on la plus comple`te possible cet e´cosyste`me dans lequel plusieurs personnes
s’entraident. La prochaine section de´crit les ame´liorations futures que nous pouvons apporter
a` notre syste`me pour obtenir une plus vaste gamme de re´sultats.
6.2 Ame´liorations futures
Le syste`me que nous avons de´veloppe´ pour explorer diffe´rentes pages, afin de mieux com-
prendre l’environnement des pirates, est a posteriori petit, e´tant donne´e l’ampleur de la taˆche.
Dans cette bataille de David contre Goliath, les prochaines sous-sections tentent d’e´nume´-
rer certaines ame´liorations que nous pourrions apporter a` notre syste`me pour le rendre plus
efficace.
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6.2.1 Plage d’adresses IP
Puisque les pirates peuvent, et parfois utilisent diffe´rentes techniques pour infecter dif-
fe´remment deux usagers de provenances diverses, il nous faudrait une plage d’adresses IP
assez grande pour couvrir les endroits majeurs sur le globe. De plus, comme des techniques
de liste noire semblent utilise´es, il faudrait que cette plage soit dynamique et donc modifiable
facilement pour e´viter que les pirates ne nous de´tectent.
6.2.2 Configuration machine
Pour augmenter la diversite´ de nos re´sultats, il serait inte´ressant de faire varier les confi-
gurations des machines virtuelles pour en e´valuer l’incidence sur les re´sultats. En effet, il est
e´vident que les pirates analysent la configuration de la machine qui visite leur page pour
de´terminer quelle faille exploiter sur celle-ci. Une machine peut eˆtre modifie´e en terme de
configurations sous plusieurs formes, allant des modules d’aide au fureteur jusqu’au syste`me
d’exploitation, il existe pratiquement une infinite´ de variations d’une machine. La gestion et
la cre´ation de celle-ci ne sont pas triviales, mais cela apporterait une plus grande varie´te´ aux
re´sultats.
6.2.3 Paralle´lisme d’exploration
En ce moment, le syste`me que nous avons de´veloppe´ n’utilise pas la puissance du paralle´-
lisme pour lui permettre d’envoyer plusieurs explorations simultane´ment. Pour des raisons de
simplifications logicielles, nous avons volontairement de´cide´ de ne pas de´velopper le syste`me
de fac¸on paralle`le. Avec l’utilisation de grappes d’ordinateur, par exemple, nous pourrions
facilement effectuer plusieurs dizaines, voire des centaines d’explorations de fac¸on simultane´e,
ce qui augmenterait grandement le nombre de sessions infecte´es que nous re´colterions. Ceci
repre´sente cependant un de´fi de taille en terme de ge´nie logiciel que nous ne pouvions re´aliser
dans les de´lais.
6.2.4 Augmentation des informations re´colte´es
Finalement, il aurait e´te´ inte´ressant d’augmenter la plage d’informations re´colte´es de
chacune des machines virtuelles apre`s une exploration. Nous pourrions penser a` quelque chose
d’aussi simple qu’une prise d’e´cran avant la fermeture pour de´terminer si ce que l’usager voit
est semblable. Une copie de la me´moire et des registres pourrait aussi eˆtre prise en de´but
et en fin d’exploration pour pouvoir de´terminer les diffe´rentes ope´rations que le syste`me a
subies. Pour une meilleure analyse a posteriori, nous pourrions sauvegarder des images du
disque de chaque exploration pour la comparer a` l’image initiale avant la visite.
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Ceci ne sont que quelques exemples qui permettraient, non seulement d’augmenter l’efficacite´
de notre syste`me, et aussi la diversite´ des re´sultats ainsi que leur exactitude.
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