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R E S U M E N
El presente trabajo compara el efecto mediador y el supresor de una tercera variable. Ambos efectos parce-
lan la varianza de la variable dependiente (Y). La mediación es la reducción, tras introducir una tercera va-
riable (Z) en el modelo, de la proporción de varianza explicada directamente por la variable independiente 
(X) en la variable criterio (Y) y la supresión es el incremento de la proporción de varianza explicada directa-
mente por la independiente en la variable criterio, al incluir la tercera variable en el modelo. Se analizan las 
características y diferencias de cada efecto y se examina en qué situaciones se produce uno u otro. Cada si-
tuación, compuesta de tres variables correlacionadas entre sí, se explica con un ejemplo en el contexto de 
la intervención psicosocial. Finalmente, se proporcionan recomendaciones sobre la interpretación y utiliza-
ción de ambos efectos.
© 2013 Colegio Oficial de Psicólogos de Madrid. Todos los derechos reservados.
Suppression and mediation effect in psychosocial intervention: Differences, 
similarities and examples 
A B S T R A C T
This paper compares the mediator and suppressor effect of a third variable. Both effects split the variance 
of the dependent variable (Y).  Mediation is the reduction, after introducing the third variable (Z) in the 
model, of the proportion of variance explained on variable Y directly by the independent variable (X), and 
suppression is the increase of the of the proportion of variance explained on variable Y directly by the 
independent variable after introducing the third variable in the model. Then, the characteristics and 
differences of each effect are analyzed and the situations in which either effect occurs are examined. Each 
situation, consisting of three intercorrelated variables, is explained with examples from the psychosocial 
intervention context. Finally, recommendations for the use and interpretation of both effects are provided.
© 2013 Colegio Oficial de Psicólogos de Madrid. All rights reserved. 
Con la popularización de los análisis de ecuaciones estructurales 
en los últimos años y con la enorme repercusión del trabajo de Baron 
y Kenny (1986), el análisis del efecto de mediación se ha convertido 
en un procedimiento muy frecuente, sin que suceda lo mismo con el 
análisis del efecto de supresión (Cheung y Lau, 2008). No parece exis-
tir un motivo claro para tal desequilibrio, pues ambos efectos difie-
ren en pocos elementos y, muy a menudo, el punto de partida de 
ambos es muy similar, por ejemplo, similares valores de correlación 
entre las variables en uno u otro análisis (Murgui, 2013; Murgui y 
Fuentes, 2012).
En efecto, una vez establecida la relación entre dos variables (c en 
la figura 1), a las que podemos denominar X e Y, a menudo puede 
resultar de interés estudiar el efecto de otra variable que, relacionada 
con ambas, sea pronosticada por X y predictora de Y (respectivamen-
te, a y b en la figura 1). El efecto de dicha tercera variable, denomina-
da Z, se puede analizar a partir de la comparación entre el c previo y 
el c’ posterior lo que, dependiendo del resultado, será un efecto de 
mediación o de supresión.
Si partimos de la relación entre la autoestima (X) y la satisfacción 
con la vida (Y) (por ejemplo, Jiménez, Musitu, Ramos y Murgui, 
2009), podemos analizar cuál es el papel que desempeña en dicha 
relación una tercera variable (Z) como el apoyo social informal. Así, 
un resultado probable es que X e Y correlacionen de forma positiva, 
lo que, en algunos casos, implica una situación de redundancia. Es en 
dicha situación de redundancia cuando puede analizarse la denomi-*e-mail: Sergio.Murgui@uv.es
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nada mediación estadística. Dicha mediación puede interpretarse 
como la reducción, tras introducir una tercera variable (Z) en el mo-
delo, de la proporción de varianza explicada directamente por la va-
riable independiente (X) en la variable criterio (Y).
Si bien la mediación puede presentar diferentes tipos (por ejem-
plo, cuando se combina con el análisis de la moderación, como 
plantean Muller, Judd y Yzerbyt, 2005), cuando se considera la 
cuantía del decremento de la relación previa entre X e Y (Baron y 
Kenny, 1986) se distinguen dos tipos de efecto mediador: la  media-
ción total y la mediación parcial. La primera de ellas ocurre cuando 
la relación entre X e Y queda reducida a cero (no es significativa) 
mientras que en la segunda dicha relación se reduce pero no llega a 
desaparecer.
En cuanto al efecto supresor, aunque existen diversas definiciones 
del mismo, en general se asume en la literatura sobre el tema que 
una variable es supresora si al introducirla en la ecuación de regre-
sión entre X e Y incrementa el coeficiente de determinación de X en 
su pronostico de Y (Conger, 1974). Teniendo en cuenta que “una va-
riable supresora incrementa la validez predictiva de otra variable (o 
grupo de variables) al incluirse en la ecuación de regresión –esta va-
riable es supresora solo para aquellas variables cuyos pesos de regre-
sión se incrementan” (Conger, 1974, p. 36), debe entenderse que se 
incrementa el peso del coeficiente de regresión cualquiera que sea su 
signo y que paralelamente el efecto mediador sucede cuando se re-
duce (hacia cero) la relación entre X e Y.
Pese a estas semejanzas se mantiene una tradición en la que la 
supresión y la mediación no se suelen analizar conjuntamente a pe-
sar de estar muy relacionadas (Shrout y Bolger, 2002). Así, conside-
rado lo expuesto, el presente trabajo analiza ambos efectos y, aunque 
se haya dividido la estrategia de análisis en dos tipos (regresión múl-
tiple y modelos de ecuaciones estructurales –SEM en sus siglas en 
inglés), en este trabajo nos centraremos en el primero de ellos por ser 
el sistema de uso más frecuente y porque la lógica subyacente en 
ambos es la misma (Frazier, Tix y Barron, 2004).
El análisis de la supresión
El efecto de supresión de la variable Z presenta una serie de carac-
terísticas en principio deseables: las relaciones tienden a incremen-
tarse en vez de reducirse y aumenta el valor de R2 para la variable Y. 
Es razonable pensar que muchas variables alcancen valores (por 
ejemplo, β) gracias a efectos de supresión inadvertidos, pues a menu-
do se parte de marcos teóricos con un elevado número de variables, 
lo que incrementa la posibilidad de que aparezcan dichos efectos. De 
hecho, según afirma Nickerson (2008) a partir de Kasser y Ryan 
(1993), la frecuencia de aparición del efecto supresor en ecuaciones 
de regresión puede situarse en torno al 60%, pudiendo además apa-
recer en análisis tipo SEM (Cheung y Lau, 2008; Maassen y Baker, 
2001).
En el análisis de supresión se distinguen dos grandes orientacio-
nes: la planteada por Velicer (1978) y la formulada por Conger (1974). 
Para el primero existe supresión cuando,
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es decir, la varianza explicada por las dos variables por separado es 
menor que la varianza explicada de Y cuando ambas se introducen 
en la ecuación de regresión. Ahora bien, Tzelgov y Stern (1978) mos-
traron que esta definición queda incluida dentro de la de Conger 




YX < β2YX .Z  (2)
En ambos casos la comparación se realiza sobre coeficientes es-
tandarizados y con dos predictores en la ecuación de regresión. El 
valor c’ se calcula a partir de la siguiente expresión,
 
 rYX – rYX rZX
β =
 1 – r 2ZX
 (3)
que indica la proporción de varianza explicada por X, una vez inclui-
do el efecto de Z (Paulhus, Robins, Trzesniewski y Tracy, 2004).
Una vez asumido que rYX > 0, el efecto de supresión presenta tres 
diferentes tipos (Ato y Vallejo, 2011; Cohen, Cohen, West y Aiken, 
2003): clásica o tradicional, que ocurre cuando rYZ = 0, recíproca o coo-
perativa, cuando rYZ (o bien rZX) es negativa y las otras dos correlacio-
nes son positivas y la supresión negativa o neta, cuando βYX.Z y/o βYZ.X  
resultan negativas. Así, únicamente los dos primeros tipos son fácil-
mente identificables y distinguibles de la mediación. En cuanto a la 
supresión negativa, su definición sólo es posible a partir del cómputo 
del coeficiente de regresión parcial o bien de otros cálculos adiciona-
les como la relación entre el valor de rYX y de rYZ (Nickerson, 2008). 
Ello es debido a que tanto en la mediación (redundancia) como en la 
supresión negativa las correlaciones entre las tres variables son posi-
tivas.
La interpretación de la supresión es considerada bastante sencilla 
por Horst (1941) y puede afirmarse que una (tercera) variable es su-
presora cuando, tras su inclusión en el modelo, se produce un incre-
mento de la proporción de varianza explicada directamente por la 
variable independiente en la variable criterio.
El análisis de la mediación
El procedimiento más popular de análisis del efecto de media-
ción, como afirman MacKinnon, Lockwood, Hoffman, West y Sheets 
(2002), es el planteado por Baron y Kenny (1986). En dicho proce-
dimiento (establecida la relación entre la variable X e Y) se com-














Figura 1. Esquema básico del análisis de mediación y supresión: el efecto de Z en c se 
refleja en c’
Tabla 1
Síntesis de pasos de análisis de la mediación y la supresión 
Pasos Coeficientea Mediaciónb Supresiónc
1 c SÍ SÍ
2 a SÍ SÍ
3 b SÍ SÍ
Efecto c’ c>c’ (c)2<(c’)2
aLos valores deben ser preferentemente estadísticamente significativos
bPese a un valor no significativo en el paso 1, podría continuarse con el análisis
cPese a un valor no significativo en el paso 3, podría continuarse con el análisis
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con Y. A continuación, establecidas por separado las tres relaciones, 
se analiza cómo afecta la inclusión de la variable potencialmente 
mediadora en el modelo de regresión X→Y. Ahora bien, es posible 
establecer algunas matizaciones al respecto. En primer lugar, dicho 
procedimiento se aplica a la regresión múltiple y no se analiza, por 
tanto, en los análisis de SEM. Un ejemplo de ello puede encontrarse 
en el trabajo de Bennett-Cattaneo (2010) en el que, mediante suce-
sivas regresiones múltiples, se estudia la relación del nivel so-
cioeconómico de mujeres que han sufrido violencia de género con 
la interacción con la policía, utilizando la actuación de esta (de 
arresto o control del agresor) como variable mediadora entre am-
bas. Más recientemente podemos encontrar un ejemplo de la apli-
cación de los pasos de Baron y Kenny (1986) a procesos que se de-
sarrollan a lo largo del tiempo en el trabajo de Rynes y Tosigan 
(2012), en el que el apoyo social media la relación entre el grado de 
abstinencia del alcohólico y la presencia de un tutor durante el pro-
ceso de rehabilitación.
En segundo lugar, algunos autores afirman que de los tres pasos 
planteados originalmente (resumidos en la tabla 1) el primero no es 
estrictamente necesario, pues podría suceder que dos variables im-
plicadas en el análisis presentaran una relación con Y opuesta entre 
sí (MacKinnon, Krull y Lockwood, 2000). A este respecto, Frazier et 
al. (2004) plantean el ejemplo de un programa para varones contra 
la violación de mujeres, diseñado para incrementar las actitudes po-
sitivas hacia las mujeres. Dicho programa podría incrementar la em-
patía de los asistentes, lo que se relacionaría positivamente con la 
variable criterio, pero también podría incrementar una actitud de-
fensiva en los varones lo que se relacionaría de forma negativa con la 
actitud que se pretende fomentar, anulando la relación entre la asis-
tencia al programa y la mejora de la actitud.
Si bien lo afirmado por MacKinnon et al. (2000) parece razonable, 
Mathieu, DeShon y Bergh (2008), citando a Hyman (1955), se pre-
guntan qué número de variables deben insertarse y estudiarse entre 
la variable X y la variable Y y, lo que es más relevante, en qué mo-
mento la interpretación de dicha cadena está completa.
Además, puede existir otra circunstancia en la que se requiera del 
estudio del efecto indirecto ya que es posible que el efecto indirecto 
(a*b) y el directo (el denominado c’) se anulen entre sí (Zhao, Lynch 
y Chen, 2010), lo que implica que el valor de a o de b sea negativo 
(partiendo de que c’ es positivo). Es decir, el signo de las relaciones 
entre las variables analizadas puede determinar que el efecto de la 
tercera variable sea de supresión o de mediación.
Una vez establecidos los puntos en común y diferencias entre la 
supresión y la mediación, pasamos a exponer la perspectiva especí-
ficamente SEM de dichos análisis.
Mediación y supresión en SEM
En cuanto a SEM, se trata de una técnica con dos grandes ventajas: 
el número de variables puede incrementarse, lo que permite incluir 
distintos tipos de variables (personales, cognitivas, conductuales y 
sociales) y representar modelos teóricos o aplicados complejos. Así, 
por ejemplo, el trabajo de Vezzali y Giovanni (2012) u otro de Gracia 
y Herrero (2006) incluyen en sus modelos distintos tipos de varia-
bles, desde comunitarias a personales y también cognitivas y socia-
les. Un ejemplo de modelo en el que se incluyen un elevado número 
de variables que desarrollan distintos roles es el programa “Familias 
Unidas” (Prado y Pantin, 2011). Dicho programa pretende reducir las 
desigualdades en la salud en jóvenes hispanos en EE.UU. y específi-
camente intenta prevenir el consumo de alcohol, tabaco, drogas ile-
gales, las conductas sexuales sin protección y la transmisión del VIH. 
Para ello plantea diferentes estrategias (role-playing, grupos de dis-
cusión,  grupos de aprendizaje para los padres o visitas a los hogares 
familiares) que, a su vez, deben tener un efecto en el incremento de 
competencias adquiridas por los padres y madres, la motivación fa-
miliar, el apoyo y cariño de los progenitores hacia la prole, la comu-
nicación entre progenitores e hijos y la percepción de responsabili-
dad y control de los propios progenitores, entre otras.
Otras dos ventajas de los análisis SEM son que se pueden utilizar 
variables latentes que a su vez presentan la ventaja de incorporar el 
error de medida (Oliver, Tomás, Hontangas, Cheyne y Cox, 1999) y 
que se pueden incluir patrones de cambio de las relaciones entre las 
variables a lo largo del tiempo (por ejemplo, Herrero y Gracia, 2007). 
Así, el trabajo de Villareal-González, Sánchez-Sosa, Veiga y Del Moral 
Arroyo (2011) plantea tres tipos de contextos: el familiar, el escolar y 
el comunitario. Cada uno de estos contextos queda recogido en el 
modelo mediante una variable latente compuesta por, al menos, dos 
variables observables. Por ejemplo, el contexto comunitario está for-
mado por dos variables observables denominadas integración comu-
nitaria y participación comunitaria. 
En cuanto al análisis del efecto de mediación, un procedimiento 
muy frecuente es el de Holmbeck (1997). En primer lugar se com-
prueba el ajuste de los modelos X→Y, X→Z y Z→Y (equivalente a los 
pasos 1, 2 y 3; ver tabla 1). A continuación se compara el ajuste del 
modelo restringido X→Z→Y (no incluye las relaciones X→Y) con el 
modelo no restringido X→Z→Y (que incluye los paths directos X→Y). 
Si el ajuste del modelo mejora al incluir los paths directos, se selec-
ciona el segundo. Si los modelos son equivalentes estadísticamente, 
se selecciona el modelo restringido. Ambos modelos deben presentar 
un buen ajuste, no únicamente ajustar mejor que el otro, lo que que-
da indicado por los diversos índices que se utilizan en estos análisis. 
También aquí puede hablarse de un efecto indirecto, el que tiene X 
en Y a través de Z, siendo su cálculo posible desde el modelo restrin-
gido, por lo que no es necesario haber analizado el efecto mediador 
en el sentido ya comentado de Baron y Kenny (1986).
Respecto a la supresión, puede aparecer en los modelos estructu-
rales, en especial si la variable supresora forma parte de una variable 
latente (Maassen y Bakker, 2001). Estos autores, al analizar la supre-
sión en SEM, comparan el valor de las correlaciones previas (bien 
entre variables observables bien entre variables latentes, lo que es 
equivalente a c) con el valor β del modelo no restringido X→Z→Y 
(que incluye los paths directos X→Y), es decir, el valor de c’. Además, 
también puede calcularse el efecto indirecto: Cheung y Lau (2008) 
utilizan un método de cálculo de dicho efecto, aplicable tanto si la 
tercera variable tiene un efecto de la supresión como de mediación.
Ejemplos e interpretación
En la tabla 2 se presentan a modo de ejemplo diferentes valores 
de correlación, así como el efecto de Z. En las situaciones 1 y 2, que 
presentan valores ficticios, puede apreciarse (negrita) que un cambio 
en la relación X-Z hace que el efecto sea bien de supresión (situación 
1) bien de mediación (situación 2). La situación 3, por su parte, per-
tenece a un ejemplo real (Jiménez, Musitu y Murgui, 2005). En dicho 
trabajo, el apoyo social del padre (Z) mediaba la relación entre los 
problemas con la madre (X) y la conducta delictiva (Y). Ahora bien, si 
la correlación X-Y fuera mayor (y se mantuvieran constantes el resto 
de relaciones), el efecto de mediación del apoyo del padre pasaría a 
Tabla 2
Efecto de Z según la variación de las correlaciones entre X, Y, Z.
Situación X-Z (a) Z-Y (b) X-Y (c) βYX.Z (c’) Efecto de Z
1 0,750 0,600 0,300 -0,343 Supresión neta
2 0,450 0,600 0,300 0,038 Mediación
3 -0,491 -0,179 0,133 0,060 Mediación
4 -0,491 -0,179 0,400 0,411 Supresión reciproca
5 0,450 0,600 -0,300 -0,715 Supresión reciproca
6 0,450 -0,600 -0,300 -0,038 Mediación
7 0,450 0,000 0,600 0,752 Supresión clásica
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ser un efecto de supresión recíproca (como queda ejemplificado en 
la situación 4).
En el ejemplo de la situación 5 se ha analizado cómo podría actuar 
el apoyo informal (Z) entre los eventos vitales estresantes (X) y la 
satisfacción con la vida (Y). Así, los eventos vitales presentan una 
relación negativa con la satisfacción (-.30) y positiva con el apoyo 
informal (por ejemplo, a mayores eventos vitales en nuestra vida, 
mayor es el apoyo que recibimos de amigos y familiares) siendo la 
relación apoyo-satisfacción también positiva y elevada (.60). El resul-
tado es que la relación entre la satisfacción y los eventos vitales se 
incrementa hasta -.72. Es destacable que un simple cambio de signo 
en la correlación entre Z e Y implique que el efecto de la tercera va-
riable pase de la mediación a la supresión, como se aprecia en la si-
tuación 6.
En cuanto a la supresión clásica podemos imaginar el siguiente 
caso, ejemplificado en la situación 7. Supongamos que implementa-
mos un programa (centrado en los beneficios de la escuela en los niños 
y el barrio) para aumentar la actitud positiva hacia la escuela (Y) al que 
asisten padres de cierto barrio. Descubrimos que cuanto mayor es la 
asistencia (X), la actitud positiva (Y) presenta valores más elevados y 
se incrementa el conocimiento de los padres sobre la escuela y el tra-
bajo de los profesores (Z). Además, dicho conocimiento y la actitud 
positiva no se relacionan. A partir de ahí, y como queda reflejado en la 
tabla 2, el resultado es que la relación entre la asistencia al programa 
y la actitud positiva pasa de .60 a .75. Así pues, la asistencia al progra-
ma será mucho mejor predictor de la actitud hacia la escuela si se 
tiene en cuenta la relación entre la asistencia y conocimiento de los 
padres sobre la escuela y el trabajo de los profesores.
También en SEM es posible apreciar el efecto de supresión, siem-
pre con ciertas cautelas debido al elevado número de variables y re-
laciones que puede incluir un modelo. Así, el trabajo de Jiménez 
(2011) muestra lo que podría ser un efecto de supresión de las varia-
bles denominadas clima familiar positivo y clima familiar negativo. 
En el modelo se plantea, dentro de los pasos propuestos por Holm-
beck (1997), un modelo estructural indirecto en el que se aprecia que 
el valor β de la relación entre autoestima de protección y consumo de 
sustancias es de -.55. Ahora bien, al introducir (ya en el modelo es-
tructural mediador) la relación entre clima familiar positivo y clima 
familiar negativo con el consumo de sustancias, el valor β de la rela-
ción entre autoestima de protección y consumo de sustancias pasa a 
ser de -.68. También en Sánchez-Sosa, Vilarreal-González, Musitu y 
Martínez (2010), siguiendo a Maassen y Bakker (2001), podemos en-
contrar indicios de un efecto de supresión. En este trabajo se analiza 
la ideación suicida a partir de variables familiares, escolares e indivi-
duales. Así, una de las variables individuales como la autoestima so-
cial presenta con el funcionamiento familiar una relación de .26 (va-
lor r). Dicha relación, ya en el modelo estructural calculado por los 
autores, llega a .34 (valor β).
En cuanto a la interpretación de la mediación y la supresión, res-
pecto de la segunda Cheung y Lau (2008), citando a Tzelgov y Henik 
(1991), presentan la variable supresora como una forma de eliminar 
la varianza irrelevante de la variable criterio. Por su parte, Maassen y 
Bakker (2001) indican que deben interpretarse conjuntamente los β 
tanto de Z como X en la ecuación que incluye ambas (o modelo no 
restringido en SEM). Además, afirman que la supresión supone un 
ajuste en la relación X-Y por medio de la introducción de Z. Parece 
claro que lo dicho por Maassen y Bakker (2001) es también aplicable 
a la mediación, puesto que la relación entre X-Y de la ecuación (o 
modelo restringido) debería también interpretarse teniendo en 
cuenta que ha sido ajustada por la relación Z-Y.
En ambos casos no es necesario que exista la relación previa X-Y 
pues se trata del resultado de la división de las varianzas explicadas 
de unas variables en otras, que puede expresarse como β de signo 
positivo o negativo. Finalmente, el denominado efecto indirecto es la 
proporción de varianza explicada de X en Y a través de Z, lo que su-
cede tanto en mediación como en supresión.
Recomendaciones
Una primera recomendación es conocer exactamente qué es lo 
que se pretende analizar. A partir de la relación entre tres variables 
es posible plantearse el estudio tanto del efecto indirecto como el de 
mediación y el de supresión (algunos otros son posibles, véase Ato y 
Vallejo, 2011). Saber de las características de cada efecto ayuda a 
plantear claramente el objetivo de la investigación. Por ejemplo, Col-
der, Mott, Levy y Flay (2000) estudian el papel tanto de las prácticas 
parentales como de las creencias de los niños sobre la violencia en la 
relación entre la peligrosidad que se atribuye a los vecinos y las con-
ductas agresivas de los niños. Ahora bien, los autores presentan un 
único modelo SEM en el que se han incluido todas las variables, es 
decir, no se comparan las relaciones previas y las posteriores después 
de introducir las variables mediadoras (prácticas parentales y creen-
cias de los niños) si bien se utilizan términos como “hipótesis media-
cional” (p. 91), “modelo mediacional” (p. 94) o “mecanismos media-
cionales” (p. 96). Idéntica precaución debe tenerse al referirse a los 
resultados, pues a menudo se habla de efecto indirecto para referirse 
a distintos paths en secuencia pero sin haberlo calculado ni analizado 
su significación estadística. Obviamente, algunos autores detallan 
cada uno de los pasos y realizan los cálculos complementarios (por 
ejemplo, Eng, Mulsow, Cleveland y Hart, 2009; Gámez-Guadix y Al-
mendros, 2011).
Además, también conviene asignar claramente a cada variable su 
papel en el análisis, es decir, establecer la variable independiente, la 
tercera variable y la variable criterio. Esto es muy importante, dado 
que en la intervención psicosocial puede trabajarse con variables cu-
yas relaciones son bidireccionales y, por tanto, las mismas variables 
pueden presentarse en distinto orden. Se sabe que el modelo X→Z→Y 
es estadísticamente indistinguible del modelo Y→Z→X (MacCallum, 
Wegener, Uchino y Fabrigar, 1993; Stone-Romero y Rosopa, 2004) lo 
que indica que no debe confundirse la mediación estadística con nin-
gún tipo de relación causal. El posible papel de cada variable debería 
ser asignado conforme a los criterios teóricos del investigador, sin 
que debamos limitarnos a “seleccionar variables que probablemente 
tengan una relación similar del predictor con la variable resultado 
(a = b) o una relación algo más fuerte de la variable resultado con el 
predictor para maximizar la potencia del test de mediación” (Frazier 
et al., 2004, p. 127).
Una vez se tiene claro las variables y el tipo de análisis, antes de 
proceder a los análisis de regresión o de SEM es conveniente calcular 
las correlaciones parciales, lo que puede proporcionar una primera 
indicación del rol de la variable (o variables) Z en el modelo o ecua-
ción de regresión. Así, Fuentes, García, Gracia y Lila (2011a; 2011b), 
utilizan la correlación parcial para analizar el papel del autoconcepto 
respecto al ajuste de los adolescentes, papel que no siempre está cla-
ro (Jimenéz, Murgui, Estévez y Musitu, 2007; Jiménez, Musitu y Mur-
gui, 2008). También es recomendable calcular la correlación entre 
factores latentes de un modelo SEM con el fin de comprobar si dicha 
relación se ha incrementado (Maassen y Bakker, 2001) al calcular el 
modelo de ecuaciones.
Parece evidente que cuando los datos no proceden de un diseño 
experimental no debería identificarse la mediación estadística (el 
efecto de mediación) con ningún tipo de mediación causal, como 
tampoco debe hacerse con la supresión. No obstante, que una varia-
ble tenga un efecto mediador o supresor supone grandes diferencias 
a la hora de interpretar su rol entre un conjunto de variables, si bien 
tanto el efecto de mediación como de supresión aportan información 
relevante para el investigador. Además, muy a menudo se contrastan 
modelos teóricos en los que se vincula un elevado número de varia-
bles, pero que no suelen ser explícitos en cuanto a las relaciones es-
tadísticas entre las variables que incluyen (más allá de su signo), por 
lo que tanto un efecto de mediación como de supresión podrían ser 
asumidos teóricamente. Esto es aún más importante en la interven-
ción psicosocial donde, siendo difícil una aplicación experimental, el 
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análisis de las relaciones entre las variables puede proporcionar im-
portantes indicios para la implementación de programas de inter-
vención.
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