Abstract-The method of construction adaptive observers for linear time-varying dynamical systems with one input and an output is offered. Adaptive algorithms for identification are designed. Adaptive algorithms not realized as an adaptive system contains parametric uncertainty (PU). Realized adaptive algorithms of identification parameters system are offered. They on the procedure of the estimation PU and algorithm of signal adaptation are based. The algorithm of velocity change system parameters estimation is proposed. Estimations PU and its misalignments are obtained. Boundedness of trajectories an adaptive system is proved. Exponential stability conditions of the adaptive system are obtained. Iterative procedure of construction a parametric restrictions area is proposed. Simulation results have confirmed the efficiency of the method construction an adaptive observer.
I. INTRODUCTION
Construction of adaptive observers (AO) is one of the rapidly developing areas of control theory. The basis of theory AO for the linear class of dynamic systems has been obtained in the end of past century [1] [2] [3] [4] [5] [6] . The class of the adaptive systems having special identification representation in space "input-exit" has been proposed. Despite this, the research in this area continues. In particular, attempts of construction AO for time-varying plants are made. The majority of the approaches are based on the generalization of the results which are obtained for linear time-invariant dynamic systems.
Problem of combined identification and control of the discrete dynamic system with time-varying parameters is considered in [7] . It is supposed that parameters are piecewise constant, and the modification time is determined by means of the Markov chain. Convergence of adaptive algorithms is proved. The set of criteria allowing minimizing an error of forecasting an output system, is applied to improve efficiency of control. Such approach complicates identification systems. Problem of adaptive identification time-varying nonlinear plant is considered in [8] . It is supposed that the plant state vector is measured and description of a nonlinear part of the system is known. The unknown vector of parameters system approximates Taylor series. The adaptive algorithm of identification is offered. Lüders-Narendra adaptive observer [9] is applied to stabilization of time-varying nonlinear continuous system. Boundedness of trajectories in an adaptive system is proved.
Methods of adaptive control dynamic systems with variable parameters are proposed in [10] . It is supposed that parameters have the restricted velocity of a change. Boundedness of trajectories in an adaptive system is proved. This approach improves the quality of transients in an adaptive system. It on nonlinear time-varying systems can be generalized.
A multidimensional linear time-varying dynamical system is considered in [11] . Matrix state and control has the known function of time. It is supposed that the linear part of the system depends on an unknown parameter vector. The adaptive Kalman filter for a state estimation and system parameters is offered.
Considered methods and algorithms do not allow to ensure the unbiasedness of obtained estimations [12, 13] . Explain it to that the law of a change parameters is unknown. Therefore, the majority of approaches on a quasistationary hypothesis are based.
The solution of the adaptive identification problem time-varying systems is based on application: i) various methods of parameters approximation [8] ; ii) compensating controls [9, 14] . Choice of the reference model in [14] is realized on the basis of the prior information analysis. The law of parameters modification under the priori uncertainty is unknown. Therefore, the object as a system with parametric uncertainty is considered.
AO application for control of the stationary uncertain object is given in [3, 15] . The case when uncertainty is a discrepancy of model to plant (structural disturbances) is studied. Such disturbances are called non-modeling dynamics. Algorithms which ensure robustness to these disturbances are designed.
Integrated algorithms of the identification parameters vector of time-varying linear system are designed in [16] . The law of change unknown parameter drift system is specified as a dynamic system with unknown constant parameter vector. It is specified in the process of adaptation. Dynamic system with a time-varying matrix of a state is considered in [17] . The matrix is specified a priori.
The problem is reduced to identification of unknown constant parameter vector. The adaptive algorithm of tuning is proposed.
So, the problem of identification time-varying systems as before is actual. The problem of ensuring the asymptotic stability of the adaptive system in the output space is not solved. The problem of system identifiability at nonperformance of excitation constancy data condition was not studied.
We for linear time-varying dynamical systems propose a method of construction AO with uncertainty in a loop tuning. Algorithms of tuning parameters AO are developed. The dynamic system for estimation the velocity of system parameters change is proposed. The system parameters are formed in the synthesis process of the estimation system. The algorithm of signal adaptation for compensation of non-modeling dynamics is developed. Boundedness of trajectories adaptive system with AO is proved. Conditions of an exponential stability adaptive system are obtained.
The paper has the following structure. Section 2 contains the problem statement. The design of adaptive algorithms is described in section 3. The Lyapunov functions method is applied to obtaining of adaptive algorithms. Obtained adaptive algorithms are unrealizable. Therefore, we propose dynamic system for change velocity estimation of initial system parameters. It is showed that this system has linear form and depends on an unknown constant vector of parameters. The design of an algorithm for estimation of the unknown constant vector of parameters is given in section 4. Choice of dynamic system parameters for estimation of change parameters velocity of initial system is given in section 5. Properties of the developed adaptive identification system are researched in section 6. The definition method of the guaranteed parameter estimation area AO is described in section 7. It is based on processing of experimental data set in "the vertical direction" (on range), and represents the intellectual procedure of decision-making. 
Assumptions.
A1. The input () rt is a piecewise continuous bounded.
A2. || ( ) ||
A3. The transitive matrix of the system (1) is uniformly restricted on a time.
Apply model to identification of pair  
where
is the Hurwitz matrix of the form 
where (
are vectors of parametric misalignments.
Apply to () yt and () rt auxiliary filters 
Lemma 1.
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Substitute (8) in (7) and obtain (5) . We see from the equation (5) 
Obtain [18] from the condition 0
where 0
is a matrix ensuring convergence of algorithm.
The vector () Dt in (11) specifies the dynamic law of the change parameters system (1) and it is a priori unknown. Therefore, the law (11) is not realized. We will estimate the vector D in the identification process. Write algorithms (10), (11) in the form Dt is estimated on the basis of Kalman filter [12] . We estimate the drift of parameters as a state of some dynamic system. Present the vector () Zt as [18] ( 
is the set of given functions.
So, the law of the change vector () Dt the system (1) is specified on set  . Change () Dt depends on an unknown vector K .
Write adaptive identification algorithms (12), (13) as
We have reduced the identification problem to the definition of the law the estimation vector K .
The criterion () e Vt to synthesize identification algorithm of the vector K does not allow. In the next section, we proposed a method of estimation the vector K . 
Lemma 2.
T kk
where 1, kk pP  is the first element of the vector k P ,
Proof. Consider the first equation of system (2)
Transform it to the form 
1,kk
Subtracting from (20), we obtain (19) . The proof of lemma 2 (see (23)) and (18) gives the following estimates
ˆ() k yt is known for any 0 tt  . Therefore, obtain uncertainty estimation from (26)
Apply the following approach for obtaining
and (18) write in the form
where k uR  is the compensating control. As at the
yt from (28) and obtain the equation for auxiliary error () et
where e y y . 
Then the estimation for
() t  is described with the differential equation
Consider Lyapunov function 
So, the adaptive identification system is described with equations (3), (4), (16), (27), (30) - (32), (34). Remark 1. Approaches based on use of the expanded error [19] , do not allow to form criterion for the estimation function (
. Therefore, we have applied indirect methods to the estimation of uncertainty. We define estimation () t 
VI. PROPERTIES OF ADAPTIVE IDENTIFICATION SYSTEM
We will consider properties of the proposed AO. The system is complex and has several levels. We will apply Lyapunov vector functions method to the proof of the adaptive system stability.
Consider the condition of extreme nondegenerate (the constancy of excitation) vector () Pt [20] . Lemma 3. The estimation for an informational matrix ( ) ( ) (4), (14), (16), (27), (30) - (32), (34) are restricted. Lemma 4.
Proof. Consider function
() Vt  has the form
Obtain from the condition ( ) 0 Vt   adaptation algorithm for the vector () Kt
T kk     . Compare (39) and (19) and obtain assertion of lemma 4.
Lemma 5. 
If the integration step t  is small enough and assumption А1 is fulfilled, then
Determine () Pt from last equation and substitute it in (40). Consider equality (31) and obtain assertion of the lemma 5.
Proof of Theorem 1. Consider Lyapunov function
,
have the form (37). The time derivatives of the function components () Vt described by the equations (9), (33), (38) and
Sum (9) and (38), (33) and (41):
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Determine D  from (36) and substitute it in (42). Apply the lemma 4 to last summand in (43). Then 
Apply (45), (46) and (44) write as
Sum (42), (47) 
where с c
Apply (49), (50) and for V obtain the estimation 
M -property is an indication of constructive completeness the quadratic form ( , ) W Y X . It allows analysis of properties ( , )
W Y X to reduce to the estimation of indexes corresponding M -matrix.
Estimate asymptotic stability of the designed adaptive system. Consider Lyapunov vector function 
Lemma 6. Vector equations system of comparison for () Vt
where 
Proof. We have for the derivative () e
Vt the equation (9) . Write the equations for derivative other elements of the vector () Vt
We obtain from (9), (55) - (57) 
As 2 22 24 e ee
that applies (58), (59) and (56) present in the form
i.e.
Apply the inequality [21] 
. Go now to (57). To obtain K V M , we will suppose that is true
tt  . Apply the approach, stated in § 6.3.1 [20] . Transform 11 24
and transform (66) to the form
Apply the inequality (61) and obtain
Use results § 6.2 [20] and obtain assertion of lemma 6. The comparison system (53) 
components which assume an infinitesimal higher limit; (ii) inequality (62), (64), (65), (67) and vector system of comparison (53), (54) are fair for elements of the vector () Vt . Then the system (3), (4), (14) , (16), (27), (30) - (32) is exponential stable with the estimation 
VII. DOMAIN OF GUARANTEED ESTIMATION
Section 6 contains the properties description of the adaptive identification system. We showed that the system is asymptotically stable. We propose an approach which confirms a boundedness of adaptive system trajectories in parametrical space.
We will describe a method of obtaining the guaranteed parametric estimation domain G A for system (1) . It is based on the processing of set I o in "the vertical direction" (on the range). The idea of the approach is described in [20] . We give its development on the given class of systems.
Remark 4. We use the area designation A G to underline its difference from areas of parametric restrictions of the system (1) 
Next, we consider not all range of values relation B,
Assumption. The set С y is restrictedly
where #C y is cardinality of the set C y .
We associate the relation C y with the set 
The set 
on the segment Here upper index is the iteration number. It specifies that the estimation is determined on the basis of processing the set C y for A k y . So, present the initial estimate 
Other approaches to the formation of the area the guaranteed estimation can be applied. The estimation (77) is the projection of area A G to space R . Design of algorithm the construction set G A in space ( , ) AJ is complicated problem. 
We have performed spectral analysis of the system output (1) for determining of parameters matrix Q in (15) (Fig. 1) Results of modeling the adaptive observer are shown in Fig. 2 -5. Fig. 2 represents the relative forecast error of output (1), Fig. 3 shows results of parameters estimation of the system (1). Tuning of parameters drift the vector ˆ( ) At is shown in Fig. 4 . The We introduce additional criteria of work performance adaptive algorithms. They reflect the effectiveness of tuning parameters 1 a , 2 a the vector ˆ( ) At of model (2) and supplement results in Fig. 6 . Criteria have the form of framework (Fig. 7, 8 So, results of modeling confirm efficiency of the proposed method of the design the adaptive observer.
IX. CONCLUSION
The method of design the adaptive observer for the linear dynamic system with time-varying parameters is proposed. The information on an input and output of a system is accessible. The method of design adaptive algorithms identification on the basis of Lyapunov second method is proposed. Obtained algorithms are not realized as depend on parametric uncertainty. The realized adaptive algorithms of identification parameters the system is developed. They are based on the procedure of the estimation PU and algorithm of signal adaptation. Such approach has allowed us to obtain estimations as for PU, and its misalignments. Boundedness of trajectories of adaptive system is proved. Conditions of the exponential stability adaptive system are obtained. The method of construction the area parametric restriction is proposed under uncertainty. Simulation results have confirmed the performance of the proposed method of synthesis the
