Abstract-Exploration of unknown environments remains one of the fundamental problems of mobile robotics. It is also a prime example for a task that can benefit significantly from multi-robot teams. We present an integrated system for semiautonomous cooperative exploration, augmented by an intuitive user interface for efficient human supervision and control.
I. INTRODUCTION
The task of exploring an unknown environment remains one of the fundamental problems of mobile robotics. While many advances have been made in mechatronics, and the development of remotely controlled and autonomous single robot systems, the development of teams containing multiple autonomous robots is still an open research question.
Using cooperative robot teams for urban search and rescue (exploration and mapping) [1] , space robotics [2] , construction [3] , or other tasks seems intuitively better than using uncoordinated teams or single robots. Using multiple robots has the obvious advantage of allowing more goals to be pursued simultaneously. Additionally, receiving data from multiple robots improves our confidence in the data, and allows the use of heterogeneous sensors (beyond the capacity of a single robot) for confirmation as well as heterogeneous manipulators.
However, until advances in autonomous robots permit effective fully self-governed agents, the human operator cannot be cut out of the loop. Thus, a large number of robots in a team inevitably requires the operator to process more data and issue more commands. Recently, the general trend has shifted from a one-to-one operator robot ratio [4] , [5] , [6] , [7] to one operator supervising and controlling multiple robots [8] , [1] , [9] , [10] , which is also our main focus. This paper presents a modular design for the control of a team of semi-autonomous mobile robots tasked with cooperatively exploring an unknown environment. We have made an effort to combine the state of the art in autonomous robotics with an intuitive centralized operator interface. The Robotics Lab, Dept. of EECS, Jacobs University Bremen (formerly known as International University Bremen), D-28725 Bremen, Germany. http://robotics.jacobs-university.de, a.birk@jacobs-university.de design presented here was implemented by the Jacobs University team that participated in the Rescue Virtual Robots Competition and took second place at RoboCup 2007 and first place at German Open 2008.
The design was tested on simulated robots in the Unified System for Automation and Robot Simulation (USARSim) environment. USARSim is a high fidelity robotics simulator [11] , designed primarily to aid the development of controllers for individual robots as well as robot teams. Implemented on top of Unreal Tournament 2004, it uses the high end Unreal Engine 2 and Karma Physics Engine to accurately model the robots, the environment and interactions between the two. In addition to the simulated environment, the group also has experience with using cooperative real robot teams in USAR scenarios (figure 1) Left: A Jacobs land robot cooperating with an aerial robot at the European Land Robotics Trials (ELROB) 2007 in Monte Ceneri, Switzerland. In this technology evaluation event, the aerial robot has to search for hazard areas like sites of fire in a forest, which the land robot then has to reach. Right: Two Jacobs robots support first responders at ELROB 2007 in the situation assessment after a simulated terrorist attack with NBC substances at a large public event. The two robots are supervised by only a single operator. The robots can operate fully autonomously and perform a coordinated exploration of the area.
The user interface employed in the system was designed to facilitate continuous supervision of the team as a whole, while still retaining the ability to access specific information and sensor data from individual robots. This seems to be contrary to most older approaches in USAR (e.g. [7] ), but has yielded very promising results recently (e.g. [1] , [9] ). Using a map, the location of each participating robot should be easily perceptible, allowing the interface to scale well with the number of robots as previously reported in [9] . Further intervention is possible, including a tele-operation mode. Experience and lessons learned from previous work on user interfaces [12] was factored into the design.
The robots controlled by the user were implemented with the basic tasks of Urban Search and Rescue in mind. The team was to cooperatively explore and map an unknown area with occasional human guidance. Burgard et al [13] proposed a promising approach for goal assignment in the team. In our system, goal points are frontier cells [14] or user selected points of interest. However, Burgard's original approach relies on perfect communication between all robots, which is not a feasible assumption in real world scenarios. Thibodeau et al [15] present a straightforward hierarchical way to organize a group of robots without perfect communication, which we have integrated into our design, extending it to allow for dynamic reallocation of the hierarchy.
In the rest of this paper we describe and evaluate the presented system. The next section details the design decisions. In section 3, we describe metrics for evaluating the performance of the system and the user interface, presenting the results from a preliminary user study. Finally, we provide conclusions and directions for future research in the subsequent section.
II. SYSTEM DESIGN
One of the main shortcomings of multi-robot exploration teams is that the operator has to constantly divide his attention between multiple robots. To counteract that effect, the system operates on two levels of control -a background coordinated autonomy and a foreground human operated system. Thus, if the operator fails to give goal points, the robots do not remain idle, but select goal points autonomously. We will first describe the design of our autonomous agents and then show how the user interface is built.
A. Autonomy
The autonomy of our team is designed with the idea to have it as self-sufficient as possible. To this end, a modular approach is used, shown in figure 2. Each module is easily replaceable, as long as it provides the same functionality, as described in the following subsections: 1) Interface: The Interface module deals with the lowlevel communication between the robot and the controller, allowing flow of sensor data and actuator commands. The Interface module uses a priority based structure for actuator commands, providing for a subsumption-based control architecture.
2) Obstacle Avoidance: This is a low level module which can assume control over the robot to prevent it from bumping into obstacles or other robots. Obstacle avoidance silently monitors the Laser Range Scanner and Sonars of the robot and only takes action when needed. In such cases it takes control of the actuator interface, drives away from the obstacle and releases control.
3) Motion Planning: The Motion Planning module is one of the crucial modules in our system. It provides an interface using which any other module can set a goal position in order to move the robot to that position. For that purpose Harmonic Potential maps [16] are computed. Following the gradient leads the robot to the goal point. The algorithm behind computing the path is based on the theory of Harmonic Potential Functions, which are solutions to Laplace's equation:
With a Taylor series approximation of this equation (from [16] ), we obtain a discrete version of a harmonic function on a grid. Assuming φ(x, y) is a Harmonic Function, it has the following properties:
• φ attains its global maxima on the boundary of its definition space • φ attains its global minima on the boundary of its definition space • The value of φ at any point inside the definition space is equal to the average of the neighboring points • φ is complete -whether or not there is a solution to our problem (i.e. a path from start to goal) will be known The second property ensures the fact that harmonic functions are free of spurious local minima: The function attains its minima only on the boundary of the configuration space, which is one major advantage over other potential fields approaches.
The Harmonic Potential map is only computed in a bounding box that contains the robot and the goal. If a good path can not be found, the boundaries are dynamically grown. This map is updated every time the robot travels a certain distance, as the map itself is likely to change during that time. Priorities are also provided for the goal, thus enabling a few levels of control for the higher level modules and goal overriding.
4) Mapping:
The Mapping module creates a common map for all connected robots. This is of crucial importance, as the Motion Planning module depends on the existence of a map. Individual robots use a particle filter based SLAM implementation [17] to perform localization, but do not render this map, thus decreasing computational load. In order to reduce network traffic and still maintain a common global map, the whole map is not sent over the network for every update. Instead, the latest range scan and the estimated robot pose at the time of the scan are sent. Apart from keeping network traffic at a minimum [18] , [19] , this also allows for easy replacement of the mapping module. Upon receipt of a range scan, it is simply integrated into the common map.
5) Communication:
The next module provides for communication between robots. This module has two main tasks -it builds a spanning tree, in which each robot connects to a leader, and then creates ad-hoc routing for the spanning tree. This module provides a straightforward interface to send, broadcast and receive messages.
6) Coordination: The coordination module is a high-level control module that has two major task -Goal Coordination and Leader Following. Both of these tasks are done in a completely distributed fashion, in order to ensure robustness and scalability.
Goal Coordination is done on a "first come first serve" basis -once a robot determines the best goal that has not been claimed a message to reserve it is broadcasted to all other robots. That ensures no duplication of effort, as multiple robots will not go after the same goal point. The selection of goal points is implemented through frontier exploration, in a similar fashion as described in [13] . First, all cells that are on the border between unoccupied and unexplored space are marked as frontier cells. Then adjacent frontier cells are grouped and the center of the set is marked as the frontier point. For each frontier point a utility is computed, which is the area of unexplored space that is visible from that point (unexplored cells within range of the laser scanner from the center of the frontier). A cost is also computed using simple wave propagation from the current position to the frontier point. The frontier points are sorted accordin g to their utility − cost value. Keeping in mind the specifics of the USAR domain, potential victim locations are also treated as goal points, superceding the importance of frontier points.
The second task of the Coordination module is to provide the Leader Following behavior. On recognizing that the connection to the leader is on the verge of being broken, the goal in the Navigation module is set to the last known position of the leader and a re-computation of the potential map is forced. The priority of this goal is higher than the priorities of frontiers and victims, which ensures that there will be no race conditions between exploration and maintaining the leader relations.
B. Augmented Autonomy
On top of the extensive autonomy system, an operator interface with multiple levels of control was designed. The interaction between the operator and the autonomous features is shown in figure 3 . Based on sensor information and the current map from the robot, the operator chooses if and how to interact with the autonomous functionality. This can be done through overriding the autonomously selected goal, enabling or disabling the obstacle avoidance and giving explicit actuator commands. 
C. Operator Interface
The sensor readings of the robot team are integrated and presented in an organized fashion. A priori and domainspecific data are presented conveniently for review by the operator. Figure 4 presents a screenshot of the interface taken while two robots were exploring the Mapping Test arena from the USARSim RoboCup 2007 Package.
The main area of the interface contains the current common map generated online by the team. The map is overlaid on top of color-coded a priori information, specific to the Virtual Robots competition, but easily extensible to many application domains. The a priori data lets the operator infer what the difficulty of an area is. By convention, yellow represents low difficulty, orange -medium, and red -hard. There can be three types of challenges in the a priori data -communication, mobility and victim identification challenges. The operator can select which type, if any, to display. If none is selected, the main widget will only display the current map, with white indicating free space, blackoccupied, and gray -unknown. Such a map-centric interface was found to facilitate the operator's awareness of location and internal status of the controlled robots [20] .
Other important features on the map are the robots (triangles) as well as the verified and potential victims (blue circles). Those are linked to the two lists on the right that provide various specific options. For example, we found it convenient to change the readings of most of the widgets, depending on what robot is selected in the robot list. Thus, in case of possible failures we can inspect a given robot closely and see if it is unusually pitched, or if the camera sees an object of interest.
While the sensor fusion and efficient presentation of the vast amount of data from the robots were of high priority, our main goal was to provide effective means to control the team. The preferred method to achieve this is through manual entry of goal points. The operator can select a robot at any point in time and set a new goal or override an old one. The path generated by the Navigation module is then displayed on the map and refreshed at each re-computation. This frees the operator from the cumbersome task of selecting waypoints and leaves more time to concentrate on the next robot. Moreover, the background autonomy, namely the coordinated exploration, guarantees that even if the operator is busy Fig. 4 . A snapshot of the Operator interface inspecting data from one robot, none of the other robots will remain idle. Thus, when the operator has to concentrate on one robot, the rest of the team can continue pursuing their tasks, or even find new tasks, while staying comfortably in communication with the operator statio n. We provide two more levels of control for the cases when the operator has to manually maneuver a robot around a difficult obstacle or get it unstuck. Specifically, the Orientation and Speed Controllers and the override Obstacle Avoidance check-box. The first two let the operator give a robot a particular global orientation or speed. The check-box switches off the onboard obstacle avoidance and gives absolute control to the operator and is to be used only in extreme cases.
This interface provides a very intuitive approach to controlling the mobile agents and aims to integrate most of the data before presenting it to the operator. It demonstrates many of the benefits of autonomy, without taking away the power of the operator. In fact, we could use this interface to perform both a completely autonomous exploration run by not interacting with the robots at all, or a completely manual run by taking control of all robots and overriding obstacle avoidance. Therefore, we can compare the efficiency of all these approaches without any reconfiguration of the system.
III. SYSTEM PERFORMANCE A. Performance Metrics
The Virtual Robots Competition, for which this system was developed, is closely related to the RoboCup Rescue Robots league. The motivation behind both is similar -to develop more reliable platforms and systems to perform exploration of an unknown disaster environemnt and localization of any trapped survivors.
The Virtual Robots Competition runs on USARSim, which permits for a cost effective way to develop teams of multiple robots and then migrate the algorithms to the real platforms. Maps from the RoboCup 2006 competition were used to perform sample 10 minute runs of our system. A screenshot of one of the simulated disaster zones, an indoor office environment with multiple rooms and long corridors, is presented in figure 5 .
To compare the performance of the robot team on different runs, similar measures to the ones employed at RoboCup were used. From the maps produced, we measured two major parameters -the explored area and the area cleared of victims. Explored area was calculated as the number of pixels that were seen by the laser range scanners of the robots, converted into square meters. The cleared area, on the other hand is the number of pixels seen by the victim sensor and we feel it gives a more realistic measure of the effectively explored area. Moreover, the cleared area seems to be a more appropriate measure than the number of victims discovered, as those were placed randomly in the environments and discovering them incorporates a great amount of chance.
In order to demostrate the benefits of semi-autonomy, two trained operators (members of the Jacobs University Virtual RoboCup team) drove teams of 2, 3, 4 and 5 robots through modified versions of the RoboCup 2006 arenas (unknown to the operators). The same conditions were replicated for a group of operators without any prior experience with the interface. For each team size a fully autonomous and a fully manual run were recorded as a benchmark.
B. Discussion
The results we obtained from the performance tests are shown in figure 6 for the explored area and in figure 7 for the cleared area. As expected, augmented autonomy performs better then the other two methods. This is especially noticeable when the number of robots in the team increases. Manually controlling many robots requires the operator to split his or her attention and decreases the effectiveness of individual robots, on occasion even decreasing the performance of the team as a whole. The operator-augmented autonomous system avoids these pitfalls by allowing the operator to make high-level decisions, such as manually adding extra goal points, while the background autonomy takes care of the low level navigation without depriving the operator of the option to manually intervene. Figures 6 and 7 also demonstrate that unexperienced operators perform comparably to trained users. A notica ble discrepancy occurs in the performance of all five-robot teams, in different quantities. This is largely due to the high computational load on the simulation environment when such a large number of robots and sensors are operated simultaneously. This degradation of the simulator performance presents a greater obstacle to unexperienced users than to trained operators. Nontheless, even first time users managed to produce excellent maps (fig 8) with significant amounts of explored and cleared areas. In this paper we reviewed a semi-autonomous system, designed to perform the complex tasks of exploration and mapping in Urban Search and Rescue. The experiments performed showed that augmented autonomy multi-robot systems, like the one described, can perform better than both manually controlled and autonomous ones. The increased efficiency of such a system is most readily observed when the number of robots in the team is increased to four and five robots, and we believe the performance benefit will continue to be apparent with further increase in the team size. We also emphasized another key point of designing semiautonomous systems, namely the operator interface. Such interfaces have to be intuitive and easy to learn and use. Thus, we believe that point-and-click interfaces are the best option for controlling multi-robot teams. Most likely, users adapt to such interfaces quickly because of the strong analogies to modern day graphical operating systems.
For future competitions we plan to emphasize the map display even more, integrating more data and allowing for more immediate interaction directly with the map. Additional data displays, such as roll/pitch information, was only accessed in extreme cases, and does not need to be constantly displayed. However, a more detailed and faceted map display would further facilitate the presented ease of use.
Another important research direction is the autonomy behind the interface. We plan to further investigate semiautonomous and also dynamically adjustable autonomous systems and integrate them tightly with a comprehensive user interface.
Jacobs University Bremen has also been very active in the development of physical rescue robots [21] , [22] which were used in the RoboCup Rescue Robots league for some years [23] , [24] , [25] , [26] . The work described here will have a significant impact on the future development of the real rescue robots and their command interfaces as well, with the next logical step being the migration of the described system from simulation to reality.
