The boundary map and the connecting orbits  by Georgescu, Catalin
Topology and its Applications 153 (2006) 3555–3571
www.elsevier.com/locate/topol
The boundary map and the connecting orbits
Catalin Georgescu
Department of Mathematical Sciences, The University of South Dakota, Dakota Hall, 414 East Clark street, Vermillion, SD 57069, USA
Received 4 January 2005; received in revised form 19 March 2006; accepted 19 March 2006
Abstract
The purpose of this article is to show that the image of the homological boundary map attached to a filtration for an attractor–
repeller pair of a smooth flow on a compact manifold is a submodule of the Alexander cohomology of certain order of the
connecting set (some restrictions have to be imposed in order to have a valid argument). In particular, this gives an affirmative
answer to a conjecture in Conley index theory which states that if the boundary map is not zero in two dimensions, the connecting
set cannot be contractible.
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1. The Conley index. Blocks. The connecting set
Suppose Φ(x, t) is a smooth flow defined on a compact manifold M , Φ(x, t) = x · t . A subset S of M is called
invariant for Φ if Φ(S,R) = S. Such an invariant set S is called isolated invariant if there is a compact neighborhood
N of S with the property that the maximal invariant set in N is S. The neighborhood itself is called an isolating
neighborhood and its existence guarantees that S is compact. Describing invariant sets based on an algebraic or a
topological invariant is an old idea which goes back to the works of Poincaré and Morse. Charles Conley introduced
a general approach to this problem based on the notion of index pairs.
Definition 1.1. Let S be an isolated invariant set for a continuous flow Φ in a locally compact metric space M . Then
an index pair is a pair of compact sets (N1,N0) in M such that:
(1) N0 ⊂ N1 and N1 \N0 is a neighborhood of S and S is the maximal invariant set in cl(N1 \N0);
(2) (positive invariance of N0) If x ∈N0 and x · [0, t] ⊂ N1 for some t  0, then x · [0, t] ∈ N0;
(3) (exit set property of N0) If x ∈N1 and x · [0,∞)  N1, then there exists a t  0 with x · [0, t] ⊂ N1 and x · t ∈ N0.
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N1/N0 is independent of the choice of the index pair. The flow defined homotopy between any two index pair is
described by the following:
Theorem 1.2. (Salamon [9]) Suppose (N1,N0) and (N1, N0) are index pairs for the isolated invariant set S. Then
there is a time T  0 such that for all t  T we have:
(a) If γ · [−t, t] ⊂ N1 \N0 ⇒ γ ∈ N1 \ N0;
(b) If γ · [−t, t] ⊂ N1 \ N0 ⇒ γ ∈ N1 \N0.
The maps:
f t :N1/N0 → N1/N0 t  T ,
f t
([x])=
{ [x · 3t] if x · [0,2t] ⊂ N1 \N0, x · [t,3t] ⊂ N1 \ N0,
[N0] otherwise (1.1)
are continuous and they are all homotopy equivalences.
From now on we will denote by CHq(S) the homological Conley index, i.e. CHq(S) = Hq(N1/N0,∗).
An important property that will be used throughout this entire paper is that any index pair (N1,N0) can be assumed
to be regular (by changing, using a Lyapunov function, the original exit set), hence one can assume that the following
map is continuous:
τ :N1 → [0,∞],
τ (x) =
{
sup{t > 0 | x · [0, t] ⊂ N1 \N0} if x ∈ N1 \N0,
0 if x ∈ N0. (1.2)
The proof of this fact can be found in [9]. Also, it is not hard to show that the map τ defined above has the following
property:
Lemma 1.3. If (N1,N0) is a regular index pair and x ∈ N1 \N0 such that T  τ(x) < ∞, then:
τ(x · T ) = τ(x)− T . (1.3)
A block is a particular type of isolating neighborhood. In what follows we will briefly describe the main properties
of blocks. If N is a subset of M , we will denote by O+(x,N) (or O−(x,N)) that component of x · [0,∞] ∩ N
(x · (−∞,0] ∩N respectively) which contains x. For every x in N we denote by O(x,N) =O+(x,N)∪O−(x,N).
Also define:
∣∣O+(x,N)∣∣= sup{t  0 | x · [0, t] ⊂O+(x,N)},∣∣O−(x,N)∣∣= sup{t  0 | x · [−t,0] ⊂O−(x,N)},∣∣O(x,N)∣∣= ∣∣O+(x,N)∣∣+ ∣∣O−(x,N)∣∣. (1.4)
Definition 1.4. (See [8].) A subset B of a compact metric space M is called an isolating block for the continuous flow
Φ if B is closed and there are local sections Σ+ and Σ− such that:
(a) there is a δ > 0 such that if x ∈ Σ+ ∩B then x · (−δ,0)∩B = ∅ and if x ∈ Σ− ∩B then x · (0, δ)∩B = ∅ (such
a δ is called the collar size of the local section);
(b) if x ∈ Θ = BdB \ (Σ+ ∪Σ−), then O(x,B) ⊂ BdB and O(x,B) intersects Σ+ and Σ−; the set Θ is called the
tangent set of the block.
Notice that this definition implies that an orbit in BdB \ (Σ+ ∪Σ−) will intersect Σ+ in backward time and Σ−
in forward time. The following notation is standard in the literature:
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A± = {x ∈ B | ∣∣O±(x,B)∣∣= ∞},
a± = A± ∩ BdB = A± ∩ b±.
In [1] is proved that a± and b± are closed in B , hence compact if we work in a compact manifold. The set b− is called
the exit set and b+ the entrance set. If B is a block for an isolated invariant set S, the pair (B,b−) is an index pair
for S. It is known that if S is an isolated invariant set one can construct a block B in any isolating neighborhood of S
such that S is the maximal invariant set in B . Also, if we assume that M is a compact manifold and the flow is smooth,
B can be chosen to be a compact submanifold of M with dimB = dimM which is smooth except at b+ ∩ b− and that
the subsets b+ and b− are smooth submanifolds of codimension 1 with boundary b+ ∩ b− and BdB = b+ ∪ b− (see
[1,2]). This explains our initial assumptions.
The importance of blocks comes from the two facts: first, the existence of two transformations called squeeze and
shave, which relate any two blocks; secondly, the maps in (1.4) are continuous.
Proposition 1.5. (Montgomery [8]) Let B a block for the isolated invariant set S determined by two local sections
Σ+ and Σ−. Consider U a neighborhood of a± in b± and let Y = b± \U . Then B0 = cl(B \O(Y,B)) is also a block
for which Σ+ and Σ− are local sections. This new block is called a shave of B .
In order to define the second transformation we mentioned above, we need the following:
Lemma 1.6. (Montgomery [8]) Let Σ be a local section with collar size 2δ and let r :Σ → [0,∞) be continuous
such that for any x ∈ Σ we have:
x · [0, r(x)]∩Σ · [−2δ,0)= ∅. (1.5)
Then Σ · r = {x · r(x) | x ∈Σ} is also a section.
Consider then r :b+ → [0,∞) continuous and define:
B+ = {x · t | 0 t  r(x)}. (1.6)
Then we have:
Proposition 1.7. Suppose B+ ⊂ B and BdB ∩ B+ ⊂ b+ ∪ clΘ where Θ is the tangent set of B . Then B1 =
cl(B −B+) is also a block which is said to be a squeeze of B and the set r · b+ is the entrance set for this new block.
Proof. Because B+ ⊂ B and Σ+ of B is a local section, the definition of a local section shows that relation (1.5) is
fulfilled, hence Lemma 1.6 shows that r ·Σ+ is the entrance section for the new block B1. On the other hand, B+ will
intersect b− at most at the Bdb− (if Θ = ∅) and at those points the flow will be externally tangent to the new block
and so b− can be viewed as the new exit section Σ− for the block B1. 
This result is a generalization of the original definition of a squeeze as it appears in Lemma 3.15 from [8]. Notice
that B1 can be written as B1 = B \ {x · t | 0 t < r(x)}. Proposition 1.7 remains valid if one considers “−” instead of
“+”, with
B− = {x · t | −r(x) < t  0}. (1.7)
If r+ squeezes the entire set Θ (Θ = ∅), the new block will have the property b+ ∩ b− = ∅. As a consequence we
obtain:
Corollary 1.8. Suppose r :b± → [0,∞) is continuous such that r(x) = |O±(x,B)| for any x ∈ Bdb±. Then B1 =
cl(B \B±) is a squeeze of B (the sets B± are defined as in (1.6) and (1.7)).
In what follows we will denote by B0 > B the case in which a block B0 is a squeeze of a shave of another block
B (or a finite sequence of such transformations). The importance of these two transformations is reflected by the
following crucial result:
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any collar of b± such that b±0 ⊂ B±. Then the inclusion induced maps:
i :B/b± → B/B± and j :B0/b±0 → B/B±
are homotopy equivalences.
As we already mentioned, the following is true:
Lemma 1.10. (Churchill [1], Montgomery [8]) Suppose B is a block with exit set b− for an isolated invariant set S.
Then the maps defined by (1.4) are continuous. In particular, this shows that (B,b−) defines a regular index pair with
τ = |O+| (τ defined by (1.2)).
We now return our attention to the Conley index. It is clear that only the index itself cannot completely characterize
the invariant set and hence a finer analysis is required. This is done by decomposing the invariant set according to the
following:
Definition 1.11. Suppose S is an isolated invariant set. A compact set A⊂ S is called attractor (repeller) in S if there
exists a neighborhood U of A in S such that ω+(U) = A (ω−(U) = R, respectively). If A is an attractor in S, one can
define the dual repeller R of A in S as:
R = {x ∈ S | ω+(x)∩A= ∅}.
From now on we will refer to the pair (A,R) as an attractor–repeller pair for the invariant set S.
The set of connecting orbits C(A,R) from an attractor A to its dual repeller R is defined as follows:
C(A,R) = {x ∈ S | ω+(x) ⊆ A and ω−(x) ⊆ R}. (1.8)
One can show that S = A ∪R ∪C(A,R) and hence the isolated invariant set decomposes into two isolated invariant
subsets (the attractor and repeller) and the connecting orbits between them.
For an attractor–repeller pair (A,R) corresponding to an isolated invariant set S, one can define a filtration N0 ⊂
N1 ⊂ N2, meaning that (N2,N0) is an index pair for S, (N2,N1) for R and (N1,N0) for A (for details, see [7,9]).
This construction is a particular case of the more general Morse decomposition.
Remark 1.12. According to the proof from [9], one can transform an index pair (N1,N0) into a regular one by
changing, using a specific Lyapunov function, the exit set N0. Using the same procedure, altering first N1 and then
N0, we can choose a filtration in such a way that (N2,N1) and (N2,N0) are both regular.
The existence of the filtration conveys the decomposition of the invariant set into a topological (and algebraic)
information. In particular, the following result is crucial for our approach (and we think for the entire Conley theory):
Theorem 1.13. (Salamon [9]) Suppose N0 ⊂ N1 ⊂ N2 is a filtration for the invariant set S and (N2,N1) is regular.
Then
i :N1/N0 →N2/N0
is a cofibration and hence the following sequence of pointed spaces is coexact:
N1/N0
i−→N2/N0 p−→N2/N1 δ−→ ΣN1/N0 Σi−→ · · · . (1.9)
If τR :N2 → [0,∞] is the map defined by (1.2) for the pair (N2,N1), then the map δ is defined as follows:
δ[x] =
{ [x · τR(x),1 − τR(x)] if 0 τR(x) 1,
[N0 × 0] if 1 τR(x)∞. (1.10)
The map δ is called the boundary map for the attractor–repeller pair (A,R) of the invariant set S.
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independent of the filtration. Implicitly, the boundary map will induce a morphism between the connected simple
systems for the repeller and suspension of the attractor which is independent of the choice of the filtration.
The coexact sequence above induces in homology the following long exact sequence:
· · · δq+1−→ CHq(A) iq−→ CHq(S) pq−→ CHq(R) δq−→ CHq−1(A) iq−1−→ · · · (1.11)
(see [10] for a proof of this fact, which is not entirely obvious from 1.9). The maps δq are called generically the
homological boundary map and we will denote them simply by δ∗. The importance of this map lies on the fact that if
δq is not zero for some q , then C(A,R) is not empty, hence proves to be an important tool in detection of connecting
orbits and it is a legitimate question to find a relation between this map and the homology of the connecting set, which
is exactly the purpose of this paper. Unfortunately, the converse of this statement is not true and what Conley theory
can say in this case is still largely an unsolved problem (see also [5] for other details).
Finally, we will define the connecting set. Suppose S is an isolated invariant set and N0 ⊂ N1 ⊂ N2 is a filtration
for an attractor–repeller pair (A,R) in S. Because N2 \ N1 is an isolating neighborhood for R, there is a block Br
inside this set with a corresponding a−r .
Definition 1.14. The set Ir = C(A,R)∩ a−r is called the connecting set attached to the block Br .
Proposition 1.15. If Br and Br ′ are two blocks contained in N2 \N1, the connecting sets Ir and Ir ′ are homeomorphic.
Proof. Br ∩Br ′ is an isolating neighborhood for R, hence it contains another block Br ′′ . Then there are flow defined
homeomorphisms between ar ′′ and ar , ar ′′ and ar ′ respectively (see [1, Lemma 4.1]), which will define homeomor-
phisms φ between Ir ′′ and Ir , and ψ between Ir and Ir ′ . Then take φ ◦ψ−1. 
This proposition shows that the connecting set is independent of the block, so from now on we simply use the
notation I for the connecting set. Also we will simply denote by a−2 (the index 2 because it belongs to N2) the set a−
of any arbitrary block chosen as above (unless stated otherwise), since it is known that they are all homeomorphic.
2. The main result. Consequences
The goal of this paper is to show the following:
Theorem 2.1. Suppose (A,R) is an attractor–repeller pair for an isolated invariant set S of a smooth flow in a
compact manifold and I is the set of connecting orbits. Assume that a−2 is an ANR. Then, for any q  1, the following
diagram is commutative:
CHq(R) δ∗
α∗
CHq−1(A)
Hq−1(a−2 , a
−
2 \ I )
β∗
(2.1)
In what follows we will derive some consequences of the above result. Recall that manifolds are ANRs.
Definition 2.2. If one can choose a−2 such that it is a Z or Z2 orientable manifold (with boundary) of dimension n
and if I does not belong to the Bda−2 we will say that the isolated invariant set S is regular. In what follows we will
denote by d the number n+ 1.
Then Alexander duality and diagram from (2.1) give:
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CHq(R) δ∗
p∗
CHq−1(A)
Hd−q(I )
δ¯∗
(2.2)
Here H ∗ stands for the Alexander–Spanier cohomology with coefficients in Z or Z2, depending on the orientability
of a−2 .
Corollary 2.4. If S is regular, then for any q  0 there is a monomorphism:
Im δq ↪→ Hd−q(I ). (2.3)
From this result we obtain:
Corollary 2.5. Assume S is regular and that δ∗ is nonzero in at least two dimensions. Then I cannot be contractible.
For example, assume that we have in plane two periodic orbits, one forming the repeller and the other one
being the attractor. We have that CHq(S) = 0 for any q , CH2(R) = CH1(R) = Z and zero otherwise and
CH1(A) = CH0(A) = Z and zero otherwise. In this case a−2 is the disjoint union of two circles hence n = 1 and
so d = 2. The exact sequence (1.11) shows that δ2 and δ1 are isomorphisms and hence Im δ2 = Im δ1 = Z, so Z is a
submodule of H 0(I ) and H 1(I ). In fact I is in this case a circle.
An example of S which is not regular is given by the system:{
x˙ = x2 − xy + x,
y˙ = y2 − x2 − y.
There is one equilibrium at (0,0) which is a saddle (the attractor) and another equilibrium at (0,1) which has as unsta-
ble manifold the y-axis and a central manifold (the repeller). The y-axis is invariant. In this case a−2 is homeomorphic
with a semicircle and I is formed by one point (one of the intersections of a−2 with y-axis) which is on the boundary
of a−2 . It easy to see that Hq(a
−
2 , a
−
2 \ I ) = 0 for any q (which implies that the boundary map is zero). But the Alexan-
der duality theorem cannot be applied, in fact H 0(I ) = Z. Hence Theorem 2.3 cannot be applied in this case, but, of
course, the more general result of Theorem 2.1 remains valid.
One can also derive some Morse-type inequalities. If M is an abelian group, we will denote by |M| its rank. Recall
that any finitely generated abelian group has finite rank. Then we have:
Corollary 2.6. Assume S is an isolated invariant set of a smooth flow on a compact manifold and (A,R) is an
attractor–repeller pair for S such that CH∗(A), CH∗(R) are finitely generated. Then CH∗(S) is also finitely generated.
Consider bq = |CHq(A)| + |CHq(R)| − |CHq(S)| for all q  0. Then:∣∣Hq(a−2 , a−2 \ I)∣∣ bq − bq−1 + · · · ± b0. (2.4)
Proof. Using (1.11) we can construct the short exact sequence:
0 → CHq(A)/ Im δq+1 → CHq(S) → ker δq → 0.
Since subgroups and quotient groups of finite rank groups have finite rank, the first part of the corollary follows. It
also implies that:
| Im δq+1| + | Im δq | = bq.
The main theorem shows that | Im δq+1|  |Hq(a−2 , a−2 \ I )|. From this, since implicitly from (1.11) we have that
δ0 = 0, a simple computation proves inequality (2.4). 
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This section deals with the topological aspect of the proof of the main theorem. Consider N0 ⊂ N1 ⊂ N2 a filtration
for the attractor–repeller pair (A,R) for the invariant set S of a smooth flow Φ(x, t) on a manifold M . From the
definition of index pair and the fact that any isolating neighborhood contains a block, there is a block B included in
N2 \ N1. This block determines a new index pair (B,b−) for S. We can then apply Theorem 1.2 with (N1,N0) =
(B,b−) and (N1, N0) = (N2,N1). Because a) from this theorem is automatically fulfilled (B ⊂ N2), we conclude
from relation (1.1) that there is a time T  0 such that for any t  T we have:
x · [−t, t] ⊂ N2 \N1 ⇒ x ∈ B \ b− (3.1)
and there is a homotopy equivalence f t :B/b− → N2/N1 such that:
f t
([x])=
{ [x · 3t] if x ∈ V,
[N1] otherwise (3.2)
where [x] denotes the equivalence class of x in the quotient N2/N1 and
V = {x ∈ B | x · [0,2t] ⊂ B \ b−, x · [t,3t] ⊂ N2 \N1}. (3.3)
The entire approach is called the localization (procedure) due to the fact that from the whole space N2/N1, only a
part of it is taken nontrivially into the suspension of N1/N0. This part will be called the essential part of the boundary
map. The first step will clarify the structure of the set V , precisely that its closure is a block (Lemma 3.2). The second
step describes the essential part of the boundary map. The last step of the procedure pushes, using the flow, the image
of δ such that, again, only on a neighborhood of the connecting set the map δ is not trivial. Hence, roughly speaking,
in order to describe the boundary map, it is enough to localize the analysis to a neighborhood of connecting orbits.
Assume t  T is fixed and that a− = ∅.
Step 1. The description of V
Consider first the set V1 = {x ∈ B | x · [0,2t] ⊂ B \ b−}. We can obtain V1 from the original block using Mont-
gomery’s transformations. Indeed, take U1 = {x ∈ b− | |O−(x,B)| > 2t}. Continuity of |O−(·,B)| for blocks and the
fact that the function is equal to infinity on a− show that U1 is a neighborhood of a− in b−.
If we define Y1 = b− \ U1, the set B1 = cl(B \O−(Y1,B)) is a shave of B . In the case Y1 = ∅ we will consider
B1 = B (this is the case, for example, if R is a repelling fixed point). On the other hand, if there are points x ∈ b−
such that |O−(x,B)| 2t , then:
Bdb−1 = BdU1 ⊂
{
x ∈ b− | ∣∣O−(x,B)∣∣= 2t}. (3.4)
We should mention that Bd means the relative boundary in b−. Consider next the squeeze determined by:
r :b−1 → [0,∞], r(x) = 2t = constant.
In this way we construct a collar of b−1 :
B−1 = {x · s | −2t  s  0}.
Define B2 = cl(B1 \ B−1 ) = B1 \ {x · s | −2t < s  0}. If Y1 was empty, then b−1 = b− and B−1 ∩ b+ = ∅, because if
x ∈ B−1 ∩ b+ we have that |O+(x,B)| < 2t , and if we take y in O+(x,B)∩ b−, we will have |O−(y,B)| < 2t which
contradicts Y1 = ∅. Hence B−1 ∩ BdB ⊂ b−1 ∪ Θ (where Θ is the tangent part of B) and then, using Lemma 1.7, we
obtain that B2 is a block. If Y1 = ∅, relation (3.4) shows that r|Bdb−1 = |O
−(x,B)| so Corollary 1.8 can be applied to
reach the same conclusion. Notice also that because b−2 is obtained from b
−
1 by flowing backwards for time 2t , we
have:
b−2 =
{
x ∈ B | x · [0,2t)⊂ B \ b−, x · 2t ∈ b−}. (3.5)
Now we can prove that:
Lemma 3.1. clV1 = B2.
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To prove the other inclusion, consider first x ∈ B2 \ b−2 . Then the positive orbit through x either remains in B2 and
in this case obviously |O+(x,B)| > 2t or, if it exits, it will intersect b−2 and then (3.5) shows that |O+(x,B)| > 2t .
Hence x · [0,2t] ⊂ B \ b− and so x ∈ V1. Assume now that x ∈ b−2 . We distinguish two cases:
(a) x ∈ IntB . Choose U an arbitrary neighborhood of x in B . There is an α > 0 such that x · (−α,α) ⊂ U due to the
fact that Φ is a flow. Also, b− being the exit set for B , there is ε > 0 such that x · 2t · t1 /∈ B for all 0 < t1 < ε. Hence
if we choose 0 < α1 < min{α, ε}, y = x · α1 will have the property that y ∈ U and y · 2t /∈ V1. Thus we proved that
U ∩ (B \V1) = ∅. On the other hand, any y ∈ x · (−ε,0) is in V1 so U ∩V1 = ∅ too. These show that x ∈ BdV1 ⊂ clV1.
(b) x ∈ BdB . Because x cannot be in the tangent part Θ of B due to the shaving done to obtain B1, and cannot be
in b− due to the squeezing which produced B2, we conclude that x ∈ b−2 ∩ b+ ( a “corner” for B2). Hence x belongs
to the Bdb−2 and then every neighborhood U of x in B will intersect b
−
2 in some interior point x¯ of b
−
2 (the induced
topology from B2 is assumed here) which will also be in the interior of B and then, as in part (a), we can conclude
that x ∈ BdV1 ⊂ clV1.
Cases (a) and (b) show that b−2 ⊂ clV1. Combined with the analysis done at the beginning of the proof, we can
conclude that B2 ⊂ clV1 which proves lemma. 
Recall (see Remark 1.12) that the index pair (N2,N1) can be chosen to be regular, hence one can assume that the
following map is continuous:
τR :N2 → [0,∞],
τR(x) =
{
sup{t > 0 | x · [0, t] ⊂ N2 \N1} if x ∈ N2 \ N1,
0 if x ∈ N1. (3.6)
Notice that if x ∈ b−2 , x · [0,3t] is not contained in N2 \ N1. Indeed, (3.5) shows that y = x · 2t ∈ b− ⊂ B . Then
x · [0,3t] ⊂ N2 \N1 implies that y · [−t, t] ⊂ N2 \N1 and (3.1) would imply y ∈ B \ b−. This argument proves that
for x ∈ b−2 , 0 < τR(x) < 3t .
To describe V we will apply the same strategy we used for V1. Precisely, let us consider:
U2 =
{
x ∈ b−2 | 3t < τR(x)+
∣∣O−(x,B2)∣∣}.
Because both τR(x) and |O−(x,B2)| are continuous, U2 will be a neighborhood of a−2 (U2 exists since |O−(a−2 ,B)| =∞).
Now consider the shave B3 = cl(B2 \ O(Y2,B2)) with Y2 = b−2 \ U2. As was the case with Y1, Y2 can also be
empty and in this case we consider B3 = B2. Otherwise, the points on the boundary of b−3 will have the property that|O−(x, b2)| = 3t − τR(x). Finally, consider the squeeze of B3 to B4 given by:
r :b−3 → [0,∞), r(x) = 3t − τR(x).
Then a similar argument to the one in the proof of Lemma 3.1 shows that:
Lemma 3.2. B4 is a block, clV = B4 and b−4 = {x ∈ B2 | τR(x) = 3t}.
Notice that b−4 does not necessarily contain all points in B having τR(x) = 3t , but also those for which x · [0,2t] ⊂
B \ b− is valid.
Step 2. The essential part of δ
The main difficulty in relating the boundary map and the connecting orbits comes from the fact that there might be
orbits in N2 which go to the attractor, but are not connecting orbits (for example the case of a repeller and a saddle in
plane). We will see at the end that, with some assumptions on a−2 , these orbits are not counted by δ.
We will first construct a set K such that the boundary map is not trivial only on K . Let us define:
K4 =
{
x ∈ B4 | 0
∣∣O+(x,B4)∣∣ 1}. (3.7)
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with the property:
sup
x∈b−4
∣∣O+(x,B)∣∣= α. (3.8)
Then choose a neighborhood U of a− in b− such that:∣∣O−(U,B)∣∣> α + 1. (3.9)
The open set U (rel.b−) exists due to the continuity of |O−(x,B)| on b− and the fact that U ⊃ a− = ∅. The possibility
U = b− is not excluded. Denote by:
K = cl(O−(U,B))∩K4. (3.10)
Then:
Lemma 3.3. If x ∈ b−4 ∩K , |O−(x,K)| = 1.
Proof. Take β = |O−(x,K4)| and z = x · (−β). Relation (3.7), which defines K4, shows that 0 β  1. Assume that
β < 1. If this is the case, z has to be in b+, otherwise there is 0 < ε < 1 − β such that z · [−ε,0] ⊂ B4 and then from
Lemma 1.3 we have that:∣∣O+(z · (−ε),B4)∣∣= ∣∣O+(z,B4)∣∣+ ε = β + ε < 1.
This implies z · (−ε) ∈ K4 which contradicts the choice of β .
Because z belongs to cl(O−(U,B)) and z is in b+, from (3.9) we have that |O+(z,B)| α + 1. Then using (3.20)
from the appendix to this section with B0 = B4 (we proved in step 1 that B4 is obtained from B as a sequence of
shavings and squeezing, see Lemma 3.2),
α + 1 ∣∣O+(z,B)∣∣= ∣∣O+(z,B4)∣∣+ ∣∣O+(z,B \B4)∣∣
= β + ∣∣O+(z,B \B4)∣∣ β + α < 1 + α,
contradiction (here we used also relation (3.8)). 
The set K has in fact a simpler description:
Lemma 3.4. K is homeomorphic to clU × [0,1].
Proof. First we will show that clU ⊂ U1 and that the negative orbits of points in clU will also intersect b−2 in a
subset of U2. To accomplish this, consider z ∈ b−4 and y =O+(z,B2) ∩ b−2 . Because B2 > B we will also have y =
O+(z,B)∩ b−2 . Then y = z · (3t − τR(y)), because B4 was obtained from B2 using a squeeze defined by 3t − τR(y).
Also b−2 is obtained by a (−2t) squeeze from b−. These two imply that:∣∣O+(z,B4)∣∣= 2t + (3t − τR(y))
and (3.8) shows that:
α  2t + (3t − τR(y)) with 3t − τR(y) > 0. (3.11)
Now consider x in clU . If x were not in U1 also, from the definition of U1 we would have that |O−(x,B)| 2t .
On the other hand, (3.9) shows that |O−(x,B)| α + 1 so we obtain that α + 1 2t which contradicts (3.11). Hence
clU ⊂ U1.
A similar argument shows that clO−(U,B) ∩ b−2 ⊂ U2. Indeed, if one considers x ∈ clO−(U,B) ∩ b−2 and not
in U2, the definition of U2 shows that |O−(x,B2)| = |O−(x,B)| 3t − τR(x). Then, if z =O+(x,B)∩U , we have:
α + 1 ∣∣O−(z,B)∣∣= 2t + ∣∣O−(x,B)∣∣ 2t + (3t − τR(x)),
again contradicting (3.11).
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We can define a map:
Ψ : clU → b−4 ∩K,
Ψ (x) = Φ(x,−(2t + 3t − τR(y)))= Φ(x,−(3t − τR(x))),
where y = O−(x,B) ∩ b−2 and where we used Lemma 1.3 to replace τR(y) by τR(x) + 2t .Ψ is continuous and
bijective, clU is compact and b−4 ∩ K is Hausdorff, hence Ψ is a homeomorphism. Then Lemma 3.3 allows us to
define the homeomorphism:
Ψ : (b−4 ∩K)× [0,1] →K,
Ψ (x, t) = x · (−t). 
Now consider the shave of B determined by U :
BU = cl
(
B \O(b− \U,B)).
For this new block the exit set will be b−U = clU ⊂ b−.
We can then apply Theorem 1.9 choosing the collar B− = b− for b− and B−U to conclude the existence of a
homotopy equivalence:
BU/b
−
U
i B/b−.
Define then the following composition (where all spaces are pointed topological spaces and  means homotopy
equivalence):
δ1 :BU/b
−
U
i B/b− f
t
 N2/N1 δ−→ ΣN1/N0. (3.12)
In what will follow we will denote by Kτ each slice of K diffeomorphic to clU × {τ }, hence any point x in K can be
written as x = (x1, τ ) where x1 is the intersection of the orbit passing through x with b−4 . Then we have:
Lemma 3.5.
δ1
([x])=
{ [x · τR(x),1 − τ ] if x = (x1, τ ) ∈K,
[N0 × 0] otherwise. (3.13)
Proof. If [x] ∈ BU/b−U \ B4, then f t ([x]) = [N1], hence τR(f t [x]) = 0. Then δ1([x]) = δ(f t [x]) = [f t [x] ·
τR(f
t [x]),1 − τR(f t [x])] = [f t [x],1] = [N0 × 0], according to the identification done when taking the suspension
of N1/N0.
If [x] ∈ B4 \K , then f t ([x]) = [x ·3t] and τR(f t [x]) = τR(x ·3t)= τR(x)−3t . In this case, from the construction
of K , we have that |O+(x,B4)| > 1. Then Lemma 3.2 shows that τR(x) > 3t + 1, hence τR(x · 3t) > 1 so δ1([x]) =
[N0 × 0] from the definition of δ as it appears in relation (1.10).
If x ∈Kτ , there is x1 ∈ b−4 such that x = x1 · (−τ) and then τR(f t [x]) = τR(x1 · (3t − τ)) = τR(x1)− (3t − τ)= τ .
So for x = (x1, τ ) ∈K we have that:
δ1
([x])= δ(f t [x])= [f t [x] · τR(f t([x])),1 − τR(f t([x]))]
= [(x · 3t) · τR(x · 3t),1 − τ ].
Because x and x · 3t are on the same orbit, the conclusion of the lemma follows. 
If B ′U denotes the collar of b
−
U determined by the backward orbits passing through b
−
U until they reach K0, and if
we define:
L = BU \
(
B ′U ∪
⋃
Kτ
)
, (3.14)0τ<1
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BU/b
−
U
i′ BU/B ′U
and a projection:
pU :BU/B
′
U → (BU/B ′U)/L. (3.15)
Definition 3.6. Suppose ξ is an n-plane bundle over a compact space B . The Thom space is the one point compactifi-
cation of the total space E(ξ).
Notice now that Lemma 3.4 shows that (BU/B ′U)/L is just the one point compactification of the trivial bundle
clU × (0,1), where (x,0) and (x,1) are identified with the point [B ′U ]. For this reason, in what follows we will
denote this space by T (U), which is viewed as a pointed space.
Because we showed that δ1 takes all points in BU to a point except the points in Kτ with 0 < τ < 1, one can define
δU to be the restriction of δ1 to
⋃
0τ<1 Kτ and δU (K0) = δ(K1) = [b−U ].
We can summarize the results of the first two steps of the procedure in the following:
Theorem 3.7. Suppose (B,b−) is a block for the repeller R. Then there is a neighborhood U of a− such that if
(BU ,b
−
U) is the shave of (B,b−) using U , the following diagram is commutative:
BU/b
−
U  N2/N1 δ
kU
ΣN1/N0
T (clU)
δU
(where  symbolizes the homotopy equivalence f t ◦ i (see (3.12)) and kU = pU ◦ i′).
The map δU is defined by:
δU (x) =
[
x · τR(x),1 − τ
]
if x = (x1, τ ) ∈ Kτ . (3.16)
Notice that the image of the point x to which the fibers of clU × [0,1] are identified in T (clU) is [x,0] (or [x,1])
which represents the point [N0 × 0] in ΣN1/N0, hence δU is indeed a map between pointed spaces.
Step 3. Pushing the image of δ using the flow
This step is different from the first two. In those we were concerned with extracting the essential information
carried by the boundary map from the repeller, here we will analyze the image of δ (precisely of δU ). The idea is to
take in a−2 a neighborhood of I and to move, using the flow, everything outside this neighborhood to [N0 × 0]. There
is a major obstacle though: there might be orbits in U which are not connecting orbits, but still going to the attractor.
If there are such orbits, there is no way we can pass beyond a−2 . Fortunately, with some extra assumptions on a
−
2 ,
we will be able to complete a limit process, so when we will transform all the diagrams (like the one given by the
Theorem 3.7) to homology, this case will be avoided.
Using Remark 1.12 we can assume that the pair (N2,N0) is regular, hence the map τ :N2 → [0,∞] defined as
in (1.2) for the pair (N2,N0) is continuous.
Suppose V is the set of all neighborhoods of I in a−2 which is endowed with the partial order ≺ induced by inclusion
(i.e. V  V1 means V ⊃ V1). Define:
Wn =
{
x ∈ a−2 | τ(x) > n
}
n ∈ N.
Lemma 3.8. Wn is a neighborhood of I and the subset {Wn}n is cofinal in the set V .
Proof. If xm ∈ a−2 \ Wn converges to some x0, we have that x0 ∈ a−2 because a−2 is compact and we also have that
τ(x0) n because τ(xm) n and because τ is continuous. So a− \Wn is closed in a− and I ∈Wn because τ |I = ∞.2 2
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with xn /∈ W . Because xn ∈ a−2 (which is compact), xn will have a convergent subsequence which we will denote
for simplicity also by xn. If xn → x0, τ(x0) = ∞ since τ(xn) > n and hence x0 ∈ I . But x0 cannot be in W , which
is open, because that would imply the existence of a neighborhood of x0 in W which will contain some xn and so
I  W , a contradiction. 
Denote by jU the inclusion:
jU :
(
T (a−2 ),P
)→ (T (clU),P )
where P is the point at infinity and define the map:
φn : (ΣN1/N0,∗) → (ΣN1/N0,∗),
φn :
([x, τ ])= [x · n, τ ].
Continuity of φn comes from the continuity of the flow. If
fn = φn ◦ δU ◦ jU ,
then we have:
Theorem 3.9. The map fn is homotopic to δU ◦ jU and takes T (a−2 \Wn) into [N0 × [0,1]] = ∗.
Proof. From relation (3.16) we have that:
fn(x) =
{ [x · τR(x) · n,1 − τ ] if 0 < τ < 1,
[N0 × 0] if τ = 0 or τ = 1.
Then the homotopy we are looking for is defined by:
Ft :
(
T (a−2 ),P
)× [0, n] → (ΣN1/N0,∗),
Ft (x) =
{ [x · τR(x) · t,1 − τ ] if 0 < τ < 1,
[N0 × 0] if τ = 0 or τ = 1.
For the second part of the theorem, notice that if x ∈ a−2 \Wn, τ(x) n and hence τR(x)+n τ(x) so x ·τR(x) · t ∈N0
for some 0 t  n, which implies the conclusion. 
If pn is the natural inclusion:
pn :
(
T (a−2 ),P
)→ (T (a−2 ), T (a−2 \Wn)),
the previous theorem allows us to define a map βn which is just fn defined for the pair (T (a−2 ), T (a−2 \ Wn)) (here
T (a−2 \Wn) is not considered to be a pointed space). We obtain in this way the diagram:
(T (clU),P ) δU (ΣN1/N0,∗)
(T (a−2 ),P )
jU
fn
pn
(T (a−2 ), T (a
−
2 \Wn))
βn (3.17)
This is not exactly a commutative diagram since δU ◦jU is only homotopic to fn, but the lower triangle is commutative
because fn = βn ◦ pn by construction.
Appendix
We derive here a formula that was used in the above arguments. If B0 ⊂ B are two blocks, an orbit segment in
B might enter, leave and reenter in B0 before leaving B . But if B0 > B this is not possible. Precisely, Montgomery
proved that:
if B0 >B, O±(x,B)∩B0 =O±(x,B0). (3.18)
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every t > 0 such that y · (0, t) ⊂ B , y · (0, t) ⊂ B \B0 (y · (0, t) cannot intersect B0 because that would imply
O+(y,B0) = {y} =O+(y,B)∩B0). Taking supremum over t we get:∣∣O+(x,B \B0)∣∣= ∣∣O+(y,B \B0)∣∣= ∣∣O+(y,B)∣∣. (3.19)
Then from Lemma 1.3 we have that:
∣∣O+(y,B)∣∣= ∣∣O+(x · T ,B)
∣∣∣∣= ∣∣O+(x,B)∣∣− T
= ∣∣O+(x,B)∣∣− ∣∣O+(x,B0)∣∣.
So (3.19) implies that:
Lemma 3.10. If B0 >B , the following relation is valid:∣∣O+(x,B)∣∣= ∣∣O+(x,B0)∣∣+ ∣∣O+(y,B)∣∣, (3.20)
where x ∈ B0 with |O+(x,B0)| = T < ∞ and y = x · T .
4. Some algebraic results
The second stage of the proof requires some results of algebraic nature which we will present in this section.
First, we have to compute the homology of the Thom spaces encountered. Even in the far more general case of a
vector bundle, this is known from R. Thom’s work on bordism (the reader might want to consult [6] for a detailed
presentation). We will just need the following:
Lemma 4.1. Assume X is a Hausdorff space and the space T (X) is obtained from X × [0,1] by identifying X × 0
and X × 1 to a point P . Then:
Hk+1
(
T (X),P
)≈ Hk(X) k  0. (4.1)
The relative version of this result is:
Lemma 4.2. Suppose X is a Hausdorff space and A is a Hausdorff topological subspace of it. If T (X) and T (A) are
defined as in Lemma 4.1, then we have:
Hq+1
(
T (X),T (A)
)≈ Hq(X,A) (4.2)
for all q  0.
Proof. Consider
T +(X) = {[x, t] | x ∈X, 1/2 t  1},
T −(X) = {[x, t] | x ∈X, 0 t  1/2}
and similar definitions for T +(A) and T −(A). Since all these sets are closed in the topology of T (X), we can apply
the Mayer–Vietoris sequence:
· · · → Hq
(
T +(X)∩ T −(X),T +(A)∩ T −(A))
→ Hq
(
T +(X),T +(A)
)⊕Hq(T −(X),T −(A))
→ Hq
(
T +(X)∪ T −(X),T +(A)∪ T −(A))→ ·· · . (4.3)
Notice that T ±(X) and T ±(A) are contractible sets. Also, T +(X)∩ T −(X)= X ∪P and T +(A)∩ T −(A) = A∪P .
Hence the sequence defined by (4.3) becomes:
· · · → Hq(X ∪ P,A∪ P) → Hq(P,P )⊕Hq(P,P ) → Hq
(
T (X),T (A)
)→ ·· ·
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Hq(X ∪ P,A∪ P) ≈ Hq+1
(
T (X),T (A)
)
.
Now excise P from the left-hand side of the above isomorphism to get the conclusion of this lemma. 
Secondly, as it will become clearer later, we will take some direct and inverse limits in homology. In order to
make sure that the commutativity of the diagrams that will be involved is maintained, we will need the following two
lemmas:
Lemma 4.3. Assume (I,≺) is a direct set and (Mi)i∈I is a family of modules over a ring R with φi′,i :Mi → Mi′
the connecting homomorphisms (i ≺ i′). Denote by M the direct limit of this set of modules, i.e. M = lim−→Mi and by
φi :Mi → M the homomorphisms generated by M . Suppose A and B are R − modules and that for each i ∈ I the
following diagram is commutative:
A
αi
f
B
Mi
βi
(4.4)
where f , αi and βi are homomorphisms between corresponding modules.
Assume also that the following diagrams are commutative:
Mi
φi′,i
Mi′
A
αi αi′
Mi
φi′,i
βi
Mi′
βi′
B
(4.5)
Then there are two homomorphisms α and β such that the following diagram is also commutative:
A
f
α
B
M
β
(4.6)
Moreover, α = φi ◦ αi for any i.
Proof. From the universal property of the direct limit and the second diagram in (4.5), there is a morphism β making
for any i the following diagram commutative:
Mi
βi
φi
B
M
β
(4.7)
Consider now the direct system of modules Ai = A, Ai id→ Ai′ (id meaning identity) and the morphisms Ai φi◦αi−→ M .
Notice that for i  i′ we have, using the first diagram in (4.5), that: φi′ ◦ αi′ ◦ id = φi′ ◦ φi′,i ◦ αi = φi ◦ αi because M
is the direct limit of the system Mi . Hence if we apply again the universal property for the system {Ai}i∈I with the
obvious limit A, we obtain the existence of a morphism α such that the following diagram is commutative:
Ai
φi◦αi
id
M
A
α
(4.8)
Then diagrams from (4.5), (4.7) and (4.7) show that β ◦ α = β ◦ α ◦ id = β ◦ φi ◦ αi = βi ◦ αi = f . 
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Lemma 4.4. Under the same assumptions of Lemma 4.3 except M is the inverse limit of the system Mi and the
diagrams in (4.5) are replaced by:
Mi′
φi′,i
Mi
A
αi′ αi
Mi′
φi′,i
βi′
Mi
βi
B
(4.9)
the diagram in (4.6) is commutative with β = βi ◦ φi .
Proof. Reverse the arrows in the previous proof. 
5. The proof of the main result
Here we will put together the topological construction of the localization procedure with the algebraic tools devel-
oped in the previous section in order to complete the proof of the main result. If we translate to singular homology
the diagrams from Theorem 3.7 and (3.17), and we use Lemmas 4.1 and 4.2, we obtain for any q  1 the following
diagram:
CHq(R)
(kU )∗
δ∗ CHq−1(A)
Hq−1(clU)
(δU )∗
Hq−1(a−2 )
(jU )∗
(fn)∗
(pn)∗
Hq−1(a−2 , a
−
2 \Wn)
(βn)∗ (5.1)
All the triangles in this diagram are commutative (recall that fn is homotopic to (δU )◦jU ). We will apply Lemmas 4.3
and 4.4 to the upper and lower triangle.
The definition of U (relation (3.9)) shows that any neighborhood V ⊂ U of a−2 will satisfy the same relation.
Consider then:
U = {clV | V ⊂ U, V neighborhood of a−2 }.
Lemma 5.1. U is cofinal in the set of all open neighborhoods of a−2 .
Proof. The result is an immediate consequence of the local compactness of the phase space. 
The set U is a directed set by inverse inclusion and the system of homology groups {Hq(clV }V∈U will form an
inverse system with limit Hˇq(a−2 ) (the ˇCech homology group of order q of a−2 ). We will check that conditions in
diagrams (4.9) are satisfied for the maps (kU )∗ and (δU )∗.
Assume that V2 ⊂ V1 ⊂ U are two neighborhoods of a−2 . According to the construction from the first section, each
open set will generate two blocks BV2 ⊂ BV1 , two exit sets b−V2 ⊂ b−V1 and two collars of these exit sets B ′V2 ⊂ B ′V1 .
Also it is easy to show that LV2 ⊂ LV1 , where LVi is the set defined by (3.14) corresponding to Vi . We can then
construct the following diagram:
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−
V1
pV1
T (clV1)
B/b−
k
l
BV2/B
−
V2
pV2
i
T (clV2)
φ2,1 (5.2)
where k and l are homotopy equivalences determined by squeezing and shavings as described in the first section, i
and φ2,1 are inclusion induced maps, pV1 and pV2 are defined as in (3.15) with pV1 ◦ k = kV1 and pV2 ◦ k = kV2 . From
Churchill’s work we know that i ◦ l = k and they are all homotopy equivalences. On the other hand, if KV2 denotes
the set K \ {K0 ∪K1} determined by the set V2 as described in Section 3 (for the open set U ), we have:
(pV1 ◦ i)(x) = (φ2,1 ◦ pV2)(x) =
{
x if x ∈ KV2,∗ otherwise.
This shows that φ2,1 ◦pV2 ◦ l = pV1 ◦ i ◦ l = pV1 ◦ k which, when translated in homology, proves that the first diagram
in (4.9) is satisfied for A = CHq(R), Mi = Hq(clV ) and αi = kV with i = V ∈ U . Also, because δU pushes the
points using the flow (see (3.16)), it is clear that it will commute with inclusions, making the second diagram in (4.9)
commutative with B = Hq(ΣN1/N0) = CHq−1(A), βi = δV and (φ2,1)∗ the map induced by inclusion.
At this point we will make an essential assumption: a−2 is an ANR. In fact, an even less restrictive assumption can
be made. Notice that a−2 is a subset of the manifold b− hence can be imbedded in some Rn. It is known (see [3]) that
in this finite-dimensional situation, for locally compact sets, the ANR-property is equivalent to local contractibility
(LC-property), hence we can assume that a−2 is only LC. If this is the case, it is known (see [3]) that there is an
isomorphism between the ˇCech homology and singular one. Then we can apply Lemma 4.4 with φi = (jV )∗, where
(jV )∗ :Hq(a−2 ) → Hq(clV ) is induced by inclusion, to conclude that:
Lemma 5.2. There are homomorphisms p∗ and δ¯∗ such that for any q  0 the following diagram is commutative:
CHq−1(A) δ∗
p∗
CHq(R)
Hq−1(a−2 )
δ¯∗
(5.3)
Moreover,
δ¯∗ = (δU )∗ ◦ (jU )∗. (5.4)
The next step is to consider the direct system {Hq(a−2 , a−2 \ Wn)}n with φn2,n1 :Hq(a−2 ,
a−2 \ Wn1) → Hq(a−2 , a−2 \ Wn2) induced by inclusion (n1 < n2). Because singular homology is a homology with
compact support, the direct limit of this system, using cofinality property proven in Lemma 3.8, is:
lim−→Hq(a
−
2 , a
−
2 \Wn)= Hq(a−2 , a−2 \ I ). (5.5)
The maps (pn)∗ and (βn)∗ will commute with the maps φn2,n1 defined above because pn is simply an inclusion and
βn, as it was the case with δU , pushes the points in a−2 using the flow. So the conditions from (4.5) are satisfied, hence
we obtain:
Lemma 5.3. There are homomorphisms j∗ and β∗ such that the following diagram is commutative for any q  1:
Hq−1(a−2 )
(fn)∗
j∗
CHq−1(A)
Hq−1(a−2 , a
−
2 \ I )
β∗
(5.6)
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= ∅. Then diagram (5.6) shows that:
β∗ ◦ j∗ ◦ p∗ = (fn)∗ ◦ p∗. (5.7)
On the other hand, the diagram from (5.1) shows that:
(fn)∗ = (δU )∗ ◦ (jU )∗. (5.8)
Hence (5.7) and (5.8) show that:
β∗ ◦ j∗ ◦ p∗ = (δU )∗ ◦ (jU )∗ ◦ p∗. (5.9)
Using relation (5.4) the above equality becomes:
β∗ ◦ j∗ ◦ p∗ = δ¯∗ ◦ p∗. (5.10)
Finally, diagram from (5.3) and relation (5.10) give the required commutativity if we denote by α∗ = j∗ ◦ p∗.
If a−2 = ∅, we will have I = ∅ and it is well known (see [7]) that δ∗ = 0 so the diagram in Theorem 2.1 is obviously
commutative.
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