A detailed stability analysis is performed for a highly excited semiconductor modelled as an exciton-electron-hole-photon system driven externally by optical pumping. Chaotic self-pulsations are shown to occur on both the upper and lower branches of the bistable steady state curve of the system via a sequence of period-doubling oscillation process. Such a route to chaos is well known in laser physics and in other nonlinear systems but not in highly excited semiconductors yet.
Introduction
Since the publication of the papers by McCall [1] , Bonifacio and Lugiato [2] , and Ikeda [3] a new tendency of research has emerged which deals with optical instabilities and spontaneous pulsations in bistable systems. A lot of works in laser physics [4, 5] and quantum optics [6] have been devoted to these topics using different model systems and nonlinear processes: two-level (three-level) atom systems [1-3(7) ], molecular gas [8] , second harmonic (subharmonic) generation [9, 10(11) ], four-wave mixing [12, 13] , etc. Recently, semiconductor physicists have also joined the problem [14] [15] [16] [17] [18] . Optical turbulence due to exciton-exciton and exciton-biexciton transitions in semiconductors was studied in Refs. [14] to [16] . In Ref. [17] an exciton-carrier system was considered in which the carrier appeared due to exciton ionization. Reference [18] dealt with another mechanism of creating the carrier which may coexist with the exciton. Though in the above-cited papers (Refs. [14] to [18] ) irregular self-pulsations were shown to occur, routes to chaos were not clarified yet.
In this paper we reconsider the externally driven exciton-carrier-photon system as in Ref. [18] but the emphasis will be paid to the stability of the steady solutions of the system. The main results of this work [19] have been presented at the XVI Encontro Nacional de Fisica da Materia Condensada held in Caxambu from 18 to 22 May, 1993.
Dynamic equations
With the use of optical pumping techniques one can prepare highly excited semiconductors in which electrons, holes, excitons, biexcitons, trions, etc. may coexist under certain circumstances. Construction of phase diagrams for such systems is very complicated and still not solved up to now. In Ref. [20] a qualitative theory of phase transitions was developed for a simpler system consisting only of electrons, holes and excitons. In reality, the exciton is directly generated by a resonant pump pulse, while the electron and the hole may be supplied by doping. If one includes into consideration also the intracrystal photons [21] which inevitably appear inside the semiconductor via the mutual exciton-photon conversion, the Hamiltonian of the resulting exciton-electron-hole-photon system driven by an external pump field of amplitude εk and frequency ωk can be written in the form where Ea , Eb , Ea and Eh are energies of excitons, intracrystal photons, electrons and holes whose operators are denoted by a(a+), b(b+), e(e+) and h(h+), respectively. V is the volume, g and G1 describe the coupling of the exciton with the external field and the intracrystal photon. G2 (G3, G4) stands for the so-called exciton-assisted (electron-assisted, hole-assisted) photon-exciton transition arising due to nonboson character of the exciton at high density. F 1 (F2 , F3) represents the exciton-exciton (exciton-electron, exciton-hole) interaction. F2 and F3 describe the interaction between a dipole and a charge. They are about three times larger than F1 which is of dipole-dipole-like nature. Analytical expressions of the above-mentioned coupling constants can be found e.g. in Refs. [20] and [21] .
Being interested only in the coherent excitons/photons of the momentum/wave vector k, we can get from (1) the following equations of motion for the exciton/photon operator averaged over the coherent state:
In (2) and (3) we suppress for brevity the writing of the index k. na , n e and nh are the density of excitons, electrons and holes, respectively. and γb denote the phenomenological damping of the coherent exciton and photon. We seek solutions of (2) and (3) in the forms
The dimensionless quantities entering (6) to (9) are defined as r = ya t, al = (ω -Ea)/γa, a2 = 2nF/γa , a3 = G1/γa, a4 = 2nG/γa , a5 = G2/ 2 F1, b1 = γb/γa, 62 = (ω -Eb)/γa and P = 2ε(gF1)1/2γa 3/2, where for simplicity we assume n e = n h = n ,
Equations (6) to (9) are the dynamic equations of the system under investigation whose steady solutions' stability will be analyzed in the next section for a constant input P. For several types of time-dependent inputs, P = P(t), causing switching processes, an analytically rigorous treatment has been developed in Ref. [22] .
Stability analysis
In the steady regime Eqs. (6) to (9) reduce to where a = a1-a2 -Na, β = a3+ a4+a5Na and Na = ( x a ) 2 + ( y a ) 2 . T h e s u p e r s c r i p t s specifies the solutions in the steady regime. Equations (10) to (13) are not a set of linear equations because α and β themselves depend on xa and ya through N a . However, we can write their formal solutions as Since the right hand sides of (14)- (17) depend on the yet unknown solutions only through the combination (xa) 2 +(ya) 2 = Na , they are helpful to determine xa, ya, xb and yb from known P and Na . This will be used later to numerically solve the differential equations (6)- (9) . From (14) to (17) we can derive the relations between I = |P|2, Na and Nb = (xb) 2 d-(yb) 2 as follows:
Equations (19) and (20) say that Nb (oc the photon number) depends on I (oc the pump intensity) parametrically through Na (oc the exciton number). Due to the exciton-assisted mechanism of the exciton-photon transition (a G2, i.e. a a5 and also a A), Eq. (19) is of the fifth order with respect to Na . This might bring about tristability in the system [18] . The (I, Na )-curve can be plotted directly from (19) , while for the (I, Nb)-curve one needs to use both of (19) and (20) . Depending on concrete parameters the shapes of the (I, Nb)-curve may be topologically quite different as compared to those of the (I, Na )-curve [23, 18] . Because of the lack of space, in what follows, we confine ourselves only to a stability analysis of the (I, Na )-curve. The analysis for the (I, Nb)-curve gives qualitatively similar results.
To analyze the stability of the steady solutions, let xa, b and ya b suffer small perturbations such as with xa b (0), 4,b (0) -the "initial coordinates" of a point lying on the steady state curve Na = Na (I); ξa,b, ςa,b -small perturbations and λ -a constant characterizing the stability of the point interested. Putting (22) , (23) into (6) to (9), we obtain four equations for a , b and ςa,b:
The constraint for the system (24)-(27) to have nontrivial solutions leads to the characteristic equation determining a:
The necessary and sufficient conditions for the solutions of the system (10)- (13) to be stable are the negativity of the real parts of all the roots of Eq. [29] . This in turn is obtained from the Hurwitz criteria which require simultaneous fulfilment of the following unequalities:
To test the Hurwitz criteria we first take for simplicity a2 = a4 = a 5 = O and following Ref. [15] use a l = 118, a3 = 23.6, b1 = 10 and b2 = 0. For the chosen parameters, the exciton number, Na , is plotted as a function of pumping intensity, I = P1 2 , in Fig. 1 which exhibits optical bistability. Using (19) , (20) and (14)- (17) we can check the validity of the Hurwitz criteria (31) for every point of the curve Na = Na (I). Numerical calculations show that the criteria (31) are violated not only on the middle branch (long-dashed in Fig. 1 ) but also on some domains (short-dashed in Fig. 1 ) of both the upper and lower branches near the turning points. To explore the nature of the instability in the above-mentioned unstable domains, one needs to follow the time evolution of the system when it is slightly removed from its steady state. With the aid of (19) and (14)- (17), we are able first to determine the "initial coordinates" xa ,b(0), ya ,b(0) of a point to be checked lying near the steady state curve and then to perform numerical solution of Eqs. (6) to (9) . Numerical simulations show that the whole middle branch of the curve Na = Na (I) in Fig. 1 is unstable in the sense that any slight removal from it relaxes to the steady point corresponding to the same input intensity on the upper (lower) branch if the initial removal direction is up (down). For P = 262 (i.e. 10 -3 I = 68.6440) and the initial state is near the upper branch, the time evolution first undergoes some oscillations and then quickly relaxes back to the corresponding steady point in the upper branch (see Fig. 2 ). Such a point is thus stable. This behavior holds also for larger values of P revealing that the upper branch is stable for P > 262. For lower values of P a rich variety of instabilities arises. For P = 259.2193 (i.e. 10 -3 I = 67.1946), the time evolution turns out to be periodic (see Fig. 3 ). The period of oscillations is suddenly doubled when P is decreased to 258.9044 (i.e. 10 -3 I = 67.0315). This period-2 oscillation is best seen from a phase portrait drawn in Fig. 4 in the (x a , ye ) plane where the phase trajectory is a twofold limit cycle. When P reaches 258.5747 (i.e. The phase portrait of chaos at P = 258.4591 is traced in Figs. 7a and 7b respectively for T = 10 and 60. We see that the trajectory is not a limit cycle and, for a long time, it is going to fill in completely a finite area in the phase space indicating the occurrence of chaos. In Figs. 8a and 8b we plot the irregular self-pulsations for P = 258.2992 as a function of time and as in the phase space for T = 60.
Between the window of chaos and the turning point the oscillations display themselves in the form of a chain of identical multi-peaked pulses whose phase portraits look quite complicated but are in fact limit cycles. For example, Fig. 9 illustrates a multi-fold limit cycle for P = 258.6630 (i.e. 10 -3 I = 65.3636) lying in the just said interval. Similar behaviors also hold for the lower branch of the curve Na = Na (I) if the control parameter, P, is however increasing to approach the other turning point from below.
To study the carrier-induced modification we represent simultaneously two curves on the inset of Fig. 1 . The one with smaller hysteresis loop is the same as that in Fig. 1 . The other one, with larger hysteresis loop, is for the case of a 2 = 7.5 and a4 = 6, i.e. when a small density of carriers is present together with the exciton. A stability analysis can also be performed for the latter case. The result is that for the whole range of P where the curve with no carriers suffers different kinds of instabilities as described above, the curve with carriers present is stable. This feature might provide a means of controlling chaos by doping in bistable systems especially when these are intended to be used as memory elements.
Conclusion
In conclusion, we have studied the sensitivity of the transient behavior of an interacting exciton-carrier-photon system driven by an external optical pump to the initial condition and to the control parameters. Chaotic self-pulsations in such systems are demonstrated to occur via a period-doubling cascade when the pump intensity is approaching the turning points. It has been shown that the bistable system can be controlled by optical pumping as well as by n-and/or p-type doping (for influence of donors on excitonic optical bistability see e.g. Ref. [24] ).
