Abstract. We establish a point-wise gradient estimate for all positive solutions of the conjugate heat equation. This contrasts to Perelman's point-wise gradient estimate which works mainly for the fundamental solution rather than all solutions. Like Perelman's estimate, the most general form of our gradient estimate does not require any curvature assumption. Moreover, assuming only lower bound on the Ricci curvature, we also prove a localized gradient estimate similar to the Li-Yau estimate for the linear Schrödinger heat equation. The main difference with the linear case is that no assumptions on the derivatives of the potential (scalar curvature) are needed.
Introduction
In the paper [P] , Perelman discovers a monotonicity formula for the W entropy of positive solutions of the conjugate heat equation.
(1.1) ∆u − Ru + ∂ t u = 0 ∂ t g = −2Ric.
Here u = u(x, t) with x ∈ M, a compact manifold and t ∈ (0, T ), T > 0; ∆ is the LaplaceBeltrami operator under the metric g and Ric is the Ricci curvature tensor. Here and though out it is assumed the metric g is smooth in the region M × (0, T ) with T > 0, unless stated otherwise. Moreover, he shows that this formula implies a point-wise gradient estimate for the fundamental solution of the conjugate heat equation (Corollary 9.3 [P] ).
New Gradient Estimate and Harnack Inequality for positive solutions to the conjugate heat equation
The main result of this section is (ii) without assuming the non-negativity of R, then for t ∈ [ [G] and [N3] .
Proof. of Theorem 2.1.
By a standard approximation argument, we can assume without loss of generality that g = g(t) is smooth in the closed time interval [0, T ] and that u is strictly positive everywhere.
(i) By standard computation (one can consult various sources for more details( [CK] and [T] e.g.)), Combining these three expressions, we deduce 
and hence
we have
By direct computation, we also have, for any ǫ > 0
Combine the above two expressions, we get
We deal with the above inequality in two cases:
Case 2. at a point (x, t), q + 2n T −t+ǫ + |∇f | 2 + R > 0, then the inequality (2.11) can be transformed to
Defining a potential term by (2.14)
We know V is continuous; further, by the above two cases, we conclude
Since we assumed that the Ricci flow is smooth in [0, T ] and that u(x, t) is a positive C 2,1 solution to the conjugate heat equation, thus
If we choose ǫ sufficiently small, then q(x, T ) ≤ 2n ǫ , thus by the maximum principle( [CK] , e.g.), for all t
Further, f = − ln u − n 2 (4πτ ), then the above yields
Proof of (ii). Next we prove the gradient estimate without the non-negativity assumption for the scalar curvature R. Let c ≥ 2n be a constant to be determined later; denote
Similar to the inequality (2.11), we also have,
We deal with the previous inequality at a given point (x, t) in three cases :
Case 2. B ≥ 0, and q + c T −t+ǫ + B > 0, then the inequality (2.19) can be changed to ∂ ∂t
Case 3. B ≤ 0, then the inequality (2.19) can be changed to
To continue, we need the following estimate of the scalar curvature R under the Ricci flow i.e. R ≥ − n 2(t + ǫ) (2.23) for some ǫ > 0 depending on the initial value of R( it comes from the weak minimum principle for a differential inequality
take c = 3n, we have,
Follow the similar argument for the inequality (2.1), by the maximum principle again, we have
An immediate consequence of the above theorem is: 
Here τ i = T − t i , i = 1, 2, and γ(s) : [0, 1] → M is a smooth curve from x to y.
(b). Without assuming the nonnegativity of the scalar curvature
Proof. We will only prove (a) since the proof of (b) is similar.
where ℓ(0) = ln u(x, t 1 ), ℓ(1) = ln u(y, t 2 ). By direct computation,
Integrating with respect to s on [0, 1], we have
Therefore, given any two points (x, t 1 ), (y, t 2 ) in the space-time, we have
Localized version of the Gradient Estimate in section 2
In this section we prove a localized version of the previous gradient estimate. Here we apply Li-Yau's idea of using certain cut-off functions to the new equations derived in the last section. However the computation is more complicated for two reasons. One is that the metric is also evolving. The other is that the equations coming from the last section have a more complex structure. 
where c > 0 is a constant depending only on the dimension n.
Proof. As before let f be a function defined by u =
From inequality (2.9) in the last section, we have
For the fixed point x 0 in M , let ϕ(x, t) be a smooth cut-off function(mollifier) with support in the cube
possessing the following properties:
, for some c(n, a), 0 < a < 1;
for some c depending on n .
Now we focus on the product (ϕ q)(x, t). Since ϕ has support in Q r 0 ,T , we can assume ϕ q reaches its maximum at some point (y, s) ∈ Q r 0 ,T . If q(y, s) = 2△f (y, s) − |∇f (y, s)| 2 + R(y, s) is negative, then the theorem is trivially true. Thus we can assume q(y, s) ≥ 0. By direct computation,
At the point (y, s) where the maximum value for ϕq is attained, there hold
The last inequality comes from the fact that (ϕ q)| t=T = 0 since ϕ| t=T = 0, ϕ q can only take its maximum for t ∈ [0, T ). We have also borrowed the idea of Calabi as used in [LY] to circumvent the possibility that (y, s) is in the cut locus of g(s).
Thus at the point (y, s), inequality (3.4) becomes
We estimate each term on the right-hand side by the following:
From the lower bound assumption on the Ricci curvature Ric ≥ −K, we have (see [CK] e.g.)
By construction of ψ, we have ψ r ≤ 0. Therefore,
This shows
Recall that ϕ = ψη, for a parameter ǫ to be chosen later, we have
Notice we assumed q(y, s) ≥ 0, otherwise the theorem is trivially true,
Here we have used the inequalities 2(a−b) 2 ≥ a 2 −2b 2 , (a+b) 2 ≥ a 2 +b 2 for a, b ≥ 0 and the lower bound assumption for the Ricci curvature Ric ≥ −K ⇒ R ≥ −nK ⇒ R − ≤ nK since R = −R − if R < 0. Substituting into (3.11) and reorganizing, we have
By using inequality a 2 1 + a 2 2 + ...
A Generalization of Perelman's W-Entropy
In this section, we show that Perelman's W-entropy and its monotonicity can be generalized to a wider class. It is an established fact that monotonicity formulas tend to provide useful information on the underlining equation. Therefore the more of them are found the better. For a related but different generalization of Perelman's formula and its applications, please see a recent paper [Li] .
Define a family of entropy formulas for the Ricci flow case by:
where R is the scalar curvature,
is a positive solution to the following conjugate heat equation (4.2), satisfying u dx = 1,
Notice that
we get the evolution equation for f , 
We start the proof with the following results by Perelman [P] in the form of lemmas from [T] . For completeness, the proofs are given in the Appendix.
Lemma 4.1. Let u, f, g, τ defined as in Theorem 4.1, then the F-entropy defined by
Proof. (of Theorem 4.1) Notice
we split the derivative of W over the time t into two parts,
We compute for each term,
the last equality comes from M △P dx = 0 for closed manifold M . By Lemma 4.2, we have
It suffices to prove the non-negativity of
Using integration by parts, we have
Now we turn to estimate of F (g, τ ) = M (|∇f | 2 + R)u dx. From Lemma 4.1, we have
The last inequality comes from
for a i ≥ 0. Also by Cauchy-Schwarz inequality, we have
Since u dx = 1, the above inequality can be simplified as
Then the evolution of F along the time t would be estimated by
due to the following equality in closed manifold M
From the definition F = (R + |∇f | 2 )u dx, we get
We claim
Here is the proof of the above claim,
.
plugging into (4.8), we obtain
Thus we complete the proof of Theorem 4.1.
The case for the heat equation under a fixed metric
It is well known that gradient estimates and monotonicity formulas for the heat equation in the fixed metric case are important in their own right. The Li-Yau estimate is one of several examples. Recently Perelman's W-entropy and gradient estimate for the Ricci flow were transformed to the case of the heat equation in the fixed metric case by Lei Ni [N1] . He also pointed out some useful geometric applications.
Here we will transplant some of the results in the previous sections to the heat equation case. More specifically, we will introduce a family of entropy formulas which include both Perelman's W -entropy (for the heat equation as defined in [N1] ) and the 'BoltzmannShannon' entropy as considered in thermodynamics, information theory.
Let (M, g) be a closed Riemannian n-manifold with the metric g not evolving along time t, suppose u is a positive solution to the heat equation (5.1) with M udx = 1,
, where τ = τ (t) > 0 is a scale parameter with dτ dt = 1. We define a family of entropy formulas by:
The main results of the section are the next two theorems. 
Moreover, if 0 ≤ a 2 ≤ 2π, τ = t and M has non-negative Ricci curvature, then W is monotone non-increasing in time t, that is,
Remark 5.1. If we choose a 2 = 2π in W (f, τ, a), we recover Perelman's W -entropy worked out in [N1] and its monotonicity as a special case.
is related with 'Boltzmann-Shannon' entropy as considered in thermodynamics, information theory,
The entropy W (f, τ, a) thus defined serves as a connection between 'Boltzmann(1870s)- Shannon(1940s)' entropy and Perelman's W -entropy(2002) . We are partially motivated by the logarithm Sobolev inequality of the Gross [Gr] as stated in [LL] .
From this new entropy formula, we deduce the corresponding differential inequality for the fundamental solution to the heat equation.
Theorem 5.2. Let M be a closed Riemannian n-manifold with fixed metric g and nonnegative Ricci curvature, u be the fundamental solution, and f be defined as f := − ln u − n 2 ln(4πt). Then for any constant α ≥ 1,
Remark 5.3. In particular, if α = 2, then it becomes the following differential inequality proved in [N1] .
If we divide the left-hand side of the inequality (5.8) by αt, where α ≥ 1, and t > 0, We start the proof of Theorem 5.1 with the following lemmas. Some computation results can be directly found in [LY] , [N1] or some other sources, we give the details here for completeness. 
Proof. By direct computation,
Lemma 5.2. Let u,f be defined as in Lemma 5.1, then
Proof. By the result in Lemma 5.1, we have △f = f t + |∇f | 2 + n 2τ , then
Combining (5.10) and (5.15), we have,
Proof. Keep in mind that in local normal coordiantes f ij g ij = △f , (g ij ) 2 = n and the result in Lemma 5.1, we follow the direct computation,
Now we turn to the
Proof. (of Theorem 5.1) We have,
By the result of Lemma 5.3, we get,
The last equality comes from ∇F = a 2 τ 2π ∇(|∇f | 2 ) + ∇f . Also notice u∇f = −∇u, there are two more terms canceled. The above becomes,
Reorganize the terms, and by the fact M △u dx = 0 for closed manifold M , we have Lemma 5.4. Let u, f be defined as in Lemma 5.1, define P := t(2△f − |∇f | 2 )u, then
Proof. By direct computation, we have
Since △u − u t = 0, two more terms are canceled,
Using the result in Lemma 5.2, we have
By the fact ∇f = − ∇u u , ∇u = −u ∇f , the 2nd term and 4th term are canceled, then
Keeping in mind that in local normal coordinate f ij g ij = △f , and g 2 ij = n, by completing the square,
Finally we are in a position to give
Reorganize the terms by using
Combine the last two terms in the brackets,
where P = t (2△f − |∇f | 2 )u as defined in Lemma 5.4, then,
which means, △u is also a solution to the heat equation; also observed △f = f t +|∇f | 2 + n 2t
and ∇u = −u ∇f , then the above expression (5.21) can be simplified as
By the result in Lemma 5.4, we have
If 0 ≤ a 2 ≤ 2π, and M has non-negative Ricci curvature, then all three terms are nonnegative,
We claim that,
Therefore by the maximum principle, for any t ≥ 0
Recall that u is a positive solution to the heat equation, consequently
2π , where 0 ≤ a 2 ≤ 2π, then for any 1 ≤ α ≤ 2,
In particular, if α = 2, then it becomes the following differential inequality, which is one of the results proved in [N1] :
To prove the case for α > 2, consider Li-Yau gradient estimate,
Combine the inequality (5.30) and one of the results proved in [N1] , that is, the inequality (5.29), we obtain
This proves Theorem 5.2, except for the claim (5.25). The following gives the proof of (5.25): Let h(y, t) be any positive smooth function with compact support, by Equation (5.20), we have
Appendix
The material below, due to Perelman [P] , can be found in several recent papers and books. They are given for completeness. Here we follow the presentation in [T] .
Lemma 6.1. Let u, f, g, τ defined as in Theorem 4.1, then the F-functional defined by
Proof. For simplicity, we denote Proof. Consider P = P u u, we find that * P = * ( P u u) = P u * u − u ∂ ∂t + △ ( P u ) − 2 ∇ P u , ∇u .
Since * u = 0, and ∇f = − 
