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Introduction
This report demonstrates the use of least-squares estimation as a magnetic sensor calibration procedure. Magnetic sensors are being incorporated into sensor packages to improve attitude estimation of solid bodies. Typically, these units come as an orthogonal triad of single-axis sensors. Each sensor will have a different response to zero input, commonly referred to as the bias, and a different response to excursions from zero, commonly called the scale factor. The simplest model of each sensor is a straight line where the intercept is considered the bias and the slope is interpreted as the scale factor. The ideas are applicable to any type of inner-product measurement and are easily extended past three dimensions.
The manufacture of the triad introduces additional concerns. Misalignment of the sensors will result in a triad that is not quite orthogonal. It is useful to be able to quantify this misalignment. Another problem often confounded with misalignment is cross-axis sensitivity. This can be thought of as the response of a sensor to energy orthogonal to its sensitive axis; or perhaps even to changes in energy orthogonal to its sensitive direction.
Calibration is undertaken to quantify as many of the issues associated with sensor performance as possible. The primary goal is to find the parameters that describe sensor performance, usually bias and scale factor. In addition to this, it is desirable to understand the parameters associated with the sensing unit: misalignment and cross-axis sensitivity.
Least Squares
Least squares is a criterion used to optimize the choice of parameters in an over-determined system of equations. The basic equation is formulated as
where Y is a vector of measured responses, X is a matrix of known dependent values, and b is a vector relating the dependent values to the response, also called the parameters. It is assumed that X and Y are known through measurement or observation and b is the unknown vector. To solve this matrix equation, there must be at least as many equations as unknowns (rows as columns). If the basic equation provides the correct model of the physical event and there is no measurement noise, the vector b could be found without error. A number of approaches to solve this equation have been presented. If the number of unknowns and equations is the same, the problem is solvable if X has an inverse. An inverse will exist if the inputs associated with each parameter are different or the columns are linearly independent. When more equations exist than unknowns, the system is said to be overdetermined. For an overdetermined system of equations, the inverse of X does not exist. From an algebraic viewpoint, we would like to perform an operation to both sides of the equation that will allow a solution. Multiplying each side of the equation by the transpose of X leads to the solution. This operation can be interpreted as the projection of each side of the equation into the space spanned by the columns of X; in this sense, only the left side is actually altered. If the columns of X are independent, the solution is
Calibration Errors
The accuracy of a calibration is directly related to the fidelity of the equipment. For the calibration of magnetic sensors, a Helmholtz coil is typically used to generate the desired magnetic field orientation that is presented to the sensor. Many systems include a calibrated set of magnetometers to measure the applied magnetic field.
During calibration, there are many potential sources of error. The local magnetic field must be precisely measured. The local field is not constant and any error in its measurement will create a bias in the data. Drift in the local magnetic field will cause a time-varying source of error. Errors in the construction of the Helmholtz coil can be approximated. For example, a 0.5-in error in the placement of a winding over a 5-ft distance results in 0.4775° of orientation error. An error of 0.1 in leads to an orientation error of 0.0955°.
Some of the error sources will be constant over all calibrations, while others may be constant over a given calibration, and some will vary during a calibration. Errors that do not change during a calibration create a bias in the measurements. Taking repeated measurements reduces the influence of errors that change between samples.
Calibration
By observing a magnetometer's output to a known input, a mapping can be found. Typically, this mapping is required to have a specific functional form, i.e., the mapping must be a straight line. The response of the magnetometer can be conceived of as the inner product between the presented magnetic field and the normalized direction of the magnetometer's sensitive axis. For an orthogonal triad of sensors, calibration can find the response and orientation of each sensor based on its outputs to known input fields. Ideally, the response of the sensor is just the inner product and can be represented as
where d is the direction of the sensor and m is the magnetic field. For a typical measurement, the sensor response has a bias or zero offset and a scale factor or response level. Incorporating these factors in the measurement equation leads to the following equation for a measurement:
where s is the scale factor and z is the bias or zero offset. A set of measurements can be put into the form needed for least squares estimation. 
The vector Y is the output from the sensor, the matrix X is the known input (the 1 column is for the zero offset), and the b vector is the set of parameters to be estimated. After parameters are estimated, the scale factor s can be found as the norm of the last three parameters. The direction can be normalized and compared to the direction of other sensors in the orthogonal triad. Using three estimated directions, the misalignment can be estimated. After accounting for misalignment, cross-axis sensitivity can be investigated.
The Measurement Matrix, X
The measurement matrix is the matrix of known magnetic fields applied by the Helmholtz coil during the calibration process. The proper selection of this matrix leads to increased accuracy in the parameters estimated. There are three pairs of coils that make a Helmholtz coil; these pairs are orthogonal. Controlling the current flow through each pair of coils generates a known magnetic field.
It is desirable that new measurements add as much information as possible. There are analytic methods based on the measurement matrix that can be applied. First, consider the set of directions generated by each pair of coils when the other two pairs are held to their zero levels. There are two possible directions; this yields six directions of interest. Similarly, two pairs of coils generating equal fields will generate four directions; since there are three distinct pairs, this makes 12 directions. Finally, consider all pairs of coils generating equal strength fields. In Cartesian space, each of these directions has coordinates (1,1,1) where any of the elements can be negative. This gives an additional eight directions. This set of 26 measurements gives information from each coil, each pair of coils, and all three coils in unison. Normalizing each of these directions provides a set of measurement directions. Multiplying this set by various magnitudes can generate a set of calibration measurements. Different magnitudes allow the linearity of the scale factor to be evaluated.
It is important to randomize the order of the measurements used during calibration. Randomization is used to diminish the effects of unmeasured factors. These could include temperature, changes in the local magnetic field, shifts in electronic parameters, and other possible influences. It is important not to have a measured effect correlated with an unmeasured variable. Appendix A is an example of code that will randomize the test order.
The magnetic field vector generated by the Helmholtz coil defines each measurement. If a calibrated magnetometer is also available, it may be more accurate than the known voltages applied to the coils as a measure of the magnetic field. The two should be in close agreement but there may be a reason to prefer one when forming the measurement matrix. One way to resolve this question is to examine the residual sum of squares resulting from the fit using each as the measurement matrix.
Applications
Data was collected in January of 2003 for a three-axis magnetometer-sensing unit. There are five data sets available; they are included in appendix B. The largest two include 104 observations, there are two sets containing 26 observations, and one set of eight observations. Each data set contains nine columns (C1-C9); the first three are the intended magnetic field based on the inputs to the coils, the next three are the coil's calibrated magnetometer readings, and the final three are the outputs of the magnetometer to be calibrated. The results of leastsquares estimation is presented and discussed for each data set.
Data Set 1
This data set consisted of eight observations, two at the zero level and then at values of ±0.5 gauss using each pair of coils for six more observations. Table 1 contains the estimates of each sensor's bias and direction. The scale factor is easily found as the norm of the direction. Table 2 contains an analysis similar to that of table 1, the difference is that the measurement matrix is based on the output of a calibrated magnetometer rather than the intended inputs.
Comparison of the two tables shows agreement; however, the variability of the estimates needs to be quantified. The covariance matrix associated with a least squares estimate can be used to quantify the variability of each component of the estimate. Another useful measure is the residual sum of squares (RSS). The RSS can be used to estimate the measurement error. For this set of data, it appears that using the calibrated magnetometer as the measurement matrix reduces the RSS; however, the difference between the two may not be significant statistically. An estimate of the variance of the observations can be found by dividing the RSS by the result of subtracting the number of estimated parameters from the total number of observations. For this case, observation variance is the value in table 3 divided by 4.
Once the observation variance is known, the variance of the estimated parameters can be discussed. The inverse measurement matrix,
, multiplied by the observation variance gives the variance of the estimated parameters. For the two measurement matrices, these inverse matrices are given in table 4. Model 1 has a simple structure; while the off-diagonal elements in model 2 make the interpretation more involved. The off-diagonal elements indicate the parameters are correlated. The variance of the bias for sensor 1 in model 1 can be found by dividing the RSS by 4 and then multiplying by 0.125; the bias variance for the other two sensors can be found similarly. The variance for each term of the direction can be found by doubling the observation error for the particular sensor. Variances of linear quantities derived from the elements of the direction can be found or approximated given the variances of the estimated quantities. Consider trying to decide which measurement matrix is more appropriate. The RSS for each model is available. Assuming normally distributed errors each of the RSS is a chi square random variable with 4 degrees of freedom (DOF). Since each model has the same DOF, taking the ratio of two chi square variables forms the F distribution. This ratio would have to be <0.157 or >6.39 to exceed the thresholds of 0.1 significance test; obviously, there is no basis for saying one model is better than the other. The interval of statistically similar ratios is large; the way to decrease this interval is to increase the number of observations. For 120 DOF in each RSS, the interval would be from 0.740 to 1.35. For this small set of observations, it will be difficult to discern statistically between competing models.
The bounds for the bias have already been discussed. The estimate of direction has a trivariate normal distribution. The chi square distribution can be used to find the probability that the actual direction is within a sphere of a given radius. Denoting the errors with e the following statement describes the sum of three independent squared normal errors:
Using r as the error magnitude, the equation within the parenthesis can be transformed to the following statement:
The chi-squared value is fixed for a given probability level, so the radius depends on the estimation error, which is a function of the measurement error and measurement matrix (table 5). This table gives the values to multiply the standard deviation by to attain the indicated probability for a sphere containing the true direction. Applying this to sensor 1 using model 1, we have an estimated direction of (-0.0296, 1.9575, -0.1016). The norm of the estimate is 1.9604. The RSS value of 0.000557 is divided by 4 to obtain the observation variance; the result is 0.00013925. The estimate variance is the product of the observation variance and the inverse measurement matrix. This gives the estimate variance of 0.0002785; taking the square root results in a standard deviation of 0.0167. A sphere with a radius of 0.0562 will contain the true direction (and scale factor) with a probability of 0.99.
Errors perpendicular to the estimated direction result in angular errors while errors in the same direction change the scale factor. Using the norm value of 1.9604, the maximum angular error for a sphere with a radius of 0.0562 would be 1.642°, and the norm error would be 2.87%. Similarly, for sensor 2 and sensor 3, the difference is the measurement variance. For a 0.99 sphere, similar calculations result in deviations of 1.9480° and 3.4% in the norm for the estimate of sensor 2. Similarly, for sensor 3, the angular deviation is 1.3483° and the norm changes by 2.35%. The spherical radius gives the engineer a basis for discussing the fidelity of a sensor calibration.
The discussion of the precision of a sensor is enhanced by considering some marginal distributions. Errors in the scale factor are confined to a single dimension. The scale-factor errors will have a normal distribution; confidence intervals on the scale factor can be set based on the normal distribution. For a 99% confidence interval, the critical value is 2.575 resulting in radius or half interval of 0.043. This value is smaller than the radius given for the threedimensional radius because there are no restrictions on the angular error. Angular confidence limits can be set using the chi-squared distribution with two degrees of freedom. The square root of the chi-squared value for 99% confidence is 3.0349 (table 6 shows the values). Multiplying this by the standard deviation yields 0.0507. Using the norm of a sensor and the arctan function, the angular error can be found. For sensor 1, this yields 1.4815°. Recall the observation error changes for each sensor. For sensor 2, the process yields 1.7589° and for sensor 3, the result is 1.2149°.
The next issue is the relative orientation of the sensors. The manufacturing process attempts to produce an orthogonal triad of sensors. Some issues associated with misalignment are discussed. First, each of the sensor directions needs to be normalized. The next step is to compute the inner product matrix of the sensor directions. The off-diagonal components indicate a departure from orthogonality. Taking the arccosine of these values yields the angle between the sensors. Performing this operation results in 90.0108° between sensor 1 (S1) and sensor 2 (S2), 88.6735° between S1 and S3, and 90.0492° between S2 and S3. In view of the previous discussion of angular deviation for each individual sensor, there is not enough fidelity to say any of these angles is statistically different from 90°.
The discussion of the data just completed is redone for the remaining data sets; however, the discussion will not provide the same level of detail and will focus on comparative issues when pertinent.
Application 2
The second data set contained 26 observations. The least squares using data set 2, columns 1-3 (C1-C3), resulted in smaller values of RSS for each model; the results using columns 4-6 of data set 2 will not be shown. Table 7 shows the results of the least squares fit. The covariance matrix of the parameters is determined by dividing the appropriate RSS value by 26-4 = 22, and then multiplying that value by the following matrix (table 8) . Table 9 uses values from the previous two tables. The standard deviations of the parameters define the resolution of the calibration. Using these values, probability statements can be made. Table 10 gives the radius for 99% coverage of the true value. The bias and scale factor are onedimensional. The 99% angular error can be found using the circular radius. The tangent of this angle is the circular radius over the norm of the estimated direction. The 0.99 angular cone for sensor 1 has an angle of 0.3986°; for sensor 2, it is 0.3501°; and for sensor 3, this cone is 0.4352°. The angles between sensor axes are calculated as 89.1209 between S1 and S2, 89.5668 between S1 and S3, finally 90.0409 between S2 and S3. In this case, there is statistically significant misalignment, since some differences exceed the 0.99 angular error cones. Note that the 0.99 confidence interval reflects a conservative outlook.
Application 3
In this section, the results are presented in chart form (tables 11-13); hopefully, in light of the former discussion, these will suffice. There are 26 observations. The 99% angular error for each sensor axis (in degrees) is 0.4175, 0.3604, and 0.4528. Estimated angles between axes are 89.0627 between S1 and S2, 89.5873 between S1 and S3, and 90.0780 between S2 and S3. Happily, these results are similar to the previous results.
Application 4
This data set contains 104 observations or four replications of the previous data set at four different field strengths (presented in random order of course). The data is presented in the previously developed format (tables 14-16). The respective 99% errors associated with each sensor axis are 0.327, 0.3258, and 0.2888°. The angles between axes are estimated to be 88.912, 89.3234, and 90.4432 are denoted as S12, S13, and S23. In this case, all the angles are statistically different from 90.
Application 5
This data set is a replication of data set 4 (tables 17-19). The 99% angular error is 0.3201 for S1; for S2, it is 0.3615; and for S3, it is 0.3222. The angles between sensor axes are estimated as 88.989, 89.3731, and 90.4477.
Discussion of Results
Each of the data sets was generated using the same sensing unit. The estimates based on the fourth and fifth data sets will be discussed. First, note that the RSS is the unique factor in calculating the standard deviation of each estimate. Also note that the bias estimates differ from a statistical perspective. Table 20 displays the 99% confidence intervals of the estimates of the bias. The intervals do not overlap. All three bias estimates for the same sensing unit differ from a statistical perspective. Although it is possible that these three differences are due to chance, there is a statistical difference between data set 4 and data set 5 at the α = 0.01 level of significance. Perhaps the testing equipment has changed or there is a shortcoming in the modeling of bias. If the difference in the bias estimates is important from an engineering perspective, this discrepancy should be investigated.
If the 99% confidence intervals are compared for the direction components (D1, D2, and D3), it can be concluded that the vectors were not pointed in the same direction during testing. The orientation of the sensors with respect to a given coordinate system can change; however, the angles between the sensors in a given unit and the scale factor should be constant. The estimates for the scale factor for data set 4 are (1.9451, 1.7764, 2.0002); for data set 5 the scale factor estimates are (1.9421, 1.7741, 2.0036). These estimates are about one standard deviation unit apart; statistically they are indistinguishable. The estimated angles between the sensors are not significantly different from a statistical perspective. The angular measures all agree to the first decimal point and the 99% radius is on the order of 0.3.
Misalignment
The assumed alignment of the sensors determines how each sensor's responses are interpreted. Misalignment leads to errors in orientation and magnitude. The cross-axis effect of misalignment is best understood by considering a series of situations. First, consider the twodimensional case. Let sensor X be aligned with the X-axis, and let sensor Y be oriented 89° toward the positive Y-axis. If the true signal of strength 1 is along the X-axis, it will be measured as (1*cos(0), 1*cos(89)) or (1,.0175). If the sensors are thought to be orthogonal, this results in an error in magnitude of 0.0002 and a 1° error in orientation of the signal. Next, consider the case where the signal is 45° from the X-axis, sensor X is rotated 0.5° towards the Y-axis, and sensor Y is rotated 0.5° towards the X-axis. The sensors will read (1*cos(44.5), 1*cos(44.5)) or (0.7133, 0.7133). In this case, there is no orientation error; the magnitude error is 0.0088. These two situations illustrate the planar errors due to misalignment. With these ideas, the reader is encouraged to consider misalignment in three dimensions.
A two-phase process can be used to define an orthogonal input given the misalignment is known. First, use a Gram-Schmidt process to form a set of orthogonal vectors. This orthogonal set can then be rotated to a desired coordinate system.
Conclusions
The RSS was used to answer several different problems. To compare different models, the ratio of the RSS from each model was used as a statistic. Also, the RSS was used to estimate the measurement variance. The RSS was the basic quantity used to answer a variety of questions.
The procedure demonstrated can be applied to any inner product type of sensor element to calibrate a single sensor or multisensor unit. The accuracy of the estimates can be quantified. In addition to scale factor and bias, the within-unit alignment and the alignment to a given coordinate system can be estimated. The measurement matrix directly affects the estimation error. When designing a calibration the key element is the measurement matrix. The estimation error determines the overall quality of the calibration. If the accuracy required for an application is known, the calibration can be designed to meet the tolerances by using historic RSS values and designing the measurement matrix. 
INTENTIONALLY LEFT BLANK.
Appendix A. Example of Code
