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Abstract 
Located within the Creative Industries Faculty, the Animation team at the Queensland University of 
Technology (QUT) recently acquired a full-body inertial motion capture system. Our research to date 
has been predominantly concerned with interdisciplinary practice and the benefits this could bring to 
undergraduate teaching. From early experimental tests it was identified that there was a need to 
develop a framework for best practice and an efficient production workflow to ensure the system was 
being used to its full potential. Through our ongoing investigation we have identified at least three 
areas that stand to have long-term benefits from universities engaging in motion capture related 
research activity. This includes interdisciplinary collaborative research, undergraduate teaching and 
improved production processes. This paper reports the early stages of our research, which explores 
the use of a full-body inertial motion capture (MoCap) solution in collaboration with performing artists. 
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1 INTRODUCTION 
3D Computer Graphics (CG) animation continues to break down disciplinary boundaries by allowing 
people to visualise their own field of knowledge in new and interesting ways. For example, digital 
beings are increasingly incorporated in to film and television, enabling filmmakers to tell stories in new 
and engaging ways. Visual artists are incorporating 3D CG animation into site-specific projected 
installations and performing artists are using animation to augment and enhance their live shows 
across theatre, dance and even live music events. This increased use of 3D CG animation has 
brought about an opportunity to explore new and interesting interdisciplinary collaborations. In light of 
this emergent opportunity, QUT has begun making progress toward establishing a research culture 
around 3D CG animation and motion capture. This paper offers a snapshot of our progress toward 
incorporating our new motion capture (MoCap) system into our research and teaching. It is anticipated 
that others involved in education, research and creative practice may benefit from hearing about our 
experiences to date. 
2 MOTION CAPTURE 
Put simply, Motion Capture (MoCap) is the process of recording human movement as computer 
interpreted data. This movement data can then be applied to virtual objects to create the illusion of 
movement in the computer. MoCap has become well known for its application to digital characters in 
films, games, television and virtual environments. MoCap has also been used for medical and sport 
sciences to analyse human movement. The technology is increasingly being applied to live 
performances including theatre, dance and music. Continued advances inMoCap technology has 
resulted in more reliable, flexible and cheaper systems. There are at least two dominantapproaches to 
capturing human motion that include optical motion capture and inertial motion capture. 
2.1 Optical motion capture 
Optical MoCap systems utilise multiple cameras to track reflective markers attached to the body of a 
performer. The cameras are calibrated to capture a specific area called a digital volume. The size 
ofthe digital volume is proportionate to the number and quality of the cameras. Optical systems tend to 
cost more than other MoCap systems due to the need for dedicated space and cameras. Depending 
on the size and configuration of the system, optical MoCap can capture facial movements, finger 
movements and multiple performers. Optical systems tend to be very computationally intensive which 
can also increase costs. This is because increased computer processing power is needed to provide 
real-time viewing of the MoCap data. 
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2.2 Inertial motion capture 
Inertial MoCap technology uses miniature inertial sensors that are attached to the body of a performer. 
Sensor data is transmitted wirelessly to a computer for processing without the need for external 
cameras or markers. The lack of cameras and optical markers allows the system to be used 
anywhere, negating the need for a dedicated space and sophisticated calibration to create a digital 
volume. Inertial systems tend to be cheaper than optical systems due to the reduced hardware 
requirements to create the digital volume. While the reduced cost and flexibility of the inertial system is 
a positive, it does have its limitations in that it is currently unable to capture finger and facial 
movements. The system is also only able to capture one performer at any given time (it is worn by the 
performer) therefore in order to capture a second performer a second system is required. Purchasing 
a suit for each performer will drive costs up, however, there is a reduced cost in that the sensors do 
not need any post processing to be usable. This reduces the need for increased computer processing 
power while still allowing real-time viewing of the MoCap data.   
2.3 Mvn inertial motion capture 
We wanted a portable and flexible system that provided the most opportunity to explore collaboration 
across the creative industries campus at QUT. As such we decided to explore the inertial motion 
capture system. We purchased the Xsens MVN – Inertial Motion Capture System. The image below 
shows the performer wearing a suit (which contains the inertial sensors), a virtual avatar of the 
performer (used for real-time previewing of the performance capture) and a final 3D character with the 
movement data applied. 
 
Figure 1: The Xsens MVN - Inertial Motion Capture [1]. 
3 EARLY ACTIVITY AT QUEENSLAND UNIVERSITY OF TECHNOLOGY 
3.1 Practice-led interdisciplinary research 
Under the supervision of Chris Carter, (Lecturer in Animation at the Queensland University of 
Technology) Paul Van Opdenbosch and Elise May have begun interdisciplinary collaboration at the 
intersection of dance choreography and 3D Computer Graphics (CG) animation. Together Paul and 
Elise have begun the first steps toward integration of motion capture technologies into a collaborative 
workflow across their two disciplines. Paul is an animator and Elisea Dancer, both are completing a 
research Masters at QUT. 
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Figure 2:Abstract representation of human motion (Paul Van Opdenbosch) 
Access to the MoCap system has proved to be a common area where the two disciplines can 
converse and start to understand each other on a fundamental level. This has generated new 
concepts and theories about the use of the capture system that may have otherwise been overlooked.  
The first visual experiments shown in figure 2 were generated from motion data collected during the 
initial capture sessions where the goal of each session was to get the system functional. The visual 
works experimented with a post-render production pipeline that used captured motion data to produce 
abstracted forms. 
The abstraction process aimed at not just re-targeting the movement from one source to another 
rather it’s focus was on describing the thought and emotions of the choreographed dance through the 
visual aesthetics. The work was displayed at QUT’s Ignite 2012 conference and was well received.  
The discussions following this visual work have highlight the need for a move towards a live 
performance style, while generating a new path of research and looking at shifting the site of 
abstraction to the hardware of the suit itself through manipulation of the position of each sensor. 
3.2  Best Practice Research 
It was recognised early that the animation discipline would benefit from establishing a model of best 
practice to ensure the system could be used efficiently in both research and undergraduate teaching. 
In order to do this we funded a short-term research project that focussed on developing a practical 
understanding of the system for use in creative practice. We explored the use of the system with 
various middleware, the lycra suit and the supplied strap system.  
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Figure 3: System workflow. 
The easiest method for real-time preview of the MoCap session was using the MVN Studio software 
that shipped with the suit. However, after some further testing we found third party programs such as 
Autodesk Motion Builder to be easily configured and capable of meeting our needs. The lycra suit 
proved to be much faster in setting up the system and provided the most stable results. There was a 
tendency for the straps to move during motion capture sessions, which required a recalibration of the 
system to ensure accurate data was recorded. The lycra suit on the other hand kept the sensors in 
place during the capture session, which reduced the need to recalibrate the system each time the 
sensor slipped out of position on the body during human movement, or from the motion capture 
subject unwittingly moving the sensor. 
4 POTENTIAL FUTURE RESEARCH 
4.1 Live performance 
We have found the inertial system to be highly suited to live performance. This is predominantly due to 
the systems portability, accuracy and reliable real-time capture and viewing capabilities. Since 
acquiring the MVN system, QUT has been approached by several external organisations interested in 
collaboration. Potential for future research has been identified in areas of live theatre production, 
game development, dance and vocational training. 
4.2 Inclusion of a virtual camera 
Early experimentation has identified potential for the system to be used in conjunction with a virtual 
camera. A virtual camera allows an operator to use physical controls to change the parameters of a 
virtual camera located in a 3D virtual environment[2]. Together, the MVN system and virtual camera 
would allowfuture research into virtual production for visual effects and virtual reality. In particular need 
of further research is virtual production processes for film, TV and animation as this is relatively new 
area with little to no standardised workflows and processes. 
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5 CONCLUSION 
MoCap technology has been available for some time, however advances in technology and a 
subsequent reduction in cost has reduced the barrier to entry for those interested in using the 
technology for creative practice. We have found the Inertial MoCap system to be an effective tool for 
promoting interdisciplinary research and collaboration in a University setting. Our early experimental 
practice has sparked a lot of interest in and around Brisbane from other creative practitioners, 
educational institutes and researchers. This paper has given a brief snapshot of our activity to date 
and shown our approach to establishing a research culture around 3D CG animation and motion 
capture that may assist local artists and industry partners with improving their workflows, processes 
and outputs. 
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