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This thesis is about the dynamic generalisation of continuous action spaces in
reinforcement learning problems.
The standard Reinforcement Learning (RL) account providesa principled and com-
prehensive means of optimising a scalar reward signal in a Markov Decision Process.
However, the theory itself does not directly address the imperative issue of generali-
sation which naturally arises as a consequence of large or continu us state and action
spaces. A current thrust of research is aimed at fusing the gen ralisation capabilities
of supervised (and unsupervised) learning techniques withthe RL theory. An example
par excellence is Tesauro’sTD-Gammon.
Although much effort has gone into researching ways to represent and generalise over
the input space, much less attention has been paid to the action space. This thesis
first considers the motivation for learning real-valued actions, and then proposes a
set of key properties desirable in any candidate algorithm addressing generalisation
of both input and action spaces. These properties include: Provision of adaptive and
online generalisation, adherence to the standard theory with a central focus on esti-
mating expected reward, provision for real-valued states and actions, and full support
for a real-valued discounted reward signal. Of particular interest are issues pertaining
to robustness in non-stationary environments, scalability, and efficiency for real-time
learning in applications such as robotics. Since exploringthe action space is discov-
ered to be a potentially costly process, the system should also be flexible enough to
enable maximum reuse of learned actions.
A new approach is proposed which succeeds for the first time inaddressing all of the
key issues identified. The algorithm, which is based on the ubiquitous self-organising
map, is analysed and compared with other techniques including those based on the
backpropagation algorithm. The investigation uncovers some important implications
of the differences between these two particular approacheswith respect to RL. In par-
ticular, the distributed representation of the multi-layer p rceptron is judged to be
something of a double-edged sword offering more sophisticated nd more scalable
generalising power, but potentially causing problems in dyamic or non-equiprobable
environments, and tasks involving a highly varying input-oput mapping.
The thesis concludes that the self-organising map can be used in conjunction with cur-
rent RL theory to provide real-time dynamic representationand generalisation of con-
tinuous action spaces. The proposed model is shown to be reliable in non-stationary,
unpredictable and noisy environments and judged to be unique in addressing and sat-
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Introduction
The ability of a system to adapt to its surroundings and improve its performance
through exposure to a problem is ubiquitous in nature. Examples include animal
brains, immune systems, the evolution of genetic material,the laws and languages
of a society, the strengthening of muscle tissue in responseto exercise, and even the
way in which a plant grows towards a light. These or related idas have been modelled
extensively by researchers in a variety of areas including machine learning, genetic
algorithms, reinforcement learning, neuroscience, psychology, ethology, biology and
computer science.
The notion of adaptation is also commonplace in our own engineered systems, where
examples include computer programs that learn to play games, robots that learn to
produce behaviour, adaptive plant control, and a host of applications that depend on
various optimisation, density estimation, regression, and classification techniques.
The field is large and therefore further distinctions are useful. For example, does adap-
tation occurin-lifetime or outside-lifetime? Is learningsupervised, unsupervisedor
reinforced? Is the systemnatural or artificial? If artificial, is the modelsymbolicor
sub-symbolic? Here, the word ‘symbolic’ implies the explicit provision of high level
1
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symbols by some kind of meta-system. The level of description is also a key distinction
— neuronal, behavioural, psychological, social etc.
This thesis is concerned with artificial systems, where learning occurs within the life-
time of the agent, and whose implementations tend towards the ub-symbolic end of
the spectrum. The focus is on the ‘neuronal’ and behaviourallevels of description,
and on reinforcement learning techniques in particular. However, these distinctions
are not intended to irrevocably carve up the domain space in such a way as to preclude
overlap, and indeed many of these distinctions will be re-examined during the course
of the thesis.
1.1 Supervised, unsupervised and reinforcement learn-
ing
Learning in artificial systems is often divided intosupervisedandunsupervisedtech-
niques. Supervised systems are trained using explicit inpu-output pairs where the task
is to generalise over the training samples. In contrast, unsupervised learning algorithms
are presented only with inputs, where the task is to model theund rlying distribution of
some data. A third class of techniques are described asreinforcement learning, where
inputs are provided but no explicit target values are given.Instead, areward signal
provides feedback for explicit input-output pairs. The aimof reinforcement learning
systems is the discovery, through trial and error, of a mapping from inputs to outputs
that maximises this reward.
Reinforcement learning is sometimes subsumed under the supervised class because
there is a teacher signal, albeit a weak one. Conversely, it is sometimes considered a
special case of unsupervised learning since no target outputs are explicitly provided.
However, reinforcement learning fully deserves its own category — partly because it
does not fit comfortably into either of the other two, partly because of its separate
bloodline, but mainly because it has its own clear and distinct heoretical foundations.
The history and foundations of reinforcement learning are introduced in chapter 2.
Although this thesis is concerned with reinforcement learning problems, both super-
vised and unsupervised techniques will also provide a significa t contribution.
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1.2 Why use reinforcement learning
The key advantage of reinforcement learning is that the desired outputs need not be
known in advance. This has obvious benefits when the details of a task or the agent’s
environment are unknown or poorly understood. Uncharted environments such as the
surface of Mars might call for the ability of a robot to adapt itself rather than rely on
pre-defined behaviour, or remote-control from earth. However, many environments
closer to home may also be sufficiently poorly understood so as to benefit from au-
tonomous adaptation. A celebrated example is found in (Tesauro, 1992, 1994) in which
reinforcement learning is used to train a computer to play backg mmon. Although the
environmental dynamics are theoretically completely avail ble, in practice the environ-
ment is rather less accessible because of computational constraints. Although a good
strategy is easily recognised by the property that it wins games, actually finding such a
strategy remains very challenging indeed. But this featureof being able to quantify the
performance of a system without knowing beforehand how to achieve the best perfor-
mance, is exactly what recommends a problem to a reinforcement learning solution. In
the case of the Mars robot, the problem the designer is faced with is not knowing the
details of the environment. In the case of learning to play backg mmon, the environ-
ment is known but not understood, in the sense that with sufficient resources the task
of winning games is trivial but, under practical constraints, appropriate generalisations
are hard to find in advance. Another celebrated example is found in Crites and Barto
(1996) in which reinforcement learning is used to improve a lift scheduling system
involving a building with many floors and many lifts. Discovering an optimal schedule
analytically is again infeasible, but such a policy can be approximated by a reinforce-
ment learning system. As with the backgammon player, a suitable performance metric
is readily available, this time in the form of the expected waiting times of lift users.
Adapting to unpredictable changes in an environment such assen ory-motor drift, or
internal or bodily damage can also cause a designer problems, and this is another pos-
sible application of reinforcement learning. Providing performance can be measured
inside the lifetime of the agent, reinforcement learning can be used to discover suitable
behaviour. Here there is a clear analogy to the process of evolution, either natural or
artificial, in which survival probability or a more general fitness function is used as a
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Figure 1.1:Summary of the basic reinforcement learning problem.
measure under which to optimise a system. The Backpropagation lgorithm (Rumel-
hart et al., 1986), the Hopfield network (Hopfield, 1982), theEM algorithm (Dempster
et al. (1977); see Bishop (1995) for a review) and many other neu al and non-neural
learning processes also utilise a scalar performance measure orerror signal. Learning
with respect to a scalar performance measure is common in a variety of in-lifetime,
outside-lifetime, supervised, unsupervised, reinforcement learned, artificial and natu-
ral systems, and forms the basis of most learning techniques.
However, in the case of reinforcement learning, the price paid for removing the need
for explicit training data is an increase in training time. Since the target outputs are not
provided, a reinforcement learning algorithm must discover which actions are good
and which are bad on the basis of trial and error.
1.3 Generalisation
The exact theoretical niche that has been carved out to form the reinforcement learning
field can be summarised by figure 1.1. The basic problem consists of a discrete set
of states,{S1 . . .Sn}, and a discrete set of actions,{A1 . . .Am}. During training, and
with the help of a scalar reward signal which provides external evaluation of any given
state-action pair, the system must learn to produce the appropriate action for each state
such that the overall reward received is maximised. The enviro ment is assumed to be




Figure 1.2:Summary of the more general reinforcement learning probleminvolving continuous state
and action spaces.
Even in the case of a small number of states and actions this task m y not be trivial
since taking some actions in some states may yield little immediate reward, but take the
system into a new state from which higher reward can be achieved at some future time.
Since the aim is to achieve the highest reward over time, and not on any specific single
occasion, this possibility must be considered. Also, the enviro ment will generally
be stochastic. This could mean that the reward yielded by a state-action pair will be
represented by a distribution rather than a single value, but it could also mean that
the state transitions occur with probabilities other than zero or one. This must also be
modelled. The reinforcement learning theory, which is introduced shortly in chapter 2,
succeeds under a number of assumptions in maximising the expected reward under all
of these conditions.
However, in practice there are yet more difficulties since the number of states or actions
could be very large or even infinite in the case of continuous spaces. A key consider-
ation therefore in making the reinforcement learning theory usable is that of general-
isation. The theory extends only as far as considering discrete states and actions, and
so the system designer is still left with the often vital yet difficult task of selecting an
appropriate generalisation technique. Hence the more general reinforcement learning
problem can be stated in terms of figure 1.2.
6 C H A P T E R 1. INTRODUCTION
Backgammon has about 1020 distinct board positions and so the backgammon player
of Tesauro (1994) could not hope to represent each state explicitly. Similarly, the el-
evator problem of Crites and Barto (1996) was estimated to have 1022 distinct states
so generalisation was a key issue here also. Any agent receiving real-valued input, or
discrete input with added real-valued noise will, at least in theory, have an uncountably
infinite number of states. In such cases it is often useful to consider how the problem
can be transformed to adhere to the discretised template of figure 1.1. That the the-
ory applies directly only to discrete spaces is unavoidable, since the reward function
can only ever be sampled at a finite number of specific points and therefore its exact
functional form will remain unknown.
1.3.1 Continuous action spaces
There have been many different approaches to state space generalisation including the
use of neural networks, and some examples are considered in chapter 2. However,
the usual approach to generalising over theaction spaceis to hand-code a predefined
(and usually small) set of discrete actions from which the learning system can choose.
This simplification may be restrictive since the designer must suppose that he or she
can guess a suitable set of actions beforehand. This is in conflict with the underlying
principle of reinforcement learning which is to allowautonomous adaptationi order
to maximise reward in uncertain or unknown environments. Some researchers, such as
Gullapalli (1990), have addressed the issue of learning behaviour in continuous input
andaction spaces, and their work will be reviewed shortly.
In the meantime, the goal of this thesis can now be stated as:The learning of opti-
mal mappings between a continuous input space and a continuous action (or output)
space, of arbitrary dimensions, in order to maximise a reward function that yields a
scalar value for each sampled state-action pairing.Although much effort has gone
into researching the best methods for generalising over theinput space, much less ef-
fort has been expended with respect to generalising over theoutput space. One key
problem is that while the input distribution can be passively observed, the action space
must be actively explored through a trial and error process.A reinforcement learning
algorithm that deals with a continuous action space therefore essentially has two main
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problems — firstly that of collecting data from the action space, and secondly that of
generalising over that data. In contrast, supervised learning only has the latter problem.
1.4 Motivation
The motivation for dynamic generalisation1 of the input space is clear. The need for
generalisation of the action space is less obvious however because it may appear that
any continuous range of actions can be approximated to arbitr ry accuracy by suitably
interleaving a number of discrete actions. For example, consider a mobile robot at-
tempting to learn to move to a stationary goal. At any point intime, the robot could
need to turn in any real-valued direction in order to face thetarget, and hence the out-
put space may be considered continuous. In practice however, the obot may get by
with three discrete actions — a fixed angle left turn, a fixed angle right turn and the
ability to move forwards. By sequentially combining these three behaviours appropri-
ately, the goal could then be reached from any position. Furthermore, if actions can
be switched quickly enough so that they can be made to interrupt and interfere with
each other, then any continuous range of movement can be approximated. An example
would be controlling the continuous temperature of a fridgewith a thermostat that can
only be on or off.
In general however, it may be very inefficient to approximatea continuous action with
many discrete ones, particularly if there is latency in the system. If the robot can only
change actions every few seconds for example, then a real-time controller might end
up making a series of oscillating moves with only a small compnent in the desired
direction. Consider a robot attempting to learn to push a box. If a new action can only
be selected relatively infrequently, then the efficiency and even the eventual success
of the process could be very sensitive to the action selected. Sharp turns could result
in the box being lost before the next action has a chance to resre the balance, while
shallow turns could result in inefficient control. Generating appropriately fine-tuned
actions may be difficult with a set of pre-defined discrete actions.
1i.e. That which occurs during learning rather than being fixed b forehand as in Mahadevan and
Connell (1991) for example. These two different approacheswill be considered in more detail in section
2.10.
8 C H A P T E R 1. INTRODUCTION
Consider a reinforcement system learning to sail a boat, sayto goal, by setting the
relative angle of the boat and sail with respect to the wind anthat goal. Here the
range of possible actions in terms of these angles is continuous. Moreover, there may
be a significant cost in correcting the boat, as well as a delaybetween taking an action
and receiving reliable feedback. In this case we might prefer th system to be able to
make accurate adjustments to the boat from a continuous range, rather than relying on
frequent changes to the setup of the boat.
Some problems necessarily involve a one-off decision process that cannot be corrected
later if it turns out to be wrong. An example that is used laterinvolves learning to throw
a ballistic projectile to a target, where the task is to select an appropriate throwing speed
and angle. Once the projectile is launched, it may be that no corre tions are possible.
Learning to play any kind of sport involves a similar kind of ballistic continuous-action
task, from learning to bowl a cricket ball to hitting a tennisstroke. Albus (1981)(pg.
170) talks briefly about the need for continuous actions in his CMAC learning model
of the Cerebellar cortex. He concludes that the brain must beable to produce smoothly
graded responses for behaviours such as jumping and applying appropriate forces to
objects etc.
The latency issue is relevant for any application where speed is of the essence. A
guided missile system cannot afford to make large changes during flight for similar
reasons that a squash player cannot afford to approximate anoptimal position on the
court by a series of large oscillatory movements, or that thecaptain of a boat does
not want to approximate a continuous course with excessively frequent discrete adjust-
ments. We also might expect balancing under gravity to be more robust under smooth
adjustments since discrete actions may lead to over-compensatio and instability.
A final point is that even if a small set of discrete actions exist which can be used to
approximate a continuous range of real-valued actions, thiset may not be accessible
to the designer a-priori. Increasing the set of discrete actions in the hope that at least
some will turn out to be appropriate may lead to efficiency problems since the number
of actions needing to be explored in order to discover the optimal ones will increase
too.
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The motivation for this thesis can now be stated as:While abstract problems such as
games can be played using an a-priori defined set of discrete actions, many real-world
problems will require an adaptable set of real-valued actions drawn from a continuous
range. Even where discrete approximations are possible, issue of speed, efficiency,
latency, and reliability may recommend the use of adaptablereal-valued actions.It is
this class of problems that this thesis is concerned with.
1.5 Delayed rewards
Apart from large or continuous state and action spaces, the other key difficulty facing
practical reinforcement learning is that ofdelayed rewards. This refers to the difficulty
of assigning credit to an action if the reward for taking thataction occurs long after the
event itself. As we will see, the theory itself has no troublein dealing with delayed
rewards, but rather it is in the efficient application of practical reinforcement learning
algorithms that this issue becomes relevant. This thesis isnot concerned with the
problem of delayed rewards, although consideration will begiven in appendix F to
how efficient and appropriate state and action space representation may do something
to ameliorate this particular problem.
1.6 Dynamic environments
Apart from the issues of stochastic environments, delayed rewards, and continuous
state and action spaces, the issue of dynamic environments is al o important. The
theory deals with stationary environments, despite the reality that the task or the envi-
ronment may change during learning. The impact of this possibility is considered at
various points throughout this thesis, particularly in section 8.5.3.
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1.7 Applications and emphasis
A number of specific learning problems are considered duringthis thesis, with each
problem aimed at exploring a different aspect of a new model (introduced in chapter 5)
with respect to the statement of intent on page 6. There are clearly a large number of di-
mensions open for exploring the reinforcement learning of real-valued mappings. For
example, we could consider problems where the reward is immediate (as in Gullapalli
(1990) for example), or where reward is significantly delayed (as in Tesauro (1994)
for example). We could experiment with high dimensional state and action spaces,
or concentrate on other scaling issues such as algorithmic efficiency, complexity, and
compactness. Other aspects we might consider are non-stationary environments, and
robustness to noise.
Many of the tasks will focus on the ability of the system to represent and generalise
over a continuous action space, and for this reason will simplify many of the other
problem dimensions mentioned above. In particular, we willoften consider abstract
regression style learning tasks in which the environment iss ationary, the input and
output spaces are of relatively low dimensionality, and thereward is immediate. This
follows, for example, the approach of Gullapalli (1990). However, variety in the ex-
periments performed for this thesis is intended to at least provide an indication of how
the proposed model is likely to compare with existing approaches across a broad range
of issues.
As an example, the question of noisy environments and partially delayed reward will
be considered in chapter 5, in experiments performed in a robot simulator. In general,
it is noted that robot learning provides a convenient framework for testing models of
reinforcement learning because of the range of practical issue raised by problems from
this domain. For example:
• Speed and efficiency.A robot must be able to acquire behaviours in a relatively
small amount of time, particularly if there is a cost associated with learning.
• Robustness to noise.Unstructured environments generate noisy inputs to the
learning system.
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• The need for generalisation.Robot input and output spaces tend to have high
dimensionality, and are often continuous, making generalisation an important
consideration.
• Non-stationary environments. Real-world environments may change during
learning, and a learning algorithm ought be able to adapt to this.
• Non-equiprobable, interactively sampled input distributions. Inputs to the
system will often be generated through an agent’s interaction with its environ-
ment, and therefore a suitable learning system must be able to cope with sequen-
tially generated data that is drawn with bias from an implicit distribution.
• Algorithmic compactness. Huge computation and memory requirements may
lead to violation of power supply constraints and are generally discouraged.
Robots often benefit from being simple, small, and light.
• Potential for parallelisation. Roboticists are often particularly interested in
reactivity, and long response or training times are usuallyto be avoided. Algo-
rithms which lend themselves to parallelisation are expected to scale better in
this respect.
The impression therefore is that a learning algorithm that works well in a robot learning
domain will have implicitly addressed a number of key issuesthat ordinarily might
be expected to obstruct practical implementation. Practiclity is a key consideration
throughout this thesis.
Other control problems are also considered throughout, usually to address a particu-
lar issue or subset of issues in detail. The robot learning problems of chapter 5 are
chosen to address delayed rewards, and noisy, non-equiprobable environments, while
more abstract regression style problems are used to discussflexibility, efficiency, and
representational issues. The problem of learning to throw aballistic projectile (chap-
ter 7) illuminates the discussion of learning multiple actions for the same state, and
also provides an example of a task for which learning real-valued actions is actually
necessary, rather than just desirable. This learning task is also used to uncover some
key generalisation and scaling issues. The XOR problem is con idered in chapter 8
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for purposes of comparison with a key existing technique forlea ning and generalising
over real-valued actions.
These applications are intended to provide a broad context of salient issues against
which the performance of both existing and new techniques can be evaluated and com-
pared. The emphasis is on practicality, applicability, andscalability, and these issues
will constitute the focus of the thesis.
1.8 Thesis outline
A brief outline of the thesis is now given. Chapter 2 introduces the field of reinforce-
ment learning, including a brief history of the subject and areview of the main theoret-
ical components. Chapter 3 introduces some preliminary material on neural networks
and robot learning, and chapter 4 concludes the introductory material with a review
of existing techniques for the reinforcement learning of real-valued functions, with an
emphasis on different approaches for representing the action space. The purpose of
chapter 4 is also to discover a set of desirable properties ofany reinforcement system
addressing continuous state and action spaces. This set of properties will then be used
to guide and evaluate the construction of a new model which isintroduced in chapter
5.
The new architecture of chapter 5 is initially tested in a simulated robot domain, a
simulated behaviour-based robot domain, and on various simple regression style prob-
lems. Chapter 6 then performs a preliminary analysis of the new model, and compares
its performance in qualitative terms to the existing modelsiscussed in chapter 4.
Chapter 7 introduces a new task which involves ballistic targeting. This tests the system
under conditions where there may be infinitely many optimal actions for any situation,
and considers how the system will represent such mappings.
Chapter 8 takes a prototypical continuous-space reinforcement learning model based
on backpropagation and quantitatively compares it with theproposed model, which
will be based on the self-organising map of Kohonen (1987). This chapter concentrates
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on the scaling potential of a distributed approach to representation compared with a
local representation approach. We also consider the implications of non-stationary
environments for both the distributed and local model classes. The discussion goes
beyond the supervised/unsupervised distinction which is sown to be largely irrelevant
for the purposes of generalisation in reinforcement learning. Here we are concerned
with the most appropriate methods for generalising over continuous state and action
spaces, and to this end a broad range of learning techniques may be adapted.
Chapter 9 begins with a discussion of some of the key issues pertaining to the applica-
bility and scalability of the proposed model. The second half of this chapter discusses
avenues for future work, including hybrid models that combine the self-organising
map and the backpropagation algorithms, potentially bringing the best features of both
model classes to bear on the problem. Some of these algorithms are built on the ex-
isting approaches to continuous-space reinforcement learning introduced in chapter 4.
Chapter 10 concludes with a summary of the thesis.
Some additional work was also performed on the interactive abstr ction of higher level
categories. This work, which was inspired largely by Karmiloff-Smith’s psychological
account of child development (Karmiloff-Smith, 1995), is presented for completeness
in appendix F. The work is presented as an addendum because although deemed inter-
esting and potentially useful, it does not contribute directly to the thesis itself.
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C H A P T E R 2
Reinforcement Learning
In the following chapter, sections 2.1 through to 2.8 are essentially a review of the
book: “Reinforcement Learning” by Sutton and Barto (1998).The book provides a
lucid, comprehensive and consistent account of the theory and its history, and in the
author’s opinion represents the best introduction to the subject. This chapter also
draws significantly on an authoritative reinforcement learning survey by Kaelbling
et al. (1996).
The main topics of the thesis are now reviewed in this and the two subsequent chapters.
This chapter is devoted to the history, theory and practicalapp ication of reinforcement
learning, while the main purpose of chapter 3 is to introduceneural networks as an
implementational paradigm. Both these sections provide the foundation for chapter
4 which concludes the introductory material by reviewing existing work on the rein-
forcement learning of real-valued functions, with an emphasis on different approaches
to representing the action space.
15
16 C H A P T E R 2. REINFORCEMENT LEARNING
2.1 History
Historically there are two main strands that contribute to the field of reinforcement
learning: animal psychology and Dynamic Programming.
Animal learning is traced to Thorndike (1911), who suggested that an animal, given a
choice of responses in a given situation, would when encountering that same situation
again, be more likely to reproduce an action that resulted insatisfaction, and less likely
to reproduce one that resulted in dissatisfaction. This intuitive idea was also developed
by Pavlov (1927), and is commonplace in modern psychology.
In the late 1950s the phraseoptimal controlwas used to describe a technique for min-
imising a measure of a dynamic system’s performance. Bellman developed a func-
tional equation — now called theBellman equation— for calculating the value func-
tion of a dynamic system. The process of solving a set of theseequations, either
analytically or incrementally in order to first estimate thevalues of the various states
of the system, and then derive a policy for maximising the expected return over the life
of the system developed into the field of Dynamic Programming(Bellman, 1957), and
today represents the theoretical grounding of all RL techniques.
It was not until the early 1980s that Barto, Sutton, Watkins ad others began defining
modern reinforcement learning, uniting the strands, clarifying the theory and, impor-
tantly, distinguishing the field from supervised learning,thereby giving RL its own
identity and its own place in the machine learning literature.
2.2 Introduction
The intuition behind reinforcement learning (RL) is very simple — an agent learns
for itself how to maximise a reinforcement signal from its environment by trial and
error exploration of different actions in different situations. If the signal is designed
to yield high reward at goal states, and low reward in situations that are to be avoided,
then in learning to maximise that signal, the agent will hopefully also learn how to
achieve its goals. Unlike supervised learning, where the desired output is presented
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along with the input, in RL only thevalueof an action is provided, and the agent itself
is responsible for discovering and selecting appropriate ac ions based on the relative
strengths of these values.
The standard example of a simple RL problem is then-armed banditwhere one of n
levers must be pulled at each time-step, with each lever yielding a reward according to
a fixed distribution. Imagine being in a situation with two levers and one hundred pulls
to make. How would you maximise your reward? Clearly one strategy involves trial
and error sampling until sufficient confidence is held in the belief that one arm yields a
higher expected reward than the other, at which point only that arm should be pulled.
Each arm could be tried just once, and then the one yielding greatest reward pulled
thereafter, but this does not allow for an unlucky sample. Ifthe reward distributions
of the two arms are similar and you still have many goes left, it makes sense to take
a larger number of samples (of both levers) to be sure you get the most out of the
remainder of the game. Conversely, on the 100th go, the only sensible thing to do is
pull the lever with the highest expected reward according toyour experience so far.
Pulling the arm which is believed to yield the best result is known asexploitingthe cur-
rent knowledge. But in order to be confident about that knowledge, all options must
first beexplored(even if they initially appear likely to be worse) in case thenew infor-
mation uncovers greater reward in the long run. This is knownas theexplore/exploit
dilemmasince on the one hand exploration is necessary to uncover reliable informa-
tion, but on the other hand exploitation is necessary to makethe most of that informa-
tion, and they cannot both be performed at the same time. It obviously makes sense to
explore more at the beginning of a trial when the informationgained will be of most
use, and to exploit at the end when the cost of exploring will tend to outweigh the ben-
efits of the new information gained. In most practical applications, optimal solutions
to this dilemma are not known, but some commonly used strategies will be introduced
shortly. For a discussion of bandit problems, see Narendra and Thathachar (1989).
The n-armed bandit problem is actually a special case of the mor general RL prob-
lem, as there is only one state that the system can be in — namely that of being faced
with pulling one of the arms. From this single state there area number of actions with
each action corresponding to pulling one of the arms. In the more general problem,
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the system can be in any one of a number of states with the optimal action depending
on the state. An example is the game of noughts-and-crosses in which each board po-
sition can be thought of as a state of the problem, and in whicht ere are nine actions
— one for each square of the grid. Not all actions will be available in each state, and
of course different actions will be preferred in different states. A system for selecting
an action to take in each state is referred to as thepolicy. For example, one (unrec-
ommended) policy for noughts-and-crosses would be to always take the top-left most
square available.
2.3 Markov Decision Processes
It is convenient to consider the environment as aMarkov Decision Process(MDP), an
example of which is shown in figure 2.1. The system has four state (one of which
happens to be a terminal state making it afinite horizon MDP), and two actions. The
states are numbered 1 to 4, and the actions labelled a1 and a2.In each state, the
two actions will take the system into a new state with a fixed probability which is
indicated to the right of the colon for each transition. In the context of the RL problem,
eachstate transitionalso yields a reward as a scalar value. It is easy to imagine the
noughts-and-crosses example drawn and labelled like figure2.1. In this case there
would be 39 = 19683 states1, nine actions, 9!5!4! × 2 = 252 terminal states, and the
transition probability from each state under each action would be unity since the game
is deterministic.
In the rest of this section, it is assumed that the environment is represented by an MDP.
This will imply that each state contains sufficient information so that the probability
of moving to any next state, s′, and receiving any reward, r, is the same given the
current state and action information as if given the entire state-action-reward history
of the environment. This can be expressed by the following equality, which defines the
Markov property:
1Not all of these would be valid board positions.










Figure 2.1:A simple Markov Decision Process consisting of four states and two actions.
P(st+1 = s
′, rt+1 = r|st ,at) = P(st+1 = s′, rt+1 = r|st,at , rt,st−1,at−1, rt−1, . . . ,s0,a0)
(2.1)
for all st+1, rt+1, and state-action-reward histories, wherest is the state at timet, at is
the action taken at timet, andrt is the reward received in moving to statest .
This assumption ensures that at each state, the agent has sufficient information to make
a perfectly informed decision given the boundaries of the particular problem. In the
noughts-and-crosses example, coding the board positions as states results in a game
with the Markov property because a complete board position contains all the salient
information for winning a game. But coding a maze with statescorresponding to “left
corner”, “right corner”, “corridor” does not yield an MDP because escaping a maze
requires at least an implicit knowledge of location which cannot usually be inferred
from the immediate surroundings. However, if a state history is maintained so that
the escapee can remember the types of previous junctions, then it may be possible to
localise, but this then corresponds to a different MDP in which the states are n-tuples
of the old “left/right/corridor” states. Of course if the states are coded asparticular
corners and corridors, then itis an MDP because there is as much information in a
single state as in an entire state history (with respect to escaping the maze). The maze
is an example of adeterministicprocess since one assumes transitions between states
will occur with probabilities zero or one (although of course one could easily contrive
an example where they do not). An example of a more general, non-deterministic MDP
is encountered shortly in figure 2.2.
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Note that even though an agent may have access to sufficient information so that
the Markov propertyis satisfied, an inability to perceive that information (perhaps
through impoverished sensing apparatus) may lead to the agent eff ctively facing a
non-Markovian decision process. This is referred to asperceptual aliasing.
2.4 The basics
The standard reinforcement problem is defined using the following elements:
• Set of states
A set of discrete and distinct states,S, corresponding to the learning agent’s per-
ception of the states of its environment. A state could be a board game position,
a vector of robot sensor readings, a position within a maze etc.
• Set of actions
A set of discrete actions,A, available to the agent. Not every action need be
available in every state.
• Policy
The policy,π, dictates which actions are to be taken in each state. Policies may
be stochastic.
• Reward function
The real-valued reward function,R, maps states, state-action pairs or state-
action-state tuples to reward values. Reward values may be positive, negative, or
zero indicating no reward. The reward function is usually unknown to the agent,
and must first be explored and then exploited.
• Value function
The value function,V, is a central idea to RL techniques and maps each state
to a measure of the value of that state. The value of a state is taken to reflect
the expected accumulated reward from that state on.V is usually taken to refer
to theactualvalue function, whileV̂ refers to theestimatedvalue function.Vπ
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refers to the value function under some policy,π, whileV∗ refers to the optimal
value function — i.e. the value function under the optimal policy.
• Model of environment
The environment model, which may or may not be known to the agent, predicts
the behaviour of the environment by mapping state-action-nextstate tuples to
probabilities. The environment model is provided byT(s,a,s′) which returns
the probability of moving to states′ after taking actiona in states, for all s,a,s′.
The environment model is provided in the form of a transitionfu ction,T, from
state-action-nextstate tuples to probabilities.
This outlines the basic RL context that was introduced in figure1.1. The additional
constraint has been added that the environment model behaves as an MDP.
At each time-step an agent moves from one state to another by taking one of its avail-
able actions, and in so doing receives a scalar reward. The question is, against what
measure should the agent’s behaviour be optimised? One answer is to attempt to max-








whereh is the horizon andrt is the reward received from the environment at timet after
an action is taken.2 3 This returnhas to be ‘expected’ because of the stochastic nature
of the environment. It is not assumed for example that an action guarantees a particular
state transition, only a probability of that transition. Ifa task is of finite length, as with
the two-armed bandit example earlier, then this approach may be adequate, but since
2An alternative is thefixedfinite horizon in which the reward is summed all the way up to the fixed
end of the trial.
3Strict statistical notational convention dictates that uppercase R is used to denote the random vari-
able representing reward inside an expectation. However, for consistency, the notation adopted here and
throughout is that of Kaelbling et al. (1996) and Sutton and Barto (1998).
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we may not wish to make such an assumption, a more common valueto attempt to








where 0≤ γ < 1 is called thediscount factor. The idea behind (2.3) is that rewards
are exponentially decayed as they become more and more distant and this ensures a
finite sum, even on an indefinitely long training episode. There is also an intuitive
appeal in trying to maximise immediate reward more than distant reward. In this way,
γ effectively sets the horizon.
The value function,Vπ, is defined as (2.2) or (2.3) for each state, based on the infor-
mation provided by the reward function following that stategiven a policy,π. The
aim of reinforcement learning is to discover an optimal policy, π∗, which maximises
(2.2) or (2.3). If the environment model is known explicitlyin terms of the transition
probabilities and the reward function, then it may be feasible to analytically solve for
the value function under the optimal policy, to give firstV∗ and thenπ∗. However, in
many cases the environment model is not known, and a solutionmust be approximated
by an iterative sampling method. This thesis is concerned exclusively with problems
where the environment is not known.
2.5 Dynamic Programming
Assuming that (2.3) is the value we wish to maximise, and therefore first estimate, the
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whereπ(s,a) is the probability of taking actiona in states under policyπ, T(s,a,s′)
is the probability ofs′ being the successor state ofs following actiona (i.e. the state-
transition function), andR(s,a,s′) is the reward elicited from the environment by taking
actiona in states and ending up in states′.4
The Bellman equation, which can be viewed as a recursive definition of equation 2.3,
asserts that the value of states under policyπ is the result of summing, for each ac-
tion and each possible successor state, the expected rewardof that transition plus the
discounted value of that successor state.
For a suitable RL problem, this yields a set of simultaneous equations, one for each
state, which can be solved to yield the value functionVπ. The following example
is taken straight from Sutton and Barto (1998) (pg 71): Consider the grid world of
figure 2.2a in which each square is a state from which the agentmay choose one of
the following actions: “up”, “down”, “left” or “right”. Each of these actions takes the
agent to the appropriate neighbouring state and yields no reward except that attempting
to move off the grid results in no movement and a reward of -1, and any action taken
in states A or B results in a move toA′ or B′ with rewards of +10 and +5 respectively.
Figure 2.2b shows the value of each state, as calculated by equation 2.4, for the policy
in which each action is equally likely in each state, and withthe discount factor,γ = 0.9.
The negative values of edge squares in the lower half of the grid reflect the probability
of the agent stumbling off the grid at these points. States A and B have high values,
as do their neighbours, because of the potential for achieving the +5 or +10 rewards.
However, the value of state A is slightly diminished by both its proximity to the lower
edge of the grid via the special state transitionA → A′, and also the distance of the
inevitable successor state,A′ from the rewarded statesA andB.
Each value is the expected discounted reward from that stateonwards for the equiprob-
able policy. However, what we are more interested in is theoptimal policy, π∗, which
guarantees the greatest possible future reward. Equation 2.5 shows theBellman opti-
mality equationfor V∗, which yields the expected return of each state if the best possi-
ble action is always taken. In the same way as before, a set of simultaneous equations
4We useR for the reward function (from state-action tuples), andrt to denote the reward at a partic-
ular time,t.
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a) Grid World *d)c) V
Figure 2.2: Application of the Bellman equations. Reproduced with permission from (Sutton and
Barto, 1998)(pg. 170).









This equation is very similar to the previous Bellman equation except that instead
of considering all possible actions from states, only the action that maximises the
future return is used. Figure 2.2c shows theV∗ values for each state calculated using
(2.5), and figure 2.2d shows the optimal policy,π∗ which can be generated by always
selecting an action that maximises the right hand side of (2.5) for the current state. The
optimal policy happens to prescribe moves that takes the syst m into state A as quickly
as possible (unless avoiding state B in the process would require a detour).
However, solvingn simultaneous equations inn unknowns wheren is the number of
states scales withO(n3) and soon becomes too expensive.Dynamic Programming
alleviates this problem by changing the Bellman equation into an update rule that can
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whereVk is the value function at thekth iteration. Note thatV0 should be initialised to
finite values.
For some policy,π, Vk is updated at every state using the previous values ofVk−1.
The reason successive approximations improve the accuracyis that fresh information
is being injected by the termR(s,a,s′) during each iteration. It can be shown thatVk
converges toVπ ask→ ∞ (Bellman, 1957), and calculatingVπ by iteratively updating
the value function in this way is callediterative policy evaluation.
Now, based onVπ, it is possible to improve the policy to take advantage of theap-
proximated value function. For example, in figure 2.2(b), knowing VπEqual suggests
a number of improvements toπ in which the higher value states are preferentially
sought. In practice, this can be achieved by settingπ(s,a) = 1 for thea∈ A that max-
imises∑s′ T(s,a,s′)[R(s,a,s′) + γVπ(s′)], and settingπ(s,a) = 0 elsewhere. This is
calledpolicy improvementand is guaranteed to yield a better policy,π′, if one exists.
But this now means that the value function is based on an out ofdate policy and needs
to be recomputed to reflect the new improved policy,π′. In this way, by repeatedly per-
forming iterative policy evaluation followed by policy improvement, better and better
policies are found converging on the optimum policy,π∗ and a corresponding opti-
mum value functionV∗. This is calledpolicy iteration, and forms the theoretical basis
of all practical RL techniques.
Equation (2.6) was an iterative version of the Bellman equation of (2.4). Similarly, the









which also directly converges toV∗ without the need to maintain an explicit policy.
This corresponds to the previous update rule in which the policy is effectively updated
immediately rather than waiting for policy evaluation to converge. It is also possible
to updateVk+1(s) on states in any order, and providing each state is continually visited
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and never left unchanged indefinitely, convergence is stillguaranteed ask→ ∞.
The principle behind policy iteration is that information about all rewards is passed
around the system so that the value of each state eventually accurately reflects its in-
trinsic worth to the agent with respect to the expected return.
2.6 Monte Carlo techniques
Dynamic Programming requires that a complete model of the environment be known in
terms of the state transition probabilities,T(s,a,s′), and the reward function,R(s,a,s′).
In practice this information is unlikely to be available, and so theMonte Carlomethod
is introduced.
Trials are now required to be finite, so a guarantee is required that a terminal state of
the MDP will be reached sooner or later. As with Dynamic Programming, the Monte
Carlo approach aims to generate increasingly accurate estimates of the value function.
Unlike Dynamic Programming however, whereV(s) is recursively updated using the
value function at other states, Monte Carlo techniques updateV(s) towards the actual
reward received from statesuntil the end of the trial. So the value function for a given








whereT is the time at which states is first encountered. Note that because the trial
is restricted to being finite, (2.2) is now being used insteadof (2.3) as the quantity to
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Vπ(s) can be calculated by runningN trials, and for the first visit to states (at timeT)












with convergence asN → ∞.
But there are two important implications of not having an environment model. The first
is that the value function is no longer sufficient for finding an optimal policy because
even if the agent knows which the best states are, it does not know how to get there
from the current state without the state transition function, T(s,a,s′). For this reason,
instead of estimating the value of states usingV(s), estimates are made of the values of
state-action pairsusing theaction value function(alsoaction function),Q(s,a).5 The
theory is the same as before with limtrials→∞ Qπ(s,a) =E(Total reward from taking
action a in states to the end of that trial, underπ) except that now a state transition
function is implicitly built into the action value function. Making a policy optimal with
respect toQπ is now simply a matter of always choosing the action that maxiises
Qπ(s,a) at each states. This is known as agreedy policy. This then becomesπ′, which
in turn is evaluated byQπ
′
and so policy iteration continues in the usual way.
However, the second important implication of not having an environment model is that
the issue of exploration must now be addressed. The agent is now responsible for
sampling its own environment, whereas before the environment d tails were provided
explicitly. So now, rather than updating the policy so that the action that maximises
5This formulation pre-empts Q-learning, which is introduced shortly.
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Qπ(s,a) is alwayschosen,π′ is instead formed byusuallychoosing the action that
maximisesQπ(s,a) while occasionally selecting one of the other actions. Thisbal-
ances exploration and exploitation. These are known asε-soft policies because each
available action has a non-zero probability of being taken.O e commonε-soft pol-
icy is to select the currently preferred action with probability 1 − ε + ε|A| and all other
actions with probability ε|A| , for some small value ofε. This is known as anε-greedy
policy. A similar but smoother approach is to select actionsaccording to a Boltzmann





With ε-soft exploration, convergence to the optimal policy is once again assured pro-
viding the policy converges to pure greedy. This is easily achieved by reducingε or the
temperature parameter,T to zero. This ensures a shift from exploration to exploita-
tion.
The advantage of Monte Carlo techniques of not requiring an environment model will
turn out to be decisive not only when the environment is unknown, but also when
T(s,a,s′) or R(s,a,s′) are known implicitly but difficult to calculate explicitly.See
Sutton and Barto (1998)(pg 113) for an example. A disadvantage of having to im-
plicitly model the environment by making the domain of the action value function
state-action pairs rather than just states, is that the action function must now be stored
and updated at many more indices (by a factor of|A|).
2.7 Temporal Difference learning
Like Dynamic Programming,Temporal Differencemethods (Sutton, 1988) update the
value function based recursively on other estimates, making the approach suitable for
infinite horizon tasks and on-line, interactive learning. But like Monte Carlo methods,
no model of the environment is necessary. Temporal Difference learning thus captures
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the best of both worlds, and for this reason dominates the standard account. As usual,
the aim is to estimate the value of a state in terms of (2.3).6 Temporal Difference learn-
ing is so called becausêVt(s) (note that we now usêV because we are now dealing with
an estimate of the value function.) is updated based on the difference between̂Vt(s)
andV̂t(s′), wheres′ is the state encountered immediately afters. The basic Temporal






which is applied immediately after receiving rewardr for moving from states to s′.
The expression in the curly brackets corresponds to the contents of the square brackets
in (2.7), and represents the target of the update. This is just a recursive formulation
of (2.3). The rest of (2.13) moves the current estimateV̂t(s) towards this target by an
amount proportional to thel arning rate, 0< α < 1.
Providing each state is continually visited under some policy, π, and the learning and
exploration rates are annealed to zero according to the constrai t of (2.14), then̂V(s)
will converge on the familiar return of (2.3) for that state,and thereforêV will converge




α(t) = ∞ and
∞Z
t=0
α(t)2 ≤ ∞ (2.14)
2.7.1 Sarsa
As has already been seen with the Monte Carlo method, if an environment model is
not available, the value function,V, is insufficient for improving the policy. Therefore,
6Equation (2.3) is being used again because non-finite MDPs are now being considered.
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in theSarsaalgorithm of Rummery and Niranjan (1994) the action value function,Q,





{r + γQ̂πt (s′,a′)}− Q̂πt (s,a)
]
(2.15)
wherea′ is the next action to be performed from states′ according to the current policy,
π.
The theory is a simple extension of Dynamic Programming, based on Bellman equa-
tions forQπ andQ∗.7 Following the discussion so far, we can see that the repeatedup-
date ofQ̂π(s,a) towards(r + γQ̂π(s′,a′)) based on sample experience will yield (2.3),
for the current policy.
GivenQπ, the policy can then be improved to exploit this informationn exactly the
same way as the Monte Carlo method — by choosing the actiona n states that max-
imisesQπ(s,a). Through policy iteration,Qπ converges toQ∗ andπ to π∗, providing
as usual that the environment is modelled as an MDP, the learning ate satisfies (2.14),
all states are visited infinitely often in the infinite limit (using anε-soft policy for ex-
ample), but that exploration is eventually reduced to zero (see Singh et al. (2000) for
convergence proof). Note that following the discussion of policy iteration, there is no
need to wait forQ̂π to converge onQπ before updatingπ. In fact, hereπ is effec-
tively updated after every single update toQ̂ simply becauseπ is based on the current
Q− values. This particular Temporal Difference method is called Sarsa because the
update rule uses,a,r,s′ anda′(Sutton, 1996). This and the following technique are
referred to asbootstrappingbecause, unlike Monte Carlo, estimates of expected return
are updated largely towards other estimates which themselve are based on further
estimates etc.
7See Sutton and Barto (1998) for these equations. They are similar to the Bellman equations already
encountered, and do not add anything to this particular discussion.
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2.7.2 Q-Learning
Sarsa is actually a minor and recent adaption to one of the most theoretically important,












This is identical to Sarsa except that when considering the next state-action transition,
the actiona′ is chosen that willmaximisethe next Q-value as opposed to choosinga′
according to the current policy. This means that the policy beingevaluatedis closer
to the optimal policy for the current Q-function (i.e. with no exploration) even though
the policy being used forcontrol may still be involved in exploration. Sarsa effec-
tively models its own exploration as part of the dynamics of the environment, while
Q-learning does not. Modelling the exploration may be useful if such exploration can
profoundly affect the reward (see Sutton and Barto (1998), page 150 for an example).
Q-learning is shown to converge to an optimal policy under thusual assumptions
(Watkins and Dayan, 1992), and it remains the most popular reinforcement learning
algorithm because no model of the environment is required, it is intuitive, easy to
implement, and can be run interactively with updates made immediately, as and when
states are visited. These features make the algorithm suited to a wide variety of learning
tasks. For example, Araujo and Grupen (1996) use Q-learningi a foraging task to
map states to high level behaviours which are generated beforehand. Digney (1996)
usesnested Q-learningto build hierarchical control structures for use in a grid-world
environment. A particularly celebrated example of this Temporal Difference method is
found in Mahadevan and Connell (1991), where a robot learns to find and push boxes
within a behaviour based framework. Q-learning is also employed in Crites and Barto
(1996), where an extension of the algorithm is used to discover a policy for efficiently
dispatching lifts to minimise waiting times.
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2.8 TD(λ)
To round the theory off neatly, the Monte Carlo and Temporal Difference methods can
be shown to be special cases of a more general formalism,TD(λ) (Watkins, 1989).
In Monte Carlo methods, the value of each state is updated towards the actual reward
received from the first visit to that state to the end of the episode. In the Temporal
Difference algorithm, the value function is estimated recusively in the sense that it
is updated towards the immediate actual reinforcement plusthe discountedestimated
value of the next state (or state-action pair). TD(λ) is a more general algorithm which
provides smooth control over the degree to which actual returns and estimated returns
are blended to produce the target towards which the value function is updated.
Recall that in (2.13),̂V(s) was updated towards the1-step corrected return, but just as
plausible are the 2-step, 3-step or n-step returns:
1-step return= r + γV̂(s′)
2-step return= r + γr ′ + γ2V̂(s′′)
3-step return= r + γr ′ + γ2r ′′ + γ3V̂(s′′′)
...
wheres,s′,s′′ . . . is the sequence of states as they are visited, andr,r ′,r ′′ . . . is the se-
quence of rewards received on entering these states. If the trial length is finite, and
n large enough to reach the end of each trial, then the n-step reurn is just a non-
bootstrapping target as used in the Monte Carlo algorithm. Hence there exist a range
of methods with Monte Carlo at one extreme and basic TemporalDifference at the
other. It is a simple matter to combine these two extremes in acontinuous manner by
updatingV̂(s) towards a weighted sum of n-step returns:
R1+λR2+λ2R3 + ...+λn−1Rn (2.17)
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for 0≤ λ ≤ 1 (note the distinction betweenλ andγ!), whereRm is themth-step return
from states. Since the weights of the n-step returns should sum to unity (for n = ∞) in
order to respect the estimate of (2.3), an appropriate normalisation factor is introduced
so that (2.17) becomes:
(1−λ)R1+(1−λ)λR2+ ...+(1−λ)λn−1Rn (2.18)
The term,λ, is the continuous parameter referred to inTD(λ), which in its limits of
zero and one represents 1-step Temporal difference and Monte Carlo methods respec-
tively. Although this may seem like a rather contrived way ofc mbining actual and
estimated returns, it actually represents the theory underpinning an intuitively appeal-
ing and popular set of algorithms defined by the use ofeligibility traces (Watkins,
1989). Such algorithms maintain a record of recently visited states and use this his-
tory to accelerate the passing of reward information acrossthe value or action func-
tion. Versions of this algorithm also exist for Q-learning and Sarsa in the form of
Q(λ) (Watkins, 1989; Peng, 1993; Peng and Williams, 1996) andSarsa(λ) (Rummery,
1995) respectively. See Tesauro’s backgammon player (Tesauro, 1992, 1994) for an
application of TD(λ). See Sutton (1996) for an application of Sarsa(λ) and Araujo and
Grupen (1996) for an application of Q(λ) to simulated robot control.
Although there is no principled analysis available, Sutton(1996) concludes that 0<
λ < 1 is likely to be optimal withλ = 0 andλ = 1 empirically performing relatively
poorly. In his backgammon application, Tesauro reports that: “...λ appeared to have
almost no effect on the maximum obtainable performance, although there was a speed
advantage to using large values ofλ [corresponding to Monte Carlo]”. Jaakkola et al.
(1994), amongst others, have provided a convergence proof for TD(λ).
Although a number of variants and extensions to the above algorithms have been pro-
posed, the previous section provides as much history and theoretical background as is
interesting and relevant to this thesis. The reader is referred to Sutton and Barto (1998)
and Kaelbling et al. (1996) for a more thorough treatment. The focus now moves from
the theory to the practice.
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A brief notational comment is required at this stage. In the remainder of this thesis
when we talk about ‘Q-values’ we will be referring to theestimatedQ-values — i.e.
the function,Q̂. However, to simplify notation, we will omit the superscript and re-
fer to estimates simply by using the function,Q. We will also adopt the simplifying
notational convention of omitting the policy superscript,since there will always be an
implicit assumption that we are estimating expected returnfor the current policy, and
not the optimal policy. Furthermore, the term ‘Q-value’ will be used to refer to any
estimate of expected return for state-action pairs.
2.9 Practical reinforcement learning
The theory provides the following: An iterative, incremental and interactive method
that guarantees convergence of the value function,V, to either (2.2) or (2.3), under the
assumptions that the environment is modelled as an MDP, every state is continually
visited, and the learning and exploration rates are annealed appropriately. The value
function,V, estimates the values ofstatesof the MDP, which requires that the basic
value function update rule (2.13) makes use of an explicit enviro ment model. If the
environment model is unknown, then the value function,V, is replaced by the action
function, Q, which estimates the value of each state-action pair. Now the environ-
ment model is implicitly learned as part of the action function. By interleavingpolicy
evaluationandpolicy improvement, an optimal policy is guaranteed to be found.
2.9.1 The assumptions
In practice the MDP assumption can rarely be met, since in many applications the sen-
sory information fails to uniquely identify the state of theenvironment. This problem
of perceptual aliasing, in which states are confused with each other, is exactly why
escaping a maze is difficult, even for us. In general, the complexity and uncertainty of
the real-world will make it impossible to satisfy the MDP assumption. Also note that
this assumption is left unsatisfied when the environment is modelled as an MDP, but
when this model is dynamic. If the state transition probabilities and reward function
change over time, as may well be the case in a real-world problem, then convergence
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to such a moving target cannot be guaranteed.
The assumption that each state (or state-action pair) is continually visited can be sat-
isfied by always maintaining an appropriate amount of explorati n (as discussed in
section 2.6). The convergence proof effectively requires that each state is visited an in-
finite number of times. In practice, trials must be of finite length, and some states may
suffer particularly from under exposure, resulting in inaccurate value estimates. How-
ever, since the algorithms outlined above are interactive or on-line, the most frequently
visited states will conveniently tend to have the most accurate value estimates.
The assumption of appropriate learning and exploration rates is easily satisfied in the
limit of infinite trial length by the conditions of (2.14). However, in the finite case,
finding a suitable set of learning rates that maximise performance is an empirical chal-
lenge.
Having established that, in practice at least, the criteriafor convergence cannot be
satisfied, the question now arises as to how well these algorithms perform when the
assumptions are not met. Happily, the answer appears to be quite well. By choosing
a suitable state representation the task can be made as closeto an MDP as possible.
Incorporating previous sensory data can also help to reducethe problem of perceptual
aliasing. Judicious selection of the exploration rate can allow the assumption of con-
tinuously visited states to be at least partially satisfied,and in any case, the interactive
nature of the algorithm suggests that accuracy will tend to reflect the exposure and
therefore the relevance of different parts of the environmet. The empirical selection
of a suitable set of learning parameters also seems to be reasonably straightforward in
the majority of cases. In addition, some evidence has been presented that other param-
eters, such asλ, may not have a huge impact on performance, and that satisfactory if
not optimal values will be easy to find.
2.9.2 Delayed rewards
Mataric (1997) identifies two main problems that need to be addressed in reinforce-
ment learning. The first is that of delayed rewards, or more generally, credit assign-
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ment. Although the theory provides a guarantee of optimality for infinite length trials
(or an infinite number of finite trials), many practical applications, such as those in-
volving physical robots for example, may be very restrictedwith respect to the number
of environment samples that can be made. For this reason it isimportant that reward
information propagates around the value function as quickly as possible. As an il-
lustration of the problem, in Tesauro’s backgammon application, TD-Gammon, the
reinforcement of all states was zero except for the final state of a won game at which
point the reward was one. This is beautifully simple, and requires a minimum amount
of prior game knowledge, but hundreds of thousands or millions f complete games
were needed to allow the reward of won games to propagate backto the early game
states.
Mataric (1994, 1997) addresses the issue of delayed rewardsby introducingprogress
estimatorswhich provide a handcrafted continuous reward function which augments
the reward information that is received at goal states. For example, a progress esti-
mator might provide an estimate of the distance of an agent from a goal in a robot
navigation problem. Progress estimators address the more general RL aim, identified
by Kaelbling et al. (1996), of making the reward signal as loca as possible. Breaking a
task up into subtasks or a control system into behaviours, with each task or behaviour
having its own reward function, is another approach to reducing the time between an
action being taken and reward for that action being received(s e Mahadevan and Con-
nell (1991); Mataric (1994, 1997) for some examples). Tesauro’s backgammon player
exemplifies the problem of delayed rewards since the only information from the en-
vironment always comes on transition to a terminal state of the MDP. Attempting to
provide as rich a reward signal as possible is an important part of encoding a task for
an RL solution. Caution is advised though. Supplying handcoded intermediary signals
to shapethe learning process may result in the wrong behaviour beingaccidentally
reinforced. Note that in the backgammon example, maximising the (rather weak) re-
ward signal wasguaranteedto maximise playing ability given enough training time.
But consider what might have happened by ‘enriching’ the rewa d signal by a progress
estimator designed to reward intermediate game positions that were mistakenly judged
by an expert to be strategically advantageous.
Although this thesis is not directly concerned with delayedr wards, the issue is en-
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countered at a number of points throughout the thesis. It is introduced here largely for
completeness.
2.9.3 Large state spaces, and generalisation
The second of the two major problems facing RL application identified by Mataric
(1997) is the possibility of large or continuous state or action spaces. Consider again
the backgammon example, in which there are about 1020 distinct board positions, and
therefore the same number of states. Representing the valueof each board position
explicitly is clearly impossible, so Tesauro used backpropagation to train a neural net-
work to approximate the function,V. Note that because the environment model is
known (in terms of the available successors to the current state), the value function
V is sufficient for learning an optimal policy. The algorithm used is actuallyTD(λ),
but (2.13) also characterises the approach. However, at each st te, instead of a table
entry forV(s) being updated, the network is trained towards the pair(I ,O), whereI
is the input vector corresponding to the current board position, s, andO is the target
inside the curly brackets (of 2.13). Because of the way the experiment was set up8,
the value function approximated by the network effectivelymapped each board po-
sition to the probability of winning from that board position. Optimising the policy
was then achieved by simply selecting the move from a list of legal possibilities that
lead to the state with highestV(s) according to the network. No exploration was built
into the move selection because the dice throws themselves were considered to gener-
ate enough noise9. The system was trained against itself, so a large number of games
could be played.
Generalising over the state space using a non-linear function approximator yielded ex-
cellent results for TD-Gammon, with the system learning to play backgammon to club
standard. By hand-coding salient board features into the repres ntation at each state,
performance was improved to rival the world’s best players.A pleasing addendum is
that some of the opening plays learned by TD-Gammon went on tochange the opening
theory of the game.
8No discounting took place and recall that the reward was zeroin all states except won positions,
where it was one.
9The reader could refer to http:/www.funcom.com/langen/langen/games/backgammon/rules.html
for an explanation of the game.
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Practical RL
RL TheoryGeneralisation
Figure 2.3:The independent relationship between RL and Generalisation theory. The diagram em-
phasises the point at which RL finishes, and where the responsibility for scaling RL primarily resides. In
particular, a lack of ability in dealing with large or continuous state spaces is not an inherent problem of
the RL theory itself. The latter provides a clear set of results within a clearly defined set of boundaries.
The sophistication and potential applicability of RL is notlimited by the theory, but by the techniques
with which the theory is combined.
However, a fourth criterion for guaranteed convergence that has only been implicit so
far in this chapter, is that the value or action function be represented explicitly as a
lookup table. This drives another wedge between RL theory and its practical applica-
tion since large or continuous state spaces will in general preclude this condition being
met. Effective generalisation over large or continuous state and action spaces is the
key issue facing real-world applications of RL, and this is the main focus of this the-
sis, particularly with respect to generalising over continuous action spaces. Although
the lookup table assumption has resulted in further violatin of the theory by practical
considerations, at least Tesauro’s TD-Gammon experiment suggests that we can still
expect good performance providing appropriate generalisation techniques are used.
2.10 Generalisation techniques
In considering appropriate techniques for generalisation, he bridge has been crossed
from the field of RL to the domain of statistics. Using a multi-layer perceptron to
approximate the value function is only one approach to generalisation but any existing
statistical technique for generalisation is a potential candidate for use on complex RL
problems. Figure 2.3 illustrates the intended relationship.
An entire review of all generalisation techniques is clearly well beyond the scope of
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this thesis, but a representative sample will be consideredshortly, as well as at various
other places in the thesis. Therefore, to avoid duplication, only the briefest overview is
given here and the reader is asked to accept a review of this subject as it is uncovered
piece by piece according to the logical progression of the thesis.
2.10.1 Tiling the state space
Consider a robot learning problem in which there are two sensors each of which can
take a value in the continuous range[0,1]. The state space can then be represented as
the unit square, and the task becomes one of dividing this space up into regions, with
each region representing a discrete state of the standard RLproblem. Deciding on the
size, shape and number of these regions beforehand will generally be difficult, and the
most obvious approach of using a high resolution grid superimposed over the entire
space will result in an excessive number of states, particularly as the dimensionality of
the space increases.
An alternative is to tile the space with overlapping regions, with each region corre-
sponding to a hand-coded ‘feature’. Then any particular state c n be characterised by
the set of features in which it appears. This particular approach is calledtile-coding
and is also referred to as theCerebellar Model Articulation Controller (CMAC)be-
cause it models Cerebellar functionality (Albus, 1975). This is a specific instance of
a broader set of basic generalisation techniques describedascoarse-coding, in which
state and action spaces are carved up in advance. A second instance of a coarse-coding
algorithm is thememory-based function approximatorwhere a continuous Q-function
is represented as a set of prototypical Q-values. The Q-value of any point in the state-
action space is approximated by a suitable combination of the surrounding prototype
Q-values, scaled for example by the distance between each prototype and the point
in the state-action space being evaluated. Updating the Q-value of an arbitrary point
in the continuous state-action space can be achieved by altering the prototype values
according to their relevance, and if there happen to be no prot types suitably close to
the current position then one can be spontaneously created.Coarse-coding approaches
potentially suffer from the fact that generalisation is notadaptive. For example, in
standard memory-based function approximators, the prototype positions are fixed. See
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Santamaria et al. (1997) for a description and comparison ofcoarse-coding techniques.
Another simple approach to generalisation used by Mahadevan and Connell (1991) in
their famous box pushing robot application is to represent each state explicitly (in their
case the state space was discrete), but to update not onlyQ(s,a) for the current state
and action, but alsoQ(s′,a) for all s′ ∈ Swithin a fixedHamming distanceof s. This
makes updating the Q-function over a large state-space moretractable. However, in
this example, the only way each state could be represented explicitly was by perform-
ing hand-coded dimensionality reduction on the robot’s vector of sensor readings.
2.10.2 Dynamic generalisation
A more appealing approach is to construct categories on-line, based on and in response
to the input data. One approach, which is considered at length throughout this thesis, is
to use Kohonen’s Self-Organising Map (SOM) (Kohonen, 1987)to model the distribu-
tion of the input data. In the case of the two dimensional state space considered above,
a SOM could be trained towards the two-dimensional sensory vectors generated by the
robot. Each unit of the map would then be usable as a discrete stat in the standard
RL problem, with the SOM dynamically discretising the spacewith a variable reso-
lution that reflects the robot’s exposure to different partsof the environment. In work
that is considered later in section 4.4, Sehad and Touzet (1994) and Touzet (1997)
use a SOM to map the combined state-action-reward space. While the approach is
favourably compared with a number of other representational techniques for a robot
learning problem, the comparison is not detailed enough to conclude anything other
than that the SOM is an interesting and potentially effectivapproach. The use of a
Kohonen map to generalise over continuous state and action space is discussed and
analysed at length during the course of this thesis.
In a similar vein, thek-meansclustering technique (see Lloyd (1982)) could be used,
or theAdaptive Resonance Theorynetwork of Carpenter and Grossberg (1987b) which
adopts a more constructive approach to the plasticity/stability tradeoff. Li and Svens-
son (1996) choose an ART network over a Kohonen network to repres nt the state
space in a robot navigation problem. Their decision is basedon the perceived inability
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of the latter to operate simultaneous learning and operation phases. However, results
from chapter 5 suggest that this conclusion is invalid.
A dynamic approach adopted in Chapman and Kaelbling (1991) utilisesdecision trees
in which an initially small number of states covering the entire space are iteratively split
into smaller and smaller regions until each region behaves con istently with respect to
the reward signal. This approach benefits from considering the reward information as
well as the input data in generating categories, but it may not be suited to dynamic
environments since the splitting is a one way process that could potentially result in
too many regions being created.
In all these approaches, the emphasis is on dissecting the state space so that the value
or action function can be maintained as a look-up table. Notethat it is possible to
perform the category construction and reinforcement learning processes in parallel,
providing it is accepted that the categories underpinning the RL algorithm will change
during learning. Tolerating moving states makes a further mss of the theory, but in
practice such systems may still work well providing appropriate consideration is given
to relative learning rates. This issue is considered in moredetail in chapter 6.
2.10.3 Backpropagation
Other techniques directly approximate either the value functio , or even the policy
itself, thus side-stepping the need to maintain an explicitvalue function. Tesauro’s
TD-Gammon made effective use of the backpropagation algorithm to train the weights
of a multi-layer perceptron (MLP) to perform powerful non-li ear generalisation over
the state-space. Similarly motivated is theComplementary Reinforcement Backprop-
agation Algorithm (CRBP)of Ackley and Littman (1990), in which a binary reward
signal (intended to indicate whether the action is ‘right’ or ‘wrong’) is used to train
a backpropagation network directly towards appropriate state-action pairs (see section
4.7. The approach is adopted by Ziemke (1996) in another robot learning problem to
map robot sensors directly to optimally rewarded motor outputs. The scalability of
CRBP is not clear, since the reward and outputs are binary. There is also no explicit
interpretation of the action function which means the system operates as a black box.
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The use of backpropagation is considered in more detail in chapter 8. Of particular
interest is its relative robustness to the curse of dimensionality. For example, the input
vectors of TD-Gammon had 198 dimensions!
2.10.4 Other techniques
A range of other techniques could also be conceived for generalising over the input
space including the use of Radial Basis Networks (Powell, 1987), the GTM algorithm
(Bishop et al., 1998), or an auto-associative MLP. A number of ad hoc techniques
have also been suggested, such as the clustering algorithm of Mahadevan and Connell
(1991) in which Q-values are grouped according to proximityin state-spaceandsimi-
larity with respect to the reward under each action. One interes ing aspect of that work
is that the state space is effectively decomposed differently for each action.
A complete comparison of these generalisation techniques with respect to the full range
of reinforcement problems would be impossible. Different approaches will be more
appropriate than others in different applications. A discussion of the applicability of
some of these techniques with respect to specific problem features is given in chapters
6 and 8. In the meantime a number of relevant issues can be identified. For example,
is generalisation adaptive or fixed? Is it linear or non-linear, supervised or unsuper-
vised? Is the generalisation performed with respect to the rewa d function, the input
data, both or neither. Also, a relevant question for non-station ry environments is how
the tradeoff between plasticity and stability is addressed. A key distinction consid-
ered in chapter 8 is whether the representation of the state-pace islocal, as in the
case of the Kohonen map for example, ordistributedas in a backpropagation network.
This may have implications when considering non-stationary environments, high di-
mensional state spaces, maintaining multiple actions, interpreting behaviour, and di-
agnosing faults. Other considerations include the resources required by the algorithm,
the robustness and complexity of the algorithm, and potential for parallelisation, all of
which may be particularly relevant in interactive domains such as robot learning. The
consequences of pathological behaviour are also relevant.For example, what are the
implications of getting stuck in a local minimum when using backpropagation, or pro-
ducing twisted maps when using a SOM. All of these issues are encountered at various
points throughout the thesis.
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2.11 Summary
The theoretical foundations of reinforcement learning have been presented along with
an account of the evolution of the most popular algorithms, including TD(λ) and Q-
learning. Although in practice all of the assumptions required to guarantee conver-
gence of Temporal Difference methods may be violated, performance is empirically
found to be robust and good performance is usually achieved.
The problems of delayed rewards and continuous or prohibitively large state and action
spaces are not failings of RL itself, but are inherent difficulties of the complex problems
being addressed. The solution is not to say that RL is inadequat so let us invent
something else, but instead to specifically address these issu s, and indeed this is where
much of the current research lies.
For any of the difficulties named above, or just because of an in dequate reinforcement
signal, some problems may turn out to be too hard to solve using just the components
of RL considered so far. In these more interesting cases a number of other ideas may
need to be considered. As Kaelbling et al. (1996) note, almost all the advanced and
interesting applications of RL utilise some form of innately specified knowledge about
the task, be it cleverly crafted state representations (forexample (Tesauro, 1994)),
built-in behaviours (Maes and Brooks, 1990), reflexes (Li, 1999), pre-specified coor-
dination of learning modules (Mahadevan and Connell, 1991), handcrafted progress
estimators (Mataric, 1994, 1997), inbuilt heuristics for exploring actions (Wedel and
Polani, 1996), and any number of assumptions about the nature of the reinforcement
signal, or the environment model.
It is generally assumed that we are born with many innately specified tendencies, but
that we also perfect our skills by increasing our knowledge of the world through trial
and error interaction with our environment (Karmiloff-Smith, 1995). Looking to the
animal world for inspiration yields other ideas including learning through imitation
(see Hayes and Demiris (1994), and Price and Boutilier (2000) for RL-based imita-
tion learning) andshaping(see Dorigo and Colombetti (1994) for an RL example)
where an animal is trained incrementally on successively harder and harder versions
of the task. With respect to domain specific learning, Gallistel et al. (1991) observe
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that animals have strong predispositions to learning certain kinds of associations. For
example, a pigeon can be trained to peck a button for a food reward, but not to flap
its wings. Conversely, it may be trained to flap its wings to avid a shock, but not to
peck. It is easy to see how biasing the kinds of associations that may be made in this
way can greatly simplify the learning process. Even human development seems very
constrained with certain things being learned at very specific times and being subject
to specific constraints, prerequisites and processes (Karmiloff-Smith, 1995).
All this indicates that although we cannot expect to solve all problems by RL alone,
the technique has still established itself as a valuable tool for our hardest endeavours.
Designing RL-based solutions to interesting problems goesfar beyond just picking one
of the theoretical approaches plus a suitable set of parameters. I is the art of perform-
ing appropriate generalisation, maximising the information in the reward signal, and
knowing how to bring all available information to bear on theproblem, that transforms
the theoretical and well understood foundations into a set of practical and exciting
techniques.
C H A P T E R 3
Neural Networks & Robot Learning
3.1 Introduction
Of particular interest to this thesis is the representationand generalisation of the action
space in RL problems, and chapter 4 introduces a number of existing techniques for
achieving this. However, first we introduce some preliminary material that underpins
much of the thesis. Neural networks1 feature particularly prominently, so a brief in-
troduction to the field along with a description of some of themost relevant methods
are given first. The second half of this chapter considers thebe aviour based model of
intelligence and the role and use of learning in robotics — a field which provides many
practical problems of interest.
1There is sometimes confusion generated by the phraseneural networkwith respect to its ambiguity
of reference to the real or artificial phenomena. The term is used in this account solely to refer to the ar-
tificial variety, unless otherwise stated, and is probably best paraphrased asneurally inspired algorithms
or artificial neural networks.
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3.2 Artificial neural networks
A number of examples of neural networks being used for represntation and gener-
alisation in reinforcement learning problems have alreadybeen encountered briefly,
including the CRBP algorithm of Ackley and Littman (1990), the elevator scheduler
of Crites and Barto (1996), and theTD-Gammonapplication of Tesauro (1994). The
neural approach has turned out to be popular because of a number of properties of neu-
ral networks that lend themselves very generously to the RL cause. In particular, neural
techniques have an incremental, iterative and interactivelearning phase, embracing the
philosophy that a complex problem can be solved by the iteratv pplication of sim-
ple rules rather than the one-off application of a monolithic algorithm. These features
are closely aligned with the principles of RL itself, makingthe two techniques nat-
urally compatible. These features also have positive implications for robustness and
tractability. Robustness is enhanced in the neural paradigm by distributed processing
and representation. Also, an emphasis on sub-symbolic repres ntation can, in the right
circumstances, allow bottom-up solutions that remove fromthe designer the burden of
providing appropriate symbols prior to learning.
But there are also difficulties associated with the neural paradigm including long train-
ing times, imprecision and lack of hard-constrainability (n the sense that there may
be some post-processing necessary to convert a neural approximation into a legitimate
solution), the need to find a suitable set of learning parameters, problems with lo-
cal minima of error functions, and difficulty in interpreting solutions and diagnosing
faults.
A full analysis of the advantages and disadvantages of neural techniques is beyond
the scope of this thesis. However, we note that there are someg od reasons for why
neural networks have been, and will continue to be, a key technique for representation
and generalisation in RL. The suitability of neural networks for RL applications is
henceforth an assumption of the thesis.
Two particular models of interest are now considered: Backpropagation and Kohonen’s
Self-Organising Map (SOM).
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3.2.1 The backpropagation model
The backpropagation algorithm2 has been invented and re-invented numerous times in
different domains, and from the simplest perspective of an application of the chain rule
to non-linear regression problems, can be traced back to thenumerical methods of the
1960s. Using networks of computing units was pioneered in the 1940s by McCulloch
and Pitts (1947) although Warren McCulloch was consideringnetworks of artificial
neurons as early as 1927. The McCulloch-Pitts unit was latergeneralised by Rosen-
blatt (1958) to include adaptable weights yielding a simplelearning machine known as
the Perceptron. The perceptron was analysed in the 1960s by Minsky and Papert (1969)
and its key failing of only being able to solve linearly-separable problems was iden-
tified. The disillusionment generated by this discovery wasonly overturned in 1985
with the advent of the now ubiquitous backpropagation algorithm (Rumelhart et al.,
1986), which in principle is capable of achieving any continuous mapping to arbitrary
accuracy. Backpropagation has since been applied successfully in a large number of
domains to solving and generalising over large and difficultproblems. Some cele-
brated examples includeNETtalk(Sejnowski and Rosenberg, 1986, 1987) in which a
network is trained to map an orthographic representation ofthe English language to a
phonemic one, and more recently, theTD-Gammonapplication of Tesauro (1994).
The basic network architecture is shown in figure 3.1. The network consists of ninput
nodesor units, m hiddenunits, and poutputunits. Each connection between two units
has aweight, with the weight between input uniti and hidden unitj being represented
by the termwi j , and the weight between hidden unitj and output unitk represented
by the termw jk. Each hidden and output node computes anactivation functionthat
depends on the weighted sum of its inputs. If the activation of a unit is given by
ξ(unit), then:
2Backpropagation is a learning algorithm applied to the weights of a feedforward (or recurrent)
network of computing units. However, because it is so commonto see the two used together, this thesis
often uses the wordbackpropagationfiguratively to refer to either the network type (as opposed to
the SOM for example) or the entire algorithm. It is assumed that context alone will disambiguate its
reference.
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Figure 3.1:A network of units for training with the backpropagation algorithm. Each node computes
a differentiable function of the weighted sum of its inputs.Each unit also maintains abiaswhich can be
thought of as an extra weight on a connection from an extra unit with a constant activation of 1. This
interpretation of the bias is shown on the diagram in grey. With enough hidden units and appropriate
selection of the weights on the connections between units, any continuous function from the inputs to
the outputs can in principle be approximated to arbitrary accuracy.













where f andg are differentiable functions which may, but need not, be thesame. In
actual fact, every node could in principle have its own activation function, although it
is common to use the standardsigmoidfunction of figure 3.2 for all units. The input
units are assumed to have an activation corresponding to theinput data at that node.
Each hidden and output unit also has abi s which is added into the weighted sum
for that unit, and can be treated as an extra weight from a unitwhich always has an
activation of 1 (these units are shown asI0 andH0 in figure 3.1).3
Given a large enough layer of hidden units, and an appropriate set of weights, it can
3The purpose of the bias in the perceptron is to translate the decision boundary away from the origin.
For example, without biases, an input vector of all zeros is obliged to produce an output vector with every
element= g(0). The same principle underpins the bias in a backpropagationnetwork — it translates the
mean activation of the output units to the mean activation ofthe target distribution (Bishop, 1995). The
functional variation is then provided by the other weights.
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Figure 3.2: The standard sigmoid activation function:y = 11+e−x . It is chosen for convenience of
differentiation and its approximation to the original stepfunction of the McCulloch-Pitts unit. Other
functions are also used such as linear functions (usually inthe output units), and thetanh function
which is often empirically found to result in faster convergnce (Bishop, 1995, pg 127).
be shown that any continuous function fromn inputs top outputs can be approximated
to arbitrary accuracy (see Bishop (1995) (pg 130) for an outline proof based on Jones
(1990) and Blum and Li (1991)). However, no practical constructive proof exists and
so actually finding a suitable set of weights is a challenge.
The learning problem consists of a set of training samples that compriseT input-output
vector pairs< xt ,yt > with t = 1. . .T. The aim is to find a set of weights which allow
the network to accurately map each input vector to the corresponding output vector.
To this end, the backpropagation algorithm first defines theError of a particular output
unit as the square of the difference between theactualoutput of that unit for the current
input vector given the current weights of the network, and the target output for the
current input according to the training data. Other error measures may be used, but
with this particular approach the output of the network can be shown to converge on the
expectedtarget for that input4. An expression for the overall error of the whole network
given the current weights (W) can then be given by summing over each training sample
and each output of the network:
4Bearing in mind that the training data may be drawn from a target distribution with non-zero vari-
ance.























the actual activation of output unitOk for input xt given the current set of network
parameters,W.
This error measure can then be minimised by iterating the following procedure:
➊ Select a training pair at random.
➋ Generate the actual network output for the input of that pair.
➌ Calculate the Error,E, of the network for this particular pair using (3.2) (without
the∑Tt=1 sum).
➍ Calculate δEδweight for each weight of the network.
➎ Update each weight negatively proportionally to this gradient.
In practice, δEδweight is easily calculated for each weight of the network by using partial
differentiation to propagate an appropriate portion of theError term back through the
network to the weights according to their relative responsibility5. Assuming that an
appropriate learning rate is used, then by updating the weights so as to reduce the Error
value for each training sample in turn, a minimum of that Error function is bound to
be found for the entire training set. However, there is no guarantee that this minimum
is the lowest point on the Error function because it may be oneof the typically many
local minimathat is found.
The implications of a number of properties of the backpropagation algorithm for re-
inforcement learning are considered in more detail in chapter 8. For now some key
properties are defined as:
5See Bechtel and Abrahamsen (1991) (pp.88-91) for a compact derivation of the backpropagation
algorithm. For a more elegant, novel and graphical illustration see Rojas (1996) (chapter 7).
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• The ability of a trained network to generalise from trainingsamples to unseen
inputs is powerful (as seen in bothNETtalkandTD-Gammon). The generali-
sation is non-linear in the sense that the network outputs are a function of two
layers of weights, with the second layer of weights applied to the outputs of the
first layer.
• The algorithm scales well with the dimensionality of the problem (TD-Gammon
had nearly 200 input dimensions).
• Key problems are convergence to local minimum, and prohibitively long train-
ing times (NETtalk took 12 hours to train.TD-Gammontook weeks). Other
problems include sensitivity to parameters and initial conditions.
• While more sophisticated algorithms than standard backpropagation exist (see
section 8.4.1), potential problems with local minima and long training times
persist.
• The representation isdistributed. Every output depends to some degree on every
weight and every input. Similarly, weight changes are made globally across the
entire network during each update. This adds to the robustnes and generalising
power of the network, but may be a disadvantage if we desire stability in one
part of the function while attempting to adapt another part.An example of this
is encountered in section 8.5.3.
For an authoritative exposition of the principles underpinning backpropagation, see
(Bishop, 1995; Rojas, 1996).
3.2.2 The Kohonen map
A second popular neural algorithm is Kohonen’s Self-Organising Map (SOM) (Koho-
nen, 1987, 1995). In isolation the SOM is an example of unsupervised learning since
only inputs are provided. Although this is in contrast to backpropagation, which is
supervised by explicit provision of input-output pairs, both algorithms turn out to be
highly applicable to representation and generalisation inRL.
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Kohonen Map in Physical Space Kohonen Map in Weight/Input Space
Figure 3.3:A two dimensional Kohonen map is shown inphysical spaceon the left and inweight
space(or input space) on the right. The input data lies on a two-dimensional manifold despite the input
space being three-dimensional.
In its standard form, the Kohonen map consists of a two-dimensional grid of units,
with each unit being identified by its position within this grid. Associated with each
unit, t, is a weight vector,wt = [wt1,w
t
2, . . . ,w
t
D] whereD is the dimensionality of the
input data. The learning problem this time is to find a suitable set of weights for each
unit so that the network models the distribution of the inputda a in the input space
(also the weight space). In many cases, theintrinsic dimensionality of the distribution
may be low, even though the dimensionality of the input data itself is large. In these
cases the SOM can be used as a dimensionality reduction technique. As an illustration,
consider figure 3.3 in which a map is shown in physical space onthe left, and in
weight (input) space on the right. In this example, the two-dimensional Kohonen map
is an appropriate choice for representing the three dimensional data because the data
happens to lie on a two dimensional surface inside the input space.
The learning rule responsible for finding a suitable set of weights is simple: Given an
input vector,x = [x1,x2, . . . ,xD], the distance between each unit,t, of the Kohonen map
and that vector is calculated by:













The unit with the smallest distance is that which most closely r presents the current
input, and is thus considered thewinnerfor that input. The weights of the winning unit
are now updated towards that input:
wwinner = wwinner+α(x−wwinner) (3.4)
whereα is the learning rate. Now the map more faithfully representsthat input vector.
The process is iterated for each input vector in the data set effectively resulting in a
competition between different regions of the input space for units of the map. Dense
regions of the input space will tend to attract more units than sparse ones, with the
distribution of units in weight space reflecting the distribut on of the input data in the
input space.
Topology preservation
An important feature of the SOM is that in addition to the winning unit being updated
towards the current input vector, the winning unit’sneighboursare moved in this di-
rection too. The definition of a neighbour is a unit which is close to the winner in the
physical (or topological) space of the map. Aneighbourhood function, ψ(winner, t),
is defined that weights the update of unitt towards the current input vector according
to its distance from the winning unit in physical space. So the full learning rule for an
input,x, and winning unit,winner, is:
wt = wt +αψ(winner, t)(x−wt) (3.5)
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Figure 3.4:A common neighbourhood function in which the influence of thewinning unit on near
neighbours is greater than on those at a distance. The strength of shading of the units in the map
reflects the height of the neighbourhood function underneath, and corresponds to the value of the term
ψ(winner,t). In this case, the winning unit happens to be in the centre of the map.
for each unit,t, of the map. Updating entire neighbourhoods rather than single units
helps ensure that the distribution of the map reflects the distribution of the data, and
also yields the famoustopology preservingproperty of the SOM. Because units effec-
tively learn from the experience of their neighbours, they tend to end up next to each
other in weight space as well as in physical space, with the effect that the topology
of the input data is preserved in the trained map. A typical neighbourhood function is
shown in figure 3.4. Both the neighbourhood function and the learning rate are usually
reduced throughout the learning process so that initial quick but coarse judgements are
slowly refined to yield a stable mapping that models the inputdistribution.
As an explicit illustration of the Kohonen map at work, consider figure 3.5 which shows
a two dimensional SOM mapping a uniformly sampled two-dimensio al input space.
The SOM contains 10×10 units and uses a neighbourhood function which decreases
linearly with the distance from the winner. The neighbourhood is annealed from an ini-
tial size of 7×7 units to 1×1 as learning progresses. The learning rate is also annealed
from 0.3 to 0 during learning. Figure 3.6 shows the flexibility of using one and two
dimensional maps on a number of other different distributions. In principle a Kohonen
map of any dimension may be used, but note that using a map witha dimensionality
less than the intrinsic dimensionality of the data (as in (b),(d),(f) and (g)), results in
compromising topological preservation. In practice, two dimensional maps are usu-
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(a) (b)
(c) (d)
Figure 3.5:The Kohonen network plotted in the weight/input space at various points during formation.
In figure (a) the initially random weight vectors mean that the units occupy random positions in the input
space and there is no correspondence between neighbours in physical space and neighbours in weight
space. As the map forms through figures (b) and (c), the units begin to distribute themselves equally
over the space and neighbouring units begin to occupy neighbouring points in weight space. Finally
figure (d) shows the final state of the map with faithful representation of the equally-distributed data,
and complete topological preservation.
ally favoured, partly because of the straight forward implementation and visualisation,
and partly because higher dimensional maps will tend to requi a prohibitively large
number of units.
As with backpropagation, the SOM is analysed in greater detail in following chapters,
so only a summary of the main issues surrounding the algorithm is given here.
• The distribution of units in a trained map will reflect the distribution of the input
data.





Figure 3.6:The figures on the left show a two dimensional Kohonen mappingof various two dimen-
sional spaces. The shading underneath each map reflects the actual density of the input distribution
(dark grey= 4× light grey): (a) uniform contiguous, (c) non-uniform contiguous, (e) irregular, and
(g) discontiguous, non-uniform and irregular. The figures on the right show the mapping of the same
distributions obtained using a one-dimensional map.
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• Topology is preserved so that similar inputs generate activity in similar regions
of the map.
• A representation that reflects the intrinsic dimensionality of the data can be
achieved.
• The Kohonen map is not as powerful a generalisation tool as backpropagation.
The data is represented explicitly, with the number of units(and therefore the
number of free parameters) scaling linearly with the size ofthe input space (or
exponentially in the number of dimensions). This is in contrast with backprop-
agation in which the number of hidden units required grows much more slowly
with the size of the problem.
• An essentially local update rule allows learning in one partof the network to take
place without disturbing the remainder of the representation. This is a double-
edged sword which is investigated further in chapter 8.
• Some advantages of the SOM are that it is simple and easy to implement with a
short processing cycle. It is intuitively appealing with easy visualisation, inter-
pretation and diagnosis, and it is widely used so a large corpus of empirical data
exists.
• Some disadvantages include a lack of convergence proof for anything but the
one-dimensional case and a lack of an energy function to minimise making prin-
cipled analysis difficult. Finding appropriate learning rates, network dimension-
ality and neighbourhood functions is an empirical task incumbent on the de-
signer, and it is also known that in general the distributionof the input data is
not faithfully represented by the network, with the map tending to under-sample
high probability regions and over-sample low probability regions (Hertz et al.,
1994).
Biological parallels
The SOM has its roots in biology, although the exchange of non-local information in
selecting the winner is a minor computational drawback to parallelisation and biolog-
ical plausibility. Experiments on cats blinded in one eye during development have
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shown that the visual cortex is able to adapt so that that partwhich formerly responded
to the blind eye is re-mapped to respond to the good eye (Edelman and Finkel, 1990;
Edelman, 1987) in a manner not dissimilar to the operation ofthe Kohonen map. Of
particular biological relevance is the topology preservation found in the mammalian
somatosensory and motor cortices in which neighbouring body parts are represented
next to each other (Rojas, 1996, pg 392). Topological mapping has been further impli-
cated in the mammalian nervous system by the similarity betwe n ocular dominance
patterns found in the visual cortex and results of simple experiments performed with
two-dimensional Kohonen networks trained to map a three dimensional space (Good-
hill (1992) for example).
The Kohonen map is one of the most widely used unsupervised learning methods and
has been proposed for a huge number of applications including the Travelling Salesman
Problem (Angeniol et al. (1988). See also Durbin and Willshaw (1987) for the related
elastic netalgorithm), the Cart-Pole Balancing problem (Ritter and Schulten, 1987)
and robot arm coordination (Rojas, 1996). For a list of thousand of papers based on
the Kohonen map, see Kangas and Kaski (1998), and for a book ofvaried applications
and analyses see Oja and Kaski (1999).
3.3 Learning in robots
Since some of the experimentation and discussion contributing towards this thesis
addresses the problem of robot learning, a brief overview ofthis subject is now of-
fered. The justification for studying learning within a context of autonomous robots
was given in chapter 1. In short, by considering agents whichphysically interact with
the real world6, a number of issues which pertain toany effective and scalable algo-
rithm are automatically addressed. Such issues include timeliness of response, process
efficiency, algorithmic compactness, robustness to noise and incomplete data that ar-
rives at unpredictable times, the need for effective generalisation, an ability to handle
non-stationary environments, as well as general scaling issues such as parallelisability
and complexity.
6Or in the case of this thesis, a simulated world.
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A second reason for being interested in robotics is that froma philosophical perspective
this thesis is largely motivated by the goal to build intelligent, adaptable systems. To
this end, robots may be seen as a well-defined experimental pla form, RL as a suitable
design paradigm, and neural networks as an appropriate implmentational paradigm.
A third interest in robotics can be phrased as a challenge, but this is postponed until
the end of the section.
3.3.1 The behaviour based model of intelligence
Consider the difference between a termite mound and the Empire State building. Dur-
ing the construction of the man made article, it would have ben possible to enter the
architect’s office and view the plans for the building at various levels of abstraction.
The plans would have had a hierarchical structure with sketches of the whole building
at the top, floor plans somewhere in the middle, and individual structural components
such as doors and windows somewhere near the bottom. It wouldhave been possible
to enter offices and see a similar hierarchy of human organisation with executives at
the top, managers in the middle, and workers at the bottom. But look inside a ter-
mite colony and there is no explicit plan of a termite mound, either on paper, or likely
in any individual termite’s mind. Neither is there any sign of a complex hierarchical
management system beyond the very broadest division of labour.
In the mid nineteen-eighties, researchers led by Brooks, Minsky and Braitenberg7 pi-
oneered a change in emphasis in the approach of the artificialntelligence community
to the design and construction of its artefacts. The shift was away from the Empire
State model and towards that of the termites. The traditional approach largely involved
breaking the problem down into the sequential phases of receiving input, building a
model of the world from that input, constructing a plan basedon that model, and then
executing the plan. The basic idea is shown in figure 3.7 and isoften characterised
by a large amount of symbolic, hierarchical processing in the modelling and planning
7It is not clear who inspired who, but it appears to the author tat ideas found in ‘Vehicles’ (Brait-
enberg, 1984) and ‘The Society of Mind’ (Minsky, 1986) may have laid the foundations for Brooks’
Subsumption Architecture (Brooks, 1986). However, since the three were published within a few years
of each other, the exact origin of these ideas remains unclear.


























Figure 3.8: An alternative,Behaviour Based
‘subsumption’ approach
stages. An explicit alternative pioneered by Brooks (1986)is illustrated in figure 3.8
(adapted from Brooks (1986)), where the control system can be thought of as being
decomposed into parallel task achieving behaviours ratherthan into the processing
elements of sequential pipeline. The idea is that eachl yer or behaviouris incremen-
tally built on top of simpler lower layers, with lower level behaviours having priority
but with higher level behaviours able to take control as and when they are able to sug-
gest something sensible. For example, in the figure, the relativ ly complex process of
map building is based on a foundation of fundamental supporting behaviours which are
dedicated to coping with the ever imminent need to survive inand move safely around
an unpredictable and dynamic world. The main directive is that each behaviour is sim-
ple and reactive, involving no modelling or planning with the intention that complex
behaviour willemergefrom the interaction of simple behaviours with each other and
with a complex environment.
The behaviour based approach can be paraphrased more generally by figure 3.9. The
system is divided into parallel, competing behaviours, each performing a minimum
amount of modelling and planning. Each behaviour typicallyreceives domain specific
input and performs domain specific computation, resulting in a kind of committee of
experts. The usual difficulty of such systems is deciding howto integrate these multiple
behaviours so that the appropriate behaviour fires at the appropriate time, and so that
the desired global behaviour emerges.
One solution is offered in the box pushing robot of Mahadevanand Connell (1991).
The aim of the robot was to move around a room finding and then pushing boxes to













Figure 3.9: A more general behaviour based scheme. In a single agent system, ome form of ar-
bitration is usually required between the parallel outputsif they are competing for the same resources.
Outputs may overwrite each other, combine with each other, or even feed into other behaviours as in-
puts. The model is also broadly applicable to multi-agent sys ems. For example, in the termite colony
example, each termite may be represented as a distinct behaviour, with concurrent actions being possi-
ble.
the walls. The authors employed three behaviours constructed as in figure 3.10. A
finderbehaviour is responsible for locating boxes and is always active unless apusher
behaviour detects that the robot is already in contact with abox. As long as this is the
case, the pusher behaviour overrides the finder unless theunw dgerdetects that the box
being pushed is stuck against a wall, in which case the unwedger assumes command
and frees the robot to look for another box. Hence the behaviours are prioritised with
the unwedger given ultimate precedence, and the finder assuming the role of a default
behaviour. This approach of an overriding priority hierarchy has an intuitive appeal for
resolving the conflicts generated by multiple behaviours, and is commonplace in the
literature (see also (Shackleton and Gini, 1997; Kube and Zhang, 1994) for example).
One could easily conceive of the termite colony being constructed in a similar way,
with each termite representing a behaviour. Moreover, eachtermite might have its
own set of internal behaviours which are triggered by the enviro ment. Now, through
years of evolution of this behaviour based system, a societyof termites may produce
the large and complex structure of a termite mound, even thoug there is no central
coordinator, no seat of intelligence, and no explicit maps,plans or models of either the
world or the task in hand.






Figure 3.10:The behaviour layering approach used by Mahadevan and Connell (1991). The nodes
labelled with ans indicate that the upper behaviours can override orsuppressthe behaviours in the lower
layers.
Around this time, a series of robots performing a number of real-world tasks including
wandering around an office avoiding collisions with obstacles and people were built
(see Brooks (1986, 1991b))8 . The systems, based on Brooks’subsumption archi-
tectureof figure 3.8, were found to exhibit robust and timely behaviour which could
mistakenly appear to the observer to be the product of a centrally coordinated system
performing planning and deliberation. Thereactivity of each behaviour and the sys-
tem as a whole vastly improved robustness since it was no longer necessary to perform
extended symbol manipulation to arrive at a course of action— a process which is vul-
nerable to the use of inappropriate symbols, and which may take a significant amount
of time during which the environment is likely to have changed anyway. These obser-
vations led Brooks to suggest that “the world is its own best model” (Brooks, 1991a).
Now looking inside the robot for a ‘seat of intelligence’ is aworthless as looking
inside each termite of a colony for an architectural plan of the mound. The notion
of complexity and indeed intelligence itself had been removed from a set of symbols
inside the agent, and was now considered instead to be found in the environment itself
and the observer’s mind9 10 11.
8Tasks which turn out to be harder to achieve than one might imagine.
9Brooks used phrases like“Intelligence is determined by the dynamics of interactionwith the world”
and“Intelligence is in the eye of the observer”(Brooks, 1991a).
10The significance of the environment in producing the desiredb haviour explains why behaviour
based researchers are such strong advocates of using real physical robots rather than simulations in
which important environmental features may be lost.
11Brooks’ subsumption architecture is an instance of the behaviour based model in which specific
rules are provided for how behaviours can communicate and interact with each other. In an excellent
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Minsky (1986) provides the appealing analogy of a box which contains a mouse. Look-
ing for the property of “can contain a mouse” in any side of thebox or any individual
nail that holds those sides together is fruitless. Similarly hopeless is trying to decom-
pose the property and looking for its component parts in the components of the box.
Only when each piece is considered in interaction with all the other pieces does the
property of containment emerge. Gestalt properties of thiskind where the whole is
the sum of the partsplus their interactions with their environment and the observer,
characterise “emergence”.
While natural systems of this kind are ubiquitous, there ought to be a good reason for
why the Empire State approach was, and usually still is, favoured in human endeavours.
A key difficulty of the behaviour based approach lies in transl ting a desired global be-
haviour into a suitable set of behaviours that are composed in an appropriate way.
Indeed, the best that behaviour based models of AI have been abl to produce so far
falls very short of even insect-like intelligence, and comes nowhere close to realising
those original aspirations of traditional AI researchers of understanding and modelling
vision, logic, language, and other ostensible properties of human intelligence. There
is still much debate as to how the behaviour based approach can be scaled to re-excite
the interest of traditional AI (Arkin, 1991, pg 28). Tsotsos(1995) argues that “the
strict behaviourist position for the modelling of intelligence does not scale to human-
like problems and performance”, whereas Brooks (1990) maintains that “...in principle
we have uncovered the fundamental foundation of intelligence”. Although the tradi-
tionalist and behaviour based camps often appear to advocate mutual exclusivity, the
two may yet learn to cohabit for their mutual benefit. This opinion is reflected in Arkin
(1991): “The false dichotomy that exists between hierarchical control and reactive sys-
tems should be dropped”, and is vindicated by the current tred towards precisely this
kind of coalition.
In the meantime, if the traditionalists become frustrated with the inability of the be-
haviour based paradigm to scale beyond basic insect-like intelligence, Brooks (1991b)
reminds us that intelligence (at least in terms of the traditionalist’s goals) has only ap-
paper, Prescott et al. (1999) consider the biological plausibility and motivation of the subsumption
architecture, and by drawing on a range of neurophysiological data and ethological experiments succeed
in establishing clear parallels between Brooks’ approach and animal brains.










Figure 3.11:The evolution of intelligence, following Brooks (1991b).
peared very recently on our planet. In fact, if the history ofearth is represented as an
hour on a clock face as in figure 3.11, single celled life did not appear until almost
a quarter past the hour. Plants made their debut at half past and the first fish at just
eight minutes to. Insect, reptiles and dinosaurs were quickto follow, but mammals did
not appear until three minutes to the present day. The first primates came into exis-
tence ninety seconds ago, and man himself just three secondsago. Agriculture was
invented around one hundredth of a second ago and computers jst half a millionth of
one second ago. One possible interpretation of this data is that intelligence pertaining
to reacting, moving and surviving in a complex, dynamic and ureliable world rep-
resents a necessary foundation for higher order intelligence, with apparently abstract
competences such as logic and language representing only the smallest visible tip of
the iceberg.
3.3.2 Learning and behaviour based intelligence
One of the key constraints advocated by pioneers of the behaviour based paradigm
was that a minimum amount of representation should be used within each behaviour
in order to maximise reactivity and therefore also the agent’s ability to respond to
changes and complexity in the environment. Nevertheless, scaling the purist approach
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has proved to be difficult, as recognised by Brooks himself:
“As the number of behaviours goes up, the problem of control and coordi-
nation becomes increasingly complex. Additionally, it is often too difficult
for the programmer to fully grasp the peculiarities of the task nd environ-
ment, so as to be able to specify what will make the robot successfully
achieve the task.” (Maes and Brooks, 1990).
To address this, much effort has been expended in attempts toa certain how hybrid
architectures may be built out of both reactive behaviour based componentsandmore
traditional hierarchical, top-down approaches (see Connell (1992), Lyons and Hendriks
(1995), Arkin (1986), and the Procedural Reasoning System of Ge rgeff and Lansky
(1987)). As a proof of concept, Arkin (1991) draws on psychological evidence from
Shiffrin and Schneider (1977) for the existence of two distinct modes of behaviour in
the brain — willed and planned. A striking illustration of this distinction is also found
in sufferers of Parkinson’s disease who, as a result of cell death in the basal ganglia,
are unable to perform conscious willed actions, even thoughthe ability to produce
unconscious reactions such as catching a ball thrown at the pati nt may be left intact
(Gillies, 2001). This suggests that there may be some distinctio in the brain between
reactive and deliberative behaviour that, ordinarily at lest, we are not aware of.
So the key question is how can learning, modelling and planning be used to enhance
the behaviour based stance. Of particular interest to this the is is the issue of learn-
ing and in particular how reinforcement learning and the behaviour based approach
may be combined. Mahadevan and Connell (1991) used RL to learn each of the three
behaviours of figure 3.10, while Maes and Brooks (1990) fix thebehaviours but use
an ad-hoc RL technique to learn the coordination between those behaviours. Other ap-
proaches have attempted to learn both behaviourandcoordination (Dorigo and Colom-
betti (1994) and Singh (1992) for example). These and other experiments suggest that
RL and the behaviour based approach may indeed be used to complement each other.
However, while both have been used independently to break new ground (TD-Gammon
of Tesauro (1994) and the robust office robots of Brooks (1986, 1991b) respectively),
it appears that there are still no examples of the two being used together to produce a
ground-breaking application.
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This raises the question of whether learning in behaviour based systems and indeed
robotics in general is productive or not. The argument in favour is apparently eroded
further by looking towards the natural world for inspiration. Nature appears to use
learning as something of a last resort. Insects seem to have most of their behaviour
hardwired with only a few exceptions such as the way in which bees can memorise
food sources or promising locations for new hives (Dawkins,1982)[pg. 205]. Other
animals seem to exhibit very constrained and special purpose learning (Gallistel et al.,
1991). Examples that we encountered earlier come from experiments on pigeons which
are shown to be readily able to learn to peck for a food reward,but not to avoid a
shock. Conversely, it has been found that they can be trainedto flap their wings to
avoid a shock, but not to receive food. Similarly, hamsters can learn quickly to dig,
scrabble or rear for a food reward, but slowly or not at all to scratch or scent mark (see
Gallistel et al. (1991)). Clearly there is an advantage in costraining learning to useful
associations since learning is costly in terms of both the time spent doing it, and the
potential risks of exploration.
Given that all behaviour has to be learned sometime, whetherit b in “evolutionary
time” (Bryson, 1996) or the lifetime of an agent, then a naturl question is: which is
better? Looking to nature for inspiration suggests that theexperience of evolution may
often be preferred over that of the animal, except in those circumstances where the en-
vironment changes quicker than evolution can adapt (such asa bee’s source of food).
That hardwired behaviour may be sufficient for such a large proportion of animal be-
haviour is a testament to the robustness of those behaviours, and this in turn is likely
to be a consequence of the reactivity of these behaviours. Sothe argument may go
something like this: “Nature seems to prefer to hardwire behaviour when it can so as
to avoid the costly and potentially dangerous process of lifetime learning. This seems
to imply that hardwired behaviour can be highly successful if designed appropriately
(as in the case of the termites), and secondly that lifetime learning is difficult given that
the animal itself will likely have less experience than the evolutionary process itself.”
However, making intelligent robots turns out to be very different from making animals
for two important reasons. The first is that because of the implications of natural selec-
tion, the main goal of any animal becomes survival. Intellignt behaviour, however we
choose to interpret it, may aid survival but is by no means evolution’s mandate. With
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intelligent robots, the opposite is true. The primary goal of AI is intelligent behaviour,
and survivability is less important. For example, a robot could be sent to learn how
to achieve a task in an unknown environment. If it failed to learn or even to return
then another one could be sent out, and so on until one managedto r turn having ac-
quired suitable behaviour. This behaviour could then be extracted and hardwired into
subsequent machines. In short, notwithstanding economic considerations, the cost of
lifetime trial and error may be more acceptable to a robot design r than an animal.
The other key difference is that evolution currently has farmore experience of making
animals than engineers do of robots. The former can run trillions of parallel experi-
ments over billions of years, a luxury clearly not yet available to robot designers.
The conclusion is that even if nature does favour hardwiringover lifetime adaption,
the mandate, experience and circumstances of the robot designer are sufficiently dif-
ferent to warrant scepticism. Scaling the behaviour based mo el of intelligence may
yet benefit from learning, but no conclusive evidence one wayor the other has yet been
provided. This is the challenge alluded to at the beginning of the section. Tesauro’s
TD-Gammonwas a fine example of a ground breaking application of backpropagation
and RL, in that the performance of the resulting system was unprecedented. The same
can be said of the early behaviour based robots (see Brooks (1990)). However, as yet
RL and the behaviour based approach have not been combined toachieve the same
kind of ground breaking accolade, and this remains a thrust of current research. Al-
though this thesis is primarily concerned with RL, and not behaviour based robotics,
a new model for the reinforcement learning of real-valued actions proposed in chapter
5 will be applied to a simple behaviour based system as part ofthis ongoing research.
Indeed, this thesis started out with the intention to investigate suitable learning tech-
niques specifically for behaviour based models of intelligence. The legacy of this in-
tention is found in section 5.6.5, but is also apparent at various other points in the thesis
where the subject of learning robots is used to motivate, inspire, and contextualise the
discussion.













Figure 3.12:Some common features of different approaches to intelligent, adaptive behaviour.
3.4 Summary
To conclude this chapter, we briefly summarise in figure 3.12 some of the key com-
putational features of RL in comparison with both the behaviour based (BB) model
of intelligence, and neural networks. In pursuit of the goalof intelligent, adaptive be-
haviour, a key challenge is likely to be finding the correct places at the correct levels
for this set of related techniques.
The literature is certainly full of attempts to combine these three techniques. Firstly,
we note a number of applications of neural networks to a wide range of robot learning
tasks including behaviour acquisition (Lin, 1991; Tani andFukumura, 1994; Ziemke,
1996), navigation (Li, 1999; Li and Svensson, 1999; Morse etal., 1998), foraging
(Nolfi et al., 1994), locomotion, classical conditioning (Mignault and Marley, 1997),
exploration (Leow, 1998) and behaviour coordination. The application of neural net-
works to reinforcement learning problems is also popular (Ackley and Littman, 1990;
Crites and Barto, 1996; Lin, 1992, 1993; Tesauro, 1992; Ziemke, 1996), as is the
combination of BB and RL (most notably in Mahadevan and Connell (1991), but in
many others including Maes and Brooks (1990); Mataric (1997); Shackleton and Gini
(1997)). Specific combinations worth noting include the work f Lin (1991) who uses
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a backpropagation network to represent an RL system within aBB framework, and
Dorigo and Colombetti (1994) who effectively combine BB, RL, and a Genetic Algo-
rithm (Holland, 1975).
In their simplest form, neural units represent a fundamental sense-think-act coupling
that is consistent with the BB philosophy. Neural architectures are naturally parallel,
distributed and reactive, discouraging the excessive repres ntation and manipulation of
symbols. These also happen to be cornerstones of BB. Interestingly, Marvin Minsky,
who was a key player in the neural field in the 1960s, later wenton to pioneer some of
the founding principles of behaviour based design too (Minsky, 1986).
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C H A P T E R 4
Real-valued RL: A Review
4.1 Introduction
Having introduced two important neural algorithms in the prvious chapter, a range
of existing techniques for representing and generalising over the action space of re-
inforcement learning problems can now be reviewed. The following section presents
these techniques in an intuitive order that both groups approaches based on similarity
and reflects our opinion of their relative sophistication. It should be noted that this
does not always correspond to chronological order of publication. Of course where
dependences exist between the accounts, this is made explicit.
For the following discussion it will be convenient to paraphrase the standard reinforce-
ment learning problem in terms of figure 4.1. A number of approaches have already
been outlined for generalising the state space, so now the emphasis is turned towards
the action space. A key difference between the state and action space is that the input
data that constitutes the state space is provided by the environment, whereas the action
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Figure 4.1:The basic reinforcement learning format.
space must be explored by the learning agent1. In games such as nought-and-crosses
and backgammon the actions are discrete and fixed by the rulesof the game (and the
current state), so the action space is already in a suitable form for the application of
the standard RL theory. Many researchers extend this idea toproblems with large or
continuous action spaces by simply handcoding this space asa small number of dis-
crete actions. An example is the robot box pusher of Mahadevan and Connell (1991)
in which the authors handcode five discrete actions: Move forward by a fixed amount,
turn left on the spot by 22◦, turn left on the spot by 45◦, and two corresponding right
turns. In principle, the robot could have made an effectively continuous range of move-
ments, although it turned out that these five were sufficient for solving the problem they
chose to address.
This kind of approach presupposes two criteria: Firstly that a fixed and small set of
discrete actions will indeed be sufficient for maximising the reward signal, and sec-
ondly that such a set can be found beforehand. Some examples of problems where
these criteria are unlikely to be met have already been suggeted in chapter 1.
1This assumes that the input data is strictly independent of the agent’s free parameters, which in
general will not be true. This point is discussed later, but in the meantime we note that learning an
appropriate representation of the input space is expected to be a more passive process than learning a
representation of the action space.
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4.2 Statistical Clustering
Because Mahadevan and Connell (1991) handcoded five discrete robot actions, they
were able to reduce the scope of the generalisation problem to the state space alone.
Their approach, which is now introduced for the purpose of benchmark comparison, is
referred to in the original paper asstatistical clusteringalthough it clearly also resem-
bles coarse-coding.
Each action,a∈ A1 . . .A5, is given a set ofclusters, Ca,c1...ka (ka is the number of clus-
ters associated with action,a), with each cluster representing a distinct region of state
space2. Each cluster maintains its own Q-value,Q(Ca,c), which is intended to represent
the expected reward of taking actiona in areas of state space encapsulated by cluster
Ca,c. Each cluster is represented as a sensory vector orp ototype. A particular state-
action pair(s,a) is added to a clusterCa,c (by moving the prototype towardss) only if
s is already close to the prototype for that clusterand (s,a) yields a reward similar to
Q(Ca,c). For a given state,s, actions are selected based on:
∑
c∈Ca
Q(c)× probability(s falls within c) (4.1)
whereCa = {Ca,1,Ca,2, ...,Ca,ka}, with the action which maximises this equation being
selected with the highest probability. A key feature of thisapproach is that the state
space is divided into regions of consistent rewarddynamically, anddifferentlyfor each
of the five actions. However, the action space itself is represented explicitly with no
provision or need for generalisation. This is in contrast tothe kind of problems that are
of direct interest to this thesis.
4.3 Coarse-Coding
Memory-based coarse coding was introduced in section 2.10.1 as a method of general-
ising directly over the Q-function. As in the work of Mahadevan and Connell (1991),
2The termsstate spaceandinput spacewill be used interchangeably throughout this document.Sen-
sory spacewill also be used synonymously in this context. Conversely,theaction spacewill sometimes
be referred to as theoutput spaceor motor space.
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Combined State-Action Space
Q(s,a)
Figure 4.2:The combined state-action space of the Q-function is generalis d by a number of proto-
typical Q-values.
the method uses prototypical Q-values (see figure 4.2) to repres nt the combined state-
action space. Each prototype is a previously encountered state-action pair called an
instanceor, more generally, acase3, and any position in the space can be approxi-
mated by an appropriate combination of prototypes. An example would be to consider
a Gaussian distribution around each prototype, and build anapproximation for the Q-
value at a particular point(s,a) by a sum that is weighted according to the value of
each Gaussian at(s,a). A new prototype is added if no existing prototype lies within
a fixed distance of(s,a). Updating the representation given a position(s,a) and a re-
ward valueR involves updating the Q-value of each prototype towardsR according to
its distance from(s,a).
Santamaria et al. (1997) apply this approach to a version of the pendulum swing-
up problem in which a two-dimensional input space must be mapped to a single-
dimensional output space. Here, unlike Mahadevan and Connell (1991), both spaces
are continuous. Although their account suggests that the appro ch is promising at least
for this low dimensional problem, a number of drawbacks are apparent.
Because neither the input nor action space is represented explicitly, selecting the best
action for a given state becomes a search problem. In other words there is no direct
3This class of techniques is also known asin tance-basedor case-basedapproximation.
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way to interrogate the representation for the optimal action given a state as input. An
overhead is essentially introduced because the representation of the space is not ideally
suited to the way in which that representation is to be accessed. Case-basedcoarse
coding attempts to address this by separating out the represntation of the state and
action spaces. This time the state space is represented by a set of prototypical states
(not state-action pairs) which the agent has experienced. These are called cases. For
each case, a number of fixed actions are available, and Q-values re maintained for
each of these actions within each case. Retrieving the Q-value of any state-action pair,
(s,a) then requires a three step process:
Firstly, each case estimates its own Q-value by using a weighted sum of the Q-values
of each action within that case, with the weights depending othe distance of the
action (in action space) from the query actiona. Secondly, the relevance of each case
is determined according to its distance, this time in state space, from the query state
s. Now the set of Q-values in phase one are summed according to the weights of
each case determined in phase two. This gives the Q-value of the query state-action
pair,(s,a). The idea is similar to the simpler instance-based technique, except that the
action space is separated from the state space, and the two are tre ted one at a time.
One advantage of this approach is that selecting an action can be simplified to first
identifying the nearest case to the current state, and then simply selecting the action
within that case which has the highest Q-value. However, these actions are static and
discrete. If we wish to interpolate over the action space as well as the state space in
selecting an optimal action, then we are again faced with a search problem in the action
space.
Another drawback of coarse-coding is that although prototypes may be created dynam-
ically, they are static within the state-action space. In a non-stationary environment,
this could result in an inefficient representation with aggravating implications for the
problem of searching the space for optimal actions. Hence one needs to consider how
instances or cases may be removed, as well as added and updated.
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4.3.1 Nearest Neighbours
For consistency it is worth referring to the work of Moore (1990), in which a number of
nearest neighbourfunction approximators are discussed, all of which fit into the same
memory-based class as the instance-based and case-based algorithms outlined above.
The idea is again to represent a function (in our case, we are interested in the value
function of an RL problem, but clearly the idea is more broadly applicable) with a set
of prototypical values. Moore outlines a number of ways to inerrogate such a function
which include interpolation between prototypical values (see ‘Shepard’s Interpolation’
in Moore (1990)), simply taking the value of the nearest neighbour (or the mean of a set
of N nearest neighbours), and using Gaussian Kernels over the prototypes to achieve a
continuous function approximation. However, as with instace-based and case-based
methods, this is only a representational framework, and clearly identifying optimal
actions for any given state requires a significant search overhead.
In chapter eight of Moore (1990), the process of searching for optimal actions is
achieved by randomly generating a number of candidate actions and then evaluating
how good each of those actions are likely to be given the target behaviour and a set
of previously encountered state-action-behaviour prototypes. The evaluation process
generally looks for actions which are likely to yield the desir d behaviour for the cur-
rent state. However, when the action space is being explored, actions are selected at
distances from prototypes that are proportional to the distance of the prototype from
the desired behaviour.
Moore’s work is not actually concerned with RL, and is included here for completeness
since he addresses generalisation in real-valued action space .
4.4 Kohonen mapping the state-action-reward space
In a similar style to Santamaria et al. (1997), Touzet (1997)uses a Kohonen network
to map the combined state-action-reward space in a task thatrequires a robot to learn
to move forward through an environment, avoiding obstaclesen route. Each unit in the
map can be thought of as a prototypical instance of a state-action-reward tuple. Touzet
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uses a reward signal which takes one of the three values:{−1,0,1}. For a given state,
s, the optimal action,a, is selected by first finding the unit with the smallest distance
on the partial weight vector:[s. . . r], with r = 1 (the optimal reward). The weights
that comprise the missing action dimensions are then used todefinea. Care must be
taken when selecting an appropriate winning unit to balancethe unit’s distance tos
with the distance tor = 1, otherwise successfully matching a large state vector may
result in a poor match tor = 1, and hence the selection of a suboptimal action. If the
reward is continuous with no fixed upper limit then a search for an optimal action is
required because each unit must now be considered with respect to both the likelihood
of that unit representing the current state,andthe estimated return offered by the action
weights of that unit. This yields an approach similar to thatdescribed in section 4.2.
Although not made explicit, it is presumed that Touzet achieves exploration by occa-
sionally perturbing the proposed action,a → a′, and then updating the Kohonen map
to the tuple< s,a′, r >. This would then allow the action space to be explored which
is clearly necessary to uncover the rewarded regions. According to the comparisons
made in the paper, using a Kohonen network to map the combinedstate-action-reward
state is both effective and efficient, with a learning speed that improves on a number
of other approaches including:
• Explicit representation of state and action space (with thespaces made discrete
beforehand in a manner similar to Mahadevan and Connell (1991)).
• Statistical Clustering (also from Mahadevan and Connell (1991)).
• Generalisation based on backpropagation.
However, the problem considered is relatively simple, and scaling issues are not ad-
dressed. For example, although the input space is eight dimensional (corresponding
to the number of sensors on the robot), there is much dependency b tween the sensor
values. There is also likely to be irrelevancy on two backward f cing sensors because
the robot only moves forward. The reward signal is also simplified by considering es-
sentially only binary values corresponding to whether the situation has ‘improved’ as
a result of the last action. The simplicity of the problem is reflected by the fact that a
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Kohonen network of only 4×4 units is used and the neighbourhood function consists
of updating just the four immediate neighbours.
Given that the state and action dimensions of the combined state-action-reward space
will be independent, then assuming just a single state variable nd a single action
variable, the intrinsic dimensionality of this space must be at least two. In general,
combining state, action and reward spaces may be asking too much of the generalisa-
tion capabilities of a two-dimensional Kohonen map. However, Touzet is successful in
showing that the SOM is a potentially useful candidate for generalisation over contin-
uous action spaces.
4.5 The Motoric Map
The Kohonen map is also used by Wedel and Polani (1996) to generalise over both the
input and action spaces. Their approach is based on theMotoric Mapof Ritter et al.
(1990) which is briefly described here. A Kohonen network is fir t used to map just
the input space so that each unit represents a region of that space. Associated with
each unit of the map is an action weight vector and a Q-value4 which are intended to
represent the optimal action for that unit and the estimatedexpected return of taking
that action respectively. The optimal actions for each unitcould be provided by an
explicit teacher or learned by a stochastic search of the action space (see figure 4.3). As
in the model proposed in chapter 5, and following the notation l convention outlined
in chapter 2, the Q-values are really estimates of the expected re urn under a particular
policy, π, which depends on the search of the action space. In this sense, the value
estimation technique is strictly more similar to SARSA thenQ-learning.
Ritter et al. (1990) successfully apply a Motoric map with a single action variable to
the cart-pole-balancing problem5. The action space is randomly searched using the
4Note that because there is only a single action for each state, the estimates of expected reward
represent apartial Q-function or, more strictly, the value function,V. However, the partial Q-function
notation is preferred for consistency with the rest of the models considered in this thesis. In other words
we choose to interpret this model as the special case of the mor general model in which there are any
number of actions associated with each state.
5The problem consists of a cart which can move backwards and forwards along a horizontal track.
A pole is mounted on the cart by a hinge at the base, so that it can rot te in the dimension of freedom








Figure 4.3: The Motoric map. The Kohonen network maps the input space. For a given input vector
s= [I1, I2, I3, I4], a winning Kohonen unit,j, is selected with minimum weight distance:|s−wj |. The
winning unit maintains a separate action weight vectora = [U j1,U j2], and an estimate of the expected
return of the pair(s,a), Q j . Action a can be taken and the resulting reward used to updateQ j or a
perturbed version ofa can be taken (saya′, generated for example by a Normal distribution around
a) and, if it yields higher reward thanQ j , unit j updated towards this perturbed action on the relevant
output weights. The policy being evaluated is implicitly defin d by the actions attached to each state.
reward signal to find an appropriate action for each unit of the map (as described in
figure 4.3).
Although the Motoric map is successfully applied to the cart-pole-balancing problem,
Wedel and Polani (1996) suggest that a random search of the action space is likely to be
prohibitively slow in higher dimensions. With the intention f addressing scalability,
they adapt the Motoric map in the following way: Instead of taking just one perturbed
action,a′, and moving the winning unit of the map towards that point in the action
space if it happens to yield an improvement in reward, they take a number of sample
actions arounda, and use the elicited rewards to parameterise a Gaussian approxima-
tion of the reward function arounda. Given this local model of the reward function, the
directionof highest reward can be estimated, which then requires a further line search
of the cart. The aim is to keep the pole upright by moving the cart to the left or right according to the
angle of the pole. The input space usually consists of the angle and angular velocity of the pole along
with the position and speed of the cart, while a single actionvariable represents the horizontal force to
apply to the cart. The reward signal is based on the angle of the pole. See Peng and Williams (1996) for
an example.
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to yield an optimal action. Because the Gaussian model is only a approximation,
the algorithm is iterative with new Gaussian approximations being made as the unit’s
action weights are updated, and new perturbed actions sampled. Because fitting the
Gaussian requires finding an appropriate covariance matrix, Wedel and Polani (1996)
call this algorithmcovariance learning.
The basic idea of the Motoric map is taken further as part of this t esis, with the
idea of using a second Kohonen map to represent the output space explored in some
detail. The suggestion of Wedel and Polani (1996) that random exploration of higher
dimensional action spaces may be problematic is also investigated within the context
of tasks involving multidimensional state and action spaces. The idea of using a SOM
is also explicitly extended to situations where the reward is elayed (i.e. considering
discounted returns rather than immediate rewards), and applied to systems involving
multiple behaviours.
Covariance learning appears to have a number of problems. The algorithm is naturally
off-line, with a preference for sampling the points arounda independently of control.
For example, when the only way to sample the reward function is to actually take an
action, the environment state will tend to change. Collecting enough samples at each
state to generate a reasonable Gaussian may require many independent visits to a state,
during which time the reward function may have changed (if the environment is non-
stationary). Also, in their experiments, the Kohonen network first maps the input space
after which the input weights of the map are frozen. Given this fixed state represen-
tation, the action space and reward function is then explored. Because changing the
actions taken in each state will generally result in a different input distribution (thus
rendering the input mapping obsolete), the two phases are ite ated, but it turns out
that performing both the input mapping and action space exploration simultaneously
is not successful in their account. Interestingly, this contradicts results obtained from
experiments performed as part of this thesis (see chapter 5). Thirdly, their attempts
at speeding up learning by updating each unit’s covariance matrix from those of its
nearest neighbours is unsuccessful. Again, this is in contrast o experiments performed
as part of this thesis in which units will be seen to be able to benefit significantly from
reward information gained by their neighbours (chapter 5).
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Although Wedel and Polani (1996) claim that their approach should improve the per-
formance of the basic Motoric Map in high dimensional actionspaces, they offer no
results to support this claim, and perform no experiments involving action spaces of
dimension greater than two6. However, the idea of using a simple model to locally
approximate the reward function, and then using this model to derive a potentially
lucrative direction for exploration appears to be sound. The key feature of both the
Motoric map, and its covariance learning extension is that acontinuous action space
is explored and generalised adaptively. This is in marked contrast to the approach of
Mahadevan and Connell (1991) in which a small number of discrete actions are fixed
beforehand.
4.6 MLP generalisation
The Multi-Layer Perceptron (MLP) with its backpropagationtraining algorithm pro-
vides a powerful alternative for the representation and generalisation of both the state
and action spaces. In Tesauro’sTD-Gammon, a feedforward network with a single
hidden layer of units was trained to map states (or board position ) to thevalue(proba-
bility of winning) of that state. In this way the network was ued to generalise over the
state space, with the actions fixed by the rules of the game. However, in cases where
the environment model is unknown, this approach is renderedunsuitable because even
if the value of each state is known precisely, there is no way of kn wing which action
will result in a transition to the best states.
One approach to MLP generalisation advocated by Lin (1993) is shown in figure 4.4.
The principle is similar to that adopted by Tesauro, except tha now a separate value
function is maintained for each action. Selecting the best action in a given state is
simply a matter of identifying the network with the highest output. This allows the
state space to be generalised, but the obvious drawback is that the action space must
be discrete (and preferably small) suggesting a handcodingapproach similar to that of
Mahadevan and Connell (1991).
6The actual application involves moving across a two-dimensional plane to a goal. The input space
encodes the current coordinate of the agent, the output space comprises a continuous range of movement
vectors, and reward is given proportionally to the distanceof the agent from the goal.













Figure 4.4:Lin’s QCONmodel where a separate backpropagation network for each action (A1 . . .An)
learns to map states to Q-values under those actions.
To address adaptive generalisation over the action space, Touzet (1997) considers a
slightly different approach in which only a single backpropagation network is used. As
before, the inputs to the network code the current state, butthis time the outputs directly
code the actions rather than Q-values. The approach adoptedis as follows: Each action
is broken down into individual variables. For example, an action corresponding to a
left turn on a differential drive two-wheeled robot is broken down into a left wheel
action and a right wheel action. For each of these elementaryv riables, a second
antagonisticvariable is introduced as suggested by figure 4.5. Only one action from
each agonist/antagonist pair is selected at a time. The output of each action unit is
interpreted as the speed of that motor in that direction. At each state, the elementary
action of each agonist/antagonist pair with the highest value is selected. This relies on
their second interpretation of the output of each action unit as the suitability of that
action. Each action variable is perturbed by a small amount and then the perturbed
action taken. A reward of 0,1 or -1 is received with the following consequences:
➊ Reward = 0. Do nothing.
➋ Reward = 1. Train the network (only on the weights to the selected unit of each
agonist/antagonist pair) towards the perturbed action.
➌ Reward = -1. Train the network (on all weights) to the current outputs with the
agonist and antagonist outputs interchanged.
Although the algorithm performs satisfactorily on a simpleroblem, the approach is













Figure 4.5:Touzet uses the MLP to generalise over both the state and action spaces. The approach
relies on providing each elementary action with its complement, with the two then competing for dom-
inance in each state.
somewhat untidy and relies on some odd assumptions relatingthe suitability of an
elementary action such as ‘left motor forward’ to the strength of that action (i.e. how
fast to move the left motor forward). A lack of generality is al o imposed by the tertiary
reward signal, and the need for complementary actions to be cd d at the output units.
There is also significant divergence from the theoretical groundings of Q-learning (or
indeed any of the value estimation techniques discussed back in hapter 2), with a
somewhat arbitrary looking learning rule in➌. However, the approach is noted for its
application of the MLP to generalisation over both continuous state and action spaces.
Touzet subsequently compares this technique to that describ d in section 4.4 where he
uses the Kohonen network to generalise over the combined state-action-reward space.
However, the comparison fails to provide the detailed results or analysis necessary for
identifying the underlying strengths and weaknesses of these two very different ap-
proaches to generalisation. In particular, his argument depends more on the contingent
properties (as opposed to the necessary ones) of each approach because only one small
problem is considered. For example, the Kohonen map is concluded to be more ef-
ficient, but the non-linear generalisation potential of backpropagation (which should
be considered compensation for the heavier duty algorithm)is never explored. Brief
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allusion is made to the difference between the local Kohonenupdate rule and the non-
local backpropagation learning rule, but the discussion isnot pursued to a satisfactory
conclusion. These issues are taken up in chapter 8.
4.7 The CRBP algorithm
Prior to Touzet’s work, Ackley and Littman (1990) proposed asimilarly motivated
algorithm called theComplementary Reinforcement BackPropagation Algorithmor
CRBP. The algorithm is again built around the backpropagation network and the basic
architecture is shown in figure 4.6. At each time-step, a state vector,s, is presented
to the network. The activation of each output node,Ok, is interpreted as the probabil-
ity of a corresponding binary variable,Bk, being set to 1. The binary vector,B then
represents the actual action to be taken. The reward signal is also binary, with a value
of 1 corresponding to a ‘good’ action, and a value of 0 to one which should not be
reinforced. If the reward for the current state-action pair(s,B) is 1, then the network is
updated towards that pair, so that the network output vector, O, will be more likely to
yield the action vectorB next times is presented. If the feedback is negative, then fol-
lowing the approaches of (Barto and Anandan, 1985; Anderson, 1986; Williams, 1992;
Ackley, 1989), the network is updated towards the pair(s,1−B), thus discouragingB
on future presentations ofs.
The approach works well on a number of simple tasks includingthen-majorityprob-
lem in which a single binary output variable must take the value 1 if more than half the
binary input values are 1, and 0 otherwise. Within the context of this and other similar
problems, the generalisation capabilities of a backpropagation network are compared
favourably with a table look-up approach in which an action is stored explicitly for
each possible input vector. They succeed in showing that while for small state spaces
an explicit lookup table learns quicker, as the number of distinct states increases, the
scalability of the backpropagation network is superior. More interestingly, they also
demonstrate how the network is capable of generalising overthe action space. They
consider a set of learning tasks in which there are a number ofcorrect outputs for each
input. For example, thebit-countproblem which requires that the output has the same
number of 1s and 0s as the input, with the position of particular values being irrele-








Figure 4.6:The Complementary Reinforcement BackPropagation (CRBP) architecture of Ackley and
Littman (1990). Each output,Ok, of a backpropagation network is interpreted as the probability that a
corresponding binary variable,Bk, is set to 1. If the reward is positive then the network is trained towards
the pair(s,B), otherwise it is trained towards the complement(s,1−B).
vant. They found that the network succeeds in finding a more compact set of actions
than the table look-up approach, with each action being usedfor a range of different
inputs. They also report robustness to ‘overfitting’ (involving networks with more free
parameters than are necessary), but note that for some problems the network can be
outperformed by a simple table lookup approach, particularly when the categorisation
is not linearly separable in the input space (and therefore requi es the learning of two
layers of weights).
The scalability of learning to the complements of punished actions is unclear, and
indeed the use of a binary reward signal is itself restricting since it requires that the
actions can be qualified as either ‘good’ or ‘bad’. As with Touzet’s work, the authors
have again chosen to make a significant departure from the undrlying reinforcement
learning theory, with the effective abandonment of the central concept of estimating
expected reward. However, it is straight forward enough to adapt the algorithm so that
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a Q-function is maintained and used to turn a continuous scalar reward signal into the
binary reward signal necessary for driving the learning here. In fact this is the basis
of both Gullapalli’s SRV units (see section 4.9) and the experim nts of chapter 8, with
the latter considering the use of MLP based techniques for generalising over the action
space in much more detail.
One significant drawback of CRBP is the requisite that actions be represented as binary
vectors, thus precluding generalisation in continuous action spaces. This is addressed
in both Ziemke’s application of CRBP to robot learning and Gullapalli’s SRV units,
both of which are now introduced.
4.8 Continuous space CRBP
An interesting application of CRBP to robot learning is found i Ziemke (1996). A
simulated Khepera robot (Michel, 1996) is trained to wanderaround a two-dimensional
environment avoiding obstacles en route. The circular robot is driven by two wheels
— one on either side — each of which may take any value in the continuous range
[−1,1] with 1 corresponding to a maximum forward speed, and -1 to a maxi um
reverse speed. By setting the wheel motors to appropriate spe d a wide range of
different movements can be achieved comprising both forward and reverse turns with
0≤ radius≤ ∞ and 0≤ speed≤ max. speed. The robot also has six distance sensors
equally spaced around the front of the agent, each with its own receptive field. The
activity of these continuous valued sensors increases withthe proximity of an obstacle
within the receptive field. For clarity, the robot is shown infigure 4.7 and its range of
movement in figure 4.8. While the simulator cannot hope to perfectly reproduce the
dynamics of the real Khepera robot (Mondada et al., 1993), the simulator still provides
a useful tool for robotic experimentation.
In an approach similar to that of Mahadevan and Connell (1991), Ziemke begins by
handcoding three discrete actions: Move forwards, left turn, and right turn. These
three actions are coded using three binary output units corresponding toB1, B2 and
B3, in figure 4.6. The binary reward required by the CRBP algorithm is generated as
follows: If there is any sensor activity, then providing that activity is less than that































Figure 4.7: The Khepera robot used in
simulation by Ziemke (1996). The two
motors are labelledML andMR, and the six
distance sensors (along with their receptive
fields) asS1. . .S6.
Figure 4.8:By appropriately setting the speeds
of the two wheels, the robot can be made to turn
forwards or backwards with 0≤ turning radius≤
∞ and a continuous range of speeds.
recorded at the previous time-step, reward = 1, else reward =0. If there is no signif-
icant sensor activity, then reward = 1 if and only if the robotis moving forwards. By
learningtowardsactions which yield positive reward andawayfrom actions yielding
zero reward, the agent learns to wander around the environment without colliding into
obstacles.
The second experiment is more interesting since it specifically addresses the repre-
sentation of continuous action spaces. This time, instead of the binary output units,
B1 . . .B3, being used to represent three distinct actions, the actualoutput units of the
network,O1,O2, are used to represent the motor speeds directly. Since thesunits
are continuous, the CRBP network is now effectively performing generalisation over
both the continuous six-dimensional input spacend the continuous two-dimensional
action space. Learning takes place in the usual way, with a positive reward resulting
in an update of the network towards the pair(s,B), and a negative reward in an update
towards(s,1−B), whereB is the vector of binary values derived fromO according to
figure 4.6.
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Again, the agent learns its task of wandering and avoiding obstacles, but as with the
work of Ackley and Littman (1990) the scalability of the approach is unclear. Of par-
ticular concern is both the generality and scalability of using binary rewards to update
continuous variables towards binary values. In Ziemke’s experiment, it was possible
to solve the problem with actions involving extreme motor values. An interesting and
important experiment would test the ability of the architecture to learn a task requiring
intermediate real-valued actions. It is not clear how the proposed architecture would
achieve this given the binary reward signal.
Ziemke (1996) is actually primarily concerned with investigating a novel backpropa-
gation architecture7, and is not investigating CRBP directly but rather using it as a tool
for moulding RL into a form suitable for use with backpropagation. He acknowledges
that CRBP may not be suitable for more complex applications,a d does not pursue
an analysis of the algorithm itself. However, in the contextof this thesis it represents
an applied approach to generalisation in which a backpropagation network is used to
map states directly to actions within continuous spaces, without explicit estimation of
a value function. While this circumnavigates the problem generated by the lack of an
environment model, the generality of the approach is questionable. Again the draw-
backs of CRBP are confirmed as: Significant divergence from the RL theory with no
explicit representation of a value function (or Q-function), a possible lack of general-
ity when considering genuinely real-valued functions, andthe potentially debilitating
constraints of immediate and binary reward.
4.9 SRV units
Recall that backpropagation was used in Tesauro’sTD-Gammonto generalise over the
state space with an environment model used to select optimalactions from a predefined
and discrete set. Lin (1993) addressed the problem which arises from not having an
environment model by using a separate MLP to represent the valu function of each
action, but this required that a small set of discrete actions were defined beforehand in
a manner similar to the box pushing robot of Mahadevan and Connell (1991). To avoid
7In which the first layer of weights are determined by the activtions of the hidden units.
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this drawback, Touzet (1997) used a single network to map states directly onto ago-
nist/antagonist pairs of actions, with a binary reward signal responsible for reinforcing
the network to either the agonist or antagonist. The same idea is apparent in the CRBP
algorithm of Ackley and Littman (1990) with the binary units, B1 . . .Bn, effectively
fulfilling the role of agonist and antagonist. But the simplification of the reward sig-
nal as both immediate and binary represents a significant constrai t on the underlying
theory presented in chapter 2, while the indulgence of discrete and even binary actions
is potentially very restricting indeed. Ziemke’s minor modification to CRBP for learn-
ing and generalising over continuous action spaces appearsto l ck both scalability and
generality. As well as being divergent from standard RL theory, this last approach also
lacks both empirical and analytical justification, as well as the confidence of the author
himself.
The first satisfactory approach to generalisation over continuous action spaces is found
in Gullapalli (1990). His approach is based on backpropagation but, unlike the MLP
models introduced so far, exhibits the kind of generality and faithfulness to the RL
theory that inspires confidence. Gullapalli’s technique isconsidered in detail in section
8.3 where it is compared with a new architecture that is introduced in the next chapter.
For this reason, only a brief overview is given here, with a full analysis postponed until
chapter 8.
The problem that Gullapalli sets is that of generating an optimal mapping from real-
valued input vectors to a real-valued output guided only by ascalar reward signal. His
approach is based upon his Stochastic Real-Valued (SRV) unit of figure 4.9. The idea
is simple. The system is fed two inputs (the model can clearlybe generalised to any
number of inputs) and an outputO is generated using a Normal distribution. The mean
for this distribution is generated by a single linear hiddenunit,H1, whose output is the
weighted sum of its inputs (including a bias). The second hiden unit,H2, which is
also a linear unit, generates the estimated expected reward, E(R), of the SRV unit for
the given input stimulus.
Gullapalli restricts the reward signal to the range[0,1], soE(R) also lies in this range.
The variance of the Normal distribution is generated according toE(R) and the follow-
ing principle; ifE(R) = 1 then the unit is behaving optimally, and the variance is zero.









Figure 4.9:Gullapalli’s SRV unit. See text for a description.
If E(R) = 0 then the SRV unit is behaving very poorly and variance is sethigh. The
variance is actually calculated fromE(R) using a monotonically decreasing function,
S. After an input vector has been presented to the SRV unit, andthe action generated by
the Normal distribution has been taken, a reward,R, is elicited from the environment.
Now hidden unitH2 learns to produceR for the current input vector by backpropagat-
ing the errorR−E(R) through the linear unit according to the Widrow-Hoff learning
rule (Widrow and Hoff, 1960):
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ui(t +1) = ui(t)+β(R−E(R))Ii(t) (4.2)
This is just a special case of the more general backpropagation update rule where each
weight is updated negatively proportionally to the gradient of the Error function with
respect to that weight. Here the error function is implicitly defined as12(R−E(R))2.
Unit H1 is updated in much the same way except that its target isO× (R−E(R)).
Hence if the actual reward is an improvement on the estimatedexpected reward, then
the mean of the distribution is pushed towardsO proportionally to how much better it
is, otherwise the mean is pushed away fromO. The actual update rule used for unitH1
is:






The intuitive idea behind the SRV is simple. For each input vec or a mean and variance
is computed, with the variance linked to how far the estimated expected reward is from
a theoretical maximum. In this way the variance provides therandomexploration
needed to discover useful actions. An output is then generated according to a normal
distribution based on this mean and variance. If the output is good, then the mean
is pushed towards the output otherwise it is pushed away fromit. In each case, the
estimate of the expected reward is updated. Learning proceeds in this way until the
SRV unit produces the correct output for each input, at whichpoint the variance of the
distribution will hopefully be zero.
Gullapalli tests an SRV unit on the AND problem:






with the reward at each time-step defined as 1−|Error| where theError is the differ-
ence between the target output and the actual output of the SRV unit. The single unit
easily learns the mapping in around 2000 time-steps, where atime-step corresponds to
a single processing cycle which involves: the presentationof a single input vector, tak-
ing the action proposed by the SRV unit, an environmental rewa d, and the application
of the weight update rule.
Clearly this architecture will be unable to solve linearly inseparable problems since the
units H1 and H2 only have a single layer of adaptable weights.Gullapalli extends the
model to networks of SRV units in order to tackle the XOR problem, although results
are somewhat disappointing. However experiments performed as part of chapter 8 and
based on the SRV concept of maintaining an action plus an estimate of expected reward
for that action, appear to show that the principle is sound and probably more reliable
than Gullapalli’s initial results would suggest8.
Although the results of the SRV approach are not particularly impressive, a number
of desirable properties will lead us to explore and improve this algorithm later. In
particular, Gullapalli’s model fully embraces both continuous state and action spaces
and a continuous reward signal, and can in principle be extended to multiple outputs
and delayed rewards. The RL theory is also adhered to in that an explicit estimate of
expected (and potentially discounted) reward is maintained. Issues such as scalability,
generality, applicability, and a review of generalisationproperties are offered in chapter
8 with reference to a number of alternative models — in particular the Kohonen map.
8The way in which Gullapalli integrates a network of SRV unitswith the backpropagation learning







Figure 4.10:The Actor-Critic model applied to early reinforcement learning problems. The actor
maps input vectors to actions, while the critic maintains the value function which is used to update the
actor.
4.10 Q-AHC
Another approach to dynamic real-valued actions that is worth discussing isQ-AHC
(Rummery, 1995). Rummery’s model is based on the Adaptive Heuristic Critic (AHC)
or actor-critic model of (Barto et al., 1983; Sutton, 1984). The general scheme is
shown in figure 4.10. Theactor normally has a number of discrete actions available to
it and maintains probabilities of taking each action in eachstate. Thecritic maintains
a separate representation of the value function which is used to update the likelihood
of taking each action in each situation based on environmental feedback. This idea
has now been somewhat eclipsed by approaches such as Q-learning which simplify the
issue by combining the representations that underpin the two processes of estimating
expected reward and the selection of actions.
Inspired by Williams (1988), Rummery (1995) adapts this basic ctor-critic model
to deal with real-valued actions. In a manner similar to Gullapalli (1990), actions are
generated using a Gaussian distribution, with a mean and staard deviation calculated
as a continuous function of the state information. If the action yields a reward that
is greater than the expected reward (as maintained by the critic), then the mean and
variance for that state are updated according to the gradient of the log of the Gaussian
distribution, so as to make that action more likely on futureoccasions. This involves
moving the meantowardsthe action if the reward received is greater than the estimated
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reward, and away from the action otherwise (only single dimension action vectors
are considered at this stage). Similarly, the standard deviation is either increased or
decreased to make the explored action more or less likely (asappropriate).
Rummery uses backpropagation networks to represent the critic as well as the func-
tions,µ(s) andσ(s). The augmented scheme is shown in figure 4.11. This model is then
extended further to incorporate multiple Q-AHC modules with each module having ju-
risdiction over a disjoint region of state space. For a givenstate, each AHC module
generates a proposed action, along with the expected returnof taking that action in that
state. The module predicting the highest return is then selected. In this way the action
space is explored in parallel and there is an implicit notionof competition between
AHC modules for control of the agent. However, the results repo ted are somewhat
disappointing according to Rummery, because other models using a fixed hand-coded
action set outperform Q-AHC on the tasks attempted9. He also reports particular prob-
lems with multiple Q-AHC modules learning the same actions even though there may
be other better actions still to be found — although it is noted that this redundancy
may be artificially alleviated by restarting some AHC modules with new parameters if
necessary. Rummery suggests a number of reasons for poor perf rmance, including an
insufficient number of hidden units in the MLPs, and suboptimal local maxima being
found by the stochastic hill-climbing mechanism used to search the action space (recall
the way in which the mean of the Normal distribution is update).
However, as with the SRV unit of Gullapalli (1990), this approach, based upon the
MLP and backpropagation, will turn out to be useful in chapter 8 when distributed
approaches to generalisation are compared with local function approximators. In the
meantime we note that Rummery’s model is one of the most sophiticated and general
approaches to dynamic real-valued action generation in multiple dimensions, with the
key concept of estimating expected return (real-valued andfully discounted) at the
heart of the model.















Figure 4.11: The Q-AHC model of Rummery (1995). The actor generates real-valued outputs based
on a Normal distribution parameterised by a mean and standard deviation, each of which is a function
(MLP) of the state information. The critic maintains the Q-function (another MLP), which is updated
towards the return using any appropriate method (Rummery uses Q-learning with eligibility traces —
i.e. Combining Q-learning andTD(λ)). The error between the predicted return and the actual corre ted
one-step return is used to decide whether the proposed action should be reinforced or not. The weights
of the actor are then updated to make the proposed action moreor less likely, as appropriate.
4.11 CMAC
The final method considered is that of Prescott (1994) who combines the Cerebellar
Model Articulation Controller (CMAC) of Albus (1975) with acontinuous action-
space exploration strategy proposed by Williams (1988). The problem Prescott con-
siders is that of using RL to train a simulated robot to move around an environment
avoiding collisions with obstacles. The simulated robot has three range finders, each
of which returns a real-valued distance along the line of that sensor to the nearest ob-
stacle. The output is interpreted as a real-valued speed andtur ing angle. Reward is
real-valued and delayed, and is made up of two components — one rewarding large
translational speed (but not rotational speed), and one punishing collisions with obsta-






Figure 4.12: The CMAC approach to tiling the state space adopted by Prescott (1994). In this
example the space is tiled by four offset, overlapping tile sets, A, B, C and D. Each tile set happens to
consist of 4x4 individual tiles. Any point in the continuoustwo dimensional input space can be recoded
by considering the four tiles (one from each tile set - outlined in bold) in which the point lies.
cles. Hence the agent must learn a mapping from a continuous three dimensional state
space to a continuous two-dimensional action space in orderto maximise a real-valued,
delayed reward signal.
The input space is tiled using a CMAC (Albus, 1975) (without has ing) as shown
in figure 4.12. In Prescott’s model the state space is three dim nsional and five tile
sets are used, each containing 5× ×5 individual tiles with each tile set offset by125
of the maximum size of each dimension of the space. Any three dim nsional real-
valued input,s, is converted to a new vector,φ(s), with each element of the new vector
corresponding to one of the 5x x5x5 = 625 tiles. For any input, all elements of the
new vector are set to zero, except for the five elements which correspond to the five
tiles (one from each tile set) in which the input occurs. Eachof these elements are
set to 15 so that the total activity in the new vector sums to unity. This process of re-
mapping a continuous three-dimensional vector to a binary 625 dimensional vector is
advantageous because the hope is that the elements of the newv ctor can be combined
linearly (and therefore learned quickly) to produce eitheractions or estimated expected
returns.
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Prescott’s full model is similar to the actor-critic model introduced in section 4.10. For
each state,s, the critic estimates the expected return of taking the action proposed by
the actor. The output of the critic,V̂(s), is simply a linear combination of the elements
of the mapped input vector,φ(s):
V̂(s) = wTφ(s) (4.4)
For every state, the critic is always updated towards the return following the action:
r +λV̂(s′) (4.5)
whereV̂(s′) is the output of critic for the successor state. Because the output of the
critic is a simple linear combination of the elements of the vector,φ(s), this update is
















and then updating each weight negatively proportionally tothis gradient. Since the
target is simply equation (4.5) and the actual output is justV̂( ), the full update rule






Prescott considers the slightly more complicated case ofTD(λ) for arbitraryλ (the
above account is for the special case ofλ = 0), but the analysis is similar.
The actor network is constructed in the same way as the critic, with the input being
recoded intoφ(s) and then the elements being combined linearly according to anew
weight vector,u. One difference is that the actor has two outputs which represent a
mean,µ, and standard deviation,σ, of a single dimensional normal distribution. In a
manner similar to Williams (1988), Gullapalli (1990) and Rummery (1995), the output
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of the actor is generated according to the probability distribu ion defined by these two
parameters. For any action taken, the weight matrix10 of the actor is updated (in a sim-
ilar manner to the critic) to either increase or decrease thelikelihood of producing that
action again. If the perceived return (i.e. equation (4.5))is greater than the expected
return of the mean actionµ (the output of the critic,̂V(s)), thenµ is moved towards
the new action. If the perceived return is less than the expected return then the mean
is moved away from the action. The standard deviation is updated too. If equation
(4.5) is greater than̂V(s) then the current position ofµ seems to be suboptimal and
soσ is increased because more exploration appears to be useful.If r +λV̂(s′) < V̂(s)
thenµ appears to be close to a local maximum in the action space, andsoσ is reduced.
In this way, exploration is controlled by how much the estimaed returns of explored
actions differ from the estimated expected return of the mean action. This is appealing
because asµ gets closer to a local maximum, the exploration is automatically reduced,
while if better actions are found away fromµ then exploration is increased in order
to facilitate movement to these better actions. A final pointis that multi dimensional
actions are easily achieved by using multiple and independent actors with their own
sets of weights.
Prescott reports good results with this architecture, althoug refers to potential prob-
lems with breaking symmetries in the action space. For example, if the robot is ap-
proaching a wall head on, then on some occasions the agent will explore left turns and
on others it will explore right turns. Both will be reinforced and so the actor will be
drawn in two directions simultaneously resulting in a cancelling effect. This is a side
effect of restricting each state to maintaining a single action. The new model intro-
duced in chapter 5 will address this issue by allowing a parallel search of the action
space which offers a choice of dynamic actions to each state.However, the work of
Prescott remains interesting for its successful use of CMACto generalise over a low
dimensional state space11, and for its application of dynamic real-valued actions to a
delayed reward reinforcement learning problem.
10It is now a matrix because there are two outputs and thereforetwo sets of independent weights.
11CMAC suffers badly from the curse of dimensionality since thnumber of tiles increases expo-
nentially with the dimensionality of the problem. This affect may be ameliorated to some extent by
hashing.
C H A P T E R 5
A New Model
5.1 Introduction
In the light of the account given so far, a number of desirablefeatures for a candidate
model of action space representation can be identified. Firstly, the representation of
the action space should not be fixed beforehand but should be aaptable, and robust to
non-stationary environments. The premise that it will not always be easy or appropri-
ate to solve RL problems using a fixed set of actions renders a handcoding approach
following the box pushing robot of Mahadevan and Connell (1991) unattractive. Al-
though the coarse-coding algorithm reviewed in Santamariaet al. (1997) does provide
dynamic generalisation, once the locations of prototypical Q-values are established in
the combined state-action space, they are fixed. This drawback, in combination with
a potentially involved search process for optimal actions,may lead to an inefficient
representation.
A second desirable feature is that the standard RL theory should be closely adhered
to with a central concept of estimating expected reward, full support for a real-valued
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and discounted reward signal, and an ability to represent real-valued states and ac-
tions. Departures from the theory which result in compromising generality include the
approaches of Touzet’s Kohonen mapping of the combined input-action-reward space,
Ackley and Littman’s CRBP algorithm, Touzet’s agonist/antagonist backpropagation
network and Ziemke’s application of CRBP to robot learning.Particular shortcom-
ings are noted as binary reward signals, binary representatio s of states and actions,
no explicit maintenance of estimated expected reward (thuslosing sight of the goal —
namely to maximise this value), and no provision for discounted reward.
A third desirable property is for the values ofmultiple actionsto be maintained for
each state. This is a principle of Q-learning, for example, which maintains estimated
expected reward forall possible state-action pairs. In contrast, the Motoric Map of
Ritter et al. (1990) and its ‘covariance’ extension (Wedel and Polani, 1996) both main-
tain only a favourite action for each state. Being able to select an action from a list
of alternatives has positive implications for robustness,particularly in situations where
one or more action types may be inhibited. Maximising reuse of l arned actions is also
a key consideration, since we expect exploring the action space to be a costly process
(as noted by Wedel and Polani (1996)). The Motoric Map approach f ils to satisfy this
property, since actions learned in one state may not be utilised by other states.
The findings of the review of the previous chapter are summarised with respect to the
above criteria in the table of figure 5.1. This table should beint rpreted as a guide
for further discussion, rather than an authoritative last word on the success or failure of
specific algorithms, and will be discussed in more detail in section 6.7. In the meantime
we can use this summary both to guide the search for a new model, and to evaluate the
success of any such model.
Since the type of problems of interest to this thesis are those in which no environment
model is available, a final necessary property is that the learning mechanism is not
model-based. With all these points in mind, as well as the more general issues of
efficiency, simplicity, and scalability, a new model is now introduced. For the sake
of clarity, the model is introduced incrementally. We will first address the issue of
representing the state space, and then later extend the model to th action space, which




































































































































































































Figure 5.1: Some existing approaches to action space generalisation are compared with respect to
the identified set of desirable properties. The algorithms are grouped into non-neural, SOM-based, and
backpropagation-based for convenience. A tick indicates that the algorithm satisfies the criterion, a
cross that it does not, while a question mark represents uncertainty. It is emphasised that this table is not
intended to be definitive, but rather to stimulate discussion on aspects of performance.
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generalising over the input space is precedented by ideas introduced in the previous
chapter, it will be convenient to start from the beginning since later extensions to the
model will build on these foundations.
5.2 The simulator
For extra clarity, the model is introduced with respect to a specific problem. The
problem is defined within the context of Olivier Michel’s Khep ra robot simulator
(Michel, 1996) which is used as an experimental platform formany of the experiments
of this chapter. The Khepera robot itself (Mondada et al., 1993) (as described briefly in
section 4.8) is circular and has eight distance sensors, sixon the front and two on the
back. Only the six front sensors are used here. These sensorsare short range (no more
than the diameter of the robot, at least in the simulator) andact like feelers. Obstacles
can be detected at very short range — just enough to give the robot time to take some
evasive action if necessary. Each sensor reads a value between 0 (no obstacle in the
line of this sensor) and 1023 (an obstacle is touching this sen or). These values are
henceforth normalised to between 0 and 1 respectively and repres nt the input to the
robot’s control system. A sample environment corresponding to one square metre in
the real world is shown in figure 5.2. The robot is shown approaching an obstacle,
and the corresponding sensor readings can be seen in an enlargement of the robot in
figure 5.3(a). Notice how the two central sensors record a higher activation than the
peripheral sensors since the obstacle lies more centrally within their receptive fields
(shown by the lines drawn from each sensor).
The input space can be visualised as the six-dimensional unit hypercube with each di-
mension corresponding to one of the sensors, and each sensory i put vector represented
by a point within this cube. The idea is shown in figure 5.4 and for clarity the sensors
are labelled in figure 5.3(b). The numbering is intended to reflect the importance of
the sensors, given that the tasks are going to involve movingge erally forwards.
The outputs of the robot are two differential drive motors, one n either side of the vehi-
cle, which can independently take values in the continuous range between -10 (reverse
at full speed) and 10 (forwards at full speed). These values are henceforth normalised
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(a) An enlargement of the robot in figure
































(b) Sensor and motor
labelling.
Figure 5.3:The robot




















Figure 5.4:The six-dimensional sensor space and two-dimensional motor space. With respect to the
motor space, the point in the middle of the space correspondst the situation when both motors have
a value of 0.5, i.e. when both motors are stationary and therefore so is the robot. The arrow in each
quadrant is intended to denote the direction of travel giventhat the robot is facing the top of the page
when an action within this quadrant is invoked. The motors are drawn on the robot diagrams, and figure
5.3(a) shows the robot involved in a right turn on the spot.
to between 0 and 1 respectively. By setting the wheel motors to appropriate speeds a
wide range of different movements can be achieved encompassing both forward and
reverse turns with 0≤ radius≤ ∞ and 0≤ speed≤ max. speed, as indicated in figure
4.8. Different combinations of motor values generate different directions of movement
which are broadly classified in figure 5.4. This diagram represents the motor or ac-
tion space as the unit square with any motor combination being r presented by a point
within this square. The top left corner corresponds to the robot travelling straight back-
wards at full speed, the bottom right corner to the robot travelling forwards in a straight
line at full speed, the top right corner to a right turn on the spot at full speed, and the
bottom left corner of the space to a left turn on the spot at full speed. The point in the
middle of the space corresponds to the situation when both moors have a value of 0.5;
i.e. when both motors are stationary and therefore so is the robot. The arrow in each
quadrant is intended to denote the direction of travel giventhat the robot is facing the
top of the page when an action within this quadrant is invoked. The motors are drawn
on the robot diagrams, and figure 5.3(a) shows the robot involved in a right turn on the
spot.
As a built-in feature of the simulator, uniform random noiseof 10% is added to the
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amplitude of the motor speed and uniform random noise of 5% isadded to the direction
resulting from the difference of the speeds of the two motors. Uniform random noise
of 10% is added to the distance calculated by the sensor readings. These noise factors
help add realism to the simulator, although in the author’s opini n there is already
considerable noise inherent in the simulator as a result of inaccuracies in the calculation
of the sensor readings.
5.3 The control system
The first task to be performed is one particularly familiar tothe robot learning literature
— obstacle avoidance (Tani and Fukumura (1994); Touzet (1997); Ziemke (1996)).
The aim is for the robot to wander around the environment avoiding obstacles en-
route. The agent is first given a default behaviour which moves th robot forward at
full speed if there is no obstacle in sight. No obstacle in sight s inferred if each of
the six distance sensors has an activation of less than 0.2. If at least one of the sensors
does have an activation more than 0.2, then control is passedto the obstacle avoidance
behaviour whose role it will be to take evasive action. Henceonly a single behaviour
need be considered, for simplicity.
Figure 5.5 illustrates the basic RL framework. A discrete set of states{u1 . . .un} rep-
resents all the situations the robot can find itself in, whilea discrete set of actions
{a1 . . .a3} represents what the robot can do in each state. In this case (and in similar
manner to the handcoding of Mahadevan and Connell (1991)), there are three fixed
actions corresponding to a right turn on the spot, forward atfull speed, and a left turn
on the spot. The normalised motor values are also shown and can be visualised oc-
cupying three corners of the action space of figure 5.4. For each state-action pair,
represented by the connecting lines, an estimate of the expected discounted reward
of taking that action in that state is maintained and updatedduring learning. For this
reason these estimates are labelledQ-valuesafter Q-learning, although the estimate
here will be calculated according to a slightly simpler method — one which is more
accurately considered a non-bootstrapping, Monte-Carlo method. At this point we are
faced with the choice of either calling these values something d fferent — say M-values
— and henceforth continually pointing out the relationshipbetween these values and












Figure 5.5:Basic RL framework.
Q-learning, or just importing the more familiar terminology with the caveat that the ac-
tual method of calculation is slightly simpler and is not consideredfaithful Q-learning.
The value estimation method itself is not under scrutiny in th s hesis, and indeed any
non-model based method for estimating the expected reward of state-action pairs (be
it Q-learning,Q(λ), Monte Carlo etc.) could be substituted without loss of generality.
5.3.1 The reinforcement function
At each time-step the robot can make a movement corresponding to a fraction of its
body length if it is travelling forward at full speed. The agent is therefore able to switch
its behaviour quickly. Also at each time-step, the agent is perceived to be in one of the
states,{u1 . . .un}, whereupon one of the three actions,{a1 . . .a3}, is taken, eliciting a
scalar reward from the environment. Let us say that at timeth agent is in stateut ,
takes actionat and receives rewardrt . Since we are only currently concerned with the
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Hence the agent is given negative reinforcement proportional t activity on its distance
sensors with a weighting appropriate to the significance (centrality) of those sensors.
5.3.2 The learning rule
The learning rule uses a fixed receding horizon,h, and the familiar discount factor,
γ, and at timet + h updates the estimateQ(ut ,at) towards the discounted sum:rt +
γrt+1 + γ2rt+2 + ...+ γhrt+h by a learning rate,α. The actual update rule can then be
written as:
Q(ut,at) = Q(ut ,at)−α
{
Q(ut ,at)− (rt + γrt+1 + γ2rt+2 + ...+ γhrt+h)
}
(5.2)
which sufficiently resembles the expressions found in chapter 2 o convince us that the
target is indeed the relevant part of the expected discounted reward, providing that the
effect of taking any action in any state on the received reward ill be delayed by at most
h time-steps. The approach most closely resembles the Monte-Carlo technique (section
2.6) since Q-values are updated towardsactualreturns rather than other estimates. The
reason this particular method is adopted is based on the assumption that the effect of
any action will be restricted to a finite window of time following that action. So even
though the length of each trial is effectively infinite, a truncated Monte-Carlo approach
is still deemed appropriate. The degree to which bootstrapping estimates are desirable
is still an open question in the literature (Sutton, 1996), although the likelihood is that
an intermediate approach as offered byQ(λ) will generally be prefered.
As the state-action pair(ut ,at) is visited again and again, and alpha is slowly reduced
to zero,Q(ut,at) will converge onE(∑ha=0 γ
art+a|ut ,at) for the current policy (which
we hope will converge to an optimal policy). The actual parameter values used are:
h = 4, γ = 0.95, andα = f (t), with f (t) slowly decayed from 1 to 0 during the course
of the trial according tof (t) = 0.9999t (see the graph of figure 5.11, to come)1.
1Note that a value ofh = 4 means that only the reward received in the four time-steps immediately
following an action can be credited to that action. For problems with longer delayed reward, a larger






Figure 5.6: Two ways of summing reinforcement. If there is continuity inthe reward signal, then
estimating the area shaded in the graph on the right may allowfaster learning. For the experiments that
follow (unless otherwise stated), the approach on the rightwas empirically found to perform better and
was therefore adopted. However, the standard approach (left) is generally preferred because it adheres
to the theory.
Note that a policy,π, is being learned which maximises the following for allut .
E
(
rt + γrt+1+ γ2rt+2+ ...+ γhrt+h|at,ut ,π
)
(5.3)
Figure 5.6 shows a sample set of reinforcement values varying over time. The first
graph illustrates the learning rule described above, with the area under the graph rep-
resenting the undiscounted sum of reward immediately following the action taken at
t = 0. Q(u0,a0) will then be updated toward the shaded area under this graph,even
though the bulk of this value is made up of the area under ther0 line which corre-
sponds to the reinforcement that stateu0 ‘inherited’. This idea of inherited reward
assumes that there is dependency between the reward of subsequent time-steps, which
is justified by referring back to the reinforcement functionof (5.1). For example, if
there is sensor activity at some time,t, then there is also likely to be sensor activity at
time t +1 since the robot cannot make large changes to its sensor readings in any one
time-step.
Although this poses no theoretical problem to convergence,practical difficulties may
horizon or a bootstrapping technique would be required, with no loss of generality to the model. This
value of 4 was empirically observed to be optimal in terms of maxi ising the final level of performance
without compromising learning speed. Other values forh also yielded good results.
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arise when, as a result of state generalisation (to be describ d), on the next occasion
that stateu0 is visited, it coincides with a differentr0. Now Q(u0,a0) is updated to
the area underthis graph, and the problem is that if the area shaded in the second
graph of figure 5.6 is small compared with the rectangle underth 0 line, then the
important information in the reinforcement signal — namelywhat has happenedsince
taking the action — will be swamped or saturated by the strengh of the background
signal. Following these observations, in the experiments that follow, the reward signal
is interpreted as the area shaded in the second graph and not the area shaded in the first.
This involves amending the update rule of equation (5.2) so thatrt−1 is subtracted from
eachr term before being multiplied by the discount factorγ.
A modest increase in performance was observed using this appro ch in favour of the
more standard approach of equation 5.2/figure 5.6(left). However, while the idea of
subtracting ‘inherited reward’ does not fit neatly into the toretical framework pre-
sented in chapter 2, neither is it deemed critical to the success of the model2. The
details are included here for reproducibility rather than theoretical significance. In
applications where there is little or no dependency betweenth reward values of sub-
sequent time-steps, the standard approach would appear to be favoured. Indeed, the
standard approach is recommended as the first approach to anyproblem.
5.3.3 Exploration
Following the simple learning rule, a very simple exploration strategy is adopted. At
each time-step, the action with the highest Q-value for thatstate is chosen with prob-
ability 1− p, and one of the other actions chosen at random with probability p. p is
annealed3 from 1 to 0 throughout each run in exactly the same way as the learning
rateα — i.e. according tof (t). This implements a time dependent transition from
exploration in the early stages to exploitation in the latter stages. Linking the anneal-
ing schedules ofα andp is largely arbitrary and mainly for convenience. Setting the
2Experiments (unreported) performed with the more standardle rning rule of 5.2 also yielded good
results.
3We borrow the terminology from the process of cooling metalsslowly in order to toughen them.
Here, the exploration (more generally the plasticity) fulfils the metaphoric role of temperature. We will
often refer to the specific way in which learning rates are reduc over time as theannealing schedule.
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schedules will be discussed in more detail later, but in the meantime we note that the
learned policy using these (interlinked) parameters was empirically found to be as good
as that obtained with any other (independent) parameters interms of post-learning per-
formance.
5.3.4 Mapping the input space
The next question to consider is how to arrive at a small and suitable set of states,
{u1 . . .un}. The approach adopted here follows that of Touzet (1997) andthe Motoric
Map of Ritter et al. (1990), and uses a two-dimensional Kohonen map consisting of a
5×5 array of units to map and organise the input space. The inputs to the network
are the six distance sensor values of the robot, with a new input being received at
each new time-step. Now each unit of the network can simply beused as one of the
states in figure 5.5 resulting in the basic architecture shown in figure 5.7. Note that the
Kohonen network is mapping the sensory data, and is not producing a physical map of
the environment.
An empirical observation is that a Kohonen map is most successful when inputs are
evenly distributed during the formation of the map. However, b cause the inputs will
be generated by the robot’s physical interaction with a continuous environment, and
because there will therefore tend to be dependencies between th se stimuli, we expect
the units of the map to be pushed and pulled around in the weight space unevenly.
To address this, input stimuli are stored in an overwriting buffer with room for 100
previous sensory experiences. At each time-step one of these stored stimuli is chosen
at random (uniformly) and used to update the network, ratherthan the current sensory
information being used. Buffering the input has precedentsin he literature — Tani
et al. (1997) for example do this in a different setting but for similar reasons.
The flow of control is now summarised. At timet:
➊ Present input stimulus,It , to the Kohonen network.
➋ Identify winning unit,ut (with smallest Euclidean distance fromIt).
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Figure 5.7: The basic architecture. A SOM maps the six dimensional inputs ace (corresponding
to the six sensors,S1. . .S6) with each unit in the map representing a distinct state of the standard
RL problem (see figure 5.5). The activation of the six input units can be directly interpreted as the






One with best Q-value IfExploiting
Random action IfExploring
➍ Run simulated robot onat , generating a reward,rt , and a new input vector,It+1.
➎ Calculate the discounted reward of the state-action pair ofh time-steps ago now
that all the reward is in for that pair:4
R= rt−h+ γrt−h+1 + γ2rt−h+2 + ...+ γhrt (5.4)
4This implements the basic return shown in the left plot of figure 5.6. The relative return shown
in the right plot of figure 5.6 is easily achieved by subtracting rt−h−1 from each reward term before
multiplying by the factor,γ.
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➏ UpdateQ(ut−h,at−h) towardsR by learning rateα.
➐ Update the SOM using an input vector picked at random from a short term buffer.
➑ Return to➊.
This cycle takes place only when the obstacle avoidance behaviour is active; i.e. when
there is significant sensor activity. The exceptions are that t e Kohonen map may
still continue learning using its buffered stimuli, and that there may be some state-
action pairs still waiting to collect reinforcement in thetime-steps following their
invocation.
So learning proceeds in parallel in the Kohonen map (henceforth called theInput map)
and on the Q-value connections between each unit of the Inputmap (henceforth re-
ferred to asInput units5) and the three actions. As the trial proceeds, the probability
of exploring, the Q-learning rate, the learning rate of the Input map and the neighbour-
hood of the Input map are all annealed according to the anneali g function f (t). The
exact nature of the annealing function is illustrated shortly, but the motivating princi-
ple is ubiquitous in incremental stochastic systems. A highlearning rate results in fast
learning that is sensitive to noise while a low learning ratewill slow down learning,
but increase robustness to noise. An analogy is that the mostefficient way to fill a cup
from a tap is to start with high pressure, and slowly turn the tap off as the water level
reaches the top. Figure 5.8 illustrates the concept.
5.4 Results
There are a number of ways to visualise this type of architectur at work. The most
obvious visualisation is a snapshot of the agent wandering around its environment
and this is shown in figure 5.10. The trajectory shows the agent takes left turns when
obstacles are encountered on the right, and right turns whenthe obstacle appears on the
left. This suggests that the learning system has done a good job of optimising reward,
5A capital letter will be used for ’Input map’ and ’Input unit’n order to distinguish the named parts
of this particular architecture from more general references to maps, inputs and units.
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(a) A large learning rate yields fast learning
but is sensitive to noise which may prevent
the target being reached accurately.
(b) A smaller learning rate is more robust to
noise but progress towards a target may be
slow.
Figure 5.8:An abstract illustration of the effect of different learning rates.
and also, importantly, that the reward signal of equation 5.1 is both appropriate and
effective with respect to the task. This is not always obviously so. The trajectory
plotted in figure 5.10 is after learning has taken place. At the beginning of the run, the
robot’s obstacle collision behaviour is virtually random.A sample of this is shown in
figure 5.9.
The graph of figure 5.11 shows more quantitative results. Thefigure shows two in-
creasing plots of average reward against the number of time-steps. The solid line, A, is
the result of using the solid exponentially decreasing anneli g function f (t), and the
dashed line, B, the result of using the faster dashed annealig function (0.9997t). The
top horizontal line shows the performance of the handcrafted (non-learned) obstacle





Turn Right If (S1+0.5×S3+0.25×S5) > (S2+0.5×S4+0.25×S6)
Turn Left Otherwise
(5.5)
The agent receives a default reward of 1 while it is performing its default forward
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Figure 5.9:A sample path of the robot
during a single trial, before learning takes
place. The obstacle avoidance behaviour is
significantly sub-optimal.
Figure 5.10: A sample path of the
robot during a single trial, after learning
has taken place. The trajectory represents
about 1000 time-steps. Obstacles are suc-
cessfully avoided (at the limit of the short-
range sensors).














Figure 5.11:Graphs of reward against time with annealing functions. Thetop dotted line shows
the performance achieved with the handcoded policy of (5.5). Curve A shows the average reward for
the solid annealing schedule, while curve B shows the average reward for the faster annealing schedule
indicated by the dashed line.
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behaviour as this is considered a good state to be in, and therefor 1 is the theoretical
maximum reward. But since the agent must spend some of its time avoiding obstacles,
the practical maximum is less than this. The minimum reward per time-step can be
calculated as -3.5, and would be received only when every sensor is saturated with
activation.
The graphs in figure 5.11 are averaged over twenty runs. Becaus of the stochastic
nature of the environment, the robot will find itself in different situations at the same
point in time in different runs, and it is therefore necessary to average over the environ-
ment to achieve an accurate and consistent measure of performance. In fact, results are
calculated only every 1000 time steps, so each unit of the x-axis is actually the result
of averaging approximately 1000×20= 20000 individual reward values, and so is a
good indicator of the expected reward at that time step. Variances are discussed as part
of the next experiment.
The main factor which affects the shape of the performance graph is the exploration
parameter. The faster exploration is reduced, the faster performance increases because
exploration represents noise to the system. However, as thedashed lines of figure 5.11
illustrate, if exploration is reduced too quickly, an optimal strategy may not be discov-
ered since learning is also fuelled by exploration. The averag reward at any given
time-step is strongly related to the average amount of exploration at that time step.
Therefore to judge the efficiency of the learning mechanism,t is necessary to discover
how quickly the exploration may be annealed without sacrificing optimal behaviour6
at the end of the run. In fact the solid lines represent this optimal annealing rate for
this experiment, and unless otherwise stated all subsequent graphs represent optimal
annealing too.
For clarity, the parameters are detailed below:
6By optimal behaviourwe mean the highest reward observed foranyannealing schedule.
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Parameter Value
Probability of Exploration,p f (t)
Q-Learning Rate,α f (t)
Learning rate of Input map,IL 0.3× f (t)
Input map neighbourhood size,IN 5× f (t)
f (t) = ct , for variousc < 1 Optimalc = 0.9999
It turns out to be both convenient and empirically sound to anne l all these parame-
ters with the same function,f (t)7, although the starting values are sometimes usefully
varied (for exampleIL andIN), and some of the parameters may be given a minimum
value. For example, the Input map may form more evenly if a small inimum neigh-
bourhood is always maintained (see appendix A for notes on the exact calculation of
the neighbourhood). It has already been stated that linkingall annealing schedules to
f (t) is somewhat arbitrary. In theory, and in practice, a better strategy may involve
different schedules, but a complete analysis of the parameter space is considered be-
yond the scope of this thesis. The important point is that allvalues are annealed with
respect to each other, so that no part of the system is left behind t e others. In some
cases different annealing schedules were tried, but none wer able to improve on the
performance of the proposed set of parameters.
The starting conditions of 5 for the Input map neighbourhoodan 0.3 for the Input map
learning rate are arbitrary and were empirically derived, although providing sensible
values were selected, performance did not significantly var. All weights of the Input
map were initialised to random values in the range[0,1] and all Q-values were initially
set to a large negative value. This was to ensure that the exploration was driven by the
exploration parameter (as is necessary in the general case), and not by coincidentally
favourable initial conditions. Many systems of this kind also include some kind of
emergency reflex in order to avoid becoming stuck (Li, 1999; Tani and Fukumura,
1994). Here a frustration counter is kept that increases with an absence of forward
movement and decreases in its presence. If the counter exceeds a threshold (signifying
7In theory, f (t) should satisfy the constraints of equation 2.14. In practice, since the trials are not of
infinite length, disregarding these constraints should notsignificantly impact learning. However, care is
required thatf (t) is not annealed too quickly, otherwise units and Q-values can become ‘stranded’. The
issue of parameters is addressed in chapter 6.
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the agent may be stuck) increasing amounts of (exploratory)random noise are added
to the motors (a similar idea is found in Lin (1991)). This reflex is not invoked often,
but avoids degenerate behaviour. It is also noted that both sensory-motor noise and
random action exploration may also help reduce problems associated with repetitive
and degenerate behaviour.
5.4.1 The Input map
Figure 5.12 shows the Input map of one of the runs after learning. For each unit in the
5x5 array, six vertical bars are drawn corresponding to the six lement weight vector
of that unit in the order the sensors appear on the robot, fromleft to right. The shading
of these bars corresponds to the value of that weight with black indicating a weight of
1 and white indicating a weight of 0. The circles in the top right corner of each unit
are coloured according to the action for which that unit has the highest Q-value; i.e.
the action it will take in the absence of exploration. White represents a left turn, black
a right turn, and grey corresponds to the action for moving forward (which is never
utilised). This type of plot is used extensively throughoutthis document.
The first observation is that an intuitively optimal mappings achieved with left turns
being taken when there is more activation on the right sensors than on the left, and
vice-versa. A second observation is that physically neighbouring units respond pref-
erentially to similar prototypical inputs. A third featureis that the two actions meet at
the more ambiguous categories; note how row three contains un ts responding to states
that only just warrant a left turn, whereas row five contains more extreme situations.
The larger number of white circles indicate that the agent may have been involved in
more left than right turns. Such asymmetries were indeed observed, although it is also
noted that the SOM lacks any kind of equiprobable unit distribu ion guarantee, and so
an equal distribution of units would not necessarily be expected even if the robot did
encounter the two classes of situation with equal frequency.
Also illuminating is figure 5.13 which shows the same Input map displayed in weight
space rather than the topographic space of the map. Figure (a) shows each unit plotted
in the dimensions of the front two sensors, S1 and S2. Figure (b) shows the units in
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Figure 5.12:Diagram showing the 5x5 Input map. Each unit is represented by six vertical bars and
a circle. The bars represent the weight vector of the unit andthe circles (white = left turn, black = right
turn) represent the action with the highest Q-value at that state.
the dimensions of the next two sensors, S3 and S4, and (c) shows t e same set of units
in the peripheral sensor dimensions, S5 and S6. Neighbouring nits are connected by
lines and the shading of each unit corresponds to its usage relative to the others with a
dark unit indicating high usage. Again the topological prese vation is visible, particu-
larly in (a) and (c). It can also be seen how the units occupy onl the active regions of
the input space. For example, the agent rarely encounters more than 50% activity on
any sensor because it learns to take evasive action before this point. Most units have
ended up at the origin of the first map and on the axes of the second and third maps,
from which we may deduce the agent tends to encounter obstacle from one side or
another but rarely head on, a feature again validated by observations. However, it is
also apparent from these diagrams that usage is by no means uniform, with some units
winning the competition for control of the robot far more than others. Drawbacks asso-
ciated with the non-equiprobable distribution of the SOM’sunits are well documented
(Kohonen, 1995; Bishop et al., 1998; Hertz et al., 1994; Hulle, 2000).
Figures (d), (e) and (f) are identical to (a), (b) and (c) except that each unit is coloured

















































Figure 5.13:Visualisation of the Input map in weight space after learning. Each subfigure shows the
Input map in two dimensions (corresponding to two opposing sensors) at a time (recall figure 5.3).
according to the action for which it has the highest Q-value according to the same
scheme as before. The region above the diagonal line correspnd to situations with
more activity on the left sensor of that pair than the right, and right turns are typically
prescribed for units occupying this region. The converse istrue below the line.
5.5 Utilising the topology of the Input map
Much of the effort expended in the field of RL is directed towards finding ways to
use the reward information efficiently and distribute it to relevant parts of the value
function as quickly as possible. Reward information must bepropagated quickly to the
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states that were implicated in the reward’s production, andin the case of temporal dif-
ference methods, totheir typical predecessor states, or state-action pairs. Approaches
include eligibility traces (Watkins, 1989), clustering ofstates with a Hamming dis-
tance measure (Mahadevan and Connell, 1991), and various methods for learning and
utilising an environment model such as DYNA (Sutton, 1990).
Continuing in this spirit, and having already reduced the number of states to be con-
sidered using a fixed size SOM, the topological preserving featur of the network may
now be exploited further. Since neighbouring units represent imilar perceptual cate-
gories, it is convenient and appropriate for neighbours to learn from each other’s Q-
value updates. If this neighbourhood is annealed in the sameway as before, then early
in each trial all units get quick access to crude estimates, but by the end of the trial
each unit must be responsible for the bulk of its own fine-tuning. The improvement in
the learning speed when reward information is made available cross the network in
this way is illustrated in the graph of figure 5.14. Plot A is that of figure 5.11, i.e. the
best that was possible with each unit learning only from its own experiences. Plot B
shows the speedup in learning made possible by units being able to learn from their
neighbours’ experiences. The optimal annealing functionsused in obtaining the two
graphs are also shown as dotted lines, with the steeper curverepresenting the annealing
function used to achieve graph B. The learning rule is identical o that of equation 5.4
except that now in step➏ everyunit is updated towardsR proportional to the neigh-
bourhood function,ψ.
Representing the input space using an SOM is a simple and effective approach that
yields a concise set of relevant states for use with standardRL techniques. As an illus-
tration, if the input space was divided up by hand into tiles of width 0.1 (for example),
this would result in 106 states with many units being wasted, and yet still a lack of
resolution in the more densely populated regions (leading to over-generalisation). Al-
though not reported here, experiments performed with the state space handcoded in
this way showed poorer performance. Further comparisons with other dynamic meth-
ods for representing the state space are not offered since the Input map is only being
used as a means to an end — namely that of generating an efficient representation of
the space that can be used in the following sections8.
8Although a number of alternatives are briefly considered as part of the analysis of chapter 6.














Figure 5.14:Using topology preservation to speed up learning. Graph B iswith topology learning,
graph A without. As before, optimal annealing rates are indicated by the dotted curves. The graphs
do not start at the same point because the first data point is the result of averaging over the first 1000
time-steps during which the topological learning has already had a significant effect.
5.6 Learning actions
The architecture is now extended to consider the dynamic exploration, representation
and generalisation of the action space. The approach is based on a second Kohonen
network, which will henceforth be called theMotor mapor Output map, with each unit
of this map representing an action. In the following experimnts a one dimensional
Motor map is used, so the set of actions can be visualised as a line of units inhabiting
the two dimensional output space of figure 5.4. The Motor units start at random posi-
tions within this space and learning proceeds as before, excpt that now an additional
goal is to move these units to regions of the action space which are appropriate for
maximising the expected discounted reward of each and everyInput unit.
Assume that at timet, unit ut of the Input map is the winner for the current stimulus
and unitat is the Motor unit or Action unit which is selected in the usualw y; i.e. the
unit which maximisesQ(ut,at) with probability 1− p, and a unit selected at random
the rest of the time. The position of unitat in the action space is determined by the
weights,〈w1,w2〉, of that unit. Now random noise is added independently to these
values, so that the actual action taken is:
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Left Motor= w1+MA× random(-1,1)
Right Motor= w2+MA× random(-1,1)
where random(-1,1) denotes a random number drawn evenly from the continuous range
[−1,1], and whereMA (‘Motor Anneal’) is reduced from 1 to 0 according tof (t) in
the usual way. Hence the actual weights of the winning Motor unit are used as a mean
action, but regions of action space are continually explored within an ever decreasing
radius around this mean. Let us call the perturbed action〈ML,MR〉 with ML the value
used to set the left motor andMR the value used to set the right motor. Over the
nexth time-steps the actual receding horizon return,R, of the state-action pair(ut,at)
(where the actual action taken by unitat = 〈ML,MR〉) is calculated in the usual way
following equation 5.4. Also as before, the Q-value associated with this pairing of
units is updated towardsR. However, before this last step is performed,R is compared
with Q(ut,at). If R6Q(ut,at), and assumingQ(ut,at) is an accurate estimate, then the
perturbed action〈ML,MR〉 appears to be no better than the existing action prescribed
by 〈w1,w2〉, and so the Motor map is not changed. However, ifR > Q(ut,at) then
〈ML,MR〉 appears to be better than the action currently prescribed bythe weights of
at, and the Motor map is therefore moved towards〈ML,MR〉 according to the usual
Kohonen update rule. This will result not only in unitat modifying its weights, but also
its physical neighbours moving through weight space according to the neighbourhood
function. As the learning rate is made smaller and smaller, actions that statistically
yield high reward for at least one Input unit should emerge.
Because of topology preservation, neighbouring units of the Motor map will tend to
prescribe similar actions. Therefore, as with the Input map, the learning of Q-values
can again be speeded up by allowing neighbours to learn from each others’ Q-value
updates. So each time a Q-value is updated,everypair, Q(un,am) is updated toward
that same value by a factor that decays with the product of thedistance ofun from the
winning unit of the Input map, and the distance ofam from the active unit of the Motor
map. If ψ andψ1 are the neighbourhood functions of the Input map and Motor map
respectively for the pair(ut−h,at−h), then at timet, Q(ut−h,at−h) is updated toward the
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Input Map
Motor Map
Figure 5.15:Q-values are updated proportionally to the product of the neighbourhoods of the relevant
Input and Motor units.
discounted rewardR (of equation 5.4) by a factor ofα×ψ×ψ1. Figure 5.15 illustrates
the two maps (although the Input map is one dimensional in this case), with the two
active units highlighted, and the degree to which each connection is updated towards
R also shown (the bolder the connection, the larger the update). Intuitively, the further
a Q-value from theactualstate-action pair that is being updated, the less it is updated
itself, because the less likely the reward information is tobe relevant. At the beginning
of learning, when the neighbourhoods are large, any reward experience is considered
better than none, but at the end, when the neighbourhoods aresmall, each state-action
pair must essentially learn for itself.
For clarity, the basic algorithm for timet is outlined below:
➊ Present input stimulus,It , to the Input map.
➋ Identify winning unit,ut .
➌




One with best Q-value for this state With probability 1− p
Random action With probabilityp
➍ Take action,〈ML,MR〉 = 〈w1 +MA× random(-1,1),w2 +MA× random(-1,1)〉
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where〈w1,w2〉 are the weights of unitat .
➎ Run the simulated robot on〈ML,MR〉, generating a reward,rt , and a new input
vector,It+1.
➏ Calculate the discounted reward of the state-action pair ofh time-steps ago now
that all the reward is in for that pair:
R= rt−h+ γrt−h+1+ γ2rt−h+2 + ...+ γhrt (5.6)
➐ If R > Q(ut−h,at−h) then update the Motor map towards〈ML,MR〉 of h time-
steps ago, proportionally to the Motor neighbourhood functio , ψ1, and Motor
map learning rate,OL9.
➑ Update the Input map towards an input vector picked at randomfr a short
term buffer, proportionally to the Input neighbourhood function,ψ, and learning
rate,IL.
➒ Update the Q-values ofall state-action pairs towardsR proportionally toα×
ψ×ψ1, whereψ andψ1 are the neighbourhood functions of Input unitut−h and
Motor unitat−h respectively.
➓ Return to➊.
The idea behind annealing the radius of the exploration around each Motor unit is that
at the beginning of the adaptation process the system must beable to search every-
where within the motor space, but towards the end of the run such exploration would
be exceedingly costly, and at this point only ‘fine tuning’ exploration is appropriate.
However, always maintainingsomelong range exploration may help the map find ap-
propriate actions, even afterMA is annealed. The problem is essentially one of local
minima on the reward surface of the action space. For example, with respect to an ob-
stacle avoidance behaviour, a unit cannot slowly move from the top-right corner of the
9The parameterOL stands for ‘Output Learn’ and is the learning rate for the Kohonen network that
comprises the Motor map. As usual, it is linked tof (t), just like its counterpart,IL.
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action space (corresponding to a right turn) to the bottom-left corner (a left turn) just
by following the reward gradient because the space in between (corresponding to mov-
ing forward with varying speeds) will typically yield much lower reward than either of
the extreme turning actions. To ameliorate the general problem of local minima, noise





〈w1+MA× random(-1,1),w2+MA× random(-1,1)〉 with prob. 1−q
〈w1+ random(-1,1),w2+ random(-1,1)〉 With prob.q
whereq is annealed from 1 to 0 in the usual way withq = p = f (t), and where the
winning action unit is selected in the usual way. The exact impact of this particular
measure is inconclusive, and it is not even clear that it is necessary at all. It is men-
tioned here because out of all the different techniques thatwere toyed with during the
development of the algorithm, this one often seemed to find its way into final versions
of experiments. It is included here for the sake of strict reproducibility rather than
practical significance, although see the discussion on local reward minima in section
D.5 for a possible use.
There are a number of other peripheral design details which are not considered es-
sential to the algorithm, but which may be relevant for reproducibility. The foregoing
experiment was performed at an early stage when many of these‘p ripheral issues’
were still being investigated as potentially significant. One such detail is that after an
action has been perturbed, a new Action unit is selected which most closely represents
the perturbed action, and it isthis second Action unit which is deemed responsible
for the behaviour. Obviously as the exploration parameter,MA, becomes smaller, this
issue becomes less and less relevant. This and other peripheral details are described in
appendix B for completeness.
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Input Map
Motor Map








The algorithm is reviewed in figure 5.16. The system consistsof wo Kohonen net-
works, one forming a map of the input space and the other forming a map of the output
space. The units in the Input map constitute states and the units in the Output map
represent actions. For each state-action pair, a Q-value ismaintained which is the esti-
mated expected discounted reward of taking that action in that state. The Output map
is slightly unusual in that it is trained towards random perturbations of its own units’
weights, providing these perturbed actions yield suitablyhigh reward. This is how new
actions are generated.
One point worth re-iterating is that the flow of control through the system is separate
from learning. Flow of control begins with the current sensory input being presented
to the Input map, the winner being used to select a Motor unit,the weights of which
are then used as a basis for the output. Independently and concurre tly, the Input map
is learning from its buffer of stored stimuli, the Motor map is learning towards those of
its perturbed outputs which yield suitably high reward, andthe Q-learning takes place
in the usual way on the state-action connections between thetwo.
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Adaptation is largely encapsulated, with the Input map forming without reference to
the rest of the system and the Motor map forming with reference only to the Q-values
and the reward signal. Within each map, units compete with their neighbours for ac-
tivity, and updates are made locally without reference to other parts of the system.
However, there is significant communication between all parts of the system through
the environment. For example, the Input map formation affects the Q-value function
which in turn influences how the Motor map forms. In a circularfashion, the Motor
units control which actions are available and this alters the situations the agent finds
itself in and hence the input to the Input map.
The role of competition
Input units will preferentially select certain Motor unitsdepending on which ones yield
highest reward. Therefore actions that can provide high rewa d to Input units will
tend to be selected, and hence the rest of the Motor map will tend o be reinforced
toward these actions, or at least to perturbed versions of these actions. This generates
competition amongst high reward regions of motor space for Mtor units.
It is possible that many Input units could favour the same Motor unit. This Motor unit
will then attempt to optimise its position in action space with respect to the reward,
despite the fact that it may be getting invoked in different situations requiring different
optimal actions. In this situation each Input unit effectively casts a vote for where this
Motor unit ought to be every time that state-action pair is invoked. If there are Input
units that do not prefer the majority verdict, then they willtend to look elsewhere for
Motor units they can control more effectively. However, allthese features are only
statistical tendencies, driven by random exploration, andmediated by a potentially
noisy reward signal.
5.6.2 Results
The ability of the full system to learn appropriate actions within the continuous action
space of the robot is now tested. However, because the agent can now choose from
the entire range of possible forward and reverse directionsof motion, and because
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moving backwards is the best short term strategy for improving the reward signal when
presented with an obstacle, oscillating forward-reverse behaviour turned out to be an
initial problem. The robot tended to back away from an obstacle until it could no
longer perceive it, and then proceed with the default forward behaviour in a repetitive
fashion. To address this, a graded punishment is added to thereward calculation of
equation 5.1 to discourage actions in which the aggregate mov ent is backwards:
rt = rt −2× (ML +MR−1) if ML +MR < 1 (5.7)
The factor of two is to balance the strength of this punishment against the rest of
the reward signal (see equation 5.1). Figure 5.17 shows the result of learning actions
compared with the original experiment involving three fixedactions. Learning the
actions takes considerably longer than when the actions arefixed, but near optimal
behaviour is still discovered. The annealing function needs to be slower to allow for
the greater number of alternatives to be explored, and this function is also shown on
the plot asf (t). For completeness, a summary of the parameters is also provided:
Parameter Value
Input map size 5×5 units
Motor map size 20×1 units
Input map neighbourhood size,IN 5× f (t)
Motor map neighbourhood size,ON 5× f (t)
Reward horizon,h 4
Discount factor,γ 0.95
Q-learning rate,α f (t)
Learning rate of Input map,IL 0.3× f (t)
Learning rate of Motor map,OL f (t)
Probability of Q-learning Exploration,p f (t)
Probability of Large Motor Exploration,q f (t)
Max. Exploration distance around Motor unit,MA f (t)
Annealing schedule,f (t) 0.9997t
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Figure 5.17:A direct comparison of the best results of learning actions compared with using three
fixed actions (latter duplicated from figure 5.14). Annealing function for the former is also shown and
the top dotted line is the handcoded strategy of (5.5).
In addition, some parameters had minimum values. The Input and Motor neighbour-
hoods had a minimum size of three to help form smoother maps, and the learning
parameters also maintained small values to allow continuedrefinement of the maps
throughout. A small amount of random noise was included in processes such as select-
ing the winning units of the maps, again to aid the formation of these maps10.
For completeness, the data from each of 36 independent trials is shown in figure
5.18(a). This graph provides a guide to the variability between runs. The actual vari-
ance (figure 5.18(b)) shows that this variability is greatert the beginning of each trial
where the stochastic influences (and in particular the exploration) is greatest. This ini-
tial period represents a critical phase of learning during which all alternatives and all
regions of the action space are explored. The standard deviation of the data is shown
in (c) (simply the square root of (b)), and (d) shows the standard eviation of the mean.
This indicates how the mean graphs of different sets of 36 independent trials would be
expected to vary, and therefore how much confidence can be plac d in any one such
graph.
These graphs are considered typical for the kind of experiments performed as part of
10Random and evenly generated noise in the range [-5%,+5%] wasadded to each weight comparison.
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(a) The actual data of 36 independent trials.
Recall that each data point is averaged over
1000 consecutive time-steps in order to aver-
age over stochastic environmental effects.










(b) The variance of the data shown in figure
(a). Variance is greater at the beginning of
each trial when learning is in its most dy-
namic phase. This is a critical phase since
this is when the majority of the exploration
takes place.










(c) The standard deviation of the data shown
in figure (a). Assuming the data is generated
according to a Normal distribution (clearly
not true because of the asymmetry in (a)),
then we can predict that approximately five in
six data points will lie within the bars shown.










(d) The standard deviation of the mean of the
data in (a). This graph indicates the expected
variance of the main graph of figure 5.17 that
would be generated from multiple data sets
of this size.
Figure 5.18:Considering the variance and standard deviations of a typical set of runs. This time the
x-axis is started att = 0 (for which the reward is undefined, not zero as shown), so thefirst well defined
data point is at = 1000, and the initial apparent dip in performance can be ignored. Each graph also
shows the mean reward as the solid line. See appendix C for variance and standard deviation formulae.
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this thesis, and so variances will generally not be shown on future occasions — just
the means. One point worth noting is that it is highly unlikely that any particular run
generated all the highest points of 5.18(a) or indeed the lowst. In other words, the 36
runs plotted as a single line (in the same way that the mean is plotted), would not yield a
set of parallel graphs. Instead, the stochastic nature of the environment (the agent is not
at the same point in the physical environment at the same timein different trials) means
that each run will tend to produce overlapping reward curveswith some unusually high
reward values and some unusually low ones. This is despite the averaging of each data
point over 1000 time-steps.
Figure 5.19 shows the Input map in the six dimensions of the input space, and the
Motor map in the two dimensions of the motor space. The Motor units are shaded
according to their position in motor space (see figure 5.20):the sharper the left turn
the unit represents, the heavier the shading, and the sharper the right turn, the lighter
the shading. As before, each unit in the Input map is colouredth same as the Motor
unit for which it has the highest Q-value. The first three plots l ok similar to before
with right turns being prescribed in situations corresponding to left obstacles and vice-
versa, but the fourth plot is new and shows the actions that have been discovered by
the Motor map. Out of the twenty Motor units, all but three liee ther in the top right
or bottom left corners corresponding to the fixed actions of the previous experiment.
Although each Input unit only requires that there is at leastone Motor unit that serves
its purpose, in the absence of any other influence, the remaining u its of the Motor map
will eventually be pulled towards these regions of the action space, providing plasticity
in the system is maintained for long enough. In this example there are two stray Motor
units that are not used by any Input units and that have not yetbeen pulled into line by
their neighbours. The longer the run continues, the neater the Motor map becomes.
The diagram of the Input map in physical space is not shown because it is similar to
that of figure 5.12.





































Figure 5.19:The Input and Motor maps after learning. (a)-(c) represent the Input map and are similar
to figure 5.13. Figure (d) is the new plot of particular interest showing the motor map. Motor units
are shaded according to their position in the Motor space (sefigure 5.20) and Input units are coded












Figure 5.20:Each Motor unit is shaded according to where it lies in the motor space; specifically,
how far it lies from the equi-motor diagonal〈0,0〉− 〈1,1〉. The top right corner corresponds to a right
turn on the spot, and the bottom left corner to a left turn on the spot. This coding scheme will also be
useful in the following experiment where the degree of turn will be more significant.
5.6.3 Changing the reward signal
The optimal behaviour in the previous example was easy to guess at since the faster
the agent turns, the quicker the rewarded default behaviourof moving forward can
be resumed. To make the optimal actions less predictable, the reward signal is now
altered to include a cost for making sharp turns. The reward for the obstacle avoidance
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behaviour at timet is now given by:



















−2× (ML +MR−1) If ML +MR < 1
0 Otherwise
rangle= −φ(θ̇)
whereθ̇ is the change in angle of the robot in the last time-step, and the functionφ is
shown in figure 5.21. Note thatrbasic is just the original reward function of equation
5.1, andrbackwardsis the component added in equation 5.7 to avoid repetitive behaviour.
The functionφ increasingly punishes sharper turns, the sharpest angle change possible
in one time-step being≈ 0.2 radians. Balancing the three elements of the reward signal
is important in order to create the right problem for the learning system to solve. The
problem now facing the agent is how fast to turn away from obstacles. A fast turn has
the benefit of escaping obstacles more quickly, but incurs the cost ofrangle. The system
must effectively find the point on the functionφ that best balances this trade off. The
parameters used for this experiment are the same as before.
Figure 5.23 shows a typical solution found by the system. This time the Motor units
have polarised into two weaker turns in order to avoid the sting of rangle. The graph
of figure 5.22 shows reward over time for this experiment, with the performance of
some handcoded solutions involving turns of varying degrees of sharpness also shown
by the dotted lines. The original handcoded solution (recall equation (5.5)) involving


















Figure 5.21: φ(θ̇) plotted againsṫθ.
φ(θ̇) = (θ̇×6)11.











Figure 5.22: Reward over time for the aug-
mented reward signal of equation 5.8. Dotted lines
show performance for a number of handcoded (not
learned) behaviours involving turns of varying de-


































Figure 5.23:The Input and Motor maps after learning. Weaker turns are repres nted by the Motor
map, reflecting the new punishment for sharp turns. The same colour coding scheme as before is used.
the sharpest turns possible is actually the worst performerhere, but it can be seen that
the learning system itself performed well with respect to the best handcoded strategy
found. Figure 5.22 is averaged over only a few runs to indicate typical variability.
Note in particular how successive averages (still over 1000time-steps) do not always
improve on the previous reward.
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5.6.4 Learning predefined actions
In the next experiment the agent must learn to perform a predefined action for each
situation it finds itself in. The system is punished for its ditance (in action space)
from this ‘optimal action’ (similar to the experiment of Gullapalli (1990), described
in section 4.9), creating a simple RL problem which is half way towards supervised
learning. Note that this does not actually constitute supervis d learning because the
desired output is not explicitly provided. For example, knowing the distance of the
proposed action from the desired action does not reveal the direction (in action space),
and therefore the location, of the desired action itself. This experiment is to test how
well the Motor map can discover a continuous range of values.The setup is similar
to before, but now the reward horizon,h, is reduced to 1 since the supervisor provides
immediate feedback. This time the task is to learn actions for all situations, not just
those pertaining to obstacle avoidance. The reward signal at each time-step is simply
the negative distance in the action space of the actual action taken from the prescribed











〈1,1〉 If no sensor activity is above 0.2
〈1,1−max(S1,S3,S5)〉 If S1+S3+S5> S2+S4+S6
〈1−max(S2,S4,S6),1〉 Otherwise
(5.9)
The idea is first to discover which side of the robot has highersensory activation, and
then to turn away from that side with a turn that is proportional i steepness to the
activation of the highest sensor on that side. Hence a range of acti ns are required
from 〈1,1〉 when there is no sensor activity, to〈1,0〉 when one of the left sensors is
maximal, and〈0,1〉 when one of the right sensors is maximal.
Since the agent will spend most of its time in open space, it isnecessary to increase the
size of the Input and Motor maps so that a proportional representation of sensory and
motor categories will still leave some units available for the less frequently encountered
obstacle avoidance situations. This does not need to have a seriou impact on the












Figure 5.24:The Motor map drawn in
the action space with each unit coloured













Figure 5.25:Each Motor unit is colour coded
according to where it lies in the motor space for
use in figures 5.27, 5.28 and 5.29. The horizontal
position dictates the amount of red at that point,
and the vertical position the amount of blue. This
approach has the advantage of giving every point
in the two-dimensional space a unique label.
learning speed because the neighbourhoods can also be extend d so that where there
is redundancy in the representation, units will just learn from each other. For this
experiment an Input map of size 7×7 units and a Motor map of 50×1 units are used,
with the initial and minimum neighbourhood sizes of the Motor map set to 25 and 1
respectively, with annealing taking place as usual (this time, f (t) = 0.9997t). Because
of the simplicity of the reward signal, a final difference is that the more familiar reward
calculation of thefirst graph of figure 5.6 is used. Absolute reward values, and not
changes in reward are more relevant here.
Figure 5.24 shows the Motor map in the motor space after learning this new task. Now
the right and bottom edges of the space are more smoothly repres nted by the map
reflecting the relevance of these regions to achieving the prescribed actions and thus
maximising the reward signal. The reward against time averaged over a number of
runs is shown in figure 5.26 along with the annealing function(plotted below the axis
for convenience) and the line achieved by hardwiring the prescribed action. This last
line is not quite zero because of the noise automatically added to the motors.


















Figure 5.26:Reward over time for learning prescribed actions. The dotteline shows the annealing
function used (below the axis for convenience), and the top horizontal line shows the reward of actually
taking the prescribed action. This line shows residual error which is the result of the noise automatically
added to the motors by the robot simulator.
The results appear satisfactory, but figure 5.27 suggests that o many of the Input units
respond to situations corresponding to no sensor activity (and therefore requiring for-
ward movement), that only a handful of units are left over to represent the graded de-
grees of turn that are also required as part of this task. Thisis confirmed in figure 5.28
which shows the Motor map as a string of colour-coded units, and which highlights
that the bias towards situations involving no sensor activity is present in the Motor
map too. For comparison, consider figure 5.29 where the same problem is tackled, ex-
cept with the default behaviour of moving forward restored.i.e. so the learning system
only has to deal with obstacle avoidance situations, with situations involving no sen-
sor activity being taken care of automatically. Now all the Input and Output units can
concentrate on the graded turns required for avoiding collisi ns, and the problem can
be represented at a higher resolution with smoother transitio between the behaviours
of units. The Output map is not shown here because it is similar to figure 5.24 only
containing fewer ‘forward’ units, and the colour of the Input units can be used to infer
the position of their prescribed Output unit by referring tofigure 5.25.
In addition to the previously discussed implications of behaviour based control for ro-
bustness and reliability, Dorigo (1995) also observes positive implications for thespeed
of learning when a task is broken down in this way. The problemof losing much of
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Figure 5.27:Plot of the Input map in topological or physical space after learning the prescribed ac-
tions. Each Input unit is colour-coded according to the Motor unit to which it is most strongly connected
(see figure 5.24).
Figure 5.28:Plot of the Motor map in physical space after learning the prescribed actions. Most units
provide for the situations that require forward movement.
the Input and Motor maps to the more frequently occurring parts of this particular task
emphasises further the utility of breaking the control up into specialised behaviours,
this time in terms of representational efficiency.
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Figure 5.29:Plot of the Input map in physical space after learning the prescribed actions with the de-
fault behaviour for moving forward restored. Now the problem of taking graded turns can be represented
at a finer resolution.
5.6.5 Multiple behaviours
We now briefly consider the potential applicability of the pro osed model to a be-
haviour based framework. The advantages of breaking globalbehaviour up into a
number of small, cooperating, reactive behaviours have already been discussed in sec-
tion 3.3. This approach has been used successfully in many applic tions including
Brooks (1986); Mataric (1994); Shackleton and Gini (1997);Maes and Brooks (1990);
Mahadevan and Connell (1991) and Dorigo and Colombetti (1994). Following the
approach of Mahadevan and Connell (1991), a simple behaviour based experiment is
now set up which introduces a new,goal attractionbehaviour. A single goal can be
situated at any point in the environment and the agent is given some goal-sensors in
addition to its existing sensors. These sensors do not appear on the real robot and were
added to the simulator for the purposes of this experiment. The goal sensors work in
a similar way to the distance sensors, with their activationset negatively proportional
to the distance between the sensor and the goal, multiplied by the cosine of the angle
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between them. The range of these sensors is set larger than that of e distance sensors
and this allows the agent to perceive a goal from anywhere in the environment. The
sensor activity is normalised in the usual way so that a valueof 1 corresponds to a goal
touching the sensor, and a value of 0 corresponds to a goal either in the opposite corner
of the environment to the agent (i.e. maximum distance away), or a closer goal sub-
tending a large angle with that sensor11. There are eight goal sensors in all, in identical
positions and oriented at identical angles to the six distance sensors of figure 5.3, with
the addition of two rear sensors (see Michel (1996)).
A new reinforcement signal,rgoal, is calculated at each time step as the sum of the
front six goal sensors minus the two rear goal sensors. This value is then multiplied by
three so that it balances the other reward values. If a goal isreached,rgoal is set to 2 for
the nexth time-steps, and the goal is immediately moved to a new part ofthe environ-
ment. This part of the reward signal is to reinforce collecting the goal, which would
otherwise not be favoured since it indirectly results in thegoal being moved to a distant
location. Thergoal signal also makes use of the usual punishment for moving back-
wards (equation 5.7) and an additional component is added that rewards movement in
a general forward direction while seeking goals:(ML +MR−1), if ML +MR > 1.
This is to avoid repetitively turning on the spot to align with a goal without making any
forwards progress towards the goal. These exact details arenot vitally important, the
emphasis being that the reward signal is composed and balanced i such a way that the
desired global behaviour can emerge. This may not always be atrivial task, but neither
does it appear to be one with just a single set of magic values.A uitable reward
signal must simply be discovered through trial and error on the part of the designer.
The important points here are that the agent is rewarded for increasing its goal sensor
activity, and punished for moving backwards or making on-the-spot turns. It would be
nice to be able to abstract away from this level of detail, andsimply reinforce the agent
when a goal is reached, but this seems unlikely to happen ofteenough by chance
to bootstrap the learning process quickly enough in a practic l application. The long
delayed rewards would also preclude the kind of simplified learning mechanism used
here12.
11Given the different circumstances that can generate the samindividual sensor reading, it is neces-
sary to be aware of potential problems with perceptual aliasing.
12Using a local reward signal is advocated by Kaelbling et al. (1996), and implemented in the form
of progress estimatorsin Mataric (1994, 1997). See the discussion on delayed rewards in section 2.9.2.
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Now the initial experiment of section 5.6.1 is augmented in the following way: The
goal sensors are added to the robot and at each time-step, control is given to one of
three behaviours according to the following criteria:
If anydistance sensor> 0.2 then Behaviour = Obstacle Avoidance
else ifanygoal sensor> 0.2 then Behaviour = Goal Attraction
else Behaviour = Default Forward
At each time-step bothrobstacle and rgoal are calculated and fed to their respective
behaviours. A new pair of Input and Motor maps are created to represent the goal
attraction behaviour, with the new Input map receiving input from the eight goal sen-
sors. At each time-step, the behaviour currently in controlidentifies the input stimulus
and takes an action in the usual way. Now two behaviours (plusthe default behaviour)
share control of the agent (with obstacle avoidance taking priority over goal attraction)
and both must learn an appropriate mapping from their own particular inputs to their
own motor outputs in order to maximise their own reinforcement signal. The hope is,
that if each behaviour learns its task correctly, then the int raction of the behaviours
will result in the agent being able to wander around its environment, finding goals, but
avoiding obstacles en route. The architecture is illustrated in figure 5.30 and the test is
now whether or not this extended system can cope with learning multiple behaviours
simultaneously.
As learning progresses, the agent develops the kind of behaviour shown in figures
5.31(a) and 5.31(b). As the agent approaches an obstacle, ithas clearly learned to take
the usual avoidance action. However, as soon as the agent hasturned sufficiently for the
obstacle to be out of sight, the goal attraction behaviour isinvoked, which has learned
to turn and move towards the goal. These behaviours alternate i cooperative manner
to guide the agent around obstacles towards its goal. This iswhy the rgoal signal
included an incentive for making forward progress. If it hadnot, then the interaction
of the two behaviours around obstacles would have sometimesresulted in repetitive
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Figure 5.30: Learning actions in a continuous action space within a framework of multiple be-
haviours.
turning cycles first towards the goal and then away from the obstacle, with no overall
progress.
Of course most of the work is done by the two hand-crafted reinforcement signals,
and the superficial — even if generally effective — nature of the agent’s intelligence
is highlighted in figure 5.31(c) where the agent is unable to take a long term view of
its aspirations. The learning time of these trials is typically slightly longer than the
standard learning time of figure 5.17, but of the same order. The maps themselves look
similar to the maps seen so far, and are not duplicated here.
One point worth mentioning is that each behaviour must have sufficient exposure to
relevant situations during the critical learning phase — i.e. when the exploration is
still high. For example, with few obstacles around, the agent could spend the vast
majority of its time involved in the goal attraction behaviour, and never have enough
time in the collision avoidance behaviour to become competent. To address this, the
goal attraction behaviour was toggled on and off. While thisattention flag was off,
the agent behaved as if it did not have the goal attraction behaviour in its repertoire,
allowing the agent to gain sufficient exposure to its other behaviour.
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(a) (b) (c)
Figure 5.31: Learning actions in a continuous action space within a framework of multiple be-
haviours. The agent’s path is drawn with a line. Goals are represented as filled circles. Multiple goals
indicate subsequent positions of the same goal. Obstacles are represented by the brick shaped objects
and the light coloured circles.
Behaviour Composition
Other combinations of behaviours are fun to play with, and some f these are illustrated
in figure 5.32. Apart from the eight distance sensors, the Khepera robot also has eight
identically positioned and oriented light sensors. These sensors have a greater range
than the distance sensors and their activations are calculated in a similar way to the goal
sensors, although the light sensors are actually supportedn the real robot. Figure
(a) shows the effect of replacing the goal attraction behaviour with a light attraction
behaviour in an environment consisting of four light sources, ach surrounded by a
ring of small obstacles. The reward signal for light attraction is calculated in a similar
way torgoal except that only the front six sensors are used, and the contribution of each
sensor to the signal is weighted according to the position ofthe sensor. Central sensors
are weighted more heavily. The robot learns to head towards light sources until the
obstacles surrounding the source are detected, at which point the obstacle avoidance
behaviour turns the robot away from the obstacles and the ligt, and then the default
forward behaviour takes the robot back off into the environme t.
Figure (b) shows the effect of modifying the obstacle avoidance behaviour so that
higher activity is tolerated on the peripheral sensors before this behaviour is invoked.
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(a) (b)
(c) (d)
Figure 5.32:Compositions of learned behaviours involving light sources.
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Q-Learning





















Figure 5.33:Four behaviours contributing to the global behaviour of figure 5.32(d) prioritised from
top to bottom.
Now the balance between the light attraction and collision avoidance behaviours is
changed so that the robot alternates between the two in the pres nce of both obstacles
and a light source. The effect is that the robot tends to circle the light sources as
the two behaviours jostle for control. Figure (c) shows the eff ct of substituting light
attraction with light avoidance. The predictable result ishat the robot turns away
from the source when it gets close enough to trigger the behaviour. Finally, figure
(d) demonstrates how attraction and aversion forces may be combined. Now both light
attraction and light aversion behaviours cooperate in encouraging the robot to maintain
a constant distance from the light sources. In this example,there are four prioritised
behaviours, as illustrated in figure 5.33.
Sharing the Motor map
Different behaviours may share a common Motor map, as illustrated in figure 5.34.
First the current behaviour is identified using the same prioritising rule as before, and

















Figure 5.34:Behaviours sharing the same Motor map.
then the relevant Input map selects a Motor unit from the commn Motor map. The
Q-values are effectively stored on the connections betweenth Input maps and the
Motor map, so there is no conflict here. However, the units of the Motor map must
now service a wider range of situations belonging to different behaviours, and this
may entail an extra burden if there are many conflicting actions t be learned. But con-
versely, sharing a Motor map should facilitate the sharing ad re-use of actions across
behaviours. Since learning actions is potentially the mostexpensive problem the sys-
tem has, the advantage of re-use may outweigh the potential conflicts associated with
sharing. This particular extension to the proposed model13 has not been investigated,
and is suggested as an avenue for future work.
5.6.6 Plasticity
Since the intention is that unsupervised learning will allow compensation for sensor
drift, changes in the environment, circumvention of minor internal or physical failure
etc, it is worth briefly considering the effect of damage or interference to the system
13The termproposed modelis used throughout this thesis to refer to the algorithm and architecture
introduced in this chapter.
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Figure 5.35:Reward over time for the experiment of section 5.6.1, with left-right stimuli swapping
at t = 30000.
after or during learning. The next test involves running thebasic experiment of section
5.6.1, except that after learning is complete, the sensors are wapped so that the left
sensors are fed to the right inputs (of the Input map) and vice- ersa. A small amount
of exploration and low learning rates and neighbourhoods are maintained so that the
ability to adapt is preserved throughout the experiment. The graph of figure 5.35 shows
the result with Q-values being re-established quickly compared with the initial time it
took to acquire competence. Since both the Input and Motor units are already in place,
the Q-values are the only part of the system that need to change.
If the Input map is damaged, for example by removing some of the units, the map can
easily adapt, distributing the remaining units appropriately. However, if the represen-
tation of theaction space is compromised by removing portions of the Motor map,
then recovery tends to be more problematic. Small, residualexploration and learning
rates may be ineffective in rediscovering useful actions that lie over canyons on the
reward surface, and for the system to compensate for severe damage to the Motor map
the learning process may need to be completely re-stimulated. L arning actions is the
hardest part of this system and, depending on the task, may require large amounts of
exploratory noise.
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5.6.7 Regression problems
This section moves away from the robot simulator environment and briefly considers
the architecture in a more abstract context. In its most general form the system learns
a mapping between two spaces of arbitrary dimensions using an external scalar signal
for guidance. Section 5.6.4 on learning predefined actions introduced the idea of an
immediate act-reward-learn cycle, with the reward proportional to the distance in ac-
tion space from a prescribed action. Although the concept ofan optimal action exists
here, the system itself only receives a scalar error signal.Following this approach, and
to test the flexibility of the Output map, the system is now seta number of regression
style learning tasks. Each task will focus on a different type of mapping.
The first task is to learn a mapping from a two dimensional Input space to a two di-
mensional output space. Both spaces are the unit square. Inputs,〈1+cos(θ)2 ,
1+sin(θ)
2 〉 are
generated withθ selected randomly and uniformly from the interval[0,2π]. Each input
pair is associated with a prescribed output,〈 θ2π ,−0.5× (sin(θ)−1)〉. These functions
effectively map a circle to the sin function within the normalised spaces. The system is
presented an input stimulus and must learn to recognise thatstimulus and produce the
correct output on future occasions. Reward is given immediat ly (h = 1), and is equal
to the negative distance in output space between the prescrib d output and the actual
output generated by the system. Both the Input and Output maps are represented by a
1-dimensional Kohonen map, each comprising 50 units. Annealing takes place in the
usual way, with large initial neighbourhoods, and high initial learning rates (see table
5.36).
Figure 5.37(a) shows a typical Input map plotted in weight space after learning, and
figure (b) shows the corresponding Output map in the output weight space. The Output
map is shaded according to unit index (in terms of its topological position in the map),
and each unit of the Input map is coloured according to the Output unit for which it has
the highest estimated expected reward. Figure (c) shows an Output map from a second
trial in which the space is not mapped contiguously. There are also deviant units in
this map, but only units on the curve will be used by the Input uni s. Note also that the
Output maps are more irregular than the Input map. This is a direct consequence of
the random exploration that is required to drive the discovery of actions. The deviant
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Parameter Value
Input map size 50×1 units
Motor map size 50×1 units
Input map neighbourhood size,IN 20× f (t)
Motor map neighbourhood size,ON 20× f (t)
Q-learning rate,α f (t)
Learning rate of Input map,IL 0.3× f (t)
Learning rate of Motor map,OL f (t)
Probability of Q-learning Exploration,p f (t)
Probability of Large Motor Exploration,q f (t)
Max. Exploration distance around Motor unit,MA f (t)
Annealing schedule,f (t) 0.9998t





























(c) A second Output map
produced by a different
trial. The Input map is not
shown (similar to (a)).
Figure 5.37:Reinforcement learning of a mapping from input to output space.
units in the second Output map are a legacy of the initial stages of this exploration. In
contrast to the Output map, the Input map is formed in a reactive rather than interactive
manner, in the sense that there is no explicit exploration ofthe space.
The average error — interpreted as the negative of reward — was reduced to around
0.03 for this experiment, but there is the usual trade-off tobe made between final
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Figure 5.38:Reward over time for different annealing rates. The steepest graph uses an annealing
schedule off (t) = 0.9995t, and the other graph a schedule off (t) = 0.9998t. The actual schedules are
not overlaid because they are of a very similar shape to the reward graphs themselves.
performance and learning speed. Indeed learning may be expedited considerably for
a modest sacrifice in final performance, as illustrated in figure 5.38 which shows two
error curves for different annealing rates. It is possible that a more judicious annealing
schedule (of a form different tof (t) = ct) could attain the best of both runs.
Figure 5.39 shows maps for the same problem except that instead ofθ being selected
uniformly from the range[0,2π], it is selected according to the probability distribution
1
4|sin(X)| over the same range. Both the Input and Output maps reflect this distribution
with higher densities of units at points corresponding toθ = π2 andθ =
3π
2 .
The mapping between the Input and Output maps need not be one-to-one. Figure 5.40
shows the same problem (returning to the equal distribution), except that the input pair
〈1+cos(θ)2 ,
1+sin(θ)







2θ If 2θ < 2π
2θ−2π Otherwise
The effect is that one revolution of the circle in the input space is now mapped to two
periods of the sin curve, so that Output units are re-used by different areas of the Input
map.








































Figure 5.40:Input map shows re-use of Output units.
Neither must the mapping between the Input and Output maps becontiguous14, al-
though the more contiguous the mapping the more efficiently the problem can be
learned since the more appropriate it will be for units to learn from their neighbours.
Figure 5.42 shows the Input and Output map for a problem in which inputs are taken
from the distribution〈x,0.5〉 with x randomly and evenly drawn from the range[0,1].
The constant of 0.5 is used here purely as an implementational c venience. The cor-
14By contiguousit is meant that neighbouring Input units prescribe neighbouring Action units. The
word continuoushas been avoided because continuity implies that the functio is smooth, which it
clearly need not be.







Input space Output space
Figure 5.41:Function to be learned. Each point on the line in the input space must be mapped to the
point on the line in the output space with a corresponding ‘x’value.
rect output is defined as〈x,0〉 if 0 ≥ x < 0.1 or 0.2≥ x < 0.3 or 0.4≥ x < 0.5. . . and
〈x,1〉 otherwise (see figure 5.41). In figure 5.42 both spaces are mapped contiguously
with neighbouring units representing nearby regions in thespace, but the mapping be-
tween the two spaces is non-contiguous; i.e. at some points,neighbouring Input units
prescribe very different positions in the Output map. Figure (c) shows the connection
strengths or Q-values between each Input unit and each Output unit. Black corresponds
to the highest estimated expected reward and white to the lowst. The pattern is con-
sistent with the two maps in (a) and (b) and illustrates neighbourhood similarities. In
particular it is evident that most neighbouring Input units(represented by adjacent ver-
tical lines on the plot) maintain very similar Q-values for every Output unit. Similarly
the Q-values associated with any two neighbouringOutputunits (represented by adja-
cent horizontal lines on the plot) also look similar. These features are exploited later
in appendix F in order to abstract a compressed representatio of the Q-table.
5.7 Summary
This chapter has outlined the proposed model of this thesis within the context of a
number of different experiments. In particular we have attempted to demonstrate the
suitability of the model for interactive, delayed reward problems such as those typically
encountered in robot learning, as well as the potential applicabi ity to the behaviour
based domain. We briefly considered robustness to internal damage and, implicitly,
robustness to non-stationary environments, although thislatter topic will be given a










(a) Magnified plot of the Input map in weight space. As usual, Input units are











(b) The solution discovered by
the Output map. Each unit is
coloured according to its phys-
ical indexwithin the map.
















(c) Connection strengths be-
tween every input-output pair.
The higher the Q-value, the
darker the shading.
Figure 5.42:Solving the non-contiguous mapping problem.
flexibility in that it can achieve a range of different mappings of both a contiguous and
non-contiguous nature.
The topology preservation offered by the SOM has also been shown to be useful for ex-
pediting learning by facilitating the efficient distribution of reward information around
the Q-table. Furthermore, providing the neighbourhood functio is reduced during the
course of a trial, we have seen that topological Q-learning need not interfere with the
learning of even significantly non-contiguous mappings.
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This chapter has presented an introduction to the model which is analysed in more
detail in the following chapter. Subsequent chapters will also compare the features of
the model with those of existing techniques, with a view to determining how well the
desirable criteria referred to at the beginning of this chapter have been satisfied. We
will also consider the limitations and scalability of the model, as well as provide a
more detailed investigation of parameters.
C H A P T E R 6
Analysis
6.1 Introduction
The experiments of the previous chapter raise a number of issues that are now dis-
cussed. In particular, we look at the achievements of the proposed algorithm in terms
of the desirable model properties summarised at the beginning of chapter 5, and how
the model compares with some of the alternative approaches to r presentation and gen-
eralisation discussed in chapters 2 and 4.
For analysis purposes it is convenient to consider the proposed architecture as consist-
ing of three main functional components: The Kohonen mapping of the input space,
the mapping of the output space, and the reinforcement learning between the units of
the two maps. The discussion aims to address issues of performance, convergence,
stability, plasticity, complexity, limitations, and applicability, as well as the assump-
tions under which these analyses are relevant. Splitting the model into these three
components will turn out to be useful since existing resultspertaining to Kohonen’s
Self-Organising Map and to RL may be appealed to directly. The implications of the
interactions between these components are also considered.
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6.2 The Input Map
The discussion begins with a review of the features of the Self-Organising Map (SOM)
and their implications for the formation of the Input map within the context of the
proposed model. Firstly, a number of features of the SOM are considered which may
explain its popularity:
➊ Simple and easy to implement with a short processing cycle.
➋ Intuitively appealing with easy visualisation.
➌ Most widely used unsupervised learning method, so a large corpus of empirical
data exists.1
➍ Straight forward dimensionality reduction technique.
➎ Categories are effectively created, alteredan destroyeduring training because
of neighbourhood influences. Some clustering techniques — for example the
ART family of networks (Carpenter and Grossberg, 1987b) — only allow cre-
ation and adaptation, with no balancing destructive force.
➏ Biological parallels make it interesting to study.
There are also a number of significant drawbacks to the algorithm, and these are now
considered in some detail with particular emphasis on how they impact the model
proposed in chapter 5.
6.2.1 Lack of energy function and convergence proof
The SOM lacks a convergence proof beyond the one-dimensional case and has been
proved to lack a continuous energy function (Erwin et al., 1992). These shortcomings
conspire against a principled comparison and analysis of network size, input coding,
1For a list of thousands of papers based on the Kohonen map, see(Kangas and Kaski, 1998) (also
URL at (SOM-database, 2001)), and for a book of varied applications and analyses see (Oja and Kaski,
1999).
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annealing schedules, network dimensionality and learningrates. Knowing under what
conditions, and how quickly, convergence to stable minima may occur has obvious
benefits. In an ideal world it would also be nice to have a measur of topological preser-
vation. The lack of such proof components is an undisputed drawback of this model.
However, alternatives to the standard Kohonen learning rule have been suggested that




hi j‖~x− ~w j‖2 (6.1)
instead of
Winner= argmin(i)‖~x− ~wi‖2 (6.2)
where~x is the input vector,~wi is the weight vector of unit, andhi j is the neighbourhood
function at uniti from unit j. Heskes shows that a continuous energy function with a
continuous gradient is the result of using equation (6.1) instead of (6.2). It is then
possible to make more quantitative statements about convergence, such as transition
times between disordered and ordered states (Heskes, 1996).
In some ways, the easy and intuitive visualisation of the SOMcombined with the
wealth of empirical data available on the algorithm help compensate for the lack of
rigorous analysis. Since any algorithm, no matter how well principled and analysed, is
going to requiresomeintuitive tuning before it can be imported into a larger applica-
tion, these properties will always be useful. Of course, to have a sound theoryandan
intuitively appealing algorithm leading to a wealth of empirical knowledge would be
the best of all possible worlds. With this in mind, the elastic net of Durbin and Will-
shaw (1987) deserves to be mentioned. Although not receiving the same popularity as
the SOM, the algorithm effectively provides a principled version of the SOM.
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6.2.2 No principled way of setting network parameters
The lack of a principled method for setting the network parameters is a drawback of
the SOM which is aggravated by the lack of a theoretical foundation. However, this
particular problem may be no more than an irritation. It is rarely reported, for example,
that a suitable set of parameters was difficult or impossibleto find, just that it had to
be empirically sought with a typically small amount of trialand error on the part of the
experimenter. Moreover, as in the case of the experiments ofchapter 5, it often appears
that a range of parameters will tend to yield good results.
Some of the symptoms of annealing the neighbourhood too fastth t were discovered
during the development of the experiments of this thesis were strandedunits (which
are rarely active), unfaithful unit distribution and twisted ordisorderedstates. The
first two circumstances may easily go undetected, and care isrequired to avoid them.
However, in the context of the problem of mapping the input space in a reinforcement
learning problem, none of these three symptoms are in dangerof pathologically dis-
rupting the system. Stranded units are wasteful, but do not interfere with performance
in any other way. The same is true of uneven distributions, although this may also
decrease the benefit of learning Q-values from neighbouringunits. Twists in the net-
work are generally more easily detected (visually), but even when they occur they only
result in local degradations in the quality of the topology.We do not expect this to
represent a serious problem, since the topology preservation is used solely to expedite
learning reward values, which should still converge if there is no topological struc-
ture in the state representation at all (as is usually the casin Q-learning for example).
These arguments are borne out by empirical observations made during the course of
the experiments of chapter 5.
One key parameter of the SOM is the dimensionality of the network. This must be
specified a-priori and relies on the designer having a sensible intuition regarding the
inherent dimensionality of the data. The worst consequenceof choosing too low a
dimension map is poor topological preservation, and therefore diminished benefit of
the neighbourhood Q-learning (see figure 6.1). Choosing toohigh dimension a map
may lead to a much larger network than is really necessary. However, although a
large number of states is generally to be avoided with Q-learning, the neighbourhood







Figure 6.1:Two alternative mappings of a two-dimensional space by a one-dim nsional network. In
each case the Q-values of A and B cannot learn from each other’s updates because they are too distant
in the physical topology of the network, despite being closein the input space.
learning employed here will tend to allow large groups of redun ant units to learn
together.
The dimensionality of a data set can be estimated by a varietyof techniques (Barns-
ley, 1988), although necessarily these techniques assume access to some sample data.
However, in the current context such data is unlikely to be avail ble. In a chicken-and-
egg fashion, the input data is dependent on a behavioural policy which itself cannot be
optimised until some input data is provided. We could guess at an optimal behavioural
policy, set the system going, sample some input data, and thecalculate an appropriate
dimension for the network before starting the run proper, but the dimensionality of the
data may change as the policy is adapted on-line. In the case of th robot experiments
of chapter 5, the dimensionality of the input appears to go down as reinforcement
learning takes place and the set of situations the agent findsitself in becomes smaller
and more ordered. In practice one and two dimensional maps tend to be prefered in
the literature and these were indeed found to be adequate forthe problems considered
so far.
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6.2.3 Unfaithful distributions
The Kohonen map is sometimes criticised for its unfaithful distribution of units in the
input space (Bishop et al., 1998; Li, 1999), with the map tending to under-sample
high probability regions, and over-sample low probabilityregions (Hertz et al., 1994).
Again, in the context of the current application, the worst consequence of this is a small
reduction in efficiency, as slightly larger maps are required than we might theoretically
expect.
Hulle (2000) suggests ways of producing faithfully distributed topographic maps, and
goes on to apply the techniques to a number of problems including density estimation.
However, in the context of the experiments performed here, it is far from certain that
a faithful distribution would actually be the ideal choice.For example, a particularly
intuitive idea would be to bias the distribution of units towards regions of input space
which vary the most with respect to the reward signal, as it isthe e regions that require
the highest resolution representation (see section 9.2.2). A specific implication of non-
equiprobable firing rates is encountered in appendix F.2.6.1.
6.2.4 Assumption of stationarity
As the learning rate and neighbourhood of the SOM are annealed, categories become
fixed and changes in the environment can no longer be reflectedin he map (in compar-
ison with say the ART network (Carpenter and Grossberg, 1987b) which always allows
new categories to be created). Maintaining a small amount ofresidual plasticity may
allow for small adaptations in the input distribution, although coping with a moving
target in the Output map may be more challenging. The problems caused by dynamic
environments are considered in more detail in section D.5 and in chapter 8.
6.2.5 Curse of dimensionality
The price for the simplicity of the SOM is paid in its generalising power. The represen-
tation scheme is local in that each weight only pertains to one part of the input space.
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As the size of the space increases, so does the number of free parameters. In contrast,
the weights of a feedforward network all apply toall parts of the input (and output)
space. Chapter 8 investigates the implications of this distinction in detail with spe-
cific reference to generalising power, discovering both advantages and disadvantages
to both distributed and local representations. As an example, consider the feedforward
network used by Tesauro to map backgammon board positions toexpected reward. In
this instance the input space had two-hundred dimensions with significant and non-
trivial interactions between the dimensions. We would clearly expect the SOM to be
an inferior choice for generalising over the state space of this problem, in which single
input lines can have highly non-linear implications for thereward function — a feature
not detectable with the standard Euclidean distance measurof the SOM learning rule.
6.2.6 Parallelisation difficulties
One relatively minor implementational issue is that of parallelisation which may be-
come relevant in real-time applications involving large maps. If our aim is to run
different units on different processors then the problem with non-local exchange of
information, such as that required for selecting a global winner, is that the intercon-
nectivity required between units becomes large, or else a bottleneck is created2. To
address this, a hierarchical winner selection such as that illustrated in figure 6.2 could
reduce the number of connections required fromO(N2) to O(Nlog(N)) whereN is
the number of computing units (Kohonen, 1995). Although scalability of the Kohonen
network is not an immediate issue with respect to the experiments performed so far,
it is always useful to bear this issue in mind. See (Kohonen, 1995) for parallel hard-
ware implementations of the Kohonen network and (Rojas, 1996) for discussions on
parallelisation of neural algorithms in general.
2“The important point in any parallel implementation of neural networks is to restrict communication
to local data exchanges” (Rojas, 1996, p 449).




Figure 6.2:First a set of local winning units is identified and then a global winner is selected from
this set. Reverse connections propagate control information back to the network units.
6.2.7 Alternative approaches to representing the input space
The question now arises as to how other methods for representing the input space
compare with the SOM with respect to some of the advantages and disadvantages
discussed above. This section is brief since the primary interes of this thesis is the use
of the SOM in theoutputspace, which is analysed later in the chapter. See Kaelbling
et al. (1996) for a more detailed review of the large body of techniques that exists for
state space generalisation.
Hand decomposition of input space
As suggested in section 2.10.1, the simplest approach wouldbe to divide up the state
space into handcoded regions and then just treat each regionas a single state. The
Voronoi tiling of the SOM achieves the same goal, but within adynamic framework
with flexible sized tiles. The representation in the handcoded approach becomes too
costly as the number of dimensions of the input data increases. If there are just six
real valued sensor readings in the range[0,1] and the space is populated with tiles
of width 0.1, there are still a million states, and in the active regionsf the input
space the representation would still be at a lower resolution than achieved with a small
SOM. Fewer states could be used, for example by just populating the state space with
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a small number of randomly positioned units. In fact initially this setup was used for
the robot learning problems of chapter 5, but performance was poor because of gross
over generalisation of the Q-function. Some form of dynamicapproach is strongly
suggested.
k-means
K-means is analogous to the Kohonen mapping without topology preservation, and
thus offers a simpler alternative. K-means has been formulated in both batch (Lloyd,
1982) and on-line (Moody and Darken, 1989) form, so support for a continuous adap-
tive response to dynamic environments is provided.
Adaptive Resonance Theory
The ART networks (Carpenter and Grossberg, 1987a) were devised to address the
stability/plasticity tradeoff in clustering problems. Each unit of the network can be
thought of as a category prototype of some fixed receptive field. New vectors are
classified either by adding them to a current category if theyappen to fall within
its receptive field, or by adding a completely new category toclassify the rogue data
point. In this way, stability is provided because existing prototypes are only updated if
the new data is close to those prototypes. But plasticity is always maintained through
the ability to add new prototypes.
In contrast, SOM categories that are not actively maintained by activation in that region
of the input space are slowly (re)moved through neighbourhood learning in favour
of the more salient representations of their neighbourhood. This balance of creative
and destructive forces provides a very general framework for mapping a space, and
the inability of the ART network to forget categories as wellas create them could be
considered a weakness in some contexts. For a system with finite resources operating
in a world that constantly changes, forgetting ought to be considered an intrinsic part
of learning.
ART offers no topology preservation. It also attempts to build clusters of the same size
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(controlled by the radius of the receptive field) and thus does not immediately lend
itself to density modelling. However, the permanent ability to add new categories as
required may be an advantage over the SOM in some circumstances, although there
is no reason why new units could not be dynamically added to a Kohonen map as
well, and judicious adjustment of the annealing schedule can always allow for some
plasticity in the network. Li and Svensson (1996) choose an ART network over a
Kohonen network to categorise the input space in a navigation pr blem because of the
perceived inability of the latter to operate simultaneous learning and operation phases.
However, results from chapter 5 suggest that this conclusion i questionable.
An implementational issue is that the lack of topology presevation would make the
neighbourhood Q-learning problematic in an ART network. Itis possible that Q-
updates could teach neighbouring units in input space rather than the topological space
of the SOM, but this creates a challenge for parallelisation. Notwithstanding this, the
ART network may be considered as a possible alternative to the SOM for representing
and generalising over the input space.
Growing Neural Gas
The Growing Neural Gas (GNG) algorithm (Fritzke, 1995) dynamically generates both
units and their topological structure in the data space in a way that does not require
either the number of units or the dimensionality of the latent space to be specified a-
priori. Units are both created and destroyed as the unsupervised learning progresses,
allowing the tracking of a non-stationary environment. Another advantage is that there
are few parameters to set. However, as with the ART network, the desired resolution of
the representation is fixed beforehand which again means that the representation does
not model the density of the data.
GNG is considered a promising alternative to the SOM for mapping the state space,
especially given the provision of a flexible dimension neighbourhood for use by neigh-
bourhood Q-learning.
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Hamming distance
Mahadevan and Connell (1991) use two clustering techniquesfor generalising over the
state space of a reinforcement learning problem. The simplest utilises a Hamming dis-
tance measure between binary vectors. For an action,a, taken in state,s, Q(s,a) is up-
dated towards the received reward, and so isQ( ′,a) for all s′ within a fixed Hamming
distance ofs. This idea is analogous to the neighbourhood Q-updates of the Ko onen
map, except that states are considered similar if they are close in input space rather
than the physical space of the SOM. In Mahadevan and Connell (1991) each state is
still represented explicitly which required them to perform some pre-processing di-
mensionality reduction on the sensory data for practical purposes. In this sense, online
generalisation is not directly addressed.
Ad hoc statistical clustering
The second approach adopted by Mahadevan and Connell (1991)is more sophisticated
and involves partitioning the state space into a number ofclusterswith each cluster
maintaining a single Q-value (see 4.2 for a description of the algorithm). Although the
approach is somewhat ad hoc in the sense that no formal or empiical analysis exists,
it does have one novel feature of interest. The state space ispartitioned differently
for each action, thus removing the assumption that a particular classification of the
input space will be appropriate for all actions. The approach is somewhat similar to an
ART network, since clusters can be created if no existing cluster suffices, and existing
clusters can be moved through the state space in response to new inputs. The same
arguments regarding the balance of class construction and destruction (clusters are
never destroyed) are applicable as to the ART network. As with ART, this technique
could be used in the place of the SOM, and indeed has been shownby Mahadevan and
Connell to be effective on a reinforcement learning problemsi ilar to those considered
in chapter 5.
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Decision trees
A similar approach is that of decision trees in which an initially small number of re-
gions covering the entire input space are iteratively splitinto smaller and smaller parti-
tions until each region behaves consistently with respect to how the reward varies under
different actions (see Chapman and Kaelbling (1991) for an example). This method
benefits from being simple and intuitive, but is not ideally suited to interactive appli-
cations involving non-stationary environments because the splitting is something of a
one way process. As we have already seen, the creation of new cat gories is generally
the easy part, with the practical considerations of merging, adapting and destroying (to
maintain an efficient representation) often overlooked.
Generative Topographic Map
The generative topographic map (GTM) (Bishop et al., 1998) offers a principled al-
ternative to the SOM in which a faithful probability distribution is achieved and con-
vergence to a local maxima of an objective function guaranteed. Additionally, the
neighbourhood-preserving nature of the GTM is a guaranteedautomatic consequence
of the algorithm, while the conditions under which the SOM self-organises have not
been quantified. In its original form, the GTM is a batch algorithm, although it could,
in principle, be re-stated in an on-line form. The complexity of the algorithm is the
same as the SOM, but the underlying mathematics is more complicated, and this is rel-
evant for the conversion from the batch to the online versionof the algorithm. Whereas
the Kohonen network maps a point in the input space to a network unit which can then
be used directly as a state in the reinforcement learning problem, the GTM operates the
other way around, mapping a continuous two dimensional latent space (corresponding
to a two dimensional SOM) to the continuous, higher dimensional input space. Hence
additional processing (a search problem) is required to runthe algorithm backwards so
that a point in the input space can be mapped to a point in the laent space (Williams,
2000).
6.2. THE INPUT MAP 167
Elastic net
The elastic net of Durbin and Willshaw (1987) has already been m ntioned as a prin-
cipled alternative to the SOM, and would be well suited to thekind of representational
problems considered here.
Direct parameterised approximation of the Q-function
The TD-Gammon application of Tesauro (1994) has already been introduced as an
application of a feedforward network to the direct representation of the value function.
The key difficulty here is that in representing the value function, V(s), an explicit
environment model is required in order to know which actionswill lead to the best
states. The QCON model of Lin (1993) addresses this by represnting the Q-function
(attaching values to state-action pairs) which involves maintaining a separate network
for each action. The problem here, noted in section 4.6, is that online generalisation of
the action space is neglected.
However, the use of backpropagation for generalising over both the state and action
spaces is viable providing an appropriate method for embedding this supervised learn-
ing technique within an RL framework can be found. This is investigated in subsequent
chapters.
In the meantime it is noted that backpropagation may be expected to scale better than
any of the approaches described above. This is because very diff ent outputs can be
generated by similar input vectors. As an example, TD-Gammon encoded the number
of pieces currently off the board with one input unit out of a total of 200 input units.
Those familiar with backgammon will recognise that this knowledge will tend to have
a large impact on the optimal strategy, yet the SOM is unlikely to be able to learn
the special significance of this particular dimension of theinput space in the face of
199 other weight comparisons. The distance measure used in the SOM gives equal
influence to each input line making the classification very coarse, particularly in large
dimensional spaces.
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Justification of the SOM for input space representation
There are many attractive features of the SOM that make it desrable when compared
to a variety of alternatives. There are drawbacks associated with the SOM too, but it
has been argued that none of these represent a pathological problem in the context of
the kind of reinforcement learning problems considered so far. In short, the SOM is
a simple, robust and incrementally adaptive technique witha short processing cycle
and intuitive visualisation. There is a wealth of empiricalsupport for its effectiveness,
it is easily run interactively, can be used and trained simultaneously, and efficiently
provides explicit representations on which to base empirical analysis and additional
layers of processing. It balances construction and destruction of categories, supports
Q-neighbourhood learning and lends itself to parallelisation. However it is noted that
a number of other alternative techniques could be used to repres nt the input space,
including some not mentioned above.
6.2.8 Assumptions of the Input map
It is now possible to draw up the assumptions under which the SOM will be successful
in the context of the proposed model.
➊ We require that the Input map produces a stable, approximatedis ribution, at
a sufficient resolution, of the situations that the agent encou ters. The first as-
sumption is therefore that a set of parameters can be found that allows this to
happen. Of particular importance is that the network is of anappropriate size
and dimension and that it becomes stable while there is stillenough plasticity in
the Q-learning algorithm to perfect the estimates of those stable states.
➋ Unfortunately the input distribution will not generally bestationary but will
change as the rest of the system changes. This may be the result of changes
in the environment, but there are other forces in play too. For example, the map-
ping of input space will directly affect the Q-values associated with those states
and therefore also the actions that are learned. This will then affect the class of
situations encountered by the agent, and therefore the input to the map, creating
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a cycle of consequence.
We would like to know that the input distribution will changeonly slowly with
respect toall the free parameters of the whole system (including the Motor map,
the Q-values, and the environment itself), and converge to a static distribution,
since a static input distribution is a usual assumption of the SOM. The second
assumption is therefore that the input distribution converges to a stationary dis-
tribution.
➌ The third assumption is that the same classification of inputs ace will be ef-
ficient and appropriate for all actions. In the case of Mahadev n and Connell
(1991), separate clusters, or classes were maintained for each action. In the ap-
proach described here, a single classification scheme must serve all actions.
6.3 Q-learning
The Q-learning module of the proposed system is now analysed.
It has already been stated that the RL technique adopted hererepr sents something
of a minimal RL algorithm in the sense that the expected return of equation (2.2) is
estimated as simply as possible. Specifically, a finite-horizon Monte Carlo approach
is adopted which assumes that all reward for a given action will be received within
a small, fixed time window following that action. The justification for this minimal
approach is based on the fact that the focus of this thesis is not the value estimation
technique itself but rather the techniques for generalisation.
In principle, we expect to be able substitute Q-learning forthe current value estima-
tion method without loss of generality, allowing full support for arbitrarily discounted
rewards. An increase in performance may also be achieved, particul rly if one of the
augmented versions of the algorithm such asDYNA-Q(Sutton, 1990) were used3. Ad-
3This approach accelerates the passing of reward information r und the Q-table by approximating
an underlying state-transition model and then using this model to update Q-values that are likely to
influence each other. Recall that in standard Q-learning, return estimates depend heavily on other return
estimates (hencebootstrapping).
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ditionally, following the suggestions of Sutton (1996) that 0< λ < 1 may be preferred4,
the use of eligibility traces (see section 2.8) is also suggested. These more sophisti-
cated algorithms expedite the passing of reward information ar und the Q-table, and
are strongly recommended for future work involving scaled vrsions of the proposed
model in which delayed rewards play a significant role. However, it is reiterated that
the current issue is one ofstructural credit assignment rather thantemporalcredit
assignment. i.e. we are interested in linking states on the basis of their state space
coincidence rather than their temporal coincidence.
With this discussion in mind, the analysis of the ‘Q-learning’ subsystem of the pro-
posed model will be content to appeal to the standard Q-learning esults in the expec-
tation that they will be relevant enough to illuminate the assumptions underpinning the
success of the proposed model.
6.3.1 Assumptions
Q-learning has been analysed in detail (Watkins, 1989; Watkins and Dayan, 1992) and
the policy it generates proved to asymptotically converge to an optimal policy under
the following assumptions:
➊ The task is formulated as a Markov Decision Process.
➋ The evaluation function is a lookup table.
➌ Each state-action pair is tried infinitely often.
➍ An appropriate learning and exploration rate is used.
These assumptions have already been discussed in section 2.9, i which it was dis-
covered that in practice few or even none of these criteria guaranteeing success can
generally be satisfied. In particular, it was noted that the MDP assumption is violated
by perceptual aliasing problems and continuous state and action spaces. Clearly both
4Recall from chapter 2 that this parameter controls the degree to which actual reward values and
other Q-values are blended to produce the target estimate.
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apply to the experiments of chapter 5. The proposed model does succeed in satisfying
the look-up table criteria, although the states and actionsof this table are moving tar-
gets, unlike in standard Q-learning. That each state-action pair is continually visited is
clearly left unsatisfied by the inevitability of finite length trials, although the moral be-
hind the assumption that care should be taken when setting the amount of exploration
in the system, can be respected. According to stochastic approximation theory, the
fourth assumption can be satisfied by the criteria of equation (2.14). Note that the first
condition ensures that there is always enough plasticity toovercome any adverse initial
conditions, and the second requirement guarantees eventual stability (by guaranteeing
finite variance), given an infinite trial length. In practice, given finite trial lengths,
other learning rates, such as the one used in chapter 5 may be empirically judged to be
satisfactory.
The key question is to what extent the violation of the first two assumptions in partic-
ular, as a result of the need to generalise, will compromise convergence to optimality.
Results such as those presented in Tesauro’sTD-Gammonsystem appear to suggest
that as long as appropriate generalisation is used, good results can still be expected.
These findings are supported in the literature (Crites and Barto, 1996; Mahadevan and
Connell, 1991; Ziemke, 1996) and also in the preliminary experiments of this thesis.
6.3.2 Interaction between the Input map and Q-learning
We know that for the Q-learning part of the system to be successful, the environment
and the reward function should be stationary. In the case where w expect either to vary
we must be sure to maintain sufficient plasticity in the Q-learning part of the algorithm,
at the cost of convergence. But even if the environment is station ry, the states (and
actions) of the Q-table will change as learning in the other parts of the system takes
place.
Ideally the Input map would be allowed to form and stabilize,after which the Q-
learning algorithm could be trusted to find suitable Q-values from each of these static
states. However, it has already been noted that this ideal isunrealistic, since there is in-
teraction between the Q-values and the input distribution in both directions. Therefore
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in practice it is necessary to anneal the plasticity of the Input map and the Q-learning
processsimultaneously.
Recall that the covariance learning algorithm of Wedel and Polani (1996) (see section
4.5) also used a SOM to map the input space, with each unit thenlear ing a ‘best
action’ by trial and error sampling of the reward function. They concluded that running
the SOM concurrently with the rest of the learning system wasin ppropriate, and
they settled on beginning with a phase of mapping the input space, followed by a
phase of learning Q-values and actions. This cycle was then iterated to address the
interactions between the different parts of the system. Although their approach was
different to the model proposed here — it involved approximat ng the reward function
with a Normal distribution, and each unit of the Input map only maintained a single
‘private’ action with no concept of shared action units — it remains unclear as to
why the same problems were not encountered in experiments perform d as part of this
thesis.
It is clearly important to select parameters carefully so that e interaction between the
Input map and the Q-learning is sensible. In particular, small ch nges to the Input map
may entail significant re-estimation of Q-values, whereas in most cases we expect even
large changes to the Q-values to yield only modest changes inthe input distribution.
Hence the Input map should probably change slowly with respect to the rest of the
system. As an example, consider what happens when a unit moves across the diagonal
line in the state-space diagram of figure 5.19. That unit mustlearn to turn in the
opposite direction which involves exploring the alternative actions and significant re-
estimation of the relevant Q-values. This process will takeconsiderably longer than it
took that single unit to make the short transition from one half of the input space to the
other.
Based on this discussion, there are two guidelines for setting he parameters of these
two sub-systems. Firstly, plasticity in both the Input map and the Q-learning process
should be maintained in parallel. Secondly, the plasticityin the Input map should
generally be small compared with that in the other parts of the system. A neat solu-
tion might involve linking one to the other in some way, and then linking both to the
changes in the environment and reward signal. Now each subsytem would be capable
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of reacting to changes in its own specific environment, whichwould of course include
the other subsystems. However, this is significantly more complicated than the time
dependent annealing approach adopted in chapter 5 and is notexpl red further here.
We conclude by noting the implicit assumption that stable dynamics can be achieved
by an appropriate set of parameters. More work needs to be donto determine when
stability is likely to be compromised as a result of interaction between the Input map
and the value-estimation modules of the system.
6.4 Learning actions
Our attention now turns to the Output map and its ability to generate an appropriate
set of actions for use by the rest of the system. Assuming thata suitable set of actions
areprovided, then the previous sections lead us to expect the rest of the system to do a
good job of maximising reward. Therefore we expect the success of the architecture to
hinge on the efficient and effective operation of the Output map. In this section, we ask
whether there are some reward functions which can be learnedmore easily than others,
and how long we can expect to wait before suitable actions arediscovered. This last
point is more than a performance issue since we need this estimate to guide the parame-
ters of the rest of the system. For example, plasticity in theQ-l arning subsystem must
be maintained until an appropriate set of actions have been discovered. Other issues
are also considered including pathological limitations, effici ncy, alternative learning
rules, complexity, finding parameters, and scalability. Finally, a comparison of the
proposed model with existing alternative approaches for representing and generalising
over the action space is offered.
In the following analysis, a number of simplifications are made. We consider first an
Input map consisting of just a single unit,u1. Since this unit must always ‘win’ for
any situation, the position of the unit in input space is irrelevant. This single Input unit
is now connected to a single Output unit,a1, which represents a degenerate Output
map. Every input stimulus is identical, and the sole task of this simplified system is to
discover the optimal location within the output space fora1 given a reward function,r,
in the range[0,1]. For consistency with the previous experiments, and to aid visualisa-
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tion, the output space is two-dimensional, and for simplicity a reinforcement learning
horizon of one is used so that reward information is immediatly available after taking
an action and no discount factor need be considered. The usual algorithm is used, with
the relevant simplifications. At timet:
➊ Take Action,〈ML,MR〉 = 〈w1+MA× random(-1,1),w2+MA× random(-1,1)〉.
where〈w1,w2〉 are the weights of the single action unita1.
➋ Calculate the reward,R, of taking action〈ML,MR〉.
➌ If R> Q(u1,a1) then updatea1 towards〈ML,MR〉 proportional to the learning
rate,OL.
i.e.
w1 = w1 +OL× (ML −w1)
w2 = w2 +OL× (MR−w2)







To summarise, at each time-step a perturbed action is taken and the resulting reward
used to update the single Q-value of the system. If and only ifthe reward is greater
than the existing Q-value, then the action represented bya1 is moved towards the
perturbed action. Notice that there are three main parameters, MA, OL andα. MA
controls how much noise is added to the proposed action ofa1. If MA = 1, then a
completely random action is selected with equal probability, providing we turn a blind
eye to edge-effects5. For smallMA only small perturbations are made to the proposed
action, and ifMA = 0 a1 will be stationary in the output space because there is no
exploration. The second parameter,OL, is the factor by which the weights ofa1 are
updated towards the perturbed action. It might appear thatOL = 1 would be best since
5By ‘edge effects’ we mean the consequence of truncating the components of exploratory actions
which lie outside of the range[0,1].
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any discovery that offers improved reward can then be instantly learned. However, the
reward signal may be noisy, or follow a probabilistic distribution in which the same
action could yield different rewards on different occasion. The learned action must
optimise reward over the stochastics of the environment andnot be too easily misled by
individual samples. In general then,OL should be small. The final parameter,α, is the
learning rate of the Q-learning algorithm which, for similar reasons, should generally
be small.
Under the simplifications described above, the reward functio , r, can be thought of as
a function of two variables corresponding to the two dimensio of the output space.
To simplify matters further, let us assume that the reward function is stationary and
deterministic so thatr(x,y) always yields the same value for the samex andy. Now
a simple reward surface can be plotted over the output space as in figure 6.3. In this
example,r(x,y) is negatively proportional to the distance of the point〈x,y〉 from the
point 〈0.5,0.5〉, creating a single maximum at〈0.5,0.5〉.
Using smallMA, OL andα, a typical trajectory of unita1 through the output space
and across the reward surface is shown in figure 6.3. Althoughthe maximum is always
found, notice that the path need not be direct. To illustratethis, consider a particular
position and an accurate Q-value ofa1 at some timet. Let us call these values〈xt ,yt〉
andQt respectively. A subsequent sample,〈xt+1,yt+1〉, of the space around〈xt ,yt〉,
which happens to yield a reward less thanQt , will not affect the position ofa1, although
the Q-value ofa1 will go down as a result of this ‘unlucky’ sample. Next, a point i
output space,〈xt+2,yt+2〉, could be sampled which yields a higher reward thanQt+1,
even thoughr(xt+2,yt+2) < r(xt ,yt), becauseQt+1 is no longer a precise estimate of
r(xt ,yt). The result is that the position ofa1 is updated towards〈xt+2,yt+2〉 and to
a worseposition on the reward surface than〈xt ,yt〉. In other words the trajectory of
a1 is influenced by noise generated by the exploratory process.However, as the three
parameters,MA, OL andα are annealed,a1 is observed to converge to the maximum
on every trial.














Figure 6.3:Learning on a basic reward surface.
6.4.1 Local maxima and attractor forces
We can see that whenMA, OL andα are small, learning approximates a gradient ascent
algorithm. However, since a sampling method is used, the gradient need not be known
explicitly and no assumptions regarding the reward functiosuch as its differentiability
need be made. But in any gradient ascent method, local maximaare problem, and
this is illustrated in figure 6.4. The end position ofa1 is shown for a hundred trials,
with each trial starting in a random position. On each occasion, a1 simply climbs to
the top of the hill that it starts on.
The maxima get higher towards the middle of the space, and it is obviously desirable
thata1 can discover and exploit this fact. The simple answer is to increase the explo-
ration range ofa1 so that it can sample more regions of the space and discover bett
maxima. FixingMA = 1 means that all points in the output space are sampled with
equal probability. As long asOL andα remain small,a1 will move towards regions of
highest reward. The new distribution of final positions ofa1 on the same landscape af-
ter a similar number of runs with these new parameters is shown in figure 6.5. Now the
units no longer sit on local maxima, but at least occupy the region of highest reward.














Figure 6.4:A reward surface containing local maxima of varying heights. The final position ofa1 in
each of 100 trials is denoted by a black dot.MA, OL andα are all fixed and small (set to 0.2), and the
algorithm approximates a hill-climb.
Since all points of the output space are sampled with equal probability whenMA = 1,
the Q-value ofa1 will approximate the mean value ofr(x,y) over the entire space.
This approximation will become more accurate (but take longer to acquire) for smaller
fixedα. Since the position ofa1 in the output space is only updated towards a sampled
point 〈x,y〉 whenr(x,y) > Q(a1), it follows that each point〈a,b〉 for which r(a,b) >
Mean(r) exerts an attractive force ona1 proportional to the distance between〈a,b〉 and
the position ofa1 (because of the update rule➌ above).
In general, the position〈w1,w2〉 of a1 will be stable only if these attractive forces
cancel, i.e. when the following two conditions are met:


























Since these equations are satisfied only by the point〈0.5,0.5〉 in the surface of figure
6.4 whenMA = 1, we can expecta1 to be stable at〈0.5,0.5〉 in the limit of an infinite
sample size providingOL andα are small and (figure 6.5).6 But whenMA < 1, then
the equations can be satisfied by sub-optimal maxima, providing MA is less than the
radius of the maxima. By starting withMA = 1 and annealing toMA = 0, a gradual
transition can be made from locating a large region with rewad aboveMean(r), to
climbing to the local summit of this region. Figure 6.6 showsthe effect of annealing
MA in this way according to the usual schedule, withf (t) = 0.9995t. The annealing
schedule itself is not emphasised, and no attempt was made tooptimise this schedule
in terms of minimising learning time. The figures of 6.5 and 6.6 show the process of
convergence forα = OL = 0.2. The process can empirically be shown to converge in
the limit by decreasing these parameters further. Figures 6.7 and 6.8 show the same
plots but forα = OL = 0.01 in which convergence is much better. Only twenty runs
are shown in each plot, and in figure 6.8, the reward surface isoffset slightly to show
that the model is actually seeking the peaks, and is not just coincidentally attracted to
the centre point of the space.
6We also hope for convergence to this point since whenw1 < 0.5, the left hand side of the top
equation in (6.3) appears to yield a positive value, and whenw1 > 0.5, it appears to yield a negative
value. The same is true forw2 and the lower equation. However, this is not proved for the general case.














Figure 6.5:Using a large exploration parameter,















Figure 6.6: AnnealingMA from 1 to 0, with















Figure 6.7:Using a large exploration parameter,
MA = 1, and even smaller, fixed learning rates,














Figure 6.8: AnnealingMA from 1 to 0, with
OL = α = 0.01. a1 is preferentially drawn to the
highest peak.
Figure 6.9 shows the effect annealingMA has on the reward received over time for the
landscape of figure 6.6. The sinusoidal signature is interesting because it illustrates the
influence of the exploration radius on the reward. AsMA is reduced, the sample region
covers a different number of peaks and troughs of the reward surface. HenceMean(r)
within the exploration region has a sinusoidal property as th t region is reduced in size,
resulting in the type of curve shown in the figure. Att ≈ 5000 the exploration region


















Figure 6.9:The effect on the reward of annealingMA (MA= 0.9995t), averaged over 50 trials. Unlike
previous reward graphs,everytime-step is plotted — i.e. there is no averaging inside eachtrial.
is the radius of the main peak in the centre of the space (MA= 0.1), and as this peak is
climbed andMA annealed further, the reward asymptotically converges to 0.4, which
is the height of the central peak.
It may seem that this learning scheme has the potential fora1 to be caught between
one or more regions of high reward, and to find none of the maximas it is dragged
by forces which essentially cancel each other out. In fact this does not tend to happen,
because as the exploration becomes smaller, all attractorsother than one will gradually
fall out of reach of the sampling region. For example, ifa1 is started in the centre of
a regular basin, it will initially be attracted in all directions and will hence sit in the
middle. But asMA is reduced, one direction will be favoured (at random, if there are
no better criteria), and a hill climb will begin. An illustration of this kind of effect is
considered shortly.
6.4.2 Pathological behaviour
However, problematic reward functions do exist, and figure 6.10 demonstrates one
such function. Becausea1 is essentially drawn towards an attractor region with a
strength depending on the cross-sectional area of the reward function aboveMean(r)
for the current exploration region, we expecta1 to locate regions withlarge areas














Figure 6.10:Deceptive reward functions. The
large size of the plateau provides a greater attrac-















Figure 6.11:Deceptive reward functions. The
height of the plateau is less thanMean(r) and so
provides no attractive force.
aboveMean(r) rather than areas withigh r. In figure 6.10 it can be seen that the large
plateau on the left of the surface presents a much greater attractive force than the peak
on the right, even though the peak is higher, and so the units are dr wn to the plateau.
Only when the height of the plateau is reduced to belowMean(r) for the whole sur-
face, is the attraction force of the plateau eliminated, anda1 is drawn towards the peak
(See figure 6.11).
Although in general we would not expect to be able to integrate the functionG(x,y),
equation (6.3) still provides an insight into the expected bhaviour ofa1. Given the
discontinuous reward surface of figure 6.12 for example, we can immediately see that
the cross-sectional area aboveM an(r)7 is twice as large on the left of the output space
as on the right. Ifd1 is the distance betweena1 and the maxima in the〈0,0〉 corner of
the space, and2 is the distance betweena1 and the maximum in the opposite corner,
equation (6.3) gives the approximate equality:
d1×
(







7Mean(r) for the whole output space that is. This impliesMA = 1 of course.














Figure 6.12:MA = 1. a1 is drawn to an equi-
librium point that satisfies equation (6.3). The grid














Figure 6.13:MA is reduced to zero.a1 is more
likely to be dragged to the maxima at the〈0,0〉
corner, because these have a larger area above
Mean(r).
from which d1d2 =
1
2. Figure 6.12 shows the distribution of final positions ofa1 after
learning for fixedMA = 1, and the mean of this distribution appears to satisfy equa-
tion (6.4). If MA is now annealed to zero over the course of the experiment, thefinal
distribution is as shown in figure 6.13. Notice thata1 is drawn to the weaker attractor
with a non-zero probability. This probability is related tothe variance of the distri-
bution of a1 at the critical value ofMA where one of the attractors falls out of sight
of the exploratory process. In turn, this variance is dependent on the parameterOL.
The smallerOL, the smaller the variance, the lower the probability ofa1 ending up
on the right hand maximum (the weaker attractor, despite itsheight), but the longer
the learning takes. For this experiment, small fixed learning rates,OL = α = 0.2 were
again used. All Q-values were initialised to zero and updated th reafter using step➍
on page 174. Note that while this biases the estimate ofMean(r), convergence to the
true value ofMean(r) is still expected in the limit, given learning rates that satisfy the
usual convergence criteria of 2.14.
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6.4.3 Stochastic hill-climbing
This analysis shows that the learning algorithm does not perform the usual kind of
hill-climbing search. A number of differences are apparent. In hill-climbing:
• Thevalueof the current set of parameters (being optimised) is known precisely,
rather than through an incremental and noisy estimate.
• The parameters are only changed when a sampled value exceedsth actualvalue
of the current parameters rather than theestimatedcurrent value.
• When this happens, the current set of parameters arereplacedby the new set,
rather than just updated towards the new set.
In other words, the learning algorithm presented here turnsevery feature of a hill-
climbing search into a stochastic process. This has to be thecase because the properties
of the reward surface may only be defined stochastically, andany single sample may
be unrepresentative when considered on its own. There is also assumed to be noise in
the system, so the learning algorithm must not over accommodate each sample, and
cannot afford to take any particular piece of information too literally. A consequence
of these differences is that while a hill-climber will tend to find high peaks, the learning
algorithm presented here will tend to find the largest ‘better than average peaks’. In
theory,a1 could end up at an arbitrarily low point on the reward surface. This could
apparently be engineered by recursing the process seen in figures 6.12 and 6.13 where
low wide peaks are favoured over tall thin ones. This would lead to a very irregular
reward surface.
The merits of being attracted preferentially to large ‘good’ regions rather than small
optimal regions may have positive implications for reliability — particularly under the
influence of the Kohonen mapping of the output space in which units will be dragged
around by their neighbours. While it would seem to be possible to engineer a reward
surface that results in arbitrarily poor performance, in practice, for slowly and smoothly
varying reward functions, performance seems to be good. Consider for example figure
6.14 in which one might expect point A to be favoured because thi is initially (i.e. for
















Figure 6.14:Path ofa1 during learning. Initially point A is considered optimal and a1 moves towards
it. As MA becomes smaller, a hill-climb to point B is performed.
largeMA) where the attractive forces cancel (taking into consideration edge-effects).
At first, for largeMA, a1 is indeed attracted to this point at the bottom of the plateau,
but asMA is reduced, a hill-climb to point B is performed. The hill-climb starts only
whenMA is reduced to the point at which a sufficiently local region issampled which
allows discrimination between points on the plateau.
6.4.4 An alternative learning rule
The current learning rule for updating the position ofa1 is:
w1 = w1+OL× (ML −w1)
w2 = w2+OL× (MR−w2)
An interesting alteration to the learning rule is to add a factor representing the height
6.4. LEARNING ACTIONS 185
of the sample:
w1 = w1 +OL×R× (ML −w1)
w2 = w2 +OL×R× (MR−w2)













dy (y−w2)× r(x,y)×G(x,y) = 0
(6.5)
and the behaviour changes predictably, with thevolumeof regions aboveMean(r) now
providing the attractive force. In figure 6.15 the single peak is three times higher than
the other two peaks, so the ratio of attraction forces is 3:2 in favour of this peak, and
hence the learning algorithm preferentially finds this peak. But in figure 6.16, the
height of the single peak is reduced to double that of the other two, resulting in equal
attraction forces with the predictable consequence thata1 discovers each region with
equal probability. There is now a trade-off between height and width of the reward
surface, and the attraction force of a region can be thought of as proportional to the
volumeof the reward surface aboveMean(r) instead of the cross-sectional area.
G(x,y) could be removed from the stability equalities because the height of the reward
surface is now taken into consideration by ther(x,y) term. This would correspond
to always updating the position ofa1 rather than just whenR> Q(a1), and gives the
learning rule a more consistent form. However, this is not investigated here.














Figure 6.15:Learning based on the volume of
the reward surface aboveMean(r). Now the higher
peak (three times higher than the other two peaks)
provides an attractive force 1.5 times as strong as














Figure 6.16:The same experiment with equal
volumes aboveMean(r).
6.4.5 Summary of the behaviour of a single unit
So far the general behaviour of a single Output unit in a two-dimensional space has
been discussed. The unit is attracted towards points of equilibri m where two or-
thogonal sets of attractive forces cancel. When the parameter MA is large, the unit is
generallyattracted to either large regions of the reward surface aboveMean(r) or volu-
minous regions of the reward surface aboveM an(r), depending on which incarnation
of the learning rule is used. AsMA is annealed, a hill-climb to the top of the local
feature is performed. The algorithm does not need a differentiable reward function,
and local minima do not present a problem untilMA is smaller than the undulations in
the landscape. However the main drawbacks are identified as:
• There is no guarantee that regions of high reward will be found if lower regions
have larger areas or volumes aboveM an(r).
• There is not even a guarantee that regions with large areas orvolumes above
Mean(r) will be found. A malicious reward surface could ‘hide’ such regions
within larger regions of low area or volume.
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• The exploration is generated by random noise which is a slow search method
on its own. The more accurate the sampling algorithm must be,the smaller the
parametersα andOL must be, and the longer learning will take.
6.4.6 Assumptions
Some assumptions underlying the efficient learning of actions can now be stated:
➊ Good positions on the reward surface are not hidden within larger regions of
lower reward.
➋ A suitable set of parameters,OL, MA andα, can be found that allow sufficiently
accurate sampling of the environment without sacrificing anacceptable learning
time.
6.4.7 Scaling
There are a number of important differences between the simplified system discussed
so far and the full architecture. In the full system:
• The output space could have any number of dimensions.
• There could be an arbitrary number of units in both the input and output spaces.
• Because of the self-organising property of the SOM, these units will influence
the positions of their neighbours.
• Units learn from each others’ Q-value updates.
• Any number of Input units can end up utilising any number of Output units.
Some Output units may be redundant, or a single Output unit may end up serving
multiple situations.
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Assessing the behaviour of the Output map in the general caseof the full system is
difficult, and in some ways this difficulty is a drawback of thedesign. We already know
the importance of finding appropriate parameters because ofthe interactions between
the learning modules. Yet without a principled analysis, asumptions underlying useful
operation and assertions pertaining to general performance re hard to come by.
A question of particular interest asks what kind of mappingsbetween the input and
output spaces are easy to learn, and which are hard. It would certainly be useful to
have this information before specific applications are ventured. With respect to this
question, continuity in the mapping must be a useful property. There is a general
theme of units learning from neighbours and therefore mappings that are continuous
— i.e. close regions in input space receive similar reward foactions close in output
space — will be preferred. Figure 5.42 showed that the systemis capable of learning
non-continuous functions, but in general these will take longer to learn, and more care
will be required in setting parameters. This is because discontinuous regions of the
mapping can only be learned after the neighbourhoods are annaled to a point where
these regions no longer significantly influence each other. This can be visualised by
considering the reward functions as a surface over the combined dimensions of both
the input and output spaces. The discussion suggests that the system will work best
when this surface is smooth and varies only slowly.
Another consideration is the number of units in the Output map. If 90% of the situa-
tions the agent finds itself in require an action of type A and the other 10% require an
action of type B, then under an assumption of faithful distribution, at least ten Output
units will be required. In fact the faithful representationassumption is unsatisfied as
we have already seen, and so the relationship between the likelihood of requiring an
action and the number of units required to represent that action in the map is not so
straight forward. In practice it may well be necessary for the designer to perform a
small amount of off-line trial and error to search for a suitably sized Output map. As
with the Input map, too many units is preferable to too few because an abundance of
units can always learn from each other, or just become redundant, but an insufficient
number of units will always degrade performance. The issue of scaling is considered
more in chapter 8 where the proposed model is compared with one based on the back-
propagation algorithm.
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6.4.8 Increasing the dimensionality
It would be interesting to know how learning is affected by the dimensionality of the
output space. Consider again the reward surface shown in Figure 6.17 where the reward
at a point〈x,y〉 is equal to 1− the distance between〈x,y〉 and〈0.5,0.5〉, scaled to fit the
range[1,0]. A similar reward surface can be generated for an output space of arbitrary
dimension by setting the reward at a point〈x1,x2,x3, ...,xn〉 negatively proportional to
the distance between that point and〈0.5,0.5,0.5, ...,0.5〉. The simplified architecture
involving just a single Input unit and a single Output unit isnow trained with this
reward signal for a variety of dimensions and the results plotted. Figure 6.18 shows a
number of plots of reward over time for dimensions ranging from one to four-hundred.
Note that the optimum ofR= 1 is never attained, even for the single dimension case,
because the exploration in the system is fixed throughout (MA = OL = α = 0.2). Note
also that the average reward does not improve for the first fewtime-steps. This is
because it takes some time for the Q-value estimate to becomesufficiently accurate
(through its random sampling and incremental update) fora1 to start making sensible
decisions as to where to move in the action space.
Figure 6.19 shows how the number of iterations required to reach a given average
reward,R, varies with the number of dimensions. Two plots are shown, one f rR= 0.5
and one forR= 0.6, corresponding to the two horizontal lines in figure 6.18. It can
be seen that the relationship appears approximately linear, suggesting that the learning
time increases linearly with the number of dimensions for this simple reward function.
This clearly represents something of a best-case scenario since the variables are decou-
pled — i.e. the function can be maximised by maximising the variables independently.
Furthermore, for this particular example, we expect half the random explorations of
the position ofa1 to yield an improvement in reward. In contrast, consider figure 6.20
in which only a small proportion of explorations will yield an improvement in reward
once the action unit is on the ridge. By increasing the dimensionality of the space, and
reducing the width of the ridge, the learning problem can be made arbitrarily hard for a
noise driven hill-climbing process. This where some form ofreward surface modelling
such as that adopted by Wedel and Polani (1996) is expected toimpr ve performance.














Figure 6.17:Basic reward surface.r(x,y) = 1−dist(x,y) wheredist(x,y) is the distance between
〈x,y〉 and〈0.5,0.5〉.






















Figure 6.18:Plots of reward over time for output
spaces of different dimensions (1,50,100 and 400).
MA = OL = α = 0.2. Each plot is averaged over a
number of runs.

















Figure 6.19:Graph shows how the number of
iterations required to reach a given average re-
ward, R, varies with the number of dimensions.
Two plots are shown, one forR= 0.5 and one for
R= 0.6.
















Figure 6.20:A more difficult reward surface in which only a small proportin of explorations will
yield an improvement in reward, once the action unit is on theridge. By increasing the dimensionality
of the space, and reducing the width of the ridge, the learning problem can be made arbitrarily hard for
a noise driven hill-climbing process.
Even in the early stages of plasticity, when the algorithm isnot hill-climbing but is
looking for large regions of above average reward, there is still a problem. As the
number of dimensions increases, the size of optimal regionsof the output space will
become smaller and therefore more likely to be hidden insidelarger, less desirable
regions.
6.4.9 The Output map as a genetic algorithm
This section on the Output map is now concluded with a brief change of perspective.
The basic update rule for the Output map (reviewed on page 174) takes the form:
• If R> Q(u1,a1) then updatea1 towards〈ML,MR〉 proportional to the learning
rate,OL.
i.e.
w1 = w1 +OL× (ML −w1)
w2 = w2 +OL× (MR−w2)
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An alternative rule which results in Output units being attrac ed tovoluminousregions
of output space aboveMean(r) was presented on page 185:
• If R> Q(u1,a1) then updatea1 towards〈ML,MR〉 proportional to the learning
rate,OL, and the reward,R.
i.e.
w1 = w1 +OL×R× (ML −w1)
w2 = w2 +OL×R× (MR−w2)
Finally, it was noted that the criterion for update — IfR > Q(u1,a1) — could be
removed so that the position ofa1 is alwaysupdated towards〈ML,MR〉, with the R
factor providing the bias towards suitable regions.
Now if this R term is removed altogether from this rule so that the position of a1 is
alwaysupdated according to:
• w1 = w1 +OL× (ML −w1)
w2 = w2 +OL× (MR−w2)
irrespective ofRand whether or not it is greater thanQ(u1,a1), then we have something
of a degenerate case since it appears that there is now no biasin f vour of highly
rewarded actions. If a multi-unit Output network is now considered, we see that this
self-organising map is now fed its own weights as input with anoise signal added.
However, a bias towards useful actions is still present by virtue of the preferential
selection of certain Output units by the Input units. For anygiven set of Output units,
some will be selected more often because they tend to yield higher Q-values than their
neighbours in various situations. Assuming that the updates r made interactively, the
Output map will tend to be drawn towards the best actions in the current set. This new
set will then be used as the basis for the next round of selection.
The system now bears resemblance to a kind of genetic algorithm (GA) (Holland,
1975) without crossover. In this case the fitness function iseffectively the frequency
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with which a particular Output unit is active. The more oftena unit is recruited, the
fitter it is, and the more likely the population is to be pulledtowards the position of
that unit in Output space. Note that this selection pressureis present even with the
original update rule, although the ‘IfR > Q(u1,a1)’ criterion adds an extra bias in
favour of highly rewarded actions and removes some of the noise. One problem with
removing this criterion is that the Output map tends to driftvery easily in the output
space effectively on a cushion of noise.
This discussion suggests the possibility of a more sophisticated exploration of the ac-
tion space involving crossover. For example, new ‘proposed’ actions could be gen-
erated by swapping chunks of weights of successful output units. This would appear
to offer the most benefit when the output variables are decoupled. However, it is not
clear how this approach would fit in with the self-organisation of the output map, and
the idea is not taken further as part of this thesis. The idea of nesting a GA inside an
RL system (with the reward signal determining fitness) is preced nted in theclassifier
systemsof Dorigo and Colombetti (1994).
6.5 Summary
The key issues relating to the convergence, performance, plasticity, stability and effi-
ciency of the architecture are now summarised.
• The standard Q-learning assumptions should be met where possible. In order to
maximise the chance of forming an appropriate representatio of the input space,
the input distribution should change only slowly with respect to the system’s free
parameters, and converge to a stationary distribution as these parameters are an-
nealed. The reward function ought to be stationary too, althoug a small amount
of non-stationarity may be accommodated by maintaining non-zero learning and
exploration rates, at the expense of convergence.
• The contiguity assertion states that nearby regions in input s ace receive sim-
ilar rewards for actions close in output space. The greater the extent to which
the desired mapping between the input and output spaces satisfies his assertion,








Figure 6.21:A mapping that will be difficult to learn because of the rapid changes in the reward
function implied by the oscillations in the output space.
the easier the mapping will be to learn, and the more appropriate the choice of
the SOM for the representation of the two spaces. In other words the reward
function should vary slowly across the combined input and output space. Con-
sider the mapping of figure 6.21 in which we expect the rapid oscillations in the
output space to be hard to learn. Note that this example is different to that of
section 5.6.7 because in figure 6.21 the Output space must be mappedbetween
the maxima and minima rendering the mapping of figure 5.42(b)ineffective.
• There is no guarantee that positions in the output space thatmaximise the ex-
pected reward will be found by either of the two learning rules of section 6.4.4.
Good positions will be more reliably found if they are not hidden within larger
regions of lower reward.
• The success of the proposed model depends on an appropriate set of parameters
being found. Importantly, the plasticity in each part of thesystem should be
coordinated with respect to the role and needs of the other parts of the system,
and the learning task itself. For example, preliminary experim nts indicate that
while learning in all parts of the system should proceed in parallel, the Input
map should approach stability while there is still enough plasticity in the Output
map and the Q-learning process to perfect the actions and Q-estimates associated
with those stable states.
Appendix D reviews and discusses some suggested heuristicsfor setting the pa-
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rameters of the proposed model, including dealing with dynamic environments
in the Output map.
With respect to the issue of high reward regions being hiddenwithin large lower re-
gions (as was illustrated in figure 6.10), the covariance learning algorithm proposed by
Wedel and Polani (1996) may provide a way to improve performance. By building a
local model of the reward surface, the action space can be navigated in a more consid-
ered and deterministic fashion, rather than in the highly reactive way proposed thus far.
Introducing more modelling is appealing because we have notd that the problem of
hidden maxima appears to occur as a result of the stochastic and re ctive nature of the
search process. As an illustration, consider again figure 6.10, and how performance
would change if, prior to unita1 being updated, the reward function was sampled until
its approximate shape was known. This might lead to the peak bing discovered at
an early stage of learning, and thereafter being favoured asthe optimal point in the
action space. This removes some of the reactivity of the algorithm in favour of the
more traditional AI components of modelling (the reward surface) and searching (for
the optimum, given the model).
When the environment is non-stationary, a similar argumentabout the relative merits of
reactivity vs modelling/planning appears to pertain as forthe behaviour based debate.
Also, there may be other practical obstacles to the successful application of model and
search to the current work. For example, what functional form should the model take?
The work of Wedel and Polani (1996) used a model that essentially y elded a direction
of largest gradient which then had to be searched. Such an approach is vulnerable to
local maxima as well as other difficulties relating to overshooting maxima as a result of
getting the search phase wrong. If we adopt a more complex functional form that can
model local undulations in the surface then we can expect to requi e more parameters
and therefore also more sample data and more training time. These are important issues
because we are seeking an online algorithm which can be run interactively. That is to
say that by sampling the environment and taking an action, weexp ct to move to a new
part of the environment. This makes the collection of lots ofdata about a single point
in the action space somewhat problematic, particularly if the environment is changing
between visits.
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Wedel and Polani (1996) discuss some of these issues, and also identify some other
problems with adopting their particular approach. We conclude here that using a mod-
elling approach may ameliorate some of the problems associated with the highly re-
active and stochastic nature of the proposed model. However, we also note that the
introduction of modelling, search and planning would introduce a new set of issues
which would then have to be addressed. These issues are considered outside the scope
of this thesis, but certainly justify further investigation.
To conclude the summary, there are clearly other issues regardin convergence that are
worthy of study but outwith the capability of the author. Forexample, it appears to
be possible that a unit could fail to climb a continuous slopen the reward surface,
even when hill-climbing, because it is easier to slip down the slope than it is to find
a potentially very narrow route up it. This need not be a problem for a deterministic
hill-climb, but the stochastic nature of the proposed modelpr sents these kinds of
difficulties. The root of this problem may stem from the potential situation in which
the mean reward of the exploratory region arounda1 is less than the value of the reward
at a1. For sufficiently smallMA, the reward surface will be a close approximation to
a hyper-plane (given C(1) continuity) and hence this situation will not arise. But if
the reward surface varies very quickly, thenMA may have to be so small to avoid this
problem that learning is slowed prohibitively for all practical purposes. This also asks
the question of how we detect these situations so that we can select and maintain an
appropriate value forMA.
A more complete analysis would be both interesting and valuable, but must constitute
Future Work.
6.6 Continuous Actions
The proposed model has been shown to be able to search for and generate real-valued
actions from a continuous action space. This is in contrast to coarse coding (instance-
based, case-based and nearest neighbour algorithms) wherethe Q-function is approx-
imated by a number of prototypical Q-values, which then requir a gradient ascent
search of the action space for an optimal action. However, the is also clearly sim-
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ilarity between coarse-coding, the proposed model, and theSOM model of Touzet
(1997), in that the Q-function is represented by a discrete st of sample Q-values. The
difference with the proposed model is that a stochastic search of the action space is
performed as an integral part of the learning process, whichyields a simple lookup
problem when it comes to selecting an optimal action for a given state. There are
other differences too — particularly in the way that the proposed model maintains an
explicit representation of the action space (i.e. one can look inside the representation
and see a set of useful actions or symbols), and also the way inwhich by judiciously
selecting the number of action units, the designer is able tocapture the structure of the
state-action mapping, i.e. one-to-one, many-to-one, one-t -many. For an illustration
of the advantages of the latter, see Smith (2001).
However, the similarities lead us to ask whether the representations of the proposed
model could be used to generate a true continuous response which varies smoothly with
the state information. In other words, can similar kinds of interpolation be employed
to generate actions which are not represented directly by any of the units of the action
map. A simple approach to interpolation would be to take the current state vector,
and estimate an interpolated Q-value for each action based on a weighted sum of the
Q-values of neighbourhood state units. This is illustratedin figure 6.22. First, the
N nearest neighbours to the current state are identified (using a Euclidean distance
measure, for example) . Alternatively, all the neighbours within a fixed radius,dmax,
may be considered. Next, the interpolated Q-value of takingthe action proposed by








whereG could be any smooth kernel function that weights smaller distances with a
heavier value. Interpolated Q-values are then calculated for every possible action,
and the one with the highest interpolated value is chosen. This is only slightly more
sophisticated than simply taking the action proposed by thenearest state unit, but does
allow interpolation to be performed in the state space at little extra computational cost.










Figure 6.22:Interpolation between stored Q-values. The current state is shown as the query point,
for which three nearest neighbour state units have been identified — s1, s2, ands3. Interpolation can
now be performed over the state space by suitably combining the Q-values attached to these three states
according to the distances —d1, d2 andd3 — from the query state.
However, what we are really interested in is interpolating itheaction space, since
then a smooth input-output mapping may be achieved. The simplest approach would
be to exploit the topology of the Output map in the following way: For any current state
vector, first identify the winning state unit in the usual way(the one with the smallest
Euclidean distance). Next, line up all possible actions in the order they appear in the
Action map, as in figure 6.23. Finally, choose some parameteris d functional form,
approximate a continuous partial Q-function from the winning state, and select the
action at the global maximum of this function. This approachrequires that a suitable
functional form is known, and that topology is indeed preserved in the action map.
Another assumption is that equally spacing the action unitsalong the x-axis is sensible.
An alternative would be to space them according to their Euclidean distance in action
space. An advantage of using this approach is that only a one-dim nsional function
need be considered (assuming a one dimensional Action map).
More thorough interpolation could be achieved by searchingthe action dimensions of
the combined state-action space for high Q-values in a manner similar to the instance-
based and nearest-neighbour techniques discussed back in chapter 4. Given that we can
interrogate the Q-function atany state-action index (even those not explicitly repre-
sented) using a kernel weighting function (such as that of equation (6.7) for example),
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Figure 6.23:For the winning state, a parameterised functional form is fitted o the sample Q-values
associated with the current action set. Here the optimum action is estimated asamax.









whereQ(si,ai) with i ∈ 1. . .N are the Q-values of the N-nearest explicitly stored state-
action pairs to the query state-action pair. As before,di is the Euclidean distance from
the ith nearest neighbour to the query point (in the combined state-action space this
time), andG is some smooth basis function which gives a heavier weight tosmaller
distances.
The idea is illustrated in figure 6.24. However, this approach is computationally ex-
pensive, particularly in high dimensions. This is significant because the search must be
performed every time an action is sought. We also expect a cert in degree of vulner-
ability to local minima (as suggested in the figure). Notwithstanding these criticisms,







Figure 6.24: Given a functionQinterp, which can be used to interrogate the Q-function at any real-
valued state-action index (by interpolating between knownQ-values using a kernel function similar
to equation (6.7)), then for any given state, a hill-climbing algorithm may be performed in the action
dimension(s) to discover the optimal action for that state.The solid line represents the search to be
performed in this example in which both the state and action spaces are one-dimensional.
this does represent one possible approach to producing a continu us response through
interpolation.
If the above algorithm was implemented, how would we expect the model to perform
compared with the coarse coding algorithms? After all, now the two approaches look
very similar with both involving interpolation and search over stored prototypical Q-
values. However, in the proposed model there is still the prima y search of the action
space being performed as an integral part of the normal learning process. This search
is costly (in that we have to perturb desirable actions in order to explore the space), but
one advantage is that the prototypical Q-values stored willbe particularly relevant to
solving the task. Hence we could view the interpolating version of the proposed model
as a special case of coarse-coding where the Q-function is repres nted at a higher res-
olution in potentially profitable regions of the space, withthe search for ‘profitability’
taking place during learning. The idea of biasing the representation of the Q-function
is a central theme of many approaches, including the experiments of Santamaria et al.
(1997) in which a (static) variable resolution approach to coarse coding is investigated.
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6.7 Comparison
We now conclude this chapter with a look at the achievements of the new model. Chap-
ter 4 reviewed a number of existing approaches to representing and generalising over
the action space of RL problems. A set of desirable features were then distilled out of
that discussion and presented at the beginning of chapter 5.Recall that the discussion
recommended that generalisation be dynamic and adaptable,hat the standard RL the-
ory be closely adhered to maintaining a central concept of estimating expected reward,
that real-valued states, actions and rewards be supported,and that actions discovered
for one part of the input space should be reusable in other parts. Having a choice of
different actions in each state was also deemed important, and the natural ideals of
simplicity, efficiency and scalability were considered too. Justifications for aspiring to
these properties were offered as part of the review of the alterna ive algorithms back in
chapter 4.
Figure 6.25 offers an explicit comparison of existing approaches with respect to the
desired criteria. The contents of the table essentially represent a summary of the dis-
cussion of chapter 4, with the final column suggesting the progress made in chapter 5.
Producing such a table is a challenge since there are many grey areas, continuous slid-
ing scales, and underspecified descriptions that make some ele nts of the table hard
to assess. Additionally, different algorithms are usuallyintended to address tasks with
slightly different boundaries so an equitable comparison iproblematic. Comparison is
often made more difficult by algorithms that are so differentthat it is not clear that cer-
tain criteria are so relevant. For example, the criterion relating to ease of interpolation
is clearly far more germane to those techniques which rely ondiscrete prototypes (such
as coarse-coding and the SOM-based methods) than to the backpropagation methods
in which interpolation is achieved largely gratis.
It is therefore noted that although question marks are used to denote uncertainty, no
doubt almost every element of the table could potentially bedebated. Indeed in the
absence of any rigorous theoretical or empirical comparison, assessment of individ-
ual models may be largely subjective. For example, in a similarly motivated table in
Moore (1990), CMAC is judged to have efficient memory usage despit the fact that
the number of tiles increases exponentially with the dimensionality of the problem.

















































































































































































































Figure 6.25:Some existing approaches to action space generalisation are compared with the proposed
model with respect to the identified set of desirable properties. The main part of the table is duplicated
from figure 5.1. The algorithms are grouped into non-neural,SOM-based, and backpropagation-based
for convenience. A tick indicates that the algorithm satisfies the criterion (or performs favourably in
comparison to the other models), a cross that it does not, while a question mark represents uncertainty.
This table should be interpreted as a guide for further discus ion, rather than an authoritative last word
on the success of failure of specific algorithms (see text).
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A detailed debate of every element of this table would simplybe beyond the scope of
this document. However, a brief discussion of some of the more relevant findings is
offered. Firstly, static representations such as those used in Mahadevan and Connell
(1991) are considered to be outside the scope of this thesis which is explicitly con-
cerned withonline generalisation. Similarly, model-based learning is not considered
which is why Tesauro’sTD-Gammondoes not feature in the table.
The simplest non-neural approaches score well, but lack adapt bility and scalability.
The existing SOM-based approaches exhibit inflexibility, and most of the backpropaga-
tion approaches are forced to make significant departures from the underlying theory in
order to accommodate an ostensibly supervised technique within an RL framework8.
Notable exceptions are the work of Gullapalli (1990) and Rummery (1995) which,
along with Lin’s QCON algorithm9 are considered good foundations upon which to
build future work. To this end, a more comprehensive comparison of the proposed
model with Gullapalli’s model is undertaken in chapter 8, and the whole issue of the
use of backpropagation is also tackled in more detail there.In the meantime, flexi-
bility in both action exploration and action selection emerges as a consistent weak-
ness of these approaches10, and there is also doubt over their scalability. This last
point pertains to potential problems with local minima, long training times, and other
issues relating to interpretation, diagnosis and robustnes to non-stationary environ-
ments. These are not necessarily catastrophic flaws, and areconsidered in much more
detail as part of chapter 8. However, in compensation for thenegative features of back-
propagation, the efficient memory use of all these approaches is a clear advantage. In
general no algorithm is considered to have proved itself truly scalable in a broad range
of circumstances. In the later section on future work we willconsider how some of
these approaches may be combined in order to achieve the bestof different worlds.
One element of the table that is particularly worth explaining s the update cost of
Wedel and Polani’s Covariance Learning algorithm. In fact,every model is considered
8The CRBP algorithms and Touzet’s backpropagation approachare considered unscalable because
of their assumptions regarding the appropriateness of a binary reward signal, binary outputs, or the idea
of learning towards complements of punished actions as a means of driving learning.
9Dynamic generalisation needs to be addressed here.
10Lin’s QCON model is a clear exception, and will be consideredagain as part of the section on future
work (section 9.2.6).
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to perform adequately with respect to this criterion (some performing better than oth-
ers), but the reliance of Covariance Learning on collectingmultiple samples for each
state before a model of the reward surface over the action space can be constructed is
an added complication that may or may not yield adequate compensation in terms of
performance.
The proposed model achieves most of the objective criteria,although there are again
concerns over scalability which will be considered in laterchapters. In particular, the
local representation of the SOM, the requirement for data wih low intrinsic dimen-
sionality, and the fact that each input line contributes equally to the winner selection
metric are all potential problems. Unfortunately though, simply adding up the pros
and cons in each column will not be a decisive evaluation strategy. We note that dif-
ferent rows carry different weight in different circumstances, that there is significant
room for interpretation in each element of the table, and that some algorithms may
easily be adapted to embrace more of the criteria. However, this table does succeed
in highlighting the current position and direction of the thsis with respect to existing
techniques.
C H A P T E R 7
Learning Ballistic Problems
7.1 Introduction
The proposed model has been shown to make provision for learning real-valued actions
from a continuous output space. A simple application is now presented which allows
the properties of the algorithm to be explored in more detail. This chapter will also
provide a basis for a comparison between SOM and backpropagation based models in
chapter 8. The experiments of this chapter are concerned primarily with the qualitative
performance of the Output map, and less so with the quantitative performance of the
system as a whole. In particular, reward graphs will not be shown since they will add
little to the experiments and discussions of chapter 5.
7.2 A new task
In the introductory chapter it was noted that some learning tasks will benefit from being
able to adapt to real-valued actions, and some others will actually require adaptive
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Figure 7.1:Two sample trajectories out to a target positioned four units along the horizontal axis.
real-valued actions. The application of this chapter fallsinto the second category,
since there will be no opportunity to approximate real-valued actions by interleaving
discrete ones.
The modelled environment is based on the problem of throwingprojectiles. Con-
sider a javelin thrower standing at the origin of a coordinate system, and a target lying
somewhere along the positive x-axis. The javelin thrower must select an appropriate
horizontal and vertical throwing speed (Ux andUy respectively) at which to throw the
projectile so that it lands as close to the target as possible. Figure 7.1 shows an example
of two different trajectories to a target positioned four units along the horizontal axis.
The initial horizontal and vertical velocity components are restricted to the range[0,1]
which limits how far the projectile can be thrown. The labelling on the axes reflects
this. After each throw, a reward is given that is equal to the negative of the distance
between the landing point of the projectile and the target. Hnce a direct hit results in
a reward of 0, while a wild miss could result in a reward of up to-10.
The environment model is based on the mechanics of the physical world with the
following parameters. Note that the mechanics of the problem are arbitrary and the
physically inspired model just happens to be convenient forgenerating an interesting,
parameterised problem.
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Parameter Value
Mass of projectile,M 1
Gravity,G 0.05
Coefficient of friction due to air resistance,Fr 0.1
Horizontal wind speed against the thrower,W 0
Horizontal position of target,X 4
Table 7.1:The parameters of the system along with some initial values.Units of measurement are
implicit and not specifically intended to follow any particular real physical system. Clearly terms like
air resistanceandgravityenjoy only metaphoric sense here.









Note that air resistance is not modelled in the vertical compnent. However, it is
modelled in the horizontal component. The horizontal forceon the projectile due to air
resistance,fx, is assumed to be proportional to the horizontal speed of theair r lative
to that of the projectile. Hence:
fx(t) = Fr × (vx(t)+W) , wherevx(t) is the horizontal velocity at timet.
Since the mass of the projectile is 1 for convenience, then thhorizontal acceleration
at timet is give by:
ax(t) = − fx(t) and so ˙vx(t) = −Fr(vx(t)+W)
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This is a linear differential equation with solution:
vx(t) = (Ux +W)e
−Frt −W











Now the horizontal landing position can be calculated:
By equation (7.1),Tlanding =
2Uy















The goal of the system in the following experiments will be tolearn to produce ap-
propriate horizontal and vertical throwing components that hit the target under various
conditions. Note that the learning system will not have direct access to the mechanics
given above. The only input to the system will be zero or more of the environment pa-
rameters from table 7.1. The only feedback the system will receiv will be the reward
of equation (7.4). The model details are included here for rep oducibility rather than
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specific interest, since the choice of mechanics is somewhatarbitrary. The main point
is that we have created a parameterised problem requiring real-valued actions to use in
this chapter and chapter 8.
7.3 Experiment I
Assuming the parameters of table 7.1 are constant, then there is ffectively only one
state to the problem, and since only a single trajectory is requi d to solve the problem
for a given target position,X, then only one Output unit is required too. Later we
will allow the parameters of table 7.1 to vary thus restoringthe concept of a state
space. Reward is immediate so the reward horizon can be set toone, and the only other
learning parameters of this degenerate case are given by:
Parameter Value
Q-learning rate,α f (t)
Learning rate of Output map,OL f (t)
Max. Exploration distance around Output unit,MA f (t)
with f (t) annealed from one to zero in the usual way depending on how much learning
is required. For this experimentf (t) = 0.99throw was found to be close to optimal.
As usual, ‘optimal’ is defined as the fastest annealing schedule possible that does not
compromise final performance (in terms of the final average rewa d received). This
annealing rate must be selected by hand. When the system is trained on this degenerate
case, the single action unit learns an appropriate throwingvelocity to hit the target
with an average error of 0.02 of a unit (along the x-axis) within a few hundred training
throws. The task is easily solved since the single Output unit only has to perform a
hill-climb (no local maxima) on the reward surface over the two dimensional action
space in a manner following the simple system analysed in chapter 6.
However, this basic experiment is made more interesting if more units are added to
the Output map. A second experiment is performed with the following additional
parameters:
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(a) Output map after learning.














Figure 7.2:Numerical and analytical solutions to the problem of maximis ng the reward of equation
(7.4) under the parameters of table 7.1. Figure (a) shows theOutput map after learning. Figure (b)
shows the analytical solution to the same problem.
Parameter Value
Output map size 30×1
Output map neighbourhood size,ON 15× f (t)
Probability of Q-Exploration,p f (t)
Now, f (t) = 0.999throw is used because there are more Q-values and Output unit po-
sitions to learn. In addition, minimum values are maintained for some parameters to
achieve the best looking maps. These are 0.1, 0.05, 0.5, 0.1 and 2 forOL, α, p, MA,
andON respectively. The numbers are somewhat arbitrary, althougthe unusually high
minimum value ofp ensures that all Output units are involved in solving the problem.
This allows us to highlight the potential for learning multip e solutions.
Figure 7.2(a) shows the Output map plotted in the two dimensional output space after
parameter annealing (approximately 4000 throws). The units have identified thirty
different trajectories for reaching the target ranging from low, hard throws to high
lobs. Now, by rearranging equation (7.3), the relationshipbetweenUx andUy can be
derived for which the target is hit by the projectile:







Figure 7.2(b) shows this relationship plotted for all real vues ofUx andUy (where
both lie in the range[0,1]), which neatly corresponds to the set of solutions found by
the learning system itself. Interestingly, although the RLsystem clearly adheres to
the analytical solution, it appears to be reluctant to use the very hardest and lowest
throws which correspond to the missing part of the curve in figure 7.2(a). The reason
for this probably lies in the variable reliability of differnt types of throw. To illustrate
this, consider first figure 7.3(a), which shows the landing position of the projectile as a
function of throwing velocity (same model parameters as in table 7.1), and then figure
7.3(b), which shows the first derivative of this function. The observation is that for the
very lowest and hardest throws, the rate of change in the landing position with respect
to the throwing velocity is largest. This means that small deviations in the throwing
velocity as a result of the random noise generated by exploration, will have the greatest
impact at this point. In other words, given that there is noise in the system, low hard
throws are the least reliable way to hit a target. The Q-values will reflect reliability
because they are a measure ofexpectedreward. Given this explanation, the behaviour
of the system is considered desirable.
Figure 7.4 reports the actual and analytical solutions of a second learning trial in which
the wind speed and gravity are increased (Wind = 0.3, G = 0.1).A satisfactory corre-
spondence is again observed, with a similar aversion to the low st and hardest throws
for reaching the target.
Note that generally there is no reason why theentire range of actions should be dis-
covered since any subset of points, or indeed any single point on each curve will be
sufficient for solving the problem. The graphs shown illustrate the potential for dis-
covering multiple actions given the stochastic nature of the search process, but ifall
possible solutions are required with certainty then extra care must be taken to ensure
adequate exploration of the space (achieved here through a large value of the explo-
ration parameter,p).























(a) Landing position of the projectile
as a function of the throwing velocity.
The solid line denotes all trajectories that


































(b) Numerical approximation of the first
derivative of the landing position with re-
spect to the throwing velocity. Again the
solid line denotes all trajectories reaching
a target atX = 4.
Figure 7.3:Graphs show how the landing position and the gradient of the landing position vary with
the throwing velocity.













(a) Output map after learning.














Figure 7.4: Learned (a) and analytical (b) solutions to the problem of maxi ising reward when
G = 0.1 andW = 0.3 (other parameters as defined in table 7.1). This time more throwing velocity is
required, but the correspondence between the analytical and numerical solutions is still apparent.
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(a) Before learning. (b) During learning. Some
hits, some errors due to ex-
ploration.
(c) After learning. Explo-
ration is minimal. Differ-
ent solutions to the same
problem are found.
Figure 7.5:Throwing the projectile as learning progresses.
For the purposes of qualitative illustration, figure 7.5 shows how the agent learns to
throw the projectile with increasing accuracy as the trial progresses.
7.4 Experiment II
The problem is now extended by parameterising the task with respect to the position
of the target along the x-axis. This changes the problem to one involving a single-
dimensional state space. To map this space, a one-dimensional Input map of 30 units is
used, with an initial neighbourhood of 15, annealed in the usual way. In this experiment
minimum values are no longer used for any of the parameters. The new (or altered)
parameters are given as:
Parameter Value
Learning rate of Input map,IL 0.3× f (throw)
Input map neighbourhood size,IN 15× f (throw)
Annealing schedule,f (throw) 0.9985throw
Three runs of this new experiment are shown in figure 7.6. In all cases, the Input map
accurately and smoothly represents the range of possible targ t positions by equally
spacing the thirty states in the single dimensional state-space. the Output maps vary
across the runs, but recall that each target position is satified by a range of throws
214 C H A P T E R 7. LEARNING BALLISTIC PROBLEMS
within the space. This gives the Output map a large amount of freedom to represent
this space, and in fact all runs performed well (figure 7.7, tocome).
7.4.1 Topology preservation
We have already seen the advantage of neighbourhood Q-learning in chapter 5, but this
experiment gives us another opportunity to quantify the benefit.
Figure 7.7 shows three learning curves. The first to consideris the one labelled
+NL/0.9985 which corresponds to the previous experiment, utilising neighbourhood
Q-learning and an annealing schedule of 0.9985throw. This was empirically found
to be the fastest annealing rate that did not compromise finalperformance. In other
words the base level of this curve can be considered as the modl’s optimum per-
formance. The same experiment without neighbourhood Q-learning yields the curve
labelled−NL/0.9985, showing a marked decrease in both learning speed and final
performance. It turns out that learning is so handicapped bynot using neighbour-
hood Q-learning that the annealing schedule must be decreased to 0.9997throw be-
fore final performance comes close to achieving that of the original experiment (see
curve−NL/0.9997). The annealing schedule numbers of 0.9997 and 0.9985 are rather
meaningless on their own, so the actual schedules are superimposed on the graph. The
main result is that neighbourhood Q-learning is able to expedite convergence to opti-
mal performance by a factor of at least six. Interestingly, this speedup factor appears
to be consistent with the approximation obtained back in figure 5.14, even though that
experiment involved a very different task.
7.4.2 The cost of organisation
Looking again at the Output maps of figure 7.6, one aspect thatdoes vary is the degree
of clustering. For example, in the second run the Output units are significantly more
evenly distributed than in the third. This can be explained by the observation that
there are essentially two forces present in the Output map. The first is the attraction
of units towards highly rewarded regions of the space, and the second is the pull that
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Figure 7.6:Results of three runs of the same experiment in which the system attempts to maximise
the reward of equation (7.4) under the parameters of table 7.1, but where the distance of the target is
varied (drawn randomly and evenly from the range[0,1]) and supplied as an input to the system before
each throw. The learned Input map of each run is shown on the left (shown in two dimensions for
convenience), and the Output map on the right. Output units are coloured simply according to their
index within the map. Input units are colour coded accordingto the Output unit for which they have the
highest Q-value.
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Figure 7.7: Three learning curves are shown plotting average Error (thenegative of average reward)
over the number of throws. Each curve is labelled according to whether neighbourhood Q-learning is
used (+NL) or not (-NL), and according to the annealing schedule used. The two different annealing
schedules (0.9997throw and 0.9985throw) are also plotted as the dotted lines, with the steeper schedule
naturally corresponding to 0.9997throw. Each curve is averaged over a large number of runs, and so the
error bars can be considered negligible for comparison purposes.
neighbours exert on each other as imposed by the familiar SOMlearning rule1. This
second force is necessary because it ensures competition beween regions of the output
space for Output units, thereby encouragingall units to occupy popular and therefore
presumably useful regions. This second force also encourages topology preservation
which, as we have seen, can be used to expedite the passing of reward information
around the Q-table through neighbourhood Q-learning. However, the force exerted
on an Output unit by its neighbours is also disruptive since it will tend to drag that
unit away from its preferred position — a position that it is attempting to discover
for itself through a costly trial and error process. The insta ces where clusters of
units have appeared along the Output map in figure 7.6 are probably the result of this
topological force overpowering the exploratory force at that point. It is important to
strive for a balance between these two forces that respects both the individual unit and
the society of the map as a whole. This will then allow a suitable tradeoff between
competition/organisation in the output space, and the ability of units to independently
explore this space.
1Note that this second force is quite distinct fromneighbourhood Q-learningwhich is only con-
cerned with the Q-table, not the position of Output units.
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Figure 7.8:Input and Output maps for the same setup as figure 7.6, except that alarger neighbourhood
of 25× f (throw) is used.
As an example consider figures 7.8 and 7.9. The graphs show theInput and Output
maps for similar experiments to those reported in figure 7.6,except that the size of the
neighbourhood is varied. Figure 7.8 shows the effect of increasing the neighbourhood
and therefore the ’second force’ referred to above. The consequence is a more contin-
uous Output map with greater topology preservation. Figure7.9 shows the effect of
using a smaller neighbourhood. Here the Output map is less well organised, topology
is compromised in the Output map, and there is greater discontinuity in the mapping
between the Input and Output maps.
The SOM has a general tendency to minimise its final length (defined as the sum of
the distances between nearest neighbours, in a two dimensional map), and indeed this
is a feature that has been exploited to provide approximate solutions to the Travelling
Salesman Problem for example (see Favata and Walker (1991)). In this sense, the
Output map of figure 7.8 has sought the most consistent set of thr ws for reaching
a variable target. Although the Output map of figure 7.8 has a more intuitive appeal
than that of figure 7.9, we note that if the neighbourhood force becomes too strong,
then the disruption to units by their neighbours will actually outweigh the constructive
capabilities of the map, and the map will tend to collapse into highly active regions of
the Output space. As a final point, we note that the actual performances (in terms of
the final reward average) associated with figures 7.6, 7.8 and7.9 are very similar, and
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Figure 7.9:Input and Output maps for the same setup as figure 7.6, except that asmallerneighbour-
hood of 5× f (throw) is used.
we should not be unduly prejudiced by the appearance of figure7.9.
7.5 Summary
This chapter has sought to explore some qualitative performance issues pertaining to
the Output map in more detail. The projectile throwing environment, which will be
used in the next chapter to compare the proposed model with analter ative based upon
backpropagation, was seen to necessitate the adaptation ofreal-valued actions since
in this instance it is not possible to approximate a real-valued action with a series of
discrete actions. Further more, fixing a set of actions in theoutput space at a resolution
that would have achieved comparable performance to the proposed model, would have
led to hundreds of irrelevant units, thus crippling the exploratory process. In higher
dimensional spaces, handcoding actions to cover the entirespace is clearly even less
viable.
First we saw the model’s potential for generating and maintaining multipleactions for
the same state. This feature is deemed to have positive implications for robustness, par-
ticularly if we expect situations in which some actions become unavailable for reasons
perhaps outside the control of the system. Examples might beas a result of damage,
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or on the advice of another module in a behaviour based system.
Next we reiterated the advantage of using topology preservation in both the Input and
Output maps to expedite learning, by comparing the proposedmodel with one in which
neighbourhood Q-learning was not used. Interestingly, thespeed up factor of approxi-
mately six was found to be consistent with the same comparison performed on a differ-
ent experiment in chapter 5. In general, we might expect the smoothness of the reward
function to control the degree to which neighbourhood Q-learning is advantageous.
Finally, we briefly investigated the effect of varying the neighbourhood size on the
continuity orconsistencyof the Output map. As we might have expected, increas-
ing the neighbourhood size leads to more consistent maps in which the length of the
map is minimised. While we suggest that consistency in the Output map is beneficial
for neighbourhood Q-learning, and also, potentially, for interpolating between actions,
there was no immediate evidence for Output map consistency leading to an improve-
ment in final performance. Moreover, we should be aware that if too much neighbour-
hood learning (different from neighbourhood Q-learning, which is exclusively con-
cerned with the Q-table) is used so that it overpowers the exploratory capabilities of
individual units, then the map may collapse onto highly active regions of the output
space, with disregard for their infrequently active neighbouring regions. Hence in this
respect a balance must be struck.
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C H A P T E R 8
Backpropagation
8.1 Introduction
At the end of chapter 6 the proposed model was briefly comparedwith a number of
alternative approaches to continuous action-space generalisation. Out of all the al-
gorithms reviewed, the QCON algorithm of Lin (1993) (section 4.6), the SRV unit
of Gullapalli (1990) (section 4.9), and the Q-AHC model of Rummery (1995) are
considered the most promising. All maintain estimates of expected reward, support
real-valued inputs and outputs, and appear to offer good scalability. All three are also
based on backpropagation suggesting that this particular appro ch is worth investigat-
ing further. Although interesting, Lin’s model is not directly relevant to the current
problem because a set of actions must be fixed beforehand, so the emphasis will be on
Gullapalli’s SRV unit, and the related Q-AHC approach. Although other MLP-based
approaches such as CRBP (Ackley and Littman (1990); Ziemke (1996)) and Touzet’s
algorithm (Touzet, 1997) may also be worthy of comparison, they are rejected here on
the grounds that they place too much emphasis on binary reward signals and the use of
complementary actions for driving learning.
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Tesauro’sTD-Gammonhas already proved that backpropagation can be used to good
effect in RL problems, although this particular approach isnot directly applicable here
because it requires an environment model. Further justification for investigating back-
propagation within the current context is that it is ostensibly a supervised learning
technique and as such represents something of an interesting paradigmatic alterna-
tive to the SOM. As we will see, there are also some other key differences between
backpropagation and the SOM, apart from the degree of supervision, that will impact
heavily on their suitability for various RL problems.
8.2 Adapting backpropagation for RL
Backpropagation has an elegance and power that has been exploit d over the last fifteen
years in a wide range of applications as diverse as handwritten digit recognition (LeCun
et al., 1990), learning to play backgammon (Tesauro, 1994),learning to pronounce
English words from an orthographic description (Sejnowskiand Rosenberg, 1986),
scheduling problems (Crites and Barto, 1996), modelling brain function (Shillcock
and Monaghan, 2001), and robot control (Lin, 1991), to name only a few. But out of
this body of research some now well known problems have emerged including local
minima, selection of appropriate initial weights and learning rates, the challenge of
interpretation and diagnosis, and perhaps most notably, long training times (Rojas,
1996; Bishop, 1995). However, before the benefits and drawbacks can be compared
within the current context of reinforcement learning of real-v lued functions, the basic
algorithm first needs to be augmented to remove the assumption that appropriate input-
output pairs are explicitly available — an assumption that does not hold in the standard
RL formulation.
The CRBP algorithm (Ackley and Littman, 1990) circumvents thi problem by intro-
ducing a binary reward signal with learning taking place in the direction of the com-
plement of the binary output vector in the event that this reward is negative. However,
it has already been suggested that binary reward and outputsare potentially restric-
tive. A simple alternative model is proposed in figure 8.1. The system consists of two
networks. The network on the left computes an action for eachinput, while the net-
work on the right simultaneously computes the estimated expected reward of taking
that action under that same input.




Figure 8.1: Two backpropagation networks compute a reinforcement learned mapping from two
inputs to a single output. The network on the left — theactor network — computes the mapping from
inputs to output while the network on the right — thecritic network — maintains a partial Q-function
which maps an input vector to the estimated expected reward of taking the action proposed by theactor
network.
This model is proposed for the purposes of this chapter, and is to enable a preliminary
comparison between backpropagation and the SOM for generalisation in reinforce-
ment learning problems. We are not attempting to introduce an w architecture here
— indeed the model of figure 8.1 has many precedents in the literature. One such
precedent is clearly Gullapalli’s SRV unit which embraces the same idea but uses only
a single linear unit in the place of each network. This simplicity of SRV appears to be
a handicap since the original model has trouble with relatively straightforward map-
pings (Gullapalli, 1990). However, we consider the conceptto be basically sound as
well as relevant for a comparison with the proposed model of this thesis. We intend to
present the model of figure 8.1 as a more powerful alternativeto SRV which can act
as a suitable representative for backpropagation in the curr nt context of comparison
with the SOM-based approach considered thus far.
Figure 8.1 has other precedents in the literature too. One isthe Associative Rein-
forcement Comparison(ARC) algorithm of Sutton (1984) (reviewed in Kaelbling et al.
(1996)) in which the same idea is used, except that binary actions are maintained in a
manner not dissimilar to CRBP. Indeed the ARC, along with other connectionist ap-
proaches to RL generalisation, appears to have inspired Gullapalli’s SRV algorithm,
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with the latter’s contribution being the provision of real-valued actions. Another rele-
vant precedent is the Actor-Critic model of reinforcement larning which was an early
model first proposed in Barto et al. (1983) (reviewed in Sutton and Barto (1998)), and
later adapted to real-valued actions in Rummery (1995) (as described in section 4.10).
To clarify matters for the purposes of this and the followingchapter, and without
labouring the possibilities of which model inspired which,let us henceforth refer to
the scheme of figure 8.1 as theactor-critic model, noting that its primary inspiration
came from SRV, although a retrospective look at the literature reveals a number of
important precedents including ARC of Sutton (1984), the AHC model of Barto et al.
(1983), and the extension to real-valued actions in the Q-AHC model of Rummery
(1995). We reiterate the purpose of this chapter not as the inroduction of a new model,
but as a comparison of the computational features offered bybackpropagation func-
tion approximation with those offered by the SOM, with respect to RL and continuous
action spaces.
8.2.1 The algorithm
The general problem with learning an optimal mapping from inputs to outputs using
backpropagation is that the optimal outputs need to be knownbeforehand so that the
appropriate errors can be fed back through the network. However, all that is known
in figure 8.1 is the estimated expected reward of theproposedaction, which is of no
immediate help in learning to produce theoptimalaction. To circumvent this problem,
the following algorithm applied to the architecture of figure 8.1 is proposed:
At each time-step, an input vector,I , is presented to the actor network and an output
value,O, generated.O is then randomly perturbed1 to produceO′, and then this action
is taken yielding a reward,R, from the environment. Meanwhile, the critic is also
presented with the input vector,I , and generates the estimated expected reward of the
pair(I ,O), which we can callE(R). If R> E(R) then the random perturbation appears
to have been successful and the actor network is updated towards2 the pair(I ,O′),
1In the same way as before — i.e. by adding random noise drawn eve ly from the distribution,
[−σ,+σ], whereσ is the exploration rate (corresponding toMA in the proposed model).
2Using the standard backpropagation learning rule (Rojas (1996)(chapter 7)) withI as the input
vector andO as the target.


















Figure 8.2: The reward function for a given input is linear in the real-valued action that is taken,
providingσ is small.
otherwise the actor is updated towards(I ,O) (in other words no update is made since
the error is zero). Finally, the critic is always updated towards the pair(I ,R), so that
the estimated expected reward of the pair(I ,O) will be more accurate next time it is
required.
An intuitive validation of this technique can be achieved byconsidering a single input
presented over and over, with perturbations to the output made in the range[−σ,σ], and
the environment yielding immediate non-discounted reward. If σ is small enough, then
the reward function (assuming it is c(1) continuous) will approximate a straight line in
the range[O−σ,O+ σ] as depicted in figure 8.2, and therefore the average environ-
mental reward under a network proposing outputO will be the expected environmental
reward ofactuallytaking actionO, in spite of the network’s random exploration around
O. The critic should then produce an accurate estimate of the exp cted value of tak-
ing actionO, again in spite of the exploration. Now, since the actor network is only
updated towards actions that are better than this value, theactor network will tend to
improve its performance. In practice, larger values forσ may still yield good results.
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8.3 Gullapalli’s SRV unit
Before this model is evaluated and compared with the proposed model of chapter 5,
we first compare its performance with that of SRV, since this is the existing algorithm
to which it bears closest resemblance, and also by which it was inspired. The SRV
algorithm of Gullapalli (1990) is first recapitulated (fromsection 4.9).
Recall that the problem that Gullapalli sets himself is exactly the one considered here
— namely that of generating an optimal mapping3 from real-valued input vectors to a
real-valued output guided only by a scalar reward signal. His approach is based upon
what he calls theSRV(‘Stochastic Real-Valued’) unit of figure 8.3. The system isfed
two inputs (the model can be generalised to any number of inputs) and an outputO is
generated using a Normal distribution. The mean for this distribution is generated by
a single hidden unit,H1, whose output is the weighted sum of its inputs (including a
bias). The second hidden unit,H2, which is also a linear unit, generates the estimated
expected rewardE(R) of the SRV unit for the given input stimulus.
Gullapalli restricts the reward signal to the range [0,1], so E(R) also lies within this
range. The variance of the Normal distribution is generatedccording toE(R) and the
following principle; if E(R) = 1 then the unit is behaving optimally, and the variance
is zero. If E(R) = 0 then the SRV unit is behaving very poorly and variance is set
high. The variance is actually calculated fromE(R) using a monotonically decreasing
function, S(x) = max(1−x5 ,0). After an input vector has been presented to the SRV
unit, and the action generated by the Normal distribution has been taken, a rewardR is
elicited from the environment. Now hidden unitH2 learns to produceR for the current
input vector by backpropagating the errorR−E(R) through the linear unit according
to the Widrow-Hoff learning rule (Widrow and Hoff, 1960):
ui(t +1) = ui(t)+β(R−E(R))Ii(t) (8.1)
3i.e. That which maximises expected reward.









Figure 8.3:Gullapalli’s SRV unit.
This is just a special case of the more general backpropagation update rule where each
weight is updated negatively proportionally to the gradient of the Error function with
respect to that weight. Here the error function is implicitly defined as12(R−E(R))2.
Unit H1 is updated in much the same way except that its target isO× (R−E(R)).
Hence if the actual reward is an improvement on the estimatedexpected reward, then
the mean of the variance is pushed towardsO (since the exploration was probably
good), otherwise the mean is pushed away fromO. The actual update rule used for
unit H1 is:
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The intuitive idea behind the SRV is simple. For each input vec or a mean and variance
is computed, with the variance linked to how far the estimated expected reward is from
a theoretical maximum. An output is then generated according to a Normal distribution
based on this mean and variance. If the output is good then themean is pushed towards
this output otherwise it is pushed away from it. In any case, th estimate of the expected
reward is updated. Learning proceeds in this way until the SRV unit produces the
correct output for each input, and the variance of the distribu ion is therefore zero.






with the reward at each time-step defined as 1−|Error| where theError is the differ-
ence between the target output and the actual output of the SRV unit. The single unit
easily learns the mapping in around 2000 time-steps, where atime-step corresponds
to a single processing cycle involving: the presentation ofa single input vector, taking
the action proposed by the SRV unit, an environmental reward, an the application of












Figure 8.4:An SRV unit and a standard sigmoid unit are connected in a topology that is often used to
solve the XOR problem.
Clearly the basic SRV unit will not be able to learn this mapping since the two hidden
units,H1 andH2, only have a single layer of weights each. To solve this problem Gul-
lapalli experiments with several ways of building networksof SRV units. The most
successful involves using standard sigmoid units in a hidden layer and SRV units in
the output layer. The exact architecture for which results are presented is replicated in
figure 8.4. Gullapalli reports poor performance and unreliable convergence. A repro-
duction of the learning curve averaged only over those runs that converged is shown in
figure 8.5 and labelled ‘Standard Reward’. Gullapalli improves this preliminary result
by augmenting the reward signal to include a term which provides positive reward as
long as the outputs generated by the input vectors〈0.1,0.9〉 and〈0.9,0.1〉 are higher
then the outputs generated by the other two input vectors. Inthis way, the behaviour is
shapedwith the network first attempting to gain partial reward for slving the weaker
XOR problem, and then trying to optimise the reward by solving the full problem. The
averaged error curve, which is shown in figure 8.5 and labelled ‘Shaped Reward’ is an
improvement, although the network still fails to converge on all trials. Gullapalli’s ex-
periment is not repeated here, and the results are taken directly from Gullapalli (1990).
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Figure 8.5:Learning curves for the XOR problem. The Error is the averagepositive distance between
the network output and the target output. One time-step consists of presenting the network with one of
the four input patterns and invoking one backpropagationcycle. The curve labelled ‘Standard Reward’ is
Gullapalli’s first attempt. Not all runs converged (6 out of 20 either did not converge at all or converged
to a sub-optimal solution) and this curve is averaged over only those runs that did. The plot labelled
‘Shaped reward’ utilises a more informative reward signal (see text) in which learning is faster, but still
only 17 out of 20 runs converged to ‘correct weights’. The solid line is the performance (averaged over
twenty runs) of the actor-critic model of figure 8.1 in which convergence occurred on every run (see
following text for experimental setup).
8.4 Actor-Critic vs SRV
The real-valued actor-critic model of figure 8.1 is now tested on the XOR problem. The
networks used for the actor and the critic are identical and consist of two input units,
one output unit, and a single layer of six hidden units. It wasnoted that too few hidden
units resulted in some runs failing to converge; at least three hidden units appeared to
result in reliable convergence. The output units compute the sigmoid function, and the
hidden units compute thetanhfunction (an empirical choice, withtanhoutperforming
the sigmoid in this particular experiment). In each time-stp one of the four input
vectors (chosen at random, always with equal probability),I , is presented to both the
actor and critic networks, and the outputsO andE(R) are generated respectively.O
is perturbed by an amount drawn randomly and uniformly from the interval[−σ,σ] to
produceO′ and this action is taken, eliciting an actual reward,R, from the environment.
As in Gullapalli’s first experiment,R= 1−|Error|, where the Error is the difference
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between the actual output and the desired output. IfR> E(R) then the actor network is
trained towards the pair(I ,O′), otherwise the actor is not changed. The critic is always
trained towards the pair(I ,R).
8.4.1 Experimental setup
Before the result of the actor-critic model applied to the XOR problem is presented,
some comments on algorithmic efficiency and parameter settings are called for in order
to clarify the experimental setup.
One of the key criticisms repeatedly levelled at backpropagation is that it is slow to
learn. The problem arises from the gradient of the Error functio being very small
with respect to one or more weights, particularly those lower down in a network. Since
weight updates are made negatively proportionally to this gradient, convergence to
local minima can be arbitrarily slow when the network is in a wide and shallow error
basin. Problems also arise when the direction of the gradient is not directly towards the
local minimum. The consequence of this is that many orthogonal scillations may be
required, with each update only resulting in a small component in the actual direction
of the minimum (Rojas (1996)(chapter 8)).
Many extensions to the classical backpropagation algorithm have been suggested in
order to address these issues. For example, in theDelta-bar-deltaalgorithm (Jacobs,
1988) each weight maintains its own learning rate which is increased if successive
updates for that weight have the same sign, and decreased othrwise. This can both
increase the speed of movement across shallow regions of theerror surface and ame-
liorate the problem of oscillating orthogonal updates.Rprop(Riedmiller and Braun,
1993) employs a similar concept, while theQuickpropalgorithm (Fahlman, 1989) pro-
poses approximating the Error surface as a quadratic function which can be estimated
using two successive error values, and then using this approximation to move more
quickly towards the minimum. More sophisticated methods also exist such as thecon-
jugate gradient algorithm(see Bishop (1995) for a description) which aims to discover
and exploit the actual direction of the minimum using secondderivative gradient infor-
mation.
232 C H A P T E R 8. BACKPROPAGATION
The number of different flavours of backprop is large and comparison between differ-
ent algorithms on benchmark tests seems to be rare. Some improvements to the basic
algorithm work well for some examples, but particular counter-examples can often be
found (Rojas, 1996)[pg. 183]. There also tend to be costs associated with more ad-
vanced techniques such as an increase in the number of paramete s (Delta-bar-Delta for
example), the need for extra fixes to make the algorithm work in practice (Quickprop),
or extra calculations such as those required for methods which ut lise the Hessian ma-
trix of second derivatives. The interested reader is referrd to Bishop (1995) and Rojas
(1996) for comprehensive and authoritative reviews.
Notwithstanding this discussion, classical backpropagation is used here, although a
simple and effective way to speed up the learning of the XOR function turns out to be
to use a high learning rate. A value of 0.5 works well, and a further speed up factor of
5 applied to the updates of weights in the hidden layer was also empirically beneficial.
This presupposes that the global minimum lies in a suitably wide and flat region of the
Error function. Although this approach produces good results in this particular task,
one of the more sophisticated methods mentioned above is likely to be preferable in the
more general case. It is also likely that the results presentd here could be improved
further with the application of one of the above algorithms.
An exploration size ofσ = 1−E(R)2 is used which is analogous to Gullapalli’s idea of
increasing the exploration with the distance of the action fr m optimality. Necessarily,
this assumes that the optimum reward is known before hand, that optimal behaviour is
attainable (to avoid residual noise), and that the reward function is such that a feedback
loop that will increase the noise out of control is avoided. In the general case, such
assumptions are clearly unjustified, but in this specific case, nd for the purposes of
comparison, they are deemed appropriate. However, it is noted that the system is
sensitive to this parameter. For example, setting the exploration to 1−E(R)4 produces
slower convergence by around a factor of two.
Since the reward is received in the interval[0,1], the sigmoid output units of the critic
will find it increasingly difficult to accurately generateE(R) as the behaviour ap-
proaches optimality. This is because the gradient of the Error function becomes very
small for Outputs close to zero or one. For this reason the actual activation function

















Figure 8.6:The usual sigmoid activation function, and the ‘stretched-sigmoid’ function used in the
actor and critic networks to facilitate the networks’ behaviour close to optimality. The stretched function
is given byy = 11+e−x ×1.2−0.1.
used for the output unit is slightly different to the usual sigmoid function, as shown
in figure 8.6. A side-effect is that the backpropagation derivation is slightly different.
Two alternatives would be to normalise the reward to a sub-range of [0,1], or to use
linear output units.
In the case of the XOR problem, the training data consists of four input patterns. The
results presented here are achieved by following the convention of presenting the input
patterns in random order (with each input pattern having an equal chance of being se-
lected at each time step, i.e. with replacement). Contravening this convention appears
to both reduce the proportion of runs that converge, and to increase sensitivity to pa-
rameter settings. This effect is not investigated further here, but represents a possible
avenue for future work. A final detail concerns the initial weights of the networks.
These are drawn randomly and evenly from the range[−0.5,0.5].
For clarity, the key parameters are summarised below. The valu s re identical for both
the actor and critic networks.
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Parameter Value
Number of hidden units 6
Output unit activation function ‘stretched sigmoid’
Hidden unit activation function tanh
Perturbation range,σ 1−E(R)2
Learning rate (weights to output layer) 0.5
Learning rate (weights to hidden layer) 0.5×5
Initial Weights Evenly from the range[−0.5,0.5]
Training data selection Equal probability
8.4.2 Results
Having settled on an exploration strategy, the particular flavour of backpropagation
algorithm, activation functions, and the parameters for the actor and critic networks,
the learning curve for the XOR problem is shown alongside Gullapalli’s results in
figure 8.5. Convergence occurred ten times quicker than Gullapalli’s best results, and
on every trial.
This improvement by more than an order of magnitude is surprising since in essence
the two approaches are very similar. Moreover, Gullapalli’s XOR architecture is a
specific instance of our model in which there is a single sigmoidal hidden unit, and
two linear output units — one for the actor and one for the critic. Merging the actor
and the critic into the same network (i.e. a network with two output units — one
corresponding to the actor, the other to the critic) was not found to adversely affect
the results, so a number of other possibilities remain for why performance is so much
worse.
It is possible that there are an insufficient number of hiddenunits in Gullapalli’s model.
In practice, the critic network (or critic unit in the case ofGullapalli’s model) may have
to learn a number of different functions as the actor portionof the system experiments
with different policies. This suggests that more hidden units may be required than
would normally be expected to solve the XOR problem in a supervis d fashion. In our
actor-critic model, convergence only occurs reliably whenthe hidden layer contains at
least three hidden units. Another possibility is that Gullapalli’s learning rates are too
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small, unnecessarily delaying learning. Using half the learning rate and removing the
speed-up factor of 5 in the hidden layer weight updates reduces the speed of conver-
gence by a factor of about 10 in the actor-critic model. Another difference is the use of
linear rather than sigmoidal units in the output layer. Interestingly, using linear output
units in the actor and critic networks resulted in some runs converging to suboptimal
performance4. It is also possible that the exact formula used for linking exploratory
noise to the current estimate of expected reward may be a relevant factor, although this
seems unlikely. One final discrepancy is the way in which noise is added to the pro-
posed actions; Gullapalli uses Normally distributed noise, whereas in the actor-critic
model we use evenly distributed noise.
8.4.3 Scalability
At this point we make a brief note about scalability. Although in this example only
one output is required and the reward is immediate, it is noted that either of the models
being compared could in principle be extended to incorporate multiple output variables
(either on separate actor networks, or on a single network),and discounted sums of
reward.
8.5 Actor-Critic vs proposed SOM-based model
Having made some effort to arrive at a suitable backpropagation rchitecture for the
reinforcement learning of real-valued actions, we can now proceed to the main focus
of this chapter — a comparison with the SOM-based model of chapter 5. We begin
by presenting the XOR problem to the SOM-based model. Input and Output maps
of 10x1 units are used, initial neighbourhoods are set to 5, and the learning rates are
annealed in the usual way withf (t)= 0.995t. Figure 8.7 shows the result. Note that the
scale is smaller than that of figure 8.5 by a factor of twenty, and that learning proceeds
several hundred times quicker than Gullapalli’s comparable result. The problem is
solved within a few hundred time-steps compared with a few thousand time-steps for
4Although it is always hard to detect the difference between th network converging to a local min-
ima, and slow learning caused by an almost flat Error surface.
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Figure 8.7:Learning curves for the XOR problem. The curve labelled ‘Backprop’ corresponds to the
solid line in figure 8.5. The curve labelled ‘Kohonen’ shows learning in the SOM-based model with the
annealing function,f (t) = 0.995t , optimised by hand.
the backpropagation model and hundreds of thousands of time-steps for Gullapalli’s
SRV network. As with the backpropagation model, convergence occurred on 100% of
trials.
The Kohonen model appears well suited to this problem since it is able to take advan-
tage of the discrete nature of the task. There are only four singularities in the input
space that need to be represented (corresponding to the fourinput patterns) and this
can be achieved very quickly and reliably with a Kohonen map.Similarly, there are
only two points in the output space that need to be identified,an this is also easily
achieved. No interpolation between these points is required, and so no generalisation
is required either. This experiment is not analysed in any more detail because the result
is both very clear and very easy to reproduce.
8.5.1 Learning to throw projectiles
A more interesting test for the actor-critic model requiresthe learning of a continuous
function, as in the projectile throwing problem of the previous chapter. We might
expect that the backpropagation-based model is able to takeadvantage of the fact that
8.5. ACTOR-CRITIC VS PROPOSED SOM-BASED MODEL 237
continuous functions are built directly into its representational machinery, while we
know that the SOM-based model must use a discrete approximation ( s already seen
in figure 7.6 for example).
By parameterising the problem on the position of the target,th wind speed, the co-
efficient of friction and the mass of the projectile, we can also test both models in a
higher dimensional state-space than considered so far. In particular, we would like to
see how the SOM-based approach scales to a problem with an intrins c dimensionality
significantly greater than the map itself, and also how much more robust, if at all, the
actor-critic model is to an increase in the dimensionality of the problem.
Four experiments are considered in this section. In the first, only the position of the
target is varied, leading to a single dimensional state-space and a problem similar to
that encountered in chapter 7. In the second experiment, thewind speed is also varied
resulting in a two-dimensional state space. The third experiment adds a third variable
— the coefficient of friction — and the final experiment adds a variable projectile mass.
Due to the possible interactions between the parameters, care must be taken to ensure
that the target is never outside the throwing range of the agent. Table 8.1 summarises
the four experiments.
Experiment Distance Wind Co. Fr. Mass No. Variables
A [0,9] 0 0.1 1 1
B [0,9] [−3,0] 0.1 1 2
C [0,9] [−3,0] [0,0.2] 1 3
D [0,9] [−3,0] [0,0.2] [1,2] 4
Table 8.1:Four experiments involving different numbers of variables, with each variable selected ran-
domly and evenly from within a specified range. Both variableranges and, where appropriate, constant
values are indicated. Care must be taken to ensure that the target can always be reached (in principle)
from anywhere within the input space.
The reward is given in the usual way — i.e. according to equation (7.4) — normalised
to lie in the range[0,1]5. However, before the experiment proper is introduced, we
first report a problem that was initially encountered with this reward function. Prelim-
inary results showed very little difference in performancea ross the four experiments,
5Normalised reward =max( r20,−1)+1.
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even when the variables werenot supplied as part of the input. An inspection revealed
that the system, to avoid the errors caused by incorrectly predicting the effect of the
environmental parameters, was consistently favouring extremely hard, low throws. By
minimising the time the projectile was in flight, solutions were being found that cor-
responded to the flattest regions on the reward surface (thats ill maximised reward).
This finding confirmed a previous intuition that given a choice of equally good solu-
tions, those that are most reliably good will tend to be prefer d. This is a straight-
forward consequence of aiming to maximise expected reward,an is quite reasonable
behaviour. However, since the aim here is to compare the performance overnon-trivial
reward surfaces of various dimensions, the reward functionwas adapted to artificially
penalise hard, low throws. This was achieved by simply subtracting two from equation
(7.4) if the vertical component was less than the horizontalcomponent. This lowers
the favoured flat region of the reward surface and effectively dictates that each throw
should be at least 45◦ above the horizontal.
The experimental setups of the two models are not laboured again, and are summarised
directly in tables 8.2 and 8.3. The key change to the actor-critic model is that now the
actor network has two output units, one for each component ofthe throwing veloc-
ity. Note that the actor-critic links the exploration to theestimated expected reward
in exactly the same way as before which conveniently removesthe need for a manual
search for an optimal annealing rate. However, such a manualsearch is still required
for the SOM-based model because it is not clear how to integrathe exploration,p,
of different action units (the exploration associated withstandard Q-learning) with the
expected reward. A complete exploration of the models’ parameter spaces is outside
the scope of this experiment; hence the following values represent the best found dur-
ing a small amount of off-line trial and error.
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Parameter Value
Input map size 10×10 units
Motor map size 30×1 units
Input map neighbourhood size,IN 7× f (t)
Motor map neighbourhood size,ON 7× f (t)
Reward horizon,h 1
Q-learning rate,α f (t)
Learning rate of Input map,IL 0.3× f (t)
Learning rate of Motor map,OL f (t)
Probability of Q-learning Exploration,p f (t)
Probability of Large Motor Exploration,q f (t)
Max. Exploration distance around Motor unit,MA f (t)
Annealing schedule,f (t) 0.9997t
Table 8.3:The SOM-based model parameters for the four experiments of table 8.1. Experiment ‘A’
exceptionally used a single dimension Input map (30× 1, neighbourhood= 7× f (t)) and was able to
utilise a faster annealing schedule,f (t) = 0.9985t .
Parameter Value
Number of hidden units 8
Output unit activation function ‘stretched sigmoid’
Hidden unit activation function tanh
Perturbation range,σ 1−E(R)2
Learning rate (weights to output layer) 0.25
Learning rate (weights to hidden layer) 0.25
Initial weights Evenly from the range[−0.5,0.5]
Input data selection Independent and evenly distributed
Table 8.2:The actor-critic model parameters for the four experimentsof able 8.1.
Results
Figure 8.8 compares the results of the two models for the fourexperiments. The first
observation is that adding extra variables reduces the performance of both models.
The single exception is the application of the actor-criticto experiment D in which a
modest improvement is observed. This is likely to be becausewhen the mass is varied,
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(a) Learning in the SOM-based model.


























(b) Learning in the actor-critic backpropaga-
tion model.
Figure 8.8:Comparison of Error curves for learning to throw a projectilto a target in the two models.
The Error is simply the average distance from the target overth last 100 time-steps. Additionally,
each curve is averaged over 100 independent trials, so each data point actually corresponds to 100×
100= 10000 individual throws. Each graph contains four plots which correspond to the environment
parameters of table 8.1. Each curve represents the best set of parameters found for that experiment. The
standard deviation of the mean is negligible which means error-bars, if shown, would be hardly visible.
However, for completeness, variances of some curves (the data, not the mean) are shown in figure 8.9.
its new mean is higher than when the mass is fixed. A higher masseffectively reduces
the impact of the wind and friction because forces applied tothe projectile are divided
by the mass to yield the acceleration.
Looking first at the results for the actor-critic model, we sethat each of the experi-
ments of two or more input variables perform very similarly suggesting a robust re-
sponse to higher dimensional spaces. This is in contrast to the same results for the
SOM-based model which indicate that this approach is more susceptible to the curse of
dimensionality. This is to be expected since in experiment ‘D’, for example, the two-
dimensional Input map must represent an intrinsically four-dimensional space. We
therefore expect over-generalisation to occur, as well as areduction in the efficiency
and appropriateness of neighbourhood Q-learning. Increasing the dimensionality of
the Input map is not a general solution since the number of units required to create an
appropriate map will become very large, as will the amount oftraining data.
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(a) Variances of ‘A’ and ‘C’ from figure
8.8(a). The variance of ‘C’ is typical of ‘B’
and ‘D’ also.
























(b) Variances of ‘A’ and ‘C’ from figure
8.8(b). The variance of ‘C’ is typical of ‘B’
and ‘D’ also.
Figure 8.9:Typical variances of the data (not the mean of the data — see app ndix C for the differ-
ence) for the graphs of figure 8.8.
However, when the input space is of low dimensionality, we note good performance
by the SOM-based approach. In particular, note that in experiment ‘B’ (involving two
variables), a two-dimensional Input map performs as least as well as the actor-critic
in terms of final performance. In this case, a two-dimensional map is used in a two-
dimensional input space so we would expect performance to begood. In experiment
‘A’, involving just a single dimension state space, the SOM-based approach is able to
learn much quicker than the actor-critic as a result of usinga smaller one-dimensional
Input map. It is not clear why the actor-critic’s response toxperiment A has a different
signature to the other graphs.
One point worth noting is that although the performances of the two models appear
quite similar in terms of final performance, the difference between an average error of
one unit along the x-axis, and an average error of two units may be more significant
than it would first seem. As an illustration, imagine that theeffects of each of the
four environmental variables were arbitrarily large on thelanding position6, and that
6Although the target position cannot affect the landing positi n of a trajectory, so we are only really
concerned with the other three environment variables here.
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the system was given no information whatsoever before each throw. Under these cir-
cumstances the system could (and would be expected to) make each throw with a zero
velocity, guaranteeing a landing position at the origin. Given that the target position
was randomly generated in the range[0,9], this would result in a minimised expected
error of 4.5. Hence we would never expect the system to achieve an average reward
of less than -4.5, no matter how poor it is in differentiatingbetween different input
vectors. In reality, because the effect of the environmental variables will not be this
severe, an upper bound on the average error of less than 4.5 isexpected. The point
is that an average error of around two shows that the system has learned to differen-
tiate between different environmental variables probablyabout as poorly as it could
possibly be expected to do, even though some of the error curves start much higher.
The conclusion of this comparison, and the previous XOR experiment, is that for low
dimensional problems, the SOM-based model is both fast and effective. However,
its performance soon deteriorates as the intrinsic dimensionality of the input space
is increased to beyond the dimensionality of the Input map. In contrast, the actor-
critic model, based on backpropagation, appears to scale bett r with respect to the
dimensionality of the problem both in terms of learning speed and final performance.
8.5.2 Higher dimensional input spaces
The conclusion of the previous section is reinforced by considering a further, and very
simple experiment in which the reward surface is easy to visuali e, even in a very high
dimensional input space. The idea is tohidea single relevant input variable amongst
a number of other variables, with none of these other dimensions having a bearing on
the reward function.
Let us first consider the problem of mapping a single input variable, drawn randomly
and evenly from the range[0,1], to a single output variable, with the desired output
being equal to the current input. Following previous experim nts, we can use an im-
mediate reward signal given by:
rt = 1−|out putt − inputt|
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In this way, we expect the system to learn to map the single input variable onto itself.
Now we can increase the number of input variables, with everya iable drawn ran-
domly and evenly from the range[0,1]. The goal is still to produce a single output that
mirrors the first variable (reward given as before), but now the system must extract the
importance of this single variable from the other input dimensions, all of which rep-
resent noise. Naturally, the system is not explicitly told which the significant variable
is.
This task was performed by both the actor-critic and SOM-based models for a range
of input dimensionalities. The experimental parameters are summarised in tables 8.4
and 8.5, and the results are shown in figure 8.10. Although no special effort was made
to optimise performance in terms of learning time, the graphs are considered to be
representative of the relationships between the best obtainable learning curves. As in
the previous section, optimising the SOM-based model requis searching for the best
annealing schedule that does not compromise final performance, and optimising the
actor-critic model requires discovering a suitable learning rate. Note that learning in
both models could be achieved faster in low dimensional input s aces, as suggested
by the results of the previous section for example. However,th annealing schedule
of the proposed model, and the learning rate of the actor-critic, were adapted for the
higher dimensional cases and no attempt was made to independntly optimise these
parameters for the lower dimensional cases.
Parameter Value
Number of hidden units 2
Output unit activation function ‘stretched sigmoid’
Hidden unit activation function tanh
Perturbation range,σ 1−E(R)2
Learning rate 0.05
Initial weights Evenly from the range[−0.5,0.5]
Input data selection Independent and evenly distributed
Table 8.4:The actor-critic model parameters used to obtain the results of figure 8.10.
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Parameter Value
Input map size 20×20 units
Motor map size 30×1 units
Input map neighbourhood size,IN 7× f (t)
Motor map neighbourhood size,ON 7× f (t)
Reward horizon,h 1
Q-learning rate,α f (t)
Learning rate of Input map,IL 0.03× f (t)
Learning rate of Motor map,OL f (t)
Probability of Q-learning Exploration,p f (t)
Probability of Large Motor Exploration,q f (t)
Max. Exploration distance around Motor unit,MA f (t)
Annealing schedule,f (t) 0.9997t
Table 8.5:The SOM-based model parameters used to obtain the results offigure 8.10.
As we might expect given the results of the previous section,he SOM-based model
scales considerably worse with the dimensionality,d, of the input space. In particular,
good performance is maintained with up tod = 50 in the actor-critic model, whereas
even four dimensions begin to cause problems for the two dimensional Input map of
the proposed model. Note that we expect 0.75 to be a lower bound n performance,
since given no input data at all, the system would in principle still be able to achieve
this level of expected reward (average error = 0.25) by always producing an output of
0.5.
There are some other interesting things to note about these results. The first is that the
SOM-based model is able to reach its optimal performance — such as it is — more
quickly than the actor-critic (note the difference in scale). Note also that the variances
of the performances of the SOM-based method are much smallerthan those associated
with the backpropagation model. This can also be observed infigure 8.9. From this we
can deduce that the actor-critic model is more sensitive to ini ial conditions, whereas
in the SOM-based model it is the fixed annealing schedule thatdetermines the perfor-
mance of the system during learning. We also note a significant difference in the num-
ber of free parameters in each model. For any input dimensionality, d, the SOM method
has 200×d+6030 weights, while the actor-critic has only(2×d+4)+(2×d+2).






















(a) Learning in the SOM-based model using
the parameters of table 8.5. Each separate
plot is annotated with a number correspond-
ing to the dimensionality of the input space.




















(b) Learning in the actor-critic backpropaga-
tion model using the parameters of table 8.4.
Each separate plot is annotated with a num-
ber corresponding to the dimensionality of
the input space.
Figure 8.10:Comparison of reward curves for learning to distinguish onerel vant dimension in a
d-dimensional input space. Each data point is averaged overthe previous 1000 time-steps, with each
time-step corresponding to the presentation of one input vector drawn randomly and evenly from the
d-dimensional unit hypercube. Additionally, each curve isaveraged over 25 independent trials, so each
data point actually corresponds to 1000×25= 25000 individual time-steps. Each graph shows a number
of different experiments for different values ofd. The variances of the results are also shown on each
plot.
It is easy to see why the actor-critic performs better than the proposed model in this
context. The backpropagation algorithm adapts the weightsfrom the non-relevant in-
put variables of both the actor and critic to zero, so that after learning only the relevant
input dimension affects the outputs. In contrast, the Inputmap has no corresponding
means of extracting the important variable, and each unit ofthe map is obliged to con-
sider every dimension equally. When the dimensionality of the the input space is large,
the map’s units are unable to form an effective representation of the relevant variable.
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8.5.3 Non-stationary environments and non-equiprobable input dis-
tributions
Continuing the comparison of backpropagation with the SOM-based model, the issue
of dynamic environments is now considered. A potentially usef l property of any RL
application is the ability to track a non-stationary environment. By maintaining some
plasticity in the form of non-zero learning rates and explorati n, an agent may adapt to
changes in the reward function, changes in the input distribution, sensory-motor drift,
internal or external damage, or allow for re-calibration. But these facilities all require
that the underlying generalisation mechanism can support such adaptation.
The following section is intended to be of a qualitative rather than quantitative nature
and specific model parameters are not discussed. The essenceof the following results
is not parameter critical, and could be reproduced with a range of values drawn from
the previous discussions of the two models.
Let us begin by considering the function of one variable shown in figure 8.11(a), in
which reward is given according to the negative of the distance between the desired
output and the actual output. This simple mapping can easilybe learned by both the
actor-critic and SOM-based models. As we have seen, in the case of the backpropaga-
tion method, the problem is one of adjusting the weights of the actor to approximate
the function. In the SOM method, the input and output spaces have to be explicitly
represented by units of two Kohonen maps, and then a mapping between these discrete
states approximated through any appropriate value estimation technique.
In order to simulate a non-stationary environment, half waythrough training the task
is altered. After 20000 time-steps, rather than the input being venly distributed in the
range[0,1], it is now distributed evenly in the subrange[0,0.5] so that the system no
longer has exposure to the second half of the problem. In addition, the desired mapping
in the first half of the function is changed so that the target is always zero. The new
state of affairs is shown in figure 8.11(b). The question now is how do the two methods
adapt to this significant and sudden environmental change.
To answer this question, the results of running the experiment on the two algorithms

































Figure 8.11:Figure (a) shows a mapping from one input to one output calculted byy = |0.5− x|.
In the first half of training, the input variable is randomly and evenly distributed in the range[0,1], but,
after 20000 time-steps, input in the range[0.5,1] is discontinued and the desired mapping in the range
[0,0.5] is changed toy = 0 as shown in (b). (c) shows the new function learned by the backpropagation
algorithm where a side effect of learning the new mapping in the range[0,0.5] is interference with the
learned mapping in the range[0.5,1].
are shown in figures 8.12 and 8.13. Figure 8.12 shows the effect o hanging the
environment on the backpropagation model in the way described above. Curve A
shows the average error (negative of reward) per time-step of the system. The network
immediately learns to approximate the initial mapping to within an error of about 0.15,
and then proceeds to slowly refine its performance7 until the environment is abruptly
changed atTime= 20000. At this point, the problem is reduced to the much simpler
one of producing a zero for every input (in the subrange[0,0.5]), and performance
reflects this by quickly approaching optimality.
However, the point of interest is observed in the degradation in the learned mapping of
thediscontinuedhalf of the input space. The network is simultaneously run (but not
trained) on inputs selected randomly and evenly from the interval[0.5,1]. The average
error of the network for this part of the environment is shownas curve B. Initially,
the error is predictably similar to the actual error received by the learning system.
7Interestingly, learning is considerably slower than in thesingle dimensional projectile experiment
of figure 8.8. We believe that this is due to the non-monotonicnature of both the mapping and the reward
function. This relates to linear-inseparability in that ifwe were to take three input-output pairs from the
desired mapping of figure 8.11(a) at〈0,0.5〉, 〈0.5,0〉 and〈1,0.5〉, and label them ‘class 1’, ‘class 2’
and ‘class 1’ respectively, we would have a linearly inseparable problem. Non-monotonic regression
problems were found to be harder to learn than monotonic oneswith backpropagation, either directly or
through the RL approach of the actor-critic.














Figure 8.12:Adapting to a dynamic environ-
ment with the backpropagation method. Curve
A shows the actual error while curve B shows
the error that would be incurred by the net-
work with respect to the discontinued half of
the distribution. The environment is changed at
Time= 20000. The error at each time-step is the
negative of reward. Results are averaged over a














Figure 8.13: As for figure 8.12 but for the
SOM based model.
However, at the point when the environment is changed, this error quickly increases as
the network concentrates on the function in the range[0,0.5] at the cost of interference
to the function in the range[0.5,1]. Figure 8.11(c) shows the new function mapped by
the network after the environmental change, and here the reason for the degradation
in the performance of the actor network in the discontinued range is explained. The
adaptation of the weights to fit the function in the range[0,0.5] has caused the network
to produce an output of zero in the remaining part of the inputs ace too.
Whether this behaviour represents over-generalisation ornot clearly depends on whether
the discontinuation of the input space in the range[0.5,1] turns out to be temporary or
permanent. If the discontinuation turns out to be permanentthen this interference
could be useful, since the system is effectively forgettingsomething which is obso-
lete and for which, eventually, resources may no longer be available. But if the agent
is just experiencing a local environmental change then the system is over-generalising
and throwing away useful and possibly hard-earned information. Deciding whether the
system is behaving sensibly or wastefully will require a knowledge of the environment.
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It seems possible, and even likely, that a real-world enviroment will behave in exactly
this way. After all it only took a thousand time-steps for thedisruption to the discon-
tinued part of the environment to occur, and this level of discontinuation would surely
be expected in many applications. The ability of a system to preserve information
acquired about atemporarilyunexposed part of the environment is clearly important.
Figure 8.13 shows the same graphs for the SOM-based model. Recall that graph ‘A’
represents the error of the actual system as it learns first the mapping of figure 8.11(a)
and then the mapping of 8.11(b), and graph ‘B’ represents theerror in the mapping of
the environment only in the discontinued range,[0.5,1]. After t = 20000, the perfor-
mance in graph ‘B’ is hypothetical, since the actual inputs no longer fall within this
range.
The first observation is that learning is much quicker in the early stages8. The point
of interest however is what happens after the environment ischanged. Firstly we see
a sudden drop in performance of the live system which slowly improves as the agent
learns the new function of figure 8.11(b). The second thing tonote here is that adapta-
tion to the new environment is slower. This is partly becausethe residual exploration
is small at this stage (maintaining larger residual explorati n is costly in terms of per-
formance), but also partly because the backpropagation network has fewer parameters
and can change them all simultaneously in response to the newa d very simple reward
surface. In contrast, the SOM-based model can only make local changes to the map-
ping in one part of the input space at a time. However, being able to make changes
locally becomes an advantage when it comes to preserving learned behaviours. This
is witnessed in the second half of curve B which deterioratesmuch slower than the
corresponding curve for the backpropagation model. Local ch nges can be made to
the part of the environment that has changed without disrupting the remaining parts of
the system. Such disruption only occurs as a result of neighbourhood activity in the
Input and Output maps slowly dragging units away from their learned positions.
8The fact that curve B does not follow curve A prior tot = 20000 reflects the residual exploratory
noise that has to be maintained in the system to allow adaptation to the expected change in the environ-
ment. The reason this exploratory noise is not necessary in the actor-critic is that exploration is again
linked to reward following Gullapalli’s original approach. However, note that in general this conve-
nience will not be afforded to the actor-critic model either, because it relies on the optimal reward being
known in advance.
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The degree to which the tradeoff between plasticity and stability is made in the SOM-
based model can be controlled either as a function of time or dynamically controlled
as a function of an environmental variable such as expected reward. However, in the
backpropagation model there is no general way of controlling this kind of global dis-
ruption resulting from local environmental changes since adistributed representation
is a fixed feature of this class of models. Although this feature often turns out to be an
asset, in this particular instance it also manifests itselfas a potential liability9.
On the more general subject of non-equiprobable input distributions, it is generally
accepted that backpropagation can be sensitive to the ordering and distribution of the
training data. This was observed while using the actor-critic to learn the XOR problem
back in section 8.4. There, it was found that random presentatio of the four input
vectors considerably improved performance, and that contravening this convention re-
sulted in runs that did not converge. Although temporarily discontinuing entire regions
of the input space represents an extreme set of circumstance, it s ems likely that more
subtle shifts in training order or distribution could have similarly disruptive effects on
the representations of the actor-critic model.
8.5.4 Further comparisons
We now compare some more general features of the actor-critic and SOM-based mod-
els.
Difficult functions
Some functions appear to be harder to learn than others usingbackpropagation. Con-
sider the mapping of figure 8.14 which appeared in section 5.6.7. Following the brief
discussion of non-monotonic functions in the previous section, we expect the highly
oscillatory (and discontinuous) nature of this function, to make it very difficult to learn.
Even learning such a function within a supervised frameworkwhere the input-output
9Li (1999)(pg. 27) briefly discusses this problem with respect to backpropagation. He goes on to
review a number of alternative architectures, all of which address the problem by utilising multiple
networks, with each network having a local scope.
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Figure 8.14:A non-contiguous mapping duplicated from section 5.6.7
pairs are provided explicitly may take a prohibitive lengthof time. Indeed this was
found to be the case in preliminary experiments (see appendix E for the MATLAB
script that was used) in which a variety of hidden layer sizesand learning rates were
used. In these experiments the mapping of figure 8.14 was never learned. In gen-
eral, acquiring the same function by trial and error reinforcement learning would be
expected to be even more problematic. Although faster and more sophisticated back-
propagation learning strategies exist which may help in thecase of some difficult map-
pings, it is noted that even advanced optimisation strategies can suffer from local min-
ima problems or very slow convergence (Bishop, 1995, pg 183).
In contrast, and as seen in section 5.6.7, the SOM-based model has no difficulty with
this type of mapping because fitting the function in one region of the input space does
not seriously constrain the task of fitting the function elsewh re. Here, the oscillatory
variations that cause problems for the backpropagation model can be fitted locally and
independently of other variations by a representation thatis more explicit.
The root of the problem for the backpropagation model appears to be that feature which
also makes the XOR problem — or the more generalN-bit parityproblem — difficult.
In terms of classification tasks, we are referring to linear inseparability, but in terms of
this regression problem we are considering the more generalfeature that the smallest
possible change in the input produces the largest possible change in the output. Bishop
(1995)(pg. 88) suggests that real world learning problems are not likely to possess
this feature, but in the context of learning robots for example, the idea of a threshold
in the input space with each side of the threshold requiring very different behaviours
or yielding drastically different reward for the same behaviour does not seem entirely
implausible.
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Local minima
A potential hazard of any parametric fitting based on gradient d scent is that of local
minima. It is hard to evaluate the exact cost of this risk within e context of the actor-
critic model presented here, but sensitivity (in terms of convergence) to initial weight
values was encountered during the course of the experimentsof this chapter. The
equivalent failure of the SOM-based model is that the map converges to a disordered
state in which topology is not preserved. But it has already been discussed that this
need not prevent the system from acquiring optimal behaviour, and in this sense the
SOM approach may be considered more robust.
Generating alternative actions
The SOM-based model maintains estimates of the expected reward for every action
in every state (according to the current representation of the s ate and action spaces),
and can therefore propose a list of alternative behaviours for each situation, ordered
perhaps according to desirability. This feature potentially increases robustness and
would be useful for example if some other part of an agent’s control system was to
veto the recommended optimal action. For example, an obstacle could be in the way
of a proposed trajectory, or physical damage could prohibita certain behaviour. The
actor-critic model proposed here makes no provision for thesel ction of alternative
actions.
An illustration of this issue was encountered while training the SOM-based model to
throw a projectile to a target back in chapter 7. It was noted that for any given target
position, there was a continuous range of different throwing velocities that reached
that target, from high lobs to more shallow but harder throws. As seen in figure 7.2(a),
almost the entire range of possible solutions was generated. The actor-critic model
offers no means of representing these alternative solutions.
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Interpretation and diagnosis
One other consideration is that of interpretation. An accepted problem with feed-
forward networks is that they operate as a black box, and extracting meaningful knowl-
edge out of a trained system may be a significant challenge. Diagnosing behavioural
failure may also be problematic for similar reasons. Being able to interpret the meaning
of a model’s parameters could potentially be useful. Imagine a robot explorer operating
in an uncharted environment such as the surface of Mars. Being able to interpret the
trained control system may be useful for learning about thisenvironment, and improv-
ing the next generation of learning models. In the case of theproposed model, it may
potentially be possible to estimate the probability of certain environmental features for
example.
8.5.5 Generalisation
As compensation for all the negative points already discussed, the key advantage of
the backpropagation model is the power of its generalisation capability. After all, the
problem observed in figure 8.11(c) (involving hiding half ofthe environment) was es-
sentially one of over-generalisation. The SOM-based modelwill find it increasingly
difficult to deal with high dimensional input and output spaces, and even in low dimen-
sional spaces, generalisation may be significantly poorer than in a distributed model.
This is observed in both figure 8.8, which compared the two approaches applied to
throwing projectiles under variable conditions, and figure8.10, which was concerned
with a simpler problem but in an input space of up to 100 dimensions. The indication
is that as a result of insufficient generalisation power, theSOM-based model may re-
quire a prohibitively large number of weights (and quantityof training data) in input
dimensions as low as three, particularly where the dimensions are uncorrelated.
In many environments the input space may have high dimensionality, even though
only a small fraction of those dimensions are actually relevant to a decision making
process. Reported in Bishop (1995), Hartman et al. (1990) performed experiments in
which out of twenty input variables only one was correlated with the output. While a
backpropagation network was shown to be able to ignore the irrel vant inputs and learn
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the desired mapping with a small number of hidden units, a radi l basis function, which
can be considered as belonging to the same [local] class of function approximators as
the SOM-based model considered here, exhibited poor performance which improved
only slowly as the number of basis functions was increased. The relevance of this
result to the proposed model is confirmed by the experiments of section 8.5.2.
The implications for the SOM-based model are clear — each input line has equal
weight, and relevant parts of the input vector cannot easilybe disambiguated from
noise. Versino and Gambardella (1996, 1995) make a similar observation during their
application of the Motoric map10 to the supervised learning of visual-motor coordina-
tion of a mobile robot. Their solution is to select the winning unit for a given situation
in stages, with those dimensions of the input space deemed most i portant being eval-
uated first (generating a subset of candidate winning units).
8.5.6 Local vs non-local representation
The comparison of the two models considered here contributes to a somewhat broader
argument. The Kohonen-based approach could be described aslocal in the sense that
the desired mapping is represented explicitly with each weight having only a local
scope. In the case of the feed-forward network approach there is a less explicit rela-
tionship between the free parameters of the model and the mapping which the model
learns, with each parameter having a global scope and influencing all parts of be-
haviour. This approach could therefore be described asnon-local, or distributed, with
changes to any one part of the system affecting all other parts to some degree. Note also
that the SOM-based generalisation imposes very little prior structure on the solution.
This is why the problem of figure 8.14 presents no difficulty.
Many of the differences between the SOM-based and actor-critic models that have been
discussed so far appear to be a direct consequence of this local/distributed model class
distinction, and we therefore expect the discussion to be valid for any algorithms of the
same class. For example, if a learning architecture was constructed that utilised an ART
10This work is actually based on theExtended Kohonen mapof Ritter and Schulten (1987). However,
this appears to be very similar to theMotoric Mapof Ritter et al. (1990).
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network, or K-means clustering, or a radial basis network (Moody and Darken (1989),
reviewed in Bishop (1995)), we would expect it to exhibit similar properties to the
SOM-based model when compared with the actor-critic. Hencethe broader debate is
not whether backpropagation itself represents a more suitable approach to the problem
than, say, a Kohonen map, but more importantly whether localr distributed function
approximators are likely to offer the kind of features that we desire. We will shortly
discuss which kind of problems will be suited to which generalisation framework in
the light of the experimental evidence that has been uncovered in this chapter.
8.6 Summary
Some serious drawbacks have been identified with both local and distributed models
with respect to the class of problems considered in this thesis. The issue is resolved for
the time being with a summary of the type of applications for which each model class
is expected to be best suited.
The experiments suggest that the SOM-based model will have adistinct advantage in
learning non-continuous and high variance mappings, sincether is no constraint that
the global function is produced by a summation of smooth functio s. The SOM-based
model will learn quickly when there are few data samples, as in the XOR problem,
since the data points can be represented explicitly. In factthe XOR problem is ide-
ally suited to the SOM-based approach partly because of the reasons above, but also
because there is no requirement for generalisation of any kind. These intuitions are
supported by the graph of figure 8.7 which indicates that the Kohonen-based approach
outperforms the backpropagation system on this particularproblem by at least an order
of magnitude. Other features of a learning task that will recommend a local model in-
clude the requirement that a range of actions be accessible for any input stimulus, the
expectation of temporarily discontinued regions of the input space, and also, possibly,
a prior indication that the input distribution will be significantly non-equiprobable.
The distributed approach exemplified by the actor-critic bakpropagation model con-
fers its advantages in the form of superior generalisation and superior scaling potential.
In problems where the number of input dimensions is high, or even where the dimen-
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sionality of the problem is low but where there is no correlation between the inputs,
the backpropagation model would be expected to outperform any contender from the
non-distributed model class. Support for this was seen in the task involving learning
to throw projectiles under various parameterised conditions. The SOM-based applica-
tion to a Khepera robot learning to avoid obstacleswa successful in a six dimensional
input space, but it is noted that in this instance there was con iderable correlation be-
tween the inputs. In general, the curse of dimensionality can be expected to strike later
in distributed learning models, which are therefore recommended for problems con-
sisting of high dimensional input and output spaces, but equiprobable and stationary
input distributions. Problems requiring a large amount of generalisation, and a smooth
target mapping also suggest a distributed solution.
However, it is noted that the Q-AHC results reported in Rummery (1995) are dis-
appointing and suggest that using backpropagation to repres nt dynamic, real-valued
actions may be problematic. For example, in Rummery’s particular robot navigation
problem, it is reported that performance is no better, and sometimes worse, than us-
ing hand-coded actions. The problems considered in this chapter have been simpler
than those considered by Rummery (although more complex than those considered
by Gullapalli (1990)), and it is entirely possible that additional problems may arise
from using backpropagation that have not been encountered in this chapter. Rummery
considers an insufficient number of hidden units, local maxia n the action space,
or function discontinuities as possible causes for poor performance, but no further
investigation of these issues is offered. A more thorough comparison of local and dis-
tributed approaches to representation and generalisationin dynamic real-valued action
RL problems ought to constitute future work.
8.6.1 Reliability
One final point is made regarding the reliability of the two model classes. The simplic-
ity of the SOM-based model affords it a certain robustness interms of training time,
and resilience to local minima. A problem with standard backpropagation which has
already been discussed is that it can be arbitrarily slow under certain conditions, where
these conditions may depend on initial weight values, or on the data itself. There is
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also the question of whether or not either the actor or criticwill get stuck in a local
minimum. The sensitivity of the backpropagation algorithmto initial weight values is
also well known (Bishop (1995),pg 260). Predicting these problems beforehand will
itself be problematic, so in this sense the SOM-based model may provide a more reli-
able method if very little is known about the task, and there is no opportunity to gather
empirical data.
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C H A P T E R 9
Discussion
This chapter first identifies some key issues pertaining to the applicability and scalabil-
ity of the proposed model, and then concludes by consideringsome potentially fruitful
avenues for future work.
9.1 Key issues to address
From the experiments and analyses performed in previous chapters, a number of key
problems have emerged pertaining to the applicability and scalability of the proposed
model. These problems are now summarised.
9.1.1 Design, diagnosis and analysis
It has already been noted how the Input map formation affectsthe reward estimation
function which in turn influences how the Motor map forms. TheMotor units control
which actions are available and this alters the situations the agent finds itself in and
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hence the input to the Input map. The presence of such feedback loops makes design,
testing and analysis difficult. For example, the design of the Input map may be func-
tional and optimised until a change is made to the design of the Motor map, despite the
fact that the latter comes after the former in the intuitive flow of control.
In general, striving for stable dynamics is found to be a considerable challenge, as it
is often difficult to attribute a particular behavioural feature to a corresponding design
feature. For example, a particular problem may seem to be in one or other of the maps,
or in the reinforcement learning rules, or in the reward function, but may actually
have its roots in a quite different part of the system. This represents something of
an engineering nightmare because it is never possible to draw a line under the design
and say “this works, now let’s build the next bit”. Instead, each part of the design
has to be coaxed and cajoled into working in conjunction withthe other parts. This
also inflames the parameter problem since it is possible for parameters to interact in
complex or unpredictable ways.
One avenue for addressing this problem may lie in building the system out of more
flexible parts. For example, if each learning module could sef-regulate its vital pa-
rameters according to the behaviour of the other modules, a significant burden could
be unloaded from the designer. This idea would involve a shift in perspective with each
part of the architecture (Input map, reward estimation, Output map) acting as an en-
capsulated module with the notion of ’environment’ redefined in each case to include
the other modules (as appropriate). This schema is consistet with the speculations
of Minsky (1986), who hypothesises that the mind itself may be viewed as a society
of specialised, encapsulated modules, with each achievingits local goals by either co-
operating with or exploiting its neighbouring modules, without necessarily knowing
anything about their internal workings. These ideas were discussed in section 3.3 as
part of a brief review of the behaviour based model of intellig nce. Greater flexibility
and robustness may be the prizes on offer, but there is still aignificant burden on the
designer to construct and organise the parts in such a way as to achieve the emergence
of the desired global behaviour.
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9.1.2 Exploring the action space
Exploring the action space with unbiased random noise is a very basic approach which
will become costly in high dimensional spaces. This observation is also made by
Wedel and Polani (1996) who introduced the concept ofcovariance learning(section
4.5). Recall that their approach involved sampling the rewad function at a number of
points around a current action. These sampled reward valueswere used to approximate
the reward function in the vicinity of this point, and then this reward model was used
to estimate a useful direction for exploration (followed bya line search). Wedel and
Polani (1996) used a Gaussian approximation, but the rewardfunction could in prin-
ciple be approximated by any function type, and any regression technique, including
neural networks.
Other approaches to expediting the exploration of the action space could include using
a-priori knowledge of the task to guide the search (see section 9.2.1), or maintaining
some record of the expected return of various regions of thisspace, and exploring
these regions with a probability proportional to this estimate so that regions that seem
to be more fruitful are explored more. Clearly the best technique will depend on the
kind of assumptions that can be made about the reward surface. For example, the last
suggestion would seem to be most recommended when the rewardfunction is close to
stationary and varies only slowly with the action taken.
9.1.3 Finding high reward regions
Chapter 6 discussed the possibility that high regions of thereward surface may never
be found by the proposed model if they are hidden in larger regions of lower reward.
This was because action units were found to be attracted to largeareasor volumes1 of
reward aboveMean(r). A standard hill-climbing algorithm is attracted to highpoints
on the surface which is our goal here too, but the stochastic na ure of the learning task
precludes this kind of algorithm. For example, it is not possible to use the algorithm:
“Sample a point on the reward surface and move straight to this po nt if the reward
is greater than the reward at the current point”. Instead we are obliged to maintain a
1These terms were used in the context of a two dimensional reward surface.
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continuous learning rate which is annealed over time so thatstatistical tendencies are
favoured over specific samples. Chapter 6 also suggested that modelling the reward
surface, as used in Wedel and Polani (1996), may help ameliorate these problems,
albeit at the cost of a new set of issues to address.2
9.1.4 Dynamic environments
We are also aware of potential difficulties associated with dynamic environments. In
terms of mapping the input space and learning Q-values, maintain g small learning
and exploration rates will always allow the system to adapt,eventually, to changes in
the environment. But the situation in the Output space is quite different. Small learning
and exploration rates in the Output map converge on a hill-climb, with an inevitable
vulnerability to local minima. The implication is that if the reward function changes
significantly, the plasticity in the Output map may have to berestored to its original
and most plastic state. It is not currently clear how to determine when the environment
requires this level of plasticity. See section D.5 for a discussion on parameters and the
impact of dynamic environments.
9.1.5 Scalability
The key drawback of the proposed model is its scalability. Asthe intrinsic dimension-
alities of the input and output spaces are increased, over-generalisation is inevitable —
particularly once the dimensionality of the underlying maps re exceeded. It was also
seen in section 8.5.2 how problems can arise if only one dimension out of many other
noisy dimensions is relevant for classifying the input space. These problems were put
down to the ‘local’ representation employed by the SOM, as well as the equality of
influence automatically given to each element of the input vec or.
2The idea of thereward surface, here and in chapter 6, would be replaced by thereturn surfacein
the general case of delayed rewards.
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9.2 Future work
Some possibilities for varying this work have already been discussed in chapter 6, such
as using different representations for the input space, using bootstrapping value esti-
mation techniques, and investigating a number of alternative learning and exploration
rules for the Output map. There are clearly also some challenges in addressing the is-
sues raised in the previous section. Apart from these ideas,a number of other avenues
for future work are now suggested.
9.2.1 Biasing learning
Reinforcement learning is notorious for its slow learning,and the discussion of the
Output map parameters in section D.3 suggests that this particul part of the system
might be even slower. This is partly because it depends on theQ-learning for guidance,
partly because it must make many samples before being able tomake an accurate statis-
tical judgement as to where to explore next in the action space, nd partly because the
exploration is random. It seems certain that in a large dimensional space, with a com-
plex reward function and a large number of actions to learn, the algorithm presented
here will be prohibitively slow and discover only suboptimal sets of actions.
One way to address this problem is to consider biasing the learning. So far, the Output
map is given no a-priori information and is working from scrat h. A possibility is to
bias the learning by starting the units in approximately theright positions (assuming
this is known) and then letting the algorithm do the fine-tuning. This is perhaps anal-
ogous to calibration learning, and allows for adaptation tosensory-motor drift as well
as internal or external damage. The potential for spontaneous development of new ac-
tions would not be precluded, but the size of the learning problem could be reduced by
removing the need to autonomously discover every action from scratch.
Another way to bias learning would be to provide guidance in the form of regular
updates to the Output map in the direction of innately specified actions, rather than
always in the direction of spontaneously generated actions. For example, if it is known
that some subset of a collection of actions is likely to be useful to the agent, but not
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specifically which ones, then the system could be guided by fixed and periodic updates
of the map towards each of the potentially useful actions. The ones that actually did
turn out to be useful would be reinforced and maintained.
It seems likely that biasing the formation of the Output map in some way would be
an important part of any serious application of this system.Of course the Input map
and the Q-values may be biased in a similar way, although the emphasis is on the
formation of the Output map because this is considered to be the bottleneck of the
system. Kaelbling et al. (1996) identifies the specificationof innate knowledge in one
form or another as a fundamental technique for scaling RL to non-toy problems.
9.2.2 Dynamic resolution of the Input map
One key area of interest is mapping the input space in a mannermore specialised to
the task in hand. Non-equiprobable firing rates and unfaithful distribution of units may
not turn out to be too serious a problem, but a core concern of ay state representation
technique is to produce categories which are as consistent as possible with respect to
how the reward signal behaves under various actions. Some regions of input space may
require a higher resolution of representation than others to achieve this, irrespective of
the relative frequency of the distribution within these regions. In the proposed model,
the density of units crudely reflects the frequency of stimul, but no attempt is made
to map the space with respect to the reward signal. One approach m y be to alter
the learning rule of the Input map so that there is a bias towards units that are poor
predictors of reward and hence to regions requiring finer grained representation. One
way to achieve this might be to set the learning rate and neighbourhood of the Input
map proportional to the error in the Q-value of the currentlyactive Input unit. In
this way, if an Input unit is a poor predictor of its own reward, it will tend to pull its
neighbours in with more force, thus increasing the resolutin of the map in its vicinity.
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9.2.3 Delayed rewards
The longest reward horizon used in the experiments of this the is wash = 4 in the task
of the Khepera robot learning to avoid obstacles. Although the issue of delayed rewards
is not of immediate interest to this thesis, the proposed model should at least be tested
on a problem where returns have potentially long horizons. While delayed rewards
are known to be no theoretical problem for Q-learning itself, here we are specifically
interested in the implications for learning in the action space.
An experiment is outlined to test the robustness of the proposed model to delayed re-
wards: The cart-pole balancing problem (see section 4.5 fora brief description) is a
relatively simple task that requires a continuous range of actions, with each action in-
terpreted as a force applied to the cart to keep the pole upright. It is true that the pole
may be kept upright by interleaving discrete actions, but the issue of continuous actions
can be made more salient by introducing latency into the mechani s, by restricting the
number of actions that can be made in a fixed time, or just by emphasising the impor-
tance of smoothness, efficiency and robustness. If the reward signal only comprises
feedback associated with the pole dropping, then the problem is potentially one with
very delayed reward, and provides an interesting context within which to explore the
problem of learning continuous actions.
Clearly some minor changes would first need to be made to the algorithm. In partic-
ular, authentic Q-learning, or a similar bootstrapping value estimation technique such
as SARSA would be recommended, since these automatically dea with arbitrarily de-
layed reward. This involves changing the criteria in steps➏ and ➐ (page 124) for
updating Output units from:
➏ Calculate the discounted reward of the state-action pair ofh time-steps ago now
that all the reward is in for that pair:
R= rt−h+ γrt−h+1 + γ2rt−h+2 + ...+ γhrt
➐ If R> Q(Ut−h,At−h) then update the Motor map towards〈ML,MR〉 of h time-
steps ago, proportionally to the Motor neighbourhood functio , ψ1, and Motor
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map learning rate,OL.
to:
➏ Estimate the full discounted reward of the the state action pair, (Ut ,At):
R= rt + γmax
At+1
Q(Ut+1,At+1)
➐ If R> Q(Ut,At) then update the Motor map towards〈ML,MR〉 proportionally to
the Motor neighbourhood function,ψ1, and Motor map learning rate,OL.
Apart from the need to test robustness to delayed rewards, using a bootstrapping tech-
nique such as authentic Q-learning in the reward estimationm dule would also make
the proposed model more consistent with current practice. In principle,anyvalue esti-
mation technique could by used here, providing of course it suits the task in hand.
9.2.4 Abstract categories
Recall the original experiment involving a Khepera robot learning to avoid obstacles.
The final positions of the Input and Output maps are duplicated in figure 9.1. By look-
ing at the 25 Input units, and helped by our intuitions of the problem, we were able to
propose that the system had dichotomised the input space, with one half correspond-
ing to situations involving more left sensory activation than right, and the other half to
situations involving more right sensory activation than left. Furthermore, by looking
at the 20 Output units, we observed two distinct actions — a hard left turn on the spot
and a hard right turn on the spot — with the appropriate actionbei g taken consistently
within each of the two regions of the six dimensional input space.
Paraphrasing the solution for the obstacle avoidance problem in this way involves gen-
erating symbols and then using these symbols to construct rules. In this case the four
symbols are:





































Figure 9.1:The Input (a,b,c) and Motor maps (d) after learning. Motor units are coloured according
to their position in the action space (see figure 5.20) and Input units are coded according to the Motor
unit for which they have the highest Q-value. Duplicated from figure 5.19.
S1 = Region of state space with more left sensory activity than right
S2 = Region of state space with more right sensory activity than left
A1 = Left turn
A2 = Right turn
and the rule is:
If S1 thenA2 elseA1
Symbols are clearly powerful tools for both representationand communication pro-
viding an appropriate set can be found. In many cases the designer may not have
access to such symbols a-priori, but in the example described here the symbols are
actually implicit in the agent’s own low level representations that it gained through
interaction with the problem. One avenue for extending the current model would be
to search for a technique to abstract out these higher level symbols from the low level
state-action-reward information acquired during learning. This could potentially lead
to grounded symbolswhich could then be ploughed back into more productive rounds
of environmental interaction, especially those involvingrelated tasks. For example, if
the problem above could be reduced to just two state units (one f r each distinct half
of the state space) and two action units (one for each type of turn), then the number of
Q-values in the system is reduced to only four.
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The psychologist and cognitive scientist, Karmiloff-Smith, discusses child develop-
ment in her book,Beyond Modularity(Karmiloff-Smith, 1995), with an emphasis on
the iterative, incremental and interactive aspect to forming representations of the world.
Her thesis could be paraphrased as advocating a process of abtraction (or in her more
general wordsredescription) which takes place on a child’s representations of a prob-
lem. The new representations that are formed as a result of this redescription can then
be used to fuel a new round of environmental interaction thatcan be both more effi-
cient and more effective. This new round of interaction can then generate more salient
and appropriate symbols and so on. She provides evidence forthe redescription oc-
curring in stages with development a step-wise process and the transition from one set
of representations to the next only occurring when sufficient co fidence is held in the
status of the new representations. This supports the hypothesis that these represen-
tational changes are qualitative, and the product of something more than just a slow,
continuous and homogeneous adaptive process.
With these thoughts in mind, appendix F performs some preliminary investigations
into abstracting over the standard representations generat d by the proposed model.
Some simple experiments are performed which demonstrate such a process in action
and some possible implications for such a process are also discussed. As an example
of the benefits of abstraction, consider that the problem of delayed rewards is caused
by many states and actions intervening between an original state-action pair and its
reward. If a mouse had to learn to navigate a maze for a food reward by fusing low
level sensory data with low level motor commands, its task would surely be hopeless
because there would be too much data to organise. In any case,ther is no need to
reinforce the low level actions of putting one foot in front of the other, and no point in
trying to associate hundreds of low level perceptual cues with these actions. Instead,
in the context of this task, the mouse probably need only consider each junction of the
maze as a state, and associate it with a higher level action ofturning in one direction or
another. Now the mouse’s history parameter,h, need only be a few actions deep, and
the issue of delayed rewards is ameliorated.
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9.2.5 Local reward
With respect to addressing the issue of delayed rewards, thealternative to reducing the
number of state-action pairs intervening between a particular pair and its goal, is to
concentrate on making the reward signal as local as possible. With respect to intelli-
gent robots, both Kaelbling et al. (1996) and Mataric (1997)cite this as a key scaling
issue, and as we saw back in section 2.9.2, the progress estimators used by Mataric
(1994, 1997) go some way to addressing this issue. In the workof this thesis, local re-
ward signals have been used throughout to avoid problems with delayed reward, since
delayed rewards have not been the focus of the thesis. However, apart from the cart-
pole experiment proposed in section 9.2.3 to verify the proposed model under delayed
reward conditions, further general research needs to be invested in theautonomous
derivation of a local reward signal from infrequent goal states. One simple example
would be to estimate reward locally according to some appropriate measure of distance
between the current state and known goal states.
9.2.6 Combining backpropagation and the SOM
In chapter 8 the relative merits and limitations of using backpropagation and the SOM
to generalise over the state and action spaces were compared. Th major drawback
of using a SOM to generalise over the state space lay in its potential lack of scalabil-
ity. Particular issues were input spaces with a high intrinsic dimensionality, and the
problems caused by each input line to the SOM having equal weight in the classifi-
cation process. However, maintaining a SOM in the Output space was deemed to be
advantageous because the generalisation was dynamic (unlike Lin’s QCON model), al-
lowed multiple actions to be maintained for each state (unlike Gullapalli’s SRV units),
allowed maximum reuse of learned actions across states (unlike the Motoric map), em-
braced the central notion of explicitly estimating expected r ward (unlike the CRBP
algorithm and Touzet’s backpropagation approach), and made searching for the opti-
mal action for a given state straightforward (unlike some coarse coding techniques)3.
A specific problem identified with using backpropagation to generalise over the action
space was caused by non-stationary environments (recall setion 8.5.3) in which the
network could be lured into over generalisation.
3See section 6.7 and chapter 8 for more detailed comparisons.













Figure 9.2: Lin’s QCON model where a separate backpropagation network for each action,
{A1 . . .An}, learns to map states to Q-values under those actions. Duplicated from figure 4.4.
With these arguments in mind, the discussion returns to the QCON model of Lin (1993)
which is summarised again in figure 9.2. In the comparison of section 6.7, Lin’s model
was favoured, with the exception of the undesirable featurethat the actions were fixed.
An obvious extension to the proposed model, inspired by Lin’s QCON, is shown in
figure 9.3. The idea is that the Output map is formed in the usual way, except that a
separate backpropagation network is used for each action tomap states to the Q-values
of those states under that action. The intention is to combine the powerful and flexible
generalisation power of backpropagation in the state space, but to retain the desirable
properties of the SOM in the output space. In our opinion thiskind of hybrid model
deserves further investigation.
9.2.7 The auto-associative MLP
Continuing the search for a more sophisticated and scalableway to generalise over the
state space, the auto-associative multi-layer perceptronis identified as another candi-
date (Rumelhart et al., 1986). Figure 9.4 shows the basic idea with the network being
trained to map each n-dimensional input vector to itself. Because the hidden layer
contains fewer units than the input and output layers, the data is compressed in the
activations of the hidden layer. However, since there is only a single layer of weights
between the input and hidden units, the compression is linear and in fact this model has
been shown to be equivalent to principal component analysis, with them hidden units
corresponding to the firstm principal components (see Bourlard and Kamp (1988);
Baldi and Hornik (1989), reported in Bishop (1995)). This equivalence depends on






































Figure 9.3:An adapted architecture inspired by Lin’sQCONmodel. As in QCON, a backpropagation
network is used to provide powerful and flexible generalisation over the state space. As in the proposed
model of this thesis, the actions are dynamically generatedusing a SOM in the action space.
the hidden units being linear and the network’s weights minising a sum-of-squares
Error function.
Even if non-linear units are used in the hidden layer, the network of figure 9.4 is still
restricted to a linear compression of the input space. In other words the input data is
projected onto an m-dimensional hyperplane within the original input space. However,
by introducingtwo layers of weights between the input and hidden layers, the model
can be adapted to perform non-linear principal component analysis, as in figure 9.5
(see Bishop (1995), pg 316). The mapping between the input and hidden layer can
now be completely arbitrary, at least in principal (see page48), and so the input space
is effectively projected onto anon-planarm-dimensional subspace of the original input
space. However, finding a suitable set of weights becomes a potentially costly business,
particularly given that there are now four layers of weightsto which to backpropagate
error.









Figure 9.4:An auto-associative MLP which compresses the data into the low r dimensional repre-








Figure 9.5: The hidden layer can now represent a non-linear compressionof the data, because of
the two layers of weights between the input and hidden layer.This results in a non-linear principal
component analysis.



















Figure 9.6:Using the features extracted by an auto-associative MLP to represent the input data to
the proposed SOM-based model. Now many of the drawbacks identified with using a SOM to map the
input space are addressed.
One obvious way to make use of the dimensionality reduction offered by this technique
is to use the activations of the hidden layer as inputs to the Input map of the proposed
model (figure 9.6). In this way, non-linear feature extraction is performed as a kind of
dynamic dimensionality reduction preprocessing step. This approach could potentially
ameliorate some of the drawbacks of using the SOM for mappinghigh dimensional
input spaces.
However, the usual problems of local minima and long training t mes apply, and this
may be aggravated by the fact that the input distribution is unlikely to be stationary.
The number of units in the hidden layer also needs to be tuned by hand. Another
issue is that the feature extraction is effectively performed without respect to the task
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in hand. In other words the principal components of the data may not actually be
the relevant features for categorising the input space (seeBishop (1995), page 318,
for an example). To address this, there may be other approaches worth investigating
including training the MLP not to its own inputs, but to the reward signal for example,
so that the structure identified in the input space bears moresignificance to the learning
task in hand. There are undoubtedly other ways in which to incrporate the powerful
generalisation capabilities of the MLP into the type of RL problem considered here
without sacrificing the desirable properties identified in figure 6.25.
Combining neural networks is by no means a new idea. In fact Tani and Fukumura
(1994) also combine an MLP and a SOM in a robot learning task, but their approach
is to first use the SOM, and then use the index of the winning SOMunit as input to a
backpropagation network which goes on to perform a classification task. Their idea is
that the SOM reduces the dimensionality of the data for the benefit of the backpropa-
gation learning process.
9.2.8 Combining RL and the behaviour based model
Apart from using local reward signals, abstract state and action symbols, and biasing
learning, a key technique for scaling RL is the application of the behaviour based
model. We have already seen examples of how breaking a problem up into smaller
behaviours can facilitate learning within an RL domain (seection 5.6.5, Mahadevan
and Connell (1991), Dorigo and Colombetti (1994), and Dorig(1995), for example),
and an important thrust of RL research must be directed at achieving this in a less ad-
hoc, and more principled and autonomous way. It is noted thatw ile both RL and the
behaviour based approach have independently yielded ground-breaking applications,
the two in combination are yet to achieve similar accolade. Gtting the most out of
combining RL and BB is clearly an important area for future work.
Kolmogorov’s theorem4 (Kolmogorov, 1957) guarantees that any continuous multi-
variate function can be represented exactly with a finite number of functions of a single
variable composed only by addition. In terms of RL, splitting the target function up
4Accounts of this theorem are found in Bishop (1995), pg 137, and Rojas (1996), pg 265.
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in this way could be useful because generalisation would only need to be considered
in low dimensional state and action spaces, which in turn would make the SOM ap-
proach to representation both appropriate and scalable. Kolmogorov’s theorem does
not provide a method for achieving this decomposition, and so the challenge lies in the
construction and coordination of an appropriate set of smaller functions. This clearly
overlaps with the aspirations of the behaviour based community for whom a method
to autonomously construct and compose behaviours to produce a desired global be-
haviour is something of a Holy Grail.
One final point about the behaviour based model and learning real-valued actions is
made. The motivation for learning real-valued actions appeled to those applications
where interleaving discrete actions was deemed inappropriate. However, achieving a
desired global behaviour out of interleaving behaviours isprecisely the founding prin-
ciple of the behaviour based methodology. The conclusion isthat while the proposed
model is shown to work well within a behaviour based framework, given that BB is ap-
propriate then adaptive real-valued actions may not actually be necessary. More work
is required to explore the possibility of mutually supportive niches for continuous RL
and the behaviour based paradigm.
9.2.9 Rigorous analysis
Finally, notwithstanding chapter 6, this thesis requires amore rigorous analysis. The
exact dynamics of the formation of the Output map in the full system are unclear, and
therefore so are the limitations of the proposed model. In particular, further research
needs to be carried out to determine the implications of the crit ria for deciding when
and how to move Output units in the output space. Although empirically found to
be effective, learning towards randomly perturbed actionsf the sampled reward ap-
pears greater than the current estimate requires additional analysis before any claims
regarding convergence and efficiency can be made. We would also like to know how
self-organisation in the Output map will affect these claims.
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C H A P T E R 10
Conclusion
This chapter restates the goal of the thesis, reviews the motivati n for trying to achieve
this goal, and then summarises the main results and achievements.
10.1 The problem
In chapter 1, the standard reinforcement learning problem was initially summarised by
figure 10.1, in which the aim was identified as achieving an optimal mapping between a
set of discrete states and a set of discrete actions. We define‘optimal’ as maximising
the expected reward over either a finite or infinite horizon, in accordance with the
standard RL theory reviewed in chapter 2.
The need for generalisation was then discussed in the context of large or continuous
state and action spaces. This led to the more general problemof figure 10.2 and a
declaration of the focus of the thesis as:
“The learning of optimal mappings between a continuous input s ace and
a continuous output space, of arbitrary dimensions, in order to maximise
a reward function that yields a scalar value for each sampledstate-action
pairing.” (page 6)
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Figure 10.1:Summary of the basic reinforcement learning problem. Duplicated from figure 1.1.
State Space
Action Space
Figure 10.2:Summary of the more general reinforcement learning probleminvolving continuous
state and action spaces. Duplicated from figure 1.2.
10.2 Motivation
Chapter 7 introduced the problem of learning to throw a projectile to a target under pa-
rameterised conditions which necessitated the online adaption of real-valued actions.
However, it was noted in chapter 1 that an optimal solution tomany learning tasks
could be approximated by suitably interleaving a number of discrete actions. One ex-
ample offered was approximating a continuous robot trajectory by frequently switching
between a forward behaviour and left and right turns. The idea s analogous to con-
trolling the continuous temperature of a fridge with two discrete actions corresponding
to the thermostat being on or off. This led to the proposal that in many cases it may
be sufficient to simply hardwire a small number of discrete actions as in the work of
Mahadevan and Connell (1991) for example.
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However, a number of circumstances requiring or at least recommending the dynamic
generation of real-valued actions were discussed. One suchcircumstance was latency
in the system such as one might find in steering a boat or guiding a missile for example.
In these cases, a large momentum to maximum-correcting-force ratio suggests that
actions need to be as accurate as possible. This idea was taken to the extreme in the
projectile throwing task because here there was no corrective apability whatsoever.
It was also noted that using a series of oscillatory movements to approximate a smooth,
continuous movement has potential negative implications fr time-critical applications.
As an example, we considered the success of a hypothetical squ sh or table-tennis
player who uses oscillating discrete actions to approximate tr jectories for moving and
intercepting the ball. Any problem in which the number of actions possible in a fixed
time is limited will generate a timeliness issue.
We also realised that even if a small set of discrete actions did happen to exist which
could be used to approximate a desired set of continuous actions, such a set may not
actually be available to the designer a-priori. Additionally, adaptable real-valued ac-
tions may enable a system to adapt efficiently to small enviromental changes, perhaps
as a result of sensory-motor drift or some kind of internal orexternal damage.
The motivation for the thesis was then stated as:
“While abstract problems such as games can be played using ana-priori
defined set of discrete actions, many real-world problems requi an adapt-
able range of continuous actions. Even where discrete approximations are
possible, issues of speed, efficiency, latency, and reliability may recom-
mend the use of adaptable real-valued actions.”(page 8)
10.3 Desirable properties
A review of the literature in chapters 2 and 4 highlighted a number of existing ap-
proaches to the generalisation of both the input and output spaces. Of particular in-
terest were those concerned with dynamic generalisation over the action space which
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included the Motoric map of Ritter et al. (1990) with the covariance extension of Wedel
and Polani (1996), the CRBP algorithm of Ackley and Littman (1990) and its deriva-
tives (Ziemke, 1996), the QCON model of Lin (1993), two approaches in Touzet (1997)
based on the SOM and backpropagation, and the SRV unit of Gullapal i (1990). A
number of key properties were identified as being valuable toany candidate model, but
it was noted that none of the existing models appeared to satisfy ll these criteria.
Desirable properties:
• Dynamic generalisation.
• Close adherence to RL theory with estimating expected reward at the centre of a
system whose aim it is to maximise this expectation.
• Support for a real-valued, discounted reward signal.
• Support for real-valued states and actions.
• Maximum re-use of actions across different states.
• The maintenance of multiple actions supporting a choice of outputs in each state.
• Simplicity and efficiency.
• Scalability.
10.4 The proposed model
Chapter 5 then proposed a new model based on two Kohonen maps —one in the input
space (Input map) and one in the action space (Output map) (see figure 10.3). The
Input and Output maps are responsible for condensing the twospaces into a small set of
discrete states and actions (respectively) so that a standard value estimation technique
such as Q-learning can be utilised. In this way, each unit of the Input map becomes
a state of the problem, each Output unit becomes an action, and for every state-action
pair a ‘Q-value’ is maintained.
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Input Map
Motor Map






Figure 10.3:Basic architecture. Duplicated from figure 5.16.
While the formation of the Input map is passive, the Output map h s to explore the
action space as well as generalise over it. This is achieved by using random noise
to perturb each proposed action, and then by learning towards that perturbed action
if it appears to be an improvement on the original proposed action. The topology
preservation property of the SOM also provides a means to speed up the propagation of
reward information around the system. Q-values are able to learn from their neighbours
in the Q-table according to the neighbourhood functions of the two maps, as in figure
10.4.
The proposed model was shown to perform well on a number of different problems
including training a simulated Khepera robot to avoid obstacles. This involved gener-
ating a mapping from a continuous six-dimensional sensory state pace to a continuous
two-dimensional motor space. The model was also shown to be rbust to internal dam-
age, and to perform well within a behaviour based architectur , as well as on a num-
ber of non-discounted regression problems, including one requi ing a non-contiguous
mapping between state and action spaces. The proposed modelwas also seen to sat-
isfy many of the desirable properties identified earlier, and was deemed to compare
favourably with the other reviewed techniques for generalising over the action space
(see the comparison table of figure 10.5).
282 C H A P T E R 10. CONCLUSION
Input Map
Motor Map
Figure 10.4:Whenever a Q-value is updated, all other Q-values are also updated proportionally to the
product of the neighbourhoods of the original Input and Motor units. Duplicated from figure 5.15.
According to the comparison table, the simplest non-neuralapproaches score well,
but lack adaptability and scalability. The existing SOM-based approaches exhibit in-
flexibility, and most of the backpropagation approaches areforced to make signifi-
cant departures from the underlying theory in order to accomm date an ostensibly
supervised technique within an RL framework. Notable exceptions are the work of
Gullapalli (1990) and Rummery (1995) which, along with Lin’s QCON algorithm are
considered good foundations upon which to build future work. The inflexibility in
both action exploration and action selection emerges as a consistent weakness of the
backpropagation-based approaches, and there is also some doubt over their scalability
and efficiency. These last two points pertain to potential problems with local minima,
long training times, and other issues relating to interpretation, diagnosis and robustness
to non-stationary environments.
The proposed model achieves most of the objective criteria,although there are some
key concerns over scalability. These concerns relate to thelocal representation of the
SOM, the requirement that the data has a low intrinsic dimensionality, and the fact that
each input line contributes equally to the winner selectionmetric. An example of a
problem caused by the latter occurs when only one of many input lines is relevant for
making a discriminatory decision.
In chapter 8 these problems were investigated further through a direct comparison

















































































































































































































Figure 10.5:A comparison of the proposed model with the reviewed approaches to action space
generalisation. Duplicated from figure 6.25.
with a backpropagation model based on both the early actor-critic model of Barto et al.
(1983) and the more recent SRV unit of Gullapalli (1990). Comparisons of back-
propagation with the SOM for generalising over state and action spaces suggested
two distinct model classes — those utilisinglocal representation (the SOM) and those
utilising distributedrepresentation (backpropagation). In the case of distributed rep-
resentations, every output depends on every free parameterfor very input, and every
free parameter is updated on every learning cycle, whereas in the local representation
model, parameters have a more explicit scope. Although backpropagation was judged
to benefit from maintaining distributed representations interms of robustness to high
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dimensional data spaces and an ability to discriminate betwe n the importance of dif-
ferent input lines, a number of key disadvantages were identified too. In particular,
the experiment of section 8.5.3, in which half of the input distribution was discontin-
ued and the reward function over the other half changed, reveal d that the proposed
backpropagation model was vulnerable to over-generalisation in non-stationary and
non-equiprobable environments. Sensitivity to the order and frequency of presentation
of the learning data was further noted in the XOR problem (seesection 8.4.1).
These and the more standard issues of local minima, long training times, the difficulty
of generating choices of actions, and difficulties in interpr tation and diagnosis, raised
some doubts as to the suitability of backpropagation for thekind of interactive learning
problems of interest to this thesis. These doubts were then weighed up in comparison
with the scalability drawbacks of the SOM-based model leading to a number of sug-
gestions regarding the kind of applications each model class may be best suited to.
10.4.1 Ideal applications
In particular, the experiments suggested that the SOM-based model will have a distinct
advantage when learning non-continuous, high variance mappings (such as the XOR
problem, for example), since there is no constraint that theglobal function is produced
by a summation of smooth functions. The SOM-based model willlearn quickly when
there are few data samples such as in the XOR problem since theda a points can be
represented explicitly. In fact the XOR problem is ideally suited to this approach partly
because of the reasons above, but also because there is no requirement for generalisa-
tion of any kind. These intuitions were supported by the graph of figure 8.7 which
indicated that the Kohonen-based approach out performs thebackpropagation system
on this particular problem by at least an order of magnitude.Other features of a learn-
ing task that will recommend a local representation model include the requirement that
a range of actions be accessible for any input stimulus, the exp ctation of temporarily
discontinued regions of the input space, and also, possibly, a prior indication that the
input distribution will be significantly non-equiprobable.
The distributed approach exemplified by the actor-critic bakpropagation model was
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seen to confer its advantages in the form of superior generalisation and superior scaling
potential in terms of both robustness to high dimensional data spaces and an ability to
discriminate between the importance of different input lines. In general, the curse of
dimensionality can be expected to strike later in distributed learning models, which
are therefore recommended for problems consisting of high dmensional input and
output spaces, but equiprobable and consistent input distributions. Problems requiring
sophisticated generalisation, and a smooth target mappingalso suggest a distributed
solution.
A final point was also made about the respective reliability of the two models. In gen-
eral it was concluded that given the potential failings of the wo systems, the SOM-
based model is probably more robust, being less sensitive tol arning rates, initial
conditions, and peculiarities of the input distribution, thus providing a more reliable
method if very little is known about the task.
10.5 Issues to address
Apart from the general pros and cons of the SOM-based model class compared with
more distributed approaches, the analysis of chapter 6 uncovered some problems spe-
cific to the proposed model that remain unresolved by this theis. These issues were
summarised in the discussion of chapter 9 as:
• Dependencies amongst Input map, Output map and value estimation modules
make design, diagnosis and analysis problematic.
• The use of random noise to explore the action space is potentially slow.
• The Output map is not guaranteed to discover regions of highest reward on the
return surface. Because Output units are attracted to largereas or volumes
aboveMean(r), at least in the early stages of plasticity, optimal regionsmay
effectively be hidden within larger regions of lower reward. This is deemed to
be a side-effect of using astochastichill-climb.
• While the Input map and value estimation module may be robustto dynamic
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environments (by maintaining small residual learning rates), the Output map
may be susceptible to local maxima. As plasticity in the Output map is annealed,
a standard hill-climb of Output units is performed over the retu n surface. If the
reward function has changed significantly since the annealig of plasticity in the
Output map, the chance of suboptimal behaviour is increased.
• Scalability restrictions.
10.6 Future work
The discussion of chapter 9 also suggested some potentiallyfruitful avenues for ad-
dressing these problems. Of particular interest are hybridmo els which aim to com-
bine the advantages of the SOM and backpropagation. A numberof potentially inter-
esting architectures were proposed which use backpropagation to generalise over the
input space, but maintain a Kohonen map in the Output space. Although these hybrid
models were not tested, the hope is that they could satisfy all of the desirable criteria
in figure 10.5.
Other proposed future work includes biasing learning, constructing abstract categories
and producing grounded symbols (see appendix F), and altering the update rule of the
Input map so that the resolution of the map reflects the variation in the reward function
as well as the relative density of the input data.
10.7 Conclusion
This thesis concludes that the self-organising map can be used in conjunction with
current RL theory to provide real-time dynamic representation and generalisation of
continuous action spaces. The proposed model is shown to be effici nt and robust
and judged to be unique in addressing and satisfying a numberof desirable properties
identified as important to a large class of RL problems.
Appendix A
The SOM neighbourhood function
The neighbourhood function preferentially weights the influence of a unit on its nearest
neighbours in a manner indicated in figure A.1.
The exact way in which the neighbourhood function,ψ, was calculated was not found
Figure A.1: A common neighbourhood function in which the influence of thewinning unit on near
neighbours is greater than those at a distance. The strengthof shading of the units in the map reflects the
height of the neighbourhood function underneath, and corresponds to the value of the termψ(winner,t)
at that point (see section 3.2.2). In this case, the winning unit happens to be in the centre of the map.
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to affect the formation of the map. However to clarify the Kohonen update rule, the
calculation ofψ is made explicit: For each unit in the map, each element of that unit’s
weight vector is moved towards the corresponding element ofthe input vector pro-
portional toIL ×ψ(IN,d) whereIL is the learning rate of the map,IN is the neigh-
bourhood size parameter, andd is the distance in units between the unit being updated
and the winner for this stimulus.ψ(x,y) = zy wherezx = 0.05. This equation imple-
ments a neighbourhood function similar to that of figure A.1,with 0.05 corresponding
to the height of the surface at a unit that is distanceIN away from the winner. In this
way, as the neighbourhood size parameter,IN, is reduced, the peak of this surface de-
cays quicker and quicker until when the neighbourhood is 0,ψ yields a value of 1 for
the winning unit and less than 0.05 for all other units. For practicality, units yielding
ψ < 0.05 are ignored. The value of 0.05 above is chosen arbitrarily.
Clearly other neighbourhood functions are feasible (a Gaussi n function is a popular
choice in the literature), and it is noted that the formationof the SOM is not partic-
ularly sensitive to such matters providing the size of the neighbourhood is roughly
appropriate for the current stage of the map. In the experiments performed as part of
this thesis, the neighbourhood was typically initialised to a large proportion of the map,
and annealed either to a single unit or to a single unit and itsimmediate neighbours.
The neighbourhood function was not formally investigated as p rt of this thesis beyond
a few empirical trials. The reader is referred to standard texts on the SOM (Kohonen,
1987, 1995) for an analysis.
Appendix B
Peripheral Design Issues
There are some algorithmic details that are not considered essential, but are included
here for completeness. During the development of the algorithm a large number of
techniques and parameters were experimented with — too manyto perform a princi-
pled analysis of each one, particularly given the interactions and interference that was
often observed between them. However, a few techniques emerg d as being generally
favourable, although their exact influence is not measured.The only justification for
such an unprincipled approach is that I do not consider thesepoints critical to the op-
eration of the algorithm, and mention them not because they ar guaranteed to have
a significant or even positive impact on results, but rather because they are represen-
tative of the kind of issues that came under consideration during the development of
the system. A formal analysis of every dimension of variabilty s simply outwith the
scope of this thesis.
The first detail is that when an action unit explores to produce the perturbed action,
〈ML,MR〉, if this point lies within the receptive field (in terms of Euclidean distance) of
a unit other than the action that generated it, then it is thisother action that is considered
the relevant one in this situation. It is the Q-value ofthis state-action pair which is
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updated (along with its neighbours) and it ishisunit which is moved through the motor
space if the reward is greater than its current Q-value. In this way, large exploration
of the Motor map can effectively result in increasing the exploration of the Q-learning
algorithm. For example, the Q-learning algorithm may select action At say, butAt
may then produce a perturbed action that another Motor unit,sayA1t actually takes
responsibility for. And nowA1t corresponds to exploration as far as the Q-learning
algorithm is concerned sinceAt was its original recommendation.
The reason this measure was found to be useful was that otherwise, hen motor ex-
ploration is large, the situation may arise where Motor units and Q-values are taking
responsibility for actual actions which are far from their own current jurisdiction, and
for which there are more appropriate action units closer at hand. Also, it is desirable
that the winning unit of the Motor map is indeed the one closest in weight space to the
input that is going to drive the update of the map, otherwise topology preservation may
be compromised. As the radius of exploration around the Motor units is annealed, the
issue becomes less and less significant, sinceAt will usually be the same asA1t .
A second detail worth mentioning is that it may be an advantage o make exploration
more consistent in the following way. If a state chooses to explore and selects an action
unit with a Q-value that is not maximum for that state, then for the next few time-steps,
if that state becomes active again (as it will tend to, because of the contiguous nature
of the sensory input), then the same action as before is taken, irr spective of whether
exploration or exploitation is recommended according probability p. Similarly if a
Motor unit explores, then for some short time afterwards, ifthis Motor unit is given
control again, the same perturbed action is taken. This willhave the advantage of
giving exploration a chance to make itself felt on the rewardsignal. This may be
important since the time interval between actions may be small, and the same unit
could otherwise take a number of different actions before a rewa d is noticed, inducing
credit assignment problems. A ’window of consistency’ equal to the horizon parameter
h offers convenience and simplicity, and this is the approachused in these experiments.
A third detail refers to the way in which Output units are update if any element of
the target position in weight space lies outside the range[0,1]. In the experiments,
the update was made according to the usual rule, and then the weights of the Output
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unit truncated to lie within this range. There are clearly other possibilities including
passing the position of Output units in an infinite weight space through a squashing
function (the sigmoid for example) to yield an actual actionin finite action space.
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Appendix C












whereµ is the mean of the data,n is the number of data points, andxi is the ith data
point.
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Appendix D
Heuristics for setting parameters
The following section considers some simple heuristics forfinding and coordinating a
set of suitable parameters for the proposed model. While there is no precise formula
for generating a suitable set, there are some empirical guidelines that may aid the
process. The problem is made more complicated by the fact that he parameters are
not independent, and interactions between these settings can make interpreting the
results of different parameter sets difficult. Notwithstanding this, experience here has
shown that providing a number of guidelines are followed, the exact values of these
parameters is not important, and it is usually reasonably straight forward to arrive at
a useful, working set of numbers. For convenience, the parameters are split into four
categories: The Input map, the Output map, Q-learning and the reward function.
D.1 The Input map
• Network dimensionality. A network dimension of one or two was found to be
sufficient for the simple problems considered so far. Too high a dimension may
lead to a prohibitively large number of units being required. Lower dimension
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Figure D.1:A hypothetical input space with two classes of situations, each behaving differently under
the reward function.
maps are easier to visualise and manipulate, and the hope is that the intrinsic
dimensionality of the data is small. If the intrinsic dimensionality of the data is
high, then strategies other than increasing the dimensionality of the map may be
preferred, such as using a behaviour based decomposition ofthe problem. Then
the problem can be decomposed to into a number of smaller mappings of fewer
variables, and hence with lower dimensional state spaces.
• Network size. The number of units should reflect the variation in the reward
function under all possible actions. Smaller networks are obviously favoured for
efficiency, but large networks can always exploit topological preservation and
neighbourhood learning if they turn out to be too big. Networks with between
20 and 100 units were found to be suitable for all the experiments performed
here.
Consider figure D.1 which shows a hypothetical input space with two classes
of situations, with each class behaving differently under the reward function.
Clearly at least 25 Input units are needed to adequately repres nt this problem,
but in practice many more may be required to achieve an effective representa-
tional resolution. Care obviously needs to be taken when choosing a network
size for both the Input and Output maps, and the designer should be as mindful
as possible of the complexity of the mapping that underlies th task.
• Neighbourhood size.An initial neighbourhood the size of the entire network
was often used to good effect. A minimum size of 1 or 2 was oftenimposed
on the final neighbourhood size in order to encourage smoother maps. A zero
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neighbourhood (single unit updates) allowed units to ‘wander’ without respect
for their neighbours with the consequence that small local kinks tended to de-
velop in the map.
• Neighbourhood annealing schedule.The primary consideration when anneal-
ing the neighbourhood of the Input map is that it should be over a time scale
that allows the agent to sense and respond to a representativs mple of the in-
put distribution. A further consideration is that because th input distribution
may change with the Q-learning and the learning of new actions, care needs to
be taken not to anneal the input neighbourhood before approximate actions and
reasonable Q-value estimates have been formed. However, since it seems likely
that the input distribution is generally less sensitive to changes in the rest of the
learning system than the rest of the system is to changes in the I put map, there
seems to be some argument for annealing the input neighbourho d quicker than
the other learning parameters. The aim is then a semi-stableset of categories on
which to base the remainder of the adaptation process.
• Learning rate. An initial learning rate of 1 was often used with success, an-
nealed to 0 throughout the experiment, although smaller initial learning rates
were also effective. The considerations for setting the learning rate are simi-
lar to those for the neighbourhood function. However, note that he plasticity1
in the network is effectively reduced linearly with the learning rate and, in the
case of a two-dimensional map, with the inverse square of theneighbourhood
size2. Hence, if the annealing of the learning rate is linked to that of the neigh-
bourhood size, an inverse cubic impact on overall plasticity s expected. Care
must be taken not to leave the network short of plasticity. Common symptoms
are ‘stranded’ units that are rarely active and very unfaithul representations of
the input distribution. An annealing rate that satisfies theconditions of equation
(2.14) is also preferred.
1We can define ‘plasticity’ as the total maximum potential forunits to move through the space in a
single time-step. Hence plasticity depends on learning rate and neighbourhood size.
2For example if the neighbourhood size parameter is halved, th n the actual neighbourhood size in a
2D map is quartered etc.
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D.2 Q-learning
• Learning rate. The learning rate,α, of the Q-learning algorithm was usually
started at 1, and slowly reduced to 0. However, there may be some benefit in
always maintaining a small amount of plasticity here so thatt e Q-learning pro-
cess can continually fine-tune its mapping in response to small ch nges in the
environment. The more noisy the reward signal, the lowerα must be to gener-
ate a reliable estimate of expected reward. Note that noise will be generated by
(amongst other things) large exploration in the Output map.
It is important that there is still sufficient plasticity in the Q-learning process
when the Input map is reasonably stable. This is because the expect d reward of
a state-action pair may change dramatically as Input units move through input
space.
For convenience, small, fixed Q-learning rates were often usd from the outset
in the experiments of chapter 6. However, the benefit of starting with high α
is that rough estimates may be quickly found and then successively fine-tuned.
This approach appears to expedite learning and was used extensively in most
experiments of this thesis.
• Exploration rate. The purpose of exploration is to fuel the learning process,
but it also generates noise. Optimising the exploration andlearning rates of
Q-learning in terms of this tradeoff is potentially difficult. A large amount of
exploration leads to a noisy signal which in turn suggests a sm ll learning rate.
If the exploration is reduced, a higher learning rate may be effective, but there
is now less fuel for the learning process. The familiar technique in Q-learning
is to be safe and use small exploration and learning rates from the beginning —
between 0.01 and 0.1 for example (Sutton and Barto, 1998; Araujo and Grupen,
1996). But reinforcement learning is a slow enough method anyw y, and it is
usually possible to speed up learning with judicious use of higher initial values
for these parameters providing they are annealed appropriately. Unfortunately,
there is no definition for ‘appropriate’ (beyond the theoretical criteria of equation
(2.14)), and trial and error search must be employed for eachindividual case.
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D.3 The Output map
• Network dimension, network size and neighbourhood size.The discussion is
the same as for the Input map.
• Learning rate, exploration, and the neighbourhood annealing schedule.Pa-
rameterising the plasticity in the Output map is another difficult problem. The
time it takes to acquire appropriate actions is dependent onthe complexity of the
reward function, the amount of exploratory noise in the system, the reliability of
the signals from the environment, the learning rate of the Q-values, the complex-
ity of the task, interactions between network size and neighbourhood size and so
on. Unfortunately it seems that predicting how long it will take to learn a set of
useful actions is practically impossible.
However, it is likely that the formation of the Output map repr sents the bot-
tleneck of the learning process, and this is useful to know. Learning the Input
map can be very fast because it just has to react to the data it receives and does
not have to go out and search for data itself. Although, as we hav noted, this
depends on being able to ignore the interactive effect of theot r parts of the sys-
tem on the input distribution, which may or may not be justified depending on
the environment. Notwithstanding that all three modules ofthe system operate in
parallel and interact with each other, it may be possible, atleast in some circum-
stances, to crudely paraphrase the learning process sequentially i the following
way:
– Generate the Input map and in so doing define a set of working cate ories.
– Repeat
∗ Generate a new set of actions.
∗ Evaluate these actions using Q-learning in the context of the categories
formed earlier.
∗ Keep the actions that do better than their predecessors.
The suggestion here is that the generate-and-test approacht discovering new
actions will be the slowest part of the system, particularlys the iterated ‘test’
part of this process involves Q-learning which is itself a slow process. This
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indicates that the time it takes to form the Output map shouldbe used as a guide
for the parameters of the rest of the system. Again, trial anderror is required.
Specifically, the neighbourhood, learning rate and explorati n rate of the Output
map should be started high and annealed quicker and quicker over a succession
of runs until a reduction in final performance is observed.
A further implication of the iterated-test role of Q-learning is the suggestion that
the Output map should only be allowed to change slowly with respect to the Q-
values. If this is not respected then the system may become swamped with noise
as Q-values lag behind newly discovered actions, become inaccur te, and then
allow Output units to move spuriously through the output space.
One further point worth mentioning is that the analysis of the formation of the
Output map showed that the exploration parameter,MA can have a dramatic
effect on the type of regions within the output space that aref voured. For ex-
ample, Figure 6.14 showed how a transition from a global rewad assessment
to a local hill-climb affected the position within the action space thatA1 was
attracted to. The conclusion is that if the reward surface isknown to have no
local minima, a small exploration value can be used more effici ntly from the
beginning. Otherwise, a large initial value ofMA is recommended.
D.4 The reward
The key parameters pertaining to how the reward informationis used are the horizon,
h, and the discount factorγ. The horizon should be chosen to reflect the maximum
delay of a reward following an action. The more immediate thereward, the lowerh
can be and the faster learning can proceed. If classical Q-learning is used, an implicit
infinite horizon is adopted, leaving the discount factor theonly parameter to set. Again,
the issue is how delayed the rewards are likely to be. The smaller γ, the more weight
is given to immediate reward information. If Q-learning with eligibility traces is used,
then the additional parameterλ must be considered. Following the discussion of Sutton
(1996), 0< λ < 1 is likely to be optimal, and this is borne out by Tesauro (1992) who
used intermediate values ofλ to good effect in hisTD-Gammonapplication.
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D.5 Dynamic environments
This discussion of parameters assumes that the environmentis stationary and that the
reward function and input distribution change either not atall, or at least very slowly.
If this is not the case, then we have to consider the continuedplasticity of the sys-
tem. Unfortunately there is more to continual adaptabilitythan just maintaining small
learning rates, neighbourhoods, and exploration. In particular we have seen how the
MA parameter of the Output map, which controls the explorationar und each Output
unit, affects the system’s vulnerability to local minima. If the environment is dynamic,
then it is possible that parameters such as this will sometimes need to be reset to their
initial and most plastic states to avoid new local minima at acost of a large amount of
noise to the rest of the system.
Highly dynamic environments suggest dynamic parameters that are linked to the envi-
ronment and not fixed to the age of the agent. But this presentsa significant challenge
since not only is it impossible to know when actions are sub-optimal and therefore
when to increase exploration, but there is also no way of knowi g how much plasticity
should be restored, and for how long. If the environment is dynamic, then because
the method is a sampling one, the system can never rule out thepossibility that some
currently uninhabited part of the Output space is worth exploring.
There are a couple of changes to the basic architecture that could allow the system to
adapt to a highly dynamic environment. The first is to invoke short periodic bouts of
exploration, long enough to implement a brief reconnaissance for better actions but
short enough to avoid seriously disrupting the system. The second is to use the error
in the Q-values as an indicator that the environment is changing. However linking
exploration to this error must be moderated so as to avoid runaway feedback loops. A
third approach is that of the ART network (Carpenter and Grossberg, 1987a), which
addresses the stability/plasticity dilemma by ensuring that radical plasticity takes place
in a fresh part of the system, and does not disrupt existing behaviour. This may have
biological precedents. For example, Wilson and McNaughton(1993) suggest that new
spatial information has little effect on previously storedstimuli with respect to a rat’s
navigational capabilities.
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Within the context of the Output map this discussion suggests the use of a constructive
SOM which has the ability to add units dynamically. However,the implications for
topology preservation are not clear. If the system canalwayslearn new information,
then assuming its resources are finite, it must also be able toforget obsolete infor-
mation. This is not necessarily a trivial problem either. Itis interesting to note that
as infants we seem generally able to acquire new informationvery rapidly, relatively
permanently, and with minimal disruption to existing knowledge. This is somewhat
analogous to the ART network. However, in later life, learning not only appears to be
slow, but new skills seem to interfere with existing ones andre easily forgotten if not
reinforced. This is behaviour more familiar to the SOM.
In summary, highly dynamic environments can be dealt with inthe Input map and Q-
learning modules by maintaining non-zero learning and exploration rates, with a small
performance cost incurred. Dealing with these types of enviro ments in the Output
map is not so straight forward and requires significant further research.
D.6 Parameter conclusions
To simplify the problem of setting such a large number of parameters, a single an-
nealing rate,f (t), was used for all parameters in the main experiments of this the is.
All that was varied were the starting constants, from which all p rameters were then
decayed at the same rate. No analysis was performed to determine whether this rep-
resents an optimal strategy (it seems unlikely), but satisfactory results were obtained
nonetheless. If finding suitable annealing schedules becoms problematic, then using
a set of small, fixed learning rates may provide a solution. There may be a cost in per-
formance, and of course annealing schedules for the neighbour o ds and exploration
still need to be discovered.
As a last and speculative thought on annealing rates, it is interesting to imagine that
there might be a good reason for why our own ability to learn appe rs to diminish with
age. Although popularly assumed that becoming less adaptable with age is a symptom
of pathological degradation, there may be a more positive explanation. We have seen
how learning is a noisy and disruptive process. Fuelled by exploratory behaviour,
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adaptation incurs a cost that is less justifiable the furtherrough a finite lifetime an
agent progresses. In the context of the experiments performed here, in order to hone
existing skills, both the learning rate and exploration hadto be reduced further and
further, and in step with each other. The loss of the human ability to learn with age
could be interpreted as an explicit attempt by evolution to maxi ise the area under the
performance curve of its agents.
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Appendix E
Backprop experiment (Netlab script)
The following code was run in Matlab (version 5.3.1.29215a (R11.1)) to test a back-
propagation trained network’s ability to learn an oscillating mapping in which small
changes in the input repeatedly generate the largest possible changes to the output.
The experiment was performed for various learning rates andhid en layer sizes, but























if I(1)>=0 & I(1)<=1 T(1) = 0.5; end
if I(1)>=1 & I(1)<=2 T(1) = 0.0; end
if I(1)>=2 & I(1)<=3 T(1) = 0.5; end
if I(1)>=3 & I(1)<=4 T(1) = 0.0; end
if I(1)>=4 & I(1)<=5 T(1) = 0.5; end
if I(1)>=5 & I(1)<=6 T(1) = 0.0; end
if I(1)>=6 & I(1)<=7 T(1) = 0.5; end
if I(1)>=7 & I(1)<=8 T(1) = 0.0; end
if I(1)>=8 & I(1)<=9 T(1) = 0.5; end




sum = sum +e;
if (mod(INDEX,AVERAGE) == 0)
INDEX
count = count + 1;
Error(count,1) = INDEX;







% Plot network response





X1 = sin(TT)*R + II;
Y1 = cos(TT)*R + OO;
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Appendix F
Abstract Categories
This chapter represents some preliminary investigation into abstracting over the repre-
sentations generated by the proposed model of chapter 5. Theideas in this chapter are
largely stimulated by Karmiloff-Smith’s psychological account of child development in
which she proposes a step-wise developmental process basedon ‘representational re-
description’ (Karmiloff-Smith, 1995). Her thesis emphasise the importance of using
the right symbols to represent the world, and hypothesises an iterative, incremental
and interactive process for achieving this. The work of thisappendix is somewhat
tangential and also lacks an application; it therefore doesnot form part of the thesis
proper. However, it is included as an appendage because it iscon idered interesting
and potentially useful.
F.1 The problem
Consider again the experiment presented in chapter 5 in which a Khepera robot learns
to avoid obstacles. Figure F.1 is a reminder of typical learnd formations of the Input
and Motor maps. Recall that the input space was six dimensional and the motor space
two dimensional. Figure F.2 is a reminder of the sensor and motor labelling. The first
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Figure F.2:Sensor and motor labelling on the robot.
observation is that although there are twenty units in the Motor map, most of these
units have clustered around just two positions, one corresponding to a hard left turn
on the spot, and one to a hard right turn on the spot. It seems these were the only two
actions required for efficient obstacle avoidance. Each unit of the Input map is coloured
according to the Motor unit to which it has the strongest connection (or highest Q-value
estimate). All the units above the〈0,0〉-〈1,1〉 diagonal line correspond to situations
with more left sensor activity than right, and units recognising these situations propose
right turns. The region below the diagonal line represents situations with more right
sensor activity than left, and units recognising these situations propose a turn in the
opposite direction. Hence the agent has learned to turn awayfrom the side with the
most sensor activity with one of two actions.
Implicitly, the system has cleaved the six-dimensional state space into two halves,
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with units in each half proposing either the same action, or at least actions that are very
similar. There now seems to be some potential benefit in looking for a way to make
this acquired knowledgexplicit. An abstract representation of the input space could
then be boiled down to just two classes rather than the twenty-five classes currently
comprising the Input map. One benefit of a more compact represntation is that if
future tasks could re-use these abstract categories, learning may proceed much more
quickly. For example, if the representations could be condensed to just two input
space categories and two output space categories, there would be just four Q-values to
discover instead of the 500 used in the original experiment.Of course there is no point
in re-learning the same task, but future tasks that are related to the original problem
could clearly benefit.
It makes sense to start with a simple problem, so consider thefollowing task: The input
space is the unit square, with inputs occurring randomly andu iformly throughout
the space. The output space is also the unit square. The system rec ives a reward
negatively proportional to the Euclidean distance betweenits actual output and the
desiredoutput, where the desired output for the region of the input sace above the
〈0,0〉-〈1,1〉 diagonal is the〈1,0〉 corner of the output space, and the target output of
the input space below the diagonal is〈0,1〉. Reward is immediate and so an horizon of
1 is used. In this way the setup is similar to the latter experim nts of chapter 5 where
a desired, target output for each input is known, and a scalarreward given according
to how close the system’s actual output is from this optimum action. As we discussed
in chapter 5, this still constitutes a simple form of reinforcement learning because the
targets are not provided explicitly; knowing the distance to the desired output does not
reveal the direction in which the output lies.
Figure F.3 illustrates how the mapping to be learned is just asimplified version of the
obstacle avoidance behaviour.
To simplify matters further we can remove the need to learn the outputs by hardwiring
the two target actions. Now all the system has to do is learn the value of taking each of
the two fixed actions at each point in the unit square of the sensory space. So if a left
turn is prescribed, the system will receive a reward of zero fo selecting the left turn
action, and−
√
2 for selecting the right turn action, and vice-versa.








Figure F.3:The simplified obstacle avoidance problem. The input space is just two-dimensional and
actions are rewarded according to their distance from one oftwo target actions.
Figure F.4 shows the Input map after learning. The familiar plot in (a) shows the map in
the input space with each unit colour coded according to which of the two Output units
it has the highest Q-value for. Figure (b) shows the same map but in the topological
or physical space of the network. Each unit has two bars associated with it — one for
each input dimension — showing the prototypical situation responded to by that unit
(black = 1, white = 0). The circle in the corner of each unit again shows the Output
unit to which that Input unit is most strongly connected.
So the desired mapping is learned for this simple task. Now the aim is to dynami-
cally and autonomously construct a number of abstract categories for the input space
which will reflect the natural dichotomy of this space, thus allowing a more compact
representation. The general problem can be condensed to that f grouping Input units
into classes, with the members of each class yielding similar Q-values under similar
actions. In the example above, there appear to be two distinct classes, but in general
the number of classes will not be known.
First we consider some desirable model properties. How the Q-values are calculated
should be of no relevance to these abstract categories. For example, the parameters
such as the horizon and learning rate, and even the method of value estimation itself
(e.g. Q-learning, SARSA, Monte-Carlo averaging) should beencapsulated. The for-
mation of the abstract categories should then depend only onthe current ‘Q-values’.
However, given the nature of these estimates and the processthat generates them, the
formation of abstract categories should be an iterative andincremental process that is
robust to these values being noisy and that allows for these values changing over time.









(a) Input map in weight space after learning











(b) Input map in physical space after learn-
ing
Figure F.4:The Input map after learning the simple problem of figure F.3.
There is one other point. It is not sufficient to simply group In ut units that prescribe
the same action, because in general there could be any numberof Action units occu-
pying similar regions of the Output space (as in figure F.1(d)for example). This would
preclude efficient generalisation.
F.2 A solution
We now have a working specification of the problem. The following definition is now
given:
Two Input units (S and T) are similar if and only if they yield similar Q-values for
every action. i.e. Q(S,a) ≈ Q(T,a), for all a.
Consider an Input map containing three units and an Output map containing four units.
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a1 a2 a3 a4
b1 b2 b3 b4




with element(m,n) representing the Q-value between themth Input unit and thenth
Output unit. Now theQ-vector:
[
a1 a2 a3 a4
]
defines the Q-values from the first Input unit to each of the four O tput units. Accord-
ing to the assumption above, the second Input unit will be a candid te for belonging to
the same class as the first Input unit if and only if:
[




a1 a2 a3 a4
]
More generally, if we plot each row of the Q-matrix inn dimensional space, clusters
in this space should correspond to classes of ‘similar’ Input units, under the definition
given. This turns the problem of identifying abstract categories into one of clustering in
n dimensional space. For consistency with the approach takenso far, another Kohonen
map could be used to map this space and discover these clusters, with each unit in this
higher order map now representing a prototype for an abstract category. Since the aim
is to keep the number of abstract categories low, only a smallone dimensional SOM is
proposed. As it happens, the topology preserving nature of the SOM is of no immediate
use here, and other clustering algorithms could be substituted in its place. However, the
incremental update rule is a useful feature because the abstract classes must continually
respond to changes in the underlying Q-values. The topologypreserving nature of the
map may transpire to be useful later on, in the same way that topology preservation in
the Input and Output maps turned out to be an asset in previousexperiments.
1Also called the Q-table.
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Figure F.5 illustrates the augmented system. In this example, there are two inputs to
the system which connect to a 3x3 Input map. There are also twooutputs from the
system which are connected to a 4x1 Output map. The connectios between the two
maps represent the Q-matrix. All this is familiar. However,a newAbstract Input map
comprising just two units is now added to the system. This extra map has four inputs,
one for each unit in the Output map. Each unit of the Input map now ot only connects
to each unit of the Output map, but also to the inputs of theAbstract Input map. As
the Abstract Input map self-organises on the vectors of Q-values associated with each
unit of the Input map, its two units should be attracted to thecentre of clusters and thus
learn to represent prototypes for classes of Input units with similar behaviour.
One way to view the results of running this system on the simplified problem discussed
above, is to label the entire input space according to which abstr ct category it belongs.
This is a two-step process. First, for each point in the unit square, the winning Input
unit is identified. Recall that this is just the unit with the smallest Euclidean distance
between the input vector and that unit’s weight vector. Having identified the winning
Input unit, the vector of Q-values from that unit to each Output unit is then retrieved. In
the case of the matrix of Q-values given above, this will be either
[








c1 c2 c3 c4
]
. Secondly, this vector is applied to the
Abstract Input network, and the winning unit ofthis network (again with the smallest
Euclidean distance) is declared the abstract category to which t e original input stim-
ulus belongs. The two stages of the process reflect the fact tht Input units categorise
input stimuli, while Abstract units categorise Input units.
Figure F.6 shows the input space labelled in just this way. Since there are only two
units in the Abstract Input network, and therefore just two classes, each point is shaded
one of two colours. For convenience, black and white are the two colours chosen.
The satisfying result is that the input space has been dichotomised into two regions,
each containing stimuli that behave consistently with respect to the estimated expected
return under each action.
A second way to view the effect of the Abstract map, is to look at thedegree of member-
shipof each input stimulus to each abstract category. For an input stimulus,I , and an
abstract category,c, we can calculate the degree of membership ofI t c using the fol-







Figure F.5: An illustration of the augmented architecture. The Input and Output maps are imple-
mented as before and the Q-values are maintained between thetwo maps in the usual way, although not
all the connections are shown. A smallAbstract Input mapconsisting of just two units has four inputs
which correspond to the four units in the Output map. Each unit of the Input map not only connects to
each unit of the Output map, but also to the inputs of theAbstract Input map. The input to the Abstract
map is generated as a direct result of activity in the Input map. Hence learning in the Abstract map takes
place parallel to learning in the rest of the system.









Figure F.6:The input space is coloured according to the abstract category to which each point belongs.
lowing procedure: First identify the winning Input unit forI — let us call thiss— and
then the corresponding Q-vector fors, i.e.
[








c1 c2 c3 c4
]
. Now calculate the Euclidean distance between this Q-vector
and the weights of Abstract unitc. Finally, normalise this distance to the range[0,1] so
that the largest such distance for anyI andc yields a membership of 0 and the smallest
such distance yields a membership of 1. This last step allowsthe results to be visualised
easily. Figure F.7 shows the degree of membership of each possible input stimulus to
each of the two abstract classes that were learned. The plotssh w clearly how each
Abstract unit learns to identify a distinct yet consistent half of the input space.
The Abstract Input map introduces some new parameters, including the network size,
the initial neighbourhood size, learning rate, and neighbourh od annealing schedule.
In the experiment above, the following values were used. Themn monics refer to the
same parameters as described in previous chapters:

































Figure F.7:Membership of each point in the input space to each of the two abstr ct categories. Each
point is colour-coded according to the degree of membership.
Parameter Value
Abstract network size 2×1 units
Neighbourhood size 4× f (t)
Learning rate 0.01 (fixed)
Minimum Neighbourhood 1
Minimum Exploration(MA, p) 0.1
Minimum Learning rates(IL,OL) 0.2
f (t) is annealed in the usual way (f (t) = 0.9998t) but note thatMA andOL are redun-
dant in this experiment because there is no learning in the Output map. No quantitative
results are given because the time scales for learning are identical to those seen for
similar tasks in chapter 5. The formation of abstract categori s has not added to the
learning complexity since abstract category formation takes place parallel to the for-
mation of the Input map and the estimation of Q-values.









(a) Categorised input space. Regions be-
longing to the third unit are shaded grey.
The third unit categorises the region where
the other two regions meet











(b) Physical map of the network. The third
class emerges along the diagonal. Note that
the Input map is oriented differently in the in-
put space to before. The orientation depends
on the initial random configuration.
Figure F.8:Categorisation of the input space and the Input map after learning. The third Abstract unit
is employed along the joining diagonal.
F.2.1 Increasing the number of abstract categories
In the previous section the network was given exactly the number of abstract categories
that were assumed to be relevant, but it is interesting to seewhat happens when the
number is increased. Figure F.8 shows how the Input map is categorised after learning
the same problem but using three Abstract units instead of two. Interestingly, the third
Abstract unit is employed along the diagonal that separatesthe previous two regions.
Figure F.9 confirms this from the perspective of class membership.
The reason for the third category representing the diagonalis straight forward. All In-
put units responding to the region of input space below the diagonal will yield a reward
of 0 for taking the first action, and−
√
2 for taking the second action. The converse
is true for all the units of the Input map responding to the region above the diagonal.






















Figure F.9:Membership of each point in the input space to each of the three abstract categories.





ever, units along the diagonal will have to respond to situations both just aboveandjust
below the diagonal, yet with a consistent action. This introduces perceptual aliasing.
A unit actuallyon the diagonal will receive a reward of 0 half the time and a rewad
of −
√
2 the other half, irrespective of which action that unit prefe s. So the Q-vectors






2 ], thus creating a third
cluster of Q-vectors in two-space. When the number of abstract categories is increased
to three, this relatively small third cluster can then be represented. Note that all regions
of the input space seem to havesomemembership to the ‘diagonal’ category. This is











2 ] as they are from each other. This state of affairs is satisfacory because
each Input unit behaves like any particular diagonal unit half of the time, and therefore
has some claim to belonging to the diagonal abstract class.
So what happens if too many abstract categories are used? Figure .10 again shows the
input space coloured according to which abstract class it belongs, but this time after
learning with six abstract classes. On first inspection it appe rs that four out of the six
have learned the diagonal class, but the membership graphs of figure F.11 show that
this is misleading. In fact only the fourth Abstract unit repsents the diagonal class,
and all the others represent either the region above the diagonal or the region below.
This behaviour is both predictable and reasonable for the following reason. Since out









Figure F.10:The input space is coloured according to which of six abstract cl sses it belongs. White
and black, and four shades of grey are used.
of one hundred Input units only about ten lie on the diagonal,the Abstract Input map
preferentially represents the other two regions, and this is more evident in the situations
where there is redundancy in the number of abstract classes available.
Notice how units three and five have a characteristic shape that is somewhere between
the diagonal class and their other neighbour. This is becausminimum neighbour-
hood of one is maintained in the Abstract map, and these unitsget ‘ trung out’ between
their two neighbours. Annealing the neighbourhood all the way to zero would result
in these units becoming completely stranded. There always hs to be at least one such
unit between any two well defined classes, as long as there arer dundant units at that
position in the network.
It is also worth noticing that topology preservation is present in the abstract classes.
Classes that are most similar are neighbours. It is possiblethat this could be exploited
in further developments to the architecture.
F.2.2 Learning the Output map
So far just two Output units were fixed in the output space at suitable positions, and
the goal of the system was to learn to choose between them. Since one of the aims
of this thesis is to enable learning within the action space,nother experiment is now











































Figure F.11:Membership of each point in the input space to each of the now six available abstract
categories. Note the topology preservation in membership profiles.
performed in which the two desired actions corresponding tothe points〈0,1〉 and〈1,0〉
in the output space must be discovered rather than being hardwired. The same reward
signal is used and the abstract mapping takes place exactly as before. However, the
Abstract map now has to form over moving Q-values which are themselves estimates
of the expected return over moving statesandactions.
For this experiment, ten Output units connected in a one dimensional Kohonen map,
and a five by five two dimensional Input map are used. The Abstract network contains
three units. The results are predictably similar to the previous experiment, and the only
difference is that there are now essentially four parallel learning processes: Formation
of the Input map, learning a set of suitable actions, estimating the return of taking each









(a) Learned Input map,
colour coded according to





















(c) Categorised input space.
Figure F.12:The Input and Output maps, and categorisation of the input space after learning. As
before, the third unit is employed along the joining diagonal.
action in each state, and abstracting over the Q-values to form the abstract classes.
Figure F.12(a) and F.12(b) show the learned Input and Outputmaps, colour-coded
in the usual way, and F.12(c) shows the input space coloured according to abstract
category membership. Apart from demonstrating that the abstr ct classes still form
despite the Abstract map now having a noisy ten dimensional2 clustering problem
instead of the previous neat two dimensional problem, figure(b) also illustrates the
unit ‘stranding’ effect just mentioned. There are now threeunits out in no man’s land
because the minimum neighbourhood size used in the Output map for this problem
happened to be two.
F.2.3 Partial learning
It may seem as if the four learning processes mentioned aboveeach have the accurate
results of the previous process as a prerequisite for correct performance. For example,
it may seem that the Input map ought to be formed before the output space is explored,
and that the Q-values need to be accurate before the abstractclasses can be constructed.
2Because there are now ten Output units.



















(b) Partially learned Output map.
Figure F.13:The abstract categories can be formed in parallel with the optimisation of the rest of the
system. At this early stage of learning, the regularities ofthe input space are close to being discovered
despite the fact that the Output map is a long way from optimality nd the Q-values still contain a large
amount of noise generated by exploration.
But in the spirit of the ‘bootstrapping’ learning paradigm this is not the case, which
is fortunate since there tend to be circular dependencies. In particular, the abstract
categories can be forming even while there is noise, error, mve ent and exploration
in the rest of the system. This means that the abstract categories can be approximated at
a very early stage. An illustration of this is seen in figure F.13 in which plot (a) shows
the abstract classes almost completely formed at a point so early on in training that the
Output map (b) is still a long way from optimality. In fact theannealing parameter,
f (t), is approximately 0.5 at this point which means there is still a huge amount of
exploratory noise in the system. Although the final behaviour of the system is still
some way off, the Abstract Input network has still abstracted most of the regularity
imposed on the input space by the task and the reward signal.
For completeness, figure F.14 shows the formation of the threcategories as a sequence
of snapshots taken during learning.





















































































Figure F.14:Formation of the abstract categories att = 1000, 2500, 10000 and 20000, corresponding
to f (t) = 0.8,0.6,0.15 and 0.02.
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F.2.4 Avoiding obstacles
The problem of learning abstract categories is now tackled for the experiments involv-
ing the simulated Khepera robot learning to avoid obstacles. The experimental setup,
including the parameter settings are the same as described in s ction 5.6. The usual six
sensors are used as input to the system, and as before there are two motor outputs.
The problem of learning to avoid obstacles is harder than those encountered so far
because the clusters of Q-vectors will not be well defined. For example, even all the
Input units responding to an abundance of left sensor activity and proposing a right-
turn action will generally have different Q-values for thats me action because of the
possible variation in the sensor readings. There is now a continuous range of situations,
actions and discounted rewards, and there will no longer be identical Q-vectors with
sharp, well-defined cluster boundaries.
The first experiment is performed with just two Abstract units in the hope that the input
space can be dichotomised in the same way as before. The results, shown in figure
F.15, suggest that the abstraction process is indeed able todo this. Figure F.17 shows
the same information as figure F.15, but in the physical spaceof the Input network. The
left plot shows the Input map with each Input unit labelled according to the Motor unit
for which it has the highest Q-value after learning. The right map is coded according to
theAbstractunit to which each Input unit belongs. This confirms that the abstraction
process has learned to recognise the two distinct situations hat the robot finds itself in
— namely those requiring a left turn, and those requiring a right turn.
In this experiment it was assumed beforehand that there wereonly two abstract cate-
gories of interest, and that the Abstract network could effici ntly utilise both units it
was given. A second experiment uses an Abstract network withfour units, the results
of which are shown in figure F.18. The right plot shows how the four Abstract units
were able to make a finer grained classification of the input space with each of the
existing categories now represented by two Abstract units.In particular, it seems as
if a distinction has been made between situations that involve just peripheral sensor
activity, and those that do not (see figure F.19). This distinctio was present in the
majority of runs of this particular experiment indicating tha there may be a significant

































(a) The familiar Input and Motor maps plotted in input and motor space. Each Motor unit is shaded,
as usual, according to its distance from the〈0,0〉-〈1,1〉 diagonal (see figure F.16), and each Input






















(b) The Input map plotted as above, except that each Input unit is ow shaded either white or black,
depending on which of the two abstract categories it belongs. It is evident that the Abstract network
has learned to dichotomise the input space into regions requiring a left turn, and regions requiring
a right turn.












Figure F.16:Each Motor unit is shaded according to where it lies in the output space. Each Input unit
can then be shaded the same as the Motor unit for which it maintains he highest Q-value.
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Figure F.17:The left plot shows the Input map in physical space, with eachunit labelled with a circle
shaded according to the Motor unit with the highest Q-value for that Input unit. The right plot also
shows the Input map in the physical space of the network, but this time the units are shaded according
to theAbstractunit to which they most closely belong.
difference between the expected returns of situations withjust peripheral activity, and
those with heavier frontal sensor activity.
However, it is noted that it is not always the case that the Abstract units distribute
themselves evenly over the Input units. Illustrated in figure F.20 is another run of the
same experiment, in which three Abstract units classify thesituations requiring a right
turn, leaving only a single unit for the situations requiring a left turn. This illustrates
the importance of the Abstract network size, and in particular that there must be enough
units to adequately represent every abstract category. This implies a number of units
greater than the expected number of abstract categories, since ome redundancy is
inevitable. However, the cost of too many units is that the benefits of a more compact
representation of the state space are compromised. It is also noted that an insufficient
number of units will result in over generalisation, which was sometimes evident in
this task when only two Abstract units were used. Four units proved a more reliable
Abstract network size for this particular problem.
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Figure F.18:The same experiment performed with four Abstract units which, in the right plot, are
coloured black, white and two intermediate shades of grey. The abstraction process is now able to make
a finer grained classification of the input space (see text). The map also illustrates how occasionally
some Input units fail to learn either a sharp left or right turn as in the fourth and fifth rows here (see
left plot). However, these units respond to situations withvery little sensor activity of any kind, so their
response is less likely to have a significant impact on the rewa d signal.
Left Turn Right Turn
Left Turn - just peripheral  just peripheral
Right Turn - 
Figure F.19:An abstraction of the classification evident in figure F.18(right).
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Figure F.20:Another run of the experiment involving four Abstract units. This time, rather than two
units taking the ‘left-turn’ category and two units taking the ‘right-turn’ category, the network has split
itself three to one. This highlights the lack of an equiprobable distribution guarantee and hence the
difficulty in matching the number of Abstract units to the expcted number of abstract categories.
F.2.5 Abstraction in the ‘non-contiguous’ mapping experiment
A final experiment in this section returns to the problem of mapping the function of
figure F.21 which was introduced in section 5.6.7. Inputs,〈x,0.5〉, are generated withx
randomly and evenly distributed in the range[0,1], and the second constant of 0.5 used
purely as an implementational convenience. The correct output is defined as〈x,0〉 if
0≥ x < 0.1 or 0.2≥ x < 0.3 or 0.4≥ x < 0.5. . . and〈x,1〉 otherwise, but these target
actions are not known to the system beforehand. The system must discover a set of
appropriate actions for itself, using only a scalar reward signal for feedback. Recall
that the reward is the negative of the Euclidean distance (inoutput space) of the agent’s
response from the target action. Also recall that the rewardis given immediately —
i.e. the issue of delayed rewards does not arise here.
This was an important test for the basic learning algorithm because neighbouring points
in the input space do not optimally map to neighbouring points i he output space. We
might expect this to be a problem because of the neighbourhood updates involved in
the learning rules, but in fact the results from this experimnt (duplicated in figure
F.22) suggested that as long as the neighbourhoods are annealed over the course of
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(b) The Output map plotted in out-
put space, shaded this time accord-
ing to the units’ index within the one-
dimensional Output map.
Figure F.22:Results of the non-contiguous mapping experiment. The Input units are coded in the
usual way, but the shading of the Output units is now based on topological index. Duplicated from figure
5.42.









Figure F.23:Dichotomy of the input space. The black and white regions correspond to the categori-
sation performed by the Abstract network.
learning, this need not be the case.
It is now interesting to see how the abstraction process deals with this kind of problem.
The first experiment involves an Abstract network with just two units. The system
is effectively faced with the task of splitting the input space (represented by the In-
put units) into two classes, with each class behaving as consiste tly as possible with
respect to how its regions behave in terms of the reward elicit d under each of the
currently available actions. Figure F.23 shows how the input s ace is split with black
representing the regions closer to the prototype of the firstAbstract unit, and white
representing the regions classified by the second Abstract unit.
More interesting are the plots of membership against each point in the input space for
each of the two categories, and these are shown in figure F.24.The plots confirm the
result that one Abstract unit classifies ‘strips’ 1,3,5,7 and 9 and the other classifies
strips 2,4,6,8 and 10. Obviously each class groups alternating s rips because these
require relatively similar actions. Each abstract class prototype sits over the middle of
the space so that strips 4 and 5 are most unambiguously categorised. This is intuitive
since the pull of the peripheral strips will balance each other out. Of interest are the
small, local undulations that consistently appear at the centre of each strip (at the top
of each peak). This is shown more clearly in the profile of the graphs in just the
first, and relevant dimension of the input space (see figure F.25). The reason for these












































Figure F.25:Profile of figure F.24. The irrelevant second dimension of theinput space is ignored.
Note the perturbations at the centre of each peak.
perturbations is not clear at this point.
A second trial involves an Abstract network containing ten units. One hypothesis might
be that each Abstract unit would learn to group all of the Input units within a single



























































































Figure F.26:Profile of membership plotted against the first input, I1 for each of ten abstract categories.
column (i.e.x = 0 to 0.1 or x = 0.4 to x = 0.5 etc.), but the network does not succeed
in doing this. As figure F.26 shows, class one preferentiallyresponds to strip 1 with
decaying classification of strips 3,5,7 and 9. The second class identifies strip 5 most
clearly (I1= 0.4 to I1= 0.5), but also 3 and 7 strongly. Class four switches to the even
strips, particularly strips 2 and 4, and so on.
The upshot is that each of the ten strips is represented by oneof s ven abstract cat-
egories, with some strips having to share categories. The reason for this is that the
Abstract map clearly has folds in the topology which are evidnt at the points where
the map switches from classifying the even to the odd strips.At each of these points
— namely classes three, seven and nine — these classes sufferinterference from their
neighbours in the network. We see again an example of the effect o network units
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being strung out between clusters as they are pulled in opposite directions with equal
force. Ameliorating this problem boils down to the need to achieve unfolded maps
which preserve as much of the topology of the data as possible. In this particular
instance, the prefered solution would presumably be to haveclass one prototypically
classify strip 1, class two classify strip 3, class three strip 5 etc., and then have the
second half of the map classify the even strips, again in order. Only then would the
network have a chance to categorise each strip of reward-consiste t input space with a
distinct Abstract unit.
These ‘interference’ categories may explain the perturbations in the peaks of the two
membership plots of figure F.25. Since a minimum neighbourhood size of 1 was used
for the Abstract network, there was always a pull on each of the two Abstract units
by the other unit. Since the membership peaks of one unit overlap with the troughs of
the other, this will tend to cause interference, with the effcts most strongly felt at the
extremes.
F.2.6 Discussion
Since the discovery of abstract classes has been reduced to aclustering problem, there
are clearly a number of alternatives to using a SOM. However,th discussion follows
very similar lines to that of chapter 6, and so is not duplicated here. However, there
are a few simple variations to the basic algorithm presentedhere which are worth
considering briefly.
F.2.6.1 On-line vs off-line learning
Currently, the Q-vectors are presented to the Abstract network in the order that the In-
put units become active. Since it is already known that the Input map does not maintain
an equiprobable distribution, it is expected that some Input units will be classified less
diligently than others, with the possibility that some Input units actually never submit
their Q-vector for abstract categorisation and are thus categorised only through gener-
alisation. One alternative is to present the Q-vector of each Input unit to the Abstract
network with equal probability, irrespective of when and ineed whether or not that
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Input unit is active. If the update is performed randomly (orsequentially) in this way,
then learning becomes an off-line, non-interactive process that is independent of unit
usage.
F.2.6.2 Winner selection
There may be other suitable winner selection methods apart from the Euclidean dis-
tance measure used here. In experiments not reported here, using the cosine of the an-
gle between input and weight vectors as a distance measure was found to yield slightly
different abstract categories. The issue is not investigated further, but it is noted that
the concept of similarity between Q-vectors is open to interpretation.
F.2.6.3 Similarity definitions
Instead of defining two Input units as belonging to the same class if and only if they
elicit the same reward under all actions, one alternative isto nvoke the weaker defi-
nition that for two units to be considered the same, they mustpropose similar optimal
actions in terms of distance in output space. How units behave (in terms of reward)
under sub-optimal actions is now irrelevant. This could be an advantage because as
exploration of sub-optimal actions is decreased during a trial, he Q-values associated
with those actions are likely to drift as they receive fewer and fewer direct updates as
a result of first hand experience. Not considering irrelevant actions in the abstract cat-
egorisation of Input units simplifies the classification procedure which now becomes a
clustering problem in the output space rather than Q-matrixspace. However, the algo-
rithm pays by losing some of its subtlety. For example, it would no longer be possible
to discover the ‘diagonal’ abstract category of figure F.9. Akey question is “What
does it mean for two Input units to be similar?”. This question is also clearly open to
interpretation.
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F.3 Abstracting over the Output map
Consider again a simplified system with an Input map containing only three units and
an Output map containing just four. At the beginning of this chapter, the Q-values of




a1 a2 a3 a4
b1 b2 b3 b4




with element(m,n) representing the Q-value between themth Input unit and thenth
Output unit. It was noted that theQ-vector:
[
a1 a2 a3 a4
]
represents the Q-values from the first Input unit to each of the four Output units, and
can therefore be interpreted as characterising that first unit in terms of its reward profile.
Discovering classes of similar Input units was then reducedto a clustering problem in
this Q-vector space.
This solution was based on the following definition:
Two Input units (S and T) are similar if and only if they yield similar Q-values for
every action. i.e. Q(S,a) ≈ Q(T,a), for all a.
It now seems reasonable that this assumption can be adapted to provide a basis for
clusteringOutputunits. The justification for wanting to do this is the same as for the
input space. Consider how the Motor units tended to cluster in one of two corners when
learning to avoid obstacles in the Khepera simulator. A morec mpact representation
could represent this space with only two units, and this has natural implications for
more efficient re-use and adaptation of the Motor map. So a second definition is given:
Two Output units (U and V) are similar if and only if all states yield similar Q-values
for these two actions. i.e. Q(s,U)≈ Q(s,V), for all s.
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Now the problem of abstracting over the output space is reducto one of clustering
thecolumnsof the Q-matrix3, so that Output unit one is considered similar to Output




















in the Euclidean sense. The obvious approach is to use yet another Kohonen map to
cluster these Q-columns and the augmented architecture cannow be visualised along
the lines of figure F.27.
As a further illustration, consider figure F.28. This is a duplication of figure 5.42 and
shows the strength of every connection between the Input andOutput maps for a partic-
ular solution of the ‘non-contiguous’ problem of section 5.6.7 This effectively repre-
sents the Q-matrix for that solution. Abstraction over the Input network is achieved by
clustering the columns of this plot, and abstraction over thOutput network achieved
by clustering the rows.
The algorithm, parameters and discussion are similar to theabstract learning of the
Input map, so some results of abstracting over the Output space are presented directly.
First, figure F.29 shows the state of the Motor map after learning the obstacle avoid-
ance task in the Khepera simulator. Two Abstract Motor unitsare used, and these are
represented by the two colours (black and white) in the second plot. It is evident that
the abstraction process discovers two categories of actions — left turns, and right turns.
It is important to remember that the clustering is not takingplace in the output space
as it may appear from the diagram, but in the Q-column space ofthe Q-matrix. Hence
there is no suggestion that neighbouring units in the outputs ace should necessarily
belong to the same abstract category. However, in this case they do because Output
units that propose similar actions will tend to yield similar rewards given the nature
of the task. Note again the stringing effect of the Motor map,with two units caught
between the two clusters.
3Let us call theseQ-columns.








Figure F.27:The full architecture. Now anAbstract Output mapis added that clusters the vectors of
Q-values from each Output unit to every Input unit. Again, not all connections are shown.
The degree of membership of each point in the output space to each of the two cat-
egories is illustrated in figure F.30. The graphs look ratherunexpected in that the
classification seems to have taken place along one axis. The reason for this is that
only a small region of the output space (the two corners) is occupied by the Output
map. Attempting to classify the unmapped regions of the output s ace is meaningless
in this example. A more useful diagram is that of figure F.31 which shows the degree
of membership of each Output unit to each category. From thisdiagram it is confirmed
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Figure F.28: A graphical illustration of the Q-table (or Q-matrix) afterlearning in the ‘non-
contiguous’ experiment of section 5.6.7. This figure is duplicated from figure 5.42. Abstraction over the
input network can be achieved by clustering the columns of this table and abstraction over the Output












(a) The Motor network plotted in output
space. Units are coloured in the usual way













(b) The same Motor network is coloured ac-
cording to which of two abstract motor cate-
gories each unit belongs.
Figure F.29:The Output map after learning the obstacle avoidance task.



























Figure F.30:A plot of abstract category membership against the two dimensions of the output space.
Calculating the membership of each point is a two stage process. First a point is chosen in output
space and the nearest Output unit is selected as the unit mostfaithfully representing this point. Next,
the Euclidean distance between the Q-column of that Output unit and each Abstract unit is calculated.
These distances are then normalised (by taking the inverse and then scaling to the range[0,1]).
that class one categorises the left turns, and class two the rig t turns. Output units eight
and nine are the two units which are strung out between the twoclusters. Membership
to both Abstract categories is low at this point since neither unit satisfies the prototype
of either Abstract unit.
It is again interesting to see what happens when extra units are added to the Abstract
network. In a similar experiment, figure F.32 shows the distribu ion of Motor units in
output space labelled according to which ofthreeabstract classes those units belong.
The third category classifies the strung-out units that lie between the two well defined
clusters. Precise membership to each of the three categories is llustrated in figure
F.33. That the three strung-out units form their own class isnot surprising, since these
actions are very different from the extremes of turning leftand turning right on the
spot, and will in general result in lower reward in most situations.
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Figure F.31:The membership of each of the twenty Output units to each of the two Abstract Output
categories. Each Output unit is plotted along the horizontal axis — shaded for convenience according
to the usual convention of figure F.16 (see also F.29(a)). Membership of each unit to each category is
indicated by the height of the bars above each unit. For each Output unit, the bar of one of the Abstract
units is shaded black to signify that this is the abstract class to which that Output unit belongs. Hence
the black bar is always the highest in its column. This kind ofpl t has the advantage of showing abstract










Figure F.32:Output map after learning the obstacle avoidance task with three Abstract Output units.
Each unit is shaded according to which of the three abstract units it belongs.
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Figure F.33:Normalised membership of each Output unit to each of the three abstract classes for the
obstacle avoidance problem.
F.3.1 The non-contiguous task
The process of abstracting over the output space is now tested on the non-contiguous
problem of figure F.21. Again, the details of the experiment are f miliar, so the results
are presented directly in figures F.34 to F.36. The Abstract map again clusters the
Output units as if the clustering was taking place in the output s ace because Output
units close in output space tend to have similar Q-columns4. The effect of using more
Abstract units is not shown here, but the predictable resulti that the extra units are
employed in subdividing the existing classes approximately equally.
Much of the discussion pertaining to the abstract mapping ofthe output space is iden-
tical to that of the input space, and is therefore not duplicated here. In particular,
parameter settings, the effects of different numbers of Abstract units, the possibility
of using different clustering algorithms, the distinctions between on-line and off-line
updates, and alternative winner selection criteria, are equally relevant here.
4This is a natural consequence of the formulation of the reward signal in which actions are rewarded
proportionally to their distance in output space from the desired action.












(a) The Motor network plotted in out-
put space. Units are coloured ac-
cording to their position in the output












(b) The same Motor network is
coloured according to which of two
abstract motor categories each unit
belongs.












Figure F.35:Each Motor unit is colour coded according to where it lies in the output space. The
horizontal position dictates the amount of red at that point, a d the vertical position the amount of blue.
This approach has the advantage of giving every point in the two-dimensional space a unique label.











Figure F.36:Normalised membership of each Output unit to each of the two abstr ct classes for the
non-contiguous task of figure F.21.
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F.4 Applications
Having derived a small number of abstract classes, we now consider how this informa-
tion could be exploited. An obvious argument is that if both Input and Output Abstract
units can be re-used in learning further, related tasks, then se tasks could benefit
from the speed up factor offered by a more compact representatio . A second ad-
vantage is that the generalisation offered by the Abstract network begins to provide
a primitive set of symbols and rules for behaviour. The problem with working with
user-defined symbols is that they may not turn out to be the right symbols for the task.
The problem with not using symbols, and relying solely on grounded sub-symbolic
representations, is that the system often operates as a black box with no ability to ask
“Why?” or make sense of and learn from the generalisations made by the system. If
we can embrace the abstractive power of symbols, while ensuring that these symbols
are grounded through the sub-symbolic interactions of the system itself with its envi-
ronment, then the best of both worlds may be achieved. This ispart of the motivation
behind this section on abstract categories.
As an example, consider the obstacle avoidance problem, anda specific sensory stim-
ulus invoking a motor response. In a crude way, it is now possible to ask why that
particular response was elicited from the environment. TheAbstract Input unit to
which the stimulus belongs can be identified, and then the syst m run in reverse so that
all the regions of the input space categorised by that Abstract unit are activated. Now
all the sensory stimuli corresponding to either ‘more left snsor activity than right’ or
‘more right than left’ can be offered as a crude explanation for the action. Of course it
requires further abstraction before the highlighted spacecould actually be given a label
like ‘more left than right’, but there is now at least some meaning in the representation
that emerges out of regularities in the reward signal.
It may also be possible to exploit the formation of abstract ctegories for expediting the
acquisition of behaviours. It has already been noted in section F.2.3 that regularities in
the Input map can be identified by the Abstract Input network before either the Q-table
or the Motor map are in their final states. Q-learning could now be performed between
the Abstract Input and Abstract Output maps simultaneouslywith the Q-learning be-
tween the basic Input and Output maps. The vastly smaller number of state-action
348 APPENDIX F. ABSTRACT CATEGORIES
pairs to be learned in the former case may enable learning to proceed faster. One dif-
ficulty however, is that to utilise the Abstract maps in this way, they have to be given
autonomy of the agent and over the maps underneath. But the lower maps are still
forming, and more importantly still contributing to the formation of the abstract cate-
gories above, and sotheystill require autonomy at this point. If a suitable schedulefor
switching from the low level maps to the Abstract maps can be found however, there
may be an advantage to be gained by this representational re-description (to hijack the
terminology of Karmiloff-Smith (1995)).
Another way to use the Abstract maps to speed up learning might be to propagate Q-
updates to all the states and actions in the abstract classesof the current state-action
pair. In this way states (and actions) learn from each other if they have behaved simi-
larly in the past with respect to the reward signal, and hencea more intelligent concept
of neighbourhood is introduced.
It is also natural to consider what happens when this abstraction process is extended.
For example, following the previous discussion, it is easy to conceive of an architecture
along the lines of figure F.37 with higher order Abstract maps, each containing fewer
units than the one below. This addresses the issue of finding an appropriate number of
Abstract units and removes the need for adding and removing units in a constructive
fashion. Early Abstract maps containing more units would tend to under-generalise,
while later Abstract maps containing fewer units would tendto over-generalise. Since
over-generalisation would tend to manifest itself in high Q-vector variance within each
category, it should be possible for the system to choose the compactest representation
which does not compromise the resolution requirements of the task in hand. However,
this could also be achieved with a flat model — i.e. with a number of Abstract maps
of different sizes abstracting over the same low level Inputmap. The benefits of a
hierarchical system only materialise when there is processing performed at each level
that is dependent on the abstractions made at that level.
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F.5 Summary
Karmiloff-Smith discusses child development in her bookBeyond Modularitywith an
emphasis on the iterative, incremental and interactive aspct to forming representations
of the world. Her thesis could be paraphrased as advocating aprocess of abstraction
(or in her more general wordsredescription) which takes place on a child’s current
representations of a problem. The new representations thatare formed as a result of
this redescription can then be used to fuel a new round of enviro mental interaction
that can be both more efficient and more effective. This new round of interaction can
then generate more salient and appropriate symbols and so on. She provides evidence
for the redescription occurring in stages with developmenta step-wise process and the
transition from one set of representations to the next set only occurring when sufficient
confidence is held in the status of the new representations. Thi supports the hypothesis
that these representational changes are qualitative, and the product of something more
than just a slow, continuous and homogeneous adaptive process.
It would be interesting to model this kind of psychological theory, perhaps within the
context of RL. Karmiloff-Smith’s ideas fit in well with the aspirations of designers of
learning agents and RL researchers to whom finding appropriate symbols to represent
the world is a key issue. This chapter only briefly considers the idea of grounded
symbols, but preliminary results suggest that further research in this direction may be
profitable.









Figure F.37:A hypothetical continuation of the generalisation processwith learning proceeding in
parallel at each level of the hierarchy. An increasing compaction of the representation is achieved. The
dotted arrows are intended to show the flow of control throughthe system with classification of the input
stimulus taking place as high up the hierarchy as possible, and control being fed down to the low level
Output units.
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