Recent papers examining the measurement of core inflation, such as the weighted median, have focused on cross-section information in disaggregated inflation data. This paper improves on the literature by introducing a new measure of core inflation that exploits the time-series information in disaggregated inflation data. The new measure is based on a definition of core inflation as the best predictor of future inflation. Exploiting the time-series information in disaggregated or component inflation data produces better forecasts than exploiting cross-section information.
Introduction
The measures of core inflation that recent papers have examined are either popular ones such as the personal consumption expenditure deflator excluding food and energy or recently introduced measures such as the weighted median or trimmed mean of the personal consumption expenditure deflator.
1 This paper inquires whether there are better ways to use disaggregated data to capture core inflation, when core inflation is defined as the measure that forecasts future inflation best. While this is not the only possible definition of core inflation, this definition does appeal to the economic intuition about what core inflation should capture. Core inflation is often called underlying inflation indicating that core inflation is the part of inflation that persists or lasts over time.
Finding a good measure of core inflation under any definition can be difficult and it is important to consider which characteristics are critical for a measure of core inflation. There are many criteria to assess when examining possible candidates of core inflation. Rogers (1997) emphasizes that core inflation should be timely, robust and unbiased, and verifiable. The timeliness refers not only to when a measure is first available but also to the revisions that the measure may undergo as more data are added. Thus, a good measure of core inflation would not be highly revised (Rogers 1997) . Wynne (1999) suggests six criteria for evaluating a measure of core inflation. The measure should be computable in real time, forward looking, have a track record, be understandable by the public, have a history that does not change and have a theoretical basis. Meeting all these different criteria at once may be very difficult. This paper ranks two criteria as the most important: the measure must be available in real time and must be understandable by the public.
Policy makers need to have a forecast of inflation that is available in real time since monetary policy affects inflation with a lag. Monetary policy makers want a core inflation measure that forecasts inflation well. Additionally, they do not control inflation perfectly and part of future inflation is determined by the public's expectations of inflation; therefore, having a measure that is understandable by the public is important. When the public knows the central bank's forecast of future inflation, the public has a clearer idea of future monetary policy and consequently, they can adjust their inflation expectations. In addition, policy makers desire to set monetary policy in response to persistent or permanent changes in prices, rather than reacting to temporary or transient changes in prices that may be reversed.
There are two main approaches to estimating core inflation. One is the statistical method, which produces measures such as the weighted median. In general, the statistical approach exploits the cross-section properties of the component level inflation data. The other method is the theoretical method. This method uses economic theory to build a model of inflation from which a measure of core inflation is extracted. Theoretical models tend to use the time-series information in inflation and other relevant economic variables.
According to Vega and Wynne (2003) the approaches differ primarily by the information sets they use. The possible information sets are cross-section information on price changes, time-series information on price changes and other information such as real economic variables.
This paper combines the two approaches by using the time-series information of component level inflation data in a statistical manner.
While others have used the time-series information in the disaggregated data to build a measure of core inflation by developing theoretical models 2 , there have been few empirical papers that utilize the time-series data to measure core inflation. Blinder (1997) as the trimmed mean, ignore many components across time by construction. Another way to use both time-series and cross-section information is to apply the exponential smoother to measures such as the trimmed mean and weighted median (Cogley, 2002) . Thus, the contribution of this paper is to provide a new measure of core inflation built on the statistical properties of timeseries data.
Over the last few years there has been renewed interest in using disaggregates to forecast aggregates. Hendry and Hubrich (2006) show theoretically that using disaggregated variables in an aggregate model should outperform the alternatives: first, forecasting the disaggregated variables individually then aggregating those forecasts and second, using lagged aggregate variables. They find empirically that for the Euro area and the US that using disaggregate information helps produce better forecasts of aggregate inflation. In addition, a paper by Hubrich (2005) properties of the components produces better forecasts than other, more popularly recognized, measures of core inflation. In addition, I find that estimating the weights jointly and not using the persistence of the components produces better forecasts. Blinder (1997) , Cutler (2001) , Hubrich (2005) and Henry and Hubrich (2006) pushed the literature in the right direction by suggesting that examining the time-series properties of disaggregated data may be more productive than examining the cross-section properties. This paper extends this research.
The rest of this paper is outlined as follows. Section 2 discusses the intuition for this new measure of core inflation. Section 3 examines the data. The empirical models and results are examined in Section 4. Finally, Section 5 concludes.
Intuition for "New" Measure of Core Inflation
Bryan and Cecchetti's (1994) idea of using disaggregated information on prices to obtain core inflation has sparked great interest. With the trimmed mean and weighted median, which exploit the cross-section information in the components, core inflation is constructed period-by- The problem under this specification is that components that tend to have temporary fluctuations (i.e. components that are subject to frequent tax changes or weather related disturbances) are not weighted less. These components should be weighted less because they will convey very little information about future movements in inflation. If the goal core inflation is to provide a measure that is useful to the central bank for monetary policy then failing to decrease the weight on components that tend to have transitory shocks should produce poor forecasts of inflation.
Using the weighted median and trimmed mean to calculate core inflation has been researched extensively. 3 The use of the time-series properties of the components to construct core inflation is less researched. This paper examines this alternative method of utilizing the time-series information of the components of the personal consumption expenditure deflator to provide a better forecast of inflation.
Data
The data are the components of the personal consumption expenditure deflator (PCE) 
where P is the personal consumption expenditure deflator. I also compute lagged inflation as the previous 12-month inflation rate of the personal consumption expenditure deflator and lagged inflation minus food and energy from the personal consumption expenditure deflator minus food and energy.
I find the previous 12-month inflation rates for the components from the monthly price indexes by 3 See Byran and Cecchetti (1994), Alvarez and de los Llano (1999) , Apel and Jansson (1999) , Cockerell (1999) , Johnson (1999) , LeBihan and Sedillot (2003), and Smith (2004) . 4 The list of components is borrowed from Clark's (2003) Appendix 
where j denotes the component and P is the price index for component j.
I also compute the weighted median and trimmed mean from these components. The weighted median is
where is the largest integer less than or equal to , is the relative importance weight and indicates the component.
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Empirical Models and Results
I examine several models that re-weight the component inflation rates using the timeseries information of the components, and I compare these models to standard measures. The new measure proposed is a weighted average of the lagged inflation components. Core inflation ...
where c ts  is core inflation based on time-series information. Lagged inflation is a special case where j  is equal to the budget shares.
The next question that arises is how to determine the weights using the time-series information. I use two methods to calculate the weights. In the first method I estimate the weights that provide the best fit from a time-series regression, and in the second method I impose the weights. When imposing the weights I follow a methodology similar to Cutler and estimate the weights based on the persistence of each component and then impose the weights to forecast headline inflation. I return to Cutler's specification later.
The first model regresses aggregate inflation on the component inflation rates in the following regression: ... 
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The second uses either the lagged weighted median, lagged trimmed mean or lagged PCEX as the forecaster.
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where x is the weighted median, trimmed mean or the minus food and energy. Table 2 . I normalize the regression based coefficients so that they sum to one and are more easily comparable to the budget shares. I reject that the two sets of coefficients are equal. The
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 statistic is 2267.52 with a p-value of 0.00. From these results it appears that disaggregating along time improves forecasting future inflation over disaggregating along the cross section, which is the methodology used to construct the weighted median. Also the budget shares of the components do not appear to be the optimal weighting for predicting inflation.
The regression based (components) model estimates the coefficients to find the best fit over time but there is another method to determine the weights that also uses the time-series information of the components. In this method the coefficients are imposed after estimating the weights separately. Each weight is estimated by a procedure similar to those suggested by Cutler and is not estimated jointly to find the optimal weighting.
Cutler uses a stationary model (an AR (1) 
where j  is the estimated coefficient. If j  is positive then there is persistence in the component and the persistence coefficient is equal to j  and if j  is negative then the persistence coefficient is equal to zero because there is no persistence in that component. The persistence weighting first and then using a regression to find the optimal weights.
In addition, to allowing the component inflation rates to follow an AR process, it might be more realistic if they followed an ARMA model. I find the best-fitting ARMA model for each component (testing up to 12 AR elements and 12 MA elements). I then predict each component's inflation rate using the ARMA model. To get the forecast of aggregate inflation I use the budget shares to combine the forecasted component inflation rates. This ARMA (components) model performs worse than the lagged inflation and lagged weighted median.
The final model tested uses both time-series and cross-section information. This "supermeasure" combines the idea of persistence weighting and the weighted median. I first compute the annual persistence weights as I did for the persistence weighted model. Then, for each month I find the median by using the persistence weights instead of the budget shares to rank the component inflation rates. This "supermeasure" named median persistence weighted performs slightly better than the persistence-weighted measures but not nearly as well as the regression based model. The SSR is 126.48.
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In Figure 1 , I present the actual, forecast and residuals from four of the models (regression based, lagged inflation, lagged weighted median, and persistence weighted). From these graphs, the superiority of the regression based model can be seen. The residuals are much smaller than from any of the other models. This is also indicated by the much lower SSR of the regression based model over the other models.
The in-sample results lend credence to the idea that using the time-series information provided in component level data is beneficial. The regression based model where the coefficients are jointly estimated outperforms standard measures such as lagged inflation and the weighted median; however, persistence weighted measures similar to those proposed by Blinder and Cutler do not fare as well and the use of information about the persistence of the components may not be helpful in forecasting.
To check the robustness of the in-sample results discussed earlier, I perform out-ofsample forecasts at two time horizons (12 months and 24 months). I compute the 1-month ahead forecasts using Recursive Least Squares (RLS). The rankings of models are very similar to the in-sample results. The root mean squared error (RMSE) of the regression based model is .38 and .30 at the 12-month and 24-month horizons, respectively. 11 At the 12-month time horizon the RMSE is 45% better than the RMSE of the forecast made with median persistence weighted measure, the next best measure. Finally, I test using the Diebold-Mariano test if the difference in the RMSE of each model is significantly different from the regression based model. I reject the null hypothesis for all models except the regression based model that uses persistence weights at both the 12-month and 24-month forecast horizon. This confirms that the regression based model is substantially better than other models at forecasting future inflation.
In Figure 2 , the forecast errors from three models (lagged inflation, lagged weighted median, and persistence weighted) are compared with the forecast errors from the regression based model at the 12-month time horizon. In these graphs, the forecast errors of the regression based model are smaller than the other forecast errors confirming the superiority of the regression based model for forecasting.
The out-of-sample forecasts support the earlier conclusion that using a measure that exploits time-series information can provide better forecasts than using cross-section information alone. However, focusing on persistence does not seem to be the best way to exploit time-series information at least not in the current monetary policy regime of the United States.
Conclusion
This paper examines whether disaggregating along the time-series dimension can lead to a better forecast of inflation. I find that exploiting the time-series information in disaggregated or component inflation data produces better forecasts than exploiting cross-section information in component inflation data. In addition, this paper explores several different models that utilize the time-series properties of the component inflation rates. One set of models estimates the weights and the other imposes the weights on the various components of inflation. The models based on the persistence of the components do not fare well. They are outperformed by measures of core inflation, which are computed by jointly estimating the weights on the components. Regression based residuals Persistence weighted residuals
