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We study magnetoelectric (magneto-current) effects in a diamond structure under antiferro
quadrupole (AFQ) orders. The AFQ orders break the spatial inversion symmetry and cause the
current-induced magnetization. The current-induced magnetization strongly depends on the types
of the order parameters and the direction of the current. This gives a way to the experimental iden-
tification of AFQ order parameters. We also discuss the current-induced magnetization under the
AFQ orders in the diamond structure can be intuitively understood in terms of charge-imbalanced
solenoids.
Spontaneous symmetry breaking and their impact on
various responses in functional materials have attracted
great interest in condensed matter physics1–3. Among
various symmetries, a spatial inversion (SI) symme-
try is one of the most basic symmetry as well as a
time-reversal (TR) symmetry. Lack of a SI symmetry
causes many interesting phenomena in variety of sys-
tems such as multiferroic materials4, noncentrosymmet-
ric superconductors5, and chiral crystals.6 In multifer-
roics, magnetic orders breaking the SI symmetry di-
rectly couple with electric degrees of freedom, i.e., atomic
polarizations.1,4 Controlling such cross correlations is ex-
pected to be useful for the future application to various
high-performance devices7,8.
Systems preserving the global SI symmetry but with-
out local SI symmetry have been also attracted con-
siderable attention.9–12 They are called “locally noncen-
trosymmetric systems”. The local symmetry around the
active degrees of freedom lacks the local SI symmetry.
In such systems, novel classification of superconducting
gap functions emerges9 and a simple antiferro order can
break the global SI symmetry.10,11 In this line of context,
physics behind odd-parity and/or toroidal multipole mo-
ments is systematically discussed.13,14
In a general framework of magnetoelectric (ME)
effects1,4,7, linear ME effects in insulators need the SI
and the TR symmetry breakings15. In metals, however,
the broken TR symmetry is not necessary, since the elec-
tric current induced by the electric field can couple to,
e.g., magnetizations, if the SI symmetry is broken. This
is so-called the Edelstein effect3, in other words, kinetic-
magnetic effects, or magneto-current effects13,14,16. The
ME effects reflect not only the SI and TR symme-
try, but also the other space group symmetry of the
system13,14,17. Thus, the detailed analysis of the ME
effects can be potential indicators for the symmetry of
the system.
In this Letter, we show that analyses of ME effects in
the cage compounds PrT2X20 (T=Ir, Rh, Ti, V, X=Zn,
Al etc.)18 can be powerful tools for identifying their
quadrupole order parameters. The Pr 1-2-20 systems
exhibit the quadrupole orders, two-channel Kondo ef-
fects, and superconductivity at low temperatures19–22.
In these systems, Pr3+ ions with f2 configurations form
the diamond structure. The crystalline electronic field
ground state under the Td point group is non-Kramers
Γ3 doublet with the electric quadrupole (O20, O22)
and magnetic octupole (Txyz) moments without mag-
netic dipole moments. Several theoretical studies have
proposed various symmetry broken phases.23–27. De-
spite the intensive experimental and theoretical stud-
ies, their order parameters have not been fully under-
stood. Concerning indirect evidences such as ultra-
sonic experiments28,29, antiferro quadrupole (AFQ) or-
ders are likely in PrIr2Zn20,
20,30 PrRh2Zn20
22,30 and
PrV2Al20
19,31–33, while a ferro quadrupole (FQ) order
in PrTi2Al20
19,21,29,34–36.
Under AFQ orders, the SI symmetry is broken, since
the Pr ions do not locate at the inversion center in the di-
amond structure. Thus, current-induced magnetizations
(CIM) can emerge. This must reflect the nature of the
AFQ order parameters. Namely, O20 and O22 orders ex-
hibit distinct responses in the ME effects and anisotropy
in the current directions. In this Letter, we will show
that the CIM in a diamond structure under AFQ orders
shows order parameter dependent anisotropy profile. We
will also discuss the present ME effects can be intuitively
understood by considering arrays of charge-imbalanced
solenoids.
We consider p-orbital electrons interacting with
quadrupole moments in a diamond structure. This par-
ticular choice of the orbital does not alter our main re-
sults, and thus, we will use this simple model throughout
this Letter. Of course, the model is over simplified for dis-
cussing the Pr-based materials but our results are based
on the symmetry argument, and thus, do not depend on
the detail. The p-orbital multiplets are split into j = 1/2
and j = 3/2 in the presence of spin-orbit interaction. We
here retain the j = 3/2 multiplet and this corresponds to
Γ8 state in the Td symmetry, since the Γ8 orbital can di-
rectly couple with Γ3 quadrupole moment (O20, O22)37.
The quadrupole orders are represented by the one-
body potential V , which originates from, e.g., quadrupo-
lar Kondo coupling. The one-body Hamiltonian matrix
for the wavenumber k is given as H(k) = H0(k)+V (k)−
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2µτ0σ0γ0 with µ being the chemical potential and
H0(k) =
∑
ν=0,x,y
(Eνkτ0σ0 + ηνk · στy + dνk · τσ0)γν , (1)
V (k) =
∑
µ=x,z
(∆µAFτµγz + ∆
µ
Fτµ) . (2)
Here, σ, τ , and γ are the Pauli matrices for the pseu-
dospin, the orbital, and the sub-lattice degrees of free-
dom, respectively. σ0, τ0, and γ0 represent the identity
matrix for the corresponding sector. The parameters Eνk ,
ηνk, and d
ν
k depend on the Slater Koster parameters and
they are fixed as typical values; (tnnppσ, t
nn
pppi, t
nnn
ppσ , t
nnn
pppi ) =
(1.0,−0.3, 0.5,−0.15), where the superscript nn and nnn
denote the hopping between the nearest and next-nearest
neighbors, respectively. In the following, tnnppσ for the σ
bonds is set to the energy unit. ∆zAF(∆
x
AF) represents
the uniform OAF20 (OAF22 ) AFQ orders and ∆z,xF represents
the ferroic component OF20,22 generally induced in the
AFQ states via the coupling ∼ ∆zF[(∆zAF)2 − (∆xAF)2] −
2∆xF∆
z
AF∆
x
AF allowed in Td symmetry
23,24. For simplic-
ity, we will specify each phase by the primal order pa-
rameter OAF22,20. Diagonalizing H(k) leads to eight eigen-
values nk and the Bloch functions (eigenvectors) unk for
a given k, where n = 1, 2, · · · , 8 is the band index.
Figures 1(a) and (b) show the band structure under (a)
OAF22 and for (b) OAF20 orders. Without V , every band is
doubly degenerate with the space group Fd3¯m (No. 227),
owing to the Kramers’ theorem. When V 6= 0, the band
structure is modified as determined by the symmetry of
the quadrupole types, i.e. O20 or O22. Along the Γ-Z
and Γ-L lines, the degeneracy is lifted for (a) with the
symmetry I4122 (No. 98), while is preserved for (b) with
P 4¯2m (No. 119). This is owing to the presence/absence
of (110) mirror symmetry, which affects the anisotropy
of the CIM as will be discussed later.
First, let us clarify the symmetry constraint for re-
alizing CIM. In the diamond structure, the AFQ orders
break the SI symmetry. The electric-current J , the mag-
netization M, and the AFQs couple as13,14
OAF22 (2JzMz − JxMx − JyMy), (3)
−
√
3OAF20 (JxMx − JyMy). (4)
Comparing Eqs. (3) and (4), one can realize that the
AFQs affect the anisotropy of the inducedM under finite
J . ForOAF22 order, the z component of the magnetization
Mz is induced by its parallel component Jz, while no
Mz is induced under OAF20 order. Note that Eq. (3) is
invariant when x↔ y, while Eq. (4) changes the sign for
x ↔ y. Thus, for OAF20 order, the magnetization parallel
to the current changes its sign when the current is rotated
in the xy plane. In contrast, it has no change for OAF22
order. By substituting magnetic field H for M, the
AFQs also couple to J and H. This means that AFQ
moments emerge when both H and J are present, and
their anisotropy reflects the couplings [Eqs (3) and (4)].
This might cause an enhancement (suppression) of the
FIG. 1. (color online). The band structure for (a) OAF22
with (∆zAF,∆
x
AF,∆
z
F,∆
x
F) = (0, 0.3, 0.05, 0) and (b) OAF20 with
(0.3, 0, 0.05, 0). A schematic view of the AFQ orders in a cubic
unit cell are also shown.
transition temperature under the magnetic fields and the
current. These properties can be used to identify the
AFQ orders.
We emphasize that the ME effect is one of direct tools
for the identification of the AFQ order parameters. Note
that the AFQ moments in the present system are clas-
sified as electric toroidal quadrupole (ETQ) moments14
with E+u representation in the Oh symmetry (this is the
symmetry at Γ point). Here, “+” indicates the parity
for the TR operation. Remember that natural conju-
gate fields for the toroidal moments are spatial derivative
fields. For example, the magnetic toroidal dipoles cou-
ple to ∇ ×H ∼ J 11,38,39, while ETQ moments couple
to
∑
µν λµνXµ(∇ ×X)ν , where X = H: the magneto-
curernt effect3 or X = E (electric field): the gyrotropic
magnetic effect40, and λµν is a symmetric traceless ten-
sor. Thus, the minimal “field” that couples to ETQ is
∼ H(∇ ×H) ∼ HJ , and this is the simplest field for
detecting the ETQ, i.e., the AFQ order parameters in
this system. Recently, Hayami et al., have proposed that
a bond-order ETQ state is realized in Cd2Re2O7.
41
Now, we will discuss two current-induced “magnetiza-
tions”. One is the conventional magnetization MJ =
gJµBJ originating from the atomic j = 3/2 angular mo-
mentum J of the conduction electrons, where µB and
gJ is the Bohr magneton and the Lande’s g-factor, re-
spectively. The other is the orbital magnetization Morb
from inter-site electron motions. The former is calcu-
lated via the linear response theory, while the latter is
estimated by semi-classical Boltzmann formula16,42,43 as
M
J/orb
i = α
J/orb
ij Ej , where Ej is the jth component of
3the applied electric field E and
αJij =
1
N
∑
nmk
MJinm,kJ jmn,k
−i(fnk − fmk)
ω2nm,k + δ
2
− f
′
nk
δ
∣∣∣∣∣
ωnm,k=0
 ,
(5)
αorbij =
e
Nδ
∑
nk
f ′nk
{
mink +
e
~
(µ− nk)Ωink
}
vjnk. (6)
Here, N is the number of unit cells, ωnm,k = nk −
mk and J jmn,k represents the matrix elements of the
electric current J = −e∂H(k)/∂k for the jth com-
ponent in the band basis and the notation is ap-
plied to the magnetization: MJinm,k. fnk = f(nk)
and f ′nk are the Fermi distribution of the nth band
and its derivative with respect to the energy, respec-
tively. δ is the temperature (T ) independent impu-
rity scattering rate. In Eq. (6), vnk = ∂nk/∂k,
Ωnk = i∇ × 〈unk|∇|unk〉 (the Berry curvature), and
mnk = eIm 〈∇unk| × (H(k)− nk)|∇unk〉 /(2~): the
orbital magnetic moment for the nth band42,43, where e
and ~ are the elementary charge and the Plank’s con-
stant, respectively. The first term in Eq. (5) is the
electric-field-induced contribution, which vanishes in TR
symmetric systems14,44. The second term represents the
current-induced contribution. In the present TR system,
only the latter is finite. The first term in Eq. (6) is owing
to the local magnetic moments of the wave-packet42,43.
The second term arises from the Berry curvature correc-
tion to the density of states42,43, although this vanishes
at T = 016.
Let us discuss the anisotropy of the CIM. It is useful
to focus on the case of M ‖ J in Eqs. (5) and (6), and
this component is denoted as αorb‖ . Figure 2(a) shows
αorb‖ as a function of the current (electric field) direction.
As expected from the symmetry arguments, for E ‖ zˆ,
|Morb| = 0 for OAF20 order, while |Morb| > 0 for OAF22 .
Under OAF22 order, αorb‖ is constant on the z = 0 plane,
which reflects the symmetric coupling with respect to x
and y [Eq. (3)]. For OAF20 order, such constant (even
vanishing) behavior appears on the x = y plane, owing
to the antisymmetric coupling with respect to x and y
[Eq. (4)]. Thus, one can realize that the magnetization
measurement with rotating the current direction becomes
a powerful tool for identifying the AFQ orders. Note that
the direction where the sign of αorb‖ changes on the zx
plane ([001]-[100]) for OAF22 is not the same as that for
αJ‖ , despite that they are expected to be the same, i.e.,
[
√
201] from Eqs. (3) and (4). This is owing to, e.g., the
third-order coupling present in the ordered states.
The above anisotropic response can be understood by
the magnetic moment distribution in k space for non-
degenerate bands under the AFQ orders. To illustrate
this, consider the case for E ‖ [001]. Figures 2(b) and
2(c) show the distributions of the angular momentum Jz
on a main Fermi surface (FS) for µ = 1.0. For OAF22 order
in Fig. 2(b), the distribution reflects the linear coupling
kzMz. When E ‖ [001] is applied, the FS is shifted to
(b) AF22
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FIG. 2. (color online). (a) The current direction dependence
of αorb,J‖ = E ·Morb,J/|E|2 for OAF22 and OAF20 orders with
µ = 1.0. Main Fermi surface is drawn with the total angular
momentum Jz color-plotted for (b) OAF22 and (c) OAF20 orders.
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FIG. 3. (color online). The chemical potential µ dependence
of (a) the current-induced αJ,orbxx , (b) the electric conductivity
σxx and DOS, and (c) β
J,orb
xx = M
J,orb
x /jx forOAF20 order under
E ‖ [100] with ∆zAF = 0.012, ∆xAF = ∆z,xF = 0, and T = 0.001.
kˆz direction and a finite Mz appears. In contrast, the
coupling is the Dresselhaus type kz(k
2
x− k2y)Mz for OAF20
order in Fig. 2(c). Thus, Mz is not induced by Jz for
OAF20 order after integrated in the whole k space.
Now let us estimate the magnitude of CIM, considering
Pr 1-2-20 systems in mind. First, consider the case for
tnnppσ ∼ 1 eV, the lattice constant a ∼ 15 A˚, ∆z,xAF ∼ 100
K18, and δ ∼ 20 K. Then, we find the conductivity σ ∼
0.1/(µΩcm) consistent with a value of typical metal. For
the ME effect, αJ,orbxx ∼ 10−6 G/(V/m) and the induced
moment per unit current density βJ,orbxx ≡ MJ,orbx /jx is
10−14µB/(A/m2) per site. The latter is much smaller
than ∼ 10−10µB/(A/m2) observed in UNi4B39.
Taking into account the renormalization owing to cor-
4relation effects, we set ∆zAF/t
nn
ppσ = 0.01 and the results
are shown in Figs. 3(a)-(c). Here, we discuss O20AF or-
der, but similar results are obtained for O22AF order ex-
cept for the anisotropy. Variations of σ is mostly owing
to the density of states (DOS) as shown in Fig. 3(b),
while peaks of αxx and βxx depend on the details of
band structure, e.g., the band crossing points and the
DOS. When we set tnnppσ = 120 K (thus, ∆
z
AF = 1 K),
δ = 0.23 K leads to σ ∼ 0.1/(µΩcm) [See Fig. 3(b)]. For
these parameters, αJxx ∼ 100αorbxx ∼ 10−4 G/(V/m), and
βJxx ∼ 10−12µB/(A/m2). For jx = 10 kA/m2, we find
Mx ∼ 10−8µB per site.
In Pr 1-2-20 systems, f -electrons are expected to con-
tribute to the CIM, since they hybridize with the conduc-
tion electrons and acquire itinerancy. Note that while the
ground state CEF state is nonmagnetic Γ3, the itinerant
part with the heavy mass has the magnetic dipole. We
expect that correlation effects beyond the present anal-
ysis with f -electrons enhance CIM, as implied from the
comparison between the theory11 and experiments39 in
UNi4B. In Ref. 6, M ∼ 10−8 ∼ 10−9µB per site in Te
is estimated by NMR. This is owing to the huge hyper-
fine coupling constant in 125Te. Thus, NMR is one of
promising tools for the detection of CIM when the hy-
perfine coupling constant is large.
We note that the larger ∆AF/[band width], the larger
induced magnetization emerges. Thus, materials with
higher transition temperature and/or heavy mass are
desired for the detection of CIM. Furthermore, the
current-induced moments are usually larger than the
field-induced ones, since the factor δ/[band width] is mul-
tiplied for the latter in β.
Now, we explain that the ME effects under the AFQ
orders in the diamond structure can be intuitively un-
derstood by introducing the notion of “solenoids”.45 Let
us first consider OAF22 order and view the charge distri-
bution of the quadrupole moments from the positive z
direction as depicted in Fig. 4(a), where the positive
(negative) charge are in blue (yellow) color and the num-
bers represent the coordinate along the z-direction. In
the following discussion, it is better to regard the O22
moment as a complex of two positive (blue) and two neg-
ative (yellow) charges, where the sign is determined by
O22 ∝ x2 − y2. Starting from the positive (negative)
charge at the z = 0 site and follow the same charge at
the nearest-neighbor site in such a way that z increases
by 1/4. Resulting trajectory forms a counter-clockwise,
i.e., right-handed (clockwise: left-handed) solenoid when
the positive (negative) charges are traced. As depicted in
Fig. 4(a), these solenoids align along the z direction and
the sign of the charges for the neighboring solenoids are
opposite. This in addition to the atomic spherical charge
distributions generates charge imbalance between the two
kinds of solenoids. Suppose electrons do not hop among
different solenoids for E ‖ [001], the resulting current
along the two solenoids are different in magnitude. This
is owing to, e.g., the Coulomb interactions. As a result,
a residual net orbital magnetization Morbz = M+ +M−
FIG. 4. (color online). (a) A schematic picture for OAF22 order
viewed from the positive z direction. The color represents the
sign of the charge; blue: positive charge and yellow: negative
charge. The numbers indicate the coordinate along the z
direction and the circles with arrows represent right- and left-
handed solenoids. See the main text. (b) Classical solenoid
picture of the induced orbital magnetizations M+ and M−
with |M+ +M−| > 0 for (a). (c) OAF20 order viewed (c) from
the positive x direction and (d) from the positive y direction.
The numbers indicate the coordinate along the x direction for
(c) and y for (d). The color represent the sign of the charge:
red for positive and yellow for negative charges.
remains as depicted in Fig. 4(b).
This simple intuitive view can also explain the
anisotropy in the ME effects. Consider next OAF20 or-
der. In Figs. 4(c) and 4(d), OAF20 order is drawn from (c)
positive x and (d) y directions. This time, right-handed
solenoids are positively charged (red) along the x direc-
tion, while they are negatively charged (yellow) along the
y direction. This readily indicates that αorb‖ is opposite
in the x and y directions in complete agreement with the
symmetry argument in Eq. (4).
In the above classical picture, it seems crucial to intro-
duce two separated solenoids leading to a finite magneti-
zation. In the microscopic lattice model in the diamond
structure, the path for a right-handed solenoid is shared
by the neighboring left-handed solenoid. Readers might
wonder the validity of the solenoid interpretation. The
microscopic origin of the ME effects in our model arises
from the redistribution of MJnm,k and mnk under the
AFQ orders. This is demonstrated in Figs. 2(b) and
(c), for which the orbital dependent hoppings together
with the spin-orbit coupling integrated in the Γ8 model
are important. In such microscopic mechanism, there are
processes corresponding to the current flow along charge
imbalanced solenoids. Nevertheless, we note that the ME
effects are related to the broken symmetry by the AFQ
orders and the solenoid picture is very simple and easy
5to understand the essential aspect of the CIM.
In reality, there are other aspects for realizing the im-
balance. Even without orbital degrees of freedom, elec-
trons must feel the charge imbalance as in the above clas-
sical view. Furthermore, the lattice is modulated accord-
ingly under the AFQ orders. For example, when an atom
placed at the center of the nearest-neighbor bond, 16c
site, exists, this position is unstable. The atom moves on
the plane perpendicular to the bond direction23. For one
solenoid, the 16c sites gather, while for the other, they
move away. This readily generates charge imbalance of
the conduction electrons in the two kinds of solenoids.
To summarize, we have investigated the current-
induced magnetization in a diamond structure under an-
tiferro quadrupole orders. We have found that two can-
didate order parameters (OAF20 ,OAF22 ) are distinguished
by the anisotropies of the current-induced magnetization.
Our results indicate that magnetoelectric effects are use-
ful also for identification of unknown multipole orders.
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