Abstract-For ad-hoc home networks without central coordinator, IEEE 802.11 systems merely support service differentiation. In many usage scenarios of a typical home network with applications requiring a strict quality of service (QoS), this MAC functionality is not sufficient. In order to counteract this problem, we developed in previous works a modified MAC scheme based on the IEEE 802.11 enhanced distributed channel access (EDCA) function. This paper describes enhancements of the modified MAC scheme enforcing prioritized medium access for strict QoS applications. For the first time, the established concept is realized in a distributed way with in-band signaling. Our enhanced MAC is embedded into a comprehensive IEEE 802.11n reference application to demonstrate its effectiveness in combination with the latest amendments like frame aggregation. The reference application is modeled in SystemClick, a framework for describing and evaluating packet processing applications on resource constraint network nodes. This enables functional validation and provides a path to future, cost-efficient implementations on programmable devices. On this basis, the paper presents simulation results substantiating the significant improvement of QoS parameters like delay and throughput. Besides enforcing strict priorities, collisions can be reduced to zero and the average waiting time can be decreased by up to 33 % for typical usage scenarios.
INTRODUCTION
The number of applications in wireless home area networks (WLANs and WPANs) is rapidly growing. As applications are becoming more and more diverse, there are more and more services with higher and stricter QoS requirements, e.g. in terms of maximum delay and packet loss rate (PLR). Some examples are listed in Table I . Such QoS applications are not sufficiently supported by the most frequently deployed medium access mechanisms for IEEE 802.11 systems -i.e. distributed coordination function (DCF) and EDCA [1] . DCF provides no QoS support at all. EDCA merely supports service differentiation by defining four different medium access parameter sets (called access categories, ACs) for eight different traffic categories classified according to the user priority. However, EDCA cannot guarantee a certain QoS. Low priority streams still can restrain high priority streams from fulfilling their QoS requirements in case of high offered load. Furthermore, the service differentiation scheme is annulled in case of concurrent streams with the same access category. In typical home networks, there are several multimedia streams (e.g. videos) in parallel, which are then assigned the same AC. These streams compete for medium access without differentiation among themselves, like with DCF. If in this case the saturation point is reached, these streams will degrade each other. As a consequence, neither of the parallel streams can fulfill the QoS requirements. Furthermore, collisions can occur frequently when using DCF or EDCA -especially in case of high traffic load -even if there are no hidden stations. This is due to the random element of the waiting time definition of the carrier sense multiple access with collision avoidance (CSMA/CA) concept of both DCF and EDCA. As wireless networks cannot detect collisions, the already scarce radio resources are wasted, which leads to a significant reduction of available capacity and thus saturation effects.
For infrastructure networks, these problems could be solved by using the two contention-free MAC schemes, i.e. hybrid coordination function controlled channel access (HCCA) and point coordination function (PCF). Besides the fact that these two MAC schemes are optional and virtually not supported by any commercial product, we searched for a solution in case of ad-hoc networks without central coordinator. For this purpose, the Communication Technology Institute has developed a modified, deterministic MAC scheme which maps the user (or stream) priority to the waiting time and achieves prioritized medium access [2] . This MAC scheme was then combined with link adaptation techniques and integrated in a cross-layer optimization framework [3] . For a practical evaluation, the MAC scheme was implemented in commercial IEEE 802.11a/g network interface cards together with other enhancements [4] . The complete architecture in [4] aims to manage wireless networks operating on multiple channels. A dedicated control network is used to ensure overall connectivity between all nodes and to exchange management information.
The present paper summarizes the recent advancements in this series of work. For the first time, the modified MAC scheme is realized in a distributed way with in-band signaling instead of a dedicated control network. This paper also describes the first implementation of the modified MAC in an IEEE 802.11n [5] simulation framework. The simulation model is based on SystemClick [6, 7] , a domain specific implementation and exploration framework for network nodes. This framework enables modular applications on scalable packet processing platforms that are easy-to-program, costefficient and support evolving home networking protocols.
The remainder of the paper is structured as follows. Section II describes related work. In section III, the functionality of DCF and EDCA is briefly summarized, whereas section IV explains the basics of the modified MAC. The SystemClick IEEE 802.11n model is outlined in section V. The implementation of the modified MAC scheme within this framework is described in section VI. Exemplifying the performance and effectiveness of the modified MAC scheme in combination with the PHY and MAC enhancements of IEEE 802.11n, representative simulation results are given in section VII. Finally, section VIII concludes this paper and outlines future prospects.
II. RELATED WORK
In the literature, many proposals extending EDCA can be found. However, most of them only provide improved service differentiation. An overview can be found in [2, 8] . Among the few studies on distributed prioritized medium access schemes for IEEE 802.11 systems, we can mention EDCA with resource reservation (EDCA/RR) [9] and the distributed end-to-end allocation of time slots for real-time traffic (DARE) [10] . In contrast to our scheme, these approaches rely on reservations which have to be allocated for each channel access and protected. A different proposal is described in [11] . It intends to simultaneously achieve fairness and QoS guarantees. This solution requires the introduction of a scheduler on MAC layer.
To the best of our knowledge, there are no distributed MAC schemes with prioritized medium access implemented in an IEEE 802.11n framework. Furthermore, there are only a few models of the IEEE 802.11n protocol publicly available that are comprehensive and indicative of performance, such as [7] . For example, Li et al. [12] only focus on enhanced aggregation and retransmission mechanisms in an abstracted ns-2 model. Ns-2 [13] and other common networking frameworks such as OMNeT++ are used for modeling packet processing applications which do not depend on the performance of the underlying network nodes for their correct behavior. They basically assume ideal and statically allocated resources. In contrast, SystemClick [6] enables the evaluation of real-time applications such as our WLAN MAC protocols, while taking dynamic and performance impacting effects of resource constraint network devices into account. The framework combines SystemC performance models and the Click packet processing language [14] . This relates to the use of SystemC/TLM device models for network simulation [15] and the interfacing of Click and ns [16] .
III. IEEE 802.11 MEDIUM ACCESS IN AD-HOC NETWORKS
In order to control the medium access in ad-hoc networks without a central coordinator like an access point (AP), IEEE 802.11 defines two contention based MAC mechanisms, DCF and EDCA. For both schemes, the waiting time, i.e. the time between start of contention and actual frame transmission, consists of a fixed and a random part. For EDCA, this waiting time (WT) is specified as follows:
For an IEEE 802.11n system in the 2.4 GHz band, the parameters of equation (1) are defined in Table II . Starting from the lowest possible value, CW is doubled and increased by one for each data frame received with errors -up to the allowed maximum value. CW is reset to the lowest possible value after every successful attempt to transmit a data or manegement frame or when the maximum number of retransmissions is reached. Fig.1 illustrates an example of a contention phase. The random part of the waiting time is to reduce the probability of concurrent medium access of different stations (i.e. external collisions) or different transmit queues of one station (i.e. internal collisions) and to ensure fairness among different competing stations. By means of the fixed part of the waiting time (defined by the AIFSN value) and the contention window size (dependent on the AC) a service differentiation can be achieved. Thus, the probability increases that a stream with a higher AC attains the right to access the medium, while other streams are not completely blocked from transmission. Furthermore, the maximum duration of frame exchange sequences after one successful contention (transmission opportunity -TXOP) also depends on the AC. Thus, streams with a higher AC can increase their channel occupation time and the MAC efficiency.
IV. PRIORITIZED MEDIUM ACCESS IN AD-HOC NETWORKS
In order to solve the problems described in section I for adhoc networks without central coordinator, the Communication Technology Institute has developed a modified, deterministic MAC scheme. According to this concept, for a limited number of streams each of them is assigned a unique AIFSN value. Usually, these streams have high QoS requirements and belong to the ACs voice or video. The unique AIFSN value does not depend on the AC of the stream, but on its priority (e.g. as defined by a middleware). Thus, several media streams can be prioritized. The random element of the waiting time is omitted (no backoff procedure, contention window equals zero). The waiting time is deterministic. Thus, it is avoided that all transmissions suffer in case of saturation. Instead, only the stream with the lowest priority may be suffering. Additionally, the collision probability of frames of prioritized streams can be reduced to virtually zero.
The remaining streams, typically best effort and background traffic, are assigned a common AIFSN value which is greater than the highest AIFSN value in use for prioritized streams. Additionally, the contention window CW is set to 15 ≤ CW ≤ 1023, so that the waiting time of these streams has a random element like with normal DCF or EDCA. This scheme is illustrated in Fig. 2 . ... Consequently, the focus of this concept is QoS, not fairness. This implicates that best effort streams or those coming from legacy devices can be restrained from channel access in case of saturation. Besides the possibility to enforce strict priorities, this concept reduces the overhead in each contention phase. This enables an increased throughput, e.g. up to 21 % for a MAC payload of 1500 Byte and an IEEE 802.11g system using DCF. Additionally, the modified MAC reduces the collision probability to almost zero (if all stations in the adhoc network use the modified MAC). The impact of the reduced collision probability increases pursuant to the offered load. Nevertheless, collisions can still occur in case of hidden stations, legacy devices or overlapping networks.
Essential for this concept is the assignment of unique AIFSN values in each used channel. Otherwise frequent collisions can occur. Furthermore, in order to exploit the available AIFSN values in the most efficient way, the AIFSN values are to be assigned dynamically, so that the used AIFSN values are as small as possible (e.g. a shift is made when streams are terminated) and the used AIFSN values always reflect the right prioritization (e.g. a reordering is performed when higher prioritized streams are started).
In order to meet these requirements, the AIFSN values of the whole network have to be managed in a distributed way. For this purpose, the AIFSN values are negotiated among the stations via special management frames. These management frames can be exchanged via a dedicated control network or via in-band signaling. In this paper we present our implementation of the modified MAC with in-band signaling.
V. IEEE 802.11N REFERENCE MODEL IN SYSTEMCLICK SystemClick [6] is a modeling, simulation, and performance exploration framework for packet processing applications, focusing on the network node itself. It keeps the application, described in Click [14] , independent from the device's architecture, abstracted in SystemC. Performance profiling and simulation allows precise evaluation of protocol behavior on concurrent and programmable platforms. Different implementations can be explored, e.g. by changing the software-to-hardware mapping. The integral programming model offers a path to efficient implementation and deployment of flexible and extensible network nodes.
Application models in SystemClick are bit-true and capture the full protocol function in an architecture-independent way. Based on Click, a language for describing packet processing, the framework is well suited for MAC protocols. High abstraction, modularity, a dedicated concept of packets, and a large element library allow fast modeling and reuse. Timing precise and dynamic behavior as well as the flow of control can be expressed naturally. It is easy to use and to extend. As shown in Fig. 3 , an executable SystemC performance model is generated from the Click source and the annotated platform mapping. Using a performance database, the complete system function is simulated in a timing precise manner on concurrent hardware resources (e.g. processing cores, buses). For fast functional verification, a loosely timed platform instance can be used. Tool support for modeling, verification, and analysis is available.
The existing reference application of the IEEE 802.11a/b/g/e/n MAC protocol [7] captures the protocol timing and processing state using an application library with WLAN protocol functions and real-time frame processing capabilities. The model features:
• Legacy fragmentation and RTS/CTS protection. Medium access is based on contention window and backoff. Frames are acknowledged and resent one by one.
• QoS extensions (IEEE 802.11e) with ACs for medium access. Stations acquire TXOPs per AC, e.g. by completing RTS/CTS and subsequently send packets. Immediate/delayed block acknowledgment is supported.
• HT extensions (IEEE 802.11n) with two aggregation schemes: aggregation of MAC service data units (A-MSDU) and MAC protocol data units (A-MPDU). Before concatenation, each A-MPDU subframe is protected by a checksum. The length of the whole frame is dynamically matched to the remaining time budget during TXOP continuation.
Networks of processing nodes are set up flexibly by instantiating MAC functions for access points and stations as well as host environments (traffic generators, packet sinks). A combined channel and PHY module connects the MACs and generates both timing behavior of frame transmissions and half-duplex busy signaling. Frames aggregated at the PHY layer are transmitted back to back. Bit errors can be introduced at random or in case of collisions. A packet trace is generated for analysis. Enabling the use of wide-spread frameworks, SystemClick models may be coupled with detailed hardware, channel or network models, e.g. in SystemC [15] or ns [16] . Fig. 4 shows the reference implementation model of the standard compliant EDCA. The modified MAC scheme uses the same architecture, but the queues are filled with frames with the same priority and the same destination instead of frames with the same AC. For the appropriate assignment of AIFSN values, management frames have to be exchanged on the same channel. As these management frames are crucial, they are directed to queue 0 with the lowest AIFSN value. In order to avoid collisions of management frames of different stations, the random backoff procedure (3 ≤ CW ≤ 7) is used. Queue 3 is used for all frames without priority, typically best effort and background traffic. Each station has two queues for frames which are to be sent with a fixed waiting time, i.e. for streams with high QoS requirements. As there are 15 AIFSN values available (1 to 15), the remaining 13 AIFSN values can be used for streams with high QoS requirements in the whole ad-hoc network. In order to keep the waiting time for best effort and background traffic in an acceptable range, we decided to assign this traffic an AIFSN of 7 but not greater. Therefore, there are five AIFSN values (2-6) negotiable in an ad-hoc network, which results in at least five simultaneous streams with high QoS requirements. In a typical home network scenario, this number should suffice. Fig. 5 illustrates the modified implementation model. In order to keep the modularity of the whole SystemClick model, we added a new element in each station called AIFSN_Manager. The new element receives messages about new or terminating streams, sends or receives management frames over the wireless channel and can set the AIFSN values and further parameters like the TXOP limit of the two QoS queues. The functionality of the AIFSN_Manager is illustrated in Fig. 6 . The management protocol implements the following functionalities with corresponding management frames:
VI. IMPLEMENTATION OF THE MODIFIED MAC
• Locking procedure: control which station gets the right to change the AIFSN table of all stations.
• Notify: inform all stations about new AIFSN assignments.
• Release: inform all stations about the release of AIFSN values.
• Change procedure: recursive reorder of used AIFSN values. 
VII. SIMULATION RESULTS
This section presents selected simulation results in order to exemplify the effectiveness of the modified MAC scheme in combination with the PHY and MAC enhancements of IEEE 802.11n. For example, the introduced frame aggregation increases the MAC efficiency and reduces the number of contention phases. Nevertheless, the modified MAC is able to increase the maximum throughput and reduce the delay, while enforcing prioritization of streams. The simulation results also show that the introduced overhead due to in-band signaling hardly impacts the performance. Table III 
A. Priorization
In this scenario there are six stations transmitting four HDTV streams in total. The offered load of each HDTV stream equals 17.6 Mb/s. The goodput at the service access point of the IP layer in case of standard EDCA is shown in Fig. 7 No collisions occur at all. Altogether, the IP goodput increases by 7.7 % to 57 Mb/s. However, the most important fact is the enforcement of priorities. Apparently, the overall offered load (71 Mb/s) exceeds the maximum possible IP goodput in this scenario. The stream with the lowest priority (i.e. stream 3) is the only stream which suffers from the bottleneck situation. In contrast to the standard EDCA case, the other three streams can fulfill the transmission tasks and realize their offered load. The goodputs are nearly constant. Of course, it is reasonable to combine the modified MAC with an admission control scheme. In this case, the stream with the lowest priority is to be rejected or switched to another channel.
The simulations of the modified MAC also showed that there are very few collisions of management frames, and if so, they are resolved effectively. 
B. Legacy Devices
Compatibility and coexistence with legacy devices were analyzed by simulating a scenario with two HDTV streams: one stream between stations supporting the modified MAC, and one stream between stations with standard EDCA. The results show that both streams reach the required goodput of 22.5 Mb/s. Parallel operation works without any problems. The occurrence of collisions in 1.5 % of all transmission attempts is not higher than in a comparable scenario with legacy devices only.
C. Average waiting time
In order to assess the average waiting time according to equation (1) an appropriate scenario was set up. There was one stream between two stations with a synthetic data source offering a load of 150 Mb/s. For each EDCA AC and the modified MAC, eleven simulations with increasing PER were performed. For each simulation, the waiting time was averaged over 30 seconds.
The EDCA is characterized by an increasing waiting time with higher PER, whereas the waiting time is constant in case of the modified MAC scheme. The fixed waiting time of the streams with the four highest priorities (assigned AIFSN values 2 to 5) is smaller than the average waiting time of a stream with AC_VI using standard EDCA. This paper describes enhancements of a MAC scheme, based on EDCA, developed in previous works to counteract the problem of insufficient QoS support in case of IEEE 802.11 ad-hoc networks. The enhancements of the prioritized medium access scheme concern the replacement of a dedicated control network by in-band signaling and the integration into an executable MAC specification of the recently released IEEE 802.11n amendment. The use of the SystemClick framework allows modeling, verifying and evaluating these enhancements on a programmable and concurrent platform productively. It substantiates the feasibility of our enhancements on resource constraint nodes, enables subsequent architecture exploration, and eases fast deployment.
On basis of representative simulation scenarios, we presented results exemplifying the effectiveness of the modified MAC scheme in combination with the PHY and MAC enhancements of IEEE 802.11n. The simulation results also point out that the introduced overhead due to in-band signaling hardly impacts the performance.
As a next step, we will deploy the modified MAC on IEEE 802.11n compliant prototypes to perform measurements in representative home networks. We expect only minor additional efforts, e.g. for optimizing the memory footprint. Furthermore, we will compare our concept with the enhancements envisioned by IEEE 802.11aa.
