The MIT Joint Program on the Science and Policy of Global Change is an organization for research, independent policy analysis, and public education in global environmental change. It seeks to provide leadership in understanding scientific, economic, and ecological aspects of this difficult issue, and combining them into policy assessments that serve the needs of ongoing national and international discussions. To this end, the Program brings together an interdisciplinary group from two established research centers at MIT: the Center for Global Change Science (CGCS) and the Center for Energy and Environmental Policy Research (CEEPR). These two centers bridge many key areas of the needed intellectual work, and additional essential areas are covered by other MIT departments, by collaboration with the Ecosystems Center of the Marine Biology Laboratory (MBL) at Woods Hole, and by short-and long-term visitors to the Program. The Program involves sponsorship and active participation by industry, government, and non-profit organizations.
INTRODUCTION
Many human activities cause the release of substances that alter the radiative properties of the atmosphere. Projections intended to represent plausible transient climate change due to anthropogenic forcing must, therefore, rely on emissions projections produced by models of economic activity and technological change that determine the level of human activities and emissions rates from those activities. Such projections of changes in economic and technological forces are, however, subject to considerable uncertainty. The evaluation of uncertainty in economic and technological factors and the effects on forecasts of carbon dioxide emissions has a relatively long history (e.g., Nordhaus and Yohe, 1985; Reilly et al., 1987) but the emissions forecasts associated with particular uncertainty limits, heretofore, have not been used to force complex climate models.
A major advance over the past decade has been the development of coupled oceanatmosphere models combined with development of computational capacity to simulate transient climate change (IPCC, 2001) , and complex climate models are now at a state of development where they are capable of using emissions scenarios generated by economic models. A second major advance on the atmospheric modeling front has been the coupling of atmospheric chemistry models with climate models so that the complex interactions of greenhouse gases, urban air pollutants, and other substances can be explicitly represented . Economic modeling has made major advances as well, most recently in the ability to consistently model and project the human activities that lead to emissions of the many substances that affect climate directly or indirectly (Babiker, et al., 2001; Reilly et al., 1999; IPCC SRES) .
These advances in economic and climate modeling make it timely, therefore, to reconsider uncertainty in emissions projections. In this paper, we describe the development of a consistent set of emissions scenarios with known probability characteristics based on projections of human activities over the next 100 years. 2 To produce these scenarios we make use of recent developments in uncertainty techniques (Tatang et al., 1997) and apply them to the Emissions Prediction and Policy Analysis (EPPA) model (Babiker et al., 2001) , a computable general equilibrium model (CGE) of the world economy that projects the major greenhouse gases as well as other climatically or chemically important substances. We compare our results to the scenarios generated for the Intergovernmental Panel on Climate Change (IPCC) Special Report on Emissions Scenarios (SRES, 1999) .
The next section begins with a brief discussion of uncertainty analysis and details of our approach. We then present the resulting distributions of emissions. Finally, we develop specific emissions scenarios with known probability characteristics and simulate resulting climate change using the MIT Integrated Global Systems Model (IGSM), comparing them to the SRES results also simulated through the MIT IGSM Reilly et al., 1999 ).
Uncertainty Analysis
There are two broadly different ways to approach the problem of forecasting when there is substantial uncertainty: uncertainty analysis (associating probabilities with outcomes) and scenario analysis (developing "plausible" scenarios that span an interesting range of possible outcomes). Both approaches are evident in climate assessments, most notably the recent IPCC reports. Authors for the IPCC Third Assessment Report (TAR) were provided guidance encouraging them to move as far toward uncertainty quantification as possible. TAR authors were asked to identify the most important factors and uncertainties likely to affect conclusions, document ranges and distributions in the literature, quantitatively (when possible) or qualitatively characterize the distribution of values that a parameter, variable or outcome may take, and optionally to use formal probabilistic frameworks for assessing expert judgment (Moss and Schneider, 2000) . The IPCC Special Report on Emissions Scenarios (SRES, 1999) uses the plausible scenario approach. The approach there was described as a "story line" analysis where all the scenarios developed were considered "equally valid," the authors strongly resisting an assignment of quantitative or qualitative likelihoods to scenarios.
There can be great benefit to a "story line" approach as it allows one to explore in detail how particular sets of assumptions produce different or similar outcomes. One advantage is that in assessments involving a set of authors with widely diverging views, it is typically easier to present scenarios without attaching likelihoods. When there exist widely divergent "world views," a term Edmonds and Reilly (1985) used to describe different views about future energy use and carbon intensity, one expert's likelihood range may not include another expert's most likely scenario making it as difficult to reach consensus on a likelihood ranges as on a mean or best guess case. A similar issue of consensus distributions also arises in expert elicitation in the contentious issue of whether or how to combine the judgments of different experts (Keith, 1996; Pate-Cornell, 1996) . The scenario or "story line" approach allows scenarios from experts with widely varying "world views" to be considered "equally valid", avoiding deadlock.
The alternative approach, uncertainty analysis, requires identification of the critical uncertain model parameters, quantification of the uncertainty in those parameters in the form of probability distributions, and then sampling from those distributions and performing model simulations repeatedly to construct probability distributions of the outcomes. With this approach, one can quantify the likelihood that an outcome falls within some specified range.
In the end, the difference between formal quantitative uncertainty analysis and the story line scenario approach is not whether a judgment about likelihood of outcomes is needed but rather when and by whom the judgment is made. Scientists can use the tools of uncertainty analysis and their judgment to describe the likelihood of outcomes quantitatively or the assessment of likelihood can be left to those who actually must use the information; i.e. policy makers and the public who must ultimately decide whether the risks of climate change are great or small. Our views are that (1) it is important for experts to offer their judgment about uncertainty in their projections and (2) formal uncertainty techniques can eliminate some of the well-known cognitive biases that exist when people deal with uncertainty (Tversky and Kahneman, 1974) . The evidence is strong that experts and laymen are equally prone to such biases and quantitative approaches can reduce if not eliminate these biases (Morgan and Henrion, 1990) .
A unique aspect of the uncertainty approach we use is that we are able to produce emissions projections that are consistent with underlying economic, demographic, and technological assumptions across substances for any year and over time. Choosing the 95% upper confidence limit for CO 2 , SO 2 , and CH 4 as derived from an uncertainty analysis, for example, will produce a much more unlikely climate scenario than the 95% upper confidence 3 limit on total radiative forcing unless these emissions are perfectly correlated. We know, however, that coal mining and coal burning are, for practical purposes, perfectly correlated at the global level and that coal mining releases CH 4 and coal burning results in emissions of CO 2 and SO 2 . Thus, we expect correlation in emissions of these three substances. The correlation is far from perfect, however, because there are other sources of all of these substances. Moreover, SO 2 and CH 4 emissions are subject to control measures that do not effect CO 2 emissions proportionately and both the sulfur content of coal and CH 4 release from coals mines varies greatly across regions, weakening the correlation among these emissions.
There is also likely to be a correlation structure for distributions across time. For example, a time profile of energy consumption that exhausts much of the cheaply available oil and gas in the first half of the century may lead to much greater reliance on higher emitting coal and shale oil in the latter half of the century whereas a time profile of energy consumption that relies on coal in the first half of the century will have more lower emitting natural gas available in the second half of the century.
Our method also allows us to recover the underlying parameter values that can lead to a particular case, where they lie in the input distributions we used, and the probability characteristics of the outcome associated with the case. By using this set of parameters, the scenario so constructed is consistent with the structure of the underlying model that includes the technological and economic relationships that create correlation among emissions and over time. In principle, one can then explore in detail the sensitivity of results to varying assumptions around such a case, allowing others to form different judgments about the likelihood, and conduct policy analysis using these cases as reference cases. While the set of parameter values associated with a particular set of outcomes is not unique, our approach allows a more structured development of families of scenarios that could serve as a basis for "story line" type analysis. This approach offers greater assurance of having explored a range of outcomes that brackets a specific likelihood range such as the 95 percent confidence limits.
Our approach involves: (1) choice of an appropriate model (2) sensitivity analysis to determine those parameters that are most important for particular outcomes (3) development of probability distributions for the parameters chosen for analysis (4) application of the Deterministic Equivalent Modeling Method (DEMM) approach to produce a polynomial reduced form fit of the EPPA model (5) Monte Carlo simulation of the reduced form polynomial fit developed using DEMM.
An Economic Emissions Model
The EPPA model is well suited for this task, as it was designed to simulate the world economy through time with the objective of producing scenarios of greenhouse gases (GHGs) and their precursors, emitted as a result of human activities. The simulation horizon is through the year 2100, producing emissions scenarios for the major greenhouse gases (carbon dioxide (CO 2 ), methane (CH 4 ), nitrous oxide (N 2 O), hydrofluorocarbons (HFCs), perfluorocarbons (PFCs) and sulfur hexafluoride (SF 6 )) 4 and other pollutants and climatically or chemically important substances including aerosols and their precursors (from sulfur dioxide (SO 2 ), black carbon (BC) and organic carbon (OC)), nitrogen oxides (NO x ), carbon monoxide (CO), ammonia (NH 3 ) and non-methane volatile organic compounds (NMVOCs)). The model is a computable general equilibrium model of the economy with sectoral and regional detail as shown in Table 1 (Babiker et al., 2001 (Babiker et al., , 2000 .
Greenhouse gas emissions ( Table 2 ) and emissions of other climatically or chemically important substances ( Table 3 ) come from many sources including fossil fuel combustion and production, agricultural production, biomass and waste burning, sewage from industry and households, and other industrial processes. Emissions are associated with specific EPPA sectors (Table 2 ) with emissions coefficients varying across sectors and regions to reflect differences among countries (Babiker et al., 2001) . Base year inventories were developed based on existing inventories and literature on emissions coefficients (Babiker et al., 2001 ; Mayer and Hyman, 6 Electrical switchgear Electricity production Magnesium production Energy intensive industry production 2001). Because of the relatively aggregated structure of EPPA, emissions coefficients are subject to change over time to reflect structural change in economies beyond that represented in the aggregate sectoral structure of EPPA. For regional and local air pollutants (SO 2 , carbonaceous aerosols, NO x , CO, NH 3 , and NMVOCs), emissions coefficients also depend on per capita income to reflect the fact that with rising incomes countries control pollution. The relationship between per capita income and emissions was statistically estimated based on the cross-section variation in emissions coefficients and per capita income among regions in the EPPA 1995 data base.
Sensitivity Analysis
The first step in performing an uncertainty analysis is to examine the sensitivity of the outcome of interest to model parameters, where each parameter is varied while holding other parameters to their reference values. The goal of this sensitivity analysis is to identify a limited number of parameters for formal uncertainty analysis. Arbitrarily small deviations can be misleading where uncertainties and equation formulations vary widely. We thus tested sensitivity to approximately two standard deviation changes for each parameter to take into account that the 
Probability Distributions of Uncertain Parameters
The computational demands of the DEMM approach require limiting the number of independently sampled uncertain parameters where possible. Based on the sensitivity analysis above, we identified 12 parameters shown in Figures 1 and 2 for the formal uncertainty analysis, normalized so that the median is 1.0. This is reduced to eight independent sets of probability distributions to sample from, and assumes perfect correlation within each set: We constructed the distributions for uncertain parameters through expert elicitation and from data obtained from the literature. The probability distributions for labor productivity growth and AEEI were obtained by expert elicitation. Five economists 5 participated in a protocol, each providing fractiles for the distribution for these variables. The five probability distributions for each quantity were then combined by equally weighting each expert's assessment. The experts' beliefs about the distribution of GDP growth rather than labor productivity were assessed as the experts indicated greater familiarity with estimates of GDP growth. As modeled in EPPA, there is a very close relationship between GDP growth (an output of EPPA) and the labor productivity growth required to produce that GDP growth, assuming all other parameters at reference values. Separate distributions for labor productivity growth were assessed for each of the EPPA regions, but in this uncertainty study we treat growth in all regions as perfectly correlated. Similarly, distributions for AEEI were elicited from the experts for OECD regions and separately for non-OECD regions, but treated as perfectly correlated during the random sampling.
The remaining parameters reflect uncertainties in emissions per unit of economic activity, which we refer to as emissions coefficients. Uncertainties in current emissions of CH 4 and N 2 O from anthropogenic sources are large ( Table 5 ) and for N 2 O the range of uncertainty differs from agricultural and industrial sources. The range in the estimates of methane emissions is from the EDGAR v2.0 study (Olivier et al., 1995) . Ranges for N 2 O emissions are from Mosier and Kroeze (1998) . These ranges are interpreted as one standard deviation from the mean.
Alternative scenarios for emissions of HFCs, PFCs, and SF 6 are given in Harnisch et al. (2000) . The major uncertainty surrounding these gases is how emissions per unit of economic activity will change in the future as current anthropogenic emissions are relatively wellconstrained by measurements of global concentrations. Thus, for these gases, we treated as uncertain the change in their emissions coefficients over time. The time trend that best fits the emissions coefficient data is exponential (HFCs and SF 6 ) and linear (PFCs). Three sets of time trend parameters were estimated, one each for the reference, the high, and the low cases in . For HFCs and SF 6 the estimated equations were of the form: (4.4 -80) 59. 3 (5.2 -95) Source : Summarized from Olivier et al . (1995) , Seinfeld and Pandis (1998) , and Mosier and Kroeze (1998) .
where i is an index for the case (reference, high, or low), ef (t) is the emissions coefficient factor in time t, a is a constant, and c is the estimated trend parameter. For PFCs:
Then, in all cases, the actual emissions are calculated as:
where emi is the emissions (of HFCs, PFCs, or SF 6 ) at time t for sample i from the distribution, activitylevel is the level of economic activity in the industrial sectors ($), emicoef is the reference emissions coefficient (kt/$), and ef is the uncertainty factor calculated as above.
Distributions are the best-fit Beta distribution for the a parameter where i = reference is the median and i = high, low are interpreted as the 95 percentile values. The estimates were normalized, with a ref = 1.0, so this factor could be used directly as a multiplier to the reference emissions coefficients in EPPA.
Current emissions of the other pollutants, including SO 2 , NO x , CO, NMVOCs, and particulates are subject to a substantial uncertainty ( Table 5) . As above, emissions from each source activity are treated as independent, while the emissions of each non-GHG from a given activity is perfectly correlated during sampling (e.g., SO 2 and NO x from agriculture are correlated). Estimates of the uncertainty in emissions from agricultural and industrial activities (not including fuel combustion) are based on Edgar v2.0 data (Olivier et al., 1995) and Seinfeld and Pandis (1998) . We approximate one standard deviation limits in emissions from industrial sources as ±50% of the mean. Uncertainty in emissions from agricultural sources is somewhat wider and skewed towards higher emissions with an upper standard deviation of +80% of the mean and a lower standard deviation of -40%.
The dominant source of these other pollutants is the combustion of fossil fuels. As described above, the emissions coefficients over time for each species is fit as a power series function of GNP per capita, .
The values of the parameters a and c are estimated based on cross-sectional data, along with an estimate of the standard error. The uncertainty in the emissions from fuel combustion is then represented as the average standard error for the parameter a in these functions, which is ±60% of the mean. Uncertainty in the evolution of GNP per capita is driven by the uncertainty in labor productivity growth. Together these two uncertainties encompass a wide range of possible future aerosol and pollutant emissions as a function of the growth of the economy and how emissions are reduced as wealth increases.
In Table 6 we provide the fractiles for labor productivity for each region and for the AEEI for OECD and Non-OECD. In Table 7 we show fractiles of 1995 emissions for CH 4 , N 2 O and the urban air pollutants. We provide emissions rather than the coefficients because they can be more readily compared with other data on emissions. The units associated with the coefficients themselves are MT/dollars of sector activity and are unique to the specific EPPA economic data Note : GDP rates are for the initial period, after which they approach an asymptotic limit of 1% for OECD regions 2% for non-OECD regions.
set and sector aggregation. Table 7 also provides fractiles for the coefficient trend parameters for HFCs, PFCs, and SF 6 .
The DEMM Approach
The Deterministic Equivalent Modeling Method (DEMM) 6 is used to obtain approximations for the model responses (Webster and Sokolov, 2000; Tatang et al., 1997) , and perform Monte Carlo on the approximations. DEMM is similar to response surface replacement methods (Downing et al., 1985) in which typically a linear model of the uncertain output as a function of the uncertain parameters is calculated from a fractional factorial design, and Monte Carlo is applied to the response surface. DEMM improves upon these methods with respect to the choice of the basis functions, the choice of points to evaluate, and most importantly the ability to capture low-order non-linearities. DEMM treats uncertain model responses as random variables, which are represented as expansions of orthogonal polynomials. These orthogonal polynomials are derived from the input parameter PDFs. The coefficients of the expansion are calculated from simulations of the model. The method of choosing parameter values at which to run the model is analogous to Gaussian Quadrature (Press et al., 1992) : the values used are the roots of the orthogonal polynomials one order higher than that of the approximation. These samples will be distributed over parameters' joint probability space. Additional runs must be used to check whether the approximation has a reasonably small error. The roots of the orthogonal polynomials two orders higher than the approximation are used to generate the parameter values for checking, both because they will interleave the points used to solve the approximation and because if a higher order is needed The approximation of model responses by DEMM has additional advantages. Information on the sensitivity to individual parameters is accurately represented in the expansion, allowing the evaluation of relative contribution to uncertainty without additional simulations. Finally, alternative PDFs for parameters can be propagated through the approximation without any additional runs of the true model, as long as the new PDFs do not extend beyond the range for which the approximation has been validated. LHS and other methods would require new sets of simulations at additional computational cost.
Emissions Uncertainty Results
Using DEMM, we propagate the uncertainty in 8 independent sets of input parameters by estimating 4 th order polynomial expansions, requiring 1300 runs of EPPA for estimation and verification. The errors in the reduced form model were all less than 0.1% of the mean values, and most are less than 0.01% of the mean. Monte Carlo simulation is then performed on the reduced form model using 10,000 random samples from the parameter distributions. The resulting samples of emissions of each species at each time period are then used to construct probability distributions.
The resulting uncertainty in greenhouse gas emissions is shown in Figure 3 , which indicate the median, +/-one standard deviation (67%), and +/-two standard deviations (95%) for the emissions of each gas. Also shown in Figure 3 are the emissions from the six representative scenarios from the IPCC SRES. Although the SRES scenarios do not have an associated probability, it is useful to compare them to our probabilistic bounds. CO 2 emissions from the SRES scenarios spread over much of our 95% range (Figure 3a) . This is not surprising, since socioeconomic models of many types have been used to project CO 2 emissions for nearly two decades, and modeling studies tend to be fairly consistent (Weyant and Hill, 1999) . But while the range itself is similar, the distributions are not. The SRES has a lower bias among its scenarios, with four of the six SRES scenarios well below our median emissions in 2100. Furthermore, two of those project lower CO 2 emissions by 2100 than our 95% lower bound. The time path of emissions is even less consistent between the two methods; the SRES scenarios are biased higher than our distributions before 2040, after which time some of the SRES change the trend.
Emissions projections of other greenhouse gases are less consistent between our ranges and the IPCC's. One significant difference is that the IPCC assumes that global emissions of all gases are known for 1990-2000. In fact, as discussed in the previous section, there is considerable uncertainty in current global emissions, particularly emissions resulting from agricultural activities and emissions from developing countries. Perhaps as a result of our treatment of current uncertainty as well as future trends, we find a larger range of uncertainty in non-CO 2 greenhouse gas emissions than the IPCC does. SRES projections of CH 4 and N 2 O span our 67% probability bounds. Four of the six N 2 O scenarios are near the lower 67% bound while the other two are near the upper 67% bound, and none are close to our mean. For the F-gases (hydrofluorocarbons, perfluorocarbons, and sulfur hexafluoride) the IPCC has developed four representative scenarios (Fenhann, 2000; SRES, 2000) . Their projections of HFCs emissions span considerably less than our 67% probability range. The higher HFCs emission trajectories in EPPA permit strong increases of emission levels as a consequence of increases of GDP. In contrast, the SRES emissions remain capped because of a prescribed decoupling of HFCs from increases of GDP due to market saturation. The low HFCs emission levels, which are also possible within EPPA, are also not seen in SRES, as its authors seem fairly pessimistic about the potential for emission control through containment and substitution by alternative fluids. For PFCs the authors of SRES seem skeptical about the availability of technological options to reduce PFCs emissions from aluminum production eventually leading to PFCs free production. The picture is similar for SF 6 : SRES again does not allow for a permanent de-coupling of emissions from economic development, which in EPPA becomes possible through technological change. All in all, SRES-with respect to emissions of fluorinated gases-assumes a fairly deterministic emission-GDP relation that does not allow for major technological changes to lead to truly significant reductions of emissions. In addition to the greenhouse gas emissions, we use the 10,000 simulations to quantify uncertainty in other climatically relevant emissions. In Figure 4 , we show the uncertainty in emissions of SO 2 , NO x , CO, and non-methane hydrocarbons. As with the greenhouse gases, our probability bounds account for uncertainty in current global emissions of these species as well as economic growth, while the IPCC assumes that current emissions are known. SO 2 emissions, a precursor to sulfate aerosols, are especially important in climate projections because of the strong negative radiative forcing effect of those aerosols. The difference between the SRES projections of SO 2 emissions to our projections is striking. In all six of the representative scenarios, the IPCC projects that after about 2040, SO 2 emissions will begin to steadily decline. The IPCC assumes that policies will be implemented to reduce sulfur emissions, even in developing countries, in all imaginable cases. By contrast, our study imagines that the ability or willingness to implement sulfur emissions reduction policies is one of the key uncertainties in these projections. Accordingly, our 95% probability range includes the possibility of continuing increases in SO 2 emissions over the next century, as well as declining emissions consistent with SRES. Similarly, though not as striking, SRES projections of NO x , CO, and NMVOC emissions all fall within the lower half of our probability distributions of emissions.
Global SO 2 Emissions
Finally, we project emissions of other climatically relevant substances not treated in the IPCC SRES: black carbon aerosols, organic carbon aerosols, and ammonia. Recently there has been an increased interest in the radiative forcing properties of black carbon or elemental carbon aerosols, primarily produced from incomplete combustion (Hansen et al., 2000) . Black carbon aerosols are light absorbing, and therefore have a different effect on radiative forcing than sulfate aerosols. Aerosols in both polluted and remote areas contain a wide range of organic compounds, resulting from direct emissions or secondary chemical production in atmosphere. Organic aerosols, like sulfate aerosols, have negative radiative forcing. Finally, ammonia emissions are important because the primary form of sulfate and nitrate aerosols are as ammonium salts. While the influence of changing emissions of ammonia and carbonaceous aerosols has not been explicitly formulated in the current version of the MIT climate-chemistry model, we project these emissions for the new version of the IGSM currently being developed. Probabilistic bounds on emissions of these substances are given in Figure 5 . 
SCENARIOS FOR CLIMATE SIMULATIONS
Quantifying uncertainty in emissions with probability distributions, as illustrated above, is an important step towards treating uncertainty in climate projections and, ideally, the uncertainty in emissions scenarios would be jointly considered with uncertainty in climate models. For many climate models it is not computationally feasible to run hundreds of scenarios, and instead modelers must simulate a selected set of scenarios, such as those developed in the IPCC SRES. Our approach allows us to select scenarios where we can describe the associated likelihoods.
There remain some limits to this approach that separates uncertainty analysis in emissions from uncertainty in climate modeling because there are multiple climatically or chemically important substances of interest. If there were only one substance that mattered for climate projections, CO 2 for example, scenarios could simply be defined as the various fractiles of the distributions; i.e., the mean and the upper and lower 67% or 95% emissions shown above. In fact, there are many emissions that influence the climate, including several greenhouse gases, aerosols, and precursors of climatically relevant substances. The uncertainty in the emissions of each of these substances is neither completely independent nor completely dependent (perfectly correlated) with each other. For example, emissions of CO 2 and CH 4 have a correlation coefficient of 0.81. It is important to accurately capture this probabilistic relationship in designing scenarios. If three different probabilities are used for each of the four groups of independently varying emissions in this study, mean, upper 95%, and lower 95%, then there are 3 4 or 81 scenarios that describe every possible combination, an impractically large number for simulations for coupled AOGCMs. Further, this method will result in some scenarios that have extremely low probabilities. For example, choosing the upper 95% value on all four groups has a likelihood of being exceeded of (0.025) 4 = 3.9 x 10 -7 or an approximately 1 out of 2,560,000 chance. We "pare" the decision tree to a few of the most interesting scenarios. The single largest driver of climate outcomes is CO 2 emissions, so we begin by choosing three emissions scenarios for CO 2 that result in the median, upper 95% and lower 95% emissions levels. In order to keep the overall probability of the scenarios at 2.5% and 97.5%, we fix the other greenhouse gas and non-GHG emissions at their median levels where the median is conditional on CO 2 at median, the upper 95% and the lower 95% emissions. With positive correlation between CO 2 and CH 4 emissions, for example, median emissions of CH 4 conditional on CO 2 at its upper 95% level will be higher than median emissions of CH 4 conditional on CO 2 at its median. This process is illustrated in Figure 6 .
It is possible to construct other scenarios. For example, we illustrate in Figure 6 with dashed lines a set of scenarios focused on uncertainty in other GHGs or other pollutants conditioned on median outcomes for CO 2 or all GHGs. Such a set of scenarios would be useful in exploring the possible range of atmospheric chemistry and climate responses to extreme variations in the relative increase of different substances. Since there are complex and non-linear interactions among GHGs and other pollutants, different emissions of gases would result in potentially widely different atmospheric lifetimes of substances or in different levels of urban air pollution. Yet, because emissions of many substances are tied to the same human activities, one would like to construct scenarios where one knew whether the widely diverging emissions scenarios for different gases were consistent with the underlying structure and trends in human activity as well as the specific likelihood of such diverging emissions scenarios. A particular application might explore the uncertainty in sulfate aerosols given a median estimate of GHG emissions, as reductions in sulfate aerosol loadings projected in the IPCC SRES scenarios figured prominently in shifting the 2100 warming estimates for the IPCC TAR as compared with the Second Assessment Report (IPCC, 2001) . Other scenarios may also be of interest and can be easily constructed in the future. In the end, the most useful emissions scenarios will be those that provide probabilistic bounds in terms of their aggregate contribution to radiative forcing or to global mean temperature change. An uncertainty study of a climate model equivalent to this study of an emissions model would be required to build such scenarios. 
CLIMATE IMPACTS OF REPRESENTATIVE SCENARIOS
We use the MIT 2D climate-chemistry model to compute the climate impacts resulting from the three representative scenarios presented above. We compare these scenario results to the climate impacts of the six representative SRES scenarios, also as simulated by the MIT climate model. We do not consider, here, the further uncertainties in climate that stem from uncertainties in climate models themselves (Webster and Sokolov, 2000) .
The MIT Integrated Global System Model is a set of coupled sub-models that includes the EPPA model as well as submodels that comprehensively cover atmosphere, ocean, and terrestrial earth systems. Emissions scenarios from EPPA are used as inputs into a coupled chemistry/ climate model along with scenarios of natural emissions of GHGs from a Natural Emissions Model (for wetland CH 4 and natural N 2 O emissions) and other natural emissions preprocessor Wang et al., 1998) . The chemistry and climate model is a two-dimensional (2D) land-ocean (LO) resolving climate model, which is coupled to a 2D model of atmospheric chemistry and a 2D or three-dimensional (3D) model of ocean circulations Wang et al., 1998; Wang and Prinn, 1999) . In addition to the 2D global chemistry, the IGSM includes a 3D urban air chemistry model for treating emissions in urban areas . The TEM model of the Marine Biological Laboratory (Melillo et al., 1993; Tian et al., 1999; Xiao et al., 1997 Xiao et al., , 1998 simulates carbon and nitrogen dynamics of terrestrial ecosystems. These features allow the IGSM to project concentrations of the relevant trace gases, accounting for photochemical processes and the feedback of climate on natural emission sources; radiative forcing from these trace gases; temperature and precipitation at different latitudes (longitudinally averaged) and global mean; and sea level rise due to thermal expansion of the oceans.
We find that the CO 2 concentration by 2100 reaches 465 ppm, 662 ppm, and 1090 ppm in the low, median, and high scenarios, respectively (Figure 7a) . The SRES span a similar range, from 518 ppm to 965 ppm because of the comparable ranges in CO 2 emissions. Radiative forcing due to CO 2 alone in our scenarios ranges from 3.0 to 8.4 W/m 2 by 2100, and the SRES scenarios result in a similar range. In contrast, the ranges of radiative forcing resulting from other radiatively active substances exhibit greater differences between our scenarios and the SRES. For methane forcing, our scenarios range from 0.4 to 2.3 W/m 2 by 2100, while the SRES covers a smaller range and is biased towards lower forcings, from 1.1 to only 1.3 W/m 2 . Recall that although parameters that drive both CO 2 and CH 4 are at extreme values in the high and low cases, other uncertainties specific to CH 4 are at median values; our range is not as large as a full 95% confidence interval for CH 4 forcing would be. Radiative forcing from N 2 O in the SRES covers a more similar range to that of our scenarios, but the SRES are biased towards higher forcings in this case. The combined radiative forcing effects of HFCs, PFCs, SF 6 , and CFCs are also biased higher in the SRES. Our three scenarios have radiative forcings of 0.2, 0.5, and 0.9 W/m 2 , while the SRES scenarios range from 0.4 to 0.9 W/m 2 . Perhaps the most important differences are the sulfate aerosol contributions to radiative forcing in our analysis compared with the SRES scenarios. The sulfate forcing in our scenarios is -0.4, -1.0, and -1.6 W/m 2 by 2100 in the low, median, and high scenarios, respectively. By contrast, the range of forcings from the SRES scenarios is -0.3 to -0.7 W/m 2 . Our wider range stems from two factors: (1) we represent uncertainty in existing sulfate loading, recognizing that SO 2 emissions come from many sources (e.g., energy and biomass burning and industrial processes) that are not all monitored and measured with great accuracy; and (2) we relate reductions in emissions of SO 2 per unit of fuel combustion and other sources to growth in per capita income to reflect the growing demand for environmental clean-up with rising incomes that has been observed. As a result of (1), once the wide uncertainty range for emissions in 2000 is represented in the climate chemistry IGSM there is an immediate response, representing uncertainty in current levels of radiative forcing. As a result of (2) and other assumptions about the trend in emissions coefficients, we find the possibility of either increasing or decreasing sulfate aerosol forcing. The SRES scenarios include no uncertainty in current emissions of SO 2 and all scenarios show radiative forcing in 2100 to be below current levels of forcing. There are other ways to represent uncertainty in future SO 2 emissions that could change our results but, apart from any modeling, an adequate representation of uncertainty would seem to involve some measurable chance that SO 2 emissions might increase rather than decrease. Figure 7 (f) shows the resulting global mean temperature change from 1990 as a result of our three scenarios and the six representative SRES scenarios. Because CO 2 is the largest single driver, the ranges of temperature changes are not extremely different: our scenarios range from 0.9 to 4.0 o C, and the SRES range from 1.3 to 3.6 o C. However, it is interesting to note that the temperature change in five of the six SRES scenarios is greater than or equal to the temperature change in our median scenario of 2.2 o C. The main reason for the difference in the median or central tendency of the two sets of scenarios is the difference in sulfate aerosol forcing. It is important to be clear that the range of global mean temperature change between our low and high scenarios is not a 95% confidence bound on temperature change from the MIT model. To give this range will require applying the methods described here to a full uncertainty analysis of the climate model.
CONCLUSIONS
Analysis of possible future climate changes should include quantification of the uncertainty in climate projections. In this paper, we constructed three representative scenarios where the emissions of CO 2 are at median, upper 95%, and lower 95% levels, and all other emissions are at their median levels conditional on the CO 2 emissions. We have compared emissions from the six representative SRES scenarios with our calculated probability distributions of emissions, and also compare the climate impacts of the SRES scenarios with the impacts from our low, median, and high CO 2 scenarios. We find that the SRES CO 2 emissions covers much of our 95% confidence range, but is biased towards lower CO 2 emissions by the end of the century than our distributions. The differences partly reflect the inclusion of policy effects in some of the SRES scenarios, whereas we have tried to develop probability distributions of emissions under no climate policy. Assessments of the effects of policy would require repeating this exercise under the policy assumption, and then comparing the resulting probability distributions and their impacts.
For other greenhouse gases and aerosols, the SRES scenarios tend to encompass much narrower ranges than we find from uncertainty propagation. Further, the SRES emissions are biased higher than our distributions for some species and biased lower for others. One difference is that the IPCC does not include the uncertainty in current emission levels, which is significant in many cases. Finally, the greatest difference between the two methods is found in sulfur emissions. Here, the IPCC has assumed the presence of sulfate reduction policies later in the century seemingly without considering uncertainty in the ability/willingness to implement such policies. In performing the uncertainty analysis, we also include the effect sulfate reductions as economies increase in wealth, but we have also included the uncertainty in how that relationship will hold in other countries in the future.
As a result of the different methods and assumptions in constructing representative scenarios, we find that the IPCC SRES are biased in the direction of higher global mean temperature change by the end of the next century. This bias towards higher temperatures is partly due to the strongly optimistic assumptions about the reductions in sulfur emissions.
A significant motivation for this study was the perceived desire within the climate modeling community for a small set of scenarios that describe a central tendency (mean or median) and high and low cases that bound an explicit probability. We hope these emissions scenarios provide a useful set of scenarios to study climate uncertainties.
