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Mobile Multimedia Computing in Cyber-Physical Surveillance
Services Through UAV-Borne Video-SAR: A Taxonomy of Intelligent
Data Processing for IoMT-Enabled Radar Sensor Networks
Mohammad R. Khosravi and Sadegh Samadi
Abstract: This study investigates the different aspects of multimedia computing in Video Synthetic Aperture Radar
(Video-SAR) as a new mode of radar imaging for real-time remote sensing and surveillance. This research also
considers new suggestions in the systematic design, research taxonomy, and future trends of radar data processing.
Despite the conventional modes of SAR imaging, Video-SAR can generate video sequences to obtain online
monitoring and green surveillance throughout the day and night (regardless of light sources) in all weathers. First,
an introduction to Video-SAR is presented. Then, some specific properties of this imaging mode are reviewed.
Particularly, this research covers one of the most important aspects of the Video-SAR systems, namely, the systematic
design requirements, and also some new types of visual distortions which are different from the distortions, artifacts
and noises observed in the conventional imaging radar. In addition, some topics on the general features and
high-performance computing of Video-SAR towards radar communications through Unmanned Aerial Vehicle (UAV)
platforms, Internet of Multimedia Things (IoMT), Video-SAR data processing issues, and real-world applications are
investigated.
Key words: Video Synthetic Aperture Radar (Video-SAR) imaging; radar networks; radar image processing; highperformance computing; Internet of Multimedia Things (IoMT); cybersecurity

1

Introduction

Recently, radar imaging systems have been applied for
generating video sequences[1, 2] . In order to make such
an ability in radars, a new imaging mode was added to
Synthetic Aperture Radars (SAR) which can produce
a time sequence of images from the observed scene
(or image region). This is a big progress while it is
compared to the conventional (operational) modes of
SAR for capturing still images. SAR videos can give
us new horizons of technical reliability in real-world
applications, such as real-time weather-independent
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green surveillance and target tracking systems based
on active radars for nights where there is no light
and therefore optical sensors are out of service. This
new mode was named Video-SAR (in the literature,
VideoSAR and ViSAR are also used[1] ). The starting
point of research on Video-SAR has not been well
specified and may be in 2003, however this topic is
not important. As follows, more information is given
about the history of Video-SAR systems. In the simplest
form, Video-SAR consists of re-processing of raw
data for the SAR image taken in a circular geometry
based on spotlight (mode) algorithms which does not
need any additional step to generate new raw video
data. Although in this way of video formation, some
sequential frames from the observed scene can be
reached, the formed video will not be a standard video
for real-world applications because of very low framerates and unsuitability in terms of Multimedia Quality
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of Experience (MQoE) requirements. In the spotlight
algorithms, for generating video frames from a circular
data, there is a trade-off between spatial resolution and
frame-rate (as representative of temporal resolution)
where there is no overlapped data in sequential frames.
In fact for keeping a minimum of spatial resolution, we
have to create an upper bound on frequency of frames
(frame number per second). In practice, for solving this
serious problem partially, a process called overlapping
is used. Without overlapping, we may have only several
frames per minute, subject to a normal playback speed.
Overlapping can help to have several frames per second
with higher spatial resolution such that this can give a
more natural video considering MQoE. However, this
number of frames may not be adequate yet. As typical
values for frame-rate under overlapping, we can consider
3–5 Hz. Additional needed frames are usually generated
with two ways. The first one is to make a unnatural
playback speed which is indeed a type of multimedia
distortion, and the second one is to generate more frames
using inter-frame interpolation placed in data processing
block of the radar system to ensure 16+ frames per
second while keeping the playback speed in a normal rate
(subject to no change in the radar platform and formation
algorithm). In addition to circular geometry, SAR videos
can be formed by a linear geometry with strip-map
or spotlight algorithms. For resolving the frame-rate
problem, overlapping is the first intellectual solution
which is a signal processing idea. Normally, spotlight
videos can have better spatial resolution compared to
strip-map videos. Therefore, spotlight video is often
used for surveillance systems and strip-map video is
usually used for tracking systems. In a circular geometry
scenario, the main objective of Video-SAR is real-time
monitoring and surveillance of a fixed scene (which
may include moving objects). In SAR still images,
the most describing desired parameter for an end-user
is spatial resolution. On the other hand, Video-SAR
data has a third dimension, i.e., the time. Thus, VideoSAR data needs a sufficient temporal resolution in
addition to a suitable spatial resolution. It is obvious
that frame-rate in Video-SAR is the most important new
factor for the systematic design of an imaging radar
with the ability of capturing video. SANDIA National
Laboratories is the most famous research organization
in the world with extensive interests on developing
Video-SAR systems and applications. SANDIA has
provided some real Video-SAR data as freely available
through its website[3] . This real data is currently the
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main test data for researchers who are active in the
area of Video-SAR data processing. However, study
on signal processing unit in the radar may be done with
fully synthetic data, semi-real data (data of real sensors
deployed in a laboratory or small-scale environment),
or simulated data based on real sensing (real data of a
sensor which has been synthetically changed for another
sensor). The fully synthetic data must not be used for
data processing studies. In brief, several keywords of
SAR/Video-SAR are summarized below:
 General mode/type of imaging radar: SAR (basic
mode), Interferometric SAR (InSAR), Polarimetric SAR
(Pol-SAR), bi-static SAR, MIMO-SAR, Video-SAR,
Inverse SAR (ISAR), and so on.
 Operational mode/imaging mode: spotlight,
strip-map, circular, etc.
 Geometry: linear, circular, and combinational
(e.g., curvilinear).
 Physical deployment: ground-based (e.g., ISAR),
air-borne/aerial (e.g., UAV-borne), and space-borne
(satellite radar imaging).
 Computing: signal processing algorithms, data
processing algorithms, and systematic design.
 Algorithms (imaging/image formation/signal
processing): related to each mode and/or type, e.g.,
Range-Doppler Algorithm (RDA), and Omega-K.
 Data processing: video-based tracking, visual data
compression and aggregation, visual enhancement, and
image noise/artifact removal.
 Remote sensing/surveillance applications: traffic
monitoring, distributed surveillance, tracking, remote
sensing of natural hazards, etc.
In recent years, Video-SAR has achieved a serious
attention from scientists and industrial developers. An
industrial report in Ref. [4] is one of the oldest and most
leading research about Video-SAR which was published
in 2010. Video-SAR has had a fast progress in the last
decade in terms of academic attention and development
in aspects of signal and data processing[5–14] . In this
paper, the aim is to review the main objectives behind the
Video-SAR systems in order to make a comprehensive
systematic review with emphasis on data processing.
As pointed out in the abstract, we intend to review
some specific properties of this imaging mode, such as
visual distortion, general aspects, radar communications
for Unmanned Aerial Vehicles (UAVs), real-world
challenges, and machine learning applications. The rest
of this paper is organized as follows. A brief introduction
on Video-SAR data properties is highlighted in Section 2.
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Section 3 presents radar fundamentals dedicated to
Video-SAR systems, including communications and
the related topics. Section 4 reviews signal and data
processing aspects of Video-SAR with emphasis on
high-performance intelligent and distributed mobile
multimedia computing for radar data processing. Section
5 discusses the remaining issues around Video-SAR
applications and the future scope.

2

Video-SAR Data Property

Figure 1 shows two types of imaging geometry. Both
of these radar platform movements in the previous SAR
modes can also be used in Video-SAR imaging. In
SARs, the most important imaging mode for the circular
geometry is named circular mode, which is able to obtain
the highest spatial resolution as compared to all the
other modes. The circular mode is not used in linear
geometry and in addition, its corresponding algorithms
are not normally suitable in Video-SAR imaging without
applying the needed changes.
In Video-SAR, both the spotlight and strip-map related
algorithms can be used for any kind of geometry, either
linear, circular, or combinational. However, according to
specific goals and missions of Video-SAR systems, we
can develop some new algorithms based on the existing
ones to reach a better consistency and performance. In
fact, the existing algorithms that have been developed
for other modes, may not comply with the circumstances
of the Video-SAR mode in some cases. As pointed in

Fig. 1

Video-SAR geometry; (a) circular and (b) linear[5] .

the previous section, the issue of inter-frame overlapping
is very important to achieve an enough frame-rate and
spatial resolution at the same time. Figure 2 indicates
that sequential frames have mutual information related
to the properties of the imaged scene (e.g., in terms
of texture and statistical measures), and also the same
content. However, because the frame-rate of the current
datasets[3] is not sufficient for having a normal speed
playback (less than 5 Hz), we should not expect a
high inter-frame correlation for some advanced coding
methods, such as MPEG compression. Later, we will
discuss about the issue of low frame-rate (or the
abnormal playback speed).
As shown in Fig. 3, an optical image sample of
a solar tower is seen[15, 16] . SANDIA specialists have
generated a real Video-SAR data for this location. In
Fig. 4, four frames which belong to different times have
been shown as per the timeline of recording during a
video surveillance test on the tower[3] . In SANDIA’s
video, it has used a circular geometry for making
the raw data along with a signal processing algorithm
based on spotlight mode in order to video formation.
Despite the use of inter-frame overlapping, there are
no sufficient frames, such that the frame-rate is 3.25
(fps, or Hz). This sample shows that we have to play
the video at least 8 times faster to reach 16+ frames
per second. The playback speed is not normal, and this
is a kind of multimedia distortion as per the MQoE
requirements. In addition to the mentioned problem of
frame-rates, rotating shadow caused by active microwave
imaging technology is another new distortion of VideoSAR compared to other SAR forms which deal with
still images, see Fig. 4. The shadow is rotational in
comparison with the scene. In fact, we observe the
shadow always in the same places (here at the top), and
the scene seems to be rotated, this is because the shadow
has to be fixed according to the radar sensor place (active
observer). Thus, the rotation is exclusively defined as to
the scene where in optical imaging the relative movement

Fig. 2 Sample frames extracted from a surveillance video
with the same content (sequentially from (a) to (c)), data
has been provided by SANDIA[11] , x- and y-axes are
corresponding to the range and cross-range, both in terms
of pixel numbers (resolution unit). Color bars describe the
intensity levels through a colorized visualization.
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Fig. 3 Aerial view of national solar tower test facility at SANDIA National Laboratories in Albuquerque, New Mexico, USA;
(a) general view and (b) top view provided by an optical imaging sensor[3, 15, 16] .

Fig. 4 Rotating shadow distortion in Video-SAR; (a) – (d)
some selected frames in a timeline[3] .

between shadow and the scene does not exist (in a
short period). The rotating shadow can be a serious
problem of Video-SAR in some applications, such as
moving object tracking, because the rotating shadow
is not classified as a part of the background and may
cause wrong detection and tracking. The rotating shadow
issue mostly depends on geometry of imaging, so its
effect on circular geometry while there is a relatively

tall fixed object in the scene will be the highest (as the
worst case). The rotating shadow can be combined with
another distortion, entitled “reflection over shadow” as
secondary part of Video-SAR-related shadow distortions.
In general form, also the shadow (as non-rotating) is
itself a distortion for any kind of SAR sensors. In fact,
these are three types of shadow-related distortions.
These two issues, i.e., low frame-rate and rotating
shadow, are completely new in radar imaging and
are observed only for Video-SAR. It is explicit that
Video-SAR suffers from other classical distortions of
SAR sensors as well, since it is SAR-type sensor.
As an exception about shadows, they are essential
and useful for moving target detection and tracking.
Video-SAR can be more reliable and provides easier
facilities than Ground Moving Target Indication (GMTI)
in conventional SARs towards a moving target detection
problem. Removing all types of distortions and visual
artifacts/noises, particularly these two above-reported
items, is not only challenging for end-users, but also
necessary in a real-world application. In the next
sections, some trends and solutions on the topic of
distortion correction will be discussed. In terms of
big data and knowledge discovery, Video-SAR data
is a kind of big multimedia[11] which needs to be
communicated and analyzed efficiently with rapid
techniques, proportional to its features and complexity,
later this issue will be extensively discussed.

3

Networking and Radar Foundations for
Video-SAR

Video-SAR is the same as all other radar systems
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according to the below categorization, or in other words,
it should be discussed in terms of the following subjects:
 Systematic design: general parameters computation
considering all aspects of antenna, communication
channel, processing, quality of performance, electronic
warfare, and so on.
 Signal processing: including imaging block
algorithms, radar communication and physical layer, and
advanced topics in electronic warfare in single and multisensor radar systems (e.g., radar networks, MIMO, and
multi-static).
 Data processing and networking: including
intelligent and distributed mobile computing using
computational intelligence, vision computing, security
and privacy, radar data networking, modern topics of
computing (edge, fog, granular, etc.) towards mobile
computing and offloading in UAV networks and CyberPhysical Aerospace Systems (CPAS).
Also as seen, some newly hot issues, such as Radar
Communications (RadCom), radar data networking
(can be a sub-title of radar networks), and cyberphysical radar systems (integrating communications
(and networking), computing (in signal and data
levels), security and privacy, human-machine interaction,
cybernetics, control, and physical sensing), have been
added to the mentioned classification. It is clear that
all of them can make new areas of research in VideoSAR systems. In the basic topics, Video-SAR is not
much different from the general forms of radar systems,
however some new issues should be considered to detail
and explain differences. The topic of signal and data
processing will be extensively discussed in the next
section. As below, we briefly present some topics around
the systematic design and radar communications.
3.1

Video-SAR systematic design: Requirements

The topic of systematic design is very important in

Fig. 5

Video-SAR systems, such that some recent works
have tried to add new items to it[2, 4, 17–26] . Framerate is an intrinsic feature of each video. Therefore,
Video-SAR, like other video systems, needs the framerate requirements for MQoE, in other words, it has
a minimum of acceptable temporal resolution. As
said earlier, low frame-rate is a kind of distortions
which causes abnormal playback speed. In practice,
overlapping is essential and should be done during
video formation process, normally as 80%–95%[17] (see
Fig. 5), although this high amount of overlapping is
not yet sufficient to have a normal speed, it can help to
compensate partially (the overlapping is also useful for
increasing the azimuth resolution as one of the factors
included in the total spatial resolution). For computing
of the least frame-rate, two different views are needed,
i.e., radar requirements and multimedia requirements[2] .
Briefly, towards computing a proper frame-rate, some
various entries, including the radar frequency, crossrange/azimuth resolution, the platform velocity, and
multimedia experience indices (e.g., corrected spatial
resolution), should be included in the computations, read
more information in Ref. [2].
3.2

Video-SAR networks: Data communications

Networked sensory data communication consists of
many various topics. In order for Video-SAR sensors
to be connected in a distributed real-time surveillance
system and to have a reliable and low-latency
communication, we need powerful network layers from
physical layer to application layer, including channel
optimization, efficient routing among UAVs, advanced
compression coding, and so on. In a general form, VideoSAR-assisted UAV-based sensor networks (in brief,
Video-SAR UAV networks or Video-SAR networks) are
a kind of multimedia Internet of Things (IoT) platforms
which should be able to collect monitoring data, process

A typical view of overlapping process[17] .
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them and transmit to a receiver. All the traditional
parts of an IoT network for pervasive and intelligent
sensing, computing, and communications need to be
considered in these networks to realize the concept of
cyber-physical radar systems. Video-SAR networks
are applicable in many different IoT usages, such as
Intelligent Transportation Systems (ITS), smart cities
and societies, and green monitoring of environment.
UAV networks with visual sensors specifically belong to
Internet of Multimedia Things (IoMT) framework, thus
Video-SAR network can be sometimes named radarbased IoMT-UAV network.
3.2.1

Relay communications and UAV networks

Relay communications in terms of both physical
and network layers are very important in air-borne
Video-SAR networks for solving the issues of energy
constraint, limited communication range, bandwidth
limitation, and monitoring coverage (Fig. 6 shows a
UAV network). The relay nodes are required towards
the above-mentioned cases, however they can also
make some security holes in different layers of a
network. Security issues include different aspects, such
as encrypted data privacy, reliability of network security
protocols, cyber-attack, and policy control. Nowadays,
UAVs may be interpreted as fog or edge nodes in an
IoT/Cyber-Physical System (CPS) environment with
distributed joint computing-networking architecture,
however in radar surveillance, they are often investigated
as things (operational distributed nodes) or edge devices
for distributed monitoring and relay nodes for the
things. For example, a cluster head in a flying ad-hoc
multimedia network can be edge processor for preprocessing, analysis, and compression of the monitoring
data gathered by the (low-cost) IoMT nodes, and also
a cybersecurity and load controller, navigator, and
communication relay for the nodes with short-range

Fig. 6
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point-to-point connection in the cluster.
3.2.2

Video-SAR data transmission and real-time
monitoring

Another importance of networking among VideoSAR sensors is to use this possibility for real-time
monitoring and online surveillance. Sending the video
data instead of the raw data can be performed subject
to hardware/physical facilities in the radar platforms
to generate videos, and also management of the issue
of overlapping to not have more data size in the
video format compared to the raw data when both
are uncompressed (some examples of the facilities are
high-performance onboard processing devices, highcapacity memory, and required electrical power). In
such a condition, we can select video data and
benefit from all advantages of multimedia onboard
computing and communications over a distributed
mobile network[1, 11–13] . Onboard processing should be
done in many remote sensing sensors towards data
communications, for example, onboard processing of
satellite Hyper-Spectral Imaging (HSI) data in spaceborne remote sensing is a crucial requirement. In radar
remote sensing as mentioned, the original data for the
first step of processing (either onboard or at receiver
side) is a kind of complex raw data which should be
processed to obtain image data. Video-SAR from view
of processing raw data is not different from other radar
imaging systems, but in terms of onboard processing
may be more similar to space-borne optical remote
sensing (e.g., HSI) because the volume of initial (raw)
data is very high to be communicated, such that it may
be considered as a big data communication problem.
Thus, Video-SAR needs onboard raw data processing
not only for efficient data communications, but also
for some other issues, including control, navigation,
tracking, and intelligent decision making in real-time

Intelligent surveillance using UAV-borne Video-SAR sensors for smart cities in the dark night (a symbolic view).
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applications. Hence, there will be facilities of onboard
image/video formation at the Video-SAR aerial platform,
and in fact we can decide to transmit either the raw
data or formed video as an image data. However, the
trend in Video-SAR data communications is to send
image data instead of big raw data, as follows. In the
onboard processing of Video-SAR, if the overlapping
rate is very low or approximately zero (with a lowframe rate accordingly), it can be justified that the
formed video size at a desired resolution for a Region
of Interests (RoI) might be much less than the raw
data size, which usually includes additional information
out of the RoI, and complex numbers corresponding
to each image pixel that cannot be represented in a
normal 8-bit register. Therefore, it is more efficient if we
transmit the image data which has less size. In addition,
the computational ability is more for image data while
processing and communicating them, which can allow us
to use advanced multimedia communication techniques
and high-performance compression codecs which are not
usable for raw data. Processing and communications of
Video-SAR data are two independent processes related
to the radar platform, however the data processing
can help the communication aspects to be faster. But
the reasons behind them are not the same. We need
onboard video formation and processing in order to realtime decision making, object detection, and tracking
in autonomous unmanned vehicles, on the other hand,
some higher-level decisions need to be checked with
a human operator in the ground station on which this
issue justifies why the data should be communicated
through wireless links at the same time. Also, the
ground station often needs to real-time/semi-real-time
monitoring through Video-SAR sensors which is another
intellectual reason for low-latency data communications.
The main difference of Video-SAR and conventional
SAR services is returned to this fact that in SAR, only a
few images are taken throughout a mission, but in VideoSAR, several frames per second are generated, that is,
the first one almost has no big data challenges while
the second one encounters serious big data problems.
This difference makes some challenges for Video-SAR
data computing and communications, for instance, the
topic of real-time image/frame formation, pre- and postprocessing, and transmission is completely different in
these two services, such that SAR may be resistant with
delays, whereas Video-SAR cannot accept them. In total,
real-time monitoring and networked systems are
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mostly followed for the Video-SAR services, not
classic SAR. For providing a reliable and efficient
real-time service according to the quality of service
metrics of communication systems and the MQoE
requirements, the real-time requirements should be
created with using high-performance video coding
and data aggregation (multi-source data compression)
techniques, and blind computing algorithms (such
as unsupervised methods with no need to any kind
of information fusion). In addition, the use of ultrareliable and low-latency physical layer techniques (e.g.,
5G-assisted technologies), better processors, parallel
programming models, and modifications of the data
link, network, and transport layers are required for
the Video-SAR sensor network. These are important
for reducing processing delay (computation/queuing)
caused by inherent low communication bandwidth,
video formation (signal processing), and additional
computations (e.g., ad-hoc routing algorithms, data
compression, channel coding, encryption, cybersecurity
control, and intelligent computing) in the network. The
main bottleneck of real-time monitoring seems to be
heavy process in signal processing block to form videos.
The solution of this issue currently is to use powerful
hardware units to speed up the formation process.

4

Video-SAR Signal and Data Processing

In this section, signal processing aspects of VideoSAR is briefly reviewed at first, then, we focus on
the emerging and advanced topics in data processing
for Video-SAR through high-performance mobile
computing. For simplicity, Video-SAR processing
techniques can be divided into raw data signal
processing, i.e., signal processing in imaging system,
and formed video data processing, i.e., data processing
with image/video analysis tools. The signal processing
methods are widely used for video formation in the
imaging block of a Video-SAR system in the different
operational modes for aerial and satellite remote sensing.
We provide some details of signal processing in general
form in the first section. Video-SAR is not much
different from other SAR modes in this regard, however
some specific issues of the video mode (as mentioned,
distortions, overlapping, etc.) should be considered while
designing signal processing algorithms[5, 6, 8, 27–40] . The
main objective behind this paper is not signal processing
aspects, thus we will discuss data processing in detail as
follows.
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4.1

Data processing: Taxonomy and fresh topics

High-performance
computing
includes
many
computational methods for efficient, reliable, green,
fast, and real-time techniques in engineering and
computer applications. For the subject of Video-SAR
data processing, HPC techniques are normally used for
the following technical problems of mobile multimedia
computing applied in the radars.
4.1.1 Pre-processing using distortion correction
Video-SAR data suffers from multiplicative noises and
processing artifacts[41] . In order to noise reduction
and artifact removal, we need to strengthen the
image/video formation process to prevent the imagingrelated artifacts and/or to apply restoration filters (to the
formed video) through mobile multimedia computing
in the data processing level. Video-SAR encounters all
the well-known noises and artifacts of the basic SAR
imaging in addition to its own challenges, however
solving the conventional challenges in video mode with
considering a mobile network among sensors makes
it more complicated. Also, the rotating shadow and
low frame-rate/playback speed distortions are resolvable
using HPC techniques for mobile systems because signal
processing methods are not able to completely solve
these new challenges. Good solutions give us an ability
to do post-processing better, for example, the target
shadow detection and object tracking problems with
a higher frame-rate and without a rotating shadow are
done more accurately. A suggestion for the shadow issue
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is to segment them and then fill the gaps with inpainting
algorithms, and gap interpolators as frame-by-frame. For
the issue of frame rate, an idea will be given in the next
sub-sections.
4.1.2 Pre-processing through completive image/
video enhancement
Some additional pre-processing steps using HPC
techniques are also required to achieve an enhanced
version of the formed videos, for example:
 Alignment and registration for Video-SAR data
classification and clustering.
 Enhancing resolution using magnification and
reconstruction to better Video-SAR data classification
and clustering.
 Histogram modification/equalization and twodimensional (2D) filtering for enhancement of general
data processing.
In Fig. 7, it is obvious that initial versions of VideoSAR data are not suitable for many post-processing
applications in data communications and machine
learning since the image variance is not high (also see
Table 1).
4.1.3 Frame formation-related data processing
It was pointed out that the main task of imaging
block is to form SAR video using signal processing
methods. In addition to the role discussed in the
previous parts for spatial resolution enhancement, the
data processing techniques, such as 2D reconstruction
and restoration filters, 2D interpolation algorithms and

Fig. 7 The need to new Video-SAR data with non-equalized histograms; the left column illustrates the real Video-SAR frames,
the centered column is the FFT magnitude for all real frames, and the right column is the corresponding histograms for them
(the x- and y-axes in all the images of the left and centered columns are corresponding to the range and cross-range directions,
and in terms of the resolution unit; also for all histograms, x-axis is the intensity level from 0 to 255, and y-axis is frequency, both
without physical dimension).
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Table 1

Reference
Khosravi and
Samadi[1] , and
Khosravi et
al.[14]
Khosravi and
Samadi[11–13]
Zhang et al.[19]

Qualitative description and data processing taxonomy.
2D/3D
SANDIA Supervised
Year
Topic discussed
Explanation
computing
dataset
ML-based
2019& Compression and
2D
Yes
No
Spatial data reconstruction filters for UAV
2020
reconstruction
communications

2019& Data aggregation
2020
and hiding
2017
Object detection

2D

Yes

No

3D

Yes

No

Li et al.[36]
Zhang et al.[40]

2019
2020

3D
3D

Yes
No

No
No

Li et al.[41]

2019

Frame registration
Video
summarization
Pre-processing and
object detection
Object detection
Object detection
Object detection

3D

Yes

No

2D
3D
3D

Yes
Yes
Not found

No
No
No

Liu et al.[42]
2019
Liao and Zhu[43] 2016
2017
Wang et al.[44]
Zhang et al.[45]

2018

Object detection and
tracking

2D/3D

Yes

Yes

Damini et al.[46]
Li et al.[47]
Ding et al.[48]
Huang et al.[49]
Tian et al.[50]

2013
2019
2020
2021
2021

Change detection
Object detection
Object detection
Frame registration
Object detection and
tracking

3D
3D
2D
3D
2D/3D

No
Yes
Yes
Yes
Yes

No
No
Yes
No
No

machine learning-based super-resolution methods can
be applied to the formed frames to increase their
resolution towards a desired visual perception and
interpretation, compensation for intrinsic weaknesses of
frame formation process like low Signal-to-Noise Ratio
(SNR) with increasing the signal power synthetically,
and unsuitable spatial resolution caused by the formation
process based on inflexible radar systematic design. In
order to reach this goal, a new resolution factor, as the
corrected spatial resolution, has been introduced in Ref.
[2]. It is predictable that the corrected resolution will
change the frame-rate requirement and may create a
new (additional) commitment to do three-dimensional
(3D) processing towards removing the low frame-rate
distortion. Some various video processing aspects, such
as video summarization and frame registration, can be
interpreted in this way.
4.1.4

Singleand
architecture

multi-frame

computing

Computing architecture for Video-SAR can be based on

Adaptive
aggregators
for
UAV
communications
Shadow segmentation and morphological
processing
Information matching
UAV-borne video analysis
Video-SAR despeckling without considering
coding artifacts
Shadow detection filter
Morphological filter for shadow detection
Clustering and Kalman filter for shadow
detection
Deep learning for moving target (shadow)
tracking considering abnormal playback speed
(it looks without a general tracking filter)
Practical tests have been done
Suppressing false alarm in Video-SAR
Moving target indication using deep learning
Unsupervised registration
A process based on particle filter and dynamic
programming (it seems without abnormal
playback speed consideration)

2D and 3D information processing. In the 2D
form, Video-SAR data processing uses single-frame
computing (also known as intra-frame video processing),
whereas 3D processing avail multi-frame computing
considering time components (or temporal information,
also known as inter-frame video processing). Some
video applications can be followed by both 2D and 3D
processing architectures, e.g., target/shadow detection,
data compression, and video transmission, however,
some other applications are only accomplished through
3D processing (e.g., moving target tracking). In the case
that both 2D and 3D processes are possible, 3D with the
use of spatial and temporal information may have better
performance compared to 2D which is solely using the
spatial information of the captured scene. On the other
hand in some specific SAR videos, because of inherent
low frame-rate, overlapping displacement for video data
communications, and perhaps 3D compression artifacts
in coded videos (using MPEG or other 3D codecs),
we have to perform 2D processing while 3D is also
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possible theoretically. For example, it is preferred to
do target detection through shadows in 2D form in
such scenarios with low inter-frame correlation, high
complexity or intensive artifacts. As final point, there is
a need to design stronger 2D processing techniques for
the situation, such that more information around 2D and
3D Video-SAR data processing can be found in Refs.
[1, 11–14, 41–43].
4.1.5

Machine intelligence: Detection, recognition,
and tracking

In Video-SAR, similar to other video surveillance
services with optical, microwave, and acoustic sensors,
it is seen that automatic segmentation of frames,
shadow/target detection, and object recognition and
tracking are main parts of video processing problems
that need machine learning and artificial intelligence
for low-level decision-making. In different forms of
machine intelligence, such as supervised (including
semi-supervised) and unsupervised classification, and
reinforcement learning, we can do intelligent computing
to reach the concept of Artificial Intelligence of Things
(AIoT). Nowadays, Machine Learning (ML) has
become very hot in various topics and integration of
deep learning, and IoT is one of the most interesting
subjects for cutting-edge investigations. Video-SAR can
be used for a reliable video monitoring service with
intelligent computing capabilities. The focus of the
current/prospective research of smart data processing
with ML techniques in Video-SAR is mainly preprocessing (denoising, de-blurring, compression artifact
removal, visual enhancement, frame interpolation,
etc.), shadow detection, and target tracking[42–45] (see
Fig. 8), however some other aspects related to intelligent
computing can be found in Refs. [46] and [47]. Similar
to other SAR modes, the moving objects in Video-SAR
should be detected through their shadows, in other

Fig. 8
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words, automatic target tracking for the radar
surveillance is more complicated and needs more
attention in future studies. Among the machine learningbased computing techniques, unsupervised computing
has a limited use and may not be useful in most of
the real-world applications (mostly in target detection
and recognition, radar mission reconnaissance, and
behavior analysis), however in the case that both
supervised and unsupervised computing architectures
are possible to be used, the unsupervised case is usually
preferred for real-time scenarios (even with a lower
performance) because of its fast blind computing nature
and simple implementation without needing a sort of
data fusion. Some new perspectives and future trends
of machine learning need to be investigated for VideoSAR applications, for instance, super-resolution based
on various supervised learning methods including the
hot trend of deep learning has been recently applied
to SAR[51] , but so far no research has been focused
on the single-sensor super-resolution in Video-SAR.
Another machine learning based new topic discussed
for SAR, which also looks essential in Video-SAR, is
radar-to-image translation through SAR and optical data
fusion where there is no direct optical sample from the
imaging scene (specifically for Video-SAR scenarios,
no optical sample is available), but machine learning
and specifically deep methods are able to colorize grayscale SAR images[52] . Direct fusion of SAR and optical
images is considered as a different problem which
may be done by non-ML techniques (read more in the
next sub-section), however we cannot imagine natural
colorization of a complete video without ML. A big
challenge of Video-SAR for utilizing the supervised ML
techniques is currently the training datasets, especially
in the frame interpolation to enhance the temporal
resolution with increasing the frames number.

Target tracking in Video-SAR through smart data processing (source: the research reported in Ref. [45]).
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4.1.6

Data fusion and multi-sensorial systems

In order to have a color SAR video or artificially
polarimetric Video-SAR data, pseudo-color and highperformance data fusion techniques (e.g., decomposition,
dictionary, and sparsity techniques) along with machine
learning can be used (for this part, read the previous
sub-section). Combining optical and radar information
is an interesting topic in radars, therefore it can be also
performed for Video-SAR even though it is probably
limited to some selected frames colorization with using
non-ML techniques while the optical samples from the
scene are available and the goal is to make semi-natural
colors. In addition to synthetic and natural colorization
problems, there are many other problems related to
multi-sensor data fusion in IoMT which can be similarly
discussed in the Video-SAR topic.
4.1.7

Data compression and aggregation

In Refs. [1, 11–13], it was demonstrated that in addition
to usual lossy/lossless video coding techniques to
reduce the Video-SAR data size (in order for data
communications to be easier in non-raw form), it is
possible to use spatial domain processing, mainly as
2D, like spatial data resampling for single-source data
compression and a kind of data embedding process for
single- and multi-source data compression. Aggregation
is a solution for doing multi-source data compression
in multi-sensorial systems. In the case that the largest
data size is for an image sample captured by an
imaging sensor, other information is merged with
the host image to reduce the general size. The main
difference of data aggregation and data hiding (which
proposes the same idea) is to not have attention to
the quality of the host while carrying the merged
information which causes more compression rates than
the conventional data hiding methods. Hence, the multisource compression is named data aggregation, and
the most usual aggregators are created based on data
hiding/watermarking methods. On the other hand, the
resampling methods mostly include 2D interpolators
based on edge-guided estimation[1] to de-compress
down-scaled video frames. In fact here, the downscaling procedure is simply a main or additional
action towards compression, since this is not against
the computations in standard video codecs, it can
be considered as a high-performance and dependable
additional compression strategy. Also in Refs. [11–
13], it is seen that these estimators alongside data
embedding methods and sometimes decomposition

transforms are used for the data aggregation. Many
new insights have been addressed in this part of the
literature such that future works in order to improve the
aggregation process can still be considered using mobile
computing to create efficient and real-time lossy/lossless
aggregation algorithms. Table 1 provides a taxonomy of
data processing researches described in the recent subsections such that the qualitative details of all methods
are seen.
4.2

Privacy and security:
approaches

Data processing

Since radar systems are a kind of cyber-physical
systems, their security is also a kind of cyber-physical
security which can be managed with using physical
safety and cybersecurity at the same time. In addition
to the electronic warfare topics for physical safety and
cybersecurity in radars which can be re-designed for
Video-SAR considering its properties (mainly with
regard to signal processing and systematic design
aspects), security and privacy of radar (or radarcommunication) networks can be achieved through
physical layer to application layer protocols/techniques
(towards data security from storage to communications),
and cybersecurity policies and management. Data
encryption, secure data hiding and steganography,
cryptanalysis, and steganalysis caused by data
processing are somewhat related to the application
layer as the most important branch of data security in
radars. As the radar network topic is a fresh subject in
networking, other aspects of network security based on
physical and network layers secure and private solutions
need more investigations[53] . It can be emphasized
again that in the new horizons of developing radar
systems, they are considered as sensors for a cyberphysical system, thus the security issue is not limited
to cloud/distributed data storage, data communications,
and networking security, such that it can indeed contain
security in other things, such as policy, management, and
cyber-defense along, with classical aspects electronic
warfare and countermeasures. We can consider the
topics related to electronic warfare (more under the
term of ELINT) alongside the existing cybersecurity
approaches (more under the term of COMINT) as
cyber-physical radar system security in the general
view of applied systems[53] . Currently, the only secure
approach addressed in the Video-SAR data processing
literature is a data security architecture based on
payload encryption for UAV-borne Video-SAR data
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communications[11] . Moreover, key frames extraction
in Ref. [40] may have security applications in online
surveillance systems.

5

Discussion and Conclusion

This study has integrated different issues of Video-SAR
networks with a certain focus on data processing. To
the best of our knowledge, this study is the first one to
present an endeavor to introduce a taxonomy for this
type of radar sensors. This paper is not only a kind of
review, but also is presenting many current and next
topics around Video-SAR which need to be solved by
researchers. Some topics determined as future trends,
such as rotating shadow and abnormal playback speed,
are completely fresh and no published research can be
found for them. Besides, data processing for VideoSAR has been categorized in a generalized form and the
need to high-performance mobile multimedia computing
has been specified. Video-SAR networks are usable
in different IoT applications as noted in the previous
sections. Also according to the new requirements of
the IoT platforms, they should be upgraded in terms of
computing and communications dependability[54–58] . For
example, making remote sensing videos is applicable for
civil and environmental usages, real-time monitoring and
distributed surveillance in cities and strategic regions,
and target tracking in military applications[59] . Since this
specific type of radar data has the advantages of both
radar sensing and video data at the same time, it can be
very helpful for many current and future needs. Some
key applications of the networks have been summarized
as follows:
 Rescue operation in natural hazards,
 Remote control in smart cities,
 National security and cyber-defense,
 Green IoT and green monitoring of environments,
 Low-cost surveillance in intelligent transportation
systems.
Regarding the bottleneck of real-time imaging, more
investigation on Video-SAR frame formation is still
needed to find a faster signal processing solution in
addition to hardware implementation, although the focus
of research is currently on spotlight-based circular
imaging in the most cases, other forms, such as
strip-map-based circular processing[60] , should be also
investigated to find out whether it can be faster or not, or
the output resolution based on strip-map algorithms can
be acceptable in practice. As future work towards VideoSAR data processing, deep learning-based computing
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can be developed in novel Video-SAR applications
as addressed in the fourth section. In addition, we
think that the improvement of multimedia experience
of end-users based on inter-frame interpolation for the
playback speed distortion and also correction of shadowrelated distortions based on advanced image processing
and machine learning techniques are some interesting
topics for future studies. Also towards Video-SAR
networking over UAVs, design of a new ad-hoc network
architecture for Video-SAR-assisted UAVs considering
security demands, Beyond and 5G (B5G) technologies,
and Video-SAR specifications is required.
This paper is the first study on CPS for SAR/VideoSAR sensors in order to joint sensing, computing, and
communications based on IoMT-enabled content-aware
data compression and communication, image/video
processing and radar data. The Video-SAR data can
be interpreted as a kind of big remote sensing data
that encounters the five famous issues of big data
collection, storage, analytics, and transmission, i.e.,
volume, velocity, variety, veracity, and value.
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