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Abstract: Modern infrastructure systems are vital to the functioning of
modern society. They promote social well-being, support economic
development and are crucial in mitigating the effects of natural hazards.
While there is some understanding of their mitigation role, there has been little
quantifiable work on how they support our societies or how they stimulate
economic development. Some recent analysis of infrastructure systems have
shown that many of these seemingly different systems display similar
architectures to each other leading to the hypothesis that the evolution of these
systems is a result of underlying drivers that are common to all. This paper
presents a network model that captures the growth of infrastructure networks
in terms of architecture, hazard tolerance and geographical characteristics.
The results presented in the paper suggest that the model may be the basis for
an enhanced understanding of the role that infrastructure plays in sustaining
our communities.
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I. Introduction
Infrastructure systems, such as water, transport, communication and energy networks form
the backbone of our modern communities1 and are crucial to the functioning of our modern
society2. These systems not only promote social well-being and support economic
productivity, but they also play a crucial role in mitigating the effects of natural hazards and
as such are designed to have lower than usual probabilities of failure. However, it is not
possible to engineer out all possibility of failure and therefore not only does failure occur, but
when it does it can lead to great suffering in our communities. For example, in the aftermath
of hurricane Katrina two dozen hospitals were left without electricity, meaning that they
could not operate essential laboratory and x-ray equipment, dialysis machines and ventilators,
resulting in many potentially preventable deaths3. The above argument demonstrates not only
the need to ensure that these systems can provide at least a baseline level of service in the
aftermath of a disaster, but also to develop tools that can assess the behaviour of these
systems subjected to very rare events and what this baseline should be.
The current design approach for our infrastructure systems is to design the individual
components to have a particular probability of failure. However, this silo-based approach
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does not ensure adequate system performance in the overload situation (i.e. it does not
guarantee that a baseline level of service will be delivered when these systems become
damaged by the effects of a natural disaster). Systems are traditionally modelled using
physically based models (e.g. a hydraulic model for a water distribution system), which are
useful at providing scenario based information. However, due to their complexity, they can
be found lacking when used to inform us of the resilience of the system and highlight
structural inadequacies.
To solve this problem, recent studies have applied network graph theory to model the
complex interactions between individual components. In this approach, only the topology of
the system is considered which is modelled as a series of nodes and connecting links. Studies
using this approach have discovered that infrastructure systems display surprising similar
network architectures, which has led to the hypothesis that the evolution of these systems is a
result of underlying drivers that are common to all. However, this approach can be deficient
when used to model systems spread over wide geographic regions as it purely consider the
connections between components and not the locations of the components themselves. In this
paper, we present a network model which captures these underlying drivers governing
connections between individual components, but extend this to capture the drivers governing
the geographic growth of these systems.
II. Modelling Infrastructure Systems using Topological Complex Networks
Infrastructure systems can be modelled using network graph theory by using nodes to
represent the individual components (e.g. power stations, communities in an electrical
distribution system for example) and links to model the connections between these individual
components (e.g. the transmission lines). Previous studies analysing infrastructure systems
have shown that many of these systems naturally configure to specific network architectures
or network classes. These network classes describe different patterns of nodal connectivity
(i.e. different arrangements of the nodes and links) and are characterised by a ‘degree
distribution’. It is this distribution that allows for the distinction between different classes of
network. The degree distribution of a network is the probability distribution of the degrees of
all nodes in the network, where the degree of a node is equal to the number of links
connected to it. Infrastructure systems have been shown to belong to one of two network
classes: the scale-free or exponential network class4,5,6. Both of these classes are similar in
that they comprise a small number of highly connected nodes and a larger number of poorly
connected nodes. A sample scale-free network and a characteristic degree distribution are
shown in Figure 1.

Figure 1. Showing (a) a sample scale-free network and (b) the characteristic degree distribution
of a scale-free network.
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The Internet and the World-Wide-Web were the first infrastructure systems to be
classified as scale-free by Albert et al.4. In a further study they went on to consider the
underlying drivers which governed the formation of connections between nodes in these
networks and used this to develop a network generation algorithm capable of forming
synthetic networks with the scale-free degree distribution7. This algorithm is based upon the
ideas of growth and preferential attachment8 and starts with an initial number of isolated
nodes, m0, which are usually a small percentage of the total number of nodes in the network.
New nodes are then added to the network at each ‘time-step’ (incorporating the idea of
growth) until the total number of nodes in the network is reached. These added nodes have
between 1 and m0 links attached to them and connect to the existing nodes in the network
based upon the idea of preferential attachment. As such, the probability of connecting to an
existing node is based upon the degree, with nodes with a higher degree being more likely to
‘attract’ a link from the new node (i.e. the rich get richer). It is this rule of preferential
attachment which results in the formation of a few highly connected nodes and many poorly
connected nodes in the network (as seen in Figure 1).
Other infrastructure systems have been classified as exponential networks, the most
notable of which are power grids5,9,10,11. In similar manner to scale-free networks, previous
studies have also considered the drivers governing the formation of connections in this
network class and have used this information to develop network generation algorithms.
Wilkinson et al.12 developed one such generation algorithm which was based upon the scalefree algorithm7, but with one notable difference. In their algorithm, Wilkinson et al.12 also
considered the geographical characteristics of the system, rather than focusing on topology
alone. Many infrastructure systems which belong to the exponential network class are
distributed over wide geographic areas, for example power grids can be distributed over
whole countries or even continents. To reflect this in their algorithm, Wilkinson et al.12
modified the idea of preferential attachment to incorporate a spatial component. They
proposed that poorly connected nodes can capitalise on their close proximity to a highly
connected node by attracting links that were bound for the high degree node, arguing that the
probability of attachment is based upon both degree and proximity. They showed that this
network generation algorithm is capable of generating proxy networks for real world
infrastructure systems (using the European air traffic network as an example).
One of the main advantages of classifying infrastructure systems (other than identifying
the underlying drivers) is that this information can be used to gain an insight into the inherent
hazard tolerance of each system. For example, both scale-free and exponential networks have
been shown to be resilient to a random hazard (e.g. failure due to random events, such as lack
of maintenance), but vulnerable to targeted attack (e.g. a targeted terrorist attack). This is
because a random hazard has a small chance of removing a highly connected node, whereas a
targeted attack will often remove these important nodes seeking to cause the maximum
disruption to the network13. It can be seen from Figure 1(a) that the removal of one of the
three high degree nodes (red) will cause a larger impact to the network than the removal of
one of the more numerous smaller degree nodes (black).
III. Development of Spatial Network Model
Whilst, there has been a great deal of research considering the topological hazard tolerance
of these networks, there has currently been very little research on the implications of the
geographical distribution of an infrastructure system on its hazard tolerance. Traditional
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graph theory focuses on topological models where it is only the presence of a connection
between two nodes which is considered to be important. The little work that has studied real
world spatial networks focuses mainly on characterising the topology of the system (into one
of the network classes), while the spatial element of the same network receives less attention
- if not neglected entirely8. This spatial component may not seem important; however as
shown in the development of the exponential generation algorithm and subsequent hazard
tolerance analysis by Wilkinson et al.12 it can not only have a significant influence on the
layout of the network, but is crucial in defining its tolerance to real world hazards.
Traditional graph theory has discovered underlying drivers governing the formation of
connections between pairs of nodes; we now expand upon this to consider the drivers
determining the geographic location of nodes within a network. To achieve this we develop
an algorithm to generate nodal layouts (with different characteristics) by simplifying the
method of cellular automata. This technique has previously been used to predict urban growth
around cities, including San Francisco14 and Washington15. However, these models require
the input of detailed historical data (including: historical maps, aerial photographs and digital
maps) at regular time intervals from the initial settlement in the study area to the present day.
This data is normally obtained from a variety of sources and there are often problems with
assembling the dataset, including: inconsistent dimensions of features, generalisation in
historical maps, different projections of the study area and different coordinate systems. As
such the main disadvantage in this method is that the accuracy of the results is highly
dependent on the quality and quantity of the historical data15, indeed if insufficient historical
data for the study area is obtained then it is not possible to generate a synthetic model.
Therefore, we propose a new method which incorporates and simplifies the ideas behind
cellular automata to generate proxy nodal layouts for real world networks.
In a similar manner to cellular automata, the algorithm requires the input of a set of initial
conditions, from which the nodal layout forms over a given timeframe. These initial
conditions define the spatial boundary of the network (or the study area), the number of seed
nodes and the location and initial radius of these seed nodes. Using these inputs the network
is allowed to ‘grow’ and the remaining nodes are added individually to the network at each
‘time-step’ until the total number of nodes is reached.
At each time-step the algorithm determines if an added node will be located within the
radius of one of the individual clusters or will be located outside the influence of all of the
clusters, depending on a user specified probability value. By allowing a small proportion of
the total number of nodes in the network to be located outside the cluster radii, a rural
environment over the whole of the spatial boundary is represented. However, if the added
node is to be located inside the radius of a cluster, then this node is ‘attracted’ to the different
individual clusters based upon a calculated probability value. This probability value is
dependent upon the density of the cluster and is calculated by dividing the number of nodes
within the influence of the cluster by the cluster radius. This probability value encompasses
the idea that a city, with a high population density, can be expected to have more nodes
(representing train stations, for example) than a rural community which has a significantly
lower population density. With the addition of a new node to the cluster, the radius of the
cluster is allowed to expand outwards, in order to simulate the ‘growth’ of an urban area.
This growth is logarithmic meaning that it increases rapidly for the first few nodes added to
the cluster and then reduces to only increasing marginally with further added nodes.
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The algorithm also incorporates a variable to alter the density of the network as a whole;
the visual effects of this variable (termed CD) can be seen in Figure 2. These three nodal
layouts have been generated using the same seed locations and radius values, but different CD
values (100, 200 and 300 respectively).

Figure 2. Three nodal layouts generated using the clustering algorithm with CD values of (a) 100,
(b) 200 and (c) 300. Where the black dots represent the seed nodes and the grey dots show the
added nodes, the outer circle defines the spatial boundary of the network.

To validate this clustering algorithm we use it to generate a real world nodal layout for the
Target dataset (shown in Figure 3 and obtained from edigitalz.COM16). In a similar manner to
Wilkinson et al.12 we also determine the spatial distribution of stores (nodes) in this network
(shown as the black dots in Figure 3(b)). The proxy nodal layout for this network was
generated by visually defining the location of the seed nodes (as the centre of the high density
areas on the GIS image, Figure 3(a)) and determining their radius values by considering the
density of the cluster. This information was then inputted into the clustering algorithm and
nodal layouts generated for different CD values (to find the best fit for the real world data).
The spatial distribution for the proxy network has been shown as grey dots on the
corresponding spatial distribution in Figure 3(b). It can be seen that this proxy nodal layout is
in good agreement with the actual real world nodal layout, meaning that the model is capable
of determining the underlying drivers governing the formation of real world nodal layouts.
We can now use this information to assess the hazard tolerance of these spatial networks, as a
geographic hazard will affect the nodes and links depending on their location.

Figure 3. Showing (a) the spatial layout of nodes in the Target dataset and (b) the spatial
distributions, where the black dots correspond to the actual network and the grey dots to the
generated nodal layout.
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IV. Conclusion
This paper has presented a network model which captures the growth of infrastructure
systems in terms of their network architecture, geographical characteristics and hazard
tolerance. Previous studies have considered the underlying drivers which determine the
architecture of the network, but have failed to consider the spatial distribution of the same
network, which can have dramatic effects to the perceived hazard tolerance of the network.
Therefore, this paper developed a network model which also considers the underlying drivers
governing the location of individual components within an infrastructure system. The results
presented in the paper suggest that these models may form the basis for an enhanced
understanding of the role that infrastructure plays in sustaining our communities and also in
stimulating economic development.
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