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Introduction
It is known that every graph of sufficiently large minimum degree has a (0 mod k)-cycle (see ES]), i.e., a cycle of length Omod k. In [S] it was conjectured that for k> 3, every k-connected graph contains a (0 mod k)-cycle. In the case k = 3, it was conjectured in [2] that, in fact, every graph with minimum degree at least 3 contains a (0 mod 3)-cycle. This second conjecture was recently proved by Chen and Saito [7] . From a theorem of Thomassen [17] it follows that minimum degree at least 40 implies the existence of a (Omod 4)-cycle. In Sections 2 and 3 we show that every graph with minimum degree at least 3 contains a (0 mod 4)-cycle. For technical reasons we find it easier to prove the slightly stronger result stated in the following theorem where V,(G) denotes the set of vertices of degree k in G.
Theorem 1.1. Every graph G with S(C)>2 and 1 V,(G)\ <2 contains a (Omod 4)-cycle.
A graph G is said to be essentially 3-connected if G satisfies the following conditions:
(a) G is a subdivision of a 3-connected graph, (b) ) V2(G)I ~2, and (c) I/,(G) is an independent set. Our strategy is to first prove Theorem 1.1 for essentially 3-connected planar and nonplanar graphs (Sections 2 and 3, respectively) and then show that the smallest counterexample, if it exists, must be of this type.
In Section 5 we give two more sufficient conditions for a graph to have a (0 mod 4)-cycle.
Theorem 1.2. Every 4-chromatic graph contains a (Omod4)-cycle.

Theorem 1.3. Zf G is a graph of order p3 5 with at least 3p-5 edges, then every subdivision of G contains a (Omod4)-cycle.
The following definitions and notations will be useful. If P is a path or cycle of a graph G=(V, E), then the length of P, denoted by q(P), is simply the number of edges in P. A thread of a graph G is a path P (possibly a single vertex) such that every internal vertex of P has degree 2 in G, and P is maximal with respect to this property. If there is one and only one thread with ends u and v, then this thread is denoted by uu, and its length is denoted by (uvl. For convenience, we also define G-uv to be the graph obtained by deleting the edges and internal vertices of uu. We use p(G) and q(G) (or simply p and q) for the number of vertices and edges in G. The number of edges joining a vertex u to a subgraph A of G is denoted by q(v,A).
Existence of certain subgraphs implies the existence of cycles of certain lengths. A k-cycle, denoted by Ck, is a cycle which contains exactly k edges. Define Hi (respectively H:) to be any subdivision of K4 such that each edge of some 4-cycle u1u2u3u4 in the K4 corresponds to an odd length path (respectively even length path). Define H6 to be any cycle (called the perimeter) with three pairwise crossing chords olu4, v2u5> v3v6.
Let H7 and H8 be the graphs obtained by subdividing exactly one chord (say v2v5) and exactly two chords (say v1v4 and v3u6) of H6, respectively.
Subdivisions of 3-polytopes
In this section we prove that every essentially 3-connected planar graph contains a (Omod4)-cycle.
It will be necessary to use some special tools and notation. By a plane graph G we mean an embedding of G in the plane. Let r(G) denote the number of faces in G. If G is 2-connected, then the boundary of any face F is a cycle, and the length of this cycle is denoted by (F I.
We use a theorem of Steinitz for global structure and the theory of Euler contributions for local structure. Steinitz [lS] proved that a graph is planar and 3-connected if and only if it is the one-skeleton of a convex 3-dimensional polyhedron.
The basic importance of this theorem stems from the fact that it transforms problems about a 3-dimensional object into 2-dimensional considerations.
The main consequence of interest in this paper is that it restricts the manner in which faces can intersect. and provides exceptionally precise information about the size of faces that contain certain vertices of a plane graph. We now summarize the aspects of the theory used in our investigation of cycle modularity, but a more detailed introduction and proofs can be found in [8, 11, 13, 141 . Let G be a a-connected plane graph. Let Xi(V) denote the size of the ith face Fi(U) at vertex v. Often the vertex label is understood or unimportant, and SO we usually write xi for Xi(U) and Fi for Fi(v). Also, the faces are labeled so that xi's occur in nondecreasing order. Assume that G is an essentially 3-connected plane graph which has no (Omod4)-cycle. where the sum is taken over the set of control points. Hence, c3 2 8, and it follows that G has a control point 2) of degree 3 such that u does not lie on a triangle and N(u)n V,(G)=@. So the face configuration at u is (5, 6, 6) , and the claim follows immediately. tl Proof. Since G is essentially 3-connected, y or z has degree at least 3 and so G -u1 -uz contains a ({ y, 21, V( r) -{ y, z, ul, u2 ))-path P. By symmetry we can assume that y is an end of P. Since G is plane, the other end x of P is not u. There are precisely seven nonequivalent possibilities wi, w2, w3, wq, w5, we, w7 for x. If x= wi, then q(P)-Omod4 and T+Pz T2. If x=w3, then q(P)-2mod4 and T+Pr T1 and if x = w, then q(P)-3 mod 4 and T+ Pr T3. For the remaining cases every possible value of q(P) yields a (0 mod 4)-cycle in T+ P. 0 Claim 2.5. G does not contain T1.
Proof. Assume G contains T1. Since G is essentially 3-connected, G -u1 -x contains a ({w1,w2), V(Tl)-{ U1,w1,w2,x})-path Q. Since G is plane, Q is a ({w1,w2}, V(P)-{x})-path. Every choice of q(Q) yields a (0 mod 4)-cycle in T1 + Q, which is a contradiction. 0 Claim 2.6. G does not contain Tz.
Proof. Assume G contains Tz. Note that the paths ~4~2 and xy have the same length modulo 4. Since G is essentially 3-connected, G-xw4 contains a ( {w2, w3}, V( T2) -{x, w2, w3, w4 ))-path Q which, without loss of generality, ends at ul, y, z or an 
Nonplanar graphs
Now we use the result of the previous section to complete the proof of Theorem 1.1. After showing that it holds for every essentially 3-connected graph, we show that a smallest counterexample must be a member of this class. Our proof for nonplanar essentially 3-connected graphs is given by the following three lemmas. The first lemma will be used again in Section 5. 
Reduction to essentially 3-connected
We are now ready to complete the proof of Theorem 1.1, i.e. we wish to show that every graph G with 6 ~2 and I V,(G)1 62 contains a (Omod4)-cycle. Let G be a counterexample of the smallest possible order. We will show that G is essentially 3-connected and thereby contradicts either Proposition 2.8 or Proposition 3.4.
Claim 4.1. G is 2-connected.
Proof. By the minimality of G, G is connected. Assume G is not 2-connected, and let B be an end block of G with ( V(B) 
Proof. It suffices to assume that V2(G)={x, y> and xyeE(G).
Let N(x)={y,xl} and N(y) = (x, yl}. If xi = y,, then either / V,(G)\ = 3, contradicting the hypothesis, or x1 is a cut vertex of G, contradicting Claim 4.1. Hence, we have x 1 # y , . Let G' = G -x -y.
Since d(xi)33 and d(y,)>3, it follows that &(x1)32
and &,(y,)>2. Therefore, 6(G')>2 and I Vz(G')J<2. Thus, the minimality of G implies that G' contains a (Omod4)-cycle, which is a contradiction. q
Claim 4.3. Zfx~ V,(G), then N(x)L V,(G).
Proof. By Claim 4.2, both neighbors of x have degree at least 3. If x' is a neighbor of x with d(x')34, then the minimality of G implies that G-x has a (Omod4)-cycle, which is a contradiction. 0 
Hence, 6(G')>,2 and I V,(G')I <2. Since p(G')<p(G),
we get a contradiction. Hence,
Clearly, uv'$E(G). Let N(u)={u ',uI,u2} and N(u')={v,~~,~~}. Then {ul,u2}# {ur, vz}. Let G3 be the graph obtained from G' by identifying u and v'. Let a be the new vertex. Then 6(G3)3 2 for otherwise 6(G3)= 1 and, since d,,(u) = d&v')=2, we may assume u1 = v1 E V,(G); hence, o(G -{u, a'})> 3 (which is a contradiction). Since
Again, since {u1,u2} #{v,,v,}, there is at most one such vertex. Therefore, 1 V2(G3)1 < 2.
By the minimality of G, G3 contains a (0 mod 4)-cycle C. Since G has no such cycle, UE V(C) and G' has a uv'-path P such that q(P) ~Omod 4. Now Puuu'xvv' is a (0 mod 4)-cycle in G, which is a contradiction.
Hence 
Edge density and chromatic number
We now consider the existence of (Omod 4)-cycles with respect to the density of edges in a graph. Let a and b any two integers with b > 0 and with a even if b is even. It was shown by Bollobas [4] that there is a smallest constant c,,~ depending only on a and b such that every graph G with at least c,,~ p edges contains an (a mod b)-cycle. For the best possible result, we are interested only in sufficiently large graphs. It is now well known that c ,,, 2 = 3/2. From Theorem 1.1, we get an upper bound for co, 4. By the induction hypothesis, G-u (and hence G) contains a (0 mod 4)-cycle. 0
Let L denote the graph obtained from K4 with vertices vl, v2, v3, v4 by adding two new vertices us, us and joining v5 to v1 and v2, joining 06 to v3 and v4, and joining v5 and v6 with an edge. Thomassen [16] proved that every graph G with {a, b, c, d , x}, the intersection of these two triangles is a vertex, and we can assume that xabx c H and xcdx G I?. We can assume adcE(H). Since C,$H, bd$E(H); i.e. bdeE(H). Since C,$fi, bceE(H) and, hence, ac E: E (a). Since H and fi are isomorphic, we can assume that H is labeled with 0, and so G -{ad, bd, xc} is an H :. Cl
Robertson's method in [9] which proves the existence of cO,b also proves the existence of a smallest constant rk such that, if G is a graph with at least rkp edges, every subdivision of G contains a (Omod k)-cycle. Theorem 1.3 provides an upper bound for r4. 
Remarks
It is easy to see that every graph with minimum degree at least k+ 1 contains a (2mod k)-cycle. The following statement is also of interest. Conjecture 6.1 (Thomassen [17] ). Every graph with minimum degree at least k+ 1 contains a (2d mod k)-cycle.
