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In this paper we give some asymptotic estimates for the best lower bound C(d, k, p) of the
Jensen’s functional J(f ) = ∫ 2pi0 log |f (eiθ )| dθ2pi forwhen the polynomial f has a concentration
d at low degrees kmeasured by the lp-norm under the Lp-norm, p > 2.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Let f (z) =∑nj=0 ajz j 6= 0 be a polynomial with complex coefficients and with the Lp-norm ‖f ‖Lp = (∫ 2pi0 |f (eiθ )|p dθ2pi ) 1p .
Next, let d be a real number such that 0 < d < 1. We say that f (z) has a concentration d of degree at most k, measured by
the lp-norm under the Lp-norm, p > 2, if the following inequality holds:(∑
j6k
|aj|p
) 1
p
> d ·
(∫ 2pi
0
∣∣f (eiθ )∣∣p dθ
2pi
) 1
p
= d · ‖f ‖Lp . (1)
The condition (1) can be imposed because
‖f ‖Lp > |f |lp >
(∑
j6k
∣∣aj∣∣p)
1
p
whenever p > 2, where |f |lp =
(∑
j=0 |aj|p
) 1
p .
Other ways of measuring such a concentration can be expressed. For instance,(∑
j6k
|aj|p
) 1
p
> d ·
(∑
j>0
|aj|p
) 1
p
, p > 1 (2)
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or (∑
j6k
|aj|p
) 1
p
> d · ‖f ‖∞, p > 1 (3)
where ‖f ‖∞ = maxθ |f (eiθ )|.
In the general case the polynomial f (z) = ∑nj=0 ajz j has the concentration d at degree k measured by the ‖ · ‖N1-norm
under the ‖ · ‖N2-norm if∥∥ f |k∥∥N1 > d · ‖f ‖N2
where ‖ ·‖N1 and ‖ ·‖N2 are norms in the space of polynomials such that ‖f ‖N2 > ‖f ‖N1 and f |k(z) =
∑
j6k ajz
j. For instance,
the condition (3) designates that the polynomial f (z) has concentration d at degree k measured by the lp-norm under the
L∞-norm. Since ‖f ‖∞ > |f |lp then the condition (3) is possible.
We observe the following relations between the norms already introduced:
|f |∞ 6 ‖f ‖L1 6 ‖f ‖Lp 6 ‖f ‖Lq 6 ‖f ‖L2 = |f |l2
6 |f |lq 6 |f |lp 6 |f |l1 , for 1 6 p 6 q 6 2.
|f |lq 6 |f |lp 6 |f |l2 = ‖f ‖L2 6 ‖f ‖Lp 6 ‖f ‖Lq
6 ‖f ‖∞ 6 |f |l1 , for 2 6 p 6 q,
where |f |∞ = max06j6n
∣∣aj∣∣.
This concept was originally introduced by Enflo [1], where it was used in order to obtain, for products of polynomials,
estimates from below independent of the degree; the concentration of the polynomial at low degrees measured by the l1-
norm under the l1-norm plays an important role in the construction of an operator on a Banach space with no non-trivial
invariant subspace [1,2].
We investigate here some asymptotic estimates for the best lower bound of the Jensen’s functional J(f ) =∫ 2pi
0 log
∣∣∣ f (eiθ )‖f ‖Lp ∣∣∣ dθ2pi for a polynomial satisfying (1). Our results (Theorems 1–3) in this paper are different from known ones
and they are generalizations, extensions and improvements of the corresponding results from [1–6].
2. Main results
In the sequel, we shall normalize f under the Lp-norm, i.e. we assume that
‖f ‖Lp = 1. (4)
Theorem 1. Let f (z) =∑nj=0 ajz j 6= 0 be a polynomial which satisfies (1) and (4). Then there exists a function
fd,k,p(t) = t log d
(
1− ( t+1t−1 )p
1− ( t+1t−1 )p(k+1)
) 1
p
− 1
p
t2, t > 1
such that
J(f ) =
∫ 2pi
0
log
∣∣f (eiθ )∣∣ dθ
2pi
> fd,k,p(t) for each t > 1.
Proof. In the proof of the Theorem 1 we use the following well known relations (see [1–5] and [7–18]):
1◦ j = 0, 1, 2, . . .⇒ aj =
∫ 2pi
0
f (reiθ )
r jeijθ
dθ
2pi for some r ∈]0, 1[.
2◦ |aj| 6 |f (z0)| · 1r j ,∀j, where |f (z0)| = max {|f (z)| : |z| = r}.
3◦ The classical Jensen’s inequality and the known transformation
log |f (z0)| 6
∫ 2pi
0
log
∣∣∣∣f ( z0 + eiθ1+ z0eiθ
)∣∣∣∣ dθ2pi =
∫ 2pi
0
1− r2∣∣1− z0eiθ ∣∣2 log
∣∣f (eiθ )∣∣ dθ
2pi
where |z0| = r .
4◦ If 0 < r < 1 then 1−r1+r 6
1−r2
|1−z0eiθ |2 6
1+r
1−r , where |z0| = r .
5◦
∫ 2pi
0 log
∣∣f (eiθ )∣∣ dθ2pi = ∫log |f |<0+ ∫log |f |>0.
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Now, according to (1), 1◦ and 2◦, we have
d 6
(∑
j6k
|aj|p
) 1
p
6
(∑
j6k
∣∣∣∣∣
∫ 2pi
0
f
(
reiθ
)
r jeijθ
dθ
2pi
∣∣∣∣∣
p) 1p
6
(∑
j6k
|f (z0)|p · 1r2j
) 1
p
= |f (z0)| ·
(
1− 1
rp(k+1)
1− 1rp
) 1
p
. (5)
From (5) and 3◦ it follows that
log d 6 log |f (z0)| + 1p log
1− 1
rp(k+1)
1− 1rp
6
∫ 2pi
0
1− r2
|1− z0eiθ |2 log
∣∣f (eiθ )∣∣ dθ
2pi
+ 1
p
log
1− 1
rp(k+1)
1− 1rp
=
∫
log |f |>0
+
∫
log |f |<0
+1
p
log
1− 1
rp(k+1)
1− 1rp
. (6)
Since f satisfies (4), then∫
log |f |>0
log
∣∣f (eiθ )∣∣ dθ
2pi
= 1
p
∫
log |f |>0
log
∣∣f (eiθ )∣∣p dθ
2pi
<
1
p
∫
log |f |>0
∣∣f (eiθ )∣∣p dθ
2pi
6
1
p
∫ 2pi
0
∣∣f (eiθ )∣∣p dθ
2pi
= 1
p
‖f ‖pLp =
1
p
. (7)
Using 4◦, 5◦, (6) and (7), we get
log |f (z0)| 6
∫ 2pi
0
1− r2
|1− z0eiθ |2 log
∣∣f (eiθ )∣∣ dθ
2pi
=
∫
log |f |>0
1− r2
|1− z0eiθ |2 log
∣∣f (eiθ )∣∣ dθ
2pi
+
∫
log |f |<0
1− r2
|1− z0eiθ |2 log
∣∣f (eiθ )∣∣ dθ
2pi
6
1
p
· 1+ r
1− r +
1− r
1+ r
∫ 2pi
0
log
∣∣f (eiθ )∣∣ dθ
2pi
.
Then the last relation and relation (5) yield
∫ 2pi
0
log
∣∣f (eiθ )∣∣ dθ
2pi
>
1+ r
1− r log d
(
1− 1rp
1− 1
rp(k+1)
) 1
p
− 1
p
(
1+ r
1− r
)2
.
Finally, putting t = 1+r1−r in the previous inequality, we obtain the statement of Theorem 1. 
Remark. Taking for instance t = 2, we obtain the rough estimate∫ 2pi
0
log
∣∣f (eiθ )∣∣ dθ
2pi
> 2 log d
(
3p − 1
3p(k+1) − 1
) 1
p
− 4
p
which is a generalization of the classical Jensen’s inequality, for polynomials satisfying (1) and (4)). From this it follows that
there exists
C(d, k, p) := inf
{∫ 2pi
0
log
∣∣f (eiθ )∣∣ dθ
2pi
: f satisfies (1) and (2))
}
.
For k = 0, the function is fd,0,p(t) = t · log d − 1p t2, the maximum of which is log d − 1p . Hence, C(d, 0, p) > log d − 1p . In
the meantime, in this case C(d, 0, p) = log d. Otherwise, we do not know the precise value of the best constant C(d, k, p),
k > 0, but we obtain some asymptotic estimates, when k→+∞.
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Theorem 2. The best constant C(d, k, p) satisfies
lim sup
k→+∞
C(d, k, p)
−2k 6 1,
that is−2k 6 C(d, k, p) asymptotically when k→+∞, for each d ∈]0, 1[ and p > 2.
Proof. It is obvious that limt→1+ fd,k,p(t) = −∞ and limt→+∞ fd,k,p(t) = −∞; therefore the maximum exists.
We write the function fd,k,p(t) in the form
fd,k,p(t) = ϕd,k,p(t)− tp log
(
1−
(
t − 1
t + 1
)p(k+1))
where
ϕd,k,p(t) = t log d− kt log(t + 1)+ kt log(t − 1)+ tp log
(
1−
(
t − 1
t + 1
)p)
− 1
p
t2.
Since 0 < t−1t+1 < 1, we have log
(
1− ( t−1t+1 )p(k+1)) < 0 and then
fd,k,p(t) > ϕd,k,p(t), t > 1.
Now, we shall prove that the function ϕd,k,p(t) takes its maximum value at point tk such that tk →+∞, when k→+∞.
Let
gk(t) = kt log(t − 1)− kt log(t + 1),
hd,p(t) = t log d+ tp log
(
1−
(
t − 1
t + 1
)p)
− 1
p
t2.
Now, taking the first and the second derivatives of gk(t) and hd,p(t)we get
g ′k(t) = k log(t − 1)− k log(t + 1)+
2kt
t2 − 1 , g
′′
k (t) = −
4k
(t2 − 1)2 , (8)
h′d,p(t) = log d+
1
p
log(1− up)− 2t
t2 − 1 ·
up
1− up −
2
p
t,
h′′d,p(t) =
4
(t2 − 1)2 ·
up
1− up ·
1− up − pt
1− up −
2
p
,
where is u = t−1t+1 , 0 < u < 1. Setting A(t) = 1− up − pt we obtain A′(t) = −p
(
2up
t2−1 + 1
)
< 0.
Since limt→1+ A(t) < 0, it follows that A(t) < 0 for each t > 1. From this and from (8), we get ϕ′′d,k,p(t) < 0 for each
t > 1. Since limt→1+ ϕ′d,k,p(t) = +∞ and limt→+∞ ϕ′d,k,p(t) = −∞, there exists tk > 1 such that ϕ′d,k,p(t) = 0. From the
equality ϕ′d,k,p(t) = 0 for t = tk, we get
k = (t
2 − 1)h′d,p(t)
(t2 − 1) log(t + 1)− (t2 − 1) log(t − 1)− 2t
from which we easily deduce that tk →+∞ if and only if k→+∞.
Writing log(t ± 1) = log t + log(1± 1t ), (t ± 1)p = tp(1± 1t )p and substituting the Taylor expansion of order 3 when
t →+∞, we obtain
log(t + 1)− log(t − 1)− 2t
t2 − 1 = −
4
3t3
(1+ o(1)) ∼ − 4
3t3
,
h′d,p(t) = −
2t
p
(1+ o(1)) ∼ −2t
p
.
It follows that k ∼ 3t42p when t →+∞.
From this it follows that the remaining term tp log
(
1− ( t−1t+1 )p(k+1)) can be neglected, for t = tk, when k→+∞. So we
have shown that at the point tk, the value of fd,k,p(t) and the value of ϕd,k,p(t) are asymptotically the same. All we have to
do now is to compute fd,k,p(tk):
fd,k,p(tk) ∼ ϕd,k,p(tk) = gk(tk)+ hd,p(tk)
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= ktk log
(
1− 1
tk
)
− ktk log
(
1+ 1
tk
)
+ tk log d
+ tk
p
log
((
1+ 1
tk
)p
−
(
1− 1
tk
)p)
− tk log
(
1+ 1
tk
)
− 1
p
t2k
= −2k
(
1− tk
2k
log d+ 1
3t2k
− tk
2kp
log 2p+ tk
2kp
log tk − (p− 1)(p− 2)12kpt2k
+ 1
2k
− 1
4kt2k
+ 1
6kt2k
+ t
2
k
2kp
+ o
(
1
t2k
))
= −2k(1+ o(1)) ∼ −2k,
because t ∼ ( 2kp3 ) 14 when k→+∞. This proves the asymptotic estimate: C(d, k, p) > fd,k,p(tk) ∼ −2k, k→+∞, for each
d ∈]0, 1[ and for each p > 2, that is
lim sup
k→+∞
C(d, k, p)
−2k 6 1. 
In the sequel we obtain an upper bound for the best constant C(d, k, p):
Theorem 3. The best constant C(d, k, p) satisfies
lim inf
k→+∞
C(d, k, p)
−2k > log 2,
that is C(d, k, p) 6 −2k log 2, asymptotically, when k→+∞.
Proof. Now, let us consider the polynomial f (z) = 1‖f1‖Lp · f1(z), where f1(z) =
( 1+z
2
)2k+1
. The polynomial f (z) satisfies (4)
and by the properties of the binomial coefficients it has a concentration d 6 1p√2 at degree k, measured by the lp-norm under
the Lp-norm (p > 2). Indeed, from(∑
j6k
∣∣∣∣ 1‖f1‖Lp · 22k+1
(
2k+ 1
j
)∣∣∣∣p
) 1
p
> d · ‖f ‖Lp = d · 1
> d ·
(
2k+1∑
j=0
∣∣∣∣ 1‖f1‖Lp · 22k+1
(
2k+ 1
j
)∣∣∣∣p
) 1
p
,
(
p > 2⇒ ‖f ‖Lp > |f |lp
)
, it follows that∑
j6k
∣∣∣∣ 1‖f1‖Lp · 22k+1
(
2k+ 1
j
)∣∣∣∣p > 2 · dp∑
j6k
∣∣∣∣ 1‖f1‖Lp · 22k+1
(
2k+ 1
j
)∣∣∣∣p ,
that is d 6 1p√2 .
But the constant term is 1‖f1‖Lp ·
1
22k+1 , and the only root is−1, so Jensen’s formula says that∫ 2pi
0
log
∣∣f (eiθ )∣∣ dθ
2pi
= −(2k+ 1) log 2− log ‖f1‖Lp
= (−2k log 2)(1+ o(1)) ∼ −2k log 2, k→+∞.
Hence, we have asymptotically C(d, k, p) 6 −2k log 2, when k→+∞, for each d ∈]0, 1p√2 ], and for each p > 2. 
According to Theorems 2 and 3 there follows:
Corollary 1. For a fixed d ∈]0, 1p√2 ] and fixed p > 2 we have
−2 6 lim inf
k→+∞
C(d, k, p)
k
6
C(d, k, p)
k
6 lim sup
k→+∞
C(d, k, p)
k
6 −2 log 2.
The above result can be compared with [6], (2.18).
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The precise value of C(d, k, p) is unknown, except in two cases:
For the Hurwitz polynomials (that is polynomials with real positive coefficients, such that the roots have negative real
part) which satisfy (2), the best constant CHd,k,1 was determined by Rigler, Trimble and Varga [6]:
CHd,k,1 = log
ρ
(ρ + 1)2n−1 ,
where n is the unique integer satisfying
1
2n
k∑
j=0
(
n
j
)
6 d <
1
2n−1
k∑
j=0
(
n− 1
j
)
,
and
ρ =
(
n−1
k
)
k∑
j=0
(
n−1
j
)
− d2n−1
.
For the functions in H∞ (not only Hurwitz polynomials) which satisfy (3) the best constant CH∞d,1,∞ was determined by
Beauzamy [7]: CH
∞
d,1,∞ is the unique number c < 0, the solution of the equation ec(1− 2c) = d.
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