Although many types of confidence bands exist for nonparametric regression with i.i.d. data, theoretical properties of such bands have never been established under dependence. We propose simultaneous confidence bands for nonparametric prediction function of time-series data using spline estimation. Asymptotic properties are established under the assumption of strong mixing, and simulation experiments have provided strong evidence that corroborates with the asymptotic theory. As an application, after removing the environmental Kuznets curve trend effects, the impact of the economic intervention on environmental quality change is quantified for the USA and Japan, with different conclusions.
Introduction
Classic regression and time series tools such as generalised linear model and linear autoregression are known to be inadequate for complex data that exhibit nonlinearity. Nonlinear time series analysis offers an approach to detect structure which sometimes remains undetected by traditional parametric estimation techniques. Nonparametric models have become more and more popular over the last two decades. This recognition has motivated the development of non-and semiparametric regression techniques, with far reaching applications (see, for example, Fan and Gijbels 1996; Bosq 1998; Fan and Yao 2003) . Two very popular forms of nonparametric regression are kernel/local polynomial type and spline type smoothing.
Theoretical properties of nonparametric smoothers are typically examined in terms of mean square, pointwise, or uniform rate of convergence, while practical consideration favours methods that are easy to implement and interpret. In addition, fast computing is appealing for users of smoothers. For kernel smoothing of independent data, satisfactory results on rates of convergence have been obtained (see Fan and Gijbels 1996 for pointwise and mean square convergence 
with m, σ denoting the unknown conditional mean and conditional standard deviation functions on a compact interval [a, b] a, b] , where the errors {ε i } n i=1 are conditional white noise, i.e. E(ε i |X i ) = 0, Var(ε i |X i ) = 1 and ε i is a martingale difference with respect to the σ -field F i = σ {X j , ε j −1 , 1 ≤ j ≤ i} for i = 1, . . . , n. If the data followed a linear regression model, m(x) would be linear in x. Zhou, Shen, and Wolfe (1998) obtained the confidence band for m(·) based on the spline estimation when the data {(X i , Y i )} n i=1 forms an i.i.d. sample. However, confidence bands remain unavailable for all nonparametric smoothers based on dependent observations, due to the fact that Hungarian embedding or strong approximation results for dependent random variables are not as sharp as that established by Tusnády (1977) for independent random variables. Existing results on nonparametric confidence bands for i.i.d. data rely on sharpness of such strong approximation (see Bickel and Rosenblatt 1973; Rosenblatt 1976) .
In this paper, the piecewise constant and linear confidence bands are obtained for the unknown function m(x) based on the polynomial spline estimation, while the observations {(X i , Y i )} n i=1 are only assumed to have α-mixing coefficient α(k) decaying geometrically; see Assumption (A4) in Section 2. Instead of applying the usual Hungarian embedding technique in most existing works, we make use of the Berry-Esseen bound in Sunklodas (1984) for sequences of mixing random variables to establish that constructed confidence bands are conservative. The resulting confidence bands are comparable in terms of formula and narrowness to those constructed for i.i.d. sample. We organise our paper as follows. In Section 2, we state our main findings of spline confidence bands. In Section 3, we provide further insights into the error structure of spline estimators from which we are able to obtain the asymptotic simultaneous confidence bands. This is accomplished by establishing simultaneous Berry-Esseen bound for the estimation noise. Section 4 describes the actual steps to implement the bands. Sections 5 reports our findings in an extensive simulation study. The proposed method is then applied in Section 6 to the environmental Kuznets curves. All technical proofs are contained in the Appendix.
Estimation and main results
In general, the regression function m(x) in model (1) is assumed to belong to C (p) [a, b] , the space of functions that have pth order continuous derivatives for some integer p > 0, on the interval [a, b] .
Polynomial spline estimator of m(x) is known for its simple implementation and fast computation, once a knot sequence is determined. To be specific, we divide [a, b] 
is a sequence of equally spaced points, called interior knots, given as t
is the distance between neighbouring knots. For any x ∈ [a, b], we define its location index j (x) and relative location index δ(x) as
It is clear that [a, b] functions that are polynomials of degree p − 1 on each interval. For example, G (−1) is the space of functions that are constant on each J j , and G (0) is the space of functions that are linear on each J j and continuous on [a, b] . The B-spline basis of G (−1) are indicator functions of intervals
For theoretical analysis, we use the rescaled B-spline basis:
. Let V n,p and V p be the empirical and theoretical inner product matrices of the B-spline basis
With a slight abuse of notation, we introduce a function Y(X i ) ≡ Y i , 1 ≤ i ≤ n. Then the polynomial spline estimator iŝ
Remark 1 It is straightforward that B j ,p , B j,p n ≡ 0 for |j − j | > p, thus V n,1 is a diagonal matrix and V n,2 is a tridiagonal matrix. By Lemma A4, the random matrix V n,p can be approximated by its deterministic version V p . Clearly, V 1 = I, and according to Lemma A2, V 2 is decomposed as a simpler matrix J with a distribution-free form given in Equation (19) plus a negligible term.
The width of the bands depends on the pointwise variances ofm p (x). Define
where j (x) is in Equation (2), s jj is the jj th entry of the matrix V −1 2 defined in Equation (3), and for j,
Before giving the form of the spline confidence bands, we first cite some technical assumptions used in the construction of the bands. N n 1/3 , hence for p = 2, one can take N ∼ n 1/5 , while for p = 1, one can take N ∼ n 1/3 (log n) −1/6 . (A4) There exist positive constants K 0 and λ 0 such that α(k) ≤ K 0 e −λ 0 k holds for all k, where the strong mixing coefficient of order k is defined as
(A5) The joint distribution of random variables (X, ε) satisfies the following: (a) The error is a white noise,
Remark 2 Assumptions (A1)-(A5) are typical in the nonparametric smoothing literature (see for instance, Fan and Yao 2003; Huang and Yang 2004; Xue and Yang 2006; Wang and Yang 2007) .
where σ n,p (x) is given in Equations (5) and (6), and d n (α) is an inflation correction factor
In other words, for p = 1, 2
Remark 3
The standard deviation function σ n,1 (x) is replaceable by σ (x){f (x)nh} −1/2 according to Lemma A5, and function σ n,2 (x) is replaceable by σ (
1/2 according to LemmasA3 andA8, with matrices (x), L j defined in Equations (15)- (19).
Error decomposition
In this section, we break the polynomial spline estimation errorm p (x) − m(x) into a bias term and a noise term, withm p (x) given in Equation (4). We define a function as
Thus, the estimation errorm p (x) − m(x) consists of a bias termm p (x) − m(x) and a noise termε p (x), such thatm
According to the result of de Boor (2001, p. 149) and Huang (2003, Theorem 5.1) , the bias term is of the order O p (h p ) uniformly over x ∈ [a, b] . Hence the main hurdle of proving Theorem 2.1 is the noise termε p (x) in Equation (10). This is handled by Proposition 3.1. (5) and (6), and for any 0 < α < 1, one has
To prove Proposition 3.1, we make use of the following strong approximation theorem of Sunklodas (1984) .
The next result from Leadbetter, Lindgren, and Rootzén (1983) plays an important role in obtaining the inflation correction factor d n (α) in Equation (8).
The details of the proof of Proposition 3.1 are given in the Appendix.
Implementation
In this section, we describe in detail the procedures to construct the confidence bands in Theorem 2.1. All of our codes have been written in R. While the B-spline basis is convenient for theoretical analysis, it is easier to work with the truncated power basis for implementation. Given any sample
, we use the minimum and maximum values of
as the endpoints of interval [a, b] . The number of knots N is taken to be [c p n 1/3 (log n) −1/6 ] for p = 1 and [c p n 1/5 ] for p = 2, where c p (p = 1, 2) are positive integers. As discussed in the previous works on confidence bands (Härdle 1989; Xia 1998) , the explicit formula of coverage probability for the bands does not exist, hence there is no optimal method to select c p (p = 1, 2). Therefore, we have not attempted an adaptive knot selection, as Härdle, Marron, and Yang (1997) had illustrated that it could lead to uniform inconsistency. We have set c 1 = 6, c 2 = 3 for constant and linear bands, respectively, which works well in all simulations.
When constructing the confidence bands, one needs to estimate the unknown functions f (x) and σ 2 (x) for the evaluation of the functions σ n,1 (x) and σ n,2 (x) in Equations (5) and (6). Letf (x) be the Nadaraya-Watson density estimator with the quartic kernelK(u) = 15(1 − u 2 ) 2 I {|u| ≤ 1}/16 and the rule-of-thumb bandwidth of Silverman (1986) 
. The standard deviation function σ n,1 (x) in Equation (5) is approximated bŷ
where j (x) is the nearest left knot defined in Equation (2). To approximate the standard deviation function σ n,2 (x) in Equation (6), let
The function σ n,2 (x) for the linear band is estimated consistently bŷ
where
with {l ik } |i−k|≤1 being the (i + 2, k + 2)th entry of the inverse of matrix
Remark 4 According to Lemma A2, J is a simpler and distribution-free approximation of the inner product matrix V 2 defined in Equation (3). To obtain the matrix L j in Equation (18), we need to find an easy way to calculate the tridiagonal terms of the matrix J −1 . Since J is a symmetric and tridiagonal Jacobi matrix, these terms can be easily and quickly computed through Lemma 4.1, which is a direct result of Zhang (1999, Theorem 4.5) . (18) by the following formulae
Now one can compute the following confidence bandŝ
wherem p (x) is given in Equation (4), the additional parameter opt = 1, 2 indicating the estimation being at each value x or at the nearest left knot.
Simulation
To illustrate the finite-sample behaviour of the confidence bands, we present some simulation results. The data are generated from the heteroscedastic regression model (1), with
from a moving average sequence of the order q, i.e.,
where in our simulation, q is taken to be 4,
, where is the standard normal distribution function, so X i is uniformly distributed on [0, 1].
We choose the sample size n to be 100, 200, 500 and 10, 000, confidence level 1 − α = 0.99, 0.95 as usual. Table 1 contains the coverage probabilities as the percentage of coverage of the true curve at all data points by the confidence bands in Equation (20) with 10, 000 replications 
from Equation (13)/ (14) for constant bands and from Equation (16) of sample size n. The coverage percentages show very positive confirmation of Theorem 2.1. From Table 1 , it is obvious that larger sample size guarantees improved coverage for both constant and linear confidence bands, while reasonable coverage has also been achieved at moderate sample sizes for linear bands. Under the same circumstances, the band by the linear spline performs much better than the band by the constant spline. We also observe that the noise level has more influence on the constant bands coverage, and very little on the linear bands. At sample size 100, regardless of the noise level, both of the two piecewise linear bands in Equation (20) achieve at least 0.9856 and 0.9581 for confidence level 1 − α = 0.99 and 0.95, respectively. Therefore, in practice, we would recommend to using the linear bands.
Piecewise constant bands (Figure 1 ) and piecewise linear bands (Figure 2 ) are created for graphical comparison at the noise level 0.2, each with four types of symbols: dots (data), centre smooth solid line (true curve), centre dotted line (the spline estimated curve), upper and lower thick solid line (confidence bands). In both figures, the confidence bands of n = 500 are thinner and fits better than those of n = 100, and the smaller the significance level, the wider the confidence band. Overall, the linear bands are superior to the constant ones in terms of smoothness and narrowness. In addition, we find that the estimation of σ n,p (x) (p = 1, 2) byσ n,p (x, 1) at knots as in Equation (13) (p = 1) and Equation (16) (p = 2) or byσ n,p (x, 2) at all observations as in Equation (14) (p = 1) and Equation (17) (p = 2) does not seem to have much noticeable impact on the widths of the confidence bands.
For the linear bands, we have also carried out the simulation at noise level 0.2, for n = 10, 000 and opt = 1 (estimation on knots). The coverage is always 99.6% for α = 0.01 and 97.6% for α = 0.05, both higher than the nominal coverage of 99% and 95%, consistent with their conservative definitions. Remarkably, it takes merely 0.73 s to run 1 replication with n as large as 10, 000 on a regular PC. This is extremely fast considering that the nonparametric regression is done without WARPing (see Härdle, Hlávka and Klinke 2000) .
Application
The environmental Kuznets curve (EKC), an inverted-U relationship between pollution and income, is an influential generalisation about the way environmental quality changes as a country makes the transition from poverty to relative affluence. The EKC predicts that pollution will first increase, but subsequently decline if income growth proceeds far enough. The shape of the relationship between the rate of environmental degradation and GDP per capita has been the subject of much empirical examination. Several studies have attempted to test the EKC hypothesis empirically. The majority of these studies use panel data in conjunction with a static fixed and/or random effects panel estimator. In this paper, we examine whether or not countries (here we select the USA and Japan) actually behave like the EKC, and we further look at the nonparametric time-series nature of the data set after elimination of the trend.
One key variable of this study, the environment index, is the emission of sulphur from 1850 to 1990 (Lefohn, Husar and Husar 1999) . The other key variable is GDP per capita, which can be obtained in Maddison (2003) . To gain an insight into the model structure, we decompose the logarithm of GDP and emission series into their trend parts and noise parts, i.e.
{log(GDP per capita)} t = u(t) + X t , {log(Emission per capita)} t = v(t) + Y t ,
for t = 1, . . . , n. We are interested in two sets of hypotheses, given here separately in terms of the relationship between the trends u(t) and v(t), and between the stationary noise {X t } n t=1 and {Y t } n t=1 . EKC hypothesis: There exists an inverted-U shape relationship between u(t) and v(t) (Figure 3 ). Residual/noise hypothesis: There exists a linear relationship between {X t } n t=1 and {Y t } n t=1 .
The EKC hypothesis can be tested by performing a routine trend analysis. After detrending, {X t } n t=1 and {Y t } n t=1 are obtained, then one can estimate the regression relationship and construct a piecewise linear spline confidence band for the testing. Figure 3 . Plot of the EKC in terms of u(t) and v(t). We get the trends, u(t) and v(t), by fitting a polynomial regression on time t u(t) = 0.0051t + 3.3127, v(t) = −0.0001t
u(t) v(t)
where the corresponding R 2 = 0.9814 and 0.9256. Therefore, for the USA, the EKC hypothesis is retained by the trend analysis, see Figure 4 (a). After the elimination of the trend,
appear to be stationary. For the residual hypothesis, Figure 4 (b) shows that when the confidence level is as small as 87%, the linear regression line is still covered by the confidence band. This phenomenon implies that the residual hypothesis is retained and in fact the p-value is 0.1390. However, as we have seen in Figure 4 (b) that the confidence bands cannot cover the horizontal line E(Y t |X t ) ≡ 0 at the 87% level. Therefore, we increase the confidence level to construct a wider band. At the 99% level, the horizontal line E(Y t |X t ) ≡ 0 is then completely covered by the bands, see Figure 4 (c). Furthermore, the p-value is found to be 0.0129. Therefore, we reject the hypothesis that Y t is unpredictable from X t at significance level 0.05. This phenomenon implies that the intervention of emission is not immune to the intervention of economy, and the adjustment of GDP has autonomous linear influence on the change of environmental quality.
The quadratic trends u(t), v(t) for Japan data are given as (22); (b) residuals of the EKC with 99% confidence band.
. , n} with u(t), v(t) given in Equation
with R 2 = 0.9829, 0.9544. From the trend relationship curve, Figure 5 (a), one sees that it is not a U-shaped curve as EKC predicted. However, we are not sure whether it would succeed to decouple environmental pollution and resource use from economic growth, which will make this a tuning point and U shape later. To test the residual hypothesis, Figure 5 (b) shows that neither the linear regression line nor the horizontal line E(Y t |X t ) ≡ 0 can be covered by the confidence bands even when the confidence level reaches 99%, and the p-value is found to be 0.0001. Hence at the significance level 0.05, we reject both the linear hypothesis and the nonpredictable hypothesis. This implies that the adjustment of GDP has autonomous influence on the change of environmental quality, but not in a linear way.
Appendix 1. Proofs
In this section, we give the proofs of Proposition 3.1 and Theorem 2.1. For notation simplicity, we denote · ∞ the supremum norm of a function r on [a, b] , i.e. r ∞ = sup x∈ [a,b] 
A.1. Preliminaries
The following lemma shows the properties of the norms and inner products of the original B-spline basis and the proof consists of direct algebraic verifications.
Lemma A.1 As n → ∞, one has
where max 0≤j ≤N |r j,n,1 | + max −1≤j ≤N |r j,n,2 | + max −1≤j ≤N −1 |r j,n,2 | ≤ Cω(f, h) and
Lemma A.2 For the theoretical inner product matrices in Equation (3), one has V 1 = I, and V 2 has the following decomposition
where J is given in Equation
The lemma follows directly from Lemma A1, thus omitted. Define the inverse matrix of V 2 and its 2 × 2 diagonal submatrices as
The next lemma ensures that one can approximate S with the inverse of J, with a simpler distribution-free form in Equation (19). This approximation is uniform for S j in Equation (A1) and L j in Equation (18) as well.
Lemma A.3 As n → ∞, |J −1 − S| → 0 and max 0≤j ≤N |L j − S j | → 0.
Proof As given in Equation (19), J has diagonal elements 1, and the sum of the absolute values of off-diagonal elements in each row does not exceed 1/ √ 2. Thus, there exist constants c, C > 0, independent of n, such that with probability approaching 1,
By definition, JJ −1 = I = V 2 S = (J +Ṽ 2 )S. Denote e i the unit vector with ith element 1, then by Equation (A2), we have
According to Lemma A2, as n → ∞,
Now by the definition of submatrices S j and L j , max 0≤j ≤N |L j − S j | ≤ |J −1 − S|, the lemma follows.
Next, we establish the uniform rate at which the empirical inner product approximates the theoretical inner product for the rescaled B-splines.
Lemma A.4 Under Assumptions (A3) and (A5), we have
Proof For brevity, we only give the proof for A n,1 . For any 0
with Eη i,j = 0 while for any integer r ≥ 2, C r inequality (Gut 2005, p. 127, Theorem 2.2) implies that
On the other hand E(η
i,j . Thus, Cramer's condition is satisfied with Cramer's constant equal to ch. Applying the Bernstein inequality to n −1 n i=1 η i,j , for any δ > 0, q ∈ [1, n/2], one has for k = 3
q ≥ c 1 n/ log n for some constants c 0 , c 1 ,
Thus, for n large enough,
Taking c 0 , δ large enough, for large n,
For the empirical and theoretical inner product matrices V n,p and V p in Equation (3), it follows immediately from Lemma A4 that
A.2. Proofs of Proposition 3.1 and Theorem 2.1 for constant spline
The next lemma gives the pointwise variance ofε 1 (x).
Lemma A.5 The pointwise variance ofε 1 (x) is σ 2 n,1 (x) in Equation (5) which satisfies
with sup x∈ [a,b] 
, ∀i = k according to the martingale difference property of the ε i 's, the rest of the proof follows from Lemma A1 and the continuity of functions σ (x) and f (x).
The next lemma implies that the difference betweenε 1 (x) andε 1 (x) is negligible uniformly over x ∈ [a, b] .
Proof Note that
hence the lemma follows.
Since the stochastic functionε 1 (x) given in Equation (A5) takes constant value on each interval I j , one only has to bound each of the N + 1 rescaled noise terms simultaneously by the Berry-Esseen bound for weakly dependent data. First, we verify the conditions in Lemma 3.2 for ξ i,j ≡ B j,1 (X i 
for each j = 0, . . . , N, where c 0,j = b j,1
Proof Using the definition of σ 2 n,1 (x) in Equation (5)
Next, by Lemma A1 and the continuity of functions σ 2 (x) and f (x), one has
Proof of Proposition 3.1 (p = 1) Note that for any j = 0, . . . , N and x ∈ I j ,
Observing that {ξ i,j } n i=1 forms a stationary α-mixing sequence, with Eξ i,j = 0, then Equations (A7)-(A9) and Lemmas 3.2 and A7 imply
where the last step follows from Assumption (A3). Using the above approximation, for a N and b N given in Lemma 3.3 and each j = 1, . . . , N, one can show that
Applying Lemma 3.3 with 2e −τ = α or τ = − log(α/2), one has uniformly in j ,
Thus,
Therefore, using Lemma A6, one has proved Equation (12) for p = 1.
Proof of Theorem 2.1 (p = 1) By Huang (2003, Theorem 5.1) and Assumption (A3), the uniform bias is
is the smoothed signal given in Equation (10). Thus the bias order is negligible compared with (nh) −1/2 {log(N + 1)} 1/2 , which is the uniform noise order of
Now Equation (11) and Proposition 3.1 yield the conservativity of the band in Equation (7) for p = 1 as
Therefore, Theorem 2.1 has been proved for the case of p = 1.
A.3. Noise term of the linear spline estimator
For the noise termε 2 (x) in Equation (10), one can rewrite it asε 2 (x) =
, where according to Equation (10),ã
n,2 with V −1 2 = S in the above, i.e.
, and define for any x ∈ [a, b],
Next we calculate the variance function ofε 2 (x). We first introduce two vectors
in which the (j − 1)th and j th rows of the matrix S is denoted as a 2 × (N + 2) matrix
Then, one can writeε 2 (x) in the following matrix form
in which the function D(x) is a 2-vector matrix such that
The next lemma provides the pointwise variance ofε 2 (x). Let
Proof Since j =S j U withS j defined in Equation (A12) and Cov(U) = as in the proof of Lemma A8, the covariance matrix of j is
By Assumption (A2) and Equations (A12) and (A15)
Similarly, one also has σ kl = σ 2 (t l+1 )v kl + cw(f σ 2 , h). Thus,
Note that
Using Equation ( 
Proof Note that L −1/2 j , {Cov( j )} −1/2 are symmetric matrices. Using the following fact for symmetric matrices A and B: c|A −1/2 − B −1/2 | ≤ |B − A|, together with Lemma A10,
The desired result follows from Lemma A3. 
