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Abstract: We focus on the issue of proper definition of entanglement entropy in lattice
gauge theories, and examine a naive definition where gauge invariant states are viewed as
elements of an extended Hilbert space which contains gauge non-invariant states as well.
Working in the extended Hilbert space, we can define entanglement entropy associated with
an arbitrary subset of links, not only for abelian but also for non-abelian theories. We then
derive the associated replica formula. We also discuss the issue of gauge invariance of the
entanglement entropy. In the ZN gauge theories in arbitrary space dimensions, we show
that all the standard properties of the entanglement entropy, e.g. the strong subadditivity,
hold in our definition. We study the entanglement entropy for special states, including the
topological states for the ZN gauge theories in arbitrary dimensions. We discuss relations
of our definition to other proposals.
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1 Introduction
Entanglement entropy plays important roles in various fields of quantum physics including
string theory[1–8], condensed matter physics[9–14], and the physics of the black hole [15–
19]. It is believed that entanglement entropy characterizes various aspects of quantum
states in a simple and unified manner.
In the context of lattice gauge theories, entanglement entropy is expected to be a useful
tool for studying confinement / deconfinement transitions (or crossover) [20–22]. It has
been pointed out, however, that there is a subtle problem in the definition of entanglement
entropy in gauge theories[23, 24, 26, 27]. When we calculate the entanglement entropy of
a region V , we first express the Hilbert space of the total system as a tensor product of the
Hilbert spaces of V and that of V¯ , the complement of V . Thus we trace out the degrees
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of freedom of V¯ and obtain the reduced density matrix of V . For gauge theories, however,
the physical gauge invariant Hilbert space can not be factorized into a tensor product of
the gauge invariant subspaces of V and that of V¯ due to the local gauge invariance at
the boundary ∂V between V and V¯ . This reflects the fact that the fundamental physical
degrees of freedom contain Wilson loops, which are nonlocal operators. Due to the absence
of the factorization into a tensor product, it is not straightforward to define the reduced
density matrix of some region and to calculate the entanglement entropy. We need to
specify the prescription to obtain the reduced density matrix of the region.
In this paper, we propose a definition of the entanglement entropy in lattice gauge
theories. We extend the gauge invariant Hilbert space to a larger Hilbert space in order
to admit the factorization into a tensor product of the gauge invariant subspaces of the
region V and the region V¯ in this larger Hilbert space. The natural candidate of this larger
Hilbert space is the whole (gauge non-invariant) Hilbert space of the link variables. We
then obtain the reduced density matrix of the region V by tracing out the link variables
of the region V¯ . We define the entanglement entropy as the von Neumann entropy of the
above reduced density matrix. We can define the entanglement entropy for an arbitrary
subset of links. This definition is applicable not only for abelian theories but also for non-
abelian ones. We then derive the replica formula to calculate the entanglement entropy in
our definition.
In the ZN gauge theories in arbitrary space dimensions, we express the whole Hilbert
space by useful basis states, which are eigenstates of the gauge transformations [24]. We
argue that all the standard properties of entanglement entropy, e.g. the strong subaddi-
tivity, hold in our definition. We study the one for some special states. In particular, we
calculate rigorously the one for the topological states in arbitrary space dimensions. We
discuss relations of our definition to other proposals. We also demonstrate that the en-
tanglement entropy depends on the choice of the gauge fixing for some simple cases. This
indicates that one should not fix the gauge, at least on the boundary points between two
regions, to calculate the entanglement entropy in gauge theories.
The present paper is organized as follows. In section 2, we give precise definitions
of the geometry of our lattice and define the entanglement entropy. We discuss the gauge
invariance of the reduced density matrix. We also derive the replica formula here. In section
3, we consider the ZN gauge theories. We express the whole Hilbert space by eigenstates of
the gauge transformations, and derive an explicit expression of the entanglement entropy.
We then argue that all the standard properties of entanglement entropy, e.g. the strong
subadditivity, hold in our definition. We study the one for some special states. In particular,
we calculate the one for the topological states in arbitrary space dimensions. We discuss
relations of our definition to other proposals. In section 4, we summarize our investigations.
Some properties of the ZN gauge theories used in the main text are given in appendix A,
while gauge invariant states in non-abelian gauge theories are briefly discussed in B.
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2 Naive definition of entanglement entropy in lattice gauge theories
2.1 Definition and some properties
Geometry We can treat quite general geometries and boundary conditions.
Our lattice is (S,L), where S denotes the set of sites x, y, . . . ∈ S, and L ⊂ S × S the
set of links. We understand that ` = (x, y) and ¯`= (y, x) are different ways of expressing a
single link in L. This in particular means that ` ∈ V implies ¯`∈ V for any subset V ⊂ L.
Here we do not assume a particular structure of our lattice such as regularity, so that a
random lattice could be treated. Note that this setup can treat both periodic and free
boundary conditions for the whole lattice.
We define the boundary of a subset V ⊂ L as
∂V :=
{
x ∈ S ∣∣ (x, y) ∈ V and (x, z) ∈ V¯ for some y, z ∈ S }, (2.1)
which is the set of sites in both V and its complement V¯ = L\V . Note also that ∂V = ∂V¯ .
Naive definition of entanglement entropy We consider the global density matrix ρ
for gauge theories, whose elements are denoted by
〈U |ρ|U ′〉 ≡ ρ(U ;U ′) = ρ(UV , UV¯ ;U ′V , U ′¯V ) (2.2)
where U represents a gauge configuration (a set of all link variables), U = {U` | ` ∈ L}, while
UV , UV¯ are gauge configurations on V and V¯ , UV = {U` | ` ∈ V } and UV = {U` | ` ∈ V¯ },
respectively.
We propose to define a reduced density matrix as
〈UV |ρV |U ′V 〉 ≡ ρV (UV ;U ′V ) =
∫
DUV¯ ρ(UV , UV¯ ;U ′V , UV¯ ), (2.3)
where DUV¯ denotes a product of the group invariant integrals or sums. For the compact
group, we have DUV¯ =
∏
`∈V¯ dU`, where dU` is the Haar measure for the link variable U`.
The above definition of the reduced density matrix is a simple generalization of the
reduced density matrix in spin systems, where the whole Hilbert space is a direct product
of those of region V and region V¯ , H = HV ⊗ HV¯ . In the case of gauge theories, on the
other hand, due to the local gauge invariance, the gauge invariant full Hilbert space can not
be factorized into a product of gauge invariant subspaces, HinvL 6= HinvV ⊗HinvV¯ . Therefore
the above reduced density matrix ρV can not be obtained from a single partial trace of
ρ over the gauge invariant subspace Hinv
V¯
. Without gauge invariance, however, the whole
Hilbert space can be factorized as HL = HV ⊗ HV¯ , so that our definition of ρV above
can be understood as the partial trace of ρ over the gauge non-invariant subspace HV¯ on
UV¯ . In the next section, we explicitly construct the reduced density matrix for the ZN
gauge theories in an arbitrary dimensions, and explicitly construct an extension of ρV to
HL = HV ⊗HV¯ .
From the reduced density matrix, the entanglement entropy can thus be defined as
S(V ) = −tr [ρV log ρV ], (2.4)
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where the trace is taken over HV . The definitions (2.3) and (2.4) are so simple that they
can be used not only for discrete abelian theories but also for continuous non-abelian gauge
theories without practical difficulties.
In the next section, we will see that this trace is reduced to a sum of traces in the gauge
invariant subspace HinvV ⊂ HV and discuss that a basic properties such as the symmetric
property and the strong subadditivity are satisfied for the ZN gauge theories.
Gauge invariance In gauge theories, the global density matrix is gauge invariant as
ρ(Ug;U ′h) = ρ(U ;U ′), (2.5)
where the gauge transformation of the link variable U` is given by U
g
` = gxU`g
†
y with
` = (x, y).
On the other hand, the reduced density matrix ρV in (2.3) does not have such a gauge
invariance. Indeed,
ρV (U
gV
V ;U
′
V
hV ) =
∫
DUV¯ ρ(UgVV , UV¯ ;U ′V hV , UV¯ ) =
∫
DUgV¯
V¯
ρ(UgVV , U
gV¯
V¯
;U ′V
hV , U
gV¯
V¯
)
=
∫
DUV¯ ρ(UV , UV¯ ; (U ′V )hV g
−1
V , UV¯ ) = ρV (UV ; (U
′
V )
hV g
−1
V ), (2.6)
where the invariance of the measure DUgV¯
V¯
= DUV¯ and the gauge invariance of the full
density matrix ρ such as
ρ(UgVV , U
gV¯
V¯
;U ′V
gV , U
gV¯
V¯
) = ρ(UV , UV¯ ;U
′
V , UV¯ ) (2.7)
are used. Therefore ρV is invariant under diagonal gauge transformations (gV = hV ) only.
This suggests that the reduced density matrix and thus its entanglement entropy may
depend on the choice of the gauge if the gauge fixing is employed in the calculation. Indeed,
we will show in the next section that values of the entanglement entropy are different for
different gauge fixing conditions in some simple cases for the ZN gauge theories. Because
of this problem, it is important and sensible to calculate the entanglement entropy in the
gauge invariant way without gauge fixing.
2.2 Replica formula
We briefly consider the replica formula for the entanglement entropy of lattice gauge the-
ories based on our definition.
Transfer matrix and path integral In lattice gauge theories, the evolution in a discrete
time is given by the transfer matrix Tˆ (for example, see Refs. [28, 29]), which is given by
T (U,U ′) := 〈U |Tˆ |U ′〉 = exp[1
2
Sd(U)] exp[S0(U,U
′)] exp[
1
2
Sd(U
′)] (2.8)
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where
Sd(U) =
1
2g2
∑
x∈S
d∑
µ=1,ν=1
µ 6=ν
Tr
[
Ux,µUx+µˆ,νU
†
x+νˆ,µU
†
x,ν
]
:=
1
2g2
∑
x∈S
d∑
µ=1,ν=1
µ 6=ν
Pµν(x),(2.9)
S0(U,U
′) =
1
2g2
∑
x∈S
d∑
µ=1
Tr
[
Ux,µ(U
′
x,µ)
† + U ′x,µ(Ux,µ)
†
]
(2.10)
for the plaquette action on a d-dimensional hyper-cubic lattice with the coupling constant
g. We here define Pµν(x) as a trace of the plaqiutte on µν plane at x, and use the notation
that Ux,µ := U` with ` = (x, x+ µˆ) and µˆ is an unit vector in the µ direction.
The wave function for the vacuum state is obtained as
lim
NT→∞
〈U |Pˆ (Tˆ )NT |Ψ〉 = 〈U |0〉〈0|Ψ〉 (2.11)
for an arbitrary gauge invariant state |Ψ〉 which satisfies 〈0|Ψ〉 6= 0, where Pˆ is a projection
to the physical (gauge invariant) Hilbert space as
Pˆ :=
∏
x∈S
∫
dgx Eˆx(gx). (2.12)
Here Eˆx(gx) generates the gauge transformation at x by gx. Note that (Pˆ )
2 = Pˆ and
[Tˆ , Pˆ ] = 0. While we explicitly write Pˆ in the above expression since 〈U | is not gauge
invariant, the formula without Pˆ is equaly correct since Pˆ |Ψ〉 = |Ψ〉.
Thus we can write
〈U |Pˆ (Tˆ )NT |U ′〉 = exp
[
1
2
Sd(U)
] ∫ U [NT ]=U
U [0]=U ′
DU [t] exp [SG(U [t])] exp
[
1
2
Sd(U
′)
]
(2.13)
where
DU [t] :=
NT−1∏
t=1
∏
`∈L
dU`[t]
NT∏
t=0
∏
x∈S
dgx[t] (2.14)
SG(U [t]) :=
NT−1∑
t=1
Sd(U [t]) +
NT∑
t=1
S0(U
g[t− 1], Ug[t]) (2.15)
where Ugx,µ[t] = gx[t]Ux,µ[t]g
†
x+µˆ[t]. Defining a new gauge field as Uz,0 := g
†
x[t]gx[t+1] where
z = (x, t) is a d + 1 dimensional lattice point, and introducing a new notation for gauge
fields Uz,µ with µ = 0, 1, · · · d, we have
〈Ud|Pˆ (Tˆ )NT |U ′d〉 = exp
[
1
2
Sd(Ud)
] ∫ UzT =Ud
Uz0=U
′
d
DU
∫
Dgz0 exp [Splaq(Ud)] exp
[
1
2
Sd(U
′)
]
(2.16)
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where
Splaq(U) =
1
2g2
∑
x∈S
[NT−1∑
t=1
d∑
µ=0,ν=0
µ 6=ν
Pµν(z) +
d∑
k=1
{P0k(z0) + Pk0(z0)}
]
, (2.17)
with z0 = (x, 0) and zT = (x,NT ). Here Uz0 = Ud means Uz0,k = (Ud)x,k for k = 1, 2, · · · , d.
Note that since Splaq and Sd do not depend on gz0 , the gauge transformation left after the
change of variables, we have
∫ Dgz0 = 1 in the above expression.
Path integral expression The (unnormalized) density matrix for the vacuum state,
can be obtain as
〈Ud|ρˆ|U ′d〉 = e
1
2
[Sd(Ud)+Sd(U
′
d)] lim
NT→∞
∫
DUδ(Uz−0 − Ud)δ(Uz+0 − U
′
d)e
Splaq(U)
× e
1
2
[Sd(Uz+
T
)+Sd(Uz−
T
)]
(2.18)
where x ∈ S, −NT ≤ t ≤ NT , z±0 = (x, 0±), and z±T = (x,±NT ).
In practice, one often employs the periodic boundary condition at±NT in the Euclidian
time, which correspond to the thermal density matrix at temperature T = 1/(2NTa), where
a is the lattice spacing. In this case, after interchanging t = 0 and t = ±NT , we have
〈Ud|ρˆT |U ′d〉 = e
1
2
[Sd(Ud)+Sd(U
′
d)]
∫ U
z+
T
=Ud
U
z−
T
=U ′d
DUeSTplaq(U) (2.19)
where
STplaq(U) =
1
2g2
∑
x∈S
[ NT−1∑
t=−NT+1
d∑
µ=0,ν=0
µ6=ν
Pµν(z) +
d∑
k=1
{
P0k(z
−
T ) + Pk0(z
−
T )
}]
. (2.20)
The density matrix for the vacuum state is reproduced from ρˆT by the T → 0 limit.
Reduced density matrix for replica formula We now consider two regions V and
V¯ = L\V , and denote U = (UV , UV¯ ) and Ud = (UdV , UdV¯ ). Then the reduced density
matrix ρˆTV can be written as
ρTV (UdV ;U
′
dV ) := 〈UdV |Pˆ ρˆTV |U ′dV 〉 =
∫ U
z+
T
V =UdV
U
z−
T
V =U
′
dV
DUe 12 [Sd(Ud)+Sd(U ′d)]eSTplaq(U). (2.21)
The replica formula for the entanglement entropy in now given as
S(V ) = lim
n→1
1
1− n log
(
Zn
Zn1
)
, Zn := Tr(ρˆ
T
V )
n (2.22)
where Zn can be expressed in the path-integral as
Zn =
(
n∏
i=1
∫
DUi
)
ρTV (U1;U2)ρ
T
V (U2;U3) · · · ρTV (Un;U1) (2.23)
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and ρTV (Ui, Uj) is given in (2.21). Note that (2.23) is invariant under the local gauge
transformation g in d + 1 dimensions with the period 2NT ( not 2nNT ) at the boundary,
which satisfies
g(x,2kNT ) = g(x,0) at x ∈ ∂V, k = 1, 2, · · · ,n. (2.24)
3 ZN gauge theories in an arbitrary dimension
We consider the ZN gauge theories in this section.
3.1 Some properties of divergence-free flux-configurations
Flux-configuration For each link ` ∈ L, we associate a flux k` ∈ {0, 1, . . . , N − 1}. We
assume the consistency k` = −k¯`. Here and throughout the present paper, equalities for
the flux are with respect to mod N . We denote by k = (k`)`∈L a configuration of flux over
the whole lattice which satisfies dLx (k) = 0 at ∀x ∈ S, where
dLx (k) :=
∑
y∈S
s.t. (x,y)∈L
k(x,y). (3.1)
is the divergence of k at x associated with region L. We denote the set of all divergent-free
k’s by F˜ .
Take an arbitrary subset V ⊂ L. For any k ∈ F˜ , let RV (k) be the configuration
obtained by omitting all the flux outside V . We then denote by F˜V the set of k′ which is
written as k′ = RV (k) for some (not necessarily unique) k ∈ F˜ .
Incoming flux and decomposition of F˜ Fix an arbitrary subset V ⊂ L. For any
k ∈ F˜ , we define
fV (k) :=
(
dVx (k)
)
x∈∂V , (3.2)
where dVx is the divergence associated with the region V , obtained by replacing L → V
in (3.1). Note that fV (k) is the list of incoming flux at each site on the boundary ∂V .
Recalling that ∂V = ∂V¯ for V¯ = L\V , we have
fV (k) = −f V¯ (k), (3.3)
which represents the conservation of flux at the boundary sites.
For a give subset V ⊂ L, we say that f ∈ {0, 1, . . . , N − 1}∂V is admissible if there
exists at least one k ∈ F˜ such that fV (k) = f . Then we have a natural decomposition
F˜ =
⋃
f
F˜ (f), (3.4)
where the union is over all admissible f , and
F˜ (f) := {k ∈ F˜ ∣∣fV (k) = f }. (3.5)
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It is remarkable that all F˜ (f) with admissible f are completely isomorphic to each
other. To see this, take arbitrary f1 and f2 which are admissible. Choose and fix k1,k2 ∈ F˜
such that fV (ki) = f i for i = 1, 2. Then we define a map ϕ1,2 : F˜ (f1) → F˜ (f2) by
ϕ1,2(k) := k−k1 +k2 and its inverse map ϕ2,1 : F˜ (f2) → F˜ (f1) by ϕ2,1(k) := k−k2 +k1.
Since ϕ1,2(ka) 6= ϕ1,2(kb) for ka 6= kb, ka,b ∈ F˜ (f1) and a similar property for ϕ2,1, these
maps establish a one-to-one correspondence between the elements of F˜ (f1) and F˜ (f2): F˜ (f1)
and F˜ (f2) are isomorphic to each other.
Finally let us evaluate the number of all the admissible f ’s. Decompose V and V¯
into connected components as V = V1 ∪ · · · ∪ Vn and V¯ = V¯1 ∪ · · · ∪ V¯m. (For example,
see Fig. 1 in appendix A.) Correspondingly, the boundary ∂V is decomposed as ∂V =
∂V1 ∪ · · · ∪ ∂Vn = ∂V¯ = ∂V¯1 ∪ · · · ∪ ∂V¯m. Then the divergence-free condition for k implies
that an admissible incoming flux f = (fx)x∈∂V satisfies∑
x∈∂Vi
fx = 0, i = 1, . . . , n, (3.6)∑
x∈∂V¯j
fx = 0, j = 1, . . . ,m, (3.7)
with an additional condition that
n∑
i=1
∑
x∈∂Vi
fx =
m∑
j=1
∑
x∈∂V¯j
fx (3.8)
for an arbitrary f even without satisfying the divergent-free condition. Thus the total
number of the admissible f ’s is readily found to be N |∂V |−(n+m−1), where |∂V | denotes the
number of sites in ∂V . See appendix A for a more rigorous discussion.
Decomposition of k Let V ⊂ L be a subset, and f be an admissible incoming flux. We
define F˜ (f)V as the set of k′ ∈ F˜V which is written as k′ = RV (k) for some (not necessarily
unique) k ∈ F˜ (f).
Note that an arbitrary k ∈ F˜ (f) is written as
k = (kV ,kV¯ ), (3.9)
where kV = RV (k) and kV¯ = RV¯ (k). We then have kV ∈ F˜ (f)V , and kV¯ ∈ F˜ (−f)V¯ . We
remark here that F˜ (−f)
V¯
is the set of configurations on V¯ with incoming flux to V¯ (i.e.,
outgoing flux from V ) equal to −f .
3.2 ZN gauge theories
We consider the ZN gauge theory, generated by ZN = {g0 = 1, g1, · · · , gN−1}, where g is
a generator of the ZN and satisfies g
N = 1 and g−1 = g†.
Operators and states With each link ` ∈ L, we associate the N -dimensional Hilbert
space H`, whose orthonormal bra-basis is given by `〈U | with U ∈ ZN . The coordinate
operator Uˆ` and the momentum (electric) operator Eˆ
g
` act on this bra-state as
`〈U |Uˆ` = `〈U |r1(U), `〈U |Eˆg` = `〈gU |, `〈U |Eˆg¯` = `〈Ug†|, (3.10)
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where r1(U) is the fundamental representation of the ZN group such that r1(g1g2) =
r1(g1)r1(g2) for g1, g2 ∈ ZN . All irreducible representations are one dimensional and ex-
plicitly given by rk(g) = e
i2pik/N for k = 0, 1, 2, · · · , N − 1.
The basic ket-state |h〉` with h ∈ ZN is defined as
`〈U |h〉` = δU,h, (3.11)
and the general state can be expressed as
|Ψ〉` =
N−1∑
n=0
cn|gn〉`, cn ∈ C, (3.12)
where |gn〉l with n ∈ {0, 1, . . . , N − 1} forms a basis of |Ψ〉`.
We now introduce the basis of the flux representation as
|k〉` = 1√
N
N−1∑
n=0
rk(g
n)|gn〉`, k ∈ {0, 1, . . . , N − 1}, (3.13)
which leads to
`〈U |k〉` = 1√
N
N−1∑
n=0
rk(g
n)`〈U |gn〉` = 1√
N
rk(U)
N−1∑
n=0
`〈U |gn〉`
=
1√
N
rk(U),
N−1∑
n=0
`〈U |gn〉` = 1. (3.14)
Since
Eˆg` |k〉` =
1√
N
N−1∑
n=0
rk(g
n)|gn−1〉` = rk(g)|k〉`, (3.15)
so that |k〉` is an eigenstate of the electric operator Eˆg` with an eigenvalue rk(g). We shall
use this electric flux representation, which is suited for studying reduced density matrices.
The Hilbert space H for the whole system is spanned by the basis states
|k〉 :=
⊗
`∈L
|k`〉`, (3.16)
where k ∈ F˜ . The gauge invariant condition at x that
Ggx|k〉 = |k〉, Ggx :=
∏
y∈S
s.t. (x,y)∈L
Eˆg(x,y) (3.17)
leads to
r1(g)
dLx (k) = 1⇒ dLx (k) = 0, (3.18)
where we use a property that rk(g) = r1(g)
k. Therefore the divergence-free condition for
k corresponds to the gauge invariance of |k〉 at all x ∈ S. In terms of link variables U ,
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|k〉 represents rk`(U`) = r1(U`)k` at each link `, and the gauge invariant (divergence-free)
condition means that {r1(U`)k`}`∈L forms several closed loops with identifications that
r1(U`)
N−k` = r1(U
†
` )
k` .
For a subset V ⊂ L we also define HV as the space spanned by
|kV 〉V :=
⊗
`∈V
|k`〉`, (3.19)
where kV = (k`)`∈V ∈ F˜V . The state |kV 〉V is not necessarily gauge invariant.
If kV ∈ F˜ (f)V and k′V ∈ F˜ (f
′)
V with f 6= f ′, the corresponding kets |kV 〉V and |k′V 〉V
are orthogonal. This means that the Hilbert space HV is decomposed into a direct sum
HV =
⊕
f
H(f)V , (3.20)
where H(f)V is spanned by |kV 〉V with kV ∈ F˜ (f)V .
Fix an arbitrary subset V ⊂ L and let V¯ = L\V . Corresponding to the decomposition
(3.9) of k ∈ F˜ (f), the state (3.16) is decomposed as
|k〉 = |kV 〉V ⊗ |kV¯ 〉V¯ , (3.21)
where |kV 〉V ∈ H(f)V and |kV¯ 〉V¯ ∈ H(−f)V¯ .
Reduced density matrix Take an arbitrary normalized state |Ψ〉 ∈ H, and expand it
as
|Ψ〉 =
∑
k∈F˜
ψ(k) |k〉, (3.22)
where ψ(k) ∈ C. We shall fix a subset V ⊂ L and its complement V¯ = L\V , and study
the reduced density matrix in the region V for the state |Ψ〉.
By taking into account the decomposition (A.10) of F˜ , and the decompositions (3.9),
(3.21) of k and the corresponding ket, the state (3.22) can be written as
|Ψ〉 =
∑
f
∑
k∈F˜(f)
ψ(k) |k〉
=
∑
f
∑
kV ∈F˜(f)V
∑
kV¯ ∈F˜(−f)V¯
ψ(kV ,kV¯ ) |kV 〉V ⊗ |kV¯ 〉V¯ , (3.23)
where the first sum is over admissible f . Then the corresponding density matrix is written
as
|Ψ〉〈Ψ| =
∑
f
f ′
∑
kV ∈F˜(f)V
k′V ∈F˜(f
′)
V
∑
kV¯ ∈F˜(−f)V¯
k′¯
V
∈F˜(−f ′)
V¯
ψ(kV ,kV¯ )ψ(k
′
V ,k
′¯
V ) |kV 〉〈k′V | ⊗ |kV¯ 〉〈k′¯V |. (3.24)
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Since |kV¯ 〉 with kV¯ ∈ F˜V¯ are orthonormal, the desired reduced density matrix is readily
found to be
ρˆV := TrHV¯
[|Ψ〉〈Ψ|]
=
∑
f
∑
kV ∈F˜(f)V
k′V ∈F˜(f)V
∑
kV¯ ∈F˜(−f)V¯
ψ(kV ,kV¯ )ψ(k
′
V ,kV¯ ) |kV 〉〈k′V |
=
∑
f
pf ρˆ
(f)
V . (3.25)
We have here defined the density matrix on H(f)V (see (3.20)) by
ρˆ
(f)
V =
1
pf
∑
kV ∈F˜(f)V
k′V ∈F˜(f)V
∑
kV¯ ∈F˜(−f)V¯
ψ(kV ,kV¯ )ψ(k
′
V ,kV¯ ) |kV 〉〈k′V |, (3.26)
where pf is obtained from the normalization condition.
As is well-known the final expression in (3.25) implies
S[ρˆV ] = H[p] +
∑
f
pf S[ρˆ
(f)
V ], (3.27)
where H[p] = −∑f pf log pf is the (classical) Shannon entropy for the probability distri-
bution of the incoming flux through the boundary. Note that the “quantum part” S[ρˆfV ]
is in general obtained by diagonalizing the expression (3.26); this calculation may be non-
trivial.
It may be suggestive to observe that, in the expression (3.27), the von Neumann entropy
S[ρˆ
(f)
V ] seems to reflect “intrinsic entanglement” between V and V¯ while the Shannon
entropy H[p] may simply reflect the behavior of Wilson loops that touch both V and V¯ .
3.3 Some properties
In the ZN gauge theories, the density matrix can be expressed in the flux representation
as
ρ =
∑
k,k′
|k〉ρk,k′〈k′|, |k〉, |k′〉 ∈ Htot, (3.28)
in general1, where Htot is the full Hilbert space without gauge invariance, and trtot ρ = 1
implies
∑
k ρkk = 1. The gauge invariance under the gauge transformation G
g
x and Ghy
with ∀x,∀ y implies that ρkk′ can be different from zero if and only if dLx (k) = dLy (k
′) = 0
for ∀x,∀ y. This means that k and k′ are divergence-free. Therefore
trtot ρ =
∑
p
∑
k,k′∈F˜
〈p|k〉ρkk′〈k′|p〉 =
∑
p∈F˜
ρpp = trph ρ, (3.29)
1This form of the density matrix is more general than (3.24) for the pure state |Ψ〉.
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where trph represents the trace over the physical space H.
Furthermore, the reduced density matrix is written as
ρV =
∑
f
∑
kV ∈F˜(f)
k′V ∈F˜(f)
∑
kV¯ ∈F˜(−f)
ρ(kV ,kV¯ ;k
′
V ,kV¯ )|kV 〉〈k′V |. (3.30)
Therefore, for |p〉V ∈ Htot,V , we have
ρV |p〉V = 0 (3.31)
unless pV ∈ F˜V , so that
trtot,V ρV = trV ρV = 1, (3.32)
where trV is a trace over HV in (3.20). In addition, we have
f 〈kV |ρV |k′V 〉f ′ = δf ,f ′
∑
kV¯ ∈F˜(−f)
ρ(kV ,kV¯ ;k
′
V ,kV¯ ). (3.33)
Therefore we can extend ρV in the full Hilbert space on V,Htot,V without any modifications.
The above argument shows that ρ and ρV can be regarded as the full and reduced den-
sity matrices in the full Hilbert spaces without gauge constraint. The standard method then
can be applied to prove properties of ρV such as positivity and strong sub-additativity[30].
3.4 Entanglement entropy for special states
Factorized states and the topological state Consider a special state in which the
coefficients in (3.22) and (3.23) factorize as
ψ(kV ,kV¯ ) = ψV (kV )ψV¯ (kV¯ ) (3.34)
for any k = (kV ,kV¯ ) ∈ F˜ . Then the three summations in (3.26) can be treated indepen-
dently to give
ρˆ
(f)
V =
1
pf
( ∑
kV¯ ∈F˜(−f)V¯
|ψV¯ (kV¯ )|2
)( ∑
kV ∈F˜(f)V
ψV (kV ) |kV 〉
)( ∑
kV ∈F˜(f)V
ψV (kV ) 〈kV |
)
, (3.35)
which shows that ρˆ
(f)
V is pure, and hence S[ρˆ
(f)
V ] = 0. In this case we find that the
entanglement entropy S[ρˆV ] is equal to the Shannon entropy H[p] for the probability
distribution of the incoming flux f .
The topological state, in which all the coefficients ψ(k) in (3.22) are identical, is an
example where the factorization condition (3.34) is satisfied. (See Refs. [9, 10, 23, 24, 31, 32]
for related issues.) This state is called the topological state, since an arbitrary (Wilson)
loop has an unit eigenvalue. Namely, for ∀k′ ∈ F˜ , we have
Uˆk
′ |topo〉 = |topo〉, Uˆk′ :=
∏
`∈Γ
(Uˆ`)
k′` , (3.36)
– 12 –
where
|topo〉 = ψ
∑
k∈F˜
|k〉 (3.37)
with ψ is a complex number. Indeed, since
`〈U |Uˆ`|k〉` = 1√
N
rk(U)r1(U) =
1√
N
rk+1(U) = `〈U |k + 1〉`, (3.38)
where we use rk1(U)rk2(U) = rk1+k2(U), we have
Uˆk
′ |topo〉 = ψ
∑
k∈F˜
|k + k′〉 = ψ
∑
k′′∈F˜
|k′′〉 = |topo〉, (3.39)
where k′′ = k + k′ ∈ F˜ .
Writing α = |ψ|2, the expression (3.35) becomes
ρˆ
(f)
topo,V =
α
pf
( ∑
kV¯ ∈F˜(−f)V¯
1
)( ∑
kV ∈F˜(f)V
|kV 〉
)( ∑
kV ∈F˜(f)V
〈kV |
)
, (3.40)
where
pf = α
( ∑
kV¯ ∈F˜(−f)V¯
1
)( ∑
kV ∈F˜(f)V
1
)
,
∑
f
pf = 1. (3.41)
We shall argue that pf is independent of f , and hence is equal to 1/N
|∂V |−(n+m−1), where
N |∂V |−(n+m−1) is a number of independent f ’s as shown in appendix A. We thus get the
desired result
S[ρˆtopo,V ] = (|∂V | − n∂) logN, n∂ := n+m− 1, (3.42)
where |∂V | is a total number of boundary points, n and m are a number of disconnected
components of V and V¯ , respectively.
The asserted independence is easily seen if one recalls the one-to-one correspondences
between F˜ (f) with different f . Take admissible f1 and f2. By restricting the map ϕ1,2 to
F˜ (f1)V and F˜ (−f1)V¯ , respectively, we obtain one-to-one correspondences between F˜
(f1)
V and
F˜ (f2)V and between F˜ (−f1)V¯ and F˜
(−f2)
V¯
. We thus find that the expression (3.40) for different
f are in perfect one-to-one correspondences, so that a numbers of elements in both F˜ (f)V
and F˜ (−f)
V¯
does not depend on f , and thus pf is independent of f from (3.41).
States with products of two loops We consider a simply entangled state, given by
〈U |Ψ〉 = 1√
n
n∑
i=1
(UΓV )
ki (UΓV¯ )
ki (3.43)
for n ≤ N , where integers ki’s satisfy ki 6= kj for i 6= j, and ΓV and ΓV¯ are closed loops
in V and V¯ without touching the boundary, and UΓ is a product of r1(U) along the closed
loop Γ. The reduced density matrix then becomes
ρΨV (U,U
′) =
1
n
n∑
i=1
(UΓV )
ki (U ′ΓV )
ki , (3.44)
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so that the entanglement entropy is given by
S(V ) = logn. (3.45)
In terms of the decomposition in eq.(3.27), we have
pf =
{
1 for f = 0
0 otherwise
, ρˆ
(f)
V = δf ,0ρ
Ψ
V , (3.46)
so that
H[p] = 0, pfS[ρˆ
(f)
V ] = δf ,0 log n. (3.47)
A simply disentangled state, on the other hand, is constructed as
〈U |Ψ〉 = 1
2
{
Uk1ΓV + U
k2
ΓV
}
⊗
{
Uk1ΓV¯
+ Uk2ΓV¯
}
, (3.48)
which leads to
ρΨV (U,U
′) =
1
2
{
Uk1ΓV + U
k2
ΓV
} {
(U ′ΓV )
k1 + (U ′ΓV )
k2
}
, (3.49)
S(V ) = 0. (3.50)
Single-loop states An entangled loop state is constructed as
〈U |Ψ〉 = 1√
n
n∑
i=1
(UΓV ΓV¯ )
ki (3.51)
for n ≤ N , where integers ki’s satisfy ki 6= kj for i 6= j, and ΓV ΓV¯ is a closed loop with
ΓV ΓV¯ ∈ f0 6= 0. The reduced density matrix and entanglement entropy are given by
ρΨV (U,U
′) =
1
n
n∑
i=1
UkiΓV (U
′
ΓV
)ki , (3.52)
S(V ) = log n. (3.53)
In terms of the decomposition in eq.(3.27), we have
pf =
{
1/n for f = ∃kif0
0 otherwise
, ρˆ
(kif0)
V = U
ki
ΓV
(U ′ΓV )
ki , (3.54)
so that
H[p] = logn, S[ρˆ
(f)
V ] = 0. (3.55)
An example of a disentangled loop state is constructed as
〈U |Ψ〉 = 1√
2
{
(UΓV ΓV¯ )
k1 + (UΓ′V ΓV¯ )
k1
}
, (3.56)
which leads to
ρΨV (U,U
′) =
1
2
{
(UΓV )
k1 + (UΓ′V )
k1
} {
(U ′ΓV )
k1 + (U ′Γ′V )
k1
}
, (3.57)
S(V ) = 0. (3.58)
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3.5 One dimensional lattice without boundary
Since one dimension is a little special, we here consider the d = 1 case separately.
We consider ZN -gauge theory on one dimensional lattice with periodic boundary con-
dition. Note that the open boundary is incompatible with the gauge invariance. Since
there are no Wilson loops (except one big loop on a whole lattice), only the momentum
operator Eˆg` is a gauge invariant operator.
Considering the Gauss law, every link has the same electric eigenvalue. Therefore,
physical state is given by
|Ψk〉 =
⊗
l
|k〉l = |k〉V ⊗ |k〉V¯ (3.59)
with
|k〉V ≡
⊗
l∈V
|k〉l, |k〉V¯ ≡
⊗
l∈V¯
|k〉l, (3.60)
for arbitrary partitioning.
Topological state A topological state is given by
|topo〉 = 1√
N
N−1∑
k=0
|Ψk〉. (3.61)
The global density matrix becomes
ρˆ = |topo〉〈topo|
=
1
N
∑
k,k′
|Ψk〉〈Ψk′ |
=
1
N
∑
k,k′
|k〉V 〈k′|V ⊗ |k〉V¯ 〈k′|V¯ (3.62)
and the reduced density matrix
ρˆV = TrV¯ ρˆ =
1
N
∑
k
|k〉V 〈k|V . (3.63)
Therefore, the entanglement entropy of the one dimensional topological state is given by
S(topo)(V ) = −trρˆV log ρˆV
= logN (3.64)
= (nB − n∂) logN, (3.65)
where nB is the number of boundary points and n∂ = n+m−1. Since n = m and nB = 2n,
we always have
nB − n∂ = 1 (3.66)
in one dimensional space. The entanglement entropy does not depend on the number of
links in V . The result in (3.65) is the same as the topological state entropy formula in
d ≥ 2 lattice,
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General state We consider general state as
|α〉 = K
N−1∑
k=0
α(k)|Ψk〉 (3.67)
with the normalization coefficient
K2 =
1∑N−1
k=0 |α(k)|2
. (3.68)
The reduced density matrix is given by
ρˆV = K
2
∑
k
α(k)α(k)|k〉V 〈k|V . (3.69)
The entanglement entropy is given by
S(V ) = −trρˆV log ρˆV = −
∑
pk log pk (3.70)
with pk ≡ |α(k)|2/
∑ |α(k)|2. For the topological state p0 = p1 = · · · = pN−1 = 1/N ,
S(topo)(V ) = logN. (3.71)
For pure state p0 = 1, p1 = · · · = pN−1 = 0,
S(pure)(V ) = 0. (3.72)
A simply entangled state
|Ψ〉 = 1√
2
{|k〉V ⊗ |k〉V¯ + |k′〉V ⊗ |k′〉V¯ } (3.73)
with k 6= k′, gives
S(V ) = log 2. (3.74)
3.6 Relation to other proposals
We here discuss relations of our definition of entanglement entropy (or the reduce density
matrix) for gauge theories, in particular, the ZN gauge theory to other proposals.
Our definition is equivalent to the electric boundary condition(electric center) in Ref. [23]
and in Ref. [24], to the extension of the Hilbert space in Ref. [25], and to the extended
lattice construction in Ref. [26]. In this definition, the reduce density matrix ρV , from the
whole density matrix ρ restricted to the region V , satisfies
〈OV 〉 := tr[OV ρ] = trV [OV ρV ] (3.75)
for ∀OV ∈ AV , where AV is the set of gauge invariant operators on V , generated by Eˆg`
with ` ∈ V and Uˆp with the plaquette whose links are all included in V , and trV is the
trace over HV . It is noted that AV is the maximal gauge invariant algebra on V .
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The trivial center definition in Ref. [23], denoted by ρ0V , is equivalent to the gauge fixed
theory where the boundary links in the maximal tree are all fixed to the unit element.
In this case, however, the set of gauge invariant operators A0V , generated by Eˆg` with
` ∈ V \{maximal tree} and the same set of plaquette Uˆp on V , is smaller thanAV . Similarly,
the algebra AmV associated with the magnetic center[23, 24] is smaller than A
0
V . Therefore
both A0V and A
m
V do not represent the region V algebraically, so that definitions based on
the trivial center and the magnetic center are inadequate for the entanglement entropy or
the reduced density matrix on the region V .
In conclusion, our definition of the entanglement entropy or reduced density matrix
gives the unique definition of these quantities on the region V , in the sense that our reduced
density matrix is associated with the maximally gauge invariant algebra AV on V .
3.7 Gauge fixing
Since the reduced density matrix ρV does not have the full gauge invariance as mentioned
before, the entanglement entropy may depend on whether gauge fixing is employed or
not in the calculation, and on the choice of the gauge if the gauge fixing is used. In
this subsection, using a simple example, we explicitly demonstrate that the entanglement
entropy with some gauge fixing is different from the one calculated without gauge fixing.
We consider the ZN gauge theories in one dimension with periodic boundary condition
in subsection 3.5. Without gauge fixing, the entanglement entropy is given in (3.70) as
S(V ) = −
∑
k
pk log pk, pk = K
2|α(k)|2, K2 = 1∑
k |α(k)|2
(3.76)
for a general state
|α〉 = K
∑
k
α(k)|Ψk〉. (3.77)
Take L lattice points on the circle as S = {1, 2, · · · , L} and L = {(1, 2), (2, 3), · · · , (L, 1)}.
Links in the region V are given by LV = {(1, 2), (2, 3), · · · , (LV − 1, LV )}, while those in V¯
by LV¯ = {(LV , LV + 1), · · · , (L, 1)}, where 0 < LV < L and ∂V = {1, LV }. Using gauge
transformations on all points in S except one, we can always make U` = 1 for all ` ∈ L
except one ` which may be in LV or LV¯ . In any cases, the reduced density matrix from
the global pure state is always pure, so that the entanglement entropy is always zero. This
is clearly different from (3.76) without gauge fixing.
We next consider the gauge fixing using all points in S except ∂V . In this case we can
make U` = 1 for all ` ∈ L except two `’s, one ` in LV and the other in LV¯ . For example,
we can take U(1,2) 6= 1 and U(L,1) 6= 1. Since the gauge invariance still holds on the site 1,
the physical state can be written as
|α〉 = K
∑
k
α(k)|k〉(1,2) ⊗ |k〉(L,1). (3.78)
Then the reduce density matrix is given by
ρˆV = K
2
∑
k
|α(k)|2|k〉(12) (12)〈k|, (3.79)
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which leads to (3.76) for the entanglement entropy. For the topological state, it reducers
to
S(topo)(V ) = logN. (3.80)
The above consideration leads to an important lesson that the entanglement entropy
does not depend on the gauge fixing if and only if points in ∂V are excluded in the gauge
fixing (including no gauge fixing at all). Otherwise, the entanglement entropy does depend
on the gauge choice.
4 Conclusion
We have proposed the definition of the entanglement entropy in lattice gauge theories for
an arbitrary subset of links not only in abelian theories but also in non-abelian theories,
and explicitly given the replica formula based on our definition. In the ZN gauge theories,
we have expressed the whole Hilbert space by the flux representation basis states which are
eigenstates of the gauge transformations. By using these basis states, we have explicitly
argued that all the standard properties of entanglement entropy hold in our definition and
calculated the entanglement entropy for topological states as
S[ρˆtopo, V ] = (|∂V | − n∂) logN. (4.1)
We have also found that the entanglement entropy depends on the gauge fixing in general.
It will be important to extend our analysis for the ZN gauge theories to non-abelian
gauge theories, since our definition is applicable also to non-abelian cases without any
difficulties. In order to calculate the entanglement entropy analytically in non-abelian gauge
theories, we need some useful basis such as the flux representation in the ZN gauge theories.
In the ZN gauge theories, the flux representation basis diagonalizes gauge transformations
simultaneously. On the other hand, in non-abelian gauge theories, gauge transformations
cannot be diagonalized simultaneously since they do not commute each other. We therefore
need some new ideas for non-abelian gauge theories. In appendix B, some analyses in this
direction are given. For example, the entanglement entropy for the topological state in one
dimension is calculated as
SV = log |G| (4.2)
in the discrete non-abelian gauge theories, where |G| is a number of elements of the discrete
group.
Others directions in future investigations include perturbative calculations for the en-
tanglement entropy in gauge theories[33–36] without gauge fixing at boundaries and nu-
merical simulations for the entanglement entropy in lattice gauge theories[25, 38, 39].
After completing our investigations presented in this report, we noticed a paper[40] in
which the authors also propose the definition of the entanglement entropy in lattice gauge
theories. We find that their proposal is identical to ours, though research directions in this
paper are somewhat different from theirs. See also Ref. [41] for a related result.
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A The number of admissible f
Here the whole L is assumed to be finite and connected.
Suppose that V and V¯ are decomposed into connected components as
V = V1 ∪ · · · ∪ Vn, V¯ = V¯1 ∪ · · · ∪ V¯m, (A.1)
with n,m ≥ 1. Consequently the boundary ∂V = ∂V¯ is decomposed as
∂V = ∂V1 ∪ · · · ∪ ∂Vn, ∂V¯ = ∂V¯1 ∪ · · · ∪ ∂V¯m, (A.2)
where ∂Vi and ∂V¯j are the boundaries of Vi and V¯j , respectively; they may not be connected.
Let us denote by
F := {f = (fx)x∈∂V ∣∣ fx ∈ {0, 1, . . . , N − 1} for x ∈ ∂V } (A.3)
the set of all configurations of incoming currents (including “unphysical” ones). We have
|F| = N |∂V |.
The necessary and sufficient conditions for the admissibility of f are∑
x∈∂Vi
fx = 0, and
∑
x∈∂V¯j
fx = 0, (A.4)
for all i = 1, . . . , n and j = 1, . . . ,m. There are n + m constraints, but they are not
independent. To see this note that any f satisfies
n∑
i=1
∑
x∈∂Vi
fx =
m∑
j=1
∑
x∈∂V¯j
fx, (A.5)
because ∂V = ∂V¯ . We thus see that
∑
x∈∂V¯m
fx =
n∑
i=1
∑
x∈∂Vi
fx −
m−1∑
j=1
∑
x∈∂V¯j
fx (A.6)
holds for any f . It is therefore sufficient consider the constraints (A.4) for i = 1, . . . , n and
j = 1, . . . ,m− 1. There are γ := n+m− 1 constraints.
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To count a number of admissible f , let us introduce matter fields (or external sources)
with ZN charge on lattice sites {x}x∈S . For a given charge density distribution {q(x)}x∈S ,
an admissible flux in this general case is determined so as to satisfy the Gauss law as∑
x∈∂Vi
fx = Qi ∈ {0, 1, . . . , N − 1}, (A.7)
for each i = 1, . . . , n, and ∑
x∈∂V¯j
fx = −Qj+n ∈ {0, 1, . . . , N − 1}, (A.8)
for each j = 1, . . . ,m, where Qk (k = 1, · · · , γ + 1), a sum of q(x) over inner point, is a
total charge inside the region Vi or V¯j excluding boundaries. The minus sign in the second
equation comes from the fact that a flux on ∂V¯ has a relative minus sign with respect to
a flux on ∂V . Due to the constraint (A.6), we have
Qγ+1 = −
γ∑
k=1
Qk, (A.9)
so that only Q1, · · · , Qγ are independent. We then define FQ1,...,Qγ as the set of f ∈ F
which satisfies (A.7) and (A.8). It is then easy to see
F =
⋃
Q1,...,Qγ∈{0,1,...,N−1}
FQ1,...,Qγ . (A.10)
Note that F0,...,0 is the set of admissible f ’s that we are interested in.
Now we will argue that F0,··· ,0 is isomorphic to FQ1,··· ,Qγ for an arbitrary Q1, · · · , Qγ .
Take one internal point xk from each region Vi or V¯j . Connect these points by the following
condition: (1) links can be used once. (2) except start and end points, each point belongs
to only two links (3) the end point is always xγ+1. It is easy to see such a connection
always exist. By changing the order of point xk along this connection and renaming xk in
this order, we write the connection as Γx1x2Γx2x3 · · ·Γxγ−1xγΓxγxγ+1 , where Γxixi+1 is a set
of links which connect xi and xi+1. For an illustration, see Fig. 1.
For ∀{Q1, · · · , Qγ} (this is also reordered), we define kQ1,··· ,Qγ on a link ` as
k
Q1,··· ,Qγ
` =
{∑k
i=1Qi, for ` ∈ Γxkxk+1
0, otherwise
. (A.11)
See Fig. 1 again as an example. A blue letter such as Q1 +Q2 represents a charge on some
lines, while a red letter such as Qk is a charge on the point xk. Note that the net charge
flowing out from the k-th region (some Vi or V¯j ) is equal to
∑k
i=1Qi −
∑k−1
i=1 Qi = Qk. It
is then easy to see that the map for k ∈ F0,··· ,0 defined by
ϕ
Q1,··· ,Qγ
0,··· ,0 (k) := k + k
Q1,··· ,Qγ (A.12)
establishes an isomorphism from F0,··· ,0 to FQ1,··· ,Qγ . This proves the number of FQ1,··· ,Qγ
is independent of Q1, · · · , Qγ .
A number of possible charge distribution {Q1, Q2, · · · , Qγ} is Nγ = Nn+m−1. There-
fore, for any charge distributions {q(x)}x∈S including {q(x)}x∈S = {0}x∈S , the total num-
ber of the admissible f is N |∂V |−(n+m−1).
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Q1
Q2
Q3
Q4
 Q1  Q2  Q3  Q4
Q1
Q1 +Q2
Q1 +Q2 +Q3
Q1 +Q2 +Q3 +Q4
V1
V2
V3
V 1
V 2
Figure 1. An example of the connection and charge distributions.
B Entanglement entropy for non-abelian gauge theories
B.1 About the Hilbert space on a link
We generalize the formulation of the Zn case to non-abelian gauge theories. We take a
group G which we assume to be a compact group. We define the momentum operator
L`(g) and the position operator U
pi
` via
〈U |L`(g)|Ψ〉 = Ψ(g−1U), 〈U |(Upi` )αβ|Ψ〉 = pi(U)αβΨ(U) (B.1)
where g ∈ G and pi is a representation of G. If we inverse the direction of link `, the
operator L`T (g) and U
pi
`T
is defined as follows:
〈U |L`T (g)|Ψ〉 = Ψ(Ug), 〈U |(Upi`T )αβ|Ψ〉 = pi(U−1)αβΨ(U) = (pi(U)∗)βαΨ(U) (B.2)
It is known that the L2 space on a group G (square integrable functions over G)
decomposes to the direct sum of pi†  pi which is a irreducible representation of G ×G as
follows[42]:
L2(G) '
⊕
pi∈Irr(G)
V †pi ⊗ Vpi, (B.3)
where we denote pi as an (unitary) irreducible representation of G and Irr(G) as the set of
irreducible representation and pi†(g) = tpi(g−1) is the dual representation. The meaning of
(B.3) will become clear below.
We first consider the basic state |piαβ〉 defined via
〈U |piαβ〉 = pi†(U)βα, (B.4)
with which we can explicitly write the action of L`(g) as
〈U |L`(g)|piαβ〉 = pi†(g−1U)βα = pi(U−1g)αβ = pi(g)γβ〈U |piαγ〉. (B.5)
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Therefore we have
L`(g)|piαβ〉 = |piαγ〉pi(g)γβ, (B.6)
L`T (g)|piαβ〉 = pi(g−1)αγ |piγβ〉. (B.7)
The dual vector of |piαβ〉is given by (|piαβ〉)† = 〈piβα|, and the projection operator to
the subspace pi†  pi is given by
Ppi = dimVpi
∑
α,β
|piαβ〉〈piβα|. (B.8)
The factor dimVpi is needed here since the normalization of vector|piαβ〉 is given by
〈piαβ|piγδ〉 =
∫
dU piαβ(U)pi
γ
δ(U
−1) =
δαδδ
γ
β
dimVpi
(B.9)
By the projection (B.8), the meaning of (B.3) becomes clear.
B.2 Gauge invariant states
In the lattice gauge theory, the total Hilbert space H0 is
⊗
l(L
2(G))l. The physical Hilbert
space H as the subspace of H0 is consist of gauge invariant states, which satisfy
Ggx|Ψ〉 = |Ψ〉, Ggx :=
∏
y∈S
s.t. `=(x,y)∈L
L`(g), (B.10)
at ∀x ∈ S. The basis state in H0 is written in general as
|piαβ〉 :=
⊗
`∈L
|(pi`)α`β`〉 (B.11)
where pi` indicates an irreducible representation of G on a link `.
Unlike the ZN gauge theories, it is not so easy to write gauge invariant conditions for
the state in (B.11). Let us consider the one dimensional case as a simplest example. In
this case, the nontrivial part of the gauge invariant condition at x becomes
|piα1γ1〉`1 pi(g)γ1β1 ⊗ pi′(g−1)α2γ2 |pi′ γ2β2〉`2 = |piα1β1〉`1 ⊗ |pi′ α2β2〉`2 (B.12)
where `1 = (x − 1, x) = (x, x − 1)T and `2 = (x, x + 1). Integrating this equation over g
with
∫
dg = 1, we find that a gauge invariant state at x has a form as
1
dimVpi
|piαγ〉`1 ⊗ |piγβ〉`2 , (B.13)
where two irreducible representations on `1 and `2 must be equal.
In higher dimensions, however, the condition becomes more complicated. On a d-
dimensional hyper-cubic lattice, the gauge invariant condition at x reads∫
dg
d∏
µ=1
|piµαµγµ〉`µ piµ(g)γµβµ ⊗ piµ¯(g−1)αµ¯γµ¯ |piµ¯ γµ¯βµ¯〉`µ¯ =
∏
µ
|piµαµβµ〉`µ ⊗ |piµ¯ αµ¯βµ¯〉`µ¯ ,
(B.14)
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where `µ = (x, x + µ) and `µ¯ = (x, x − µ). This implies that a product of 2d irreducible
representations of piµ and piµ¯ must contain the trivial representation. For example, in the
case of SU(2) gauge group at d = 2, 4 non-negative integers k1,2,3,4, which are numbers of
boxes in the SU(2) Young tableaux and specify irreducible representations of SU(2), must
satisfy
{|k1 − k2|, · · · , k1 + k2} ∩ {|k3 − k4|, · · · , k3 + k4} 6= ∅.
For general gauge groups in higher dimension, it is hard to find a simple condition for
(B.14).
B.3 Examples
As was seen in the previous subsection, it is not so easy to construct general gauge invariant
states in higher dimensions. Therefore, in this subsection, we consider two examples at
d = 1.
B.3.1 One dimensional topological state with periodic boundary condition
Assume that there are N links on a circle(i.e. the periodic boundary condition). In this
boundary condition, similar results are obtained by Donnelly[27] in the theories defined on
the continuum space. The physical Hilbert space is given by the gauge invariant functions.
From the analysis in the previous subsection, the basis are given by the characters of
irreducible representations as
|ψ〉 =
∑
pi∈Irr (G)
ψ(pi)|pi〉, |ψ〉 ∈ H (B.15)
|pi〉 = |piα1α2〉 ⊗ |piα2α3〉 ⊗ · · · ⊗ |piαN α1〉, 〈pi|pi〉 = 1. (B.16)
The value of |pi〉 at |U1, · · · , UN 〉 = |U1〉 ⊗ · · · ⊗ |UN 〉 becomes as follows.
〈U1, · · · , UN |pi〉 = pi†(U1)α2α1pi†(U2)α3α2 · · ·pi†(UN )α1αN
= tr(pi†(UN · · ·U1)). (B.17)
As we have done in the abelian cases, to divide the physical Hilbert space into the tensor
product of Hilbert spaces on the region V and V¯ , we embed the physical Hilbert space H
into a larger Hilbert space H′ where 2
H′ =
⊕
pi,pi′
⊕
mα,mβ,mα′mβ′
H(pi)mαV mβ ⊗H(pi
′)mβ′
V¯ mα
′ . (B.18)
Heremα = (α1, · · · , αM ),mβ = (β1, · · · , βM ) are labels of boundaries when the subsystem
V is consist of M intervals and mα′,mβ′ are the corresponding ones in V¯ . Then we trace
over H(pi)mβ
V¯ mα
, regarding the physical wave function |ψ〉 as an element of H′.
2Unlike the ZN gauge theories in the main text, we here consider the minimum extension where gauge
invariance is abandoned only at boundaries.
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As the simplest case, we consider V (and V¯ ) is an interval. In this case, the basic is
written as
|pi〉 = (dimVpi)−1 ×
∑
α,β
√
dimVpi|piαV β〉 ⊗
√
dimVpi|piβV¯ α〉. (B.19)
The reduced density matrix for physical wave function (B.15) is given by
ρV =
∑
pi∈Irr(G)
p(pi)(dimVpi)
−2∑
α,β
(
√
dimVpi|piαV β〉)(
√
dimVpi〈piβV α|) (B.20)
where p(pi) = |ψ(pi)|2. Its entanglement entropy is given by
SV = −
∑
pi∈Irr(G),α,β
p(pi)(dimVpi)
−2 log(p(pi)(dimVpi)−2)
=
∑
pi∈Irr(G)
p(pi)(− log p(pi) + 2 log dimVpi) (B.21)
Using the above result, we compute an entanglement entropy of the topological state
in finite non-abelian group G. The topological state is given by
|topo〉 = 1√|G|2N+1 ∑
gi∈G
|g−11 gN 〉 ⊗ |g−12 g1〉 ⊗ · · · ⊗ |g−1N gN−1〉, (B.22)
where |G| is the number of the element of G, and states satisfy 〈g|h〉 = |G|δg,h. Here |topo〉
is written as the element of H0, though it is gauge invariant, and the coefficient ψ(pi) is
given by
ψ(pi) = 〈pi|topo〉 = dimVpi√|G| , (B.23)
which leads to p(pi) = (dimVpi)
2/|G|. Thus the entanglement entropy is calculated as
SV =
∑
pi∈Irr(G)
(dimVpi)
2
|G|
(
− log (dimVpi)
2
|G| + 2 log dimVpi
)
= log |G|, (B.24)
where we use the identity
∑
pi∈Irr(G)(dimVpi)
2 = |G|. This result agrees with (3.64) for the
ZN gauge theories
B.3.2 One dimensional topological state with open boundary condition
Next we consider the case with open boundary condition. From the gauge invariance of
the bulk, physical wave functions are given by a linear combination of functions on G as
|ψ〉 =
∑
pi∈Irr(G),α,β
ψ(pi)α
β
√
dimVpi|pitotαβ〉 |ψ〉 ∈ H (B.25)
|pitotαβ〉 = |piαα1〉 ⊗ |piα1α2〉 ⊗ · · · ⊗ |piαN−1β〉 (B.26)
The value at |U1, · · · , UN 〉 becomes as follows.
〈U1, · · · , UN |pitotαβ〉 = pi†(U1)α1αpi†(U2)α2α1 · · ·pi†(UN )βαN−1
= pi†(UN · · ·U1)βα. (B.27)
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This confirms that the physical Hilbert space is spanned by the functions on the group G.
For example, we consider V is an interval in the middle. In this case, the basis is given
by√
dimVpi|pitotαβ〉 = (dimVpi)−1
∑
γ,δ
√
dimVpi|piαV¯ γ〉 ⊗
√
dimVpi|piγV δ〉 ⊗
√
dimVpi|piδV¯ β〉.
(B.28)
From the decomposition, we find the reduced density matrix is given by
ρV =
∑
pi
p(pi)(dimVpi)
−2∑
γ,δ
(
√
dimVpi|piγV δ〉)(
√
dimVpi〈piδV γ |) (B.29)
where p(pi) =
∑
ψ(pi)α
βψ∗(pi)βα. The expression of the reduced density matrix is the same
with the case of periodic boundary condition (B.20), so that the entanglement entropy is
given by the same formula (B.21) .
The topological state with open boundary condition is given by
|topo〉 = 1√|G|2N−1 ∑
gi∈G
|g−11 〉 ⊗ |g−12 g1〉 ⊗ · · · ⊗ |g−1N−1gN−2〉 ⊗ |gN−1〉. (B.30)
Thus
√
dimVpi|pitotαβ〉 component is obtained as
ψα
β(pi) =
√
dimVpi〈piβα|topo〉 =
√
dimVpi
|G| δα
β, (B.31)
and p(pi) becomes
p(pi) =
(dimVpi)
2
|G| , (B.32)
which is identical to the result with the periodic boundary condition case. We thus obtain
the same result also for the entanglement entropy as
SV = log |G|. (B.33)
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