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Zusammenfassung
Es wurde die Dynamik von Elektronen in Festko¨rpern, die durch intensive, Subzykluslaser-
pulse erregt werden numerisch untersucht. Die Berechnungen wurden auf der quanten-
mechanischen Ebene und in verschiedenen, unabha¨ngigen elektromagnetischen Eichungen
ausgefu¨hrt. Zuerst wurde die Dynamik der Elektronen in eindimensionalen periodischen
Potentialen berechnet um die Gu¨ltigket von neuen numerischen Verfahren zu besta¨tigen.
Eines dieser Verfahren ermo¨glicht Simulationen von ra¨umlich periodischen, gemischten
Quantensystemen mit Hamilton-Operatoren mit gebrochener Translationssymmetrie.
Durch Anwendung der Dichtefunktionaltheorie wurden Wellenfunktionen fu¨r Halbleiter
und Insulatoren hergeleitet. Danach konnt der zeitliche Verlauf des optisch induzierten
Strom nach ersten Prinzipien bestimmt werden. Die Bedeutung von intraband Bewegun-
gen fu¨r Elektronen im halbleitenden Material GaAs wurde ebenfalls untersucht. Bei Erre-
gung mit resonanten Pulsen konnte ein stufenfo¨rmiger Anregungsmechanismus beobachtet
werden.
A¨hnliche Methoden wurden verwendet, um die Gro¨ße des optischen Faraday-Effektes in
einem Insulator mit einer Bandlu¨cke, gro¨sser der Fotonenergie beider Pulse, zu bestimmen.
Diese Berechnungen deuten darauf hin, dass ultraschnelle Kontrolle der optisch induzierten
Chiralita¨t mo¨glich ist.
xii LIST OF FIGURES
Thesis overview
Due to recent developments in high-field laser systems, intense sub-cycle pulses can be
generated on a routine basis in laser laboratories around the world. The electric fields
originating from such few-femtosecond laser pulses can be on the same order of magnitude
as the internal electric fields in bulk, crystalline solids. Due to the short duration of the
pulses the laser fluence can remain below the damage threshold of the material. This paves
the way for exploring strong-field effects in solids in a non-destructive regime experimen-
tally, and hence motivates theoretical investigations in this field.
This thesis is about numerical studies of strong-field effects in insulators and semicon-
ductors. In particular, calculations are performed at a quantum mechanical level in order
to examine the importance of quantum coherence in light-matter interactions in the strong-
field regime.
The dynamics of electrons in one-dimensional spatially periodic potentials excited by laser
pulses was simulated. Upon introducing phenomenological decoherence into the dynami-
cal equations, it was found that the optical responses calculated from geometric phases of
mixed quantum system were in excellent agreement with conventional approaches for eval-
uating the optically induced current and polarization response. The excellent agreement
even extended to highly non-linear, strong-field regimes, and motivated the development of
a numerical method to simulate open quantum mechanical systems governed by spatially
periodic Hamiltonians subject to perturbations with broken translation symmetry.
Density functional theory was also employed to obtain wave functions from first principles
for a number of materials, for which time-resolved optical responses were calculated. Field-
induced intraband motion was found to modify the interband transitions significantly at
high field strengths for transitions that would otherwise be resonant at low field strengths.
For semiconducting materials like GaAs, where the transition elements are strongly peaked
at the centre of the Brillouin zone, a step-like excitation mechanism was revealed at field
strengths on the order of 0.5 V/A˚. Similar ab initio methods were used to model the optical
Faraday effect in the insulating, wide band gap material Al2O3 for few-cycle pulses. The
magnitude of the effect was predicted using non-perturbative methods. Time-dependent
calculations confirmed that a near-instantaneous response is to be expected.
xiv LIST OF FIGURES
Chapter 1 introduces the basic concepts for describing solid media at a quantum me-
chanical level, and describes the approaches for obtaining field-free ground states. Chapter
2 presents the equations used to model the time-resolved electron dynamics, and empha-
sizes the aspects of gauge invariance of electromagnetic fields in periodic systems and in
open systems. The latest numerical implementation is presented in Chapter 3, where nu-
merical approximations related to the electromagnetic gauges are considered. Numerical
simulations for strong-field resonant excitations in bulk GaAs are given in Chapter 4, and
simulations of the optical Faraday effect in Al2O3 are given in Chapter 5.
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Chapter 1
Fundamentals of solid media
Solid media are comprised of atoms bound together to form a regular lattice. The strength
at which they are bond is characterized by the cohesive energy, which quantifies the strength
of the atomic bonds. The valence electrons of the atoms hybridize to form bands with a
continuum of allowed energy levels. This is in contrast to the original discrete levels of
the atomic orbitals. Periodic crystalline media can be characterized as either metals, semi-
metals, semiconductors, and insulators depending on the electronic configuration of the
valence bands. If any of the bands are partially filled, the medium is a metal, whereas the
medium is a semiconductor or an insulator if every bands is either fully occupied or empty.
Metals can therefore absorb any infinitesimally small quantum of energy. Semi-metals are
a borderline case, where an infinitesimally small perturbation leads to partially occupied
bands, as the separation energy between the filled and empty bands is zero. Semiconduc-
tors and insulators are robust to small perturbations, as the energy gap, referred to as the
band gap, between the occupied and empty states is finite. Semiconductors and insulators
have the same mathematical properties, but are traditionally distinguished as semiconduc-
tors with a small band gaps are used for markedly different technological applications than
insulators with large band gaps.
Light-matter interactions provide a way to modify the states of the light and the medium.
Interaction with optical fields leads to a deposition of energy in the medium, and the
amount of energy depends strongly on the frequency of the light. While fields with photon
energies of 0.1–10 meV can excite nuclear motion, fields with photon energies of 100 meV
– 10 eV typically leads to optical excitations of electrons from valence bands to conduction
bands. Extreme ultraviolet light may even excite electrons from a core valence state to one
of the conduction bands. Properties such as the cohesion energy, and energy differences of
allowed transitions are important for a materials ability to withstand high field strengths.
For sufficiently high field strengths, the crystal lattices can get distorted and the atomic
bonds may break. Just below the damage threshold, large non-linear responses are ex-
pected to occur, and such non-linear responses are a central part of this thesis. A proper
description of ablation processes requires modeling the transfer of energy from electrons to
the nuclei, and the motion of the nuclei, and will thus not be treated here.
2 1. Fundamentals of solid media
This chapter first covers how equations of motion in the independent particle approx-
imation can be determined starting from a many-body system. Afterwards, properties of
quantum states in periodic potentials are considered. Periodic potentials represent the mi-
croscopic, crystalline structure of solid media. Later on, computational aspects of density
functional theory are considered. After the properties of electrons in solid media are con-
sidered, the next step towards obtaining the real-time response is to consider the equation
of motions of the electrons in the presence of an electromagnetic field. Lastly, descriptions
of a number of physical phenomena for electrons in an electric field are given.
1.1 Independent particle approximation
A prerequisite for calculating the response to an external electric field of a medium in
equilibrium is to first calculate the ground state. The many-body wave function is assumed
to reside in the ground state prior to all light-matter interactions. A system consisting of N
electrons and M identical nuclei can in general be written as a many-body wave function:
Φ(r1, . . . , rN ,R1...,RM) = Ψ(r1, ..., rN ; R1...,RM)χ(R1, ...,RM), (1.1)
where the spin quantum number has been suppressed. Ψ is the wave function of the elec-
trons with coordinates ri and χ is the wave function of the atomic nuclei with coordinates
Rj. The dynamics is governed by the Schro¨dinger equation for both electrons and nuclei.
The ground state, being the eigenstate with the lowest eigenvalue, fulfills the stationary
Schro¨dinger equation
Hˆ0Φ = E0Φ. (1.2)
where H0 is the stationary Hamiltonian, and E0 is the energy of the ground state. Solving
the Schro¨dinger equation for the full many-body wave function directly is unfeasible, and
approximations are necessary when solving a system consisting of more than a few particles.
The energy levels of the electrons and the nuclei are in general sufficiently large that the
Born-Oppenheimer approximation may be applied to factor out the motion of the nuclei.
Both electrons and nuclei contribute to the total optical response, but in the following
chapters the dynamics of the nuclei will be neglected. After fixing the position of all
nuclei, it is only necessary to consider the electronic part of the many-body wave function.
The position of the nuclei determines the potential experienced by the electrons.
For crystalline, periodic solids, the nuclear potential is thus periodic in space, and a set
of lattice vectors {an} and reciprocal lattice vectors {bn} can be defined. Consequently, the
density of electrons has the same periodicity as the potential. The electronic Hamiltonian
contains a kinetic energy term, and potential energy terms which describe interactions with
other particles such as nuclei, other electrons and particles arising from external fields, e.g.
photons from an oscillating electromagnetic field:
Hˆ =
pˆ2
2me
+ Vˆe−nuc + Vˆe−e + Vˆext. (1.3)
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The electrons interact with the nuclei and one another via the Coulomb potential, and
electrons also interact via exchange-correlation interactions which are a consequence of
Pauli’s principle that prohibits electrons from occupying the same quantum state.
For systems containing only a single electron, it is straightforward to calculate the
allowed energy levels. If the system contain multiple electrons, it is convenient to express
the many-body wave function as a Slater determinant of single-particle wave functions:
Ψ(r1, ..., rN) =
∣∣∣∣∣∣∣
ψ1((r1)
. . . ψ1((rN)
...
. . .
...
ψN(r1) . . . ψN(rN)
∣∣∣∣∣∣∣ . (1.4)
Calculating the wave functions self-consistently, however, scales exponentially with the
number of electrons, which makes it an unfeasible approach to calculate the ground state.
Instead, a modern approach is to resort to conventional density functional theory, which
is based on the Hohenberg-Kohn theorem [52]. The theorem establishes a one-to-one
mapping between the many-body wave functions and the electron density and thereby
greatly reduces the number of variables involved. A consequence of the Hohenberg-Kohn
theorem is that all observables can be determined from the density alone. The theorem
states that a universal functional F [n(r)] exists such that
E = 〈Ψ|Hˆ|Ψ〉 =
∫
v(r)n(r) dr + F [n(r)], (1.5)
where n(r1) =
∫
dr2...rNΨ
∗(r1, ..., rN)Ψ(r1, ..., rN) is the single-particle density. This en-
sures that the ground state density is uniquely defined for a pre-described potential v(r).
A common approach to determine the ground state density is to express the many-body
wave function by a Slater determinant of mutually orthogonal Kohn-Sham orbitals for
non-interacting electrons [63]. Orthogonality ensures that the density can be calculated as
n(r) =
∑
i
|φKSi (r)|2, (1.6)
where the orbitals φKSi (r) have to be determined self-consistently. Solving the Schro¨dinger
equation for the Kohn-Sham orbitals yields the Kohn-Sham energies EKSi :(
TˆS + vˆKS(r)
)
φKSi = E
KS
i φ
KS
i . (1.7)
After the ground state has been obtained, the real-time response to an time-dependent
external field, can be determined by solving the time-dependent Schro¨dinger equation for
the wave functions:
i~
d
dt
φKSi (r) =
(
Hˆ0[n] + Hˆint(t)[n]
)
φKSi (r). (1.8)
4 1. Fundamentals of solid media
The validity of the generalization to time-dependent density functional theory (TDDFT)
rests on the Runge-Gross theorem [100]. According to the Runge-Gross theorem, the
time-evolution due to time-dependent potentials can be determined by mapping the time-
dependent potential to the time-dependent density. This approach leads to a complex,
time-dependent functional Axc.
The approach followed in this thesis is to consider the case where the time-dependent
Kohn-Sham equations can be approximated with a Hamiltonian that only depends on the
initial state and the external time-dependent potential:
i~
d
dt
φKSi (r) =
(
Hˆ0[n] + Hˆint(t)
)
φKSi (r) ≈
(
Hˆ0[n0] + Hˆint(t)
)
φKSi (r). (1.9)
Further details regarding TDDFT are considered in Section 1.2 The evolution of wave
functions can be interpreted as a fraction of the electrons being excited to one of the
unoccupied conduction band states. A set of unoccupied Kohn–Sham orbitals can be
obtained once the ground state is known. The Kohn–Sham orbitals for the unoccupied
states are often interpreted as orbitals of the excited states. While the valence states are
exact up the validity of the chosen exchange-correlation potential, the excited states are in
general not exact. The energy difference between a valence band state and a conduction
band state will thus not correspond to the actual transition energy [46].
The work presented in this thesis is based on approximating the time-dependent exchange-
correlation potential by the ground-state exchange-correlation potential. It serves as an
alternative to TDDFT. While the equations presented up until now are valid for all sorts
of atomic, molecular and condensed matter systems, the following sections are dedicated
to periodic potentials which represent crystalline materials.
1.1.1 Electrons in periodic potentials
To describe an infinite periodic system, it is beneficial to decompose the electronic part
of the non-interacting wave function in such a way that the solutions to the stationary
Hamiltonian can be enumerated according to a set of quantum numbers [16]. If the Hamil-
tonian Hˆ is spatially periodic with the periodicity given by a set of linearly independent
lattice vectors {Rm}, the Hamiltonian necessarily commutes with the translation operators
TˆRm , [Hˆ, TˆRm ] = 0. Consequently, simultaneous eigenstates of the Hamiltonian and the
translation operators can be found. The eigenvalues of the translation operators are phase
factors as the translation operators are unitary. The wave function for an electron with
quantum numbers n and k is thus decomposed as
ψnk(r) = e
ik·runk(r), (1.10)
where unk(r) is a spatially periodic function that satisfies unk(r + Rm) = unk(r) for any
lattice vector Rm. The parameter ~k is referred to as the crystal momentum in the
literature, and determines the phase shift upon translation. I.e.
TˆRmψnk(r) = ψnk(r + Rm) = e
ik·Rmψnk(r). (1.11)
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Values of k for which |k ·Rn| ≤ pi for all possible lattice vectors Rn are said to belong to
the first Brillouin zone. Although the crystal momentum k is unbounded, it is sufficient
to consider the crystal momenta within the first Brillouin zone. In addition to being
periodic in real space, the functions unk(r) can be chosen such that they are also periodic
in reciprocal space unk+b(r) = unk(r) [92].
By introducing the parameter k, the Schro¨dinger equation can be written as an eigen-
value equation for the periodic function with a Hamiltonian that depends on k:
Hˆψnk(r) = Enkψnk(r) =⇒ (1.12)
Hˆkunk(r) = Enkunk(r), (1.13)
where
Hˆk = e
−ik·rˆHˆeik·rˆ. (1.14)
The quantum numbers n and k uniquely define the energy of the eigenstate. The crystal
momentum is a continuous variable, but it becomes discrete when invoking Born-von Kar-
man boundary conditions on the periodic potential. I.e. N uniformly distributed values
of the crystal momentum corresponds to the solutions of a periodic supercell with N unit
cells.
Expanding the wave function requires a sufficiently large basis set. In order to determine
the wave function, the cell-periodic function has to be determined as a stationary solution
to the k-dependent Hamiltonian:
Hˆk|uks(r, t)〉 =
(
(pˆ + ~k)2
2m
+ V (rˆ)
)
|uks(r, t)〉 = Eks|uks(r, t)〉 (1.15)
Once the periodic part of the wave function is found, operators can be evaluated in the
basis of stationary states. These states constitute a convenient basis for calculating electron
dynamics caused by light-matter interactions. Momentum matrix elements are important
for determining optical transitions and for constructing electronic band structures using
k · p theory:
pnm(k,k
′) = 〈ψnk|pˆ|ψmk′〉 (1.16)
= iδ(k− k′)
∫
Vcell
d3r u∗n(k, r)∇rum(k′, r). (1.17)
The momentum operator is also important for evaluating induced currents, verifying con-
vergence through sum rules, and for calculating the Berry curvature of bands. Likewise,
the matrix element of the coordinate operator, which appears in the dipole operator dˆ = qrˆ
for a particle with charge q can in principle be determined as:
rnm(k,k
′) = 〈ψnk|rˆ|ψmk′〉 = iδ(k− k′)
∫
Vcell
d3r u∗n(k, r)∇kum(k′, r). (1.18)
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Although calculating the position operator in a closed form is a non-trivial task, various
approaches exist to calculate expectation values of operators containing the position op-
erator. These difficulties arise from the fact that the position operator does not possess
the translation symmetry of the potential. Another useful quantity is the overlap between
wave functions at neighboring k points:
Snm,k,k+∆k = 〈ψnk|e−i∆k·r|ψmk+∆k〉 (1.19)
This quantity is important for the construction of Wannier functions [80], and for calcu-
lating the geometric phase. The Wannier functions are a set of orthogonal, localized wave
functions, which are not eigenstates of the Hamiltonian. A well-known example of such
states are the Maximally Localized Wannier Functions (MLWF) [80].
Upon parameterization of the Hamiltonian by the crystal momentum, a non-vanishing
Berry connection may arise. The overlap matrices are also useful for evaluating the co-
ordinate operator using an alternative approach that relies on the geometric phase of the
wave functions. The geometric phase, also known as the Pancharaknam or Berry phase, is
for a single k-dependent wave function given as:
γ =
∮
dk 〈unk|i∇k|unk〉 (1.20)
For time-dependent systems, the geometric phase is related to the macroscopic polarization
response according to the modern theory of polarization [62]. The geometric phase can
also be used to calculate properties such as piezoelectricity and pyroelectricity. It requires,
however, that the ground state of the system is insulating.
It is important to note that neither the wave functions nor most of the operator matrix
elements are uniquely defined. The wave functions are only defined up to an arbitrary
phase factors. This has consequences for calculating derivatives with respect to the crystal
momentum, as the derivative cannot be calculated as a finite difference when the wave
functions at the neighboring k-points are expressed in different gauges. I.e.
lim
|∆k|→0+
〈unk|unk+∆k〉 6= 1 (1.21)
However, |〈unk|unk+∆k〉| will tend to unity in the absence of degeneracies. In special cases,
such as systems with one spatial dimension, it is possible to adjust the gauge of the wave
functions in a rigorous manner to construct wave functions that are differentiable with
respect to k. For three dimensional ab initio data, numerical procedures can be used to
minimize the phase difference. For two-dimensional and three-dimensional potentials, a
necessary and sufficient condition for the periodic part of the wave functions to be analytic
functions of k is that the Chern number vanishes [92].
The Berry connection Ank = 〈unk|∇kunk〉 is a vector field and arises in periodic systems.
While the Berry connection depends on the choice of gauge for the functions |unk〉, one
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can derive the gauge-independent Berry curvature Ωnk = ∇k ×Ank. The Berry curvature
gives rise to the anomalous velocity and can be calculated using the Kubo formula:
Ωn,αβ(k) = −2Im
∑
l 6=n
vnlk,αvlnk,β
ω2nlk
, (1.22)
where ωnlk = Elk − Enk is the energy difference between the bands with indices l and n,
and vnlk is the matrix element of the velocity operator. In contrast to the momentum
matrix elements, the Berry curvature is gauge-independent.
As the energy difference appears in the denominator, closely lying bands can have a
high Berry curvature. The spin-orbit coupling lifts the degeneracy among certain states
and can lead to small band gaps with a correspondingly high Berry curvature. Symme-
tries lead to restrictions on the Berry curvature. If time-reversal symmetry is conserved
Ω(−k) = − Ω(k) while spatial symmetry of the potential demands that Ω(−k) = Ω(k).
if the system has a center of inversion. It therefore requires a medium with broken time-
symmetry or broken inversion symmetry to observe Berry curvature and the anomalous
velocity.
1.1.2 Sum rules
Sum rules indicate self-consistency relations among the properties of the states. They
are a useful tool for predicting the completeness of a truncated basis, which in turn is
useful for predicting the magnitude of numerical artifacts introduced in a calculation. The
fulfillment of the sum rules can therefore be a measure of convergence with respect to the
number of bands for calculations involving excited states. The sum rules can e.g. be used
to determine the number of bands required for high-order k · p calculations to converge,
and for verifying gauge invariance of a solution obtained from a numerical simulation.
The Lagrangian L(r, r˙) for a classical particle is formulated in a set of generalized
coordinates r and their first derivatives r˙ = ∂r/∂t. The Hamiltonian is then determined
via a Legendre transformation:
H = p · r˙− L(r, r˙) (1.23)
where the canonical momentum is defined as pi = ∂L/∂r˙i.
The self-consistency condition of the basic operators arise naturally in quantum mechanics,
where the canonically conjugated variables rˆ and pˆ satisfy the canonical commutation
relation upon quantization of the Hamiltonian:
[rˆi, pˆj] = i~δij. (1.24)
The velocity operator is related to the coordinate operator via the Heisenberg equation
of motion:
vˆ =
d
dt
rˆ =
1
i~
[Hˆ, rˆ]. (1.25)
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For local potentials the momentum and the velocity are related via pˆ = mvˆ in the absence
of electromagnetic fields. It is thus straightforward to derive a self-consistency condition
for the Hamiltonian and the coordinate matrix elements:
[xˆi, [Hˆ, xˆj]] = ~2δij. (1.26)
The above relation is very general, and the corresponding sum rule for eigenstates of peri-
odic potentials is known as the Thomas-Reiche-Kuhn sum rule [77]. For a non-degenerate
band n, the sum rule reads
2
m
∞∑
l 6=n
pα,np
∗
β,l
El − En = δαβ −m
∂2n
∂kα∂kβ
. (1.27)
where
(
∂2En
∂k2α
)−1
= m∗α is the effective mass along the direction α for the band n, and
δαβ is the Kronecker delta. In general it possible to construct an arbitrary number of sum
rules involving operators to higher orders [134].
Two other relations that rely on the self-consistency of the fundamental operators are
e−ia·pˆHˆ(rˆ, pˆ)eia·pˆ = Hˆ(rˆ− a, pˆ), (1.28)
e−ib·rˆHˆ(rˆ, pˆ)eib·rˆ = Hˆ(rˆ, pˆ + b) = Hˆ(rˆ, pˆ) +
1
2m
b2 +
1
m
b · pˆ. (1.29)
The first relation utilizes the momentum operator to translate the Hamiltonian by a dis-
placement vector a, while the latter expression is useful for expanding the Hamiltonian
with respect to changes in the momentum. These two relations are particularly useful
regarding particles in a periodic potential, as H(rˆ− a, pˆ) = H(rˆ, pˆ) if a is linear combina-
tion of an integer number the lattice vectors. The second relation is important once the
crystal momentum has been introduced to the Hamiltonian Hˆk, as the relation can be used
to relate k-dependent Hamiltonians at different points in reciprocal space. The relation
between k-dependent Hamiltonians is particularly simple for local potentials:
Hˆk(rˆ, pˆ + ~∆k) = Hˆk(rˆ, pˆ) +
~2
2m
∆k2 +
~
m
∆k · pˆ. (1.30)
Knowing the Hamiltonian and momentum matrix elements at a particular point in recip-
rocal space makes it is possible to calculate energies and matrix elements at neighboring
bands using. This has been demonstrated for ab initio data [95, 11]. Likewise, it is possible
to construct the Berry curvature without resorting to Wannier interpolation [135].
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1.2 Density functional theory
Density functional theory (DFT) relies on the Hohenberg-Kohn theorem and amounts
to determining the ground state density, which minimizes the total energy of interacting
electrons [52]. DFT allows for predicting material properties ab initio, as no external
parameters are needed to solve the Schro¨dinger equation. The Schro¨dinger equation for
the electronic wave functions Ψk is solved self-consistently with the Poisson equation for
the internal electronic potential φint(r),
∇2φint(r) = −en(r)

. (1.31)
where n =
∑
k |Ψk|2 is the electron density and  is the permittivity. A successful approach
has been to introduce a fictitious set of non-interacting Kohn-Sham orbitals, which are
eigenfunctions to the Kohn-Sham potential [63]. This yields a set of equations that can
be solved self-consistently. The ground state orbitals are determined by minimizing the
functional
F [n] = 〈T 〉+ 〈Vext〉+ 〈VCoulomb〉+ 〈Vxc〉, (1.32)
where the operators only depend on the orbitals via the electron density. A crucial part
of DFT is to determine a suitable approximation for Vxc. A widely used approach is to
first separate out single-particle kinetic energies and Coloumbic repulsion, leaving only the
exchange-correlation potential undetermined:
F [n] = 〈TS〉+ Eext + EHartree + Exc (1.33)
=
∑
n
Tn +
∫
drn(r)vext(r) +
1
2
∑
s
∫
drdr′
n(r)n(r′)
|r− r′| + Exc[n]. (1.34)
The corresponding Kohn–Sham Hamiltonian is:(
pˆ2
2m
+ vˆext(r) + vˆHartree(r) + vˆxc
)
φKSnk = Enkφ
KS
nk . (1.35)
The task is thus reduced to finding an approximation for the exchange-correlation poten-
tial. A simple, and practical approach is to approximate it by the exchange-correlation
potential that can be derived for a homogeneous electron gas. This is known as the Local
Density Approximation (LDA). While LDA yields reasonable results for many systems, it
is known to underestimate the band gap in solids. Other types of exchange-correlation
potentials are Generalized Gradient Approximation (GGA) methods, such as the Perdew-
Burke-Ernzerhof (PBE), which contains gradients, and meta-GGA where the potentials
depend on the momentum operator as well [33].
One of the approaches to improve calculations of the band gap is to relax the require-
ment of the exchange-correlation energy to be derivable from a potential.
While DFT by definition is only valid for determining ground states, it has successfully
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been applied in the past to determine material properties of excited states of large classes
of materials. As the band gap is an important parameter for photon absorption, it is im-
portant to reproduce the band gap when numerical results are compared to experimental
observations. For molecules, a common approach is to calculate hybrid functionals, while
calculation of screened potentials are commonly employed in calculations of solids.
Another highly successful approach is to apply many-body perturbation theory with the
use of Green’s functions G and screened potentials W [50]. Due to the large computational
requirements of well-converged GW calculations, the approach employed here is to solely
use conventional DFT. The ground state density is calculated self-consistently within the
Local Density Approximation, and the wave function eigenstates are caluculated for the
Trans-Blaha modified Becke–Johnson potential (TB–mBJ). During an LDA calculation
the force exerted on the nuclei can be calculated and used to determine their equilibrium
positions. In a following step, the equilibrium positions can be taken for granted while
the electronic wave functions are determined with a correction to the exchange-correlation
potential. Calculating the wave functions for the TB-mBJ potential is computationally
inexpensive compared to the procedures based on hybrid functionals or the GW approxi-
mation.
The modified Becke–Johnson potential is known to provide band gaps that are in good
agreement with experimentally observed values [124, 112]. The TB–mBJ potential is de-
signed to correct the distribution of electrons by optimizing the effective potential and,
which consequently leads to band gap that are in better agreement with the experimen-
tally observed ones. The band width are however known to be smaller [30], but for the
materials considered here, the reduction in band width was not observed to be significant.
Linear susceptibilities can be calculated from the equilibrium data obtained from DFT.
High-order susceptibilities can also be constructed, but tend to be in worse agreement
with experimental data. This is partially because those susceptibilities are more sensitive
to the input data, and because non-linear interactions are neglected during the evaluation
of the first-order susceptibilities.
Pseudopotentials and all-electron potential
DFT codes can be divided into two groups, namely all-electron codes that calculate the
wave function of all electrons in the unit cell, and codes that replace electrons in the core-
regions by pseudo-potentials. The core-electrons are much more localized than the valence
electrons, and require that the wave functions for the lowest orbitals are calculated on a
much smaller spatial scale than that of the typical inter-atomic distance. To overcome this
difficulty, various approaches have been developed. Common DFT codes generally make
use of either pseudopotentials, augmented plane-wave (APW) method, or the projector
augmented wave (PAW) method [17] to efficiently handle the problem of rapidly varying
wave functions near the atomic nuclei. The core states are then treated separately while
orbitals than span a significant fraction of the unit cell volume can be expanded in a basis
of e.g. plane waves. Linearized Augmented Plane Waves (LAPW) and Augmented Plane
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Waves (APW) with local orbitals (lo) are currently considered most accurate schemes [71]
[13].
Time-dependent density functional theory
Several works have dealt with explicit time-dependent density functional theory [76] [102]
[115]. Several works have also suggested that the change in density, and thus the change
in the Kohn-Sham potential has a minor effect on high harmonics [121] [49]. Such results
indicate that using of a time-independent energy functional is sufficient when solving the
time-dependent Schro¨dinger equation. The approach employed here is thus expected to
reproduce similar results to that of calculations based on TDDFT. It should, however, be
kept in mind that approaches based on TDDFT are incapable of describing e.g. optically
induced transversal currents. This stems from the fact that the Runge-Gross theorem relies
on equation of continuity to relate the change in electron density to the current:
∂tρ+∇ · j = 0. (1.36)
To capture the transversal part response, i.e. currents for which∇·jtrans = 0, it is necessary
to apply the time-dependent current density functional theory (TDCDFT). In addition,
most applications of TDDFT in the strong-field regime use the Adiabatic Local Density
Approximation (ALDA) for the time-dependent exchange-correlation [130, 131]. More
elaborate time-dependent exchange-correlations are known to exist, but their application
has been limited [99].
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1.3 Single-particle electrodynamics
After having the described the equilibrium properties of solids, interactions between elec-
trons and electromagnetic fields are considered. In order to study the response of few-cycle
pulse with a duration of a few femtoseconds, it is preferable to consider the real-time
response. This is done by solving the equations of motion for the wave functions, and
propagate them in time. The natural starting point for a non-relativistic, quantum me-
chanical description of the response of a single electron to a classical electromagnetic field
is the time-dependent Schro¨dinger equation:
i~∂t|ψs(r, t)〉 =
(
(pˆ− qA(r, t))2
2m
+ Vˆlattice(rˆ) + qφ(r, t)
)
|ψs(r, t)〉 (1.37)
The spin-index will for the most part be omitted. Both the vector potential A(r, t) and the
scalar potential φ(r, t) are gauge-dependent quantities. Different approaches to solve the
dynamical equation numerically in various gauges are considered in detail in Chapter 2. As
the dipole approximation is used throughout the thesis, it suffices to impose the Coulomb
gauge ∇ ·A = 0 as the gauge fixing condition.
In the dipole approximation, the vector potential is independent of position, and the
scalar potential depends only on the coordinate operator to first order. Consequently, the
presence of a vector potential does not break the translational symmetry of the poten-
tial experienced by the electrons, and the Bloch functions remain eigenstates to the total
Hamiltonian. A non-vanishing scalar potential, however, breaks the translational sym-
metry. If a charged particle in periodic potential is exposed to a homogeneous electric
field F0, translating the particle by a lattice vector Ri changes the energy by an amount
∆φi = qF0 ·Ri This complicates the procedure of determining the ground state when the
energy is not bounded from below. Approaches to solve this problem are described in
Chapter 3.
The Schro¨dinger equation cannot describe an open system, where the wave functions inter-
act with an external environment. In contrast to a closed system, the quantum decoherence
may decay over time in an open system. One way of describing an open quantum system
is to express the ensemble of wave functions with a density matrix:
ρˆ =
∑
n
pn|ψn〉〈ψn|. (1.38)
with real, positive weights pn. Determining the dynamics for an open system requires
solving the master equation. The Lindblad formalism is used when including decoherence
operators, in order to ensure that the semi-definite positiveness of the density matrix and
the particle number are conserved:
i~
∂
∂t
ρ = [Hˆ(t), ρ] +
∑
n
γn[[Lˆ
†
n, ρˆ], Lˆn]. (1.39)
This equation will also be considered further in the Chapter 3.
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1.4 Examples of nonlinear optical phenomena in solids
The aim is to describe the light-matter interactions of a short, intense laser pulse interact-
ing with electrons in a crystal as the pulse propagates through the crystal. To this end,
it is sufficient to describe the dynamics in a non-relativistic, semi-classical regime. I.e.
the electrons are described quantum mechanically, whereas the applied electric field of the
laser pulse is sufficiently strong that it does not have to be quantized.
The purpose of a medium is two-fold. It can act as a mediator for interactions between the
photons, which leads to classical nonlinear effects such as four-wave mixing. This leads to
generation of light at new frequencies via difference frequency generation, sum frequency
generation and third harmonic generation.
On the other hand, a laser field also modifies the properties of the medium. For semicon-
ductor and insulators, this typically involves optical excitation of electrons to unoccupied
orbitals. Nonlinear interactions modifies the state of the medium, and can lead to e.g. op-
tically induced electric currents, or optically induced spin currents. As the medium even-
tually relaxes back to its ground state, it may be possible to observe florescence signals.
Such relaxation mechanisms typically occur on time scales of picoseconds to nanoseconds,
and are thus neglected in this work as they are much slower than excitation dynamics. The
optically induced currents are important for evaluating the optical response of the medium.
The effect of strong electric fields on crystalline solids was long considered important and
introduced by Zener [151] and developed by e.g. Keldysh [59].
Bloch oscillations
If one considers a single electron in a certain band, and applies a constant field that is
sufficient small that the electron undergoes adiabatic motion, and also neglect interactions
with the environment, the electron accelerates according the Bloch’s acceleration theorem.
The change in crystal momentum is proportional to the instantaneous electric field:
~k˙(t) = eF0(t). (1.40)
Such transitions are intraband transitions. If a constant field F0 is applied, the crystal
momentum increases monotonously at a constant rate. The phase velocity vnk = ∇kEn(k)
of the electron, however, oscillates due to the periodicity of the dispersion relation, and
the electron remains localized over times scales on the order of T = 1/(eaF0), where a is
the lattice spacing. This effect is known as Wannier-Stark localization. These effects can
also be detected in e.g. optical lattices or superlattices where the lattice spacing is orders
of magnitudes larger [48].
Multi-photon absorption
If a harmonic electric field oscillating with an angular frequency ωL is applied the excitation
rate can be obtained in two-well known limits. These limits are the tunneling regime where
ωL → 0, and the multi-photon regime where the frequency is a fraction of the band gap
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ωL ≈ Eg/N . The tunneling regime applies to fields that are constant in time and hence
the limit of infinitesimally small frequencies need to be taken. For short time-scales it is
possible to define a tunneling rate w [60]:
wtunneling =
2
9pi2
Eg
~
(
mEg
~2
)3/2(
e~F
m1/2E
3/2
g
)5/2
exp
(
−pi
2
m1/2E
3/2
g
e~F
(
1− 1
8
mω2LEg
e2F 2
))
,
(1.41)
where the electric field F appears in the exponential pre–factor and in the denominator in
the exponent. In the multi-photon regime, electron needs to absorb several photons simul-
taneously in order to overcome the band gap. The excitation rate will then be proportional
to wmulti−photon ∝ |E|2N+1.
If short pulses width a large bandwidth are considered instead of harmonic fields, the large
bandwidth of the field may allow for multi-photon absorption of different orders. The
interference arising from the various excitation pathways thus complicates the dynamics.
High harmonic generation
Numerous attempts have been made to calculate the perturbative second and third har-
monics for semiconductors, and the first few harmonics have been studied in great detail
[8, 6]. Recently it has been shown that plateau-like behavior can be observed for har-
monics spanning tens of orders [40]. While the generation of high harmonics is a generic
feature of harmonically driven, nonlinear equations of motion [9], the observed plateaus
bear a resemblance to that of the high harmonics observed in gases. For gases of atoms
and molecules, the cut–off energy of the high harmonic spectrum can be determined from
a classical description of the electron motion. The cut-off has been determined to be
Ecut = Ip + 3.17UP , where Ip is the ionization potential of the atom or molecule, and the
UP is the ponderomotive energy induced by the laser field [23].
In solids, conduction band electrons driven by an electric field may generate harmonics
due to the intraband motion. Intraband harmonics are generated as the group velocity of
the wave packet evolves [42]:
vg =
eE0
m∗0
∞∑
s=1
1
2s− 1
[
J2s−2
(ωB
ω
)
+ J2s
(ωB
ω
)
sin[(2s− 1)(kz − ωt)]
]
. (1.42)
Harmonics can also be generated by the anomalous velocity induced by the Berry curvature,
and is manifest themselves in systems that lack either time-reversal symmetry of inversion
symmetry [75].
In contrast to spherically symmetric nuclear potentials experienced by electrons in atomic
vapours, the crystal structure of solids can have a profound impact on the harmonics
that can be generated. The conventional unit cell for diamond is shown in Figure 1.4
(a), which contains 8 carbon atoms. Diamond is an example of a cubic material with
isotropic first order-responses. Figure 1.4 (b) and (c) show the projection of the unit
cell for the crystal directions [111] and [100], which are clearly seen to have different
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Figure 1.1: (a) Conventional unit cell for diamond. (b) Six-fold rotation symmetry upon
propagation along [1,1,1] axis, and (c) four-fold rotation symmetry for propagation along
[1,0,0] axis.
rotational symmetries. For these orientations, the unit cell has three-fold and four-fold
symmetries, respectively. Linearly polarized high harmonics for monochromatic light can
be generated for any orientation. For circularly polarized light the dynamical symmetry(
ϕ→ ϕ+ 2pi
N
, t→ 2pi
Nω
)
for a system with N–fold symmetry, however, ensures that only
harmonics of order nN ± 1 are generated [1], where n is a positive integer.
Rabi oscillations
Rabi oscillations occur when a resonant or near-resonant oscillating field interacts with a
system with quantized energy levels. The dynamics depend on the frequency of the field
ωL, the transition frequency of the system Eg/~, and the field strength Ω0 = F0d/~. d
is the projection of the dipole moment between the two energy levels on the direction
of the field, and F is the magnitude of the field. For the near-resonant transitions, the
detuning ∆ = ωL − Eg/~ has to be considered as well, as it affects the Rabi frequency at
which population is transferred, and limits the maximal fraction of population that can
be transferred. A non-vanishing detuning modifies the frequency at which the population
transfer occurs: ΩR =
√
Ω20 + ∆
2.
Rabi oscillations are particularly important for two-level systems, where it is possible to
reversibly transfer the whole population from one state to the other using monochromatic
light with resonant and weak fields, ~ωL = Eg  F ·d. For light propagating in a medium
of two-level systems it is also possible to observe self-induced transparency, where electrons
are perfectly excited and de-excited by a pulse which has an ‘area’ of 2pi. The ‘area’ of the
applied pulse can be defined as:
A =
∫ ∞
−∞
dt
√
|ΩR(t)|2 + ∆2. (1.43a)
Such self-induced transparency is only known to occur for a limited number of pulse shapes.
Intraband effects, presence of multiple energy levels and dephasing are however expected
to prevent self-induced transparency in many types of solids.
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Chapter 2
Gauge invariance
Two aspects of the dynamics are highlighted in this chapter, namely the issue of gauge
invariance and the inclusion of phenomenological decoherence. While ab initio data has
been successfully used in the past to predict optical properties of solids, one of the novelties
in this work is to formulate a gauge-independent approach that allows for the inclusion of
phenomenological dephasing.
For system of pure states, this is mostly a review of the literature. It is then followed up
by introducing novel, generalized equations of motion for open systems. At this point, the
interaction with the environment is described at a phenomenological level, in order to be
consistent with the independent-particle approximation. As such, the interaction with the
environment is not derived from first principles.
2.1 Electromagnetic gauge for dynamical calculations
Calculations involving an electromagnetic field can always be done for an arbitrary choice
of gauge, with the two most common choices being the velocity gauge (φ ≡ 0) and the
length gauge (A ≡ 0). In the length gauge, the physically, observable electric field F(r, t)
is contained entirely in the scalar potential φ(r, t), whereas it is encoded entirely in the
vector potential A(r, t) in the velocity gauge. All physical observables are independent of
the choice of gauge, but any approximation imposed on the equations to be solved may
break gauge invariance. This includes discretization in time or space when solving the
equations numerically. Approximations are often applied in order to keep calculations of
complicated system feasible, and many approximations may break gauge invariance, which
limits the validity of such approximations [36, 29, 31].
The gauge-dependent potentials are related to the physical field via
F(t) = −
(
∇φ(r, t) + ∂A(t)
∂t
)
. (2.1)
From Eq. (2.1) it is clear that the two sets of fields (φ,A) and (φ + ∂tX,A −∇X) yield
identical observables, where X(r, t) is an arbitrary function. This fact can be exploited to
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change transform the fields from one gauge to another.
The dipole approximation is used throughout this work, and this approximation is equiv-
alent to assuming the electric field is spatially homogeneous. Within this approximation,
the fields can be expressed as the following simple four-vectors:
(φLG,ALG) = (−F(t) · rˆ, 0), (2.2)
(φV G,AV G) = (0,−
∫ t
−∞
F(t′)dt′), (2.3)
Eliminating either of the two potentials can simplify the numerical propagation signifi-
cantly. Any intermediate gauge that contain both the scalar and the vector potential is
also admissible, but inefficient as it requires evaluation of both the coordinate operator
which appears in scalar potential, and the momentum operator which is coupled to the
vector potential.
Several works have dealt with a real-time, quantum mechanical description of optical re-
sponses of bulk solids in the length gauge [132, 7] and the velocity gauge [12]. Each method
suffers from its own drawbacks, and remedies are often based on the choice of gauge. Self-
energies, non-local potentials and decoherence are more naturally handled in the length
gauge, as this gauge is less likely to introduce numerical artifacts when gauge invariance is
broken by the terms added to the dynamical equations.
The length gauge requires evaluation of the coordinate operator, which turns to a deriva-
tive operator with respect to the crystal momentum in reciprocal space. This can be
problematic because the cell-periodic part of the wave functions |unk〉 are not necessarily
smooth functions of k. The issue may be handled by normalizing the phases of the wave
functions ad hoc, or by introducing a covariant derivative. This approach is generally only
applicable to pure states. While there is no need to evaluate derivatives when using the
velocity gauge, care has to be taken when introducing relaxation operators in order to
preserve the physical properties. As mentioned before, the velocity gauge is more likely
to introduce numerical artifacts when gauge invariance is broken. This is partly due to
the fact that a larger part of the Hilbert space gets populated during the exposure to an
electric field when the wave functions are expanded in the basis of the field-free states. An-
other reason why calculations performed in the velocity gauge are more sensitive towards
violation of gauge invariance, is that the observables are calculated as a sum over gauge
dependent terms. Evaluation of the observables therefore relies on an exact cancellation
of the gauge dependent terms of the sum. It is an open question whether a universal and
practical scheme that treats optical responses at a quantum mechanical level for particles
in periodic potentials in any arbitrary gauge exists.
Gauge invariance must also hold for open systems, where the system under considera-
tion interacts with an environment and slowly decohere. The literature tends to favor
implementations in the length gauge, where all coherence terms decay at constant rates
[106]. Naively applying such constant decay rates to velocity gauge calculations, would
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Pure state Mixed state
Ad hoc Semiconductor Bloch Equations
using finite difference
Semiconductor Bloch Equations
using finite difference
Ab initio Covariant derivative based on
the modern theory of polarization
Proposed method based on
the covariant derivative
Table 2.1: Overview of approaches to solve the master equation in the length gauge.
Matrix elements can be obtained ad hoc or ab initio, and the system under consideration
can either be of pure states or mixed states.
lead to field-dependent decoherence rates [68], which are hard to interpret physically, and
such terms may break the symmetries of the potential. Despite these technical difficulties,
naive applications can still be found in the recent literature [61]
If the vector potential in the gauge under consideration is non-zero, the Thomas-Reiche-
Kuhn sum rule needs to be satisfied in order to even evaluate the leading-order response
correctly. This generally prohibits the use of ad hoc matrix elements, such as those found
in tight-binding models. If the sum rule is not satisfied, the dispersion relation experienced
by each electron can deviate significantly from the actual bands and thus lead to spurious
electric currents.
The situation is different in the length gauge. In fact, the use of ad hoc matrix ele-
ments can be beneficial for solving the semiconductor Bloch equations, because the phases
of the matrix elements can be chosen to be smooth functions of the crystal momentum. In
the simplest cases, the matrix elements can be chosen to be constant and independent of
the crystal momentum.
An overview of various approaches to solve the equation of motion in the length gauge
is given in Table 2.1. To solve the Schro¨dinger and master equation using ab initio data,
it is useful to implement covariant derivatives which can be determined from the modern
theory of polarization [116].
Solutions for evolving the dynamics with pure states are well known and will be re-
viewed first in the next section. A method for simulating the dynamics of a mixed systems
in the length gauge using ab initio data is more difficult, and part of the work for this
thesis has been to propose a solution to this problem.
In the velocity gauge, propagation of wave functions at different k are independent of
each other as long as no additional coupling is present. Such couplings may arise from
e.g. two-body collisions or screening. For length gauge calculations, significantly fewer
bands are needed to correctly reproduce motion of the wave functions, but fine k-meshes
are needed for numerical stability. In cases where a constant field is applied for times
long enough for electrons to move several Brillouin zones in reciprocal space, length gauge
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calculations are expected to be superior, as the periodicity in reciprocal space is explicitly
enforced. Periodicity is not guaranteed in the velocity gauge, and a very large number of
bands would be required to correctly describe displacements up to multiple Brillouin zone
lengths. As electric fields produced by pulses oscillate, the electrons are, however, only
expected to be displaced by one Brillouin zone at most.
Whenever the electromagnetic interaction between fields and solids can be described
with plane waves, the fields and the transition matrix elements have simple relations. Cap-
turing the effects of intraband motion necessitates a proper description of gauge invariance.
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2.2 Hamiltonian dynamics
In this section the relevant equations of motion for Hamiltonian dynamics are presented
together with various approaches for solving the equations in the length and velocity gauge.
Approaches dealing with mixed systems and gauge transformation of decoherence terms
are deferred to Section 2.3.
Quantum coherence is conserved in quantum mechanical systems when interactions with an
external environment is absent The equation of motion is the time-dependent Schro¨dinger
equation, which is simpler and require less variables than the master equation used for
mixed systems. The length gauge is considered first. Working in the length gauge allows
for a simpler interpretation of the instantaneous probability amplitudes than in the ve-
locity gauge. It also has the advantage that physical meaningful results can be obtained
with relatively few bands [129]. Because of the simple interpretation of the probability
amplitudes, it is possible to separate contributions to the polarization and the current into
interband and intraband.
2.2.1 Length gauge
Semiconductor Bloch Equation
Various approaches exist to calculate the dynamics in the length gauge, and two of the
approaches are used in this work. The first approach is to express the equation as the
semiconductor Bloch equations. Following Blount [18], the coordinate space operator is
decomposed into two separate terms r = rinter + rintra, where the intraband operator is
calculated as a finite difference between neighboring k-points. This approach implicitly
assumes that the cell-periodic part of the wave functions are smooth with respect to k.
The semiconductor Bloch equation is of the form
i~∂t|unk(t)〉 = Hˆk|unk(t)〉+ qF(t) · dˆk|unk(t)〉+ iqF(t) · ∇k|unk(t)〉. (2.4)
Determining the electron dynamics thus reduces to solving a set of partial differential
equations driven by an external force. It is useful when the matrix elements are taken ad
hoc, or when dealing with certain systems where the phase of ab initio matrix elements
can be adjusted in an ad hoc manner to make them continuous and differentiable with
respect to k.
Similarly to the coordinate operator, the velocity operator can also be decomposed into
inter- and intraband components. The current density is then determined as
J =
q
V
∑
n
〈unk|vˆk|unk〉 = q
V
∑
n
〈unk|vˆk,inter|unk〉+ q
V
∑
n
〈unk|vˆk,intra|unk〉 (2.5)
If the time-dependent wave functions are expanded in the basis of stationary wave functions
|unk(t)〉 =
∑
m
|u0mk〉cmn(t), (2.6)
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the current densities are then given as
Jintra(t) = − e
V
∑
n
〈unk|vˆk,intra(∇kH0,k)|unk〉 = − e
V m
∑
n,m
|cmnk|2∇k∂Emk (2.7)
Jinter(t) = − e
V
∑
n6=m
〈unk|vˆk,inter|umk〉 = −2e
V
∑
n
∑
l>m
Re {c∗lnkcmnkvlm} . (2.8)
In the absence of an external field, the intraband current is constant whereas the in-
terband contribution oscillates with the separation energies. These contributions to high
harmonic generation can have different time-frequency spectrograms [148].
Whenever the stationary wave functions and the matrix elements of the interband part
of the coordinate operator rinter are not smooth functions of k, it is beneficial to express the
coordinate matrix as a covariant derivative instead. The covariant derivative can be derived
using the formalism from the modern theory of polarization. Several approaches exist to
numerically calculate the derivative, and alternative methods are based on introducing a
generalized derivative [8], or link operators [132]. Resorting to an ordinary finite difference
scheme to approximate the derivative is only possible if the wave functions are smooth
functions of k. A particularly simple choice for continuous ad hoc matrix elements is to
use k-independent values, and several results in the literature have been derived under the
assumption of constant, k-independent transition matrix elements [128, 106]. Generalized
derivatives have only been demonstrated for evaluation of nonlinear susceptibilities. Link
operators suffers from a serious drawback in that they do not have the same periodicity
as the Brillouin zone. Consequently, working with the covariant derivative is the most
attractive choice.
Lagrangian approach based on the geometric phase
Within the framework of the modern theory of polarization, the polarization response is
determined from the geometric phase. The geometric phase associated with unitary motion
along a path C parameterized with θ ∈ [0,Θ] is [113]
γ = arg〈ψ(0)|ψ(Θ) + i
∫ Θ
0
〈ψ(θ)|∂θψ(θ)〉dθ. (2.9)
For electrons in periodic potentials, the wave functions are parameterized by the crystal
momentum k, and the path in the Brillouin zone can be parallel to one of the reciprocal
lattice vectors. The cell-periodic part of the wave functions can usually be chosen to be
periodic functions of the crystal momentum, so |unk+bi〉 = |unk〉, where bi is a reciprocal
lattice vector. A line integral from k to k + bi therefore corresponds to a loop, and can
be determined by the integral in Eq. (2.9). Considering a single electronic band n, the
geometric phase along for wave functions with these end points is
γn,k0,i = i
∫ |bi|
0
dk〈un,k0+kbˆi |∂k|un,k0+kbˆi〉 (2.10)
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where bˆi is the unit vector of the reciprocal space vector. In order to calculate the geometric
phase on a discretized grid, the integral can be divided into a sum of integrals:
γn,k0,i = i
k−∆k∑
k=k0
∫ 1
0
dq〈unk+q∆k|∂q|unk+q∆k〉 (2.11)
=
i
2
k−∆k∑
k=k0
∫ 1
0
dq〈unk|∂qunk+q∆k〉 − 〈∂qunk+q∆k|unk〉+O(|∆k|2) (2.12)
=
k−∆k∑
k=k0
Im
{∫ 1
0
dq∂q log〈unk|unk+q∆k〉
}
+O(|∆k|2) (2.13)
=
k−∆k∑
k=k0
Im {log〈unk|unk+∆k〉}+O(|∆k|2), (2.14)
where the sum is over evenly space points k = k0 + j∆k for positive integers j. The local
contributions to the geometric phase, ϕnkα = Im{log〈unk|unk+∆kα〉} are gauge-dependent,
but the sum over the line integral is gauge-independent. Gauge independence arises as a
consequence of the periodicity of the Brillouin zone, which effectively causes the integral to
be over a closed loop. A similar approach can be applied to the many-body wave function
|Ψk〉 for NV occupied valence bands, where the overlaps between the many-body wave
function at neighboring k-points are calculated as [98]
〈Ψk|Ψk+∆k〉 = det
∣∣∣∣∣∣∣
〈φ1,k|φ1,k+∆k〉 . . . 〈φ1,k|φNV ,k+∆k〉
...
. . .
...
〈φNv ,k|φ1,k+∆k〉 . . . 〈φNV ,k|φNV ,k+∆k〉
∣∣∣∣∣∣∣ . (2.15)
The geometric phase enters the expression for the polarization via the derivative operator:
P(t) =
1
V
∑
n
∫
VBZ
dk 〈unk|qrˆ|unk〉 (2.16)
=
q
V
∑
n
∫
VBZ
dk 〈unk|i∇k|unk〉 (2.17)
In order to obtain the polarization response, a sum over all spatial directions is required at
each k-point. For each Bloch function or set of degenerate Bloch functions, the polarization
can be obtained from the discretized formula for the geometric phase [62]:
P(t) =
q
2piV Nk
∑
α
NαRαIm{log
∏
k
detSα,k,k+1}
=
q
2piV Nk
∑
α
∑
k
NαRαIm{log detSα,k,k+1}, (2.18)
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where Rα is the lattice vector, Nα is the number of k-points along the corresponding
reciprocal vector and Nk is the total number of k-points in the Brillouin zone. The current
density can then be determined as the temporal derivative of the polarization:
J(t) =
q
2piV Nk
∑
k
∑
α
NαRαTr
[
S−1k,k+∆kα
∂
∂t
Sk,k+∆kα
]
. (2.19)
The current obtained from the geometric phase is identical to the expectation value of the
current operator Eq. (2.5), which can be shown when calculating the expectation value
using pure states. While the current in Eq. (2.5) can be evaluated unambiguously for any
arbitrary distribution, the geometric phase is only applicable to systems where bands are
initially uniformly occupied. This is one of the drawbacks when determining the polariza-
tion from the geometric phase. The determinants evaluated in Eq. (2.18) are generally
complex-valued, which can lead to ambiguities when evaluating the logarithm. For this
reason Eq. (2.19) is preferred when analyzing the polarization response.
Having defined the polarization and current in terms of the geometric phase, the Euler-
Lagrange equations can be derived in order to obtain the equations of motion. This leads
to a well-known expression for the covariant derivative, which provides a systematic way
of calculating the derivative operator for pure states [116].
The Lagrangian can be obtained from a Legendre transformation of the Hamiltonian with
respect to the variables |unk〉 and |u˙nk〉 as
L(t) = i~
NV∑
n
∑
k
〈unk|u˙nk〉 − 〈unk|Hˆk(t)|unk〉
= i~
NV∑
n
∑
k
〈unk|u˙nk〉 − 〈unk|Hˆ0,k(t)|unk〉 − 〈unk|E(t) · Pˆk|unk〉. (2.20)
where Pˆk = qrˆk is the polarization operator. The equation of motion can then be deter-
mined as
∂
∂t
(
∂L
〈u˙nk|
)
=
∂L
〈unk| . (2.21)
With the help of Eq. (2.18) for the polarization of the discretized system, the functional
derivative of the polarization becomes:
δP(t)
δ〈unk| =
q
2piV Nk
∑
α
∑
q
NαRα
δ
δ〈unk|
(
log detSq,k+∆kα − log detS∗q,k+∆kα
)
=
q
2piV Nk
∑
α
NαRα
∑
m
{(S−1k,k+∆kα)mn|umk+∆kα〉 − (S−1k,k−∆kα)mn|umk−∆kα〉}
(2.22)
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The derivative is not linear in the wave functions, and requires an evaluation of the inverse
matrix (S−1k,k+∆kα). This mixing of wave functions from different bands is, however, impor-
tant for handling degenerate states.
If only a single occupied band is present, the equation reduces to
i~|u˙nk〉 = Hˆ0,k|unk〉+ q
2piV Nk
∑
α
NαE(t) ·Rα
( |unk+∆kα〉
〈unk|unk+∆kα〉
− |unk−∆kα〉〈unk|unk−∆kα〉
)
. (2.23)
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2.2.2 Velocity gauge
One of the main advantages of the velocity gauge is that wave functions at each and every
k-point is decoupled from wave functions at other k-points in the independent particle-
approximation. Therefore, the equations of motion for each wave function can be solved
independently, which makes it easy to distribute calculation over multiple isolated proces-
sors, when solving the equations numerically. it is also straightforward to simulate the
dynamics on an irregular k-grid. This can be beneficial if only parts of the Brillouin zone
need to be sampled. This can be the case if high resolution in certain parts of the zone
is needed, or if it is sufficient to sample the zone at random. This can be particularly
useful when calculating the response for a pulse propagating through a three-dimensional
medium, since the set of randomly chosen k-points can be chosen differently at each point
in real space. One of the drawbacks of the velocity gauge is that a large number of bands
are required, and that the momentum matrix operator can be calculated accurately. Solv-
ing the dynamical equations in the velocity gauge require momentum matrix elements to
a high precisions. This requires a large basis set when expanding the wave functions on a
real-space grid in order to calculate the spatial derivatives accurately.
Once the diagonal Hamiltonian and momentum operator has been determined in the ba-
sis of stationary states, the calculation of the optical response reduces to solving a set
of coupled differential equations. In the dipole approximation, A(r, t) = A(t) and the
Hamiltonian reads:
Hˆ =
(pˆ− qA(t))2
2m
+ V (rˆ) (2.24)
=
pˆ2
2m
+ V (rˆ)− q
m
A(t) · p + q
2
2m
A2(t) = Hˆ0 + Hˆint(t). (2.25)
In the Schro¨dinger picture the TDSE has the generic form
i~
d
dt
|ψnk〉 = (Hˆ0 + Hˆint(t))|ψnk〉. (2.26)
Transforming to the interaction picture removes the scalar terms, and reduces the systems
of equations to an even simpler form:
∂
∂t
|ψ˜nk〉 = q
m
A(t) · p˜|ψ˜nk〉. (2.27)
where |ψ˜i,k〉 = eiHˆ0t/~|ψi,k〉, ˜ˆpk = eiHˆ0t/~pˆke−iHˆ0t/~, and Hˆ0 is the unperturbed Hamiltonian.
The electric current can be evaluated as
Jvˆ(t) =
q
V
∑
k∈BZ
Tr[vˆkρˆk] (2.28)
where vˆk = (pˆk − qA(t))/m. If the Thomas-Reiche-Kuhn sum rule is satisfied for all
valence bands and all of the conduction bands that get populated during excitation, it is
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sufficient to propagate the wave functions and evaluate the observables using Eq. (2.28).
For three-dimensional potentials, a very large number of bands might be needed, which
may limit the applicability of the approach. One of the difficulties with the velocity gauge
is that an incomplete basis not only affects the wave functions when solving the numerical
calculations, it also has a direct impact on the evaluation of observables. The observables,
such as the absorbed energy and the velocity, depends on a sum of gauge-dependent quan-
tities. Since the individual gauge-dependent terms can be several times larger than the
sum, small deviations in either of the gauge-dependent terms can lead to to large errors.
This issue is addressed in Section 3.4.
Although the dynamics at each k-point is independent of wave functions at other k-points,
it is still necessary to sample a large number of k-points to ensure convergence. When-
ever the vector potential is non-zero, all electrons have their crystal momentum shifted by
∆k = qA(t). Even if all electrons remain in the fully occupied valence bands, a current
can still be observed if the currents generated at each k-point due to the displacement do
not cancel out. This will be the case if the k-grid is sparse. Thus it is important to deter-
mine the magnitude of the spurious current to ensure that it will be orders of magnitude
lower than the physical current. One way of eliminating the spurious current is by sub-
tracting the corresponding adiabatically induced current. The contribution from valence
band electrons that are displaced adiabatically is calculated by obtaining the a unitary
transformation matrix that translates the electrons in reciprocal space, and calculate the
corresponding momentum the electrons obtain due to the displacement. Such a unitary
matrix Uˆk,k+qA(t), which shifts the crystal momentum of an electron from k to k + qA(t)
can be calculated by constructing the non-diagonal Hamiltonian H˜k+qA(t):
H˜k+A(t) = Hˆ0 +
q
m
A(t) · pˆ + q
2
2m
A2(t) (2.29)
A non-unique unitary matrix can then be determined via numerical diagonalization:
H˜k+qA(t) = Uˆk,k+qA(t)Hˆk+A(t)Uˆ
†
k,k+qA(t) (2.30)
The following correction term therefore needs to be subtracted from the velocity of each
electron:
vk,correction[A(t)] = Tr
(
ρˆ0,kUˆk,k+qA(t)vˆkUˆ
†
k,k+qA(t) − ρˆ0,kvˆk
)
. (2.31)
where ρ0,k is the ground state density matrix. For weak fields this correction behaves as
NeffA(t), i.e. as a constant times the vector potential. For stronger fields a noticeable
deviation occurs, and the simple expression would overestimate the correction term. This
expression alleviates problems with the real-time polarization response when the grid is
too coarse.
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2.3 Open systems
In this section, first dephasing operators are considered, and afterwards the gauge trans-
formation of a suitable class of such operators are considered. In the later subsections, the
dynamical equations in the two gauges are reviewed, which includes the proposed scheme
of solving the equations of motion in the length gauge for an open system.
To describe a mixed state, it is either necessary to work with an ensemble of wave functions
or equivalently describe the systems in terms of a density matrix:
ρˆ =
∑
n
pn|ψn〉〈ψn|. (2.32)
E.g. if a system of electrons is in a thermal state, the weights pn correspond to to the
Fermi-Dirac weights. An important feature of Hamiltonian dynamics is that if the wave
functions are initially orthogonal, they will remain so forever. In addition, the weights
of the wave functions do not change over time. The introduction of non-Hermitian terms
causes the weights to change over time, and the wave function are no longer expected to
be fully orthogonal. Instead, an orthogonal set of states can be constructed as a linear
combination of the wave functions. The weight of these linear combinations change over
time due to the non-Hermitian terms.
The master equation governs the dynamic for a mixed state. It can be derived for a
system composed of the sub-system under consideration and an environment that acts as
a bath. The sub-system and the environment interacts via a weak coupling HˆI , and the
coupling must be sufficiently weak that the bath remains in its unperturbed state. The
density matrix is then formally factored into the density matrix for the system and for the
bath
ρˆ = ρˆS ⊗ ρˆB, (2.33)
and then Hamiltonian is formally composed of parts that act on either of the two sub-
systems
Hˆ = HˆS + HˆI + HˆB. (2.34)
Various approaches to derive the master equation exists, and they generally rely on the
Markov approximation. For the single-particle master equation, the Lindblad formalism
can be applied to ensure that the trace and the positive semi-definiteness of the density
matrix are preserved [74]. In the Lindblad formalism, interaction with the environment is
done by introducing a superoperator,
Lˆ(ρˆ) =
∑
α
LˆαρˆLˆ
†
α −
1
2
(Lˆ†αLˆαρˆ+ ρˆLˆ
†
αLˆα), (2.35)
which is included in the master equation:
i~∂tρˆ = [ρˆ, Hˆ] + iLˆ(ρˆ). (2.36)
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One of the advantages of introducing the Lindblad operators Lα is that the trace and the
positive semi-definiteness of the density matrix are conserved regardless of the choice of
operator. The next step is therefore to find an operator that represents a possible, and
physically admissible dephasing mechanism. Since it is easier to interpret the meaning of
decoherence operator in the length gauge, it is beneficial to express the Lindblad operator
in the length gauge, and apply a gauge transformation to obtain the operator in the velocity
gauge.
To this end, one can use operators of the form
LˆLG = f(pˆ, Hˆ0), (2.37)
when expressed in the length gauge. I.e. the Lindblad operator is an operator function that
depends on the momentum operator and the Hamiltonian. The transformation between
the gauges is known to be Uˆ = exp(iqA(t) · rˆ). As long as the electric field is homogeneous,
the Lindblad operator transforms as
LˆV G = f
(
pˆ− qA(t), Hˆ0 − q
m
A · pˆ + q
2
2m
A2(t)
)
. (2.38)
Having a Lindblad operator that is exact in both gauges allows for rigorous comparisons
of the two gauges. In the rest of the section, an explicit choice of the function f is used.
In order to model decoherence that does not cause interband relaxation, the Lindblad
operator is chosen to have the form
LˆLG =
√
γHˆ0. (2.39)
This choice leads to energy-dependent dephasing rates, and keeps the model simple to solve
numerically. This choice of Lindblad operator trivially commutes with the Hamiltonian,
so it does not affect the energy of the system by spontaneously exciting electrons from
one band to another. While the choice of Lindblad operator might seem arbitrary, it is no
more arbitrary than what is commonly used in the literature. In fact, it is equivalent to
the σˆz Pauli matrix, which is often used in the special case of a two-dimensional Hilbert
space [38]. In addition, it has the property that coherence between degenerate states does
not decay. In the length gauge, the off-diagonal ρLG,ij terms decay at constant rates, with
the rates depending on the energy differences of the states, i.e.
L(ρˆLG)ij = −(γ/2)(Ei − Ej)2ρˆLG,ij. (2.40)
In the velocity gauge it thus reads:
LˆV G =
√
γUˆHˆ0Uˆ
† =
√
γ
(
Hˆ0 − q
m
A · pˆ + q
2
2m
A2(t)
)
. (2.41)
The physical origin of such a dephasing operator is determined by considering a system
of electrons interacting with a bath of bosons. The system interacts with the bosons via the
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annihilation operator bn and creation operator b
†
n. Such bosons can represent e.g. phonons.
In the absence of an external electric field, the Hamiltonian of the combined system is then
Hˆ = Hˆ0 +
∑
n
Enbˆ†nbˆn +
∑
n
Hˆ0(γnbˆ
†
n + γ
∗
nbˆn), (2.42)
where Hˆ0 governs the Bloch electrons,
∑
n Enbˆ†nbˆn governs the dynamics of the bosons, and
HˆI =
∑
n Hˆ0(γnbˆ
†
n + γ
∗
nbˆn) describes the interaction of electron with the bosonic bath.
In the next step, the bath is assumed to be sufficiently large that the effect of the
system onto the bath is negligible. It is also assumed that the external electric field does
not affect the underlying dephasing mechanism.
Transforming the Hamiltonian into the interaction picture with respect to the bath
yields
Hˆ = Hˆ0 +
∑
n
H0(γnbˆ
†
ne
iEnt + γ∗nbˆne
−iEnt),
≈ Hˆ0
[
1 + 2
∑
n
|γn|
√
Nn cos(Ent+ argγn)
]
= Hˆ0 [1 + η(t)] , (2.43)
where η(t) is a fluctuating function that depends on the coupling strengths γn. The bosonic
eigenvalues are denoted En and occupation numbers are denoted as Nn  1. Within the
approximation encoded in Eq. (2.43), the effect of the bath on the system is to multiply the
energies with λ(t) = 1 + η(t). Such a modulation can result from the uniform deformation
of a lattice potential:
Hˆλ(t) =
−~2
2m
∇2r + λ(t)VˆKS
(√
λ(t)r
)
= λ(t)
[−~2
2m
∇2s + VˆKS (s)
]
, (2.44)
where s =
√
λ(t)r. If Bloch functions adiabatically follow changes of the lattice potential,
their energies will be modulated with λ(t). This may serve as a very rough model of a
breather mode of lattice vibrations. It should, however, be kept in mind that a Kohn-Sham
potential VKS contains the Hartree potential and exchange-correlation potentials arising
from the interaction with the other electrons in addition to the bare lattice potential.
The function η(t) represents the time-dependent, stochastic deformation of the poten-
tial, where the randomness arises from the phase of the complex-valued coupling factors
γn. In the limiting case of a stochastic function with a white noise spectrum, averaging
over all possible realizations of η(t) yields 〈η(t)〉η = 0 and 〈η(t)η(t′)〉η = 1
τ
δ(t − t′). For
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each realization of η(t), the wave functions can formally be propagated in time as
|ψn(t+ ∆t)〉 = Uˆ(t+ ∆t, t)|ψn(t)〉 (2.45)
≈
(
1− i
~
Hˆ0∆t− i~Hˆ0
∫ t+∆t
t
dt′η(t′)− 1
~2
Hˆ20
∫ t+∆t
t
dt′
∫ t′
t
dt′′η(t′)η(t′′)
)
|ψn(t)〉,
where only terms containing ∆t to first order have been kept. The evolution of the density
matrix is then:
ρˆ(t+ ∆t) =
〈∑
n
|ψn(t+ ∆t)〉〈ψn(t+ ∆t)|
〉
η
=
〈U(t+ ∆t, t)ρ(t)U †(t+ ∆t, t)〉
η
≈
〈(
1− i
~
H0∆t− i~H0
∫ t+∆t
t
dt′η(t′)− 1
~2
H20
∫ t+∆t
t
dt′
∫ t′
t
dt′′η(t′)η(t′′)
)
ρ(t)
(
1 +
i
~
H0∆t+
i
~
H0
∫ t+∆t
t
dt′η(t′)− 1
~2
H20
∫ t+∆t
t
dt′
∫ t′
t
dt′′η(t′)η(t′′)
)〉
η
≈ ρ(t)− i
~
[H0, ρ(t)]∆t+
γ
2
(
H0ρ(t)H0 − 1
2
H20ρ(t)−
1
2
ρ(t)H20
)
∆t. (2.46)
At the last step, the terms quadratic in ∆t have been dropped, and the following relation
is used: 〈∫ t+∆t
t
dt′
∫ t′
t
dt′′η(t′)η(t′′)
〉
η
=
~2γ
4
∆t. (2.47)
Comparing Eq. (2.46) to the master equations (2.36) shows that the stochastic multi-
plicative perturbation of the Hamiltonian encoded in Eq. (2.43) leads to the decoherence
operator introduced in Eq. (2.39).
2.3.1 Geometric phase for mixed systems
The geometric phase is derived for pure states, and difficulties arise when applying it to
mixed systems. The geometric phase is generally not defined for metallic systems, and a
mixed system can be regarded as a sum over metallic systems. When considering a single,
non-uniformly occupied band it is, however, possible to interpret the integrand of a closed-
loop integral for the geometric phase γk for a wave function |wnk(t)〉 = √pnk|unk(t)〉 in a
well-defined manner:
γk = Im{〈wnk(t)|∇k|wnk(t)〉}
= Im{〈unk(t)|pnk∇k + 1
2
(∇kpnk)|unk(t)〉}
= pnk Im{〈unk(t)|∇k|unk(t)〉. (2.48)
In this trivial example, the contribution at any k-point is proportional to the population
pnk. For non-degenerate uniformly distributed bands, the total response can be obtained
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as a sum over all of the bands without any further assumptions:
P(t) =
∑
n
pnPn(t) =
q
2piV Nk
∑
α
∑
k
NαRαpnkIm{log〈unk(t)|∇k|unk(t)〉}, (2.49)
for normalized functions |unk〉.
For a multiband system, where only a subset of the bands are occupied, a naive application
of the covariant derivative fails, as the density matrix is not invertible when it contains
unoccupied states. Even a naive application of the covariant derivative for a single-band
system fails, as 〈unk|∂k|unk〉 vanishes by definition, even if the band is not uniformly oc-
cupied. Therefore, it is not possible to use the same formalism to evaluate the electric
currents for systems of mixed states.
Generalizations to parallel transport for systems that do not conserve pnk have been put
forward by Uhlmann [125] and Sjo¨quist [114]. The covariant derivative allows for parallel
transport of either a single Bloch function or a subspace of degenerate Bloch functions from
one k-point to a neighboring one. For a mixed system it is convenient to also introduce a
set of orthogonal states |vnk〉:
ρˆk(t) =
∑
n
pnk|vnk(t)〉〈vnk(t)| (2.50)
The covariant derivatives can, in principle, be calculated separately for each state |vnk〉 or
subspace of degenerate states |vnk〉. For systems with degenerate subspaces the polarization
can be evaluated as
P(t) =
q
2piV Nk
∑
α
∑
k
NαRα
√
pnkpnk+1Im{log detSk,k+∆kα}, (2.51)
where (Sk,k+∆kα)nm = 〈vnk(t)|vmk+∆kα(t)〉, and the corresponding electric current is then
J(t) =
q
2piV Nk
∑
k
∑
α
NαRαTr
[
S−1k,k+∆kα
∂
∂t
Sk,k+∆kα
]
. (2.52)
For pure states S−1k,k+∆kα can readily be calculated. In order to evaluate the current for
a mixed systems a normalized pseduo-inverse can be constructed by first performing a
singular value decomposition S = UΣV †, and then normalize the singular values with
respect to the k-dependent densities:
(Yk,k±∆kα)ii =
{
1/
√
(Σk,k±∆kα)ii, if (Σk,k±∆kα)ii 6= 0
0, otherwise.
(2.53)
The normalized pseudo-inverse is then constructed as
S¯−1k,k±∆kα = Uk,k±∆kαYk,k±∆kαV †k,k±∆kα . (2.54)
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ρˆ
(ab initio)
nk (t) ρˆ
(smooth)
nk (t)
ρˆ
(ab initio)
nk (t+ ∆t) ρˆ
(smooth)
nk (t+ ∆t)
This work
U¯k
U¯ †k
Hˆk(pˆ, rˆ, t)
Figure 2.1: The density matrix ρˆ
(ab initio)
nk is constructed from a set of wave functions
|u(ab initio)nk 〉 that are not necessarily smooth functions of k. A unitary, but unknown, matrix
U¯k may be applied at wave functions at every k in order to transform the wave functions
to a gauge where the derivative operator that appears in Hˆk(pˆ, rˆ, t) can be evaluated more
easily. In this section, a numerical approach is proposed to evaluate the derivative operator
in the ab initio gauge for a mixed system.
Given that a meaningful geometric phase can be defined for the system of mixed states, the
next step is consider if the geometric phase can be used for constructing a gauge-invariant
derivative operator too. To do so, it is necessary to express the states in terms of a density
matrix. The master equation in the length gauge reads
i~∂tρˆk,LG = [ρˆk,LG, Hˆk(t)] + iγ[Lˆk, [ρˆk,LG, Lˆk]] (2.55)
= [ρˆk,LG, Hˆ0,k + iqE(t) · ∂k] + iγ[Hˆ0,k, [ρˆLG, Hˆ0,k]],
where rˆ → ∂k upon transformation to reciprocal space [18]. Equation (2.55) is similar
to that of the semiconductor Bloch equation, and if the k-dependent wave functions are
expressed in a gauge that is smooth with respect to k, an ordinary finite difference scheme
can be applied to calculate the derivative operator. As illustrated in Figure 2.1, a gauge
transformation can, in principle, be applied to transform the wave functions obtained nu-
merically from ab initio methods from their original gauge, to a gauge where the wave
functions are smooth functions of k. In this gauge, the wave functions can be propagated
using a finite difference scheme, and afterwards transformed back to their original gauge.
This path is shown with the solid arrows in the Figure. Although the transformation ma-
trices U¯k are time-independent and only needs to be determined once, they would have to
be obtained via a numerical optimization procedure. The alternative approach followed in
this section is marked with a dashed line in the Figure, and it consists of evaluating the
derivative operator for density matrices in their original gauges.
Based on Eq (2.51), the derivative needed for the master equation Eq. (2.55) is approxi-
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mated as
[ρˆk,LG, i∂k] = i(Sk,k+∆k ρ˜k+∆k,LG S†k,k+∆k − Sk,k−∆k ρ˜k−∆k,LG S†k,k−∆k) ρ˜k,LG + h.c. (2.56)
where the density matrices have been normalized as ρ˜k =
∑
n
√
pnk|vnk〉〈vnk|.
The derivative in Eq. (2.56) yields the same dipole matrix elements
dijk = Sijk+∆kS−1jjk+∆k − Sijk−∆kS−1ik,jk−∆k (2.57)
as those that can be obtained from the covariant derivative between an occupied and an
unoccupied state. These matrix elements are also consistent with the dipole elements
(dk)ij = (iq~/me)(pk)ij/(Ejk − Eik) (2.58)
between non-degenerate states. One of the advantages of the current implementation is
that for fine k-meshes, the terms 〈vnk+∆k|vmk〉 approaches a Kronecker delta up to an
irrelevant phase factor in the absence of degenerate states. Whenever decoherence terms
are present in the master equation, the occupation probabilities pnk are not independent
of time, and the states |vnk〉 have to be calculated from the density matrix numerically at
every point in time.
2.3.2 Velocity gauge for mixed states
It is straightforward to calculate the evolution of the density matrix in the velocity gauge
by solving the master equation with the Lindblad term:
i~∂tρˆk,VG = [ρk,VG, Hˆ0,k − qA(t) · pˆk] + iγ[H0 − q
m
A(t) · pˆk, [ρˆk,VG, Hˆ0 − q
m
A(t) · pˆk]],
(2.59)
where the scalar quantity q
2
2m
A2(t) has been omitted as it commutes with every operator.
2.3.3 Monte Carlo Wave Function method
Modeling decoherence is also achievable by means of the Monte Carlo Wave Function
method (MCWF) [82]. The velocity gauge is known for requiring a large basis in order to
satisfy the sum rules, which makes the MCWF method ideal for calculations performed
in this gauge. The MCWF method replaces the problem of propagating all N2b elements
in the density matrix by propagating Nv valence band wave functions each containing Nb
elements. For systems where the number of conduction bands is significantly larger than the
number of valence bands, a significant reduction in the computational time is expected.
The dynamics is determined by deterministically propagating the Bloch functions from
|unk(t)〉 to |unk(t+ ∆t)〉 using the non-hermitian Hamiltonian:
H˜k = Hˆk(t)− i~
2
Lˆ†k(t)Lˆk(t). (2.60)
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For a Hermitian matrix, the norm of the wave functions is conserved, but the non-
Hermiticity of H˜k causes the norm of propagated wave function to diminish. If the wave
function is normalized at time t, the propagated wave function |unk(t + ∆t)〉 is accepted
with probability p = 〈unk(t+ ∆t)|unk(t+ ∆t)〉 < 1. If the solution is not accepted, a jump
occurs with probability δp = 1 − p  1, and the propagated function is instead taken to
be |unk(t + ∆t)〉 = Lˆk|unk(t)〉. The probability of a jump, to lowest order in the discrete
time step, depends only on the non-Hermitian part of the Hamiltonian:
δp = 1− 〈unk(t+ ∆t)|unk(t+ ∆t)〉 (2.61)
≈ ∆t〈unk(t)|Lˆ†k(t)Lˆk(t)|unk(t)〉+O(∆t2). (2.62)
The calculation of the wave function |unk(t + ∆t)〉 is therefore stochastic, and can be
summarized as:
|unk(t+∆t)〉 =
{
|u˜nk(t+ ∆t)〉 = f
(
H˜k,∆t, |unk(t)〉
)
if x < ∆t〈unk(t)|Lˆ†k(t)Lˆk(t)|unk(t)〉
|vnk(t+ ∆t)〉 = Lˆk(t)|unk(t)〉 otherwise
(2.63)
where x ∈ [0, 1] is a randomly generated number at every time step, and f represents the
numerical scheme used to propagate the wave function deterministically by a time step ∆t.
The statistical ensemble average at ti+1 = ti + ∆t is then
ρˆ
(i+1)
nk = pi+1|u˜(i+1)nk 〉〈u˜(i+1)nk |+ (1− pi+1)|v(i+1)nk 〉〈v(i+1)nk |
= pi|u(i)nk〉〈u(i)nk|+ pi
[
Hˆ
(i)
k , |u(i)nk〉〈u(i)nk|
]
− ipi∆tLˆ(i)†k Lˆ(i)k |u(i)nk〉〈u(i)nk| − ipi∆t|u(i)nk〉〈u(i)nk|Lˆ(i)†k Lˆ(i)k
+ (1− pi)Lˆ|u(i)nk〉〈u(i)nk|Lˆ(i)†k +O(∆t2) (2.64)
where (1 − pi) = ∆tpi + O(∆t2). Even if the error when calculating |u(i+1)nk 〉 is of order
O(∆tm), where m depends on the numerical scheme, the convergence rate is limited to
O(∆t2) as the MCWF-method is an approximation to the master equation. After each
step the wave functions can be normalized for the sake of numerical stability.
While the MCWF-method can also be applied in the length gauge, the benefits of do-
ing so are less obvious. Since the propagation of wave functions depend on wave functions
at neighboring k-point, a quantum jump occurring at only one point would cause dis-
continuities in the excitation densities, which complicates the evaluation of the derivative
operator. Alternatively, quantum jumps could occur at all k-points simultaneously, but
this would be an inefficient procedure as each calculation is relatively slow, and a large
number of independent calculations are required to obtain averaged quantities that are
smooth functions of time. Because of the stochastic nature of such a solution, the results
are only guaranteed to agree with the deterministic master equation in the limit of infinite
runs. The averaged quantities converge at a rate 1/
√
Nruns with respect to the number of
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independent simulations Nrun.
The MCWF method was originally shown to yield the same results as the master equa-
tion with first-order propagators [82]. In systems with a strong external force, such as
those considered here, it is more practical to propagate wave functions with a higher-order
scheme. The probability of a quantum jump is time dependent due the time dependency of
the Lindblad operator and state dependency. Consequently, the probability of a quantum
jump has to be calculated even if all external fields are absent, which slows down propa-
gation in comparison to deterministic approaches.
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2.4 Conclusion
Parts of this chapter were devoted to reviewing well-known approaches for solving the
dynamical equations in the length gauge and the velocity gauge. Various approaches can
be found in the literature to treat the following problems: (i) interactions proportional
to the coordinate operator break spatial translation symmetry of the Hamiltonian, (ii)
perturbative methods tend to break electromagnetic gauge invariance, and (iii) mixed
states that arise when phenomenological decoherence is included break the structure of the
many-body wave functions.
To these ends, a new approach for introducing decoherence operators in the length gauge
master equation was proposed. This method is based on numerically decomposing a mixed
system in weighted, orthogonal components, and calculating the covariant derivative for
each subspace of degenerate components. The method relies on the completeness of the
basis, but has the advantage of being compatible with ab initio data. This approach has
been implemented in a open-source package, which is presented in the next chapter.
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Chapter 3
Numerical implementation
Numerical models are essential for predicting material properties and for investigating dy-
namics that cannot be determined analytically. Several approaches exist to approximate
the dynamics governed by the many-particle Schro¨dinger equation in order to make solu-
tions tractable. These models range from time-dependent generalizations of static tight-
binding models to dynamics of electrons in a pseudopotential over ab initio approaches
starting from density functional theory. Optical responses can then be evaluated from
many-body perturbation theory [50, 57, 72], by solving Bethe-Salpeter equation [101, 7]or
by applying time-dependent density functional theory [90].
This chapter describes an approach based on solving the time-dependent problem in a
basis of Kohn-Sham orbitals that are calculated ab initio. This approach has been imple-
mented in the publicly available Python package Ultrafast Light-Matter Interaction Code,
ulmic.
Ab initio models allow for a systematic approach to determine properties of a large va-
riety of materials. For each material under consideration, the calculation of the ground
state and the calculation of the optical properties can be separated into two independent
steps. Quantum mechanical simulations are then used to determine the real-time response
numerically.
Electron dynamics is modeled in a periodic potential using the independent particle
approximation. The wave functions are expanded in periodic Bloch functions, and the
electronic system is always taken to initially reside in the ground state, i.e. it consists of
an ensemble of valence band electrons, which incoherently populates the valence bands.
For illustrative purposes, analytical potentials are also used for one-dimensional and two-
dimensional periodic lattices. While the latter approach does not rely on density functional
theory, it can be considered equivalent by considering it as the Kohn-Sham potential, and
self-consistently determine the external potential that would give rise this particular Kohn-
Sham potential.
The first part of the chapter introduces the density functional theory packages that are
used in this work. The desired data is extracted from the various codes, and the format
of the data is aligned. Afterwards, the implementation of the ulmic-code is described
in detail. Lastly, one-dimensional examples are considered using analytical potentials to
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demonstrate the robustness of the formalism.
3.1 Integration with density functional theory pack-
ages
In order to develop a robust and reliable tool for determining opto-electric properties of a
wide range of materials, it is advantageous to leverage the efforts that have been devoted
to develop density functional theory codes over the past decades. As many packages exist,
it is desirable to develop a flexible interface, such that data from a number of the popular
codes is easily extracted and can be used as input for ulmic.
The wave functions contain all relevant information related to the ground state, so
ulmic can only be independent of the choice of exchange-correlation potential if the ground
state data is sufficient. When solving the dynamical equations, this translates into assum-
ing that the time-dependent density does not change significantly such that the exchange-
correlation term is practically time-independent. While density functional theory only
allows for determining the ground state, a set of unoccupied excited states can be deter-
mined, and these provide a convenient basis when solving the time-dependent problem. The
approach pursued here can be considered an approximation to time-dependent density func-
tional theory. While TDDFT is capable of including electron-electron interactions and may
include time-dependent exchange-correlation terms, it is unclear to what extent approaches
based on TDDFT correctly capture the dynamics. Time-dependent exchange-correlation
potentials are especially complicated, and calculations based on time-dependent exchange
correlation potentials beyond ALDA are rare. Recent calculations with ALDA show that
neglecting the time-dependency of the xc-energy has little impact of high-harmonic spectra.
The external density functional theory codes used in this work are Wien2k, GPAW,
QUANTUM ESPRESSO and Abinit. Data from the all-electron code Wien2k [14], and
pseudopotential-based codes, such as GPAW [32], Abinit [45] and QUANTUM ESPRESSO
[43] have been extracted and tested with ulmic. Energies and matrix elements can be
obtained readily from GPAW and from Wien2k by using the optic module [2]. Data from
Abinit and QUANTUM ESPRESSO can be extracted with the help of the code Yambo
[79]. The benefit of interfacing the code with multiple existing DFT codes is to make it
more accessible to a larger group of researchers and to verify the reproducibility of the
various DFT codes. Reproducibility among different DFT codes is of interest, and at least
for band gaps, modern codes tend to produce results that are similar up to sufficiently high
accuracy [71].
Workflow
Once the self-consistent problem has been solved and the ground state density has been
determined, the wave functions for a large number of excited state are calculated. The wave
functions are calculated for an equidistant grid of k points, typically a Monkhorst-Pack
grid. For each wave function the energy Enk = 〈ψnk|Hˆ|ψnk〉 is determined, and the matrix
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elements of the momentum operator pnmk = 〈ψnk|ˆˆp|ψmk〉 are calculated for pairs of wave
functions at each k point. Overlap integrals Snmk,k+∆kα = 〈ψnk|ψmk+∆kα〉 are calculated
between wave functions at neighboring k points. When calculating the overlap integrals,
it is important that the gauges for the wave functions have the same periodicity as the
Brillouin zone. I.e. for wave functions at k and k + ∆kα, where both points lie within the
first Brillouin zone the overlap is straightforward to calculate:
Snm,k,k+∆kα = 〈ψnk|e−i∆kα·r|ψmk+∆kα〉. (3.1)
Along the edge of the Brillouin zone, the wave functions at the points lying outside the
first Brillouin zone are calculated from the translation of a points in the interior region:
Snm,k,k+∆kα = 〈ψnk|e−i∆kα·r|ψnk+∆kα−GαeiGα·R〉. (3.2)
Practically all maintained DFT codes are interfaced with Wannier90, which is a popular
program for constructing Wannier functions [83]. The codes are therefore capable of pro-
ducing matrices containing the overlap integrals between neighboring wave functions.
At this stage, all of the necessary information for calculating the dynamics in the in-
dependent particle approximation can be extracted. I.e. wave functions do not have to be
loaded into ulmic, and they can henceforth be discarded.
For further developments, it is possible to calculate the self-energy in order to correct the
band gap predicted by e.g. LDA-based calculations. Several options exist to calculate the
self-energy. GPAW allows for calculating G0W0 and GW0 with self-consistent energies.
Abinit is capable of the calculating GW-corrected wave functions self-consistently. For
Wien2k, the codes exciting, GAP and GAP2 can be used. For QUANTUM ESPRESSO,
the codes Yambo [79] and BerkeleyGW [28] can be used.
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3.2 ULMIC
The interface to the density functional theory data, as well as an implementation of the
equations of motion have been written to the package ulmic. The code is designed for max-
imum portability, and is available on the Python Package Index repository. It includes just-
in-time compilation (JIT) to increase performance and message passing interface (MPI) to
account for scalability.
As mentioned earlier, the purpose of ulmic is to take advantage of the existing codes
and frameworks that are concerned with calculating material properties ab initio, and use
DFT to calculate real-time optical responses for short, intense laser pulses.
As an example, the code can be used to calculate the dynamics of electrons in a GaAs
crystal under the exposure of a infrared pulse in the velocity gauge as:
#! / usr / env / python
from ulmic import Medium, Pulses UltrafastLightMatterInteraction
medium = Medium(’GaAs.hdf5’)
pulse = Pulses([’default IR’])
time = np.linspace(−200,200,100)
ulmi = UltrafastLightMatterInteraction(medium,pulse,time)
result = ulmi.run stepwise(’vg’,’tdse’)
The code has also been set up for visualizing equilibrium properties of the density functional
theory data stored in the hdf5 files that can be generated from the data from the external
codes:
#! / usr / env / python
from ulmic import Medium
medium = Medium(’GaAs.hdf5’)
medium.show.band structure()
medium.show.susceptibility()
medium.show.berry curvature path()
medium.show.berry curvature plane()
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3.2.1 Overview
The ulmic code is composed of a set of independent modules. The main modules are the
following ones:
• Medium: All relevant data obtained from density functional theory calculations
are stored in standardized hdf5-format[34]. The Medium module is responsible for
reading the hdf5-file and storing data derived from the raw input data. The module
also contains methods for manipulating the data, methods for calculating equilibrium
properties such as the optical susceptibilities, methods for checking the completeness
of the basis, such as convergence and sum rules, and methods for visualization of e.g.
band structures.
• Pulses: This module contains the methods necessary for evaluating the electric
fields. Fields can either be defined in terms of analytical functions or read from a
file. The method is also designed to manipulate experimentally measured fields read
from a file to ensure their temporal and spectral properties are well-behaved.
• UltrafastLightMatterInteraction (ULMI): Provide numerical implementations
for solving the equations of motion for the wave functions and for density matrices.
The numerical results are contained in an object that contains method for further
post-processing.
• Analyse: Used for analyzing results from a calculation. This generally involves
visualization of the time- and frequency response, as well as verifying the self-
consistency of the results by comparing observables that can calculated in multiple
gauge-dependent ways.
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Medium ULMI Pulses
Exp. pulsesDFT
External souces
Result Analyse
Figure 3.1: Schematic overview of the modules that are part of ultra-fast light-matter
interaction code, ulmic. External sources refer to online repositories such as the Novel
Materials Discovery Laboratory (NOMAD) [87] from which references to converged DFT
solutions can be obtained. DFT data is processed by the Medium module, and exper-
imentally measured pulses by the Pulses module. Both modules are used for the core
UltrafastLightMatterInteraction module. Numerical solutions are afterwards processed by
the Result and Analyse modules.
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3.2.2 Implementation and scaling
The main task of ulmic is to solve the equations of motion, namely the time-dependent
Schro¨dinger equation (TDSE) and the master equation. In the Schro¨dinger picture the
TDSE has the generic form
i~
d
dt
|unk〉 = (Hˆ0,k + Hˆint,k(t))|unk〉. (3.3)
The electrons evolve with a stationary phase which depends on their particular energy.
As the span of energies can be large, the phase of some of the electronic states oscillates
rapidly at a frequency of up to ωmax = (maxn,k{Enk} − minn,k{Enk})/~. The oscillation
period sets an upper limit on the allowed step size ∆t ∼ 1/ωmax. To reduce the influence of
the rapidly evolving wave functions on the numerical stability it is beneficial to transform
the equation to the interaction picture:
i~
d
dt
|u˜nk〉 = eiHˆ0,ktHˆint,k(t)e−iHˆ0,kt|u˜nk〉. (3.4)
In the interaction picture, the rapidly evolving phases only appear in the interaction Hamil-
tonian. This allows for arbitrarily large time steps whenever the field is not present, i.e.
at times when Hˆint,k = 0. The wave functions are expanded in the basis of Kohn-Sham
orbitals
|u˜nk(t)〉 =
∑
n
cmnk(t)|u˜0mk〉. (3.5)
Velocity gauge Hamiltonian
In the velocity gauge Hˆint,k =
e
m
A(t) · pˆk + e
2
2m
A2(t), and the equations of motion reduce
to a set of ordinary differential equations for the expansion coefficients:
i~
d
dt
cmnk(t) =
∑
l
hnl(t)cl(t). (3.6)
where hnl(t) = [e
iHˆ0,ktHˆint,k(t)e
−iHˆ0,kt]nl. For fully occupied valence bands, the initial con-
ditions are |cmnk(t0)| = δnm for n < NV .
The ordinary differential equations can be solved using a Runge-Kutta scheme, which
is an explicit, non-unitary scheme and is accurate to fourth order, O(∆t4). If unitarity is
important, an exponential scheme can be employed to arbitrarily high order:
Hˆ = Hˆ(t)− 1
2!
dtHˆ ′ +
1
3!
dt2Hˆ ′′ +
i
12
dt2[Hˆ, Hˆ ′] + ... (3.7)
Solving the TDSE using an explicit scheme yields a scaling of O(NkNvN2b ). It is dominated
by matrix-vector multiplication. For master equation approaches, the scaling is O(NkN3b )
as it is dominated by matrix-matrix-multiplication.
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Semiconductor Bloch equations
In the length gauge Hint,k = −eF(t) · r, and the coordinate operator can be written in
terms of a derivative operator with respect to the crystal momentum. If the derivative
operator can be expressed as a finite difference, the equations of motion become partial
differential equations that are linear in the expansion coefficients cmnk(t). This is the case
with the semiconductor Bloch equations introduced in Eq. 2.4, and a numerical scheme
like the Crank-Nicholson scheme is well suited for solving the partial differential equations.
Implicit methods, such as the Crank-Nicholson, can be unitary, and designed for par-
tial differential equations, but require solving a matrix equation at every time step. The
Crank-Nicholson method is best suited for one-dimensional systems where the wave func-
tions are smooth functions of the crystal momentum. A drawback of the Crank-Nicholson
scheme is that each time step is only accurate to second order in time, i.e. O(∆t2). As the
dynamics is driven by a strong electric field, more accurate schemes are desirable.
Covariant derivative-based Hamiltonian
When using the covariant gauge calculated from the polarization in Eq. (2.22) the equa-
tions of motion are no longer linear in the expansion coefficients, and a numerical scheme
that can handle non-linearities is required. Such a scheme could be a Runge-Kutta scheme,
even if such schemes are generally not suitable for solving partial differential equations. If
decoherence is present, the calculations involve singular value decompositions, which also
scale as O(NkN3b ) [118].
The covariant derivative is used to calculate the geometric phase, and the accuracy of the
geometric phase depends on the discretization in k space. The phase can either be evaluated
as a line integral in space by multiplying the matrices in Eq. (2.18) before calculating the
determinant, or by evaluating the determinant at each k point using only the information
of the nearest neighbor. The latter approach is more suited for parallel implementations,
and is therefore employed here. For the calculation of the k-dependent phase-contributions
to the geometric phase, only the nearest-neighbor overlaps are required:
φ
(2)
kn
= 〈ukn|ukn+1〉 − 〈ukn|ukn−1〉+O(∆k2). (3.8)
The phases can be calculated to higher order as well, but this also requires information
from the second-nearest neighbors [88]:
φ
(4)
kn
=
[
4
3
〈ukn|ukn+1〉 −
1
6
〈ukn|ukn+2〉
]
−
[
4
3
〈ukn|ukn−1〉 −
1
6
〈ukn|ukn−2〉
]
+O(∆k4) (3.9)
To be compatible with standard DFT packages only the nearest-neighbor overlaps are re-
quired as input data for ulmic. The second-nearest neighbor overlaps can be constructed
directly from successive calculations of nearest-neighbor overlaps, if the basis at every k
point is sufficiently complete. If the basis is not sufficiently complete, inaccurate values of
3.2 ULMIC 47
the second-neighbor overlaps can cause the high-order finite derivatives to be less accurate
than the first-order scheme.
Calculating the current and polarization from the geometric phase has one obvious draw-
back compared to determining them from the velocity operator. The intraband contri-
bution is no longer guaranteed to be constant when implemented on a finite k mesh. In
contrary, if ∆E is the typical energy difference between neighboring k points, the intraband
current will oscillate with periods of (~/∆E), which necessitates the use of a fine mesh.
Similarly, the polarization that can be evaluated from the geometric phase is necessarily
bounded from above. I.e. a constant, finite residual current causes the polarization to
increase linearly with time, but constant currents cannot be supported indefinitely for a
finite set of k points when the contribution from each point oscillates with time.
48 3. Numerical implementation
3.2.3 Convergence
One way of determining the accuracy of the obtained solutions is to check for the self-
consistency of the input parameters. The diagonal momentum matrix elements can be
calculated from the spatial derivative of the wave functions or from the derivative of the
energy bands with respect to the crystal momentum:
pnnk = 〈ψnk| − i~∇|ψnk〉 = 〈ψnk|[Hˆ, rˆ]|ψnk〉 = ∇kEn(k). (3.10)
This can be used to check that the a calculation of the diagonal elements of the momentum
operator in real space at a single k-point is consistent with the derivative of the energies
in reciprocal space.
Likewise, the effective mass can be calculated at every k-point in order to verify the
Thomas-Reiche-Kuhn sum rule. The effective mass is calculated as the second deriva-
tive of the energy, or equivalently as the first derivatives of the diagonal elements of the
momentum matrix:
∂2
∂ki∂kj
En(k) =
∂
∂ki
pj,nn =
∂
∂kj
pi,nn =
1
mij
(3.11)
The Thomas-Reiche-Kuhn sum rule introduced in Eq. (1.27) is said to be satisfied if:
fTRK(E, p,k, α, β) =
∣∣∣∣∣ 2m∑
l
pink,αp
∗
jlk,β
Enk − Elk − δij +m
∂2Enk
∂kα∂kβ
∣∣∣∣∣ < εTRK (3.12)
for a given tolerance εTRK. If the sum is truncated at a fixed band index N , the rule is
necessary violated, but N can be chosen sufficiently large that the sum rule is satisfied for
the lowest band. Bands with an index close to N necessarily violates the sum rule. For
α = β and n = N , the sum in Eq. 3.12 consists purely of negative contributions. Therefore,
effective masses predicted from the momentum matrix elements deviate significantly from
the actual effective masses.
The Thomas-Reiche-Kuhn sum depends on the fundamental operator identity:
rˆpˆ− pˆrˆ = i~, (3.13)
which may also be evaluated directly for the time-dependent wave functions. Once the
basis is truncated the identity is necessarily violated. The Thomas-Reiche-Kuhn sum rule
is ideal for evaluating the identity for the individual bands, whereas Eq. (3.13) can be
evaluated at any point in time during the excitation process. The identity yields an effec-
tive number of valence electrons, which is also often used as a measure of convergence in
density functional theory calculations. The benefit of introducing the concept of effective
number of electrons in electrodynamical calculations is that it may be used to make results
obtained with only a small number of bands more reliable.
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If a high degree of self-consistency has been reached, it is possible to determine ener-
gies and momentum matrix elements of the wave functions with a crystal momentum of
k + ∆k using only the values for wave functions with at crystal momentum of k. This
extrapolation procedure introduced in Eq. (1.30) serves as an alternative to e.g. Wannier
interpolation:
Hˆ ′k(∆k) = Hˆk +
1
2
∆k2 + ∆k · pˆk. (3.14)
The extrapolation of band energies does not only allow for obtaining a finer k mesh. It also
allows for the possibility to check whether velocity-gauge calculations can be expected to
be converge with respect to the number of bands for a given field strength. The deviation
between the energies extrapolated from a point k0 and the actual values determined from
density functional theory at k can be quantified as
δextra,mk =
∑
∆k′∈nNN
∣∣∣E˜mk(∆k)− Emk+∆k∣∣∣ (3.15)
where E˜mk(∆k) is the mth eigenvalue of the displaced Hamiltonian Hˆ
′
k(∆k), nNN refers to
the n-nearest neighbors and Emk+∆k are the actual eigenvalues of the Hamiltonian Hˆk+∆k.
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Local potentials
While the code is designed for ab initio input data, it is very instructive to calculate
responses from electrons in analytical potentials. The cell-periodic part of the wave function
can be calculated as eigenfunctions to the field-free Hamiltonian:[
(pˆ + ~k)2
2m
+ V (r)− Enk
]
unk(r) = 0. (3.16)
For a numerical implementation, it is convenient to expand the cell-periodic Bloch functions
in a set of basis functions. A convenient choice is plane waves, and the number of basis
functions is related to the maximum value of G to be included in the expansion, which
determines the cutoff-energy of the expansion:
ujk(r) =
∑
G
cj,Gke
i2pir·G =
∑
nml
cj,nmlke
i2pir·(nG1+mG2+lG3), (3.17)
where G = nG1 + mG2 + lG3. For a local potential V (r), the solution can be found via
diagonalization of the Hamiltonian:
(2piG + k)2
2m
cj,nmlk +
∑
G′
∫
V
V (r)ei2pir·(G
′−G) drcj,n′m′l′k = Enkcj,nmlk (3.18)[
(2pi(nG1 +mG2 + lG3) + k)
2
2m
cj,nmlk (3.19)
+
∑
n′m′l′
∫
V
V (r)ei2pir·((n
′−n)G1+(m′−m)G2+(l′−l)G3) drcj,n′m′l′k
]
= Enkcj,nmlk (3.20)
A simple approach to measure degree of convergence  of the wave functions with respect
to the cut-off energy and the resolution of the spatial grid, is to apply the real space
Hamiltonian Hˆk(r) to the wave functions, i.e.  = |unk(r)−Hk(r)unk(r)/Enk| for Enk 6= 0.
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3.3 Convergence test in 1D
To verify that solving the equations of motion in the length and velocity gauge yield the
same results, the dynamics for a one-dimension system is calculated. The optical current
induced by a few-cycle pulse is determined using the momentum operator and the geometric
phase formalism. For the sake of simplicity, the one-dimensional potential is defined as
V1D(x) = −
∞∑
n=−∞
V0sech
(
x− nalat
a0
)
, (3.21)
and the stationary solutions are calculated through an exact diagonalization of the Bloch
functions expanded in a basis of plane waves. The real space contains 800 points per unit
cell, and a basis of 41 plane waves is used. For V0 = 1.0, alat = 5.0 and a0 = 0.2 the band
gap between the two lowest bands is 7.3 eV. The electrons are taken to be spinless, and
the lowest band is taken to be filled, while all other bands are empty. For γ = 0.1 the
dephasing time at the position of the minimum band gap is 6.7 fs according to Eq. (2.39).
The electric field is derived from a Gaussian function
E(t) =
Emax
ω
d
dt
(
e
−2ln2 t2
t2
FWHM sin(ωt)
)
(3.22)
which ensures that the definite integral over the electric field over all times vanishes. The
electric field parameters are taken to be ~ω = 1.6 eV and tFWHM = 2 fs, which causes the
spectrum of the pulse to be very broad as ωtFWHM ∼ pi. Field strengths up to Emax = 1.5
V/A˚ are used, as this is sufficiently strong to accelerate the electron across half the Brillouin
zone, i.e. qEmaxalat/ω~ ∼ pi.
Hartree atomic units are used for the rest of the section unless the unit is specifically
stated. For this convergence study, non-ionizing high harmonic generation is considered,
as this is a phenomena that has been studied well in the literature [119], [56],[44].
The optically induced current is shown in Figure 3.2 (a). High order harmonics are
generated as excitations interact with the electric field, while the current oscillates and
decay to a constant value after the external field vanishes. The current is, however, unsuited
for obtaining a power spectrum, as it generally has a finite value after the pulse. In
contrast, the acceleration decays to zero in the presence of dephasing, which makes it a
better choice for obtaining a smooth spectrum. The power spectrum of the corresponding
acceleration is show in Figure 3.2 (b) for different field strengths. A clear transition can
be seen from the regime of perturbative harmonics at a field strength of 0.1 V/A˚, to
plateaus characteristic of non-perturbative harmonic generation at 0.5 V/A˚. Finally, a
fully developed non-perturbative response that forms a continuous spectrum of harmonics
is observed at field strengths 1.5 V/A˚.
As has been pointed out in previous papers [147], the appearance of additional plateaus
can be explained by the presence of multiple conduction bands. The plateau that appears
in the calculation for Emax = 0.5 V/A˚ in the region 15 eV - 25 eV disappears if the
calculation would be limited to only include a single conduction band.
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Figure 3.2: (a) Time-resolved induced current for the ground state subjected to a pulse
with a peak electric field strength of 1.5 V/A˚. Power spectrum of the acceleration for pulses
of varying peak field strength. In both plots an excellent agreements between the length
gauge (blue, red) and velocity gauge (green, black) and between the current obtained via
the velocity operator (blue, green) and the geometric phase (red, black) are observed.
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Figure 3.3: Distributions of electrons in the conduction bands (CB) after excitation by a
pulse with Emax = 1.5V/A˚ according to a velocity gauge calculation (colored, solid lines)
and length gauge calculation (black, dashed lines).
The distributions of electrons at the end of the pulse is shown in Figure 3.3. The
excellent agreement of the results obtained in the two gauges, despite the presence of
dephasing, confirms that the proposed approaches do not break gauge invariance.
A comparison of results obtained with the Monte Carlo Wave Function method to
those obtained using the deterministic methods is shown in Figure 3.4. For the chosen
field strength of 1.5 V/A˚, the spectrum in Figure 3.4(b) converges fast for photon energies
up to ≈ 20ω0. Because of the high field strength, the peak at the fundamental frequency
splits into two separate peaks [85]. As quantum jumps lead to discontinuities in either
the observables or their derivatives, their frequency spectra contain noisy components.
Consequently, it is necessary to take an average over many runs. The results shown here
is an average of the optical response over 200 runs, and is reasonably converged when
compared to the response from the deterministic master equation approach. As expected,
the results converge as
√
Nrun, and this behavior is observed in Figure 3.4(c). The method
is therefore less suited for analyzing low-magnitude high-frequency components. As only 8
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Figure 3.4: (a) Time-resolved induced current for the ground state subjected to a pulse
with a peak electric field strength of 1.5 V/A˚. Power spectrum of the acceleration for pulses
of varying peak field strength. In both plots an excellent agreements between the length
gauge (blue, red) and velocity gauge (green, black) and between the current obtained via
the velocity operator (blue, green) and the geometric phase (red, black) are observed.
bands were necessary for convergence in this one-dimensional example, the MCWF method
did not outperform the master equation approach in terms of computation time.
Uniform decoherence rates
To demonstrate that the use of uniform dephasing rates in the velocity gauge corresponds to
a field-dependent dephasing mechanism that is difficult to interpret, the results presented
in Figure 3.2 are now calculated with constant off-diagonal decay rates for the density
matrix. All of the states are chosen dephase at a rate
LLG(ρ)ij = LVG(ρ)ij = γ0ρij(1− δij) (3.23)
where δij is the Kronecker symbol. As the dephasing terms are not gauge-invariant, the
two master equations do not correspond to the same physical system, so the dielectric
response is expected to be visibly different. Although terms that break gauge invariance
are of limited interest from a physical point of view, the results may still be of relevance
as such dephasing terms are frequently encountered in the literature.
The dephasing rate is taken to be γ0 = 2.1 fs
−1, which corresponds to the energy-
dependent dephasing rate from the previous section evaluated at the average energy differ-
ence between the valence band and lowest conduction band. The outcomes of solving the
master equation with these new terms are shown in Figure 3.5. The time-dependent elec-
tric currents are visibly different. In the spectral domain, the two new energy-independent
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Figure 3.5: (a) Optical current evaluated with the dephasing rates given in Eq. (2.40)
(blue), and evaluated using constant dephasing rates in length gauge (red) and velocity
gauge (green). (b) Spectral components of the corresponding accelerations.
dephasing models produce spectral intensities that significantly exceed those presented in
the Figure 3.2, especially at the high frequencies (ω > 25ω0). The fact that the spectral
intensities are higher is not surprising, as those oscillations are damped much faster when
using energy-dependent dephasing rates. Interestingly, the amplitude of the current is sig-
nificantly larger when using constant decay rates for to model dephasing in the velocity
gauge. Comparing the spectrograms shows that the length-gauge result and the velocity-
gauge result are qualitatively similar at high frequencies, but that the velocity-gauge result
overestimates the peak at the fundamental band gap by almost two order of magnitudes
in comparison to the length-gauge result.
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3.4 Adiabatic corrections
In order to improve run-time performance of calculations in the velocity gauge, it is relevant
to examine if the requirement of using a large basis set can be relaxed under certain, non-
trivial conditions. The velocity gauge usually demands a basis with many more states
than length-gauge or Houston-basis simulations [148]. The purpose of this section is to
derive analytical corrections to the polarization response evaluated with a relatively small
number of bands, and to test range of validity of this approach. It is shown that it works
well for strong fields for one-dimensional potentials [150].
One of the advantages of the velocity gauge, in contrast to the length gauge, is that
an external field does not break the spatial periodicity. Since the periodicity of the lattice
potential is preserved, the Bloch theorem applies to both Hˆ0 and Hˆ(t), where
Hˆ(t) = Hˆ0 + Hˆint = Hˆ0 +
e
m
A(t) · pˆ + e
2
2m
A2(t). (3.24)
On the other hand, the use of a truncated basis eventually leads to numerical artifacts
if a constant field is applied. This fact can be made clear by representing the constant,
homogeneous electric field in the velocity gauge A(t) = −F0t and calculate the displaced
Hamiltonian
ei
q
~F0·rˆtHˆ(rˆ, pˆ)e−i
q
~F0·rˆt = H(rˆ, pˆ− F0t) = H(rˆ, pˆ) + 1
2
(F0t)
2 − F0t · pˆ. (3.25)
The eigenvalues of the field-dependent Hamiltonian diverge for t→∞ if Hˆ and pˆ are finite-
dimensional matrices. For an infinite-dimensional matrices with matrix elements calculated
to infinitely high precision the eigenvalues would vary periodically in time according to the
equilibrium band structure.
The adiabatic corrections introduced in this section are also relevant regarding the is-
sue of diverging zero-frequency responses for e.g. the dielectric functions. Length gauge
calculations can produce reliable results with a relatively small number of bands because
information of band structure at points far away from the initial crystal momentum k0 is
accessed via the derivative operator, whereas velocity gauge calculations require a large
number of bands because all information of band structures at every k-point is encoded
in the matrix elements at a single point. To achieve numerical convergence a much larger
basis is therefore expected to be required: NVG  NLG. If a large number of bands are
included, and the spectrum of transition energies vastly exceeds the frequency of the exter-
nal fields, a significant fraction of the dynamics may be expected to be adiabatic. In such
cases, the dynamics is simple to calculate, and a simple approximation to the untruncated
basis may be found.
As a first step, the corrections are assumed to be a function of the instantaneous vec-
tor potential only. The approximation is expected to hold for any function A(t), and one
may choose the function to be
A(t) = Re
[
aeγt−iω0t
]
. (3.26)
56 3. Numerical implementation
All electrons are assumed to initially reside in completely filled valence bands. Since the
valence bands are separated from the conduction bands by an energy gap, the current is
expected to be bounded for a sufficiently low frequency:
lim
γ→0+
lim
ω0→0
j(t) ≡ 0. (3.27)
The response that naively can be calculated for a truncated basis jNdiffers from the actual
response that would be calculated with a complete basis set j. The difference is denoted
∆jN :
∆jN = lim
γ→0+
lim
ω0→0
[
j(t)− jN(t)
]
= − lim
γ→0+
lim
ω0→0
jN . (3.28)
I.e. the actual response vanishes, while the response for for a truncated basis is expected
to be non-zero. In the adiabatic limit, ∆jN is a function of A(t).
The first-order correction to the current density is straightforwardly calculated using first-
order perturbation theory. To first order, the time-dependent coefficients of the wave
functions expressed in the basis of stationary states are
c
(n)
qk (t) ≈ e−
i
~ n(k)tδqn − e
2~m0
e(γ−
i
~ n(k))t
(
e−iω0t
(
pqn(k) · a
)
ωqn(k)− ω0 − iγ +
eiω0t
(
pqn(k) · a∗
)
ωqn(k) + ω0 − iγ
)
, (3.29)
where the transition frequencies ωqn are expressed in terms of the band energies q:
ωqn(k) =
q(k)− n(k)
~
. (3.30)
Using a∗ = 2A(t)e−γt−iω0t − ae−2iω0t and taking the limit ω0 → 0, the current for each
valence ban n reduces to
lim
ω0→0
jnk = − e
m0
pnn +
e2
m0
A− 2e
2
~m20
∑
i
Re
[
(ωin + iγ)
(
pin ·A
)
pni
]
γ2 + ω2in
+O (A(t)2) . (3.31)
To obtain the dielectric response, the current is summed over all occupied bands. As long
as γ remains finite, all potentially divergent terms arising due to degeneracies cancel. After
the cancellation, one can take the limit γ → 0+. Summing over all bands and integrating
over the first Brillouin zone results in the following expression:
lim
γ→0+
lim
ω0→0
j ≈− e
m0
∑
n∈VB
∫
BZ
d3k
(2pi)3
pnnk
− e
2
m0
∫
BZ
d3k
(2pi)3
{
NVBA− 2
m0
∑
n∈VB
∑
i 6=n
Re
[(
pni ·A
)
pin
]
~ωin
}
. (3.32)
The first term on the right-hand side of this expression vanishes as pnnk = ∇knk are odd
functions in k due to the energy bands nk being even functions in k whenever time-reversal
symmetry is present. The second term is of the form
2Aα
m0
∑
n∈VB
∑
i 6=n
Re[pnik,αpink,β]
~ωin
. (3.33)
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The Thomas-Reiche-Kuhn sum rule dictates that such terms vanish when integrated over
the whole Brillouin zone. If the basis used for calculating the electric responses is truncated,
the sums do not vanish, and it will therefore be a source of spurious currents.
Consequently, a truncated basis demands that a correction term has to be introduced to
counter the terms that no longer cancel out. For a calculation with N bands the correction
terms to first order is therefore:
∆j(1) =
e2
m0
∫
BZ
d3k
(2pi)3
{
NVBA− 2
m0
∑
n∈VB
N∑
i 6=n
Re
[(
pni ·A
)
pin
]
~ωin
}
. (3.34)
If the crystal symmetry demands that the electric current must flow along the laser polar-
ization, then Eq. (3.34) is equivalent to substituting the actual number of valence bands,
NVB, with an effective one, N
eff
VB. Indeed, by multiplying both sides of Eq. (3.34) with A
and relying on ∆j(1) ‖ A, one may obtain
∆j(1) = A(t)
e2
m0
∫
BZ
d3k
(2pi)3
{
NVB − 2
m0
∑
n∈VB
N∑
i 6=n
∣∣∣eL · pin∣∣∣2
~ωin
}
, (3.35)
where eL is a unit vector pointing along A. Therefore,
N effVB =
2
m0
∑
n∈VB
N∑
i 6=n
∣∣∣eL · pin∣∣∣2
~ωin
. (3.36)
Comparison of this expression with Eq. (2.28) illustrates that the correction amounts to
substituting A(t) with A(t)N effVB/NVB. For elliptically and circularly polarized external
fields, the factor N effVB may be a time-dependent function due to the changing direction of
the field.
3.4.1 Demonstration for one-dimensional potential
In order to demonstrate that a reduction in conduction bands can be achieved without
compromising convergence, the proposed approximation is used when calculating the re-
sponse for a one-dimensional system. Compared to a system with three spatial dimensions,
this arrangement requires significantly less computational resources to obtain a fully con-
verged solution. The corrections to the current density can be written as an expansion in
powers of the vector potential:
∆j(t) =
∑
n
cnA
n(t). (3.37)
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The procedure used to generate the first-order correction in the previous section can be
generalized to generate higher orders as well. The three lowest order corrections are [150]:
c1 =
e2
m0
∫
BZ
dk
2pi
{
NVB − 2~m0
∑
n∈VB
N∑
i 6=n
|pin|2
ωin
}
, (3.38)
c2 =
3e3
~2m30
∑
n∈VB
∫
BZ
dk
2pi
{
N∑
i 6=n
N∑
j 6=n
pijpnipjn
ωinωjn
− pnn
N∑
i 6=n
|pin|2
ω2in
}
, (3.39)
c3 = − 4e
4
~3m40
∑
n∈VB
∫
BZ
dk
2pi
{
N∑
i 6=n
N∑
j 6=n
N∑
`6=n
Re[pjipinp`jpn`]
ωinωjnω`n
− (3.40)
N∑
i 6=n
N∑
j 6=n
(ωin + ωjn)
(
|pinpjn|2
2
+ pnn Re[pijpnipjn]
)
ω2inω
2
jn
+ p2nn
N∑
i 6=n
|pin|2
ω3in
}
. (3.41)
These coefficients only depend on the equilibrium properties of the solid and the initial
distribution of electrons in reciprocal space. I.e. they are independent of the laser pulse
parameters.
Atomic units are used in the following for the numerical results, i.e. ~ = e = m0 = 1,
unless specified otherwise. The lattice potential is taken to be noncentrosymmetric
V (x) =
∑
q
{
−2.2
(
1− tanh(0.9(x− qa))2)+ 0.01 sin(2pi(x− qa)
a
)}
. (3.42)
where a = 9.45 a.u. = 5 A˚ is the lattice constant. The lowest two energy bands are taken to
be fully occupied. This ensures that the most energetic valence band electrons are located
at the Γ-points, i.e. at k = 0. The energy gap between the second and the third bands
equals 3(0) − 2(0) = 9 eV, which is close to the band gap of quartz. For the numerical
results presented in this section 61 uniformly spaced crystal momenta were included, and
conduction bands with energies up the cut were included. The cut-off energy is calculated
from the bottom of the lowest conduction band. The vector potential is given by:
A(t) = −θ(τL − |t|)E0
ω0
cos4
(
pit
2τL
)
sin(ω0t), (3.43)
where E0 is the maximum amplitude of the electric field, ω0 is the central frequency of the
laser pulse, θ(x) is the Heaviside step function, and τL is related to the full width at half
maximum of the envelope of A2(t):
τFWHM =
4τL
pi
arccos
(
2−1/8
)
. (3.44)
The photon energy is ~ω0 = 0.06 a.u. = 1.65 eV, which corresponds to a central wavelength
of 750 nm. The width of the pulse is τFWHM = 4 fs.
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Figure 3.6: The electric current density evaluated for pulses with peak electric fields of
(a) 0.1 V/A˚ and (b) 1 V/A˚. The grey curves show current densities evaluated with a cut-
off energy that was sufficient for convergence without corrections (2391.4 eV). The other
curves represent outcomes of TDSE simulations with cut = 25 eV without corrections
(green dash-dotted curve), with the first-order correction (solid blue curve), and with the
correction terms up to the third order (red dashed curve).
The aim of the numerical results is to show that accurate results can be obtained with
less computational resources when the correction terms are applied. To this end, the op-
tically induced current is shown in Figure 3.6 (a) for E0 = 0.1 V/A˚ and Figure 3.6 (b)
for E0 = 1.0 V/A˚. In both cases the current density is multiplied by a constant factor
σ = 0.1533(nm)−2 such that the refractive index at the central laser wavelength equals
nref = 1.47, which is the refractive index of thin-film fused silica at 750 nm [37]. It
also allows for expressing the current as a three-dimensional current density with units of
e/(nm2 fs). The current density labeled as “accurate” is calculated with a cut-off energy
of cut = 2391.4 eV, which corresponds to using 40 energy bands. This value of cut is
sufficiently large that the results are converged with respect to the number of bands. The
other curves are evaluated for cut = 25 eV, which corresponds to only keeping the lowest
three conduction bands of the one-dimensional model in the simulation. When using such
a small number of number of conduction bands, the sum rules are far from being satisfied,
and the real-time response deviates significantly from the converged result. Including the
first-order correction, specified by Eqs. (3.37) and (3.38), greatly improves the accuracy.
For a peak electric field of E0 = 1.0 V/A˚, significant deviations to the converged results
occur when using the first-order correction, but the deviations are further reduced when
the third-order correction are included as well. The second order corrections vanish for
systems where both the energy bands and the distributions of electron are symmetric func-
tions of k. This demonstrates that the corrections are useful for predicting both simple
linear optical responses and highly nonlinear responses. As the corrections are adiabatic,
they only affect the response for times where the vector potential is present.
In order to further quantify the significance of the correction terms, the relative devia-
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Figure 3.7: Discrepancies between accurate and approximate current densities evaluated
using Eq. (3.45) for (a) E0 = 0.1 V/A˚ and (b) E0 = 1 V/A˚. The results presented here
were obtained with cut = 25 eV.
tion between the converged current j(t) and a current j[cut](t) obtained using bands up
to cut is defined as:
δ[cut] =
maxt |j(t)− j[cut](t)|
maxt |j(t)| . (3.45)
The deviation as a function of cut is shown in Figure 3.7 for E0 = 0.1 V/A˚ and E0 = 1.0 V/A˚.
For the moderately strong peak field equal to E0 = 0.1 V/A˚, the first-order correction re-
duces δ by two orders of magnitude for cut-off energies above 25 eV. The third-order
correction decreases the discrepancy even further, with the improvement being best for
high cut-off energies.
The improvement due to the analytical corrections is less dramatic at the higher field
strength E0 = 1 V/A˚, but the third-order correction roughly reduces the deviation by an
order of magnitude. The dependency on the cut-off energy is shown for a continuous range
of electric fields strengths in Figure 3.8. In panel (a) only the first-order correction is ap-
plied, while both first- and third-order corrections are applied to the current in panel (b).
The results show that it is indeed possible to significantly increase the accuracy of results
obtained in the velocity gauge with the help of correction terms when the sum rules are
not satisfied. This is important since numerical implementations require a truncation of
the basis, and thus invariably violate the sum rules .In calculations done for three spatial
dimensional it may also be necessary to truncate the number of bands due to constraints
on computational resources. Surprisingly, the deviation does not decrease monotonously
with the cut-off energy cf. Figure 3.7, and for a few selected cut-off energies the it doesn’t
increase monotonously with the field strength, cf. Figure 3.8. The success of the correc-
tions indicate that further developments in this direction can reduce the computational
load even further. It is encouraging that the success of the correction terms is not limited
to linear responses. While the method was developed by considering the static limit of
the electric fields, the numerical demonstration proves that the approach is relevant for
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Figure 3.8: The discrepancy, δ, between the accurate current density and that evaluated
with corrections up to (a) the first and (b) the third order.
femtosecond pulses in the near-infrared regime. Generalizations to systems with partially
filled bands are also possible.
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3.5 Conclusion
Numerical considerations for solving the time-dependent Schro¨dinger equation and the
master equation for electrons subject to strong, time-dependent electric fields were pre-
sented. The approaches discussed here have been implemented in the publicly available
open-source package ulmic. This includes a new scheme for calculating the dynamics of
mixed quantum states in the length gauge, which was introduced in Chapter 2.
Numerical results for optical excitation of electrons in one-dimensional potentials were pre-
sented. In contrast to electrons in three-dimensional potentials, convergence of the optical
response could readily be obtained to a very high degree. An excellent agreement between
results obtained in the velocity gauge using conventional approaches and the length gauge
was demonstrated. It was also verified that the electric current in both cases could be
determined from two numerically independent operators for mixed systems. Consequently,
these demonstrations also confirmed the usefulness and the gauge-invariance of Lindblad
operator that can be constructed from the field-free Hamiltonian.
In order to reduce the computational load for calculations with non-vanishing vector poten-
tials, the Monte Carlo Wave Function method was shown to work in the strong field regime.
Adiabatic corrections were also considered, and demonstrated to work well in reducing the
computational requirements for modeling electrons in one-dimensional potentials.
Chapter 4
Strong-field, resonant excitations of
semiconductors
Resonant excitations can be simple in atomic systems, and the optical response of a semi-
conductor bears strong resemblance to that of an atomic system in certain regimes. How-
ever, the high density of electrons in solids leads to an absence of discrete, clearly separable
energy levels. Moreover, the strong coupling to the environment limits the duration over
which quantum coherence is preserved, and it is generally orders of magnitudes shorter
than for atomic systems. The microscopic dynamics are therefore more complex than that
of atomic systems, but understanding the optical responses for semiconducting media is
important for developing electro-optical semiconducting devices.
While several studies in the recent years focused on light-solid interactions dominated
by either interband or intraband dynamics, the aim of this chapter is to consider a regime
where both effects are present. To this end, numerical calculations are carried out to
model the interaction of a strong, resonant few-femtosecond pulse with bulk GaAs. Both
excitation dynamics and generation of optically induced currents are examined in detail.
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4.1 Introduction
Recent papers on strong-field interactions of short pulses have dealt with systems where
none of the spectral components of the pulse were in resonance with the fundamental
band gap [41, 103, 109, 64, 108, 105, 78, 126, 53, 127]. In those studies the band gap
of the medium was several times larger than the central frequency of the light. Conse-
quently, the absorption of several photons is needed to excite an electron to a conduction
band. To first order, such materials are transparent with respect to the incoming light,
and the light-induced processes are largely reversible due to the inefficient excitation pro-
cess [103, 109, 108]. A plausible explanation why non-resonant cases were mostly studied is
that materials would undergo irreversible structural changes and ultimately get ablated if
resonant excitations at these field strengths were considered. For non-resonant transitions,
much higher field strengths can be applied before laser ablation occurs. Just below the
damage threshold, one may expect the interband and intraband dynamics to be strongly
coupled.
Gallium arsenide is a widely studied material, and it is well suited for studying resonant
excitations. It has an experimentally measured direct band gap of Eg = 1.42 eV at room
temperature, and this photon energy is readily accessible with existing laser technology.
When bulk GaAs is excited with a weak laser pulse with photon energy ~ωL = Eg, the
excitation dynamics is mostly limited to electrons at the band edge. The dynamics for
those electrons resembles that of electrons in an atomic system, because of the negligi-
ble importance of intraband motion. The dynamics is then dominated by the interband
response and characterized by the Rabi frequency:
~ωRabi = dcvF0, (4.1)
where F0 is the field strength and dcv is the dipole moment between the lowest conduction
band and the uppermost valence band. Analytical solutions exist for low field strengths
where ~ωRabi  Eg, but these solutions are only relevant for atomic systems, as they require
the coherence time to be much greater than the duration of an optical cycle. At high field
strengths, i.e. ~ωRabi ∼ Eg the dynamics is highly nonlinear, and this regime is referred to
as carrier-wave Rabi flopping. In this regime, it is insufficient to describe the electric fields
in terms of an envelope and a central frequency. The actual positions of the maxima of
the oscillating field become important, and the dynamics depend on the carrier-envelope
phase ϕCE. At such field strengths, a Rabi frequency can still be defined for the optical
transitions in a solid, but the significance of the individual Rabi frequencies between pairs
of states becomes less pronounced due to the number of closely-lying energetic states and
the k-dependence of transition matrix elements.
The intraband motion causes the crystal momentum of the electrons to change at a
rate proportional to the instantaneous field strength. As the Brillouin zone is periodic in
the crystal momentum, the frequency at which electrons traverse the Brillouin zone and
return to their initial crystal momentum is described by the Bloch frequency:
~ωBloch = eF0alat. (4.2)
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The effect of intraband motion is generally negligible when ~ωBloch  ~ωL because the field
changes reverses direction faster than a significant displacement in the Brillouin zone can
occur.
In order to observe resonant, strong-field interactions in solids, it is therefore necessary
that ~ωL ∼ Eg, and that neither the Bloch frequency nor the Rabi frequency are signif-
icantly smaller than the laser frequency. On physical grounds, it may be expected that
|dcv| ≈ ealat, as these quantities have the same dimensions, and are both related to the
dimensions of the unit cell potential. Consequently, the following relations hold in the
carrier-wave Rabi flopping regime for solids:
~ωBloch ≈ ~ωRabi ≈ Eg. (4.3)
Under these conditions, the intraband dynamics may fundamentally affect the resonant
excitation. This has been a hitherto unexplored regime, and will therefore be the focus of
this chapter. The resulting dynamics may, however, deviate significantly from the carrier-
wave Rabi flopping observed in atomic systems due to the interplay between interband
and intraband dynamics. The estimates presented here ignore many-particle effects such
as renormalization of the band gap that occurs during the build-up of charge carriers,
which is known to happen at high fields. However, the excitation process and the intraband
dynamics occur on time scales smaller than typical collision times, so the many-body effects
are presumed to be negligible.
Effects such as electron–electron collisions, momentum relaxation and recombination of
electrons with holes occur on different time scales. While electron–electron collisions occur
on time scales of 10 fs- 100 fs, relaxation of momentum occurs on time scales 100 fs - 1 ps,
and recombination typically occur on time scales of 1 ns, i.e.
τcoll  τrelax  τrecomb. (4.4)
Determining these decay times ab initio is a non-trivial task, and accounting for all of these
effects complicates the dynamics even further. When considering the response to a few-fs
pulses a phenomenological dephasing is expected to be a sufficient approximation to the
non-Hamiltonian part of the dynamics.
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Figure 4.1: Primitive unit cell of GaAs containing exactly one Ga atom and one As atom.
Inversion symmetry is visibly broken along the line intersecting both atoms.
4.2 Properties of GaAs and field parameters
GaAs is not only studied well, and used in many technological applications, it is also a
simple and representative semiconductor. Non-destructive measurements on GaAs were
carried out in the resonant regime at high field strengths [85], and measurements of the
damage threshold were considered in [54]. GaAs has a face-centered crystal structure, and
lacks a center of inversion symmetry. The primitive lattice vectors are
a1 = (0, alat/2, alat/2), a2 = (alat/2, 0, alat/2), a3 = (alat/2, alat/2, 0),
and the reciprocal lattice vectors are
b1 = (−2pi/alat, 2pi/alat, 2pi/alat), b2 = (2pi/alat,−2pi/alat, 2pi/alat),
b3 = (2pi/alat, 2pi/alat,−2pi/alat).
In reciprocal space, the fundamental band gap is located at the Γ = (0, 0, 0). The path from
the Γ-point to one of the high-symmetry points X = (2pi/alat, 0, 0), located at the border
of the first Brillouin zone, can be parameterized as λ(b2 +b3) for λ ∈ [0, 0.5]. Similarly the
path from Γ = (0, 0, 0) to L = (pi/alat, pi/alat, pi/alat) is parameterized as λ(b1 + b2 + b3).
Since the location of the Ga and As atoms in the reduced coordinates are rGa = (1/4, 1/4, 1/4)
and rAs = (0, 0, 0), the lattice potential along the direction a1+a2+a3 ‖ b1+b2+b3 ‖ ~|ΓL|
has no center of inversion. An electric field which is polarized along this direction can there-
fore lead to optical rectification and generate even-numbered harmonics. On the contrary,
the lattice potential has a center of symmetry along a2 + a3 − a1 ‖ b2 + b3 ‖ ~|ΓX| and no
even harmonics can be generated.
A significant reduction of the computation time can be achieved by considering the
dynamics along a single line in the Brillouin zone. This is possible as long as the exter-
nal field is linearly polarized and the calculations are done in the independent particle
approximation. The total three-dimensional response can in principle be obtained by per-
forming a series of one-dimensional calculations. In this work, only the line that intersects
the Γ-point at the centre of the Brillouin zone and one of the X-points at the border of
the first Brillouin zone is considered. Most of the electrons are expected to be excited
at the Γ–point, as this is the location of the fundamental band gap. As the direction of
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the electric field is parallel to this line in reciprocal space, only electrons with an initial
crystal momentum along this line will ever get accelerated to the Γ-point. Electrons with
an initial crystal momentum that is far from this particular line of crystal momenta only
undergo non-resonant dynamics. The residual excitation density away from the Γ-point is
therefore expected to be much lower.
Calculating the dynamics ab initio is composed of two steps. First, the valence and conduc-
tion band orbitals are calculated using Wien2k, and in the second step the master equation
is solved. The ground state wave functions in GaAs are calculated on a Monkhorst-Pack
grid with 16× 16× 16 k points using the LDA exchange-correlation potential. The band
gap is however only 0.41 eV, which is significantly less than the experimentally observed
value of 1.42 eV. Once a converged set of wave functions is obtained, the modified Becke–
Johnson Trans-Blaha potential is applied [123]. More specifically, the TB09 meta-GGA
exchange-correlation potential [123] was used together with spin-orbit coupling. This in-
creases the band gap to 1.55 eV, which is in much better agreement with experiments.
This value also happens to be close to the band gap measured at cryogenic temperatures,
which is 1.52 eV [15]. The most energetic valence bands and the lowest lying conduction
bands are shown in Figure 4.2 (a). The valence bands are referred to as the split-off band
(so), the light hole band (lh) and the heavy hole band (hh) in the literature, and the three
lowest conduction bands are here referred to as c1, c2 and c3. To calculate the dynamics in
the length gauge, it is however necessary to obtain the dipole matrix elements, which can
be constructed from the momentum matrix elements and the energies
dij(k) = ie~
pij(k)
m0[Ei(k)− Ej(k)] (4.5)
for i 6= j. Since only a single line in the Brillouin zone is considered, it is possible to find
a gauge in which the matrix elements are smooth functions of the crystal momentum. As
GaAs does not have a center of inversion, the matrix elements can be complex. If a center
of inversion symmetry were present, the phase ambiguity of the matrix elements can be
reduced to a factor of −1. Symmetry arguments can, however, still be applied, as the
crystal is symmetric with respect to inversion along the direction of the external electric
field. In this case, transition elements can be divided into real matrix elements that are
symmetric with respect to k and imaginary matrix elements that are antisymmetric with
respect to k.
After applying an iterative approach to find a smooth gauge, a spline interpolation
procedure is then applied to both energies and matrix elements. This is necessary to
resolve the k-dependent dynamics in details. The number of k points between the endpoints
Γ = (0, 0, 0) and Γ′ = (4pi/a) thus increases from 16 to 600. The dipole matrix element
magnitudes along this line are shown in Figure 4.2 (b) for the strongest coupled bands. It
shows that the transitions are strongest at the centre of the Brillouin zone.
The band structure is also used to obtain the reduced electron mass by fitting the
gap between the lowest conduction band and the light-hole band with a second-order
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(a) (b)
Figure 4.2: (a) The energies of the three highest valence bands (black) and the five lowest
conduction bands (red) of GaAs along the line from the Γ-point to an X-point. All of the
bands are doubly degenerate. (b) Magnitude of the dipole moments |dij(k)| for the most
important interband transitions.
polynomial within |k| ≤ 0.05kmax. The result is 0.053m0, which is in agreement with the
experimentally measured effective mass.
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In the second step, the dynamics is calculated using the semiconductor Bloch equations
in the form of the master equation with phenomenological dephasing:
∂
∂t
ρk,ij =
[
δij − 1
T2
+
i
~
(Eik − Ejk)
]
ρk,ij +
1
~
F(t) · (e∇kρk,ij − i[dˆ, ρˆk]ij). (4.6)
The diagonal elements of the density matrix, ni(k, t) = ρii(k, t), are dimensionless proba-
bilities to find an electron with crystal momentum k in band i. T2 is dephasing time and
e > 0 is the elementary charge. Since Eq. (4.6) is a first order, linear, partial differential
equation with periodic boundary conditions it is straightforward to solve the equation nu-
merically using the Crank-Nicholson scheme [25].
The electric field of the laser pulse in the medium F(t) is taken to be linearly polar-
ized along the Γ–X direction in the Brillouin zone of GaAs, where the X point is at
X = (kmax, 0, 0) = (1.11 A˚
−1
, 0, 0). The field projection on the Γ–X direction is denoted by
E(t) and its amplitude by E0.
It is desirable to study interactions for an electric field which has a bounded frequency
spectrum and an envelope with a single major peak. The field can therefore be defined to
have a compact support in the frequency domain, and a Nuttall window can be used to
reduce the magnitude of the pedestals in the time domain. An explicit expression for the
positive-frequency part of the pulse spectrum that satisfies theses requirements is
F˜ (ω) = F˜0 exp(iϕCE)w
[
(ω − ω0 + ∆ω)/(2∆ω)
]
, (4.7)
where ϕCE is the carrier-envelope phase. The Nuttall window is defined as
w(ω) = θ(ω + ∆ω − ω0)θ(∆ω + ω0 − ω)
3∑
n=0
an cos
(
2pin(ω − ω0)
2∆ω
)
(4.8)
where θ(ω) is the Heaviside step function. The coefficients are a0 = 0.355768, a1 =
−0.487396, a2 = 1/2 − a0, and a3 = −(1/2 + a1). The Nuttall window is centered at
ω0 = ~−1Eg with a compact support in the interval Eg − ~∆ω ≤ ~ω ≤ Eg + ~∆ω where
~∆ω = 0.8 eV. The central wavelength of the pulse is λ0 = 2pic/ω0 = 800 nm, which results
in a central photon energy of ~ω0 = 1.55 eV.
All spectral components are taken to be in phase in order to obtain a Fourier-transform
limited pulse. The pulse has a full width at half maximum (FWHM) of 5 fs in the time
domain, and it is truncated at tmin = −36.2 fs and tmax = 36.2 fs. The field F (t) is shown
in Figure 4.3(a) in the time domain, and Figure 4.3(b) shows the power spectrum of the
pulse |F (ω)|2 after the truncation in the time domain.
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(a) (b)
Figure 4.3: (a) Normalized electric field F (t) inside the medium for φCE = 0. (b) The
power spectrum of the laser pulse |F (ω)|2.
4.3 Control of optically induced currents
Before considering the excitation dynamics in detail, it is relevant to first consider how the
residual excitations and optically induced residual currents depend on the field strength and
the carrier-envelope phase of the pulse. This also helps to identify the various regimes of
non-linear dynamics. The dynamical equations are solved for various electric field strengths
and carrier-envelope phases while the spectrum of the pulse is kept constant. The macro-
scopic responses are easiest to compare to experimental results, and will be considered first
in this section. The microscopic responses are needed to describe the excitation dynamics
and are considered afterwards.
The three macroscopic quantities to be considered here are the excitation density n, the
electric current j and the transferred charge Q. In the limit of strong interband dephas-
ing, the electric current is dominated by the intraband component, and this component
depends solely on the distribution of the excitation density n. Likewise, for a constant
intraband current, the transferred charge changes at a constant rate proportional to the
residual current.
The number of bands included in the simulations, as well as the dephasing time, are
also varied in order to understand their significance. After solving for the dynamics, the
residual excitation probability is obtained by integrating over the electron distribution
along the Γ–X direction:
n¯(1D)res =
1
2kmax
∑
i∈CB
∫ kmax
−kmax
ρii(tmax, k) dk. (4.9)
The three-dimensional excitation probabilities are then estimated by noticing that most
transition matrix elements from valence bands to the lowest conduction band are only
significant for |k| . 0.1kmax = ∆k. Within this cylinder, the excitation profile can be
approximated as independent of the distance from the symmetry axis, and the three-
dimensional excitation probability can be related to the one-dimensional probability by
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n¯(3D)res ∼ ∆k2n¯(1D)res a2lat/(2pi). (4.10)
A calculation of the residual excitation as function of the maximum electric field strength
is shown in Figure 4.4 (a). The density is shown as the probability of any of the conduction
bands being occupied. The excitation probability averaged over the whole Brillouin zone
is estimated to be ∼ 2.8× 1021 cm−3 at a field strength of F0 = 0.8 V/A˚. This is below the
free-carrier density of 1022 cm−3, which is expected to mark the damage threshold [55].
Four sets of parameters are used for the results shown in Figure 4.4, and cover calculations
done with six electronic bands, and calculations done with two bands. Although two bands
are insufficient for modeling the dynamics that would be observed in an experiment, the
results obtained by such calculations are significantly simpler to analyze. In the two-band
simulations, only the uppermost valence band (hh) and the lowest conduction band (c1)
are considered. For each of the cases, the dynamics is simulated for a finite dephasing time
T2 = 10 fs, and an infinitely long dephasing time T2 =∞.
For all four sets of parameters, Rabi-like dynamics is expected to occur at low field
strengths, and carrier-wave Rabi flopping at higher field strengths. Signatures of carrier-
wave Rabi flopping (CWRF) was claimed to have been observed at F0 = 0.4 V/A˚ at a
comparable central laser frequency [84, 86]. This field is much smaller than what is re-
quired to accelerate an electron from the Γ point to the boundary of the Brillouin zone,
which is F0 = 0.9 V/A˚ for λ0 = 800 nm.
According to Figure 4.4 (a), the Rabi oscillations can only be clearly identified in the
two-band model, and in the absence of dephasing. The calculations with six bands shows
much smaller modulations in the residual excitation density. Not surprisingly, a finite de-
phasing time T2 also reduces the modulations.
Once electrons have been excited to the conduction bands, a residual current remains
until the average momentum equilibrates due to momentum relaxation. Since energy and
momentum relaxation typically occurs on time scales of 100 fs, these relaxations are ne-
glected when considering the residual currents immediately after the pulses have passed.
When neglecting the oscillating interband currents the remaining residual intraband cur-
rent reads:
j(F0, ϕCE, tmax) = − 2e
(2pi)3
∫
BZ
d3kTr[ρk(tmax)vˆintra] · eˆ (4.11)
= − 2e
(2pi)3
∑
i
∫
BZ
d3k ni(k, tmax)vintra(k) · eˆ. (4.12)
The absolute value of the CEP-maximized residual electric current is shown in Figure 4.4
(b), and is defined as
jmax(F0) = max
ϕCE
[j(F0, ϕCE)]. (4.13)
When the field is weak, the photocurrent is generated due to interference of one-photon-
absorption and two-photon-absorption, also know as ω+2ω interference [4, 35]. In this case,
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Figure 4.4: (a) Residual excitation probability n¯
(1D)
res as a function of the peak field.
(b) The maximal value of the residual current density when maximizing over the carrier-
envelope phase jmax(F0) = maxϕCE [j(F0, ϕCE)] . In both plots, the solid and dashed lines
were obtained with T2 = ∞ and T2 = 10 fs, respectively. Red curves represent six-band
calculations (3 VBs, 3 CBs), whereas blue curves show the two-band results (1 VB, 1 CB).
it is known that the current scales as jmax(F0) ∝ F 30 , which is also clearly demonstrated in
the plot. This scaling is due to the probability amplitudes of one- and two-photon processes
are proportional to F0 and F
2
0 , respectively, while their interference makes a contribution
proportional to F 30 .
Similar behavior can be observed in the two-dimensional plots in Figure 4.5 that show
the field- and CEP-dependence of the current simultaneously . The current shown in the
plots is scaled be the field F−30 jres(F0, ϕCE) for better visibility. This ensures that the
scaled current is constant with respect to the field at low field strengths, and highlights
deviations from the F 30 -dependency and the CEP-dependency. From the plots, it is also
clear that there is center of inversion symmetry. I.e. reversing the field also reverses the
residual current.
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Figure 4.5: The residual current density j(F0, ϕCE). In these diagrams, the distance to the
origin corresponds to the pulse amplitude F0, which varies from zero to 0.8 V/A˚, while the
angle to the horizontal axis encodes the carrier-envelope phase ϕCE. The color coding of
F−30 j(F0, ϕCE) is individually normalized for each diagram. Panels (a)–(c) show two-band
results (1 VB, 1 CB), while panels (d)–(f) display six-band (3 VBs, 3 CBs) calculation
results. Each horizontal pair of plots corresponds to a certain value of dephasing time T2
as indicated by the labels.
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In a subsequent step, the residual current is used to determine the transferred charge,
Q (F0, ϕCE) =
∫ tcut
−∞
dt j (F0, ϕCE, t) , (4.14)
where the upper integration limit is set to tcut = 8 fs. The transferred charge is the same as
the polarization used in Chapter 2. It has been used in several recent works [103, 66, 91],
and may be better suited than the current for experimental verification, as it is expected
to decay at an even slower rate than the current.
The plots of the residual current in Figure 4.5 and the transferred charge in Figure 4.6
share a number of similarities, which is not surprising due to the quantities being closely
related. In both Figures, panels (a)–(c) show the response for a two-band system. Panel
(d)–(f) show the response for calculations with the three lowest conduction bands and the
three highest valence bands. These results are qualitatively converged with respect to the
number of bands. The merit of the two-band calculations is the simplicity they provide,
which makes a detailed analysis tractable. The observed CEP-dependency of both residual
current and transferred charge implies that they are due to ultrafast, subcycle processes.
The cases of T2 = ∞ and fast dephasing T2 = 10 fs differ very little, which suggests
that there is fast effective dephasing within the purely Hamiltonian system described by
the Schro¨dinger equation. Since the exact dephasing mechanisms are not known, and are
non-trivial to calculate ab initio, the values of T2 were chosen to represent the various
regimes, e.g. T2 < 2pi/ωL and T2  2pi/ωL . In comparison, the fastest electron interband
dephasing time in GaAs that has been measured experimentally is T2 ∼ 14 fs [10], which
is within the range of theoretical estimates [133]. At the same time, recent experiments on
high-harmonic generation in solids [105, 78, 126, 53, 127] suggest that dephasing times in
the strong-field regime may be on the order of a few femtoseconds.
Phenomenological T2–dephasing has a stronger impact on the two-band results shown in
panels (a)–(c) in Figures 4.5 and 4.6. Apparently, coherent effects suffer from effective
dephasing induced by intraband motion in the presence of multiple bands. Similarly to
Landau damping [69], this phenomenon is not related to electron-electron collisions or in-
teraction with environment. For any chosen CEP, j (F0, ϕCE) changes its sign at certain
values of F0. In the two-band model, the maximum magnitude of the current at any field
amplitude is always obtained for the antisymmetric pulse (ϕCE = ±pi/2).
In the more realistic six-band calculations, the residual current has a non-trivial depen-
dency on the CEP, which causes the appearance of “vortices” in panels (d)–(f). For these
calculations, three valence band and three conduction bands were included. Similar be-
havior is observed for the transferred charge in Figure 4.6. For the transferred charge, the
vortex-patterns are even more pronounced. In contrast to the plots of the residual current,
the vortex-structure is also visible in the in the two-band simulations.
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Figure 4.6: The residual current density Q(F0, ϕCE). Similarly to Figure 4.5, the distance
to the origin corresponds to the pulse amplitude F0, which varies from zero to 0.8 V/A˚,
while the angle to the horizontal axis encodes the carrier-envelope phase ϕCE. The color
coding of F−30 Q(F0, ϕCE) is individually normalized for each diagram. Panels (a)–(c) show
two-band results (1 VB, 1 CB), while panels (d)–(f) display six-band (3 VBs, 3 CBs)
calculation results. Each horizontal pair of plots corresponds to a certain value of dephasing
time T2 as indicated by the labels.
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Figure 4.7: (a) Temporal evolution of the conduction-band population in a two-band
simulation for F0 = 0.5 V/A˚, ϕCE = pi/2, T2 = ∞. (b) Time dependence of the CB
population in the two-band simulation (blue and green curves). It is calculated along
reciprocal-space pathways K(t) that satisfy the acceleration theorem. The starting point
is the Γ point (k = 0) for the blue curve and k = −0.05kmax for the green curve. The bold
dots on the curves denote moments of passage in the vicinity of the Γ point. The dashed
red curve shows the electric field of the pulse (F0 = 0.5 V/A˚, ϕCE = pi/2).
4.4 Intraband-assisted kicked excitations
To analyze the origin of the currents in further detail, the time-dependent, k-resolved
population of the lowest conduction band is shown in in Figure 4.7 (a). The plot confirms
that interband transitions mainly take place near the Γ point, and that electron wave
packets excited by different laser half-cycles interfere with each other. The interference
affects the residual reciprocal-space population distributions, and asymmetric distributions
eventually leads to a residual, ballistic electric current. Figure 4.7 (b) shows the time-
dependent excitation probability of electrons with an initial crystal momentum of k = 0
and k = 0.05kmax. The Figure illustrates that the excitation probabilities only change
significantly whenever the electrons passes the Γ-point. Moreover, it also shows that the
excitations can interfere either constructively or destructively and lead to very different
residual excitation probabilities.
Motivated by the step-like change in excitation probability and the fact that the dipole
moments are strongly peaked at the Γ-point, the excitation may be described by a model
where the electrons are excited at discrete moments in time. I.e. one can consider an
intraband-assisted “kick-like” interband transitions, which occurs whenever an electron
passes the Γ-point, and every transition may interfere constructive of destructively with
the previous transition. This type of dynamics is reminiscent of the dynamics observed for
the “kicked” rotor, e.g. [39].
The crystal momentum of an electron with an initial crystal momentum k0 evolves as
K(t) = k0 − e~
∫ t
t0
F(t′)dt′. (4.15)
Consequently, the energy difference between the original band vi and the lowest conduction
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band c1 changes as ∆Ec1vi(K(t)) and the dipole matrix element changes as dij(K(t)
)
. In
the following analysis, interband phase relaxation is neglected, i.e. T2 →∞, so the analysis
can be performed for wave functions instead of density matrices. Therefore, it is sufficient
to consider the time-dependent Schro¨dinger equation instead of the master equation. The
semiconductor Bloch equation for a one-dimensional system can be transformed from a
partial to an ordinary differential equation [21, 65]. To do so, the following ansatz is used
for the electronic wave function in order to eliminate the term proportional to ∇k:
|Ψk(t)〉 =
∑
i
αi,k(t)e
− i~
∫ t
t0
dt′ Ei
(
K(t′)
)
|ψi
(
K(t)
)〉, (4.16)
where αi,k is the occupation coefficient for band i. Inserting the ansatz into the time-
dependent Schro¨dinger equation yields the following differential equation:
d
dt
αi,k(t) = − i~
∑
j
αj,k(t)F(t) · dij
(
K(t)
)
exp
[
i
~
∫ t
t0
dt′∆Eij
(
K(t′)
)]
. (4.17)
The dipole matrix elements dij(K(t)) thus depends on time via the crystal momentum,
and are strongly peaked at the times tn when the electron passes the Γ-point. Assuming
that the excitations occur at discrete moments in time, the dipole is then approximated as
dij(K(t)
) ≈∑
n
δ(t− tn)
∫ tn+∆t
tn−∆t
dtdij(K(t)
)
, (4.18)
where δ(t) is the Dirac delta-function. The integration is performed over a short interval
of time (∆t tn+1 − tn) during which transitions are most probable, and the integration
variable can be changed from time to crystal momentum:
∫ tn+∆t
tn−∆t
dtdij(K(t)
)
=
∫ K(tn+∆t)
K(tn−∆t)
dk
|K′(t)| dij(K(t)) ≈ −
~
e|F (tn)|
∫ ∆k
−∆k
dk dij (K(tn) + keˆ) ,
(4.19)
where ∆k = e~−1|F0| ∼ |K′(tn)|∆t. Introducing
Dij(k, tn) =
1
e
∫ ∆k
−∆k
dk dij (K(tn) + keˆ) , (4.20)
Eq. (4.17) can then be written as
d
dt
αi,k(t) ≈ i
∑
j
αj,k(t) exp
[
i
~
∫ t
t0
dt′∆Eij
(
K(t′)
)]∑
n
δ(t − tn)sgn[F (tn)]Dij(k, tn).
(4.21)
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In this model, the probability amplitudes stay constant between kicks, and they change
their values abruptly at each kick. A general solution of Eq. (4.21) can be written in the
matrix form. For one particular transition at time tn,
αk(tn + ∆t) = e
iMˆ(k,tn)αk(tn −∆t), (4.22)
where the elements of matrix Mˆ(k, tn) are given by
Mij(k, tn) = sgn[F (tn)]Dij(k, tn) exp
[
i
~
∫ tn
t0
dt′∆Eij
(
K(t′)
)]
. (4.23)
Whenever the probability of a particular transition is small the exponent can be expanded
in a Taylor series eiMˆ(k,tn) ≈ 1 + iMˆ(k, tn). In this approximation,
∆αi,k(tn) = αi,k(tn + ∆t)− αi,k(tn −∆t) (4.24)
≈ i sign[F (tn)]
∑
j
{
αj,k(tn −∆t)Dij(k, tn) exp
[
i
~
∫ tn
t0
dt′∆Eij
(
K(t′)
)]}
.
(4.25)
Whether two particular excitation events at times tn1 and tn2 interfere constructively or
destructively depends on the relative phase between ∆αi,k(tn1) and ∆αi,k(tn2), which is
given by ∆φ(k) = arg
[
∆α∗i,k(tn1)∆αi,k(tn2)
]
. For transitions from band j to band i 6= j,
Eq. (4.24) then yields
∆φij(k) = arg
{
sgn[F (tn1)F (tn2)]α
∗
j,k(tn1 −∆t)αj,k(tn2 −∆t)D∗ij(k, tn1)Dij(k, tn2)
× exp
[
i
~
∫ tn2
tn1
dt′∆Eij
(
K(t′)
)]}
. (4.26)
If both transitions take place at the same k (e.g. k = 0), then Dij(k, tn1) = Dij(k, tn2).
For small transition probabilities, the change of phase of the initial state
arg[α∗j,k(tn1 −∆t)αj,k(tn2 −∆t)] can be neglected. This leads to the following result:
∆φij(k) ≈ pi
2
(
1− sgn[F (tn1)F (tn2)]
)
+
1
~
∫ tn2
tn1
dt′∆Eij
(
K(t′)
)
. (4.27)
The first term on the right-hand side of this equation disappears if tn1 and tn2 are separated
by a full laser cycle, and it is equal to pi if the laser field changes its sign between these
two moments of time. Two kicks that promote electrons from band j to band i at times
t1 and t2 interfere with each other according to the phase accumulated by the interband
polarization between the kicks. For a particular electron with initial crystal momentum k,
this phase is approximately given by
∆φij(k) =
1
~
∫ t2
t1
dt∆Eij
(
K(t)
)
. (4.28)
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It is analogous to the Volkov phase [146] in atomic physics. When ∆φij(k) = 2piq, where
integer q is the order of a nonlinear resonance, interference is constructive resulting in net
excitation of electrons.
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4.5 Effects of intraband motion
The kick-like transition described in the previous section is a clear manifestation of intraband-
assisted excitations, and is denoted as ”kicked anharmonic Rabi oscillations”. Conse-
quently, intraband-assisted resonances can then be identified. Figure 4.8 shows the residual
distribution of electrons in the conduction bands after the light-matter interaction as func-
tion of the maximal field strength. The distributions are shown for two values of the CEP,
φCE = 0 and φCE = pi/2, and for both two-band and six-band calculations. For ϕCE = 0,
the k-resolved population is symmetric, so the residual intraband current is close to zero,
in accordance with the polar plots shown in Figure 4.5. For ϕCE = pi/2, the residual
conduction-band population becomes highly asymmetric in k in the region F0 & 0.3 V/A˚
and |k|/kmax . 0.1.
The wave packets are easily identified in the two-band calculations, and resonances can
also be identified at the Γ-point. It is also evident that a region of strongly nonlinear
behavior occurs at F0 & 0.5 V/A˚. The interplay with intraband motion gives rise to
local maxima away from the Γ-point, and such local maxima are clearly present in Figure
4.8 (a) and (b) where ϕCE = 0 and ϕCE = pi/2 respectively. In the last row, Figure
4.8 (c), the carrier-envelope phase is also ϕCE = pi/2, but the term that gives rise to
intraband motion was excluded from the equation of motion. Omitting the intraband
motion modified the dynamics significantly, and the residual distribution changes from
asymmetric to symmetric, which causes the residual current to vanish. The location of
those local maxima can be related to two-photon resonances. From Eq. (4.28), the two-
photon resonance condition for an electron in a parabolic band would be Eg + Up = 2~ω0,
where Up = e
2F 20 /(4µω
2
0) is known as ponderomotive energy.
For GaAs, the effective mass is µ = 0.05m0, and accordingly, the two-photon resonance
is expected to appear at F0 = 0.3 V/A˚ for transitions from the light-hole band to the lowest
conduction band. Calculations that take the non-parabolicity into account calculation
yields F0 = 0.5 V/A˚, which is in agreement with the observation in Figure 4.8. The
location of these resonances in reciprocal space shift to larger values of |k| as the field
strength increases.
Figure 4.9 shows the result of two-band calculations where the interband dynamics has
been modified by reducing the dipole matrix elements by a factor of 10 in all three plots,
and where the intraband term has been omitted for the results in in the last row. This is an
attempt to disentangle intraband motion from Rabi oscillations. In the absence of detuning,
this would decrease the Rabi frequency by the same factor. Intraband motion causes a
large time-dependent detuning enabling interference effects that strongly resemble Rabi
flopping, as one can see in Figure 4.9. There are indeed no signatures of Rabi oscillations
if there is no intraband motion. However, in panels (a) and (b), periodic local minima of
the conduction-band population occur at k = 0. The field strengths at which these minima
occur are slightly larger than those in Figure 4.8.
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Figure 4.8: The residual population of the lowest conduction band nc1(k, tmax) in simu-
lations with two (a)–(c) and six (d)–(f) bands without dephasing (T2 = ∞). The CEP of
the laser pulse is ϕCE = 0 in panels (a), (d) and pi/2 in the other plots. Panels (c), (f)
display population distributions obtained without intraband motion.
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Figure 4.9: The same as Figure 4.8, but all the transition matrix elements are reduced
by a factor of 10 in order to suppress Rabi oscillations. The red crosses indicate the peak
field strengths where the pulse area A [see Eqs. (1.43)] is an integer multiple of 2pi. Due
to reduced excitation probabilities, panels (a) and (b) use a different color scale.
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4.6 Conclusion
The work presented in this chapter was motivated by the hypothesis that carrier-wave Rabi
flopping of electrons could be used to optically control currents in semiconductors. Numer-
ical simulations instead indicated the existence of a novel regime of field-induced electron
dynamics. The transfer of population between valence bands and conduction bands was
seen to change from well-known Rabi oscillations at low field strength to intraband-assisted
resonances at high field strengths. The effect of intraband motion could be interpreted in
terms of a combination of a time-dependent modulation of the energy and a time-dependent
modulation of the dipole moment. The former effect opens up multi-photon pathways, and
occurs in materials where the band widths are larger than then excitation frequency, while
the latter effect is important when the dipole moments are strongly peaked in the Brillouin
zone. The effects are expected to be important to semiconductors in general, but only the
former effect is expected to also be important for wide band gap insulators.
For GaAs, the two effects manifested themselves through a pronounced kick-like excita-
tion mechanism. This dynamics was denoted “kicked anharmonic Rabi oscillations” when
introduced in Wismer et al. [141]. It has later been observed experimentally that intra-
band motion indeed enhances injection of valence band electrons to the conduction band
in GaAs [104].
Consequently, intraband motion enhances the sensitivity of optically induced currents to
the carrier-envelope phase of few-cycle pulses. Such observations have also later been re-
ported in experiments on the semi-metal graphene [51].
Finally, the numerical results presented here also demonstrate the time dependence of
the lowest conduction band population for selected reciprocal-space pathways, and how
they undergo very rapid changes at the moments of the kicks. These predicted effects
are also expected to be experimentally observable as the asymmetric momentum distribu-
tion can be directly observed using angular resolved photoemission spectroscopy (ARPES)
[26, 81, 47, 70], and the residual current can be detected through accompanying terahertz
radiation [24, 67, 117].
84 4. Strong-field, resonant excitations of semiconductors
Chapter 5
Optical Faraday effect in dielectrics
When an electromagnetic pulse propagates inside a polarizable medium subject to a static
magnetic field that is parallel to the direction of propagation of the pulse, the plane of the
polarization rotates over the course of propagation. This is known as the Faraday effect.
The rate of rotation is proportional to the magnetic field strength, and the proportionality
constant depends on the material and is known as the Verdet constant. Rotation of the
polarization vector also occurs for pulses propagating through an optically active medium
where the chiral symmetry is broken at the microscopic level. In this chapter, the effect
of transient chirality induced in solid media by a strong, circularly polarized pulses is
investigated. If a linearly polarized probe pulse co-propagates along the circularly polarized
pulse, the transiently induced chirality can cause a rotation of the polarization vector of
the probe pulse even if the medium is isotropic. This effect is known as the optical Faraday
effect [5, 93, 94], and the purpose of the medium is to enable non-linear interactions between
the photons from the two pulses. If the circular field also modifies the absorption of the
medium, it will also affect the ellipticity of the probe pulse.
This class of phenomena was first discovered in atomic vapors [3, 73, 122]. In those
measurements, the frequencies of a circularly polarized pump pulse and a linearly polarized
probe pulses were tuned to atomic transitions in order to enhance the nonlinear interaction.
For solid media it may be more relevant to investigate the dynamics for pulses with a central
frequency which is only a fraction of the band gap as transparent materials have a higher
damage threshold. In addition, light-induced ellipticity and polarization rotation were
investigated for solids in the parametric and non-parametric cases, where the medium was
transparent to either both laser pulses [27, 94] or just the pump pulse [96, 120].
The magnitude of the optical Faraday effect depends on the electric field amplitude,
and the nonlinear effect is expected to become particularly significant for intensities that
are currently available for few-cycle laser pulses [107, 115].
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5.1 Third order response for a pump-probe set-up
The field of an electromagnetic pulse can be decomposed into a superposition of plane
waves, and it is instructive to first consider the polarization response to spatially homoge-
neous plane waves
F(z, t) = F0
∫ ∞
−∞
dω f˜(ω, z)eiωt. (5.1)
Even when the dynamics in the medium is highly nonlinear, the linear and lowest order
nonlinearities are expected to have the highest intensities. The non-linear response is then
dominated by the perturbative third-order response for materials when the second order
non-linearity vanishes due to inversion symmetry. The goal of this chapter is to examine
the electron dynamics in response to a linearly polarized probe pulse and a circularly po-
larized pump pulse. The probe pulse is taken to be sufficiently weak such that all terms
that are non-linear in the probe field can be neglected. Sapphire is a uniaxial crystal with a
threefold symmetry along the optic axis and belongs to the space group (3¯2/m). If a laser
pulse propagates along the optic axis of sapphire the polarization response in the plane
normal to the propagation axis will therefore be isotropic.
When analyzing the third-order polarization response it is instructive to decompose the
electric field into circular components F(t) = F+(t) +F−(t). Each component is composed
of photons with opposite spin vectors S. The spin which will later be helpful for under-
standing the dynamics. Likewise, the polarization response can also be decomposed into a
left-rotating and right-rotating component P(t) = P+(t)+P−(t). In addition, the origin of
the left-rotating and right-rotating components can be traced to either of the two circular
components of the electric field. Consequently, the polarization response can be divided
into four components P
(±)
± , where the superscript refers to the helicity of the electric field
component that caused it.
The pump pulse is taken to be an intense, circularly polarized, infrared pulse and the
probe pulse is taken to be a weak linearly polarized ultraviolet pulse. The term ’pump’
refers to the pulse being sufficiently intense to induce a strong, nonlinear response, it does
not necessarily indicate that a significant fraction of electrons are excited to the conduction
band. The central frequencies of the pulses are also taken to be sufficiently far apart in
order to minimize the spectral overlap of the pulses, such that their contributions to the
non-linear response are easily distinguished.
As the pulses propagate in the medium, the third-order non-linearity leads to four-wave
mixing. Only those components that contain the UV field to first order are, however,
of interest for the optical Faraday effect. As sapphire has a three-fold symmetry around
the optic axis, the generation of third-order circular harmonics are forbidden. Choosing
ωUV = 3ωIR thereby ensures that all measurable responses at the UV-frequency orthogonal
to the probe pulse are due to the nonlinear interaction between the pulses.
Perturbation theory can by used to estimate the time-frequency response of the solid,
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from which the magnitude and helicity at selected frequencies can be calculated [19]. The
third-order polarization response is then
Pi(ωa + ωb + ωc) = 0
∑
jkl
∑
P (a,b,c)
χijkl(ωa + ωb + ωc;ωa, ωb, ωc)Ej(ωa)Ek(ωb)El(ωc), (5.2)
where P (a, b, c) refers to all permutations over the indices a, b, and c. The envelopes of
the fields are f IR and fUV respectively, and the helicity of the pump pulse is taken to be
positive. If the envelopes are sufficiently long and vary slowly, the two newly generated
frequencies ωUV + 2ωIR and ωUV − 2ωIR > 0 will be the only non-vanishing contributions:
P
(−)
+ (t;ωUV + 2ωIR) = α(t)χ
(3)
2211(ωUV + 2ωIR;ωIR, ωIR, ωUV) + c.c. (5.3)
P
(+)
− (t;ωUV − 2ωIR) = α(t)χ(3)2211(ωUV − 2ωIR;−ωIR,−ωIR, ωUV) + c.c. (5.4)
where α = 12
√
20
[
f IR(t)
]2
fUV(t)F 2IRFUV. Due to conservation of energy, momentum and
spin, the light generated at the frequency ωUV + 2ωIR has a positive helicity due to the
absorption of one UV photon with negative helicity and two IR photons of positive helicity.
Similarly, light generated at a frequency of ωUV − 2ωIR is due to the absorption of one UV
photon with negative helicity and the emission of two IR photons At the UV frequency,
both helicities are permitted, but the helicity of the emitted light is the same as that of
the UV-photon that was involved in the process:.
P
(+)
+ (t;ωUV) = α(t)
[
χ
(3)
1111(ωUV;−ωIR, ωIR, ωUV)− χ(3)2211(ωUV;−ωIR, ωIR, ωUV)
]
+ c.c.
(5.5)
P
(−)
− (t;ωUV) = α(t)
[
χ
(3)
1111(ωUV;−ωIR, ωIR, ωUV)− χ(3)2211(ωUV;ωIR,−ωIR, ωUV)
]
+ c.c.
(5.6)
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5.2 Electromagnetic propagation
In order to account for the light-matter interaction it is necessary to also consider Maxwell’s
equations, which govern the propagation and time evolution of electromagnetic fields:
∇ · F = ρ
0
∇× F = −dB
dt
(5.7)
∇ ·B = 0 ∇×B =µ0J + µ00dF
dt
(5.8)
Assuming that∇(∇·E) ≈ 0, which is a common approximation, the propagation of electric
fields depend on the polarization response of the medium:
∇2F = µ0∂J
∂t
+ 0µ0
∂2F
∂t2
, (5.9)
or alternatively:
∇2F− 1
0c2
∂2
∂t2
(
D(1)
)
=
1
0c2
∂2PNL
∂t2
, (5.10)
where D(t) = P(t) + 0F(t) =
∫ t
−∞ J(t
′) dt′ + 0F(t) is the displacement field, D(1) =
F = 0(1 + χ)F is the displacement field to first order in the electric field, and P
NL =
P − 0χF is the total polarization less the first order response. This form is convenient
when parameterizing the propagation dynamics in terms of a refractive index.
If a uniform, static magnetic field is applied, a Drude-like response can be determined, by
treating electrons as classical particles, and solving the Newtonian equations of motion.
This leads to a polarization response orthogonal to the electric field due to the Lorentz force
[22]. The dielectric tensor is then modified by the applied magnetic field. If the magnetic
field is applied along the z-axis of an uniaxial medium, the dielectric tensor becomes a
Hermitian matrix:
 =
xx xy 0yx yy 0
0 0 zz
 (5.11)
For non-Hermitian tensors the eigenvalues can be complex with the absorption rate being
proportional to the imaginary part of the eigenvalues. If the diagonal elements xx = yy
are real and the off-diagonal elements xy = 
∗
yx are purely imaginary, the eigenvectors are
v1 = (1, i, 0) and v2 = (1,−i, 0) , which corresponds to the polarization vectors of circu-
larly polarized light. Light with the polarization vector v1 experiences a dielectric constant
of xx − |xy| while light with the vector v2 = (1,−i, 0) experiences a dielectric constant
of xx + |xy|. The right- and left-handed components therefore propagate at different
rates, and the plane of polarization of a linearly or elliptically polarized pulse containing
will therefore rotate. Since dispersion is related to absorption via the Kramers-Kronig
relations, the absorption is finite, however small, for all frequencies. If one of the helical
components is absorbed more efficiently than the other, the superposition is no longer
balanced, and the initially linearly polarized field turns elliptical as it propagates through
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the medium.
The purpose of applying a strong, circularly polarized pulse is to modulate the dielec-
tric tensor in a similar manner in the absence of static magnetic fields. The propagation
of the spectral components of the UV-pulse therefore gets modulated by the IR-pulse via
the dielectric constant:
D
(1)
UV(ω, τ) = [FIR](ω, τ)FUV(ω), (5.12)
where τ is the delay between the pulses.
Instead of evaluating [FIR]FUV directly, the quantum mechanical equations of motion for
the electrons in the medium are solved, and the polarization response is used to evaluate
the rate of rotation and the rate of induced ellipticity. In order to evaluate these rates, it is
necessary to model the propagation of the pulse. To this end, the first-order propagation
equation in the slowly-evolving wave approximation can be applied [20]:
∂F
∂z
= ik(ω)F(z, ω) +
2piiω
cn(ω)
PNL(z, ω), (5.13)
where the wave vector for propagation along the crystal axis is given by k(ω) = ω/n(ω), and
n(ω) =
√
1 + 4piχ(1)(ω) is the refractive index. Note that this equation and the remaining
equation in this chapter are expressed in cgs units in order to be in line with [144]. When
the probe pulse propagates through the medium while the pump pulse is present, both the
plane of polarization and the ellipticity changes. To investigate how the polarization of the
probe pulse changes during the propagation along the z axis, the polarization angle θ(ω, z)
and ellipticity (ω, z) = tanα(ω, z) are defined in the frequency domain via(
FUVx
)∗
FUVy
|FUVx |2 +
∣∣FUVy ∣∣2 =
cos
(
2α
)
sin
(
2θ
)
+ i sin
(
2α
)
2
. (5.14)
Separating the equation into real and imaginary parts yield two equations that can be
solved for θ and α:
α(ω, z) =
1
2
arcsin
(
2Im
[(
FUVx (ω, z)
)∗
FUVy (ω, z)
]
|FUV(ω, z)|2
)
, (5.15)
θ(ω, z) =
1
2
arcsin
(
2Re
[(
FUVx (ω, z)
)∗
FUVy (ω, z)
]
|FUV(ω, z)|2 cos(2α(ω, z))
)
. (5.16)
For a probe pulse initially polarized along the x axis, the first-order propagation equation
is used to express the rate of change in terms of the polarization response. This yields the
following expressions:(
∂θ
∂z
+ i
∂
∂z
)∣∣∣∣∣
z=0
=
∂
∂z
((
FUVx
)∗
FUVy
|FUV|2
)∣∣∣∣∣
z=0
=
2piiω
(
FUVx (ω, 0)
)∗
Py(ω, 0)
cn(ω) |FUVx (ω, 0)|2
. (5.17)
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where the following boundary conditions have been applied:
∂FUVx
∂z
∣∣∣∣
z=0
= ik(ω)FUVx (0, ω) ,
∂FUVy
∂z
∣∣∣∣
z=0
=
2piiω
cn(ω)
PNLy (0, ω)
∂α
∂z
∣∣∣∣∣
z=0
=
∂
∂z
∣∣∣∣∣
z=0
,
∂
∣∣FUV∣∣2
∂z
∣∣∣∣
z=0
= −2ω
c
∣∣FUVx (0, ω)∣∣2 Im[n(ω)], (5.18)
and linear absorption has been neglected by setting Im[n(ω)] = 0.
Equation 5.17 allows for determining the rate at which the polarization plane of the probe
pulse rotates and the change in ellipticity once the polarization response is know. The next
step is to determine the polarization by relating it to the susceptibilities, which makes the
analysis tractable. The perturbative polarization response can be expressed in terms of
effective susceptibilities for weak to moderate fields. The response to each circularly po-
larized component of the probe pulse, P±(t, ωUV) = χeff± f
UV
± (t)F
UV
0 , is then
χeff± = χ
(1) + ∆χ±
= χ(1) + 12F 2IR
[
χ
(3)
1111(ωUV;−ωIR, ωIR, ωUV)− χ(3)2211(ωUV;∓ωIR,±ωIR, ωUV)
]
. (5.19)
As long as the effective susceptibilities provide a good approximation for the nonlinear
polarization at the UV frequency, Eq. 5.17 can be used to obtain the following expression
for the polarization rotation in an isotropic medium:
dθ(z, ωUV)
dz
=
2piωUV
c
Re
[
∆χ− −∆χ+
n(ωUV)
]
. (5.20)
Thus, it is seen that the optical Faraday effect emerges if ∆χ− 6= ∆χ+. This translates
into the following condition for the third-order susceptibility components:
χ
(3)
2211(ωUV;ωIR,−ωIR, ωUV) 6= χ(3)2211(ωUV;−ωIR, ωIR, ωUV). (5.21)
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5.3 Optical Faraday effect in Al2O3
Having described the optical Faraday effect in terms of susceptibilities, the next step is to
consider a quantum mechanical numerical simulation of the transient chirality induced by
an intense, few-cycle, infrared pulse. Short pulses are considered as they allow for high field
strengths while keeping the laser fluence below the damage threshold, and thereby prevent
causing structural changes to the crystal. The pulses are taken to propagate along the optic
axis. In this geometry, the linear optical properties of the crystal are effectively isotropic.
The induced optical Faraday effect is probed by a linearly polarized ultraviolet (UV) pulse
that is significantly shorter than the pump pulse, but not necessarily shorter than its
optical cycle. To obtain the polarization response, the electron dynamics is simulated in
three spatial dimensions. As in the previous chapters, the wave functions are expressed
and in the basis of stationary Bloch states, and the external field is given in the velocity
gauge. Within the dipole approximation, the equation of motion for the wave functions
are:
i~
d
dt
|unk〉 = Hˆ0k +
e2
2m
A2(t) +
e
m
A(t) · pˆk|unk〉. (5.22)
The electric field F(t) enters the equation via A(t) = − ∫ t−∞F(t′) dt′, e > 0 is the elemen-
tary charge, and m is electron mass. The unperturbed Hamiltonian H0k contains 36 valence
bands and 160 conduction band that were obtained according to density functional theory
using Wien2k [110] for Al2O3. The momentum matrix elements, pˆk, were likewise ob-
tained from Wien2k. The modified Becke-Johnson exchange-correlation potential is used,
and leads to a band gap of Eg = 8.8 eV, in agreement with experimental observations [89].
The electrons initially reside in the ground state, meaning that the valence bands are fully
occupied, while the conduction bands are empty. The polarization response, P(t) is calcu-
lated by solving Eq. (5.22), evaluating the electric current density, J(t), and integrating it
with respect to time: P(t) =
∫ t
−∞ J(t
′) dt′. Each Cartesian component, ` ∈ {x, y, z} of the
current density is evaluated as
J`(t) = −2e
m
(
eN`
Vcell
A`(t) +
NV∑
n
∫
BZ
d3k
(2pi)3
〈unk(t)|pˆ`,k|unk(t)〉
)
, (5.23)
where Vcell is the unit-cell volume, and N` is the first order-approximation for the adiabatic
corrections introduced in Section 3.4. The pre-factor of 2 comes from the fact that each
band is doubly occupied due to the spin degeneracy of electrons. The lattice constants for
Al2O3 are obtained from [136]. The density-functional-theory and dynamical calculations
were performed on an unshifted Monkhorst-Pack grid with 5× 5× 5 k-points.
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The electric fields of the pulses are defined in terms of the vector potential
AP(t) = FPω
−1
P exp
(−2 ln(2)t2
(TPFWHM)
2
)
Re
[
ie−iωPtuP
]
, (5.24)
FP(t) = −dAP/dt = Re [fP(t)e−iωPtuP] . (5.25)
Here, P ∈ {IR,UV}, FP is the amplitude of the electric field, TPFWHM is the full width
at half maximum of the pulse intensity, and the central pulse frequency is related to its
central wavelength via ωP = 2pic/λP.
For the circularly polarized IR pump pulse, λIR = 750nm,uIR = (1, i, 0), and TIR = 5 fs. For
the linearly polarized UV probe pulse, λUV = 250nm, uUV = (1, 0, 0), TUV = 2.5 fs, and the
peak field strength is kept fixed at FUV = 1 mV/A˚. To model pump-probe measurements,
a delay τ is introduced, and the fields are thus given by FIR(t) and FUV(t− τ). Fresnel’s
formula is used to obtain an approximate relation between the field amplitude in vacuum
and the field amplitude inside the medium:
F vacP =
1
2
[1 + n(ωP)]FP. (5.26)
Fresnel’s formula is derived for plane waves and therefore only provide an approximate
description for the transmission of short pulses.
A fourth-order Runge–Kutta scheme is used to solve Eq. (5.22) for all 36 valence bands and
160 conduction bands in the interaction picture. Thus, 36× 5× 5× 5 = 4500 independent
differential equations are solved, and each of them was solved in a basis of 36 + 160 = 196
stationary states. On a desktop computer (Intel Core 2 Duo E8400 3.00 GHz), solving the
time-dependent Schro¨dinger equation for a single k point and a particular initial valence
state takes 12 seconds.
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Figure 5.1: The spectral analysis of the polarization response for FIR = 1 V/A˚ and the
zero pump-probe delay. The x and y components of the IR-only response PIR (pale red),
the UV-only response PUV (black curve), and the polarization induced by both pulses after
subtracting the IR-only response: P−PIR (the green and blue areas). All the curves are
plotted on the same scale.
5.4 Intensity dependence of the optical Faraday effect
First it is shown how the optical Faraday effect depends on the strength of the IR field.
The two pulses are taken to arrive simultaneously, i.e. τ = 0. Based on the considerations
up until now, the third order non-linear response is expected to dominate the response
for weak fields. Instead of calculating the response perturbatively, the response PIR(t) is
first calculated to a single IR pulse, and afterwards the response P(t)to both the IR pulse
and the UV pulse is calculated. Afterwards, the response for the single IR pulse alone is
subtracted. As the UV pulse is very weak, the UV pulse can be considered a perturbation,
from which the response to this particular perturbation can be calculated. The power
spectra of the polarizations PIR(t), PUV(t) and P(t) − PIR(t) are shown in Figure 5.1.
The field strength is taken to be in the strong, nonlinear regime FIR = 1 V/A˚ where the
third-order susceptibilities no longer provide an accurate description of the optical Faraday
effect. The power spectra of the polarization is shown for both Cartesian components.
The response to a single IR pulse is shown in red, and covers a wide range of frequencies,
including above-band gap frequencies which is at ω/ωIR & 5.3. As expected, the third-
order harmonic response is absent due to being forbidden by symmetry. On the other
hand, the response to a single UV pulse PUV is shown in black, and is a gaussian function
which is simply proportional to the spectrum of the UV pulse. This confirms that the field
is sufficiently weak that only the first order response is relevant. The green and blue filled
areas show |Px(ω) − P IRx (ω)|2 and |Py(ω) − P IRy (ω)|2 respectively, which are the response
of the system consisting of medium and IR pulse to the probe UV pulse.
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Figure 5.2: The induced polarization rotation and circular dichroism at the central UV
frequency for τ = 0. The upper horizontal axis is labeled with peak intensities of the
incident IR pulse in vacuum. The lower horizontal axis shows the peak IR field at the
crystal surface.
The rate of rotation ∂θ/∂z and the rate of change of ellipticity ∂/∂z are shown as func-
tions of the IR field strength in Figure 5.2. The only quantity needed from the polarization
responses are Py(ω) − P IRy (ω) according to Eq. (5.17). The red curve in shows that de-
viations from the ∂θ/∂z ∝ F 2IR scaling law are small even at high IR intensities close to
the damage threshold of sapphire. For a peak IR intensity of 1013 W/cm2, the induced
optical Faraday rotation at the central UV frequency is 0.03 radians (1.7◦) per microm-
eter. Reaching this rotation strength in the conventional Faraday effect would require a
magnetic field as strong as 700 Tesla, which exceeds the strongest nondestructive magnetic
fields currently available in laboratories. This assumes a Verdet constant of 4 rad/(mT)
[137].
In addition to polarization rotation, the UV pulse also experiences IR-induced circular
dichroism, which is shown by the blue curve in Figure 5.2. In the weak-field limit, the in-
duced ellipticity per unit propagation length scales as ∂/∂z ∝ F 3IR because at least three
IR photons must be absorbed in addition to a UV photon to overcome the band gap. At
FIR = 0.25 V/A˚, the induced zero-delay ellipticity changes its sign, which appears as a
narrow downward spike on the logarithmic scale. The sign of ∂/∂z is shown in the plot,
and it changes its sign four times for the interval of field strength considered here. The
ellipticity is therefore seen to be much more sensitive to the actual field strength. The fact
that the ellipticity changes sign can make measurements of the circular dichroism difficult,
unless the field strength can be controlled over the length of interaction.
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Figure 5.3: The spectral analysis of the polarization response for FIR = 1 V/A˚. The
decomposition of P−PIR into the left- and right-rotating components induced by the left-
and right-rotating components of the UV pulse. The vertical black dashed line shows the
position of the band edge.
The difference in polarization P−PIR that is show in Figure 5.1 can be decomposed into
the components P
(±)
± that were introduced in Section 5.1. The spectra of these components
are shown in Figure 5.3. As expected, the responses P
(+)
+ and P
(−)
− are maximal at the UV
frequency, while P
(−)
+ has a local maximum at ωUV +2ωIR and P
(+)
− has a local maximum at
ωUV − 2ωIR. This is consistent with expected spin of photons that will be radiated by this
polarization. Near the band edge, the conservation of the photon spin is violated because
some angular momentum is transferred to charge carriers.
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Figure 5.4: The dependence of induced (a) polarization rotation and (b) ellipticity of the
probe pulse on the pump-probe delay. For a positive delay, the probe pulse arrives after
the pump pulse. In both panels, data for FIR = 0.1 V/A˚ (blue curves) was multiplied by a
factor of 100 to make it comparable to that for FIR = 1 V/A˚ (green curves). In panel (a),
the dashed red curve shows the convolution of the UV envelope and the square of the IR
envelope.
5.5 Delay dependence of the optical Faraday effect
Lastly, a delay scan is considered. This is motivated by the non-instantaneous character-
istics of the optical Faraday effect, which is a result of the medium being dispersive and
nonlinear. The delay-dependence introduces a trivial modulation of intensity. The inten-
sity scans of the previous section therefore serve to determine the trivial intensity-related
effects when a delay is introduced.
The results of the delay scan is shown in Figure 5.4 (a), where the polarization rotation
is evaluated at the central UV frequency is shown for various delays. At FIR = 0.1 V/A˚
the conventional perturbative nonlinear optics works well, so the response is expected to
depend on the instantaneous intensity, i.e. ∂θ/∂z ∝ |FIR(t)|2. It is confirmed that ∂θ/∂z
follows the shape of the convolution
∣∣∣(f IR)2 ∗ fUV∣∣∣ (red dashed curve) as a function of the
delay (blue curve). The convolution
∣∣∣(f IR)2 ∗ fUV∣∣∣ shown in the figure has been scaled to
have the same peak value and unit to allow for better visual comparison. When the field
is increased to FIR = 1 V/A˚, a small but significant reshaping of ∂θ/∂z is observed. This
indicates an onset of nonadiabatic processes that disappear by the end of the pulse. For
1 V/A˚ the residual excitation density is 2.9×10−5 electrons per unit cell. For large delays,
the pulses do no overlap, and no rotation of the polarization vector occurs. The induced
chirality can therefore be considered transient. It also verifies that the number of excited
conduction band electrons is small enough to have a negligible effect on the polarization.
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Just as the rate of ellipticity ∂/∂z showed a stronger dependency on the electric field
strength than the rate of rotation, the ellipticity also exhibits a stronger dependency on the
delay between the two pulses. The rate of ellipticity is shown in Figure 5.4 (b). For weak
IR fields, i.e. FIR = 0.1 V/A˚, the induced ellipticity is mainly due to the time-dependent
polarization rotation as the intensity of the 5-fs IR pulse changes significantly over the
duration the 2.5-fs UV pulse. This contribution to the induced ellipticity represents a
transfer of angular momentum from the pump pulse to the probe pulse in the absence
of circular dichroism, and it is particularly large at delays where d|f IR(τ)|2/dτ is large.
At the same time, even this relatively weak IR field induces some noticeable ellipticity at
τ = 0, where d|f IR(τ)|2/dτ = 0, and the main mechanism is therefore the induced circular
dichroism.
At FIR = 1 V/A˚ (green curve), the induced ellipticity exhibits an oscillatory dependence
on the pump-probe delay. The period of these oscillations is close to the optical period
of the IR field (2.5 fs). Therefore, the oscillations cannot be due to the interference with
the ωUV ± 2ωIR channels, which would result in a period of ∼ 2pi/(2ωIR) ≈ 1.3 fs. These
oscillations represent a strong-field effect, and their phase depends on FIR.
In order to observe these effects experimentally it may be beneficial to use a non-
collinear geometry to spatially separate the propagated probe pulse from UV light. As the
rates ∂θ/∂z and ∂/∂z are calculated using the first order propagation equation the pulses
should ideally only propagate through micrometer-thin samples. Because of the high field
strength, such widths are expected to be sufficient to measure a noticeable rotation and
ellipticity.
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5.6 Conclusions
The optical Faraday effect was examined in Al2O3 for an infrared pump pulse and an ul-
traviolet probe pulse. The effect was described in terms of effective susceptibilities, which
were determined from real-time calculations of the optical response. In order to examine
the associated effects of circular dichroism and transient chirality, the polarization response
was decomposed into its helical components. It was observed that the optical Faraday ef-
fect can lead to rotations of the plane of polarization up to a few degrees per micrometer
for experimentally accessible pulses. In comparison, obtaining the same effect with the
ordinary Faraday effect is not easily accessible, as it requires magnetic field strengths of a
few hundred teslas.
Even though the optical Faraday effect is a consequence of the nonlinear polarization re-
sponse being non-instantaneous, the response time appears to be small enough that the
optical Faraday effect in the investigated solid is inertialess. This can be observed from the
scan over the probe pulse delay. As a result, a very fine control over the temporal profile
of the plane of polarization can be achieved with the optical Faraday effect.
For basic research, the ultrafast optical Faraday effect is attractive as a spectroscopic tool
capable of studying chiral dynamics with an attosecond temporal resolution. Potential ap-
plications of this effect include ultrafast all-optical circular-polarization modulators, optical
isolators, and optical circulators without a need for magnetic field.
Chapter 6
Conclusion and outlook
The objectives of this thesis has been to investigate the dynamics of electrons in solids
excited by strong electric fields. To this end, simulations of electron dynamics were per-
formed in the independent particle approximations and the time-resolved optical responses
were analyzed. The conclusions regarding the methodology used in this thesis can be
summarized as follows:
• The electric current obtained from the geometric phases of mixed quantum systems
was demonstrated to agree with the electric current determined from the velocity
operator. An approximation to the covariant derivative for mixed systems was also
determined. It was used to solve the dynamical equations for an open system inter-
acting with the environment in the length gauge.
• The package ulmic was designed and implemented. It relies on ab initio data, which
can be obtained from various existing density functional theory codes. The calcula-
tions rely on neglecting the time-dependence of the exchange-correlation potential –
an approximation that has later been demonstrated to be justified in the this regime.
• The concept of adiabatic corrections to reduce number of bands required for velocity
gauge calculations was introduced. It was tested for wave functions in both one-
dimensional periodic potentials and for three-dimensional ab initio models for Al2O3.
The theoretical work was motivated by recent advances in attosecond spectroscopy, and
new regimes for light-matter interaction in solids were investigated. This covers both
resonant and non-resonant systems for experimentally accessible pulse parameters, from
which it can be concluded that:
• Calculations indicated that unusual microscopic dynamics are expected to occur in
direct band gap semiconductors, and that intraband motion is a key quantity to un-
derstand these effects. Due to macroscopic responses being averaged over all electrons
in the solid, specialized techniques are, however, required to confirm these predic-
tions.
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These findings add resonant processes to the toolkit of petahertz solid-state technol-
ogy where potential applications may range from CEP detection [91] to sub-laser-
cycle spectroscopy [58] and ultrafast signal processing [64].
• For wide-band gap insulators, it was found that the optical Faraday effect can be used
to rotate the plane of polarization of a probe field much more effectively than through
the conventional Faraday effect with experimentally accessible magnetic fields.
In the investigated regime, it was also found that the response is dominated by the
instantaneous response, even for intense infrared pulses reaching field strengths of
1.0 V/A˚ inside the medium.
The method developed for evaluating the coordinate operator for a mixed system of
wave functions in a periodic lattice is very general, and may be applied to other systems,
such as optical lattices. In order to take advantage of developments to ab initio calculations
beyond density functional theory, it may prove beneficial to extend the work to determine
gauge invariant approximations that are compatible with non-local potentials such that
screening effects can be incorporated.
Appendix A
Data preservation
Data archive afs:ipp-garching/mpg/mpq/lap/groupdata/publications
1. Strong-field resonant
Copy of C++ code.
Copy of Wien2k data.
Copy of analysed results.
2. Ultrafast optical Faraday effect
Copy of Python code.
Copy of Wien2k data.
Copy of analysed results
3. Gauge-independent model
Copy of Python code.
Copy of data for analytical potential.
Copy of analysed results
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