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ABSTRACT 
OPTIMAL DELEVERAGING AND LIQUIDATION OF FINANCIAL PORTFOLIOS WITH 
MARKET IMPACT  
 
 
Jingnan Chen 
 
Department of Industrial and Enterprise Systems Engineering 
University of Illinois at Urbana Champaign 
 
Advisors: Liming Feng and Jiming Peng 
 
 
The 2008 Financial Crisis highlighted the importance of effective portfolio deleveraging and 
liquidation strategies, which is critical to surviving financial distress and maintaining system 
stability. This thesis studies two related problems: which portion of the portfolio should be 
executed to relieve the financial distress and how the execution should be conducted to balance 
the trading cost and the trading risk. An optimal deleveraging strategy determines what portion 
of the portfolio needs to be liquidated to reduce leverage at the minimal trading cost. While an 
optimal execution strategy tells how liquidation should proceed to minimize the cost and risk. In 
this thesis, we formulate a one-period optimal deleveraging problem as a non-convex quadratic 
(polynomial) program with quadratic (polynomial) and box constraints under linear (nonlinear) 
market price impact functions. A Lagrangian algorithm is developed to numerically solve the 
NP-hard problem and estimate the quality of the solution. We further propose a two-period 
robust deleveraging program to account for market uncertainties. Depending on whether the 
portfolio contains derivative securities, the robust optimization program can be converted to 
either a convex semidefinite program or a convex second-order cone program, both of which are 
computationally tractable. We model the optimal execution problem as a stochastic control 
program and propose a Markov chain approximation scheme to numerically obtain the optimal 
trading trajectory. We also analyze theoretically how asset characteristics and market conditions 
affect the optimal deleveraging and execution strategies, which provides guidance on how to 
design trading policies from qualitative aspects.   
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Chapter 1
Introduction
1.1 Optimal Portfolio Deleveraging under Financial Distress
When facing financial distress, for example, a high leverage ratio or a major margin call, a financial
institution might be forced to initiate portfolio deleveraging for the purpose of avoiding insolvency
risks. By analyzing the 15 trading losses with amount exceeding $1 billion since 1990, Barth and
McCarthy ([7]) find out that strong capital ratio, or equivalently small leverage ratio, could allow
institutions to withstand difficult events and survive from catastrophe. Moreover, it is pointed out
in the world bank report ([26]) that the excessive leverage of financial institutions is one of the
main contributors to the global financial crisis. Therefore, maintaining a proper leverage ratio is
unquestionably important to both individual institutions and the financial system.
For financial institutions, the sizes of their portfolios are usually very large, making the portfolio
deleveraging a complex task. If an institutional investor sells large blocks of assets instantaneously,
due to the finiteness of market liquidity, the investor must significantly compromise on the prices
of the assets. This triggers very high trading cost. Market microstructure theory suggests that
the trading cost is influenced by temporary and permanent price impact ([48]). Temporary price
impact measures the instantaneous price pressure resulted from trading, while permanent price
impact measures the change of the equilibrium price before and after trading.
An optimal deleveraging problem aims to determine the portion of the portfolio to liquidate so
that the distress can be relieved at minimum cost. More specifically, there are two questions that
need to be answered: which assets in the portfolio should be selected to sell? how many units of
each assets should be sold? Developing a systemic and efficient algorithm to numerically obtain
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the optimal strategy is a key issue. In addition to the quantitative method, analyzing the effect of
both exogenous and endogenous factors on the optimal strategy is also meaningful from qualitative
aspect.
1.2 Optimal Portfolio Execution under Market Risk
Given the portion of the portfolio to sell, a following question is how to place orders over time.
Owing to the limited market liquidity, the investor may not be able to execute a large order all
at once or only at high trading cost. The trading cost is influenced by market price impact that
penalizes for high trading speed. More often, the investor divides the large order into smaller
pieces and trades them gradually. In addition to the trading cost, the existence of market volatility
also imposes trading risk to the liquidation process. Therefore, obtaining a good balance between
the trading cost and trading risk becomes a critical issue for risk-averse investors. In the extant
literature of portfolio liquidation, different risk measures have been considered ([2], [28], [33], [34],
[50], [60], [62], [70]).
A widely-used risk measure is mean-variance. [2] is a pioneering work that introduces a mean-
variance framework to account for the volatility risk. A closed-form optimal strategy in a discrete
arithmetic Brownian motion model is obtained in [2]. However, it is well understood that the mean-
variance framework is time-inconsistent ([8], [28]), meaning that an optimal strategy determined
earlier is not necessarily optimal at a later time. The time-inconsistency could also lead to numerical
difficulty in general since dynamic programming cannot be applied directly to solve the optimal
control problem. Thus, it is important to select an appropriate risk measure that makes the portfolio
execution problem computationally tractable and also accounts for the investor’s risk concern. It
should also be noticed that different investors may have different concerns regarding their trading
strategy or even one investor may have different preferences in different situations. So designing a
robust and efficient scheme to obtain optimal liquidation strategy under different risk measures is
of great value.
1.3 Organization of Dissertation
The dissertation consists of six chapters. The remaining chapters are organized as follows:
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• Chapter 2-Portfolio Deleveraging under Linear Market Impact
In this chapter, we study a non-convex optimal portfolio deleveraing problem where the
objective is to decide which portion the portfolio should be sold so that the leverage ratio
could be reduced to the expected level with minimum sacrifice in equity. We propose a
Lagrangian algorithm to find the optimal deleveraging strategy under certain conditions.
When the conditions are violated, the algorithm might return a sub-optimal strategy and an
upper bound on the loss in equity caused by the approximation is obtained.
• Chapter 3-Portfolio Deleveraging under Nonlinear Market Impact
There exist ample theoretical and empirical works in favor of a strictly concave temporary
price impact function. Accounting for the strict concavity, in this chapter, we further consider
the portfolio deleveraging problem under a power-law temporary impact function with a
general exponent between zero and one. We extend the Lagrangian algorithm to solve the
non-convex constrained polynomial optimization program.
• Chapter 4-Two-Period Robust Portfolio Liquidation under Margin Requirement
In this chapter, we propose a two-period robust liquidation model, aiming to seek a robust
strategy that is able to meet the margin call under a range of market conditions. Depend-
ing on the portfolio type (i.e., a simple portfolio containing only basic assets or a enriched
portfolio containing derivative securities as well), the robust optimization program can be
converted to either a second-order cone program or a semidefinite program, both of which are
computationally tractable.
• Chapter 5-Optimal Portfolio Execution with a Markov Chain Approximation Approach
Given the portion of the portfolio to execute, how the execution should proceed within a
short time horizon with the minimal trading cost and trading risk is another important issue.
We develop a Markov chain approximation scheme to find the optimal liquidation trajectory
under different risk measures. The convergence and efficiency of the approach is guaranteed
by theoretical analysis and verified by numerical experiments.
• Chapter 6-Conclusions and Future Extensions
• Appendix
3
• Bibliography
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Chapter 2
Portfolio Deleveraging under Linear Market Impact
2.1 Introduction
Financial institutions usually have high leverage ratios. For example, before their collapses, both
Bear Stearns and Lehman Brothers had leverage ratios of more than 30, implying that a three
percent decrease in the asset value could almost wipe out their whole equities. It is important
for financial institutions to keep the leverage below a certain level to avoid the insolvency risk.
When their leverage ratios are higher than the tolerance level, financial institutions might choose
to unwind their portfolios to reduce the ratios. This process is called portfolio deleveraging. Most
often, the deleveraging activity of one institution will further drive down the price of certain assets,
which impairs the balance sheets of other institutions. As a consequence, those institutions suffering
from the increase of leverage ratios start to liquidate portfolios as well. This creates a vicious cycle
that may lead to massive deleveraging amoung financial institutions. For example, dating back to
2008, it was documented in some works ([29], [21]) that the failure of Lehman Brothers generated
portfolio deleveraging and liquidation in all asset classes around the world. In 2013, the Basel
III Reforms “introduced a simple, transparent, non-risk based leverage ratio to act as a credible
supplementary measure to the risk-based capital requirements. The leverage ratio is intended to
restrict the build-up of leverage in the banking sector to avoid destabilising deleveraging processes
that can damage the broader financial system and the economy” ([9]). Therefore, leverage ratio
now is a critical factor that financial institutions have to watch carefully.
Liquidating large blocks of assets is highly possible to suffer from both temporary and permanent
price impact owing to the limited market liquidity. Linear price impact models have been widely
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used in both academic research and practical applications (see [3], [14], [15], [58], [34], [59], [41],
[45]). Here we also assume the linearity of both impact functions. It has been stated in several
works that permanent price impact has to be linear to avoid dynamic arbitrage (see [38], [33]).
Thus, throughout the dissertation, we only focus on the linear permanent impact function. For
the temporary impact function, we will extend to the nonlinear case in Chapter 3. [14] studies
optimal deleveraging strategies where the main objective is to generate cash to reduce leverage by
selling a fraction of the assets in a portfolio in a short period of time. [14] first considers a one-
period optimal deleveraging problem, which is formulated as a quadratic program. Under certain
convexity assumptions, [14] derives analytical results regarding the optimal trading strategy. For
example, more liquid assets are prioritized for selling, and it is optimal to deleverage to the margin.
The convexity assumption in [14] requires the temporary price impact parameter to be greater
that one half of the permanent price impact parameter for each asset in the portfolio. A similar
assumption is also made in [2]. Empirical studies, however, show that this does not always hold. For
example, [37] observes that permanent price impact may dominate in block transactions. A similar
phenomenon is also reported in [65]. See [60] for a discussion of plastic markets where permanent
price impact dominates. Therefore, in [20], we relax the restrictions on the relative magnitudes of
the price impact parameters and consider the one-period optimal deleveraging problem studied in
[14]. This leads to a non-convex program with a quadratic objective function and quadratic and
box constraints, which is generally quite challenging.
To analyze this non-convex deleveraging problem, we notice that both the objective function
and the quadratic constraint are separable in terms of the individual variables. [10] presents a way
to transform a quadratic program with a separable objective function and quadratic constraint to
a simpler convex program. However, their method is not directly applicable in our problem due
to the box constraints. [54] and [72] study semidefinite relaxation for certain quadratic programs
with quadratic and/or box constraints. However, this method is also not directly applicable in
our problem due to a linear term in the quadratic constraint. On the other hand, linear time
breakpoint searching algorithms have been successfully used for solving the continuous quadratic
knapsack problem, which is a separable convex quadratic program with linear and box constraints.
See [56] and [42]. Inspired by this, we propose a Lagrangian method for our non-convex quadratic
program. In particular, we study the breakpoints of the Lagrangian problem and provide conditions
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under which an optimal trading strategy can be found using the Lagrangian method. When the
Lagrangian algorithm returns a suboptimal approximation, we assess the quality of the solution.
By studying the original quadratic program and the corresponding Lagrangian problem, we are
able to derive some analytical results on the optimal trading strategy. These results help us better
understand how a portfolio is liquidated in the case of a deleveraging need.
2.2 Model Formulation
The execution price is modeled as follows:
pt = p0 + Γ(xt − x0) + Λyt, (2.2.1)
where pt, xt, yt ∈ Rm are vectors of prices, holdings and trading rates of the m assets in the
portfolio at time t, Γ = diag(γ1, · · · , γm), Λ = diag(λ1, · · · , λm). For each 1 ≤ i ≤ m, γi > 0 is
the permanent price impact parameter related to the cumulative trading amount in asset i, and
λi > 0 is the temporary price impact parameter associated with the trading rate in asset i. The
initial prices and initial holdings are positive: x0,i > 0, p0,i > 0, 1 ≤ i ≤ m. The trading amount
and trading rate satisfy xt − x0 =
∫ t
0 ysds.
Without loss of generality, we assume a finite trading horizon of length T = 1. Let q = p0−Γx0.
The amount of cash generated during the trading period is
K =
∫ 1
0
−pTt ytdt
=
∫ 1
0
−(q + Γxt + Λyt)T ytdt
=
∫ 1
0
−(q + Γxt + Λyt)T ytdt.
Assume the initial liability is l0 and the liability after liquidation is
l1 = l0 −K =
∫ 1
0
(q + Γxt + Λyt)
T ytdt+ l0.
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Let e0 = p
T
0 x0 − l0 be the initial equity and e1 be the equity after trading. Then
e1 = p
T
1 x1 − l1
= (q + Γx1)
Tx1 −
∫ 1
0
(q + Γxt + Λyt)
T ytdt− l0
= (q + Γx1)
Tx1 −
∫ 1
0
(q + Γxt + Λyt)
T ytdt− l0.
We seek a trading strategy that maximizes the equity e1 subject to the constraint that the leverage
ratio, defined as l1/e1, does not exceed a predetermined level ρ1 at the end of the trading period.
We further impose restrictions on short selling and buying. Thus, at any time point t, we have
yt ≤ 0, which further implies that x1 ≥ 0 can guarantee that there is no shortselling during the
liquidation period. These lead to the following optimal control problem:
max
yt
(q + Γx1)
Tx1 −
∫ 1
0 (q + Γxt + Λyt)
T ytdt− l0
subject to ρ1(q + Γx1)
Tx1 − (ρ1 + 1)
∫ 1
0 (q + Γxt + Λyt)
T ytdt ≥ (ρ1 + 1)l0
x˙t = yt
yt ≤ 0
x1 ≥ 0. (2.2.2)
We then derive the following key property regarding the optimal solution.
Proposition 2.2.1. The optimal solution to (2.2.2) is a constant.
According to Proposition 2.2.1, the optimal deleveraging strategy has a constant trading rate.
So instead of considering the trading rate yt, we only need to focus on the cumulative trading
amount during the liquidation period, which we denote as y = x1 − x0 ∈ Rm = yt × T . Now we
can simplify the notations by replacing yt with y/T :
K(y) = −p⊤0 y − y⊤(Λ +
1
2
Γ)y,
l1(y) = l0 + p
⊤
0 y + y
⊤(Λ +
1
2
Γ)y,
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and
e1(y) = p
⊤
1 x1 − l1 = x⊤0 Γy − y⊤(Λ−
1
2
Γ)y + p⊤0 x0 − l0 (2.2.3)
Furthermore, the no shortselling or buying requirements reduce to x1 = x0 + y ≥ 0 and y ≤ 0,
which lead to the following quadratic programming problem:
max
y∈Rm
e1(y) = −y⊤(Λ− 1
2
Γ)y + x⊤0 Γy + p
⊤
0 x0 − l0
subject to −y⊤
(
ρ1(Λ− 1
2
Γ) + Λ +
1
2
Γ
)
y + (ρ1Γx0 − p0)⊤y + ρ1p⊤0 x0 − (ρ1 + 1)l0 ≥ 0
−x0 ≤ y ≤ 0 (2.2.4)
The first constraint corresponds to the leverage requirement ρ1e1− l1 ≥ 0. The second constraint is
a box constraint. We further assume that the leverage requirement is not satisfied before trading:
l0/e0 > ρ1 (that is, ρ1p
⊤
0 x0 − (ρ1 + 1)l0 < 0). By taking derivative of the objective function in the
above optimization problem, it is easy to see that trading will lead to a reduction in the equity. If
the leverage requirement is satisfied before trading, the deleveraging problem becomes trivial: no
trading is necessary and y = 0. We further assume that the above quadratic programming problem
is strictly feasible.
Assumption 2.2.2. Problem (2.2.4) is strictly feasible and ρ1e0 − l0 < 0.
[14] assumes that Λ− 12Γ is positive definite so that the above quadratic programming problem
is convex. Here we consider the general case of problem (2.2.4) without assuming convexity.
2.3 Optimization Algorithm
This section consists of two parts. In the first part, we consider a Lagrangian problem associated
with (2.2.4) and study the properties of its breakpoints. In the second part, we present a La-
grangian algorithm for the deleveraging problem, and give conditions under which the Lagrangian
algorithm returns an optimal solution. When the solution obtained from the Lagrangian algorithm
is suboptimal, we give upper bounds on the loss in equity caused by using such a suboptimal trading
strategy.
More specifically, the Lagrangian problem is formed by adding the leverage constraint f(y) =
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ρ1e1(y) − l1(y) ≥ 0 to the objective function. It admits closed-form solution y∗(z) for any given
Lagrangian multiplier z (Proposition 2.3.2). Since y∗(z) may not be unique, we study the set-
valued function f∗(z) = {f(y∗(z))} and give necessary and sufficient conditions for z to be a
breakpoint (i.e., f∗(z) has at least two distinct values). This is Proposition 2.3.4. We then show
that f∗(z) is a piecewise continuous non-decreasing set-valued function with at mostm breakpoints,
where m is the number of assets (Theorem 2.3.6), and when there exists a non-breakpoint z∗
such that f∗(z∗) = 0, the Lagrangian problem with parameter z∗ is equivalent to the original
deleveraging problem (Theorem 2.3.7). These results form the theoretical foundations for the
Lagrangian algorithm presented in Section 2.3.2. When the condition of Theorem 2.3.7 is satisfied,
we use bisection to find z∗ such that f∗(z∗) = 0 and hence obtain an optimal solution to the
deleveraging problem. Otherwise, we obtain a suboptimal solution and present bounds for the loss
in equity caused by using such a suboptimal trading strategy (Theorem 2.3.10).
Before we proceed to the algorithm, we first show that the leverage constraint at the optimal
solution is active. This property is important for our algorithm. The result on the case with the
convexity assumption was reported in [14]. In the following, we provide a proof without assumptions
on the relative magnitudes of the price impact.
Proposition 2.3.1. The leverage constraint of problem (2.2.4) is active at its optimal solution.
Proof: Since the feasible set of problem (2.2.4) is closed and bounded, there exists an optimal
solution y∗. Assume to the contrary that the leverage constraint is not active at the optimal solution.
Then it is easy to see that the so-called linear independence constraint qualification (LICQ) holds1
(see Chapter 12 of [55]). Denote y∗ = (y∗1 , · · · , y∗m)⊤, x0 = (x0,1, · · · , x0,m)⊤. According to the
first order optimality condition, there exists µ∗ = (µ∗0, µ
∗
1, ..., µ
∗
m, µ
∗
m+1, ..., µ
∗
2m) ≥ 0 satisfying the
following conditions:
µ∗0(ρ1e1(y
∗)− l1(y∗)) = 0, (2.3.1)
µ∗i y
∗
i = 0, i = 1, ...,m, (2.3.2)
µ∗m+i(y
∗
i + x0,i) = 0, i = 1, ...,m, (2.3.3)
−∇e1(y∗) + µ∗0∇g0(y∗) +
m∑
i=1
(µ∗i∇gi(y∗) + µ∗m+i∇gm+i(y∗)) = 0, (2.3.4)
1LICQ holds if the gradients of active constraints are linearly independent.
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where
g0(y) = l1(y)− ρ1e1(y), gi(y) = yi, gm+i(y) = −yi − x0,i, i = 1, ...,m.
By the assumption that the leverage constraint is not active, we have µ∗0 = 0. Consequently, for
any i = 1, ...,m, equation (2.3.4) becomes
2(λi − 1
2
γi)y
∗
i − γix0,i + µ∗i − µ∗m+i = 0, i = 1, ...,m. (2.3.5)
Since x0 > 0, it is easy to see from (2.3.2) and (2.3.3) that µ
∗
i and µ
∗
m+i, 1 ≤ i ≤ m, cannot be
positive simultaneously. We consider the following cases:
1. µ∗i = 0, µ
∗
m+i 6= 0: From equation (2.3.3), we obtain y∗i = −x0,i. From Equation (2.3.5), we
get µ∗m+i = −2λix0,i < 0, which contradicts to the requirement that µ∗ ≥ 0.
2. µ∗i = µ
∗
m+i = 0: By Equation (2.3.5), we obtain 2(λi − 12γi)y∗i = γix0,i > 0. Since y∗i ≤ 0,
we must have λi − 12γi < 0 and y∗i =
γix0,i
2λi−γi
< 0. But then y∗i + x0,i =
2λix0,i
2λi−γi
< 0, which
contradicts to the requirement that y∗ + x0 ≥ 0.
Since for any 1 ≤ i ≤ m, the above cases are not possible, we must have µ∗i 6= 0, µ∗m+i = 0 for all
1 ≤ i ≤ m. But then we have y∗ = 0 from equation (2.3.2). The leverage requirement in problem
(2.2.4) then becomes ρ1e0 − l0 ≥ 0, which contradicts Assumption 2.2.2. This finishes the proof of
the proposition. 2
Intuitively, Proposition 2.3.1 states that the optimal deleveraging strategy precisely achieves
the maximal allowed leverage ratio. It is suboptimal to further reduce the leverage ratio due to the
trading cost caused by market impact.
2.3.1 Lagrangian Problem and Breakpoints
Denote f(y) = ρ1e1(y) − l1(y). The Lagrangian problem maximizes e1(y) + zf(y) subject to the
box constraint −x0 ≤ y ≤ 0 for some z ≥ 0. Equivalently, we have
maxy∈Rm −y⊤
(
(1 + zρ1)(Λ− 12Γ) + z(Λ + 12Γ)
)
y +
(
(1 + zρ1)x
⊤
0 Γ− zp⊤0
)
y
subject to −x0 ≤ y ≤ 0.
(2.3.6)
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The following proposition gives the optimal solution of the Lagrangian problem with parameter z,
which we denote by y∗(z).
Proposition 2.3.2. The optimal solution to the Lagrangian problem (2.3.6) is given by
y∗i (z) =


max(−x0,i,min(0, q2,i2q1,i )), q1,i > 0
0, q1,i ≤ 0, q2,i + x0,iq1,i > 0
−x0,i, q1,i ≤ 0, q2,i + x0,iq1,i < 0
0 or − x0,i, q1,i < 0, q2,i + x0,iq1,i = 0
any point in [−x0,i, 0], q1,i = q2,i = 0
for 1 ≤ i ≤ m, where q1,i = (1 + zρ1)(λi − 12γi) + z(λi + 12γi), and q2,i = (1 + zρ1)γix0,i − zp0,i.
Proof: The objective function of the Lagrangian problem is simply
∑m
i=1(q2,iyi − q1,iy2i ). It
suffices to derive the optimal solution for the following problem:
max
yi∈R
q2,iyi − q1,iy2i
subject to −x0,i ≤ yi ≤ 0.
This is a univariate quadratic problem whose optimal solution is given as in the proposition. 2
Note that the solution of the Lagrangian problem (2.3.6) is analytically available due to the
separability of its objective function, which results from the diagonal structures of the price impact
matrices Λ and Γ. This allows us to design an efficient algorithm to solve the original deleveraging
problem. We would like to point out that the algorithm we will present may not easily extend to
the case when there is cross impact, that is, when the impact matrices have nonzero off-diagonal
entries.
We note that the Lagrangian problem may not have a unique solution. For any z ≥ 0, denote
f∗(z) the set of the values of f at all possible optimal solutions of the Lagrangian problem with
parameter z. That is, f∗ is a set-valued function (see [6]). We analyze the properties of f∗(z)
below. We start with the definition of breakpoint.
Definition 2.3.3. z is said to be a breakpoint of f∗ if f∗(z) has at least two distinct values.
In the following, we give necessary and sufficient conditions for z to be a breakpoint.
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Proposition 2.3.4. z ≥ 0 is a breakpoint of f∗ if and only if the following holds for some 1 ≤ i ≤
m: (
(1 + ρ1)(λi +
1
2
γi)x0,i − p0,i
)
z + (λi +
1
2
γi)x0,i = 0, (2.3.7)
p0,i ≥ (6 + 4
√
2)x0,iλi, (2.3.8)
and γi ∈ [θ1, θ2], where θ1, θ2 are the two roots of x2 + (2λi − p0,ix0,i )x+
2p0,iλi
x0,i
= 0.
Proof: According to Proposition 2.3.2, for z to be a breakpoint of f∗, it is necessary that q1,i ≤
0, q2,i+x0,iq1,i = 0 for some 1 ≤ i ≤ m. Here q1,i, q2,i are defined in Proposition 2.3.2. On the other
hand, for a given z, if q1,i ≤ 0, q2,i+x0,iq1,i = 0, then there exist at least two optimal solutions to the
Lagrangian problem, y∗(z) and y∗∗(z), such that y∗i (z) = 0, y
∗∗
i (z) = −x0,i, y∗j (z) = y∗∗j (z), j 6= i,
and e1(y
∗(z)) + zf(y∗(z)) = e1(y
∗∗(z)) + zf(y∗∗(z)). Since
e1(y
∗∗(z))− e1(y∗(z)) = −γix20,i − (λi −
1
2
γi)x
2
0,i = −(λi +
1
2
γi)x
2
0,i < 0,
and z ≥ 0, we have f(y∗(z)) < f(y∗∗(z)). Thus, f∗(z) has at least two distinct values and z is
thus a breakpoint. Therefore, for z ≥ 0 to be a breakpoint of f∗, it is necessary and sufficient that
q1,i ≤ 0, q2,i + x0,iq1,i = 0 for some 1 ≤ i ≤ m.
It is easy to verify that q2,i+ x0,iq1,i = 0 if and only if (2.3.7) holds. Since z ≥ 0, we must have
(1 + ρ1)(λi +
1
2γi)x0,i − p0,i < 0. On the other hand, q1,i ≤ 0 if and only if
(
ρ1(λi − 1
2
γi) + λi +
1
2
γi
)
z + λi − 1
2
γi ≤ 0.
Substitute z in the above with the solution from (2.3.7), we obtain
γ2i + (2λi −
p0,i
x0,i
)γi +
2p0,iλi
x0,i
≤ 0. (2.3.9)
Since γi > 0, (2.3.9) holds if and only if 2λi − p0,ix0,i < 0,
(2λi − p0,i
x0,i
)2 − 8p0,iλi
x0,i
≥ 0, (2.3.10)
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and γi ∈ [θ1, θ2], where θ1, θ2 are the two roots of x2 + (2λi − p0,ix0,i )x+
2p0,iλi
x0,i
= 0. (2.3.10) becomes
p20,i
x20,iλ
2
i
− 12p0,i
x0,iλi
+ 4 ≥ 0.
Since 2λi − p0,ix0,i < 0, the above holds if and only if p0,i ≥ (6 + 4
√
2)x0,iλi. This finishes the proof.
2
Corollary 2.3.5. If p0 < (6 + 4
√
2)Λx0, then there is no breakpoints for f
∗.
This is a useful result which gives us conditions under which the optimal solution of the quadratic
programming problem (2.2.4) can be obtained by using our Lagrangian algorithm, as will be seen.
Since λi is the temporary price impact corresponding to the trading rate for asset i, λix0,i can be
taken as the temporary price impact caused by selling all of asset i in one unit of time. Then the
above condition states that, as long as such price impact is larger than 8.6% of the initial asset
price, the optimal solution of the deleveraging problem can be obtained by solving a sequence of
very simple Lagrangian problems. Now we state a key property of f∗.
Theorem 2.3.6. f∗(z) is a piecewise continuous non-decreasing set-valued map2 with at most m
breakpoints. In particular, f∗(0) < 0, and ∃z′ > 0 such that f∗(z′) > 0.
Proof: From Proposition 2.3.2, it can be seen that the solution of the Lagrangian problem y∗(z)
and f∗ are continuous in z except at breakpoints. From Proposition 2.3.4, z is a breakpoint only
if z solves (2.3.7) for some 1 ≤ i ≤ m. Therefore, there could be at most m breakpoints.
To prove the monotonicity, consider two different parameters z1 and z2. Let ξ1 ∈ f∗(z1),
and y∗(z1) be an optimal solution of the Lagrangian problem with parameter z1 that satisfies
ξ1 = f(y
∗(z1)). Define ξ2 ∈ f∗(z2) and y∗(z2) similarly. By the optimality of y∗(z1) and y∗(z2), we
have
e1(y
∗(z1)) + z1ξ1 ≥ e1(y∗(z2)) + z1ξ2,
e1(y
∗(z2)) + z2ξ2 ≥ e1(y∗(z1)) + z2ξ1.
2f∗(z) is a non-decreasing set-valued map if (z1 − z2)(ξ1 − ξ2) ≥ 0, ∀ξi ∈ f
∗(zi), i = 1, 2. For details of set-valued
maps, refer to [6].
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Adding the above two inequalities, we obtain
z1ξ1 + z2ξ2 ≥ z1ξ2 + z2ξ1.
Thus, we have (z1 − z2)(ξ1 − ξ2) ≥ 0. Therefore, f∗ is non-decreasing.
When z = 0, for any 1 ≤ i ≤ m, using the notations in Proposition 2.3.2,
q2,i = γix0,i > 0, q2,i + x0,iq1,i = (λi +
1
2
γi)x0,i > 0.
From Proposition 2.3.2, the solution of the Lagrangian problem is y∗(0) = 0. Therefore, f∗(0) =
f(0) = ρ1e0 − l0 < 0. Let y¯ be an optimal solution to
max
y∈Rm
f(y) subject to − x0 ≤ y ≤ 0,
and yˆ an optimal solution to
max
y∈Rm
e1(y) subject to − x0 ≤ y ≤ 0.
Note that f(y¯) > 0. Let z > 0 be larger than all the m breakpoints and satisfy
z >
e1(yˆ)− e1(y¯)
f(y¯)
.
Denote the optimal solution of the Lagrangian problem corresponding to z by y∗(z). Then we have
e1(yˆ) + zf(y
∗(z)) ≥ e1(y∗(z)) + zf(y∗(z)) ≥ e1(y¯) + zf(y¯).
From the above, we immediately obtain f∗(z) = f(y∗(z)) > 0. This finishes the proof. 2
2.3.2 Lagrangian Algorithm
We present a Lagrangian algorithm for the deleveraging problem, give conditions under which the
algorithm returns an optimal solution, and give an upper bound on the loss of equity when a
suboptimal solution returned from the algorithm is adopted.
15
Theorem 2.3.7. Suppose there exists a non-breakpoint z∗ > 0 such that f∗(z∗) = 0. Then the
Lagrangian problem with parameter z∗ is equivalent to the deleveraging problem (2.2.4).
Proof: Denote the optimal solution of the Lagrangian problem by y∗(z∗), and an optimal
solution of the deleveraging problem by y∗. Since f∗(z∗) = f(y∗(z∗)) = 0, y∗(z∗) is a feasible
solution of the deleveraging problem. Obviously, y∗ is a also a feasible solution of the Lagrangian
problem. According to Proposition 2.3.1, f(y∗) = 0. By the optimality of y∗(z∗),
e1(y
∗(z∗)) = e1(y
∗(z∗)) + z∗f(y∗(z∗)) ≥ e1(y∗) + z∗f(y∗) = e1(y∗).
This shows that y∗(z∗) is also optimal to the deleveraging problem. As a result, e1(y
∗(z∗)) = e1(y
∗).
Consequently, e1(y
∗(z∗))+ z∗f(y∗(z∗)) = e1(y
∗)+ z∗f(y∗). But this implies that y∗ is also optimal
to the Lagrangian problem. This finishes the proof. 2
When z∗ > 0 is a breakpoint and zero is one of the values of f∗(z∗), we have the following
result. Denote the optimal solution to the Lagrangian problem that corresponds to this zero value
by y∗(z∗). That is, f(y∗(z∗)) = 0. Then using similar arguments, one can show that y∗(z∗) is also
optimal to the deleveraging problem. In this case, however, we don’t have equivalence between
the Lagrangian problem and the deleveraging problem. In the following, we give a condition under
which Theorem 2.3.7 is immediately applicable.
Corollary 2.3.8. Suppose p0 < (6 + 4
√
2)Λx0. Then f
∗ has no breakpoint. There exists z∗ > 0
such that f∗(z∗) = 0. The Lagrangian problem with parameter z∗ is equivalent to the deleveraging
problem (2.2.4).
Proof. This follows from Corollary 2.3.5, Theorem 2.3.6, and Theorem 2.3.7. 2
Based on the above theoretical results, we design a Lagrangian algorithm for solving the problem
(2.2.4). Roughly speaking, when f∗(z∗) = 0 can be achieved at a non-breakpoint z∗, we use binary
search to find z∗ and consequently an optimal solution to the deleveraging problem. When zero falls
between different values of f∗(z∗) for a certain breakpoint z∗, we find a feasible approximation to
the optimal solution of the deleveraging problem through the Lagrangian problem with parameter
z∗. In this case, we give an upper bound on the loss of equity caused by using a suboptimal solution.
Before we present the algorithm, we make the following assumption which simplifies the algorithm.
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Assumption 2.3.9. For any 1 ≤ i ≤ m,
(p0,i − ρ1γix0,i)(λi − 1
2
γi) + γix0,i(ρ1(λi − 1
2
γi) + λi +
1
2
γi) 6= 0.
For any i 6= j,
x0,i(λi +
1
2
γi)((1 + ρ1)(λj +
1
2
γj)x0,j − p0,j) 6= x0,j(λj + 1
2
γj)((1 + ρ1)(λi +
1
2
γi)x0,i − p0,i).
This is a rather weak assumption since it would be rare that the parameters of the deleveraging
problem precisely satisfy the equalities instead. The first requirement excludes cases where the
Lagrangian problem has a constant objective function and hence admits infinitely many solutions
(see Proposition 2.3.2). The second requirement guarantees that breakpoints determined from
different assets using Proposition 2.3.4 do not overlap. Consequently, at any breakpoint z∗, f∗(z∗)
has exactly two different values.
When there exists a breakpoint zi, corresponding to the ith asset, such that 0 falls in the
open interval defined by the two values of f∗(zi), we construct a feasible solution for (2.2.4) as
follows. Denote the two optimal solutions of the Lagrangian problem with parameter zi by y
∗(zi)
and y∗∗(zi). By Proposition 2.3.2 and Assumption 2.3.9, y
∗(zi) and y
∗∗(zi) differ only at the
ith entry. Suppose y∗i (zi) = 0 and y
∗∗
i (zi) = −x0,i. Denote the feasible approximation we are
seeking by yL = (yL1 , · · · , yLm)⊤. Let yLk = y∗k(zi) = y∗∗k (zi) for k = 1, ...,m, k 6= i, and yLi be the
zero of f(yL) as a function of yLi on (−x0,i, 0). From the proof of Proposition 4, we know that
f(y∗(zi)) < 0 < f(y
∗∗(zi)). Moreover, f(y
L) as a function of yLi is quadratic. Its zero on (−x0,i, 0)
can thus be uniquely determined. Then yL is accepted as the approximate solution. It is obviously
a feasible solution for the deleveraging problem (2.2.4).
In fact, y∗∗(zi) could also be used as a feasible approximate solution. But it can be easily
verified that the objective function of the deleveraging problem (2.2.4) is non-decreasing in yi for
yi ∈ [−x0,i, 0] (see the proof of Theorem 2.3.10). Therefore, yL constructed in the above outperforms
y∗∗(zi) and is hence adopted.
We now present the following algorithm in seeking a solution yL of the problem (2.2.4). Here
the superscript L refers to Lagrangian. It will be clear soon when yL is optimal, and when it is
suboptimal. Let ǫ > 0 be a small enough tolerance level.
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Lagrangian Algorithm
1. Using Proposition 2.3.4, find all the breakpoints z1 < z2 < · · · < zk.
2. If k = 0 (no breakpoints), let a = 0, and find a large enough b such that f∗(b) > 0. Go to
Step 7.
3. Using Proposition 2.3.2, for any zi, compute the two values of f
∗(zi), denoted by f
∗
1 (zi) =
f(y∗(zi)) < f
∗
2 (zi) = f(y
∗∗(zi)), where y
∗(zi) and y
∗∗(zi) are the two optimal solutions to the
Lagrangian problem with parameter zi.
4. If there exists zi such that one of the values of f
∗(zi) is zero, then let y
L = y∗(zi) if f(y
∗(zi)) =
0 and yL = y∗∗(zi) otherwise, and stop.
5. Otherwise, if there exists zi, corresponding to the ith asset, such that f
∗
1 (zi) < 0 < f
∗
2 (zi),
then let yLk = y
∗∗
k (zi) for k = 1, ...m, k 6= i, and yLi be the zero of f(yL) as a function of yLi
on (−x0,i, 0), and stop.
6. Otherwise, determine a and b in the following way: if the values of f∗(zk) are negative, let
a = zk, and find a large enough b such that f
∗(b) > 0; if the values of f∗(z1) are positive, let
a = 0 and b = z1; otherwise, find zi such that f
∗
2 (zi) < 0 < f
∗
1 (zi+1), and let a = zi, b = zi+1.
7. For the given a and b,
While (|f∗(a+b2 )| > ǫ) {
If f∗(a+b2 ) > ǫ, then b← a+b2
Else a← a+b2
}
Let z∗ = a+b2 , y
L = y∗(z∗), where y∗(z∗) is the optimal solution of the Lagrangian problem
with parameter z∗.
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According to our theoretical results, it is clear that the above Lagrangian algorithm returns a
suboptimal solution only when Step 5 is executed. Otherwise, it returns an optimal solution to the
deleveraging problem (at least near optimal when ǫ is small).
Note that when zero is contained in an open interval defined by the two values of f∗(zi) for
some breakpoint zi (see Step 5 of the Lagrangian algorithm), we obtain a suboptimal solution to
the problem (2.2.4). In the following, we quantify the loss caused by choosing such a suboptimal
solution.
Theorem 2.3.10. Suppose that there exists a breakpoint zi > 0, corresponding to the ith asset,
so that 0 is contained in the open interval defined by the two values of f∗(zi), and the Lagrangian
algorithm is used to solve the problem (2.2.4). Then the loss in equity caused by using such obtained
suboptimal trading strategy is bounded by
(λi +
1
2
γi)x
2
0,i.
The above can further be bounded by
p0,ix0,imin
( 1
1 + ρ1
,
1 + γi/(2λi)
6 + 4
√
2
)
.
Proof: Denote an optimal solution to the original deleveraging problem by y∗, the approximate
solution obtained from the Lagrangian algorithm by yL, and the two optimal solutions to the
Lagrangian problem with parameter zi by y
∗(zi) and y
∗∗(zi), with f(y
∗(zi)) < 0 < f(y
∗∗(zi)).
Since y∗ is feasible to the Lagrangian problem, and y∗∗(zi) is optimal to the Lagrangian problem,
we have
e1(y
∗∗(zi)) + zif(y
∗∗(zi)) ≥ e1(y∗) + zif(y∗). (2.3.11)
According to the proof of Proposition 2.3.4, y∗∗(zi) is the one whose ith element is −x0,i. Moreover,
zif(y
∗∗(zi)) < zi(f(y
∗∗(zi))− f(y∗(zi))) = e1(y∗(zi))− e1(y∗∗(zi)) = (λi + 1
2
γi)x
2
0,i.
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Combining the above with (2.3.11), and because f(y∗) = 0 from Proposition 2.3.1, we obtain
e1(y
∗)− e1(y∗∗(zi)) < (λi + 1
2
γi)x
2
0,i.
Note that yLk = y
∗∗
k (zi) for k = 1, ...,m, k 6= i, and yLi > −x0,i = y∗∗i (zi). From equation (3.2.3),
we have ∂e1/∂yi = γi(x0,i + yi)− 2λiyi ≥ 0 for −x0,i ≤ yi ≤ 0. Thus, e1(yL) ≥ e1(y∗∗(zi)) and
e1(y
∗)− e1(yL) ≤ e1(y∗)− e1(y∗∗(zi)) < (λi + 1
2
γi)x
2
0,i.
We may relax the right hand side in the above. According to (2.3.7), p0,i > (1 + ρ1)(λi +
1
2γi)x0,i
must hold for zi to be a breakpoint. Together with (2.3.8), we obtain
x0,i ≤ min
( p0,i
(6 + 4
√
2)λi
,
p0,i
(1 + ρ1)(λi +
1
2γi)
)
.
The conclusion of the Theorem follows immediately. 2
Theorem 2.3.10 shows that the loss in equity caused by using a suboptimal solution obtained
from the Lagrangian algorithm is bounded by a fraction of the initial total value of a particular
asset. In particular, the loss is small when ρ1 is large, or when the ratio of the permanent to
temporary price impact parameters is small.
2.4 Trading Properties
In this section, we derive some properties of the optimal deleveraging strategy. In particular, we
examine the factors that influence the optimal strategy.
Proposition 2.4.1. Suppose assets i and j have the same initial price and holding: p0,i =
p0,j, x0,i = x0,j. If γi ≤ γj , λi ≤ λj, γi < 2λj , then the ith asset is prioritized for selling, i.e.,
y∗i ≤ y∗j .
Proof: Assume to the contrary that −x0,i = −x0,j ≤ y∗j < y∗i ≤ 0. Consider a direction
Σ = (Σ1, · · · ,Σm) with Σi = −1,Σj = 1,Σk = 0, k 6= i, j. Note that
∇l1(y) = p0 + (2Λ + Γ)y, ∇e1(y) = Γx0 − (2Λ− Γ)y.
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Since p0,i = p0,j , λi ≤ λj , γi ≤ γj, we have
Σ⊤∇l1(y∗) = (2λj + γj)y∗j − (2λi + γi)y∗i ≤ (2λj + γj)(y∗j − y∗i ) < 0.
We next show that
Σ⊤∇e1(y∗) = (γj − γi)x0,i + (2λi − γi)y∗i − (2λj − γj)y∗j > 0.
Let us consider the following three cases:
Case 1. 2λi − γi > 0. When λi < λj strictly,
Σ⊤∇e1(y∗) ≥ (γj − γi)x0,i + (2λi − γi)y∗j − (2λj − γj)y∗j
= (γj − γi)(x0,j + y∗j ) + 2(λi − λj)y∗j > 0.
When λi = λj,
Σ⊤∇e1(y∗) = (γj − γi)x0,i + (2λi − γi)y∗i − (2λi − γj)y∗j
≥ −(γj − γi)y∗j + (2λi − γi)y∗i − (2λi − γj)y∗j
= (2λi − γi)(y∗i − y∗j ) > 0.
Case 2. 2λi − γi ≤ 0, 2λj − γj > 0.
Σ⊤∇e1(y∗) ≥ −(2λj − γj)y∗j > 0.
Case 3. 2λi − γi ≤ 0, 2λj − γj ≤ 0. From the assumption of the proposition, 2λj − γi > 0. Then,
Σ⊤∇e1(y∗) ≥ (γj − γi)x0,i + (2λi − γi)y∗i + (2λj − γj)x0,i
= (2λj − γi)x0,i + (2λi − γi)y∗i > 0.
Therefore, there exists σ > 0 that is small enough so that −x0 ≤ y∗+σΣ ≤ 0, and the new trading
policy y∗ + σΣ leads to strictly larger equity and smaller liability after trading. This contradicts
the optimality of y∗. 2
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If we regard the ith asset as more liquid than the jth asset when the above conditions on the
price impact parameters are satisfied, Proposition 2.4.1 then states that more liquid assets are
prioritized for selling. This is intuitive since more liquid assets with smaller price impact incur
smaller trading cost.
According to Theorem 2.3.7, when there exists a non-breakpoint z∗ such that f∗(z∗) = 0, the
deleveraging problem (2.2.4) is equivalent to the Lagrangian problem with parameter z∗. In this
case, we may derive more analytical results regarding the optimal trading strategy. We show how
the initial price p0 and the initial liability l0 affect the optimal trading strategy.
Proposition 2.4.2. Suppose there exists a non-breakpoint z∗ such that f∗(z∗) = 0. For assets i
and j with the same initial holding and price impact parameters, i.e., x0,i = x0,j, λi = λj , γi = γj,
the one with higher initial price is prioritized for selling. That is, y∗i ≤ y∗j when p0,i ≥ p0,j.
Proof. Denote the optimal solution of the deleveraging problem by y∗. By assumption, y∗ =
y∗(z∗), where y∗(z∗) is the unique optimal solution of the Lagrangian problem with parameter z∗
and is given in Proposition 2.3.2. If q1,i ≤ 0 and q2,i + x0,iq1,i < 0, then y∗i = −x0,i = −x0,j ≤ y∗j .
If q1,i ≤ 0 and q2,i+ x0,iq1,i > 0, then y∗i = 0. Since x0,i = x0,j, λi = λj , γi = γj, p0,i ≥ p0,j, we have
q1,j = q1,i ≤ 0, q2,j ≥ q2,i. Consequently, q2,j + x0,jq1,j ≥ q2,i + x0,iq1,i > 0. Therefore, y∗j = 0 = y∗i .
If q1,i > 0, then q1,j = q1,i > 0 as well. Since q2,j ≥ q2,i,
y∗j = max(−x0,j ,min(0,
q2,j
2q1,j
)) ≥ max(−x0,i,min(0, q2,i
2q1,i
)) = y∗i .
Therefore, y∗j ≥ y∗i in all cases. This finishes the proof. 2
This result states that, everything else being equal, we prefer to sell assets with higher prices so
that we can generate more cash to reduce the leverage. The following result shows how the set of
actively traded assets changes when l0 changes. An asset i is said to be actively traded in a trading
strategy y∗ if y∗i 6= 0. We consider two scenarios: one with initial liability l0, and the other with
initial liability l¯0. f
∗ and f¯∗ are defined as before, corresponding to these two scenarios.
Proposition 2.4.3. Suppose there exist non-breakpoints z∗ and z¯∗ such that f∗(z∗) = 0 and
f¯∗(z¯∗) = 0 respectively under the following two scenarios: one with initial liability l0, and the
other with initial liability l¯0 ≤ l0. Then the set of actively traded assets in the optimal trading
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strategy corresponding to l¯0 is a subset of the set of actively traded assets in the optimal trading
strategy corresponding to l0.
Proof. Let y∗ and z∗ be the optimal solution and the optimal Lagrangian multiplier when
the initial liability is l0. Similarly, y¯
∗ and z¯∗ are the optimal solution and Lagrangian multiplier
corresponding to l¯0. Recall that:
f(y) = ρ1e1(y)− l1(y) = −y⊤
(
ρ1(Λ− 1
2
Γ) + Λ +
1
2
Γ
)
y + (ρ1Γx0 − p0)⊤y + ρ1p⊤0 x0 − (ρ1 + 1)l0.
Define f¯(y) similarly, by replacing l0 in the above by l¯0. We first show that z
∗ ≥ z¯∗ when l0 ≥ l¯0.
By assumptions of the proposition, f(y∗) = f∗(z∗) = 0 = f¯∗(z¯∗) = f¯(y¯∗). Therefore,
f¯∗(z¯∗) = 0 = f(y∗) ≤ f¯(y∗).
Note that the Lagrangian problem (2.3.6) does not contain l0. It is the same for different initial
liabilities. By definition, y∗ is the optimal solution for the Lagrangian problem with parameter
z∗ in the first scenario with initial liability l0. It is also the optimal solution for the Lagrangian
problem with parameter z∗ in the second scenario with initial liability l¯0. That is, f¯(y
∗) = f¯∗(z∗).
We thus have f¯∗(z¯∗) ≤ f¯∗(z∗). From Theorem 2.3.6, we have z∗ ≥ z¯∗.
Next, we show that y¯∗i = 0 when y
∗
i = 0. We define q1,i, q2,i that are associated with z
∗ and
q¯1,i, q¯2,i that are associated with z¯
∗ as in Proposition 2.3.2. Since z∗ ≥ z¯∗, we have
z∗
1 + z∗ρ1
≥ z¯
∗
1 + z¯∗ρ1
.
Then, q2,i ≥ 0 implies q¯2,i ≥ 0. Similarly,
z∗
1 + z∗ + ρ1z∗
≥ z¯
∗
1 + z¯∗ + ρ1z¯∗
.
Then, q2,i + x0,iq1,i > 0 implies q¯2,i + x0,iq¯1,i > 0. Suppose y
∗
i = 0. Since z
∗ is a non-breakpoint,
according to Proposition 2.3.2 and the proof of Proposition 2.3.4, y∗i = 0 is possible only if one of
the following occurs:
1. q1,i > 0 and q2,i ≥ 0;
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2. q1,i ≤ 0, q2,i + x0,iq1,i > 0.
In either case, we must have q2,i ≥ 0 and q2,i+x0,iq1,i > 0. According to the above analysis, q¯2,i ≥ 0
and q¯2,i + x0,iq¯1,i > 0. If q¯1,i > 0, then according to Proposition 2.3.2, we have y¯
∗
i = 0. If q¯1,i ≤ 0,
since q¯2,i + x0,iq¯1,i > 0, we still have y¯
∗
i = 0 according to Proposition 2.3.2. This finishes the proof.
2
This proposition shows that an asset that is retained (not sold) will still be retained at a smaller
l0, i.e., when the leverage requirement is relaxed. Similarly, an asset that is actively sold will still
be actively sold at a larger l0, i.e., when the leverage requirement is more restrictive.
2.5 Numerical Examples
In this section, we present a few numerical examples illustrating the performance of the Lagrangian
algorithm. All numerical experiments are conducted on a Dell N5010 laptop with 2.26 GHz CPU
and 4 GB memory using C++.
Example 1. In this example, we numerically examine the loss in equity resulted from a suboptimal
solution. x0,i = 1 million, 1 ≤ i ≤ 10, and l0 = $48 million. The initial asset prices and the price
impact parameters are given in Table 2.1. The initial equity is $2 million. The initial leverage
ratio is ρ0 = 24 and the desired ratio is ρ1 = 18. From the Lagrangian algorithm, we obtain
z∗ = 0.0074, which is a breakpoint where 0 is included in the interval defined by the two values
of f∗(z∗). The algorithm thus returns a suboptimal solution. The corresponding trading rates are
reported in Table 2.1. The equity after trading with the suboptimal strategy given in Table 2.1 is
Asset no. Initial price Temporary price Permanent price Suboptimal trading rate
impact λi impact γi
1 5 0.026 0.076 0
2 5 0.016 0.042 0
3 5 0.012 0.041 -0.1900
4 5 0.018 0.037 0
5 5 0.020 0.040 0
6 5 0.028 0.018 -0.3823
7 4.6 0.017 0.037 0
8 4.8 0.017 0.048 0
9 5.2 0.017 0.013 -0.9866
10 5.4 0.017 0.013 -1
Table 2.1: Numerical parameters: x0,i = 1 million, 1 ≤ i ≤ 10, l0 = 48 million, ρ1 = 18.
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Figure 2.1: Histograms for the Upper Bound on the Loss in Equity
e1 = 1.9363. To better understand the loss in equity caused by using such an approximate solution,
we observe that the optimal objective value of the corresponding Lagrangian problem is 1.9392. It
is well known that this provides an upper bound on the optimal value of the original deleveraging
problem. That is, the loss in equity of using the suboptimal solution is bounded from the above by
1.9392−1.9363 = 0.0029, which is around 0.145% of the initial equity. The first bound in Theorem
2.3.10 gives 0.0325, which is around 1.6% of the initial equity. The second bound in Theorem 2.3.10
gives 0.2632. We note that the actual loss in equity is much smaller than the theoretical bounds in
this example. That is, the actual performance of the Lagrangian algorithm could be much better
than what Theorem 2.3.10 characterizes.
Example 2. In this example, we numerically illustrate how often the Lagrangian algorithm returns
an optimal solution. We consider a portfolio consisting of 8 assets. x0,i = 1 million, p0,i = $5,
1 ≤ i ≤ 8, and l0 = $38 million. The initial equity is $2 million. The initial leverage ratio is
ρ0 = 19. We randomly generate 5000 problems. For each problem, the temporary and permanent
price impact parameters are simulated uniformly from [0, 0.1]. When the desired leverage ratio is
ρ1 = 15, 553 of the 5000 problems do not have breakpoints (among these problems, 284 are convex)
and thus are solved optimally. Among the remaining 4447 problems with at least one breakpoint,
2273 are solved optimally. Therefore, (553 + 2273)/5000 = 56.5% of the 5000 problems are solved
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optimally. We keep the randomly generated price impact parameters the same and repeat the above
experiment with ρ1 = 10, and find that 553 problems do not have breakpoints (again, 284 of these
problems are convex), and 2989 problems have at least one breakpoint but are solved optimally. In
total, (553+2989)/5000 = 70.8% of the 5000 problems are solved optimally. For each problem with
a suboptimal solution, we also calculate the Lagrangian based upper bound on the loss in equity
caused by adopting a suboptimal strategy. When ρ1 = 15, 2174 problems are solved suboptimally.
The upper bound on the loss in equity ranges from 0.0014% to 3.56%. The mean and median loss
in equity are 0.57% and 0.035% of the initial equity, respectively. When ρ1 = 10, 1458 problems are
solved suboptimally. The upper bound on the loss in equity ranges from 0.0039% to 4.68%. The
mean and median loss in equity are 0.72% and 0.025% of the initial equity, respectively. Finally,
Figure 2.1 presents the corresponding histograms for the upper bound on the loss in equity as a
fraction of the initial equity.
2.6 Summary
Market impact affects the trading price when a large portfolio is liquidated in a short period of
time. It is important for investors to take price impact into account when determining appropriate
trading strategies. In this chapter, we study an optimal deleveraging problem without assumptions
on the relative magnitudes of the price impact parameters. The objective is to maximize equity
while meeting a prescribed leverage ratio requirement. The resulting non-convex quadratic program
is analyzed. Analytical results regarding the optimal trading strategy are obtained. An efficient
Lagrangian method is proposed and studied for the numerical solution of the non-convex problem.
In particular, by studying the breakpoints of the Lagrangian problem, we are able to obtain condi-
tions under which the Lagrangian method returns an optimal solution of the deleveraging problem.
On the other hand, when the Lagrangian algorithm returns a suboptimal solution, we give upper
bounds on the loss in equity caused by using the suboptimal trading strategy.
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Chapter 3
Portfolio Deleveraging under Nonlinear Market Impact
3.1 Introduction
In this chapter, we investigate the optimal deleveraging strategy under general nonlinear temporary
price impact ([17]). Our primary motivation is the fact that many theoretical and empirical works
are in support of nonlinear temporary impact function. For example, Lillo, Farmer and Mantegna
([47]) show that the temporary price impact function is strictly concave by carrying out fits of impact
curves. The concavity is also explained in [31], [16] and [12]. In particular, some empirical works
are in favor of a square-root power-law temporary impact function (see [68], [40], [30], [27], [52]).
In the meanwhile, Almgren et. al. ([4]) demonstrate that a power law function with an exponent
of 0.6 is more plausible by analyzing data from Citigroup equity trading. To´th et. al. [69] report
an exponent around 0.5 for small tick contracts and 0.6 for large tick ones by observing proprietary
trading data from Capital Fund Management. In order to be consistent with the theoretical and
empirical results and to allow for higher adaptability, we propose a power-law temporary impact
function with a general rational order between zero and one.
With a power-law temporary price impact function, the optimal deleveraging problem becomes a
non-convex polynomial program with polynomial and box constraints. In the absence of convexity,
the optimization problem is very challenging. To approach the problem, we extend the Lagrangian
method proposed in Chapter 2 to the case of non-convex polynomial optimization program. An
efficient algorithm is then developed by studying the connections between the optimal deleveraging
problem and the corresponding Lagrangian problem. Similar as in Chapter 2, we characterize the
conditions under which the convergence of the algorithm can provide a global optimal solution.
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When those conditions are not satisfied, the algorithm returns an approximate solution and an
upper bound on the loss in equity induced by adopting the suboptimal strategy is derived. These
results indicate that the Lagrangian method we proposed is robust in the sense that it can be
applied to deal with the optimal deleveraging problem efficiently under generic temporary price
impact function.
As mentioned above, there are many theoretical and empirical works that are in favor of non-
linear temporary price impact function (see [68], [40], [47], [30], [4], [27], [31], [16], [12], [52], [69]).
However, in the existing optimal deleveraging works [14] and [20], linearity of temporary price
impact function is assumed for the ease of mathematical convenience. The difference between the
deleveraging strategies obtained under the linear and nonlinear price impact functions draws our
attention. To start, we first note that the permanent price impact outweighs the temporary coun-
terpart in some situations. For instance, Scho¨neborn and Schied ([63]) point out that in markets
that do not suffer from extreme cash outflows, the impact of stock sales is predominantly perma-
nent. It’s also mentioned in [63] that Holthausen et. al. ([37]) observe from their data sample that
the permanent impact accounts for 85% of the total impact. In addition, Coval and Stafford ([22])
show that in markets except open-ended mutual fund, the permanent price impact is strongly dom-
inant. In a permanent-impact-dominant market, we find that the linear price impact assumption
leads to an extreme trading strategy: only one asset in the portfolio is partially liquidated; all the
other assets are either sold or retained completely. But under nonlinear price impact function, the
optimal strategy is comparatively moderate and complicated. This illustrates a clear distinction in
optimal trading strategies under two different assumptions on the price impact.
3.2 Model Formulation
This section introduces the problem formulation. The asset price dynamics is given by
pt = p0 + Γ(xt − x0)− Λykt , (3.2.1)
where pt, xt, yt ≥ 0 ∈ ℜm are vectors of price, holdings and trading rates at time t, ykt (0 < k ≤ 1)
is a vector with yki,t as its ith entry, Γ and Λ are positive definite diagonal matrices with permanent
and temporary price impact coefficients (i.e. γi > 0 and λi > 0) on diagonals respectively. The
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minus sign associated with ykt indicates that only selling strategy is of interest, since the primary
goal is to reduce liability. The permanent price impact coefficients are related to the cumulative
trading amounts while the temporary price impact coefficients are related to the sizes of trades in
unit time. For simplicity, denote q = p0 − Γx0 and the price dynamics becomes
pt = q + Γxt − Λykt . (3.2.2)
The price process (3.2.2) contains the price dynamics in [14] and [20] as a specific case (i.e., k = 1).
The temporary price impact here is no longer restricted to a linear function as in [14] and [20], but a
power-law function with a general exponent between zero and one. As discussed in the introduction,
such an assumption is more consistent with what has been observed in numerous empirical works
on price impact.
We adopt the same notations as in Chapter 2. The holding dynamics is xt = x0 −
∫ t
0 ysds and
the trading period T = 1. The asset price is p0 = q + Γx0 before trading and p1 = q + Γx1 after
trading. The amount of cash generated is given by
K =
∫ 1
0
p⊤t ytdt.
After paying for the debt, the remaining liability is l1 = l0 −K = l0 −
∫ 1
0 p
⊤
t ytdt, where l0 is the
initial liability. Denote the value of the portfolio after liquidation as a1 = p
⊤
1 x1. The net equity at
time 1 is hence given by
e1 = a1 − l1
= p⊤1 x1 − l0 +
∫ 1
0
p⊤t ytdt
= q⊤x1 + x
⊤
1 Γx1 +
∫ 1
0
(q⊤yt + x
⊤
t Γyt − yt⊤Λykt )dt− l0. (3.2.3)
It can be shown in a similar way as Proposition 2.2.2 that y∗t is a constant. Thus, replacing yt by
y, we get
l1 =
1
2
y⊤Γy + y⊤Λyk − p⊤0 y + l0, (3.2.4)
e1 =
1
2
y⊤Γy − y⊤Λyk − x⊤0 Γy + e0, (3.2.5)
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where e0 = p
⊤
0 x0 − l0 is the initial net equity.
Let ρ1 be the required leverage ratio. The optimization problem is given as follows
max
y∈Rm
e1
subject to ρ1e1 ≥ l1
0 ≤ y ≤ x0. (3.2.6)
Rewrite the problem explicitly as follows
max
y∈Rm
y⊤(
1
2
Γ)y − y⊤Λyk − x⊤0 Γy + e0
subject to (ρ1 − 1)1
2
y⊤Γy − (ρ1 + 1)y⊤Λyk + (p0 − ρ1Γx0)⊤y + ρ1e0 − l0 ≥ 0
0 ≤ y ≤ x0. (3.2.7)
We assume that (3.2.7) is strictly feasible and the initial condition doesn’t meet the leverage
requirement (i.e. ρ1e0 < l0). If this is not the case, the investor will not conduct any liquidation
since liquidation is costly. This can be easily verified by calculating the gradient of the objective
function with respect to the decision variable. We next point out in the following proposition that
the investor will deleverage to the level that the leverage requirement is immediately satisfied. The
property also holds in the linear temporary price impact case as shown in Proposition 2.3.1.
Proposition 3.2.1. The leverage constraint of the optimal deleveraging problem (3.2.7) is active
at the optimal solution.
3.3 Lagrangian Method
In this section, we modify the Lagrangian method proposed in Chapter 2 to solve the polyno-
mial optimization problem numerically. Let α be a non-negative Lagrangian multiplier and the
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corresponding Lagrangian program is given by
max
y∈Rm
1
2
(1 + αρ1 − α)y⊤Γy − (1 + αρ1 + α)y⊤Λyk + [αp0 − (1 + αρ1)Γx0]⊤y
+(1 + αρ1)p
⊤
0 x0 − (1 + αρ1 + α)l0
subject to 0 ≤ y ≤ x0. (3.3.1)
For each Lagrangian multiplier α, let y∗(α) denote the set of optimal solutions to the Lagrangian
problem (3.3.1). Let the corresponding sets of the values of the objective function and constraint
be e∗1(α) = e1(y
∗(α)) and f∗1 (α) = f1(y
∗(α)) respectively. Note that k = k1k2 is a rational number
between 0 and 1. Thus, we can make a change of variable (y˜ ← y
1
k2 ) and the objective function
becomes a sum of three terms with orders 2k2, k1 + k2 and k2 respectively. Then we are able to
conclude that for any give Lagrangian multiplier α, there exist a finite number of optimal solutions.
Definition 3.3.1. α is said to be a breakpoint of f∗1 (α) if f
∗
1 (α) has distinct values.
Remark 3.3.2. There’s no breakpoint of f∗1 (α) if γi < k(k + 1)λx
k−1
0,i , for 1 ≤ i ≤ m.
If γi < k(k + 1)λx
k−1
0,i for each asset i, the Lagrangian problem (3.3.1) is strictly concave and
there exists a unique optimal solution for any given α. Hence, no breakpoint exists.
Since the price impact matrices Λ and Γ are both diagonal, the Lagrangian problem (3.3.1) can
be regarded as a sum of m univariate polynomial optimization programs with box constraints.
(Pi) max yi ∈ R 1
2
(1 + αρ1 − α)γiy2i − (1 + αρ1 + α)λiy1+ki + [αp0,i − (1 + αρ1)γix0,i]yi
+(1 + αρ1)p0,ix0,i
subject to 0 ≤ yi ≤ x0,i. (3.3.2)
For each subproblem (Pi), i = 1, ...,m, let Bi denote the set of Lagrangian multipliers α under
which (3.3.2) has multiple optimal solutions. We have the following assumption.
Assumption 3.3.3. For any two assets i and j, the corresponding sets Bi and Bj have no inter-
section, i.e., Bi
⋂
Bj = ∅.
For any α ∈ Bi, for some 1 ≤ i ≤ m, α is a breakpoint according to Definition 3.3.1. Assumption
3.3.3 implies that there is no overlapping breakpoint for different assets.
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Next we study some key properties of f∗1 (α), which are the foundations of the algorithm.
Theorem 3.3.4. f∗1 (α) is a piecewise non-increasing map. In particular, f
∗
1 (0) > 0, and ∃α
′
> 0
such that f∗1 (α
′
) < 0.
Proof: The monotonicity of f∗1 can be shown in a similar manner as Theorem 2.3.6 in Chapter
2. We do not describe the details here. Note that in this chapter, f∗1 = l1 − ρ1e1; while in Chapter
2, f∗ = ρ1e1 − l1. Let ξi ∈ f∗(αi), i = 1, 2.
When α = 0, we only maximize e1. Since e1 is decreasing with respect to each yi according to
(3.2.5), the optimal solution is y∗ = 0. Then we have f∗(0) = f(0) = ρ1e0− l0 < 0. The remaining
part of the proof follows similarly as Theorem 2.3.6. 2
Theorem 3.3.4 implies there exists a α∗ such that the zero value is contained in either f∗1 (α
∗) or
an interval defined by the two different values of f∗1 (α
∗). If 0 ∈ f∗1 (α∗), we may obtain the optimal
solution using binary search.
Theorem 3.3.5. If there exists a α∗ such that 0 ∈ f∗1 (α∗), the optimal solution y∗(α∗) to the
Lagrangian problem (3.3.1) satisfying f∗1 (y
∗(α∗)) = 0 is also optimal to (3.2.6).
Refer to Theorem 2.3.7 in Chapter 2 for a detailed proof.
Theorem 3.3.5 shows that when there exists a Lagrangian multiplier α∗ such that 0 ∈ f∗1 (α∗),
we can obtain the optimal deleveraging strategy by solving the corresponding Lagrangian problem.
Otherwise, if ∃α∗i such that 0 falls in the open interval defined by the two values of f∗1 (α∗i ), we con-
struct an approximate solution in a similar way as in [20]. Let Y ∗(α∗i ) = {Y 1∗(α∗i ), ..., Y n∗(α∗i )}, n ∈
N be the set of the optimal solutions. Then from Assumption 3.3.3, we know that the optimal so-
lutions are the same in each components except the ith one. That is, Y 1∗j (α
∗
i ) = Y
2∗
j (α
∗
i ) = ... =
Y n∗j (α
∗
i ), for j = 1, ...,m, j 6= i.
Denote Y¯ ∗ as the feasible approximation we are seeking. For j = 1, ...,m, j 6= i, let Y¯ ∗j =
Y 1∗j (α
∗
i ) = ... = Y
n∗
j (α
∗
i ). Then let Y¯
∗
i be a zero of f1(Y¯
∗), which is a function of Y¯ ∗i , on (−x0,i, 0).
Note that f1(Y¯
∗) is a polynomial function of Y¯ ∗i that may have multiple zeros on (−x0,i, 0). We
select the smallest one since the net equity is decreasing with respect to the trading amount. The
approximate solution constructed in this way is feasible to (3.2.7).
For a given α, let Y∗(α) = {Y 1∗(α), ..., Y n∗(α)}, n ∈ N denote the set of optimal solutions to
the Lagrangian problem (3.3.1) with parameter α. These solutions are arranged in an order such
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that
e1(Y
1∗(α)) ≥ · · · ≥ e1(Y n∗(α)),
f1(Y
1∗(α)) ≥ · · · ≥ f1(Y n∗(α)).
We are now ready to present the algorithm.
Algorithm
1. Choose αˆ large enough such that f1(Y
1∗(αˆ)) > ǫ.
Let a = 0 and b = αˆ.
2. If ∃Y i∗(b) with |f1(Y i∗(b))| < ǫ,
let α∗ = b and y∗ = Y i∗(b). Stop.
Else If f1(Y
n∗(b)) < −ǫ, and b is a breakpoint corresponding to the ith asset,
let α∗ = b, y∗k = Y
1∗
k (b) for k = 1, ...,m, k 6= i and y∗i be the smallest zero of f1(y∗) as
a function of y∗i on (−x0,i, 0), and stop.
Else
3. While (|f1(Y 1∗(a+b2 ))| > ǫ)
{
If f1(Y
1∗(a+b2 )) > ǫ,
let b← a+b2 and go to step 3.
Else let a← a+b2 and go to step 2.
}
For the case that there is no breakpoint or there exists a breakpoint αˆ such that 0 ∈ f∗1 (αˆ), the
optimal deleveraging problem can be solved via the algorithm efficiently. For the remaining case
that an approximate solution is obtained, we estimate the loss in the objective value.
Theorem 3.3.6. If the zero value of f∗1 lies in the interval generated by two optimal solutions of
the Lagrangian problem with breakpoint α for asset i (i.e. 0 ∈ (f1(yˇ∗), f1(yˆ∗))), we construct an
approximate solution y¯∗ with f1(y¯
∗) = 0 according to the above Lagrangian algorithm. The loss in
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the net equity caused by adopting such a suboptimal strategy is bounded by γi2 x
2
0,i+λix
1+k
0,i , the price
impact of fully liquidating asset i.
Proof: Note that f1(yˇ
∗) < 0, f1(yˆ
∗) > 0 and f1(y¯
∗) > 0. yˇ∗, yˆ∗ and y¯∗ differ only in the ith
component. Let y∗ be the optimal solution to (3.2.7). Since y∗ is feasible to Lagrangian problem
(3.3.1), we have
e1(yˇ(α
∗))− α∗f1(yˇ(α∗)) = e1(yˆ(α∗))− α∗f1(yˆ(α∗)) ≥ e1(y∗)− α∗f1(y∗) = e1(y∗), (3.3.3)
where the last equality is due to Proposition 3.2.1. Similarly, we have
e1(yˇ(α
∗))− α∗f1(yˇ(α∗)) = e1(yˆ(α∗))− α∗f1(yˆ(α∗)) ≥ e1(y¯∗)− α∗f1(y¯∗) = e1(y¯∗). (3.3.4)
Thus,
e1(yˇ(α
∗)) < e1(y
∗) < e1(yˆ(α
∗)), e1(yˇ(α
∗)) < e1(y¯
∗) < e1(yˆ(α
∗)). (3.3.5)
Then we have
‖ e1(y¯(α∗))− e1(y∗) ‖≤‖ e1(yˇ(α∗))− e1(yˆ(α∗)) ‖ . (3.3.6)
According to (3.2.5), e1(y) is decreasing with respect to yi, for 1 ≤ i ≤ m. Thus,
‖ e1(yˇ(α∗))− e1(yˆ(α∗)) ‖ ≤ 0− (γi
2
x20,i − λix1+k0,i − γix20,i)
=
γi
2
x20,i + λix
1+k
0,i .
Therefore, y¯(α∗) is an approximate solution with loss bounded by γi2 x
2
0,i+λix
1+k
0,i . For a multi-asset
portfolio, it’s normal that the optimal equity is much greater than the price impact of one asset.
Otherwise, liquidation is too costly that the investor may not choose to do so.
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3.4 Nonlinear V.S. Linear Price Impact
When k = 1, we have a linear temporary price impact function. The optimal deleveraging problem
then becomes as follows
max
y∈Rm
e1(y) = −y⊤(Λ− 1
2
Γ)y − x⊤0 Γy + p⊤0 x0 − l0
subject to −y⊤
(
ρ1(Λ− 1
2
Γ) + Λ +
1
2
Γ
)
y + (p0 − ρ1Γx0)⊤y + ρ1p⊤0 x0 − (ρ1 + 1)l0 ≥ 0
0 ≤ y ≤ x0. (3.4.1)
(3.4.1) is the same as the deleveraging problem (2.2.4) in Chapter 2. As explained in the Introduc-
tion, we could have a permanent-impact-dominant market under certain circumstances ([37], [22],
[62]). In a market where Λ− 12Γ ≺ 0, we have the following property.
Proposition 3.4.1. When Λ ≺ ρ1−12(ρ1+1)Γ, there exists at most one asset i such that the optimal
solution to (3.4.1) satisfies 0 < y∗i < x0,i. For the rest assets j (j 6= i) in the portfolio, y∗j = x0,j or
y∗j = 0.
Proof: Denote y∗ as the optimal solution to (3.4.1). Assume to the contrary that there are two
assets i and j such that 0 < y∗i < x0,i and 0 < y
∗
j < x0,j . Fix the rest of the portfolio and treat
them as constant. (3.4.1) then becomes
max
y∈Rm
A1x
2 +B1x+ C1y
2 +D1y + E
subject to A2x
2 +B2x+ C2y
2 +D2y + F ≥ 0
0 ≤ x ≤ x0,i, 0 ≤ y ≤ x0,j, (3.4.2)
where x = yi, y = yj, {A1 > 0, B1, A2 > 0, B2} and {C1 > 0,D1, C2 > 0,D2} are the two sets
of coefficients associated with assets i and j in (3.4.1) respectively and E and F are two constants
related to the rest of the portfolio.
Denote z∗ as the Lagrangian multiplier associated with the quadratic constraint. Let e(x, y)
denote the objective function and f(x, y) denote the quadratic constraint. (x∗, y∗) satisfies the
KKT condition of (3.4.2), which means that (x∗, y∗) is also a KKT point of the corresponding
Lagrangian problem. Then (x∗, y∗) is the unique global minimum of e(x, y) + z∗f(x, y), since
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A1 + z
∗A2 > 0 and C1 + z
∗C2 > 0. f(x, y) = 0 is a ellipsoid that intersects with box 0 ≤ x ≤
x0,i, 0 ≤ y ≤ x0,j at (x∗, y∗). Since (x∗, y∗) is an interior point of the box, there exists another point
(x¯, y¯) ∈ Bδ(x∗, y∗) such that f(x¯, y¯) = 0, where Bδ(x∗, y∗) = {(x, y)|(x − x∗)2 + (y − y∗)2 < δ}.
Since e(x¯, y¯) + z∗f(x¯, y¯) > e(x∗, y∗) + z∗f(x∗, y∗), we have e(x¯, y¯) > e(x∗, y∗). Thus, we have
found a feasible solution with higher objective value. This contradicts to the optimality of (x∗, y∗).
Therefore, there can be at most one optimal solution that is not boundary point. 2
Proposition 3.4.1 indicates that under linear price impact function, there can be at most one
asset that is partially sold. The other assets in the portfolio are either completely sold or retained.
Such a trading strategy is straightforward and simple. Proposition 2.4.1 indicates that we prefer
to sell more liquid assets when other parameters are the same (i.e., initial price and holding). In
this case, the exact optimal deleveraging strategy can be found very efficiently. More specifically,
for a portfolio consisting of m assets with the same initial price and holding, there can be a total
of m candidate solutions if the assets can be ordered according to their liquidity as suggested in
Proposition 2.4.1.
In this case, first assume that asset i (1 ≤ i ≤ m) is partially liquidated. Then assets that are
more (less) liquid than i will be completely sold (retained). According to Proposition 3.2.1, we can
obtain the trading amount of asset i by solving f1 = 0. Repeat this approach m times and obtain
n (n ≤ m) feasible solutions. Compare the objective value corresponding to the n feasible solutions
and select the one with highest value, which gives the optimal deleveraging strategy.
Under the nonlinear temporary price impact, the optimal trading strategies are more compli-
cated, which may not be as straightforward as those in the linear case. The numerical results in
next section will verify our theoretical results.
3.5 Numerical Examples
Example 1. In this example, we consider a portfolio containing six assets. x0,i = 1 million,
1 ≤ i ≤ 6. Initial liability l0 = 220$. The temporary price impact function is assumed to have a
power of k = 0.5. ρ1 = 11 and l0 = 222. For these assets, γi < k(k + 1)λix
k−1
0,i , 1 ≤ i ≤ 6. It
implies the concavity of the optimal deleveraging problem. Solving the problem via the Lagrangian
algorithm, we get α∗ = 0.0545. The corresponding optimal trading amounts are in Table 3.1. We
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Initial asset Temporary price Permanent price Optimal trading
price p0,i impact λi impact γi rate y
∗
i
39 1 0.5 0.6778
39 1.2 0.8 0.3295
39 2 1 0.1100
40 1 0.5 0.7166
40 1.2 0.8 0.3551
40 2 1 0.1218
Table 3.1: Numerical parameters: x0,i = 1, 1 ≤ i ≤ 6, l0 = 222, ρ1 = 11
also consider another portfolio where the relationship between the magnitudes of permanent and
temporary price impact no longer exists. The parameters are given in Table 3.2. The Lagrangian
algorithm returns α∗ = 0.0689 and an approximate solution with objective value e1 = 12.7336.
The optimal objective value of the corresponding Lagrangian problem is 12.8288, giving an upper
bound on the optimal deleveraging problem. Thus, the loss in equity due to the suboptimality of
the strategy is bounded by 0.0952, which is around 0.63% of the initial equity.
Example 2. In this example, we compare the optimal deleveraging strategies obtained under
Initial asset Temporary price Permanent price Optimal trading
price p0,i impact λi impact γi rate y
∗
i
39 1 0.9 0.6097
39 1.2 0.8 0.4873
39 2 1.6 0.0000
40 1 0.9 0.7021
40 1.2 0.8 0.5231
40 2 1.6 0.4053
Table 3.2: Numerical parameters: x0,i = 1, 1 ≤ i ≤ 6, l0 = 222, ρ1 = 11
linear and nonlinear temporary price impact respectively. Consider a two-asset portfolio. The
initial asset holding x0,i = 0.05 million and the initial asset price p0,i = 2$, 1 ≤ i ≤ 2. The initial
liability l0 = 0.185 million. The initial leverage ratio ρ0 = 12.65 and the desired leverage ratio
ρ1 = 11. We solve the problem (3.2.7) under linear (k=1) and square root (k=0.5) temporary price
impact functions respectively. See Table 3.3 for the optimal liquidation strategies.
It can be seen from the price impact given in Table 3.3 that it is a permanent-impact-dominant
market. Under the linear temporary price impact, there is only asset that needs to be partially
liquidated. While under the square root temporary price impact, both assets are partially sold.
The numerical observation is consistent with our theoretical result, i.e., Proposition 3.4.1.
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Initial asset Temporary price Permanent price Optimal trading Optimal trading
price p0,i impact λi impact γi rate y
∗
i (k=1) rate y
∗
i (k=0.5)
2 0.36 1 0 0.0091
2 0.32 1 0.0165 0.0133
Table 3.3: Numerical parameters: x0,i = 0.05, 1 ≤ i ≤ 2, l0 = 0.185
3.6 Summary
In summary, we study the optimal deleveraging problem under general and realistic nonlinear
temporary price impact function, in particular, a power-law function with a general exponent
between zero and one. The resulting optimization problem is a non-convex polynomial program
with polynomial and box constraints. An efficient algorithm is proposed to find the global optimal
solution numerically under certain conditions. If the conditions are violated, a suboptimal strategy
is obtained and an upper bound on the equity loss is derived. Differences between the trading
strategies obtained under linear and nonlinear market impact are analyzed and compared.
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Chapter 4
Two-Period Robust Portfolio Deleveraging under
Margin Call
4.1 Introduction
The Securities Act of 1934 empowered the Federal Reserve Board (FRB) to “set initial, mainte-
nance, and short sale margin requirements on all securities traded on a national exchange” for
regulatory purpose ([43]). According to Regulation T of FRB, the initial margin is currently 50
percent. However, there is no imposed “lower limits on equity capital as a percentage of the port-
folio value subsequent to the date the position is initially established” ([61]). Usually, it is the
broker that set the margin requirements. As codified in Financial Industry Regulatory Autho-
rization (FINRA) Rule 4210, the maintenance margin requirements imposed by brokers for long
positions in equity markets are 25 percent. While for other financial instruments, the maintenance
requirements can be higher or lower than this value. A decrease in portfolio value may trigger the
violation of the requirement, which may further lead to a margin call. Investors facing a margin
call are required to “either deposit additional funds (or securities) into the account or initiate the
partial liquidation of the positions in the portfolio” ([25]). In this chapter, we consider the second
case where the margin call is satisfied by reducing the sizes of the positions, that is, by portfolio
liquidation.
The portfolio deleveraging problems studied in Chapter 2 and 3 are in a continuous-time setting.
Initially, they are formulated as optimal control programs where the optimal solutions are proved
to be constant functions. Thus, the optimal deleveraging program is reduced to a quadratic or
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polynomial optimization program, depending on whether the temporary price impact function is
linear or not. In this chapter, we consider a two-period distressed liquidation problem in a discrete-
time setting ([19]). We study the problem in two cases: simple portfolios containing only basic
assets; enriched portfolios containing both basic assets and derivative securities. In the two-period
setting, the investors do not know the asset price in the second period at the beginning of trading.
The information they typically have is an estimation of the first and second moments of the basic
asset return from the historical data. For the derivative return, the scarcity of time series data
makes it difficult to estimate (see [73]). So we treat the derivative return as a quadratic function of
the underlying return by adopting the delta-gamma approximation, which is a second-order Taylor
approximation of asset returns that has been used extensively in risk management and portfolio
hedging (see [39], [49], [73]). The basic asset return here is assumed to belong to an ellipsoidal set
determined by the means and covariances. The margin call is a hard requirement that needs to be
satisfied no matter what the market condition is, which makes a robust strategy desirable. Namely,
we seek a trading strategy that is able to meet the margin requirement for any return within the
ellipsoidal set.
In this chapter, we assume that the price impact functions are linear for the purpose of compu-
tational tractability. In addition, we assume that the temporary price impact is larger than half of
the permanent price impact as in [2] and [14]. In other words, we focus on the market where the
asset price has high resilience after large transactions. Some investors, especially those with buy-
and-hold strategy, are unwilling to make big change to their already constructed portfolios. Thus,
our objective is to minimize the change of asset positions, that is, the total liquidation amounts of
the assets. Such an objective helps avoid high transaction cost. Owing to the fact that an imme-
diate margin requirement is to be satisfied, we restrict our attention to selling assets in the long
positions and we do not allow for shortselling. Therefore, we come up with a robust optimization
program with a linear objective function, quadratic and box constraints. We further prove that
the liquidation program can be converted to either a second-order cone program for portfolios con-
taining only basic assets or a semidefinite program for portfolios containing both basic assets and
derivative securities. In both cases, the program can be solved efficiently via certain optimization
softwares.
Another focus of this chapter is the analysis of the trading properties. We try to see how the
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liquidation strategy is affected by different factors. First, we find that the investors will liquidate
to the point that the immediate margin requirement is satisfied. They are unwilling to do any
further liquidation, since the objective in our setting is to minimize the change of the portfolio
positions. A similar phenomenon has been discussed in Chapter 2 and 3. Moreover, we analyze the
effect of the empirical return and variance on the optimal liquidation strategy. We find that assets
with lower return but higher variance are prioritized for selling. We prefer to retain assets with
higher return to take advantage of the price movement and prefer to deplete assets with higher
variance to maintain a safer portfolio. It is pointed out in Chapter 2 that assets with smaller price
impact are given liquidation preference. In the two-period robust strategy, we no longer simply
give preference to more liquid assets. The trading strategy becomes more complex. Sometimes we
prefer to aggressively sell the more liquid assets in the beginning so that the asset price thereafter
will not be affected dramatically. Sometimes it is better to conservatively retain the more liquid
assets at first to prevent the drainage of liquidity in the second period. Which type of strategy
(i.e., the aggressive or the conservative) performs better is determined by the interaction of those
influencing factors, such as initial price, holdings, price impact, etc. Though the more liquid assets
may not be prioritized for selling in both periods, it is shown that the optimal strategy should
give preference to them in at least one period. Moreover, we demonstrate that in a highly resilient
market where the permanent price impact is ignorable, the more liquid assets are preferred for sale
in both periods.
For derivative securities in the portfolio, the trading priority is also affected by the Greeks of
the derivatives. We consider vanilla options with the same underlying asset and study the effect
of Delta on liquidation priority for call and put options respectively. If the underlying asset has
a negative return in the first period and the options are call options, we prefer to sell the one
with lower Delta in the second period when other parameters are the same. If the underlying
asset has a positive return in the first period and the options are put options, we prefer to sell
the one with higher Delta in the second period when other parameters are the same. When the
underlying asset price increases, the call option price responses positively while the put option price
responses negatively. Delta measures the rate of change of option value with respect to changes in
the underlying asset price. So the call option with lower Delta suffers from smaller price decrease
under negative underlying return and hence is prioritized for selling. Similarly, the put option with
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higher Delta suffers from smaller price drop under positive underlying return and is prioritized
for liquidation. Moreover, we find that at the optimal strategy, the trading preference is given to
options with high Theta and Gamma, where Theta measures the change of the derivative value
with respect to the passage of time and Gamma is the second derivative of the value function with
respect to the underlying price. Giving liquidation priority to options with high Theta and Gamma
is to keep the portfolio more stable over time and ensure the delta-hedge effective over a wider range
of underlying price movements.
4.2 Model Formulation
Let pi, i = 1, 2, denote the asset price at the beginning of the ith trading period. As explained
earlier that when trading illiquid assets, there is a compromise on the executed price which is the
temporary price impact. Denote p¯i = pi + Λyi, i = 1, 2, as the executed price in the ith period,
where yi, i = 1, 2, is the trading amount in the ith period and Λ is the temporary price impact
matrix. We assume that Λ is positive definite. Note that in this chapter, we no longer require
the price impact matrix to be diagonal. We allow for cross-asset price pressure, or equivalently,
cross-impact. Cross-impact is the impact suffered by one asset which is caused by trading another
asset. The cross-impact exists when the two assets are related in some way. A simple example
is that trading the underlying asset influences the derivative price. Since our goal is to liquidate
portfolio to meet margin requirement, we only focus on long-position assets and we are restricted
from shortselling or buying. Mathematically, x0 > 0, −x0 ≤ y1 ≤ 0 and −(x0 + y1) ≤ y2 ≤ 0. Let
r be a random vector of asset return with a mean vector µ and covariance matrix Σ. Here µ and
Σ can be empirically estimated from the historical data. Note that the act of trading in the first
period can also influence the price in the second period. Such an influence is called permanent price
impact, which is also assumed to be a linear function of the trading amount in the first period.
Thus, p2 = p1 ◦ (1 + r) +Φy1, where p1 ◦ (1 + r) is the entry-wise product of p1 and 1 + r and Φ is
the permanent price impact matrix which is assumed to be positive definite.
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The amount of cash generated during liquidation is given by
K = −p¯1y1 − p¯2y2
= −(p1 + Λy1)⊤y1 − (p1 ◦ (1 + r) + Φy1 + Λy2)⊤y2
= −

 y1
y2


⊤ 
 Λ 12Φ
1
2Φ Λ



 y1
y2

−

 p1
p1 ◦ (1 + r)


⊤ 
 y1
y2

 . (4.2.1)
It is mentioned in the Introduction that we consider the “elastic” market where the temporary
price impact dominates over its permanent counterpart. Mathematically, we assume Λ ≻ 12Φ.
Then from Schur complement, it can be proved that

 Λ 12Φ
1
2Φ Λ

 ≻ 0. During liquidation, we
want to generate enough cash to satisfy the margin requirement. In particular, we have the following
robust constraint,
K ≥ A, ∀r ∈ Uǫ, (4.2.2)
where A is the minimum cash required and Uǫ = {r :
√
(r − µ)⊤Σ−1(r − µ) ≤ ǫ} is the uncertainty
set for the asset return vector. The intuition underlying this uncertainty set is that the random
return vector r is assumed to be close to the empirical return vector µ, with a deviation scaled by
the inverse of the covariance matrix, since the deviation could be larger under a higher variance. ǫ
represents the restriction on the amount of scaled deviations against which the investor would like
to be protected. Therefore, the robust portfolio liquidation problem with margin requirement is
defined as
min
y1,y2
−1⊤(y1 + y2)
subject to K ≥ A, ∀r ∈ Uǫ
−x0 ≤ y1 ≤ 0,−x0 − y1 ≤ y2 ≤ 0. (4.2.3)
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Rewrite (4.2.3) as follows
min
y1,y2
−1⊤(y1 + y2)
subject to −

 y1
y2


⊤ 
 Λ 12Φ
1
2Φ Λ



 y1
y2

−

 p1
p1 ◦ (1 + r)


⊤ 
 y1
y2

 ≥ A
√
(r − µ)⊤Σ−1(r − µ) ≤ ǫ,∀r
−x0 ≤ y1 ≤ 0,−x0 − y1 ≤ y2 ≤ 0. (4.2.4)
The main approach is to first fix the original variables y1, y2 and then try to find the worst-
case value for the constraint containing the uncertain return vector r. To start, we formulate the
following optimization program
min
r
K(r)
subject to
√
(r − µ)⊤Σ−1(r − µ) ≤ ǫ. (4.2.5)
Fix y1 and y2 and rewrite (4.2.5) as follows
min
r
−(p1 ◦ y2)⊤r
subject to ||Σ−1/2(r − µ)|| ≤ ǫ. (4.2.6)
This is a second-order cone program and its dual program is given by
max
l,v
−l⊤(−Σ−1/2u)− vǫ
subject to Σ−1/2l = −p1 ◦ y2
||l|| ≤ v. (4.2.7)
The above equality constraint indicates that l = −Σ1/2(p1 ◦y2). Therefore, (4.2.7) can be rewritten
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as
max
v
−u⊤(p1 ◦ y2)− vǫ
subject to ||Σ1/2(p1 ◦ y2)|| ≤ v.
It is obvious that the strong duality holds in this case. Thus the optimal value of the primal
problem is the same as that of the dual problem, which is −u⊤(p1 ◦ y2) − ||Σ1/2(p1 ◦ y2)||ǫ. Now
we are able to give the equivalent deterministic formulation of original robust liquidation problem
(4.2.4)
min
y1,y2
−1⊤(y1 + y2)
subject to −
[
y1
y2
]⊤ [
Λ 1
2
Φ
1
2
Φ Λ
][
y1
y2
]
−
[
p1
p1
]⊤ [
y1
y2
]
− u⊤(p1 ◦ y2)− ||Σ1/2(p1 ◦ y2)||ǫ ≥ A
−x0 ≤ y1 ≤ 0,−x0 − y1 ≤ y2 ≤ 0. (4.2.8)
It can be seen from (4.2.8) that when ǫ = 0, (4.2.3) reduces to a deterministic program with linear
objective function, quadratic and box constraints. When ǫ 6= 0, we introduce an auxiliary variable
a to convert (4.2.8) to the following tractable form
min
y1,y2
−1⊤(y1 + y2)
subject to −
[
y1
y2
]⊤ [
Λ 1
2
Φ
1
2
Φ Λ
][
y1
y2
]
−
[
p1
p1
]⊤ [
y1
y2
]
− u⊤(p1 ◦ y2)− a ≥ A,
||Σ1/2(p1 ◦ y2)|| ≤ a/ǫ,
−x0 ≤ y1 ≤ 0,−x0 − y1 ≤ y2 ≤ 0. (4.2.9)
4.3 Trading Properties
Next we discuss the properties of the robust liquidation strategy. We first present the theoretical
results and then verify the analytical findings using numerical examples.
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4.3.1 Theoretical Results
Similar as in the portfolio deleveraging cases studied in Chapter 2 and 3, the margin constraint is
active at the optimal solution.
Proposition 4.3.1. At the robust optimal solution, the margin constraint of (4.2.8) is active.
Proof: See the Appendix.
Our primary focus is how asset characteristics (e.g., price impact) and market conditions (e.g.,
return and volatility) influence the liquidation order of different assets. To facilitate discussion, we
assume that there is no interaction between assets. More specifically, we assume the permanent
impact matrix, temporary impact matrix and the covariance matrix are all diagonal. Before we
state our main results, we start with a straightforward and useful lemma.
Lemma 4.3.2. (1). If a ≥ c and b ≥ d, then we have ab+ cd ≥ ad+ bc. The strict inequality holds
if a > c and b > d.
(2). If a ≥ c and 0 ≥ b ≥ d, then we have ab2+ cd2 ≤ ad2+ cb2. The strict inequality holds if a > c
and b > d.
We assume that the price impact matrices Λ and Φ are both diagonal in order to better in-
vestigate the effect of asset price impact on the liquidation priority, since the diagonality excludes
interactions between assets.
Proposition 4.3.3. For assets i and j with the same parameters except for price impact, we prefer
to liquidate the one with smaller price impact in either the first or second period, i.e., y∗1i ≤ y∗1j or
y∗2i ≤ y∗2j if Λii ≤ Λjj and Φii ≤ Φjj.
Proof: Assume to the contrary that y1i > y1j and y2i > y2j. Let
M(y1, y2) =

 y1
y2


⊤ 
 Λ 12Φ
1
2Φ Λ



 y1
y2

+

 p1
p1


⊤ 
 y1
y2

+ u⊤(p1 ◦ y2) + ||Σ1/2(p1 ◦ y2)||ǫ+A
be the margin constraint value. Then we have
∇M(y∗1 , y∗2) =

 Λ 12Φ
1
2Φ Λ



 y∗1
y∗2

+

 p1
p1

+

 0
u ◦ p1 + Σ(p1◦y
∗
2
)
||Σ1/2(p1◦y∗2 )||
ǫ

 .
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Let p¯1 = p1i = p1j , u¯ = u1i = u1j , Σ¯ = Σii = Σjj. Consider a direction δ = (δ1, ..., δm, δm+1, ..., δ2m)
with δi = −1, δj = 1, σk = 0, k 6= i, j.
δ⊤∇M(y∗1) = −(2y∗1,iΛii + y∗2,iΦii) + (2y∗1,jΛjj + y∗2,jΦjj) < 0. (4.3.1)
For τ small enough, y∗+ τδ is still feasible. In addition, y∗+ τδ has the same objective value as the
optimal solution but with an inactive constraint, which contradicts with Proposition 4.3.1. This
finishes the proof of the proposition. 2
Proposition 4.3.3 indicates that liquid assets should be given trading preference in at least one
period. Sometimes it is optimal that we adopt an aggressive liquidation strategy, which is to sell the
more liquid assets immediately so that we do not suffer from severe price drop in the second period.
While in some other scenarios, it is better to first reserve the more liquid assets as a preparation for
future liquidity needs. Which type of strategy to choose depends on the composite effect of other
factors. However, when the market is highly elastic, that is, the asset price has a high resilience
after early transactions, the liquid assets are preferred to sell in both periods.
Proposition 4.3.4. When permanent price impact can be ignored, we prefer to liquidate the assets
with smaller temporary price impact in both the first and second period when all the other parameters
are the same, i.e., y∗1i ≤ y∗1j and y∗2i ≤ y∗2j if Λii ≤ Λjj.
Proof: If Λii = Λjj, then it is trivial that y
∗
1i = y
∗
1j and y
∗
2i = y
∗
2j. So we only consider the case
that Λii < Λjj. Assume to the contrary that y
∗
2i > y
∗
2j. Then consider another point y¯ = {y¯1, y¯2}
such that y¯1 = y
∗
1 and y¯2 = y
∗
2 except that y¯2i = y
∗
2j and y¯2j = y
∗
2i. Then we have
Λiiy¯
2
2i + Λjj y¯
2
2j = Λiiy
∗
2j
2 + Λjjy
∗
2i
2 < Λiiy
∗
2i
2 + Λjjy
∗
2j
2
The last inequality is due to Lemma 4.3.2. Thus, y¯ is also feasible to (4.2.8) with the same objective
value as the optimal solution but an inactive constraint, contradicting with Proposition 4.3.1. We
can show similar result for y∗1. This finishes the proof of the proposition. 2
Apart from the asset price impact, the asset return and volatility are also important that can
influence the sale order distribution over the two periods.
Proposition 4.3.5. We prefer to sell assets with the lower expected return in the first period but
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prefer to sell assets with the higher expected return in the second period when other parameters are
the same.
Proof: Assume ui ≥ uj. When ui = uj , we have the trivial case that y∗1i = y∗1j and y∗2i = y∗2j .
So we only consider the case ui > uj. Let y
∗
2 be the optimal solution. We next show that y
∗
2i ≤ y∗2j .
Assume to the contrary that y∗2i > y
∗
2j. Then consider another point y¯ = y
∗ except that y¯1i = y
∗
1j ,
y¯1j = y
∗
1i, y¯2i = y
∗
2j and y¯2j = y
∗
2i. Then we have
uiy¯2i + uj y¯2j = uiy
∗
2j + ujy
∗
2i < uiy
∗
2i + ujy
∗
2j,
where the inequality is due to Lemma 4.3.2. Thus, y¯ is also optimal but with an inactive margin
constraint, contradicting with Proposition 4.3.1.
Next we show that assets with lower expected return are prioritized for selling in the first period.
That is, y∗1j ≤ y∗1i. Assume to the contrary y∗1i < y∗1j. Again consider a new point y˜ = y∗ except
that y˜2i = y
∗
2j and y˜2j = y
∗
2i. Then
y˜∗1iy˜
∗
2i + y˜
∗
1j y˜
∗
2j = y
∗
1iy
∗
2j + y
∗
1jy
∗
2i ≤ y∗1iy∗2i + y∗1jy∗2j
Thus, the new point is also a optimal solution but with y˜2i ≥ y˜2j, contradicting with the result
regarding y∗2. 2
Proposition 4.3.5 shows that in the first period, we reduce the sale of the assets with higher
expected return to make preparation for the second-period liquidation so that in the second period
we can sell more assets with higher return to take advantage of the price movement.
Proposition 4.3.6. We prefer to sell assets with higher variance in the first period but prefer to
sell assets with lower variance in the second period when other parameters are the same.
Proof: The proof is parallel to Proposition 4.3.5 that we omit the details here. 2
Proposition 4.3.6 shows that it is optimal to first sell more volatile assets and retain less volatile
assets for the second period. This is consistent with our intuition. It is safe to get rid of risky
assets quickly so that there is less uncertainty in the second period.
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4.3.2 Numerical Examples
In this section, we use small examples to visualize how asset price impact, return and volatility
affect the trading strategy.
Example 1: Asset Price Impact
Consider a two-asset portfolio with the following set of parameters: p11 = p12 = 5, x01 = x02 = 1,
A = 5, Σ =

 0.1 0
0 0.1

, u =

 −0.01
−0.01

 and ǫ = 0.1. Let Λ =

 0.2 0
0 0.25

 and Φ =

 0.2 0
0 0.2

. We can see that asset 1 is more liquid than asset 2. The optimal solution is
y∗11 = −0.5149, y∗12 = −0.4071, y∗21 = −0.0446 and y∗22 = −0.0561. In the first period, asset 1 is
preferred for selling while the opposite holds in the second period.
Consider another slightly different set of price impact parameters: Λ =

 0.2 0
0 0.21

, Φ =

 0.2 0
0 0.2

. The optimal solution is y∗11 = −0.133, y∗12 = −0.1332, y∗21 = −0.3784 and y∗22 =
−0.3647. We can see that asset 1 is still more liquid. But the sale of asset 1 is smaller in the first
period but larger in the second period. These numerical results are consistent with Proposition 4.3.4.
When permanent impact is negligible, i.e., Φ = 0, the optimal solution becomes y∗11 = −0.3314,
y∗12 = −0.3156, y∗21 = −0.1884 and y∗22 = −0.1801. The more liquid asset is preferred for selling in
both periods.
Example 2: Asset Return and Volatility
Consider a two-asset portfolio where p11 = p12 = 5, x01 = x02 = 1, A = 5, Λ =

 0.2 0
0 0.2

,
Φ =

 0.2 0
0 0.2

 and ǫ = 0.1. We first examine the effect of the mean vector. Consider the return
vector u =

 0.01
0.015

 and the variance matrix Σ =

 0.1 0
0 0.1

.
It can be seen that asset 2 has a higher expected return compared with asset 1. The optimal
solution to (4.2.8) is y∗11 = −0.1330, y∗12 = −0.0937, y∗21 = −0.3514 and y∗22 = −0.4300. The sale of
asset 1 is larger in the first period but smaller in the second period. It is consistent with Proposition
4.3.5.
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Similarly, we examine the effect of volatility. Let Σ =

 0.1 0
0 0.15

 and u =

 0.01
0.01

. The
optimal solution is y∗11 = −0.1447, y∗12 = −0.1555, y∗21 = −0.3658 and y∗22 = −0.3443. We can see
that asset 1 has smaller variance. The sale of asset 1 is smaller in the first period but larger in the
second period, which is consistent with Proposition 4.3.6.
4.4 Derivative Trading
In this section, we consider the robust liquidation of portfolios containing derivatives. Assume there
are m basic assets and n −m derivatives. Zymler et. al. ([73]) model the derivative return as a
quadratic function of the underlying return. In particular, the quadratic function is formulated by
the delta-gamma approximation.
4.4.1 Robust Deleveraging Formulation
We begin with introducing the delta-gamma approximation proposed in [73].
Let ξ be the vector of basic asset return, p1 and p2 = p1 ◦ (1 + ξ) be the unaffected price of
basic assets at the beginning of the first and second period. The “unaffected” price refers to the
price when there is no trading activity. Denote vi(pt, t), i = 1, ..., n, as the value of asset i (basic
or nonbasic), where vi : R
m × R→ R is assumed to be a twice continuously differentiable function
of time t and basic asset price pt. Denote the time length of the first trading period as T . Then
according to the second-order Taylor expansion,
vi(p2, T )− vi(p1, 0) ≈ θ¯iT + ∆¯⊤i (p2 − p1) +
1
2
(p2 − p1)⊤Γ¯i(p2 − p1),
where θ¯i = ∂tvi(p1, 0), ∆¯i = ∇pvi(p1, 0) and Γ¯i = ∇2pvi(p1, 0) are the Greeks of the assets. In
particular, for basic asset i, θ¯i is a zero vector, ∆¯i is a unit vector and Γ¯i is a zero matrix. Define
θi =
θ¯iT
vi(p1,0)
, ∆i =
diag(p1)∆¯i
vi(p1,0)
and Γi =
diag(p1)⊤Γ¯idiag(p1)
vi(p1,0)
. Then we can represent any asset return
(basic or nonbasic) as
ri ≈ fi(ξ) = θi +∆⊤i ξ +
1
2
ξ⊤Γiξ.
Denote (p1◦r)⊤y2 = θ(y2)+∆(y2)⊤ξ+12ξ⊤Γ(y2)ξ, where θ(y2) =
∑n
1 y2,ip1,iθi, ∆(y2) =
∑n
1 y2,ip1,i∆i
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and Γ(y2) =
∑n
1 y2,ip1,iΓi. Thus, the liquidation problem (4.2.8) becomes
min
y1,y2,ξ
−1⊤(y1 + y2)
subject to −

 y1
y2


⊤ 
 Λ 12Φ
1
2Φ Λ



 y1
y2

−

 p1
p1


⊤ 
 y1
y2

− θ(y2)−∆(y2)⊤ξ − 12ξ⊤Γ(y2)ξ ≥ A
(ξ − µ)⊤Σ−1(ξ − µ) ≤ ǫ,∀ξ
−x0 ≤ y1 ≤ 0,−x0 − y1 ≤ y2 ≤ 0. (4.4.1)
To solve (4.4.1), we consider a subproblem for fixed y, which is given by
min
ξ
−θ(y2)−∆(y2)⊤ξ − 12ξ⊤Γ(y2)ξ
subject to (ξ − µ)⊤Σ−1(ξ − µ) ≤ ǫ. (4.4.2)
The constraint can be rewritten as ξ⊤Σ−1ξ − 2(Σ−1µ)⊤ξ + µ⊤µ ≤ ǫ. It can be seen that (4.4.2)
may not be convex. But according to [24], the optimal solution to (4.4.2) can still be found by
solving the following dual problem
max
ζ,η
ζ + η(µ⊤µ− ǫ)− θ(y2)
subject to

 −12Γ(y2) + ηΣ−1 −∆(y2)+2ηΣ−1µ2
−∆(y2)+2ηΣ−1µ2 −ζ

  0, η ≥ 0. (4.4.3)
In this case, strong duality holds and there is zero duality gap between (4.4.2) and (4.4.3). Thus,
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(4.4.1) is equivalent to
min
y1,y2,ζ,η
−1⊤(y1 + y2)
s.t. −

 y1
y2


⊤ 
 Λ 12Φ
1
2Φ Λ



 y1
y2

−

 p1
p1


⊤ 
 y1
y2

− θ(y2)
+ζ + η(µ⊤µ− ǫ) ≥ A (4.4.4)
 −12Γ(y2) + ηΣ−1 −∆(y2)+2ηΣ−1µ2
−(∆(y2)+2ηΣ−1µ2 )⊤ −ζ

  0, η ≥ 0
−x0 ≤ y1 ≤ 0,−x0 − y1 ≤ y2 ≤ 0. (4.4.5)
(4.4.5) is a convex semidefinite program that is computationally tractable.
4.4.2 Derivative Trading Properties
This subsection studies how the Greeks affect the trading preference between derivatives. We start
with the following assumption.
Assumption 4.4.1. (1). At the optimal solution y∗, y∗1 6= 0; (2). The price impact matrices Λ, Φ
and the covariance matrix Σ are diagonal; (3). p1 > Φx0; (4). For each derivative security, there
is only one underlying asset.
When y∗1 = 0, all the liquidation is done in the second period, which is a rare case. So we assume
that y∗1 6= 0. The diagonality assumption is for the ease of discussing the effect of derivative Greeks
on the trading priority. The existence of off-diagonal elements indicates the interaction between
assets. If this is the case, it becomes more difficult to understand the pure effect of the derivative
Greeks. (3) imposes an upper bound on the permanent price impact suffered by liquidating the
portfolio. The permanent price impact is assumed to be less than the asset price, which is a mild
assumption. Otherwise, the trading cost is too high that the investor may not choose to do so.
Under (4), Γ¯i becomes a matrix with only one non-zero element on the diagonal which facilitates
our discussion.
Proposition 4.4.2. The margin constraint (4.4.4) is active at the optimal solution y∗.
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Proof: Assume to the contrary that the margin constraint is not active. Denote
K = −

 y1
y2


⊤ 
 Λ 12Φ
1
2Φ Λ



 y1
y2

−

 p1
p1


⊤ 
 y1
y2

− θ(y2) + ζ + η(µ⊤µ− ǫ),
then K(y∗1 , y
∗
2) > A. Calculating the derivative of K with respect to y1, we get ∂K/∂y1 = −2Λy1−
Φy2 − p1 < Φ(y1 + y2) ≤ 0, according to Assumption 4.4.1. Without loss of generality, we assume
y∗1,i < 0. Then there exists a small enough δ > 0 such that y
∗
1,i + δ ≤ 0 and K(y¯∗1, y∗2) ≥ A, where
y¯∗1,i = y
∗
1,i + δ and y¯
∗
1,j = y
∗
1,j, for 1 ≤ j ≤ n, j 6= i. Thus, we have found another feasible trading
strategy (y¯∗1, y
∗
2) with smaller objective value, contradicting with the optimality of y
∗. 2
Proposition 4.4.3. For two derivatives with the same underlying asset, we prefer to sell the one
with higher θ in the second period when other parameters are the same.
Proof: Assuming θi ≥ θj , we would like to prove that y∗2,i ≤ y∗2,j. When θi = θj, it is obvious
that we have y∗2,i = y
∗
2,j. Next we only consider the case that θi > θj. Assume to the contrary
y∗2,i > y
∗
2,j. Then from Lemma 4.3.2, we have θiy
∗
2,i + θjy
∗
2,j > θiy
∗
2,j + θjy
∗
2,i. Consider the trading
strategy (y¯1, y¯2) where y¯1 = y
∗
1 , y¯2,i = y
∗
2,j, y¯2,j = y
∗
2,i and y¯2,k = y
∗
2,k for 1 ≤ k ≤ n, k 6= i, j. Then
(y¯1, y¯2) is a feasible solution with the same objective value as the optimal strategy. Namely, y¯ is
also optimal to (4.4.5). But at y¯, the margin constraint (4.4.4) is not active, contradicting with
Proposition 4.4.2. This finishes the proof of the proposition. 2
Proposition 4.4.4. For two derivatives with the same underlying asset, we prefer to sell the one
with higher initial price in both periods when other parameters are the same.
Proof: The proof is similar to Proposition 4.4.3. 2
Proposition 4.4.5. For two derivatives with the same underlying asset and positive Γ, we prefer
to sell the one with higher Γ in the second period when other parameters are the same.
Proof: Let y∗ be the optimal solution to (4.4.5). Assume that derivatives i and j have the same
underlying asset k and γi ≥ γj . Then by the definition of Γ, both Γi and Γj only have one non-zero
elements, which is the kth diagonal entry with a value of γi and γj respectively. We would like to
show that y∗2,i ≤ y∗2,j. If γi = γj, it’s obvious that y∗2,i = y∗2,j. So we only consider the case that γi >
γj . Assume to the contrary that y
∗
2,i > y
∗
2,j. Then we have γiy
∗
2,i+ γjy
∗
2,j > γiy
∗
2,j + γjy
∗
2,i according
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to Lemma 4.3.2. Consider the trading strategy (y¯1, y¯2) where y¯1 = y
∗
1 and y¯2,i = y
∗
2,j, y¯2,j = y
∗
2,i
and y¯2,k = y
∗
2,k for 1 ≤ k ≤ n, k 6= i, j. Note that

 −12Γ(y∗2) + η∗Σ−1 −∆(y∗2 )+2η∗Σ−1µ2
−(∆(y∗2 )+2η∗Σ−1µ2 )⊤ −ζ∗

  0.
According to Theorem 4.3 in [32], we have A  0 and −ζ∗ ≥ B⊤A†B where A = −12Γ(y∗2)+ η∗Σ−1
and B = −∆(y∗2)+2η∗Σ−1µ2 . According to the definition of Γ(y∗2) and Assumption 4.4.1, both Γ and
Σ are diagonal matrices. Thus, A and A† are also diagonal matrices. In particular, we have
A†i,i =


1
Ai,i
, Ai,i 6= 0
0 , Ai,i = 0
Γ(y∗2)k,k − Γ(y¯2)k,k ∝ (γiy∗2,i + γjy∗2,j) − (γiy∗2,j + γjy∗2,i) > 0. Thus, 0 < A(y∗2)k,k < A(y¯2)k,k.
Therefore A(y¯2) ≻ 0. Moreover, A†(y∗2)k,k > A†(y¯2)k,k. Thus, B⊤A†(y¯2)B < B⊤A†(y∗2)B ≤ −ζ∗.
Therefore, y¯ is also feasible. In addition, there exists ζ¯ such that −ζ¯ < −ζ∗ and B⊤A†(y¯)B ≤ −ζ¯.
So far we have found another optimal solution, i.e., (y¯, ζ¯ , η∗), but with inactive margin constraint,
contradicting to Proposition 4.4.2. This finishes the proof the proposition.2
Proposition 4.4.6. Consider derivatives i and j with the same underlying asset k. If µk ≤ 0 and
δi ≥ δj ≥ 0, then y∗2,i ≥ y∗2,j when other parameters are the same; if µk ≥ 0 and δi ≥ δj ≥ 0, then
y∗2,i ≥ y∗2,j when other parameters are the same.
Proof: Let y∗ be the optimal solution to (4.4.5). The proof follows in a similar manner as the
proof of 4.4.5 and we continue to use the notations there. Note that we only provide proof for
the first case. The second case can be shown by the same token. When δi = δj , it is trivial that
y∗2,i = y
∗
2,j. So we consider the case that δi > δj. Assume to the contrary that y
∗
2,i < y
∗
2,j. Then we
have δiy
∗
2,i + δjy
∗
2,j < δiy
∗
2,j + δjy
∗
2,i. Similar as in Proposition 4.4.5, we consider another trading
strategy (y¯1, y¯2) where y¯1 = y
∗
1 and y¯2,i = y
∗
2,j, y¯2,j = y
∗
2,i and y¯2,k = y
∗
2,k for 1 ≤ k ≤ n, k 6= i, j.
This time we have A(y∗2) = A
(y¯∗2) and A
†(y∗2) = A
†(y¯∗2). B(y
∗
2)k,k − B(y¯2)k,k ∝ (δiy∗2,i + δjy∗2,j) −
(δiy
∗
2,j+δjy
∗
2,i) > 0. The non-positiveness of µ implies the non-negativeness of B(y
∗
2)k,k and B(y¯2)k,k.
Thus, B(y∗2)k,k > B(y¯2)k,k > 0. Thus, B
⊤A†(y¯2)B < B
⊤A†(y∗2)B ≤ −ζ∗. The remaining follows
the same argument as in the proof of Proposition 4.4.5.2
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4.5 Summary
In this chapter, we propose a two-period robust optimization model for portfolio liquidation under
margin requirement. The objective is to meet the requirement with the least change in asset
positions. We study the liquidation problem in two cases: portfolios consisting of only basic assets
and portfolios containing both basic assets and derivative securities. For basic assets, the first
period return is assumed to belong to a scaled ellipsoid. For derivative securities, the return is
assumed to be a quadratic function (i.e., a delta-gamma approximation) of the underlying asset
return. Properties regarding how the optimal trading strategy is affected by asset characteristics
and market conditions are derived and analyzed.
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Chapter 5
Portfolio Execution with a Markov Chain
Approximation Approach
5.1 Introduction
This chapter considers the problem of executing a large multi-asset portfolio in a short time period
where the objective is to find an optimal trading strategy that minimizes both the trading cost
and the trading risk ([18]). In particular, we study two risk measures: quadratic variation and
time-averaged value at risk. [28] recognizes that variance “measures only the end result with no
concern of how liquidation proceeds during the whole trading horizon” ([28] Section 1). It proposes
quadratic variation as a risk measure instead and studies a continuous-time optimal execution
problem. In contrast to variance, quadratic variation takes into account the full trajectory of the
liquidation process. In particular, [28] derives an analytical solution in a single-asset arithmetic
Brownian motion model with zero drift. For the geometric Brownian motion case, [28] computes the
optimal strategy by numerically solving the corresponding Hamilton-Jacobian-Bellman equation.
Other risk measures have also been proposed. Motivated by “the practice at investment banks of
imposing a daily risk capital charge on trading portfolios proportional to value at risk” ([34] Section
2.1), [34] proposes time-averaged value at risk as the risk measure and obtains an analytical optimal
trading strategy in a single-asset geometric Brownian motion model with zero drift.
Both [28] and [34] have focused on the liquidation of a single asset. In practice, it is often the
case that multiple assets must be liquidated simultaneously. The liquidation of multiple assets not
only makes theoretical analysis and numerical solution of the optimal liquidation problem more
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challenging, but also elicits important questions about how the correlation and cross impact among
the assets influence the optimal trading strategy. Cross impact measures the price impact on one
asset that is caused by the trading of another. Strong evidence of cross-stock price pressure has been
reported in many recent studies ([36], [35], [5], [67], [57]). In this chapter, we study the problem of
liquidating a multi-asset portfolio using quadratic variation as the risk measure. More specifically,
we are interested in solving the portfolio liquidation problem in multi-dimensional arithmetic and
geometric Brownian motions models. Analytical solutions to the corresponding stochastic control
problems are generally not available and efficient numerical methods must be used. In addition to
obtaining the optimal trading strategy, we are also interested in studying how risk measure, price
impact, risk aversion, correlation and cross impact affect the optimal strategy.
We propose a Markov chain approximation approach for the optimal liquidation problem to
achieve the above goals. The general theory of the Markov chain approximation approach can be
found in [44]. The application of the Markov chain approximation approach for financial prob-
lems can be found, e.g., in [53] and [51]. The main step in such an approach is to construct a
discrete-time discrete-state Markov chain to approximate the continuous stochastic process in the
original stochastic control problem. To ensure the convergence of the approach, the Markov chain
needs to be locally consistent to the original stochastic process. Inspired by the success of the
binomial method for American options valuation in the Black-Scholes-Merton model, for optimal
liquidation in the geometric Brownian motion model, we construct a locally consistent Markov
chain by adapting the Cox-Ross-Rubinstein binomial method of [23] and the Boyle-Evnine-Gibbs
multi-dimensional binomial method of [13]. The binomial method allows us to easily compute
the optimal trading trajectory via backward induction. Numerical results show that the binomial
method converges at rate O(1/N), where N is the number of time steps. We prove that at each
time step we need only to solve a strictly convex quadratic program whose solution can be identi-
fied explicitly. This further enables us to theoretically analyze the influence of factors such as risk
measure, price impact and risk aversion on the optimal strategy in one-dimensional models. As for
the multi-dimensional arithmetic Brownian motion model, the optimal liquidation strategy can be
shown to be static. This makes the model numerically tractable for high dimensions.
[62] considers infinite-horizon multi-asset liquidation in a mean-variance setting and derives a
closed-form relationship between the trading rate and the holding amount when there is no cross
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impact. We allow nonzero cross impact and solve a finite-horizon problem under the quadratic
variation risk measure and observe that positive cross impact slows down the liquidation while
negative cross impact speeds up the process. Intuitively, with positive cross-impact, selling one
asset adversely influences the liquidation of the other asset, prompting a smoother strategy to
reduce the contagion effect on the trading cost. In addition to the cross-impact, the correlation
among the assets also influence the optimal trading strategy. We find that the correlation affects
the liquidation trajectory in an opposite way as compared to the cross-impact. That is, a positive
correlation accelerates the liquidation process while a negative one slows down the liquidation.
Intuitively, having negatively correlated assets helps diversify the portfolio and reduce the risk
exposure. Consequently, the liquidation process leans toward controlling the trading cost and a
smoother strategy is hence preferred. These observations suggest that, in a real application, one
must take factors such as cross impact and correlation into consideration when designing a good
liquidation strategy.
Throughout this chapter, we have focused on quadratic variation as the risk measure. Nev-
ertheless, our method can be easily adapted to time-averaged value at risk in one-dimensional
problems. This allows us to compare the optimal strategies derived under these two different risk
measures. We show that short selling and buying are never optimal during the liquidation process
in one-dimensional models with zero drift and quadratic variation as the risk measure. However,
this doesn’t hold when the time-averaged value at risk is used.
The optimal liquidation strategy obviously depends on the magnitude of the price impact.
With everything else being equal, we show that the optimal execution is smoother with larger price
impact in one-dimensional models with zero drift. Intuitively, assets with larger price impact are
less liquid. When selling illiquid assets, our main consideration is the large price sacrifice that needs
to be made in compensation for the lack of market liquidity. Thus, it is preferred to trade more
smoothly to avoid high trading cost. But for liquid assets, we are less worried about the trading
cost. Instead, our main concern would be to reduce the trading risk. This leads to a more rapid
liquidation strategy.
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5.2 Model Formulation
In this section, we introduce the formulation of the portfolio liquidation problem. Let m be the
number of assets to be liquidated, and St = (S
1
t , · · · , Smt )⊤ the vector of unaffected asset prices, i.e.,
the prices of the assets assuming no impact from the liquidation. We assume that the unaffected
asset prices are governed by the following:
dSt = µtdt+ σtdBt,
where µt = (µ
1
t , · · · , µmt )⊤ is the drift coefficient, σt = diag(σ1t , · · · , σmt ) is the diffusion coefficient,
and Bt = (B
1
t , · · · , Bmt )⊤ is an m−dimensional Brownian motion. The components Bit and Bjt
are correlated with correlation coefficient ρij , 1 ≤ i, j ≤ m. When µit = µiSit and σit = σiSit ,
1 ≤ i, j ≤ m, we have a multi-dimensional geometric Brownian motion (GBM). When µit = µiSi0
and σit = σiS
i
0, 1 ≤ i, j ≤ m, we obtain a multi-dimensional arithmetic Brownian motion (ABM).
Denote the liquidation time horizon by [0, T ] for some T > 0. Let Xt be an m−dimensional
vector with its ith element being the holding amount of the ith asset at time t. Since all assets
must be liquidated by time T , the process {Xt, 0 ≤ t ≤ T} represents the trading trajectory with
initial value X0 > 0 and terminal value XT = 0. We assume that Xt is absolutely continuous with
dXt = ξtdt, where ξt is the m−dimensional vector of trading rates at time t. Equivalently,
Xt = X0 +
∫ t
0
ξsds.
The absolute continuity assumption has been made in many works. See [62] and the reference cited
therein.
For block liquidation, price impact cannot be neglected according to the market microstructure
theory ([48]). Liquidating large blocks of assets suffers from both permanent (information effect)
and temporary (liquidity effect) price impact which are related to cumulative trading amounts
and instantaneous trading rates, respectively. We assume that both the permanent and temporary
components are linear functions. We adopt an additive model where the execution prices, the prices
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at which the assets are actually liquidated, admit the following structure:
Sˆt = St + Λ(Xt −X0) + Γξt. (5.2.1)
where Λ and Γ represent the permanent and temporary price impact matrices respectively and are
assumed to be positive definite.
The objective of a portfolio liquidation problem is to balance between the revenue received
from the liquidation process and the trading risk. As mentioned earlier, we focus on two types
of risk measures, quadratic variation and time-averaged value at risk, as proposed in [28] and [34]
respectively. According to [28], the quadratic variation is given by the following formally:
QV =
∫ T
0
(X⊤t dSt)
2.
More specifically, we have the following expressions for the quadratic variation under the geometric
and arithmetic Brownian motion models:
GBM : QV =
∫ T
0
X⊤t diag(St) Σ diag(St) Xtdt
ABM : QV =
∫ T
0
X⊤t diag(S0) Σ diag(S0) Xtdt
Here, for any x ∈ Rm, diag(x) ∈ Rm×m refers to the diagonal matrix generated by x, with its
(i× i)th entry being the ith element of x. Σ is a semi-positive definite matrix with Σij = ρijσiσj ,
1 ≤ i, j ≤ m. While we mainly focus on the quadratic variation in the paper, other risk measures
such as time-averaged value at risk can be handled very similarly. We also would like to see how
the choice of the risk measure influences the optimal liquidation strategy in the one-dimensional
geometric Brownian motion model. The time-averaged value at risk in this case is given by
GBM(m = 1) : V aR = α
∫ T
0
XtStdt,
where α < 1 is the risk-aversion parameter that depends on the volatility of the asset and the
confidence level used to compute the value at risk. An investor that is more risk-averse will choose
a higher confidence level and hence a larger α. For details of time-averaged value at risk, we refer
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to [34] and [59].
The total revenue generated by the liquidation strategy {ξt, 0 ≤ t ≤ T} is given by
R = −
∫ T
0
Sˆ⊤t ξtdt.
We wish to maximize the expected revenue and minimize the expected risk exposure. In the geo-
metric Brownian motion model, when quadratic variation is used as the risk measure, we minimize
−E[R]+αE[QV ] = E
[∫ T
0
(ξ⊤t Γξt + S
⊤
t ξt + αX
⊤
t diag(St) Σ diag(St) Xt)dt
]
+
1
2
X⊤0 ΛX0, (5.2.2)
where α ≥ 0 is the risk-aversion parameter. When time-averaged value at risk is used as the risk
measure in a one-dimensional geometric Brownian motion model, we minimize
− E[R] + E[V aR] = E
[∫ T
0
(Γξ2t + Stξt + αXtSt)dt
]
+
1
2
ΛX20 . (5.2.3)
Note that in (5.2.3), all quantities are scalars. In the arithmetic Brownian motion, when quadratic
variation is used, we minimize
−E[R] + αE[QV ] = E
[∫ T
0
(ξ⊤t Γξt + S
⊤
t ξt + αX
⊤
t diag(S0) Σ diag(S0) Xt)dt
]
+
1
2
X⊤0 ΛX0.
The time-averaged value at risk could also be used in the arithmetic Brownian motion model. We
have omitted this case to reduce redundancy.
Note that the permanent price impact component (i.e. 12X
⊤
0 ΛX0) in the above objective func-
tions is constant. We will drop this term from now on since it will not affect the optimal solution.
In the geometric Brownian motion model with quadratic variation as the risk measure, define the
following cost function:
J(Xt, St, t, ξ) = E
[∫ T
t
(ξ⊤u Γξu + S
⊤
u ξu + αX
⊤
u diag(Su) Σ diag(Su) Xu)du
∣∣∣∣Xt, St
]
. (5.2.4)
Let V (Xt, St, t) be the value function at time t defined by V (Xt, St, t) = inf{ξu,t≤u≤T} J(Xt, St, t, ξ).
We want to compute V (X0, S0, 0) and the corresponding optimal control ξ
∗ = {ξ∗t , 0 ≤ t ≤ T}.
When m = 1 and time-averaged value at risk is used, V is defined similarly with the following cost
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function:
J(Xt, St, t, ξ) = E
[∫ T
t
(Γξ2u + Suξu + αXuSu)du
∣∣∣∣Xt, St
]
.
For the arithmetic Brownian motion case with quadratic variation as the risk measure, we have the
following cost function:
J(Xt, St, t, ξ) = E
[∫ T
t
(ξ⊤u Γξu + S
⊤
u ξu + αX
⊤
u diag(S0) Σ diag(S0) Xu)du
∣∣∣∣Xt, St
]
. (5.2.5)
The optimal liquidation problem has thus been reduced to a stochastic control problem. Ana-
lytical solutions are rare except in special cases. In the remaining of the chapter, we study efficient
numerical solution of the stochastic control problem and properties of the optimal trading strategy.
5.3 The Geometric Brownian Motion Model
We use a Markov chain approximation approach to solve the portfolio liquidation problem in the
geometric Brownian motion model. The idea of the Markov chain approximation approach is to
approximate the original continuous time stochastic process by a locally consistent discrete time
discrete state Markov chain and reduce the original continuous time stochastic control problem to a
simpler problem in discrete time. To construct a locally consistent Markov chain approximation for
the geometric Brownian motion, we extend the one-dimensional binomial method of [23] and the
multi-dimensional binomial method of [13], where the asset price evolves along a binomial tree. We
then obtain the optimal trading strategy by solving the resulting dynamic programming equation
through backward induction.
5.3.1 Markov Chain Approximation
The Markov chain approximation approach starts with a locally consistent Markov chain approxi-
mation for the geometric Brownian motion S = {St, 0 ≤ t ≤ T}. Recall that
dSit = µiS
i
tdt+ σiS
i
tdB
i
t , corr(B
i
t , B
j
t ) = ρij, 1 ≤ i, j ≤ m. (5.3.1)
Divide the liquidation horizon [0, T ] into N equal subintervals, each with length δ = T/N . Let
S¯ = {S¯n ∈ Rm, 0 ≤ n ≤ N} be a discrete time discrete state Markov chain. Define ∆S¯n =
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S¯n+1 − S¯n ∈ Rm. S¯ is locally consistent with the geometric Brownian motion S if it satisfies the
following local consistency conditions:
E[∆S¯in
∣∣ S¯n] = µiS¯inδ + o(δ), 1 ≤ i ≤ m, (5.3.2)
E[ (∆S¯in −E[∆S¯in|S¯n])(∆S¯jn − E[∆S¯jn|S¯n])
∣∣ S¯n] = ρijσiσjS¯inS¯jnδ + o(δ), 1 ≤ i, j ≤ m. (5.3.3)
The next step is to approximate the cost function and reduce the original stochastic control
problem in continuous time to a simpler problem in discrete time. Consider a piecewise constant
approximation of the trading rate that takes value ξ¯t = yn/δ for t ∈ [nδ, (n+1)δ), 0 ≤ n < N . Note
that −yn is the amount of assets that are sold from nδ to (n + 1)δ. Denote y = {yn, 0 ≤ n < N}.
For any 0 ≤ n ≤ N , let X¯n be the holding amount at time nδ corresponding to the trading rate
process ξ¯ = {ξ¯t, 0 ≤ t ≤ T}. Denote X¯ = {X¯n ∈ Rm, 0 ≤ n ≤ N}. For any 0 ≤ n < N , we have
X¯n+1 = X¯n + yn, with initial holding amount X¯0 = X0. In particular, X¯N = X¯N−1 + yN−1 = 0
must be satisfied. Suppose quadratic variation is used as the risk measure. We approximate the
integral in the cost function in (5.2.4) using a left endpoint rule and solve the resulting discrete
time stochastic control problem:
Vn(X¯n, S¯n) = min
{yk,n≤k<N}
E
[
N−1∑
k=n
(
1
δ
y⊤k Γyk + S¯
⊤
k yk + αδX¯
⊤
k diag(S¯k) Σ diag(S¯k) X¯k
)∣∣∣∣∣ X¯n, S¯n
]
.
Based on Bellman’s principle of optimality, we obtain the following dynamic programming equation:
for 0 ≤ n < N ,
Vn(X¯n, S¯n) = min
yn
(
E
[
Vn+1(X¯n + yn, S¯n+1)|X¯n, S¯n
]
+
1
δ
y⊤n Γyn + S¯
⊤
n yn + αδX¯
⊤
n diag(S¯n) Σ diag(S¯n) X¯n
)
. (5.3.4)
The terminal value is VN (X¯N , S¯N ) = 0. Similarly, when m = 1 and time-averaged value at risk is
used as the risk measure, the dynamic programming equation becomes
Vn(X¯n, S¯n) = min
yn
(
E
[
Vn+1(X¯n + yn, S¯n+1)|X¯n, S¯n
]
+
1
δ
Γy2n + S¯nyn + αδS¯nX¯n
)
(5.3.5)
for 0 ≤ n < N and with terminal value VN (X¯N , S¯N ) = 0. The dynamic programming equations
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(5.3.4) and (5.3.5) are solved by backward induction.
5.3.2 Multi-Dimensional Binomial Method
To construct a locally consistent Markov chain for the geometric Brownian motion, we adapt the
one-dimensional Cox-Ross-Rubinstein (CRR) binomial method and the multi-dimensional Boyle-
Evnine-Gibbs (BEG) binomial method. Let’s first consider the single asset case where the asset
price follows a geometric Brownian motion:
dSt = µStdt+ σStdBt. (5.3.6)
In the CRR model, the above geometric Brownian motion is approximated by a binomial tree
with the following structure: for any 0 ≤ n < N , S¯n+1 = exp(σ
√
δ)S¯n with probability p1 =
(1 + µ
√
δ/σ)/2 and S¯n+1 = exp(−σ
√
δ)S¯n with probability p2 = 1 − p1. Unfortunately, it can be
verified easily that the CRR binomial model violates the first local consistency condition (5.3.2).
Instead of the CRR model, we propose the following binomial structure:
S¯n+1 =

 uS¯n, (“up” jump) with probability p1dS¯n, (“down” jump) with probability p2 = 1− p1
u = 1 + σ
√
δ, d = 1− σ
√
δ, p1 =
1
2
(
1 +
√
δ
µ
σ
)
. (5.3.7)
We select δ < 1/σ2 and δ < σ2/µ2 so that d = 1 − σ
√
δ > 0 and 0 < p1 < 1. It is easy to verify
that both local consistency conditions (5.3.2) and (5.3.3) are satisfied.
The CRR model was extended to the multi-asset case in [13]. Suppose there are m assets. The
prices are governed by the geometric Brownian motion in (5.3.1). In the BEG binomial model,
for any 0 ≤ n < N , the price of ith asset, 1 ≤ i ≤ m, goes from S¯in at time nδ to either
S¯in+1 = uiS¯
i
n or S¯
i
n+1 = diS¯
i
n at time (n + 1)δ. Over each period, there are 2
m possible states.
Denote the corresponding probabilities by pj, j = 1, 2, · · · , 2m. For example, p1 is the probability
that S¯in+1 = uiS¯
i
n for all 1 ≤ i ≤ m, p2 is the probability that S¯in+1 = uiS¯in for all 1 ≤ i ≤ m − 1
and S¯mn+1 = dmS¯
m
n , p2m is the probability that S¯
i
n+1 = diS¯
i
n for all 1 ≤ i ≤ m, etc. Again, we revise
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the original BEG model so that it meets the consistency requirements. More specifically, we let
ui = 1 + σi
√
δ, di = 1− σi
√
δ, 1 ≤ i ≤ m.
The probabilities are the same as those in [13]:
pj =
1
2m
(
1 +
m∑
k,l=1
k<l
χkl(j)ρkl +
√
δ
m∑
k=1
χk(j)
µk
σk
)
, j = 1, ..., 2m, (5.3.8)
where
χkl(j) = 1 if both kth and lth assets have jumps in the same direction in state j,
= −1 otherwise,
χk(j) = 1 if kth asset has an up-jump in state j,
= −1 otherwise.
We select δ sufficiently small so that di > 0, 1 ≤ i ≤ m. We assume that the probabilities
are between 0 and 1. It can be shown that this multi-dimensional binomial model satisfies both
consistency conditions.
With the locally consistent Markov chain constructed in this section, we proceed and solve the
dynamic programming equations described in Section 5.3.1.
5.3.3 Backward Induction
In this section, we analyze the solution to the dynamic programming equations (5.3.4) and (5.3.5).
Denote the optimal solution by y∗ = {y∗n, 0 ≤ n < N}, and the corresponding optimal trading
rate by ξ¯∗ = {ξ¯∗t , 0 ≤ t ≤ T}, where ξ¯∗t = y∗n/δ for t ∈ [nδ, (n + 1)δ) and ξ¯∗T = 0. We denote
the optimal holding amount corresponding to the strategy y∗ by X¯∗ = {X¯∗n, 0 ≤ n ≤ N}, where
X¯∗0 = X0, X¯
∗
N = 0 and X¯
∗
n+1 = X¯
∗
n+ y
∗
n, 0 ≤ n < N . In the above, optimality refers to the discrete
time stochastic control problem derived in Section 5.3.1. Recall that ξ∗ = {ξ∗t , 0 ≤ t ≤ T} denotes
the optimal trading rate of the original continuous time stochastic control problem. For later
convenience, we denote the optimal holding amount corresponding to ξ∗ by X∗ = {X∗t , 0 ≤ t ≤ T}.
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Quadratic variation
We first consider (5.3.4). Recall the terminal value VN (X¯N , S¯N ) = 0. Due to the requirement that
X¯N = X¯N−1 + yN−1 = 0, we have y
∗
N−1 = −X¯N−1. We immediately get the following expression
for VN−1:
VN−1(X¯N−1, S¯N−1) =
1
δ
X¯⊤N−1ΓX¯N−1 − S¯⊤N−1X¯N−1 + αδX¯⊤N−1 diag(S¯N−1) Σ diag(S¯N−1) X¯N−1.
(5.3.9)
For each of n = 0, 1, · · · , N − 2, however, one must solve an optimization problem to obtain
Vn(X¯n, S¯n) and the corresponding optimal trading amount y
∗
n. The following Proposition 5.3.1
shows that the above optimization problems are strictly convex quadratic programs and admit
analytical solutions. It further establishes an affine relationship between the optimal trading amount
y∗n and the optimal holding amount X¯
∗
n for each 0 ≤ n < N .
For any 0 ≤ s ∈ Rm, define the following m × m matrices aN−1(s), dN−1(s), m−vectors
bN−1(s), eN−1(s) and scalar cN−1(s):
aN−1(s) =
1
δ
Γ + αδ diag(s) Σ diag(s)
bN−1(s) = −s
cN−1(s) = 0 (5.3.10)
dN−1(s) = −Im×m
eN−1(s) = (0, · · · , 0)⊤.
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For any 0 ≤ n ≤ N − 2, define
An(s) = E
[
an+1(S¯n+1)|S¯n = s
]
Bn(s) = E
[
bn+1(S¯n+1)|S¯n = s
]
an(s) = −An(s)
(1
δ
Γ +An(s)
)−1
An(s) +An(s) + αδ diag(s) Σ diag(s)
bn(s) = Bn(s)−An(s)
(1
δ
Γ +An(s)
)−1
(Bn(s) + s) (5.3.11)
cn(s) = E
[
cn+1(S¯n+1)|S¯n = s
]− 1
4
(Bn(s) + s)
⊤
(1
δ
Γ +An(s)
)−1
(Bn(s) + s)
dn(s) = −
(1
δ
Γ +An(s)
)−1
An(s)
en(s) = −1
2
(1
δ
Γ +An(s)
)−1
(Bn(s) + s) .
We then have the following proposition. The proof can be found in the appendix.
Proposition 5.3.1. The optimization problems in (5.3.4) are strictly convex quadratic programs.
For any 0 ≤ n < N ,
Vn(X¯n, S¯n) = X¯
⊤
n an(S¯n)X¯n + X¯
⊤
n bn(S¯n) + cn(S¯n).
The optimal trading amount y∗n is an affine function of the optimal holding amount X¯
∗
n:
y∗n = dn(S¯n)X¯
∗
n + en(S¯n).
The coefficients an, bn, cn, dn and en can be computed recursively through equations (5.3.10)-(5.3.11).
In a m−dimensional N−step binomial model, for any 0 ≤ n ≤ N , there are (n + 1)m possible
combinations of asset prices at time nδ. Denote Sn the set of all possible asset prices at time nδ.
To solve the dynamic programming equation (5.3.4) to obtain the optimal initial trading amount
y∗0, one starts with computing aN−1(s) and bN−1(s) for each s ∈ SN−1. Equation (5.3.11) then
allows one to compute an(s) and bn(s) for each 1 ≤ n ≤ N − 2 and s ∈ Sn recursively. Finally,
d0(S¯0) and e0(S¯0) can be computed from a1(·) and b1(·). The initial optimal trading amount is
then given by y∗0 = d0(S¯0)X¯0 + e0(S¯0). Here S¯0 = S0 is the initial asset price, and X¯0 = X0 is the
initial holding amount. Both of them are known at time 0. Using X¯∗1 = X¯0 + y
∗
0, one finds the
optimal holding amount X¯∗1 at time δ. Consequently, one can compute y
∗
1 = d1(s)X¯
∗
1 + e1(s) for
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any s ∈ S1. Repeating in this way, we are able to compute the optimal trading trajectory along
any path of the binomial tree. To compute the optimal value V0, one must also compute cn(s) for
each 0 ≤ n ≤ N − 2 and s ∈ Sn using the recursion (5.3.10)-(5.3.11).
When the drift of the geometric Brownian motion is zero, it can be shown using (5.3.8) that
E[S¯n+1|S¯n = s] = s for any 0 ≤ n < N . For a risk neutral investor with α = 0, it can then be
shown from (5.3.10) and (5.3.11) that
an(s) =
1
(N − n)δΓ, bn(s) = −s, cn(s) = 0, dn(s) = −
1
N − nIm×m, en(s) = 0.
Consequently,
y∗0 = −
1
N
X0, X¯
∗
1 = X0 + y
∗
0 =
N − 1
N
X0, y
∗
1 = −
1
N − 1X¯
∗
1 = −
1
N
X0.
It can be shown by induction that for any 0 ≤ n < N ,
y∗n = −
1
N
X0, ξ¯
∗
t = −
1
Nδ
X0 = −X0
T
.
Corollary 5.3.2. In the geometric Brownian motion model with zero drift, the optimal trading
rate is constant for a risk neutral investor: ξ¯∗t = −X0/T .
[11] studies the optimal liquidation problem by minimizing the trading cost only. In a random
walk model, they show that the optimal liquidation strategy is constant. Corollary 5.3.2 shows
that, for a risk neutral investor that is only interested in minimizing the trading cost, the optimal
trading rate is also constant in the geometric Brownian motion model with zero drift. However, in
general, the optimal trading strategy is neither constant, nor static, but dynamic. One must adjust
the trading rate as market conditions change over time.
In the single-asset case, the dynamic programming equation (5.3.4) reduces to
Vn(X¯n, S¯n) = min
yn
(
E
[
Vn+1(X¯n + yn, S¯n+1)
∣∣ X¯n, S¯n]+ 1
δ
Γy2n + S¯nyn + αδσ
2S¯2nX¯
2
n
)
. (5.3.12)
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Note that all quantities in (5.3.12) are scalars. From (5.3.10), we have
aN−1(s) =
Γ
δ
+ αδσ2s2, bN−1(s) = −s, cN−1(s) = 0, dN−1(s) = −1, eN−1(s) = 0. (5.3.13)
For any 0 ≤ n ≤ N − 2, from (5.3.11) and (5.3.7), we have
An(s) = an+1(us)p1 + an+1(ds)p2
Bn(s) = bn+1(us)p1 + bn+1(ds)p2
an(s) =
ΓAn(s)
Γ + δAn(s)
+ αδσ2s2
bn(s) = Bn(s)− δAn(s)(Bn(s) + s)
Γ + δAn(s)
(5.3.14)
cn(s) = cn+1(us)p1 + cn+1(ds)p2 − δ(Bn(s) + s)
2
4(Γ + δAn(s))
dn(s) = − δAn(s)
Γ + δAn(s)
en(s) = − δ(Bn(s) + s)
2(Γ + δAn(s))
.
We then have the following corollary for the single-asset case.
Corollary 5.3.3. In a single-asset geometric Brownian motion model with quadratic variation as
the risk measure, the dynamic programming equation in (5.3.12) admits the following solution:
Vn(X¯n, S¯n) = an(S¯n)X¯
2
n + bn(S¯n)X¯n + cn(S¯n), y
∗
n = dn(S¯n)X¯
∗
n + en(S¯n),
where an, bn, cn, dn and en can be computed recursively through (5.3.13-5.3.14). When the drift
coefficient in (5.3.6) is zero, we have cn(s) = en(s) = 0 and −X¯∗n ≤ y∗n < 0 for any 0 ≤ n < N .
It can be seen from (5.3.13) and (5.3.14) that −1 < dn(s) < 0 for any 0 ≤ n < N − 1 and
dN−1 = −1. When µ = 0 in the one-dimensional geometric Brownian motion model (5.3.6), using
(5.3.7), (5.3.13) and (5.3.14), it is easy to verify that
bn(s) = −s, 0 ≤ n < N.
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Consequently,
cn(s) = 0, en(s) = 0, 0 ≤ n < N.
Since −1 < dn(s) < 0 for any 0 ≤ n < N − 1 and s ∈ Sn, and X¯0 = X0 > 0, we have
−X¯0 < y∗0 = d0(S¯0)X¯0 < 0
X¯∗1 = X¯0 + y
∗
0 > 0
−X¯∗1 < y∗1 = d1(S¯1)X¯∗1 < 0.
By induction, −X¯∗n < y∗n < 0 for any 0 ≤ n < N −1. Together with y∗N−1 = −X¯∗N−1, we obtain the
conclusion in Corollary 5.3.3. In Section 5.3.5, we discuss the implication of this corollary when
comparing the two risk measures that we consider in this chapter.
Time-averaged value at risk
When time-averaged value at risk is used as the risk measure in the one-dimensional geometric
Brownian motion model, the dynamic programming equation (5.3.5) can also be solved easily, as
shown in the following proposition. Define
aN−1 =
Γ
δ
, bN−1(s) = (αδ − 1)s, cN−1(s) = 0, dN−1 = −1, eN−1(s) = 0. (5.3.15)
For any 0 ≤ n < N − 1, define
Bn(s) = bn+1(us)p1 + bn+1(ds)p2
an =
Γ
(N − n)δ
bn(s) = Bn(s) + αδs − δan+1(Bn(s) + s)
Γ + δan+1
(5.3.16)
cn(s) = cn+1(us)p1 + cn+1(ds)p2 − δ(Bn(s) + s)
2
4(Γ + δan+1)
dn = − 1
N − n
en(s) = − δ(Bn(s) + s)
2(Γ + δan+1)
.
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Proposition 5.3.4. The dynamic programming equation in (5.3.5) admits the following solution:
Vn(X¯n, S¯n) = anX¯
2
n + bn(S¯n)X¯n + cn(S¯n), y
∗
n = dnX¯
∗
n + en(S¯n),
where an, bn, cn, dn and en can be computed recursively through (5.3.15)-(5.3.16). When the drift
coefficient in (5.3.6) is zero, we have
Vn(X¯n, S¯n) =
Γ
(N − n)δ X¯
2
n +
(α
2
(N + 1− n)δ − 1
)
S¯nX¯n + cn(S¯n)
y∗n = −
1
N − nX¯
∗
n −
αS¯n
4Γ
(N − 1− n)δ2.
In particular, the initial trading rate ξ¯∗0 obtained from the Markov chain approximation approach
converges to the true optimal solution ξ∗0 at rate 1/N : ξ¯
∗
0 − ξ∗0 = αS0T/(4ΓN).
The proof can be found in the appendix. In the one-dimensional geometric Brownian motion
model with zero drift and time-averaged value at risk as the risk measure, the closed-form solution
of the continuous time stochastic control problem is given in [34]. The optimal holding amount is
X∗t =
T − t
T
[
X0 − αT
4Γ
∫ t
0
Sudu
]
. (5.3.17)
The optimal trading rate is
ξ∗t = −
X0
T
+
α
4Γ
(∫ t
0
Sudu− (T − t)St
)
.
In particular, the optimal initial trading rate is
ξ∗0 = −
X0
T
− αS0T
4Γ
. (5.3.18)
The optimal cost function is
V (X0, S0, 0) =
Γ
T
X20 +
(α
2
T − 1
)
S0X0 − α
2
8Γσ6
(
eσ
2T − 1− σ2T − 1
2
σ4T 2
)
S20 . (5.3.19)
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From Proposition (5.3.4), we obtain
ξ¯∗0 =
y∗0
δ
= −X0
Nδ
− αS0
4Γ
(N − 1)δ = −X0
T
− αS0T
4Γ
(1− 1
N
) = ξ∗0 +
αS0T
4ΓN
.
That is, ξ¯∗0 converges to ξ
∗
0 at rate 1/N , where N is the number of time steps we use. Moreover, a0
matches its counterpart in the true optimal solution (5.3.19) exactly, and
b0(S0) =
(α
2
(N + 1)δ − 1
)
S0 =
(α
2
T − 1
)
S0 +
αTS0
2N
differs from its counterpart in the true optimal solution by αTS0/(2N). Numerical experiments
(not reported) also show that c0(S0) that we obtain using the binomial model also converges to its
counterpart in the true optimal solution at rate 1/N .
Although the solutions in Corollary 5.3.3 and Proposition (5.3.4) are similar in structure, they
could be very different qualitatively. In Section 5.3.5, we discuss some implications of the choice of
the risk measure.
5.3.4 Price Impact, Risk Aversion and Initial Asset Price
The optimal liquidation strategy is affected by temporary price impact, risk aversion and initial
prices of the assets, as can be seen from the problem formulation. We analyze the effects of these
factors on the optimal liquidation strategy in a one-dimensional geometric Brownian motion model
with zero drift when quadratic variation is used as the risk measure. As seen in the previous section,
the case with time-averaged value at risk as the risk measure admits an analytical solution and can
be studied directly using results from [34].
Proposition 5.3.5. Assume a one-dimensional geometric Brownian motion model with zero drift
and quadratic variation as the risk measure. The initial trading rate ξ¯∗0 is an increasing function
of the temporary price impact parameter Γ.
The proposition can be proved by showing that an(s)/Γ is a decreasing function of Γ. See
appendix for the detailed proof. According to Corollary 5.3.3, ξ¯∗0 = y
∗
0/δ < 0 under zero drift.
Proposition 5.3.5 shows that the larger Γ is, the larger ξ¯∗0 will be (closer to zero since it’s negative),
and hence the smaller the initial selling speed. Assets with larger price impact could be regarded as
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more illiquid. We can see from (5.2.1) that the temporary price impact punishes for high trading
speed. Therefore, when an asset is illiquid with large Γ, it is better to use a smoother trading
strategy to avoid high trading cost.
Since our goal is to balance trading cost and risk, the risk aversion parameter α also plays an
important role in determining the optimal liquidation strategy. [1] observes significant difference
in the optimal strategy under different levels of risk tolerance in their model. Note that aN−1(s) in
(5.3.13) is an increasing function of α. From the recursion (5.3.14), it can be seen that an(s) is an
increasing function of α for any 1 ≤ n < N and s ∈ Sn. From the expression for d0, it can be seen
that d0(S0) is a decreasing function of α. We therefore obtain the following proposition, stating
that the initial trading rate is a decreasing function of α.
Proposition 5.3.6. Assume a one-dimensional geometric Brownian motion model with zero drift
and quadratic variation as the risk measure. The initial trading rate ξ¯∗0 is a decreasing function of
α.
Intuitively, an investor that is more risk-averse (with larger α) tends to liquidate faster to
lower the trading risk. Conversely, an investor that is less risk-averse is more concerned about the
trading cost and tends to slow down the liquidation process to reduce the trading loss caused by
price impact. Proposition 5.3.6 confirms this intuition.
Finally, although less intuitive, the optimal initial trading rate ξ¯∗0 is a decreasing function of the
initial asset price S0. It can be seen from (5.3.13)-(5.3.14) that an(s) is an increasing function of s.
Consequently, both d0(S0) and ξ¯
∗
0 decrease as S0 increases. Therefore, everything else being equal,
an asset with higher initial price will be liquidated faster. This is summarized in the following
proposition.
Proposition 5.3.7. In a one-dimensional geometric Brownian motion model with zero drift and
quadratic variation as the risk measure, the initial trading rate ξ¯∗0 is a decreasing function of S0.
In the one-dimensional geometric Brownian motion model with zero drift and when time-
averaged value at risk is used, we have similarly results. They can be obtained immediately from
the closed-form expression for ξ∗0 in (5.3.18). It is decreasing in α and S0 and increasing in Γ. The
optimal trading strategy computed using the Markov chain approximation approach is consistent
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with this. It can be seen from Proposition 5.3.4 that y∗0 and hence ξ¯
∗
0 is decreasing in α and S0 and
increasing in Γ.
5.3.5 Risk Measure
The Markov chain approximation approach allows us to solve optimal liquidation problems with
very different risk measures in a unified framework. The numerical procedures are similar in
structure. However, it is interesting to compare the optimal trading strategies associated with
different risk measures. We assume a one-dimensional geometric Brownian motion model with zero
drift in the following discussion.
When time-averaged value at risk is used as the risk measure, the optimal holding amount is
given in (5.3.17) in closed-form:
X∗t =
T − t
T
[
X0 − αT
4Γ
∫ t
0
Sudu
]
.
Note that X∗t can be negative when
∫ t
0 Sudu is large or α/Γ is positive and large (see Figure 1
in [34] for a numerical illustration). A negative X∗t implies that the investor liquidates all assets
in the portfolio before time T and continues on with borrowing and selling (short-selling). Since
XT = 0 is required, at some point, the investor must buy back some assets to close the short-selling
position. When α is positive and large in contrast to Γ and/or when the asset price becomes large,
due to the αXtSt term in (5.2.3), it could be optimal to short-sell to get a negatively large αXtSt
term since we are minimizing the expression in (5.2.3). On the other hand, short-selling increases
the speed of the liquidation process. When α is small in contrast to Γ and/or when the asset price
is small, the Γξ2t term in (5.2.3) may prevent the investor from short-selling.
When quadratic variation is used as the risk measure, Corollary 5.3.3 shows that
−X¯∗n ≤ y∗n ≤ 0, 0 ≤ n < N.
This simply implies that short-selling and buying are never optimal in this case. When the drift in
the geometric Brownian motion model (5.3.6) is zero, since XT = 0, we have that,
E
[ ∫ T
0
Stξtdt
]
= E
[ ∫ T
0
StdXt
]
= −S0X0 − E
[ ∫ T
0
XtdSt
]
= −S0X0.
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It can then be seen from the expression in (5.2.2) that high trading rate of both positive and
negative signs and high holding amount of both signs will be penalized. This leads to a no short-
selling optimal policy. However, when the drift is not zero, short-selling could still be optimal.
5.4 The Arithmetic Brownian Motion Model
The computational cost of the binomial method proposed in Section 5.3 grows exponentially as
the number of assets in the portfolio increases. In this section, we assume a multi-dimensional
arithmetic Brownian motion instead. Since liquidation duration is normally short, the arithmetic
Brownian motion model provides a reasonable substitution for the geometric Brownian motion
model. In an arithmetic Brownian motion model, the optimal solution is path-independent, making
the liquidation problem tractable for high dimensions. Using the arithmetic Brownian motion helps
avoid the “curse of dimensionality”, which is often encountered in high-dimensional stochastic
control problems.
[62] studies an infinite-horizon multi-asset liquidation problem. Assuming a diagonal tempo-
rary price impact matrix, the paper obtains a closed-form relation between the trading rate and
the holding amount under the mean-variance setting. We relax the diagonal assumption on the
temporary price impact matrix and solve a finite-horizon problem under the quadratic variation
setting.
As described in Section 5.2, the unaffected asset prices in the arithmetic Brownian motion model
are governed by
dSit = µiS
i
0dt+ σiS
i
0dB
i
t , corr(B
i
t , B
j
t ) = ρij, 1 ≤ i, j ≤ m.
The cost function to be minimized is given in (5.2.5). Denote R = diag(S0) Σ diag(S0). Divide the
liquidation horizon into N equal subintervals, each with length δ = T/N . As in Section 5.3.1, we
get the following dynamic programming equation:
Vn(X¯n, S¯n) = min
yn
(
E[Vn+1(X¯n + yn, S¯n+1)|X¯n, S¯n] + 1
δ
y⊤n Γyn + y
⊤
n S¯n + αδX
⊤
n RXn
)
, (5.4.1)
where y = {yn, 0 ≤ n < N} and X¯ = {X¯n, 0 ≤ n ≤ N} are defined in the same way as in Section
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5.3.1, and S¯in = S
i
0 + µiS
i
0nδ + σiS
i
0B
i
nδ for 0 ≤ n ≤ N . The terminal value is VN (X¯N , S¯N ) = 0.
In the following, we show that the optimization problems in (5.4.1) are strictly convex quadratic
programs and hence admit closed-form solutions.
Define m×m matrices aN−1 and dN−1, m−vectors bN−1 and eN−1, and scalar cN−1 as follows:
aN−1 =
1
δ
Γ + αδR, bN−1 = (0, · · · , 0)⊤, cN−1 = 0, dN−1 = −Im×m, eN−1 = (0, · · · , 0)⊤. (5.4.2)
Let η = diag(S0)µ, where µ = (µ1, · · · , µm)⊤. For any 0 ≤ n < N − 1, define
an = −an+1
(1
δ
Γ + an+1
)−1
an+1 + an+1 + αδR
bn = bn+1 − δη − an+1
(1
δ
Γ + an+1
)−1
(bn+1 − δη)
cn = cn+1 − 1
4
(bn+1 − δη)⊤
(1
δ
Γ + an+1
)−1
(bn+1 − δη) (5.4.3)
dn = −
(1
δ
Γ + an+1
)−1
an+1
en = −1
2
(1
δ
Γ + an+1
)−1
(bn+1 − δη).
Proposition 5.4.1. The optimization problems in the dynamic programming equation (5.4.1) are
strictly convex quadratic programs that admit the following solution: for any 0 ≤ n < N ,
Vn(X¯n, S¯n) = X¯
⊤
n anX¯n + X¯
⊤
n (bn − S¯n) + cn.
The optimal trading amount is an affine function of the optimal holding amount:
y∗n = dnX¯
∗
n + en.
The coefficients an, bn, cn, dn and en can be computed recursively from (5.4.2)-(5.4.3). The optimal
trading strategy is static: y∗n does not depend on the asset price at time nδ.
The proof can be found in the appendix. Proposition 5.4.1 enables us to find the optimal
trading strategy y∗ = {y∗n, 0 ≤ n < N} easily. In particular, the optimal trading amount y∗n does
not depend on the asset price at time nδ. The optimal strategy is static and can be computed
at time 0. In the discrete arithmetic Brownian motion model of [2], it is shown that the optimal
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trading strategy is static under the mean-variance setting. Proposition 5.4.1 shows that the optimal
strategy is also static under the quadratic variation setting.
When the drift of the arithmetic Brownian motion is zero (i.e., µ = 0), it is easy to see from
(5.4.2) and (5.4.3) that bn = cn = en = 0 for any 0 ≤ n < N . In particular, for a risk neutral
investor with α = 0, it can be easily shown that
an =
1
(N − n)δΓ, dn = −
1
N − nIm×m, y
∗
n = −
1
N − nX¯
∗
n.
As in Corollary 5.3.2, the optimal trading rate is constant: ξ¯∗t = X0/T . We thus obtain the
following corollary.
Corollary 5.4.2. In the arithmetic Brownian motion model with zero drift and quadratic variation
as the risk measure, the dynamic programming equation (5.4.1) admit the following solution: for
any 0 ≤ n < N ,
Vn(X¯n, S¯n) = X¯
⊤
n anX¯n − X¯⊤n S¯n, y∗n = dnX¯∗n,
where an and dn can be computed recursively from (5.4.2)-(5.4.3). For a risk neutral investor, the
optimal trading rate is constant: ξ¯∗t = X0/T .
In the single asset case with zero drift, we have
−1 ≤ dn < 0, y∗n = dnX¯∗n, 0 ≤ n < N.
It follows that −X¯∗n ≤ y∗n ≤ 0 for any 0 ≤ n < N . Short-selling and buying are therefore never
optimal. Since R = σ2S20 ,
aN−1 =
1
δ
Γ + αδσ2S20 , an =
Γan+1
Γ + δan+1
+ αδσ2S20 , dn = −
δan+1
Γ + δan+1
, 0 ≤ n < N − 1.
It can be seen immediately that for any 0 ≤ n < N , dn decreases when α, σ or S0 increases.
Moreover,
aN−1
Γ
=
1
δ
+
1
Γ
αδσ2S20 ,
an
Γ
=
an+1/Γ
1 + δan+1/Γ
+
1
Γ
αδσ2S20 , dn = −
δan+1/Γ
1 + δan+1/Γ
, 0 ≤ n < N − 1.
When Γ increases, an/Γ decreases and dn increases. In summary, we have the following corollary.
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Corollary 5.4.3. In the single-asset arithmetic Brownian motion model with zero drift and quadratic
variation as the risk measure, short-selling and buying are never optimal. The initial trading rate
ξ¯∗0 decreases when α, σ or S0 increases, or when Γ decreases.
Corollary 5.4.3 shows that, in the single-asset arithmetic Brownian motion model with zero
drift, when Γ increases, ξ¯∗0 increases. Note that ξ¯
∗
0 < 0. It implies that the liquidation process is
smoother with a smaller initial trading speed for an illiquid asset. However, when α increases, the
market risk becomes more of a concern, and the initial trading speed becomes larger. Similarly,
when σ is larger, the asset is more volatile. The increasing market risk requires that we liquidate
faster. The initial trading speed therefore also becomes larger. Finally, everything being equal,
liquidation is faster with a larger initial speed for an asset that is more expensive.
In the single-asset arithmetic Brownian motion model with zero drift and quadratic variation
as the risk measure, the closed-form solution of the optimal liquidation problem is derived in [28].
The optimal initial trading rate is given by
ξ∗0 = −σS0
√
α
Γ
X0 coth
(
σS0T
√
α
Γ
)
, (5.4.4)
where coth(x) = (1 + e−2x)/(1 − e−2x) is the hyperbolic cotangent function. Note that x coth(x)
is an increasing function of x for x > 0. We can thus verify directly that ξ∗0 increases when Γ
increases, and decreases when α or σ or S0 increases. The existence of the closed-form solution
(5.4.4) also allows us to examine the convergence of our numerical approach as the number of time
steps increases. Numerical experiments in Section 5.5 show that ξ¯∗0 converges to ξ
∗
0 at rate 1/N .
5.5 Numerical Examples
In this section, numerical experiments are conducted to test the convergence of the algorithm, verify
the analytical properties of the optimal liquidation strategy, and investigate how other factors such
as cross impact and correlation affect the optimal liquidation strategy.
5.5.1 Convergence
Theoretical convergence of the Markov chain approximation approach can be found in [44] and
references cited therein, as well as in some recent works such as [66]. In this section, we examine
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the convergence of the method numerically. In the single-asset geometric Brownian motion model
with zero drift and time-averaged value at risk as the risk measure, the optimal liquidation problem
admits an analytical solution. We have seen in Section 5.3.3 that
ξ¯∗0 − ξ∗0 =
αS0T
4ΓN
The initial trading rate ξ¯∗0 we obtain using the Markov chain approximation approach converges to
the true value ξ∗0 at rate 1/N . The analytical solution for the optimal liquidation problem is also
known in the single-asset arithmetic Brownian motion model with zero drift and quadratic variation
as the risk measure. This provides another rare case that allows us to examine the convergence.
Example 5.5.1. Consider a single-asset arithmetic Brownian motion model with zero drift and
quadratic variation as the risk measure. The initial asset price is S0 = 10, the initial holding
amount is X0 = 1 (e.g., million), the volatility is σ = 0.3, the temporary price impact parameter
is Γ = 0.002, the risk aversion parameter is α = 1 and the length of the liquidation horizon is
T = 1/50 (one week roughly). Using (5.4.4), the optimal initial trading rate can be computed to be
ξ∗0 = −76.9231.
N Relative Error
10 0.0560
20 0.0286
40 0.0145
80 0.0073
160 0.0036
320 0.0018
640 0.0009
1280 0.0005
Table 5.1: Convergence of the optimal initial trading rate.
The first column in Table 5.1 contains the number of time steps. The second column contains
the relative error, which is defined to be |(ξ¯∗0 − ξ∗0)/ξ∗0 |. From Table 5.1, it can be seen clearly that
the error halves when N doubles, indicating a convergence rate of 1/N .
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Figure 5.1: Effects of the temporary price impact.
5.5.2 Effects of Price Impact and Risk Aversion
In the following examples, we numerically illustrate the effects of price impact and risk aversion
on the optimal trading strategy in the single-asset geometric Brownian motion model with zero
drift and quadratic variation as the risk measure. The corresponding analytical results can be
found in Section 5.3.4. In Example 5.5.2, we simulate a geometric Brownian motion and plot the
corresponding optimal holding amount for different price impact parameters.
Example 5.5.2. Consider a single-asset geometric Brownian motion model with zero drift and
quadratic variation as the risk measure. The initial asset price is S0 = 10, the initial holding
amount is X0 = 1, the volatility is σ = 0.1, the risk aversion parameter is α = 1 and the length of
the liquidation horizon is T = 1/50. The temporary price impact parameter varies from γ = 0.002,
to 0.0002, to 0.00002. The number of time steps used in the binomial method is N = 2560.
It can be seen from Figure 5.1 that the optimal trading strategy has a higher initial trading
speed for a smaller temporary price impact. This result is consistent with Proposition 5.3.5. When
the price impact is large, we see a nearly straight line for the optimal holding amount, implying
a very smooth trading strategy with a nearly constant trading rate. That is, with everything else
being equal, we prefer a smoother trading strategies for illiquid assets to reduce the trading cost.
In Example 5.5.3, we plot the optimal trading amount for different risk aversion parameters.
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Figure 5.2: Effects of the risk aversion parameter.
Example 5.5.3. Consider a single-asset geometric Brownian motion model with zero drift and
quadratic variation as the risk measure. The initial asset price is S0 = 10, the initial holding
amount is X0 = 1, the volatility is σ = 0.1, the temporary price impact parameter is Γ = 0.002 and
the length of the liquidation horizon is T = 1/50. The risk aversion parameter varies from α = 0.1,
to α = 10, to α = 100. The number of time steps used in the binomial method is N = 2560.
Figure 5.2 verifies Proposition 5.3.6. For an investor who is more risk-averse with larger α, the
optimal liquidation strategy starts with a larger initial trading speed in order to reduce the trading
risk. Conversely, for an investor that is more risk neutral, the optimal trading strategy is smoother
to reduce the trading cost.
5.5.3 Effects of Cross Impact and Correlation
The trading of one asset may impact the trading of another, even when they are uncorrelated. It is
thus interesting to see how the cross impact affects the optimal liquidation strategy. For correlated
assets, it is also interesting to see how the correlation impact the optimal execution. We conduct
two numerical experiments to visualize the effects of cross-impact and correlation on the optimal
liquidation strategy.
Example 5.5.4. Consider a two-asset arithmetic Brownian motion model with zero drift and
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Figure 5.3: Effects of cross impact.
quadratic variation as the risk measure. The initial asset price is S0 = (10, 10)
⊤. The covariance
matrix Σ and the temporary price impact matrix Γ are given by
Σ =

 0.08 0
0 0.06

 , Γ =

 0.006 γ12
γ12 0.008

 .
The risk-aversion parameter is α = 0.5 and the length of the trading horizon is T = 1/250 (one day
roughly). The cross-impact parameter γ12 varies from −0.004 to 0.004 with a step size of 0.002.
The number of time steps used is N = 2560.
In Figure 5.3, we plot the optimal trading trajectories of the second asset under different cross-
impact parameters. The pattern for the first asset is similar. It can be seen that positive cross-
impact slows down the liquidation while negative cross-impact accelerates the process. Having
positive cross-impact means that selling one asset will adversely affect the price of the other asset.
Everything else being equal, a smoother trading strategy is preferred to reduce the trading cost.
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Figure 5.4: Effects of correlation.
Example 5.5.5. Consider a two-asset arithmetic Brownian motion model with zero drift and
quadratic variation as the risk measure. The initial asset price is S0 = (10, 10)
⊤. The covariance
matrix Σ and the temporary price impact matrix Γ are given by
Σ =

 0.08 σ12
σ12 0.06

 , Γ =

 0.006 0.000
0.000 0.008

 .
The risk-aversion parameter is α = 0.5 and the length of the liquidation horizon is T = 1/250. σ12
varies from −0.04 to 0.04 with a step size of 0.02. The number of time steps used is N = 2560.
In Figure 5.4, we plot the optimal trading trajectories of the second asset under different corre-
lation parameters. We can see that, as opposed to the effects of cross-impact, positive correlation
accelerates the liquidation while negative correlation slows down the process. Intuitively, positively
correlated assets suffers from higher risk exposure. It is thus preferred to liquidate faster to reduce
the trading risk. Conversely, due to the diversification effect, negatively correlated assets lead to
smoother trading strategies to reduce the trading cost.
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The above examples show that both cross-impact and correlation affect the liquidation of a
multi-asset portfolio. It is thus important to take cross-impact and correlation into consideration
in practical applications.
5.6 Summary
In this chapter, we consider the optimal liquidation of a multi-asset portfolio where the objective
is to minimize trading cost and trading risk. We propose a simple and effective Markov chain
approximation approach for the stochastic control problem. The optimal liquidation problem in the
multi-dimensional geometric Brownian motion model can be implemented using a simple binomial
method. On the other hand, the arithmetic Brownian motion model is numerically tractable for
high dimensions. The Markov chain approximation approach allows us to not only numerically
obtain the optimal trading strategy, but also analytically study the effects of factors such as risk
measure, price impact, risk aversion and initial asset price on the optimal strategy. Numerical
experiments further illustrate the effects of cross impact and correlation on the optimal liquidation
of a multi-asset portfolio and the importance of taking these factors into account in practical
applications.
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Chapter 6
Conclusions and Future Extensions
During a time of financial difficulties, institutional investors often need to unwind their portfolios
to resolve financial distress, such as reducing leverage ratio or meeting margin call. More often, for
financial institutions, both the number and the amount of the assets in the portfolios are large. So a
key issue is to determine which portion of the portfolio should be sold, namely, which assets should
be selected for liquidation and how many shares should be liquidated. In Chapter 2-4, we propose
portfolio deleveraging models that seek liquidation strategy under different concerns. For risk-averse
investors, they are willing to take into account the volatility risk during the liquidation process.
Thus, in Chapter 5, we introduce another portfolio liquidation model that returns liquidation
trajectory under different risk measures. When liquidating a large portfolio, one must take price
impact into consideration. More specifically, our theoretical and numerical results show that market
price impact plays an important role in designing the optimal liquidation strategy.
In Chapter 2, we consider an optimal portfolio deleveraging problem under linear market impact
functions, where the objective is to meet specified debt/equity requirements at the minimal exe-
cution cost. Mathematically, the optimal deleveraging problem is a non-convex quadratic program
with quadratic and box constraints. A Lagrangian method is proposed to solve the non-convex
quadratic program numerically. By studying the breakpoints of the Lagrangian problem, we obtain
conditions under which the Lagrangian method returns an optimal solution of the deleveraging
problem. When the Lagrangian algorithm returns a suboptimal approximation, we present upper
bounds on the loss in equity caused by using such an approximation. In Chapter 3, we further
extend the Lagrangian algorithm proposed in Chapter 2 to the deleveraging problem under a non-
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linear temporary price impact function, more specifically, a power-law temporary impact function
with an exponent between 0 and 1. Similar as in Chapter 2, we characterize conditions under which
the algorithm returns an optimal liquidation strategy and derive bounds on the loss of objective
value when the algorithm returns a suboptimal strategy.
In Chapter 4, we propose a two-period robust optimization model for portfolio deleveraging
under margin requirement. The primary motivation is to study how the asset return and volatility
influence the optimal trading strategy. The objective is to meet the margin requirement with the
least change in asset positions. Margin requirement is a hard requirement that must be satisfied
within a certain time allowance. Thus, a robust strategy is needed so that enough cash can be
generated for a certain range of market conditions. We consider two types of portfolios respectively:
portfolios consisting of only basic assets and portfolios containing both basic assets and derivative
securities. The first period return of basic assets is assumed to belong to a scaled ellipsoid. For
the derivative return, we assume it to be a quadratic function (i.e., a delta-gamma approximation)
of the underlying asset return. Depending on whether there is derivative security in the portfolio,
the robust optimization program is then converted to either a second-order cone program or a
semidefinite program, both of which are computationally tractable.
In Chapter 5, we further consider a portfolio execution problem where the objective is to find an
optimal trading strategy that minimizes both the trading cost and the trading risk. The asset price
is assumed to follow a multi-dimensional arithmetic or geometric Brownian motion. Both quadratic
variation and time-averaged value at risk are considered as risk measures. We propose a Markov
chain approximation approach to obtain the optimal trading trajectory where the Markov chain is
based on a multi-dimensional binomial tree. We also analyze theoretically the influence of factors
such as risk measure, price impact, risk aversion and initial asset price on the optimal execution
strategy. The portfolio liquidation problem in the arithmetic Brownian motion case reduces to a
linear quadratic Gaussian control problem that is numerically tractable when the number of assets
in the portfolio is large.
Apart from the mathematical models and computational algorithms, another important compo-
nent of the dissertation is the analytical study of the trading properties, which can provide guidance
on how to design trading policies. We have the following primary findings:
1. In a permanent-impact-dominant market where the earlier execution imposes large impact
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on the later transaction, the linearity assumption of temporary impact function leads to an
extreme trading strategy: all the assets except one are either sold or retained completely.
While in the case of a nonlinear temporary price impact function, the trading strategy is
comparatively moderate and complicated.
2. In the one-period liquidation case, it is optimal to give liquidation priority to the more liquid
assets; in the two-period liquidation case, it might be optimal to first retain the liquid assets
to avoid the drainage of the market liquidity.
3. Interactions between assets: positive cross-impact slows down the liquidation while nega-
tive cross-impact accelerates the process; positive correlation speeds up the liquidation while
negative correlation slows down the process.
4. For options with the same underlying asset, we give trading priority to options with high
Theta and Gamma. When the underlying asset has a negative return, we prefer to sell call
options with smaller Delta; when the underlying asset has a positive return, we prefer to sell
put options with larger Delta.
The financial institutions are connected. The deleveraging activity of one institution may further
lead to the deleveraging processes of other institutions that hold similar assets. Therefore, it is
promising to study the scenario of multi-agent simultaneous deleveraging, which helps us analyze
how institutions interact with each other and how they respond to others’ liquidation strategies.
In addition, from the perspective of financial stability, the massive deleveraging may cause a big
shock to the whole system that needs to be well investigated to prevent economic collapse. The
portfolio liquidation problem studied in Chapter 5 assumes that the asset price follows diffusion
process, i.e., the multi-variate geometric or arithmetic Brownian motion. Since the liquidation
period is usually short, the market shock should also be taken into account. Therefore, obtaining
the optimal liquidation strategy under a jump-diffusion process for the assets is also desirable.
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Appendix
Proposition 2.3.1
Proof. Denote the optimal solution as y∗. Assume to the contrary that the constraint is not active
at the optimal solution, then the linear independence constraint qualification (LICQ) holds at y∗.1
According to the first order optimality condition, there exists µ∗ = (µ∗0, µ
∗
1, ..., µ
∗
m, µ
∗
m+1, ..., µ
∗
2m) ≥
0 satisfying the following conditions:
µ∗0(ρ1e1 − l1) = 0 (6.0.1)
µ∗i y
∗
i = 0, i = 1, ...,m (6.0.2)
µ∗m+i(x0,i − y∗i ) = 0, i = 1, ...,m (6.0.3)
∇e1(y∗)− µ∗0∇f1(y∗) +
m∑
i=1
(µ∗i∇gi(y∗) + µ∗m+i∇gm+i(y∗)) = 0, (6.0.4)
where
gi(y) = yi, gm+i(y) = x0,i − yi, i = 1, ...,m.
If the leverage constraint is inactive (i.e. ρ1e1 > l1), we have µ
∗
0 = 0 from (6.0.1). For i = 1, ...,m,
equation (6.0.4) can be rewritten as
γiy
∗
i − (k + 1)λiy∗i k − γix0,i + µ∗i − µ∗m+i = 0. (6.0.5)
For each asset i, it can be seen from (6.0.2) and (6.0.3), µ∗i and µ
∗
m+i can not be non-zero simulta-
neously. Therefore, we only need to consider the following three possible cases.
(1) µ∗i = 0, µ
∗
m+i 6= 0: From (6.0.3), we obtain y∗i = x0,i. According to equation (6.0.5), we get
µ∗m+i = −(k + 1)λixk0,i < 0, contradicting to µ∗ ≥ 0.
(2) µ∗i = µ
∗
m+i = 0: By equation (6.0.5), we obtain γi(x0,i − y∗i ) = −(k + 1)λiy∗i k. Since
γi(x0,i − y∗i ) ≥ 0 and −(k + 1)λiy∗i k ≤ 0, we have γi(x0,i − y∗i ) = −(k + 1)λiy∗i k = 0. That is,
y∗i = x0,i and y
∗
i = 0, which itself is a contradiction.
1LICQ holds if the set of gradients of active constraints is linearly independent
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(3) µ∗i 6= 0, µ∗m+i = 0 From (6.0.2), y∗i should be 0.
Summarizing above arguments, we conclude that y∗ = 0, which contradicts to the assumption
that deleveraging is required. Therefore, µ∗0 > 0 and ρ1e1 = l1. This finishes the proof of the
proposition.
Proposition 2.2.1.
Proof. Since (q + Γx1)
Tx1 =
∫ 1
0 (q
T yt + 2xtΓyt)dt + q
Tx0 + x0Γx0 =
∫ 1
0 (q
T yt + 2xtΓyt)dt + p
T
0 x0,
we rewrite the problem into a more simplified form
max
∫ 1
0 (Φ −Ψ)dt
subject to
∫ 1
0 [ρ1Φ− (ρ1 + 1)Ψ]dt ≥ (ρ1 + 1)l0 − ρ1pT0 x0
x˙t = yt
yt ≤ 0
x1 ≥ 0,
where Φ = qT yt + 2xtΓyt and Ψ = (q + Γxt + Λyt)
T yt.
DenoteM = Φ−Ψ and N = ρ1Φ−(ρ1+1)Ψ. From the first-order necessary condition (Chapter
2 in [46]), it follows that
∫ 1
0
(Mx − d
dt
My)η(t)dt = 0 ∀η such that
∫ 1
0
(Nx − d
dt
Ny)η(t)dt ≥ 0, (6.0.6)
where η(t) is the variation of function xt. The above first-order necessary condition implies that
∫ 1
0
(Mx − d
dt
My)η(t)dt = 0 ∀η such that
∫ 1
0
(Nx − d
dt
Ny)η(t)dt = 0. (6.0.7)
Let L = z0M + z1N , z0 and z1 cannot be zero simultaneously. Then we have Lx − ddtLy = 0.
Solving the equation, we get ddty = 0. Thus, y
∗
t = c is the solution of (6.0.7). We further verify
that Nx − ddtNy = 0 at y∗t = c. Thus, y∗t = c is also the solution of (6.0.6). Therefore, the optimal
trading rate is a constant.
Proposition 3.2.1.
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Proof. The proof is similar to that of Proposition 2.3.1. Assume to the contrary that the mar-
gin constraint is not active at the optimal solution. Then linear independence constraint qual-
ification (LICQ) holds. According to the first order optimality condition, there exists µ∗ =
(µ∗0, µ
∗
1, ..., µ
∗
m, µ
∗
m+1, ..., µ
∗
2m) ≥ 0 satisfying the following conditions:
µ∗0(y
∗
1
⊤Λy∗1 + p
⊤
1 y
∗
1 +A) = 0 (6.0.8)
µ∗i y
∗
i = 0, i = 1, ...,m (6.0.9)
µ∗m+i(y
∗
i + x0,i) = 0, i = 1, ...,m (6.0.10)
−e+ µ∗0(Λy∗ + p1) +
m∑
i=1
(µ∗i∇gi(y∗) + µ∗m+i∇gm+i(y∗)) = 0, (6.0.11)
where e is a all-one vector,
gi(y) = yi, gm+i(y) = −yi − x0,i, i = 1, ...,m.
By the assumption that the margin constraint is not active, we have µ∗0 = 0. Consequently, for any
i = 1, ...,m, equation (6.0.11) becomes
− 1 + µ∗i − µ∗m+i = 0, i = 1, ...,m. (6.0.12)
Since x0 > 0, it is easy to see from (6.0.9) and (6.0.10) that µ
∗
i and µ
∗
m+i, 1 ≤ i ≤ m, cannot be
positive simultaneously. Due to the non-negativity of these Lagrangian multipliers, we can only
have µ∗i = 1 and µ
∗
m+i = 0, for i = 1, ...,m. Thus, y
∗ = 0 from equation (6.0.9). y∗ = 0 is not a
feasible solution and hence contradiction arises. This finishes the proof of the proposition.
Proposition 4.3.1.
Proof. The proof is similar to Proposition 2.3.1. But due to the L-2 norm in the margin constraint,
we need to show the result in two cases. Assume y∗1 and y
∗
2 are the optimal trading amounts in the
first and second period, respectively. If y∗2 = 0, the problem reduces to a special case of (2.2.4).
Then the margin constraint is active at the optimal solution according to Proposition 2.3.1. If
y∗2 6= 0, then (p1 ◦ y∗2)⊤Σ(p1 ◦ y∗2) > 0. Thus, the margin constraint is differentiable at y∗2. The
remaining of the proof follows in the same way as Proposition 2.3.1.
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Lemma 6.0.1. If A and B are real positive definite matrices, then −A(A + B)−1A + A is also
positive definite.
Proof. Since B is symmetric and positive definite, there exists an upper triangular matrix U⊤
of the same size with strictly positive diagonal entries such that B = UU⊤. According to the
Sherman-Morrison-Woodbury formula [64] and [71], we have
(A+B)−1 = A−1 −A−1U(I + U⊤A−1U)−1U⊤A−1.
It follows that
−A(A+B)−1A+A = U(I + U⊤A−1U)−1U⊤,
which is positive definite since U is invertible and (I + U⊤A−1U)−1 is positive definite.
Proposition 5.3.1.
Proof. From (5.3.9), we have the following for VN−1 for any x, 0 ≤ s ∈ Rm:
VN−1(x, s) = x
⊤aN−1(s) x+ x
⊤bN−1(s) + cN−1(s). (6.0.13)
Moreover, since Γ is positive definite and Σ is semi-positive definite, aN−1(s) is positive definite.
According to (5.3.4),
VN−2(x, s) = min
yN−2
(
E
[
VN−1(x+ yN−2, S¯N−1)|S¯N−2 = s
]
+
1
δ
y⊤N−2ΓyN−2 + s
⊤yN−2 + αδx
⊤ diag(s) Σ diag(s) x
)
= min
yN−2
(
(x+ yN−2)
⊤E
[
aN−1(S¯N−1)|S¯N−2 = s
]
(x+ yN−2)
+(x+ yN−2)
⊤E
[
bN−1(S¯N−1)|S¯N−2 = s
]
+ E
[
cN−1(S¯N−1)|S¯N−2 = s
]
+
1
δ
y⊤N−2ΓyN−2 + s
⊤yN−2 + αδx
⊤ diag(s) Σ diag(s) x
)
= min
yN−2
(
y⊤N−2
(1
δ
Γ + E
[
aN−1(S¯N−1)|S¯N−2 = s
] )
yN−2
+y⊤N−2
(
2E
[
aN−1(S¯N−1)|S¯N−2 = s
]
x+ E
[
bN−1(S¯N−1)|S¯N−2 = s
]
+ s
)
+x⊤(E
[
aN−1(S¯N−1)|S¯N−2 = s
]
+ αδ diag(s) Σ diag(s))x
+x⊤E
[
bN−1(S¯N−1)|S¯N−2 = s
]
+ E
[
cN−1(S¯N−1)|S¯N−2 = s
] )
.
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Since aN−1(s) is positive definite for any s, so is E
[
aN−1(S¯N−1)|S¯N−2 = s
]
. The following matrix
1
δ
Γ + E
[
aN−1(S¯N−1)|S¯N−2 = s
]
is thus also positive definite. The objective function of the optimization problem in VN−2 is therefore
a strictly convex quadratic function. The unique solution is given by
y∗N−2 = −
1
2
(1
δ
Γ + E
[
aN−1(S¯N−1)|S¯N−2 = s
] )−1
(
2E
[
aN−1(S¯N−1)|S¯N−2 = s
]
x+ E
[
bN−1(S¯N−1)|S¯N−2 = s
]
+ s
)
= dN−2(s) x+ eN−2(s).
The corresponding optimal value is
VN−2(x, s) = −1
4
(2E
[
aN−1(S¯N−1)|S¯N−2 = s
]
x+E
[
bN−1(S¯N−1)|S¯N−2 = s
]
+ s)⊤(1
δ
Γ + E
[
aN−1(S¯N−1)|S¯N−2 = s
] )−1
(2E
[
aN−1(S¯N−1)|S¯N−2 = s
]
x+ E
[
bN−1(S¯N−1)|S¯N−2 = s
]
+ s)
+x⊤(E
[
aN−1(S¯N−1)|S¯N−2 = s
]
+ αδ diag(s) Σ diag(s))x
+x⊤E
[
bN−1(S¯N−1)|S¯N−2 = s
]
+ E
[
cN−1(S¯N−1)|S¯N−2 = s
]
= x⊤aN−2(s) x+ x
⊤bN−2(s) + cN−2(s). (6.0.14)
Since E
[
aN−1(S¯N−1)|S¯N−2 = s
]
and Γ are positive definite, Σ is semi-positive definite, by Lemma
6.0.1, aN−2(s) is also positive definite. Note that we have only used the fact that aN−1(s) is positive
definite and VN−1 is of the form (6.0.13) in the above proof. We have shown that VN−2 has the same
form (6.0.14) and aN−2(s) is positive definite. The proof of the proposition is therefore finished by
induction.
Proposition 5.3.4.
Proof. Recall the terminal value VN = 0 and y
∗
N−1 = −X¯N−1. From (5.3.5), we get
VN−1(x, s) = aN−1x
2 + bN−1(s)x+ cN−1(s).
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Now suppose Vn+1(x, s) = an+1x
2+ bn+1(s)x+ cn+1(s) for some 0 ≤ n < N − 1 with an+1 given in
(5.3.16). We prove the proposition by induction. From (5.3.5), we have
Vn(x, s) = min
yn
(
E
[
Vn+1(x+ yn, S¯n+1)|S¯n = s
]
+
1
δ
Γy2n + syn + αδsx
)
= min
yn
((1
δ
Γ + an+1
)
y2n + (2an+1x+ E[bn+1(S¯n+1)|S¯n = s] + s)yn
+an+1x
2 + (E[bn+1(S¯n+1)|S¯n = s] + αδs)x+ E[cn+1(S¯n+1)|S¯n = s]
)
.
The optimal trading amount is given by
y∗n = −
2an+1x+ E[bn+1(S¯n+1)|S¯n = s] + s
2
(
1
δΓ + an+1
) = dnx+ en(s).
The corresponding optimal value is
Vn(x, s) = −(2an+1x+ E[bn+1(S¯n+1)|S¯n = s] + s)
2
4
(
1
δΓ + an+1
)
+an+1x
2 + (E[bn+1(S¯n+1)|S¯n = s] + αδs)x+ E[cn+1(S¯n+1)|S¯n = s]
= anx
2 + bn(s)x+ cn.
When the drift coefficient in (5.3.6) is zero, using (5.3.15), (5.3.16) and (5.3.7), it is easy to show
by induction that bn and en are given by the expressions in the proposition. The first part of the
proof is then finished by induction. The difference between ξ¯∗0 and ξ
∗
0 can be easily computed from
the analytical expression (5.3.18) for ξ∗0 .
Proposition 5.3.5.
Proof. From Corollary 5.3.3, y∗0 = d0(S0)X0. It suffices to show that d0(S0) determined in (5.3.13)-
(5.3.14) is an increasing function of Γ. Note that
d0(S0) = − δ(a1(uS0)p1 + a1(dS0)p2)
Γ + δ(a1(uS0)p1 + a1(dS0)p2)
aN−1(s) =
Γ
δ
+ αδσ2s2, an(s) =
Γ(an+1(us)p1 + an+1(ds)p2)
Γ + δ(an+1(us)p1 + an+1(ds)p2)
+ αδσ2s2, 1 ≤ n < N − 1.
Here u, d, p1, p2 are given in (5.3.7). In the following, we show that an(s)/Γ is a decreasing function
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of Γ for any 0 ≤ n < N and s ∈ Sn. Note that
1
Γ
aN−1(s) =
1
δ
+
1
Γ
αδσ2s2
is a decreasing function of Γ. Suppose now that an+1(s)/Γ is a decreasing function of Γ for some
0 ≤ n < N − 1 and any s ∈ Sn+1. Then
1
Γ
an(s) =
(an+1(us)p1 + an+1(ds)p2)/Γ
1 + δ(an+1(us)p1 + an+1(ds)p2)/Γ
+
1
Γ
αδσ2s2.
Since an+1(s)/Γ is decreasing in Γ, we can see from the above that an(s)/Γ is also decreasing in Γ.
By induction, we have that a1(s)/Γ is a decreasing function of Γ. From the expression for d0, it is
then obvious that d0(S0) is an increasing function of Γ. This finishes the proof.
Proposition 5.4.1.
Proof. Since Γ is positive definite and R is semi-positive definite, we have that aN−1 is positive
definite. By Lemma 6.0.1, an is positive definite for any 0 ≤ n < N . Recall the terminal value
VN (X¯N , S¯N ) = 0 and y
∗
N−1 = −X¯N−1. From the dynamic programming equation (5.4.1), we
immediately obtain
VN−1(x, s) = x
⊤aN−1x+ x
⊤(bN−1 − s) + cN−1.
Now suppose Vn+1(x, s) = x
⊤an+1x+ x
⊤(bn+1 − s) + cn+1 for some 0 ≤ n < N − 1. We show that
Vn(x, s) = x
⊤anx+ x
⊤(bn − s) + cn. Note that
E[S¯n+1|S¯n = s] = s+ δη.
From the dynamic programming equation (5.4.1), we have
Vn(x, s) = min
yn
(
E[Vn+1(x+ yn, S¯n+1)|S¯n = s] + 1
δ
y⊤n Γyn + y
⊤
n s+ αδx
⊤Rx
)
= min
yn
(
y⊤n
(1
δ
Γ + an+1
)
yn + y
⊤
n (2an+1x+ bn+1 − δη)
+x⊤(an+1 + αδR)x + x
⊤(bn+1 − s− δη) + cn+1
)
.
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This is a strictly convex quadratic program. The optimal solution is given by
y∗n = −
1
2
(1
δ
Γ + an+1
)−1
(2an+1x+ bn+1 − δη) = dnx+ en.
The corresponding optimal value is given by
Vn(x, s) = x
⊤
(
− an+1
(1
δ
Γ + an+1
)−1
an+1 + an+1 + αδR
)
x
+x⊤(bn+1 − δη − an+1
(1
δ
Γ + an+1
)−1
(bn+1 − δη) − s)
+cn+1 − 1
4
(bn+1 − δη)⊤
(1
δ
Γ + an+1
)−1
(bn+1 − δη)
= x⊤anx+ x
⊤(bn − s) + cn.
The proof is finished by induction.
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