Let Q dénote an exterior domain in R", n = 3 or n = 2. Given a finitely supported function ƒ eL 2 (Q) and a number /c > 0 the radiation problem Aw 0 + k 2 u 0 = ƒ, <pu 0 G tf^O), Vq> e
has an unique solution u 0 [11] , [18] . Because of the condition -^ -iku 0 e L 2 (Q) we shall, by convention, say that u 0 is outgoing. Actually the condition for ƒ can be weakened ; it sufïîces to assume (1 + | x |) ƒ e L 2 (Q), [11] . Also the operator A can be replaced by a more gênerai second order operator with variable (*) Reçu en mars 1982. C coefficients. With regard to the higher order operators we refer to [24] . We consider a fînite element scheme for the approximation of the solution u 0 . The approximation of the solutions of elliptic équations in unbounded domains in gênerai meet s difïïculties, which do not occur in the case of bounded domains. If the fînite element method is considered there are not many articles which deal with such problems. In the paper [7] a whole space problem is reduced to an infinité number of algebraic équations. In [2] the équation Au -u = f is considered in the whole space and the method, as pointed out, is evidently also applicable in exterior domains. However there is a significant différence bet ween an exterior domain and a bounded domain. The solution u 0 of (1) can no longer be obtained by an inversion of a compact operator arising in damped problem. Accordingly this way, in contrast to the case of bounded domains [22] , is lost in the approximation of u 0 . We use an approximation of w 0 , which in a natural way comes from the theory of existence of radiation solutions. Specifically, the well known limiting absorption principle says that the solution u 0 can be obtained as the limit of the solutions w e of the problems
as s -> 0. This is the basic idea in proving the existence of the solution for the radiation problems. It has been used in a great number of articles from [6] to [24] . The fînite element approximation u h , which we are going to use is defined as follows. Take an increasing séquence of the numbers R = R(h) -> oo as well as a decreasing séquence e = e(h) -*• 0 with h -> 0. For every h we use a suitable finite dimensional (complex) trial subspace S h a H°(Q(R% Q(R) = = { x e Q | \x t \ < R 9 1 ^ ï ^ «}. The approximation u h e S h is defined by
Depending on the choice of the subspaces S h and the séquences e(fc) For the approximation of solutions for radiation problems using intégral équations we refer to [3] , [9] , [16] , [17] in the case of smooth boundaries and to [21] in the case of a non-smooth boundary. Another approximation can be found in [25] . There exist also articles, which use an approach based on Neumann-expansions [ 14] .
Let us fîx some notations. Besides of the Euclidean norm | x | the maximum norm || x ||=max{ |x ; | | UKn} is needed. Define Q(R) = { x \ \\x\\<R}, Q(R) = Q n Q(R), T(R) = dQ(R). Since ƒ is assumed to be finitely supported, its support lies in Q(R 0 ) f°r a fooed number R o > 0. We take R o so large that à = d(r, T(R 0 )) > 1 is satisfied, T = ÔQ. The only requirement for the subspaces S h , 0 < h ^ h 0J enters in the following assumption. Let vih).eH x (Q(R(h))) be the solution of the Dirichlet problem
and let v(h) h e S h be the approximation of v(h) :
Assumption 1 : There exist a constant c and numbers fe(/) 5 / = 0, 1, 0 < k(l) *$ fc(0) < oo, such that
We now give some examples where this condition is satisfied. It is of course essential in (7) that the constant c is independent of the radius R(h). Roughly speaking the constant c cornes from the regularity theorems for the problem (5). In giving examples of (7) the next lemma is usefuL In the following c dénotes a generic constant, independent of the functions occuring and of the parameters h, R, e.
Û

LEMMA 1 : If veH^QiR)) is the solution of Av -v = g, g e L 2 (Q(R)), thenveH 2 (Q(R))and
for every R > 0.
Proff : Because Q(R) is convex the resuit veU 2 (Q(R)) follows from [12] . The équation Av -v = g 9 v eH^QiR)) implies 198 J. SARANEN Further according to [12] (10)
when w e H^Qil)), Aw e L 2 (g(l)). Applying (10) to w(x) = v{Rx) the inequality :
is obtained. Thus (9), (11) imply (8).
•
Let the boundary F be smooth ; T eC 2 
. If ve H^QiR)) is the solution of Av
for ever y R ^ R o .
The proof of Lemma 2 is obvious. It uses Lemma 1 and a regularity resuit for bounded domains with C 2 -boundaries ( [8] : Theorem 8.13). Using the above lemma we can give an explicit example of (7) in the case of a smooth boundary :
Example 1 : Let n = 2, T e C 2 . Let TS h be a family of regular triangulations of the domain Q(.R(/i)). (For this notation see e.g. [4] , [23] .) Near the boundary curved éléments are used [26] , [27] . If S h dénotes the trial subspace of continuous piecewise linear functions (except over the curved triangles) which vanish on the nodes of the triangulation lying on the boundary of Q(R\ then the error estimate
is valid. For the proof of (13) see [26 : Theorem 3] . That c is independent of R is a conséquence of Lemma 2.
Example 2 : Let n = 2, F polygonal. The accuracy (13) is obtained, if one uses the trial subspaces as in example 1 (without the curved éléments) such that appropriate singular éléments in the neighbourhood of the vertices of F are added to 5 h . See [23] , [15] .
We will now discuss the error u 0 -u h . The rate of the convergence u z -> u 0 must first be studied (although the notations w e , u h are formally the same, there should be no possibility to a confusion). In the articles which use the limiting absorption principle it has been proved that u e -• u 0 in H x (Çl(R)) for every R. However, all the existing proofs are, as far as we know, theoretical ; results for the rate of convergence do not seem to exist. In the foUowing the idea of Phillips in [20] is crucial. According to [20] the solution u 0 as well as u z can be represented as a perturbation of a corresponding whole space solution. On the other hand, the rate of the convergence u z -> u 0 can, in the whole space case, easily be seen from the behavior of the fondamental solution. It was assumed in [20] that the boundary F was smooth; FeC 2 . However, such strong requirements can not be used if domains with polygonal boundaries are to be considered. Therefore we treat a slightly modified form of the discussion in [20] in some detail. We assume only that the domain Q has the segment property [1] . For Ç = k + ie, 0 ^ e ^ e 0 , we consider the fundamental solution __ |x-y|) (14) 
The constant a in (14) is independent of Ç; in fact a --i4~1{2n) i2~n)l2 . The function H* is the Hankel function of first kind and of order v [19 : p. 66]. The principal properties of these functions is discussed in [19] . In particular when n = 3 the formula (14) becomes 
defines the (unique) whole-space solution u® of the équation (A + Ç 2 K° = 0 (19) such that i/° e H 1 (R n ), e > 0, and such that w° is outgoing for 8 = 0. From (16) , (17) follows that, ifSi > 0 is fixed, then for all Ç = fc + oe, 0 < e < e l5 and for ail x, ye Q(R) x # y, R > 0. Thus, we get by (18) 
Since it holds we have by the interior regularity resuit [1 :
which yields by (20)
forO < e < 6j 
Take E = 0. The existence (1 -T ; ) -1 is seen as in [19] and we omit it In the proof of the following theorem we will see that T k+ie H-• T k , e -• 0. Therefore, the formula (27) 
From
we get using (25), (31) ||(T* +fa -T k )g\\ <EC||0|| (32) and in particular T k+U t-^-T k with respect of the operator norm as e -> 0. Now, the formula
is true for 0 ^ s < e v Because of the continuity of the inverse the inequality
is obtained. The rest of the proof follows in a straightforward manner from (33) using (34), (31) and (25).
• Our next step is to discuss the différence of u E and uf where wf is the solution of the Dirichlet problem A«f + (* + fe) 2 «? = ƒ,)
For this purpose the following bound is needed : 
In the same way, if The operator K is compact with respect both of the norms || . ||, n{Rh l = 0, 1 (for / = 1 see [22] ). Let || . ||" / = 0, 1 be the operator norm in L 2 (Q{R)) for / = 0 and in H^ÇliR)) for / -1. Since U is one-to-one, the inverse exists. According to the Assumption 1 || U -l/Jlj^c^w, / = 0,l.
Therefore, the inverse t/ h " 1 exists if h is sufficiently small. Moreover, we get from a Neumann-expansion 
