Abstract-Many problems in information theory feature an index into a random codebook being encoded with a fixed length scheme. We propose to purposefully select the index in a manner that skews its distribution, thus making variable length entropy coding of the index more attractive. In an application to lossy compression of a Bernoulli source, we illustrate that variable length coding yields a reduction in the rate over fixed length coding, and allows to reach a requisite rate distortion performance level using a smaller codebook.
I. INTRODUCTION
A ubiquitous feature of information theory is the encoding of an index. In lossy compression, an index into a random codebook selects the codeword with minimal distortion with respect to (w.r.t.) an input block [1] ; in the Slepian-Wolf problem [2] , an index into a coset allows side information to reconstruct an input block; and in Ziv-Lempel compression [3] , an index into past data is used to encode a block of future data. To the best of our knowledge, most coding methods in the prior art have encoded the index using a fixed length scheme. That is, if there were possible indices, then the index was encoded using bits. In this letter, we propose to select the index in a manner that skews its distribution, thus making variable length coding more attractive. Similar to the approach by Kontoyiannis and Zamir [4] , we then perform entropy coding of the index.
We evaluate our idea by focusing on an application to lossy compression of a Bernoulli source, where the best match to an input block of length is found in a random codebook of size , where is the rate. When the input alphabet is finite, there are often multiple codewords that have the same minimal distortion w.r.t. an input block. If this is the case, then any of these indices can be used with no impact on the distortion. We select the minimum such index; its distribution is skewed toward lower indices, and variable length entropy coding of the index via arithmetic encoding [5] reduces the overall transmission cost. Fig. 1 length coding. The rate distortion (RD) performance using variable length coding is closer to the RD function than the performance using fixed lengths. Variable length entropy coding of the index also allows to reach a requisite RD performance level using a smaller codebook (Section IV). Therefore, our contribution can also be seen along the lines of Gioran and Kontoyiannis [6] , who show that the RD performance of a large random codebook can be mimicked with a smaller database. On the other hand, in order to eek the savings out of an entropy code, we would need to concatenate a large number of input blocks.
The sequel of the letter is organized as follows. Section II describes the setting of a lossy compressor based on a random codebook, and the rate distortion performance of this compressor is analyzed in Section III. Section IV describes numerical results, and we conclude in Section V.
II. BACKGROUND

A. Problem Setting
Consider lossy compression over a binary alphabet, where the input is comprised of binary symbols, each input symbol is Bernoulli independent and identically distributed (iid), and is equal to one with probability . The goal of the encoder is to communicate the input to the decoder with modest distortion using a low coding rate.
To do so, the input is partitioned into blocks of length , and we maintain a codebook that consists of codewords, each of length . Both the encoder and decoder know the codebook. For each input block, the encoder computes the Hamming distortion of the block w.r.t. each codeword. The encoder finds , the minimal distortion achieved among all codewords. Seeing that there could be multiple codewords that achieve , the encoder selects as the representative codeword that with minimal index. The encoder transmits this minimal index to the decoder. The distribution of the minimal index is skewed toward lower indices, and variable length entropy coding is used to reduce the coding length. The actual transmission can be performed using arithmetic coding [5] .
The decoder is straightforward, it reconstructs each input block by the codeword whose index was transmitted by the encoder.
B. RD Performance
It is well known that in order to optimize the rate distortion (RD) performance, the optimal codebook is comprised of codewords that are generated iid with probability 1070-9908/$31.00 © 2012 IEEE 
where is the binary entropy.
C. Related Work
Similar lossy compression schemes were proposed by Gupta et al. [7] and Gioran and Kontoyiannis [6] . Our contribution is to select the minimal index in order to skew its distribution and thus make variable length coding more attractive.
Entropy coding of the minimal index was proposed by Kontoyiannis and Zamir [4] . Our approach differs as follows, (i) in our work the input distribution is known, whereas they emphasize a setting with mismatch between the codebook statistics and true input statistics; and (ii) we choose the minimal index among those that offer smallest distortion, whereas they choose among indices that offer sufficiently small distortion.
III. ANALYSIS
To analyze the RD performance of our approach, we compute the distribution of distortions achieved by our scheme and the distribution of indices. Our computation is taken w.r.t. an ensemble of random codebooks. RD performance for individual codebooks will vary, and the results here prove the existence of codebooks with the requisite RD performance.
Let be a random codebook, where the codewords are generated iid according to for , where is codeword number , is symbol in codeword , and . Since the codebook is chosen independently of the realized source sequence, and is equal for all sequences with the same Hamming weight, it follows that Therefore, the joint distribution of and is given by From this, we can immediately compute the marginal distributions and . This allows us to compute the expected distortion: (2) We can now compute the probability that index is the smallest index for which over the ensemble of random codebooks:
It might seem that we can now compute the rate as the entropy of the index distribution . However, such a calculation would be imprecise, because entropy is the expected value of a function that refers explicitly to the index distribution for a specific codebook. However, because the entropy is concave, we can upper bound the expected rate over the ensemble of random codebooks as follows, (3) Recall that RD performance for individual codebooks will vary, and so we have proved the existence of codebooks whose expected distortion satisfies (2) and whose rate is upper bounded by (3).
IV. NUMERICAL EXAMPLES
Using the expressions in Section III, we computed the bound on the expected RD performance over the ensemble of random codebooks for several sets of parameters: (i) the Bernoulli input parameter was ; (ii) the codebook size was , where
; and (iii) the target rate was . To make the meaning of target rate precise, the input blocks were set to have length , where denotes rounding up, resulting in a rate for fixed length coding. The expected distortion and rate were then computed using the results of Section III, yielding a rate for the variable length regime.
Two sets of results are included for illustration. In the first set, the Bernoulli input parameter was , and codebooks of size were used. We see in Fig. 1 that variable length coding offers a reduction in rate over fixed length coding. It can be computed from this figure that the proposed technique would need approximately 18.5 bits on average to encode an input block, instead of the 19 bits required by fixed length coding.
In the second set, the Bernoulli input parameter was , and the target rate was . We see in Fig. 2 that as is increased, both variable and fixed length coding improve. In particular, the ratio between their rates and the theoretically optimal (1) declines as is increased. More importantly, the variable length approach achieves the same RD performance using a codebook that is smaller; seeing that variable length coding with a codebook of size has better RD performance than fixed length coding with , a reduction by a factor of 5 in the size of the codebook seems attainable. Therefore, variable length entropy coding enables to achieve a desired RD performance level using less storage and computational resources.
V. CONCLUSIONS
In this letter, we proposed to select the index into a random codebook in a manner that skews its distribution, thus making variable length entropy coding of the index more attractive. We illustrated for the application of lossy compression of iid Bernoulli binary input blocks that our scheme yields a reduction in the rate, and achieves the same RD performance level using a smaller codebook.
The concept of encoding the index into a random codebook using variable length coding can be used in other information theory problems that involve transmitting indices into codebooks. For example, in Ziv-Lempel coding [3] the index into past data used to encode a block of future data can be encoded with variable length, thus improving further the overall compression.
