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ABSTRACT 
If the elements in a sequence are connected by recurrence r lations, but their values are known 
only approximately, a new method gives improved values by assuming ratios of the sizes of the 
corrections to successive elements. A number of possible assumptions are described. When applied 
to infinite series, the new method includes the 8 L-process and the Euler contraction as special 
cases. Several examples involving series and continued fractions are given; in each case the error 
is reduced by at least 4 decimal places. 
1. GENERAL METHOD 
Consider an inf'mite sequence (Rn) (n = 1, 2 . . . . .  ), 
of scalar elements which are linked by recurrence rela- 
tions of the form 
F (R n, R n+ 1' n) = 0 (n= 1,2 . . . . .  ) (1) 
and where dependence of F on n follows some regular 
pattern. The solutions for R n can often be expressed 
as asymptotic or convergent series in inverse powers 
or factorial products of n, such as 
a k x n 
Rn= Un + ~k (n+ c) rk + a (2a) 
or  
R n = U n + Z bk x n 
k (13n + C)r k + a (2b) 
where c, a,/3, x and r are parameters independent of n 
and where for integer subscript 
(N)m= N(N+ I)... (N+m-1) = F(N+m) / F(N). 
(3) 
The coefficients a k and b k in (2) can often be found 
by first determining the leading term U n from other 
considerations and substituting the expressions (2) for 
n and (n + 1) in the equation (1). Thus in the asymptotic 
expansion for the logarithm of the gamma function, 
i.e. in Stirling's formula, 
R n=logF(n+c) ,  R n+l  = l°g(n+c)+ R n (4a,b) 
the leading term 
U n = ~- log[2~/ (n  + c)] + (n+ c)[log (n+ c) - 1] (5) 
is most easily obtained from Euler's integral and the 
expansion coefficients from the Euler-McLaurin 
expansion, but these latter can equally well be deter- 
mined from (2a) and (4b), once (5) is known (cf. [3], 
§ § 9.08, 15.01, 15.05, 17.06). Similarly in the 
evaluation of infinite continued fractions 
Pn+ 1 = +Pn+l l  Pn+21 Rn=qn+__ ,  
Rn qn Iqn+l + [qn+2 + .... Rn+l  
(6a, b) 
in which the partial numerators and denominators 
Pn' qn vary systematically with n, the leading term 
can be found by equating R n and R n + 1 in (6b) and 
the correction coefficients by equating terms in 
decreasing powers of n in the accurate xpansion of 
(6b) (cf. [51). However, the computational effort 
required in determining the higher coefficients in (2) 
increases considerably in going from a linear recurrence 
relation like (4b) to a non-linear one as in (6b); and it 
was this complexity, especially in the case of con- 
tinued fractions, which prompted the writer to develop 
an alternative algorithm in which numerical approxima- 
tions to the solutions R n are iteratively refined by 
means of (1) and the actual values of the expansion 
coefficients ak, b k in (2) are ignored. 
Assume that instead of the true sequence Rn we are 
given an approximation sequence Rn (v) (v = 0,1,2...), 
in which, for a fixed v, all the elements Rn (v) have been 
evaluated by a common algorithm, but satisfy (1) only 
approximately. One can apply small corrections en(V), 
~n~+)l such that (X) is accurately obeyed for all n 
• , (v) F (C)+ + 1:0 (7) 
or to first approximation 
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+ .. (v) F2 [Rn(V), R(V) n] = 0 (8) ' tn+l  n+l '  
where Fj denotes the first partial derivative of F with 
respect o its j-th argument. Each equation (8) con- 
tains two unknowns and can be solved for e~ v)- and 
hence for 
Rn(V+l) = R(V)n + e (9 )  
only if a second relation is given between these un- 
knowns, say their ratio 
/ = (lO) n+l  
Together (8) and (10) yield the solution 
e (v) F/ [F  1 + an (v) n = - F2]  (11)  
where the arguments o fF ,  F 1 and F 2 are as in (8); 
this can be interpreted as a Newton-Raphson improve- 
ment for the solution (7). In general, however, the 
ratios ptnV)"" are not known, but they can often be 
inferred or estimated from the consideration that 
R(v + 1) ideally n + 1 should be the same whether deter- 
mined in combination with R (v + 1) or with R (v + 1) n n+2 ' 
i.e. 
e (/)) = 0(/)) (12) n+l  "n+l  
that the en(V) are subject o a regularity similar to and 
that obeyed by the Rtn v).'- In such cases one can set up 
a sequence of a priori weights W(n v), proportional to 
the estimated values of e(v); these weights serve no 
other purpose than to estimate the ratios 
p(n v) = w([+) 1/W(n v) (13) 
which are to be substituted in (11). The weighting 
procedure may be based entirely on the knowledge of 
previous approximations Rn(/~)-- (/a < v) or may include 
information regarding the parameters in the expansions 
(2a) or (2b); the two types will be referred to as in- 
trinsic and extrinsic respectively. Among the possible 
intrinsic choices are 
Equal weighting : p(nV)= 1 ; (14a) 
Quantitative W(n v) = Rn(V) ; (14b) 
weighting: 
Finite difference Wn(/)) = Rn(/)) - Rn(V_) 1 ; (14c) 
weighting :
Last increment n(V) n(/)_l) 
weighting : w = e , v ;~ 1. (14d) 
For extrinsic estimates one can use, among others 
Power weighting : p(n v) = x (15a) 
Purely positional weighting :
w (v) = x n 
[(n+C')v + 1 ]a (n+c" + ~-~--v) ( r -a )  
Mixed incremental-positional weighting 
e(v - 1 )  (/)) n 
w n = , V>~ I .  
(n+c"  + 1/)) 
z 
(15b) 
(15c) 
Here x, r, a and c have the same meanings as in (2). 
In (15b, c) the denominators have been chosen to 
match the powers in (2a) as closely as possible to the 
f'mite differences involved in the present method; the 
constant c" in (15b, c) has the value 
c '=c  or c '=c+- - i  __1+x (16a, b) 
2 1 -x  
Simpler forms of the denominators and other combina- 
tions of finite differences and positional weighting are 
possible, and it may be advisable to alter the weighting 
procedure as v increases (though for a fixed value of v 
the procedure must be the same for all n). 
With the algorithm (8)-(11) the highest possible value 
of n, nh, decreases by 1 as v increases by 1, and the 
lowest one nj~, remains unchanged, whatever the 
weighting procedure; only in case (14c) n~ increases 
by 1 (even then it is sometimes possible to keep 
nj~= 1, if one can show that R(0 v) = const or R0(v) - **). 
In the special case of continued fractions the correc- 
tions become from (6b) and (11) 
e( : )_  qn-R(n v )+ Pn+ 1/R(nV)+l (17) 
'+   n+l 
If the recurrence relations between the R n instead of 
(1) involve the elements from R n to R n + s the general- 
ization of the new method is straightforward; one 
merely has to estimate s ratios analogous to (10), and 
n h is reduced by s units for each increment of v. 
2. APPLICATION TO INFINITE SERIES 
The method outlined above has special application to 
infinite series 
s= oi=  ci., <,88, 
if the R n are interpreted as the remainder after (n - 1) 
terms, so that 
Rn = Un + Rn + 1 " (18b) 
The sums 
n -1  
S n = lg u i + R n (19) 
1 
therefore qual S, and if the remainders are only ap- 
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proximated, the corresponding sums 
Sn(V ) n -1  (nV) (20) = ~ u i+R 
1 
are approximations to S. From (9), (10), (11), (18b) 
and (20) one obtains 
Sn(V+l)=,[S(V)n+l_P(n v) S(n v)] / [1-p(n v)] (21) 
where p(n v) can be estimated by most of the methods 
listed in (14) and (15), except (14a,b) which lead to 
increments e~n v)~ apply equally to the infinities. The 
Sn(V) as to the Rn(V), hence (14d) and (15c) are the 
same whether expressed in terms of increments in the 
S or the R. On the other hand, differences in terms 
at constant v and increasing n are not the same for S 
R; the weighting (14c)with S(n v)-  S(nV) 1 replacing and 
R(n v)-  R(nV) 1 leads to the SchrSder-Aitken ~2process, 
whereas (15a) is equivalent to the Euler contraction 
S(nV ) n -1  . .v x n - l+ i  
= Z cixX + ~ A i -1  c n 
i=1 i=l  ( l -x )  1 
(22) 
= = _ zxi-1 AOcm Cm, AiCm A i - l cm+l  Cm 
(cf. [2], § § 6.6, 9.6). As the crucial extrapolation 
formula (21) does not contain the terms u i explicitly, 
it is equally applicable for any regular sequence for 
which the limit of convergence is the only quantity 
of interest. 
Table 1. Errors in the approximations for log(1 -x) from the series expansion; x = -1. 
Formula n - 2 3 4 5 6 7 8 
5 
9 10 11 
4 3 2 
v 
0 3E-1 "2E-1 1E-1 -1E-1 9E-2 -8E-2 7E-2 
1 -3E-2 7E-3 -3E-3 IE -3  -7E-4 4E-4 -3E-4 
-6E-2 5E-2 -5E-2 
2E-4 -1E-4 
15a 
2 9 -4E-3 1E-3 -4E-4 2E-4 -9E-5 5E-5 -3E-5 
3 8 -7E-4 2E-4 -7E-5 3E-5 -1E-5 7E-6 -4-E-6 
4 7 -8E-5 4E-5 -1E-5 6E-6 -2E-6 IE -6  
5 6 2E-6 8E-6 -3E-6 1E-6 -5E-7 2E-7 
2E-@ 3E-7 
-2E-8 1E-6 
-1E-7 2E-7 3E-6 
-6E-7 1E-6 6E-6 
15b 
r -1  
2 9 -1E-3 5E-4 -2E-4 9E-5 -4E-5 2E-5 - IE -5  
3 8 1E-4 8E-6 -7E-6 4E-6 -2E-6 IE -6  -6E-7 
4 7 2E-5 -3E-6  4E-7 -4E-8 -2E-8 2E-8 
5 6 7E-7 -4E-7 9E-8 -2E-8  6E-9 -2E-9 
9E-6 5E-10 
4E-10 8E-10 
-3E-10 4E-9 3E-8 
6E-9 -3E-9 3E-7 
15b 
r=2 
2 9 1E-3 -2E-4 3E-5 -1E-5  4E-6 -1E-6 7E-7 
3 8 -2E-5 -2E-6  8E-7 -3E-7 1E-7 -5E-8 2E-8 
4 7 -3E-6 5E-7 -9E-8 2E-8 -5E-9 IE -9  
5 6 4E-7 -3E-8 3E-9 -3E- I0  2E-11 -3E-11 
-3E-7 9E-12 
'-1E-11 1E-10 
-2E-11 1E-10 1E-10 
9E-11 3E-10 2E-8 
62 
2 g 4E-3 -6E-4 1E-4 -4E-5 2E-5 -7E-6 4E-6 
3 8 -2E-6 4E-5 -7E-6 2E-6 -5E-7 2E-7 -7E-8 
4 7 4E-5 2E-5 3E-7 -6E-8  2E-8 -5E-9 
5 6 2E-5 -6E-5  -7E-8 7E-10 -4E- I0  -3E- I0  
-2E-6 3E-5 
-1E-6 5E-5 
-3E-10 -7E-6 3E-5 
7E-10 -3E-5 4E-5 
14d 
2 9 -6E-3 1E-3 -4E-4 2E-4 -9E-5 5E-5 -3E-5 2E-5 -2E-7 
3 8 -2E-4 6E-5 -2E-5 9E-6 -4E-6 2E-6 -1E-6 -4E-9 7E-B 
4 7 2E-5 -1E-6  -9E-8 1E-7 -9E-B 5E-8 3E-9 4E-8 1E-7 
5 6 3E-6 -4E-7 8E-8 -2E-8 4E-9 -4E-9 3E-8 2E-7 -2E-7 
1 5c 
2 9 -2E-3 5E-4  -2E-4 gE-5 -4E-5 2E-5 
3 8 2E-4 -3E-5  7E-6 -2E-6 7E-7 -3E-7 
4 7 4E-6 -1E-6 3E-7 -9E-8 3E-8 -1E-B 
5 6 -5E-7 BE-8 -2E-8 4E-9 -1E-9 
-1E-5 9E-6 3E-12 
1E-7 2E-12 1E-11 
2E-11 -1E-10 6E-10 
1E-10 -4E-10 2E-9 -7E-9 
24a 
2 9 -3E-3 7E-4 -2E-4 1E-4 -5E-5 3E-5 -2E-5 1E-5 7E-11 
3 8 9E-5 -1E-5  2E-6 -5E-7 1E-7 -4E-8 1E-8 3E-11 1E-9 
4 7 6E-6 -1E-6  2E-7 -6E-8 2E-8 -6E-9 -1E-10 3E-10 -9E-10 
5 6 -3E-7 5E-8 -1E-6 4E-9 -1E-9 -3E-10 5E-10 -7E-10 -3E-9 
24b 
2 g -6E-4 1E-4 -4E-5 2E-5 -7E-6 4E-6 
3 8 4E-5 -6E-6  1E-6 -4E-7 1E-7 -5E-8 
4 7 -6E-7 4E-8 -4E-10 -1E-9 7E-10 -3E-10 
5 6 -2E-8 5E-9 -1E-9 3E-10 -7E-11 
-2E-6 1E-6 -5E-10 
2E-8 -2E-9 -5E-10 
4E-10 -5E-10 -4E-10 
2E-11 -6E-10 -1E-9 4E-9 
Journal of Computational nd Applied Mathematics, volume 5, no 1, 1979. 31 
Table 2. Errors in the approximations for log (1 -x)  from the series expansion; x = -2. 
For'mula n I 2 3 4 5 6 7 8 9 10 11 
5 4 3 2 
0 9E-I -1E 0 2E 0 -2E 0 4E 0 
1 -1E-1 4E-2 -3E-2 3E-2 -3E-2 
-7E 0 IE 1 -2E 1 4E 1 -7E 1 
4E-2 -5E-2 7E-2  -1E-1 
15a 
15b 
r--1 
15b 
£=2 
62 
14d 
15c 
24a 
24b 
2 9 -3E-2 1E-2 -7E-3 6E-3 -6E-3 6E-3 
3 8 -8E-3 3E-3 -2E-3 1E-3 -1E-3 1E-3 
4 7 -2E-3 1E-3 -6E-4 4E-4 -3E-4 3E-4 
5 6 -5E-4 4E-4 -2E-4 1E-4 -1E-4 
2 9 -1E-2 6E-3 -4E-3  3E-3 -3E-3 3E-3 
3 8 -2E-4 5E-4 -4E-4 3E-4 -3E-4 2E-4 
4 7 3E-4 -2E-5 -2E-5 2E-5 -2E-5 2E-5 
5 6 7E-5 -2E-5 4E-6 -5E-7 -3E-7 
2 g 5E-3 -6E-4 5E-5 5E-5 -9E-5 1E-4 
3 8 3E-4 - IE -4  5E-5 -3E-5 2E-5 - IE -5  
4 7 -8E-5 1E-5 -2E-6 3E-7 2E-8 -9E-8 
5 6 4E-6 4E-7 -3E-7  IE -7  -5E-8 
2 9 3E-2 -5E-3 2E-3 - ' IE-3 8E-4 -7E-4 
3 8 1E-3 7E-4 -2E-4 7E-5 -4E-5 2E-5 
4- 7 6E-4" 1E-3 1E-5 -4E-6 2E-6 -9E-7 
5 6 9E-4 9E-4 -4E-6  9E-8 -7E-8 
2 9 -3E-2 1E-2 -8E-3  6E-3 -6E-3 6E-3 
3 8 -2E-3 1E-3 -7E-4 5E-4 -4E-4 4E-4 
4 7 2E-4 - IE -5  -2E-5 2E-5 -2E-5 2E-5 
5 6 8E-5 -2E-5 4E-6 -1E-6 3E-7 
2 9 -1E-2 6E-3 -4E-3  3E-3 -3E-3 3E-3 
3 8 2E-3 -3E-4 1E-4 -6E-5 3E-5 -2E-5 
4- 7 9E-5 -3E-5 1E-5 -7E-6 4E-6 -3E-6 
5 6 -2E-5 4E-6 -1E-6 4E-7 -2E-7 
2 g -2E-2 7E-3 -4E-3 3E-3 -3E-3 3E-3 
3 8 7E-4 -7E-5 -9E-6  2E-5 -2E-5 2E-5 
4 7 1E-4 -3E-5  9E-6 -3E-6 1E-6 -4E-7 
5 6 -2E-5 3E-5 3E-6 -9E-7 4E-7 
2 9 -5E-3 2E-3 1E-3 8E-4 -7E-4 7E-4 
3 8 6E-4 -1E-4 4E-5 -2E-5 1E-5 -8E-6 
4 7 -2E-6 -2E-6 1E-6 -8E-7 5E-7 -3E-7 
5 6 -2E-6 6E-7 -2E-7 8E-8 -4E-8 
-7E-3 9E-3 2E-5 
-1E-3 1E-5 3E-5 
-3E-5 4E-5 3E-5 
4E-5 -7E-5 1E-4 -7E-5 
-4E-3 5E-3 -3E-8 
-3E-4 6E-8 -5E-7 
2E-7 -2E-7 -2E-6 
-4E-7 1E-6 -3E-6  3E-6 
-1E-4 2E-4 1E-9 
9E-6 IE -g  4E-g 
5E-10 gE-9 - IE -7  
-6E-9 3E-8 -2E-7 7E-7 
7E-4 -7E-4 9E-4 
-2E-5 9E-4 9E-4 
-6E-8 9E-4 9E-4 
-6E-8 6E-8 9E-4 9E-4 
-7E-3 9E-3 -7E-6 
-4E-4 -1E-6 -2E-5 
-3E-8 -6E-6  -1E-5 
-5E-7 1E-6 -1E-5  -2E-5 
-4E-3 5E-3 -1E-9 
2E-5 -3E-10 -4E-9 
1E-g -6E-9 1E-8 
1E-8 -3E-B 9E-8 -4E-7 
-4E-3 5E-3 5E-7 
-3E-5 2E-7 2E-5 
2E-7 5E-7 1E-5 
4E-8 7E-7 4E-6 1E-5 
-7E-4 8E-4 -4E-10 
6E-6 -4E-10  9E-g 
-5E-10 4E-9 2E-6 
-3E-10 -1E-9 2E-8 -2E-6 
3. NUMERICAL EXAMPLES 
A considerable body of numerical experience has been 
accumulated; only a few examples are shown here. 
In each of the cases presented in tables 1-4, the analytic 
limits were known and the differences between the 
approximate and theoretical results tabulated to single 
ftgure accuracy. The errors are set out in blocks, each 
block corresponding to a different method of  selecting. 
ptnV).'- To keep the tables compact, within each block 
they are listed from left to right for increasing n and 
from the top downwards for increasing v up to v = 5, 
but for v > 5, from the bottom up for v and from 
right to left for n. It should be noted that in each case 
the highest value for n was n = 11 ; much more accurate 
results can be obtained if n is taken to larger values, 
even if the number of iterations v remains limited to 
the same maximum of 9 (or even less). 
Example 1 : The logarithmic series 
Tables 1 and 2 give the errors in the approximations 
for the infinite series 
log (1 - x) = - ~ xi/ i  (23) 
for x = -1 and x = -2 respectively. In addition to the 
weightings enumerated in (14) and (15) and the 6 2. 
process, the following additional weighting rules were 
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used : 
= -x  -~n+l  )' 
l w(V)= e -x[S -Sn+l 
(24b) n 1 l+x  + 1 
n+-~-  1-  x ~- -v -1  
these are hybrid rules combining (14c), (14d) and 
(15a) or (15c). 
The first two rows are common to all blocks, v = 0 
corresponding to plain truncation of (23) after n - 1 
terms; the values for v = 1 were obtained by the 62_ 
process which for (23) corresponds to taking 
= = _ x n w 0) Un-1 / (n - l ) .  (25) 
As the (virtual) zeroth term in the series (23) would 
xO/0~ one can postulate an element Sak u)'" = oo be 
% l  
which remains inf'mite as v increases; hence the 8 2. 
process can be used even for n = 1 with the result 
S~V+ 1)= S~V). (26) 
For x = -1 the original series is only conditionally con- 
vergent, for x -- -2 it diverges; tables 1 and 2 show 
that very accurate results can be obtained by means 
of the new algorithm. The 82-process i by no means 
the most efficient, up to 2 additional digits can be 
obtained by a judicious choice of the weighting ..
process. 
The results hown here are typical for power series 
with coefficients that vary in a regular pattern. 
Example 2 : Continued fraction expansion for the 
logarithm. 
The series (23) can be turned into a continued fraction 
Table 3. Errors in the approximations for log (1 -x) from the continued fraction expansion (27a). 
Upper half: x= -9; Lower half: x = -99. 
Formula  n = 2 3 4 5 6 7 8 9 10 11 
5 4 3 2 
0 -2E - I  -6E -2  -2E-2  -4E-3  -1E-3  -3E-4  -9E-5  -2E-5  -6E-6  -2E-6  
1 -2E-2  -3E-3  -4E-4  -7E-5  -1E-5  -3E-6  -6E-7  -1E-7  -3E-8  
2 9 2E-3 2E-4 2E-5 3E-6 6E-7 1E-7 . 2E-8 4E-9 3E-13 
15b 3 8 -7E-7  8E-7 1E-7 2E-8 3E-9 5E-10 8E-11 3E-13 5E-12 
r=1 4 7 9E-7 6E-6 6E-9 7E-10 9E-11 1E-11 5E-13 6E-12 9E-11 
5 6 3E-8 2E-9 2E-10 2E-11 3E-12 9E-13 1E-11 IE -10  2E-9 
14d 
2 9 4E-3 4E-4  5E-5 8E-6 1E-6 2E-7 5E-8 9E-9 -1E-12 
3 8 -1E-4  -1E-5  -2E-6  -2E-7  -4E-8  -6E-9 -1E-9  -1E-12 1E-12 
4 7 2E-7 8E-8 tE -8  3E-9 5E-10 8E-11 1E-13 2E-11 4E-9 
5 6 7E-8 6E-9 6E-10 5E-11 5E-12 -5E-12 -6E-11 -8E-10 -2E-7  
15c 
2 9 2E-3 2E-4 2E-5 4E-6 6E-7 1E-7 2E-B 4E-9  -4E-13 
3 8 -2E-6  3E-7 6E-8 1E-8 2E-9 3E- I0  5E-11 -5E-13  "6E-12 
4 7 5E-7 3E-8 2E-9 2E-10 1E-11 6E-13 -3E-13  -4E-12 -3E-10 
5 6 8E-8 -3E-9  -2E-10  -1E-11 -1E-12  -5E-13 -2E-12  5E-11 -9E-9  
0 -2E 0 1E 0 -7E-1 -5E-1 -3E-:1 -2E-1 -1E-1 -1E-1 . -7E-2 -4E-2  
I -4E-1 -1E-1 -6E-2  -3E-2  -1E-2  -7E-3  -4E-3  -2E-3  -1E-3  
15b 
r=l 
2 9 1E-1 3E-2 1E-2 5E-3 2E-3 1E-3 5E-4 2E-4 9E-7 
3 8 4E-3 2E-3  8E-4 " 3E-4 1E-4 5E-5 2E-5 IE -6  4E-6 
4 7 2E-3 4E-4  1E-4 5E-5 2E-5 7E-6 1E-6 4E-6 2E-5 
5 6 3E-4 9E-5 3E-5 9E-6 3E~6 2E-6 5E-6 2E-5 7E-5 
14d 
2 9 6E-1 1E-1 4E-2 2E-2 7E-3 3E-3 1E-3  7E-4 3E-6 
3 8 -4E-2 -1E-2 -4E-3 -1E-3 -5E-4 -2E-4 -1E-4 2E-7 -2E-4 
4 7 -1E-4 7E-5 5E-5 2E-5 1E-5 6E-6 6E-7 8E-6 4E-4 
5 6 1E-4 3E-5 IE-5 4E-6 1E-6 -1E-6 -6E-6 -IE-4 5E-5 
15c 
2 9 1E-1 4E-2 1E-2 5E-3 2E-3 IE-3 5E-4  3E-4 -3E-7 
3 8 2E-3 IE-3 "5E-4 2E-4 8E-5 4E-5 2E-5 -2E-7 -6E-7 
4 7 9E-4 2E-4 5E-5 IE-5 4E-6 1E-6 -1E-7 -6E-7 -5E-8 
5 6 -3E-3 -5E-5 -8E-6 -2E-6 -7E-7 -2E-7 -3E-7 IE-6 1E-4 
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I 12x2/(4-1-3)[ 22x2/(4"3-5) I.. 
{ x x I x 1 2 1 2 - 1 2 - 
(27a) 
= -x.. { ) ( lx /2 )2  /2x/2)21 I3x/2)2[ .. 
I 1 /1 -  - 
(27b) 
(cf. [4]. Equs. (4.2), (90.1), Th. 89.1). The partial 
numerators in (27a) tend to the limit -x2/16 so that 
by Van Vleck's theorem the continued fraction con- 
verges for any x in the complex plane, except on the 
positive real axis for x ~ 1. However, the convergence 
for x large or lying near the branch cut can be very 
slow. Table 3 shows the improvements in accuracy 
obtainable for log 10 and log 100 with the algorithm 
of this paper if the last, i.e. the n-th partial denomi- 
nator in (27a) is replaced by R (v) . Again the f'zrst 
two rows are common to all blocks; for v = 0 the 
tabulated error is that of the n-th convergent of (27a), 
v = 1, R~n 1'") is determined by for 
_ 1 _x2 / i16R(1) ) ,  (28a) R~)=I -~-x 
with the solution 
R(nl) _ 1 1 +_~1%/(l_x ) (28b) 
2 4 x 2 
Table 3 shows that in this example too an improvement 
of up to 5 digits can be obtained. Again the example 
is representative of a whole range of continued frac- 
tions expansions with regularly varying partial numer- 
ators and denominators. Many functions de£med by 
inf'mite series are best evaluated by f'u:st converting 
them into continued fractions {cf. [4], equ. (40.6)}, 
and then using the algorithm described in section 1. 
Example 3 : Wallis' product. 
If in (27) x is put equal to 2, the result on the 1. h. s. 
should be 
log (- 1) = ± rr i .  (29) 
On the r. h. s. all the partial denominators vanish, so 
that the convergents alternate between 0 and =. The 
ftrst correction to the n-th partial denominator in 
(27b) is given by 
R( i )=-n2 /R(n l )  ; R(nl)=±ni. (30) 
and the continued fraction obtained with its use is 
± 2i x the n-th approximation to Wallis' product. In 
table 4 are tabulated the errors in the finite continued 
fractions obtained by various corrections to the last 
partial denominator in (27b), the factor 2i having 
been cancelled. Again, it is seen that the accuracy can 
be improved by 4 to 6 decimal places. 
The above examples give some idea of the wide range 
of applicability of the method. Another example to 
which it has been applied involves the ratios of con- 
tiguous Bessel functions Jn(Z) and their integrals 
Jn + 1 (z) 1 
Rn(z)=" Jn (z) - 
2 (n+l )z  -1 - Rn +l(Z) (31) 
Table 4. Errors in the" approximations to-~ from Wallis' product. 
Formula n = 2 ~ 4 5 6 7 
-1E-1 
4E-3 
2E-4 
1E-5 
-3E-3 
-2E-4 
-9E-6 
4E-3 
2E-4 
7E-6 
1E-2 
-4E-5 
-2E-6 
14a 
1 4E-1 -2E- I  2E-1 -1E-1 1E-1 
2 9 -3E-2 2E-2 -1E-2 7E-3 -5E-3 
3 8 -2E -3  1E-3 -8E-4 4E-4 -3E-4 
4 7 -2E-4 1E-4 -6E-5 4E-5 -2E-5 
5 6 5E-6 1E-5 -8E-6 4E-6 -3E-6 
15b 
r= l  
2 9 3E-2 -2E-2 9E-3 -6E-3 5E-3 
3 8 3E-3 -1E-3 7E-4 -4E-4 3E-4 
4 7 1E-4 -8E-5 4E-5 -~2E-5 1E-5 
5 6 -8E-6 -1E-6 1E-6 -9E-7 5E-7 
14d 
2 9 -3E-2 2E-2 -1E-2 7E-3 -5E-3 
3 8 -3E-3 1E-3 -7E-4 4E-4 -3E-4 
4 7 -1E-4 6E-5 -3E-5 2E-5 -1E-5 
5 6 9E-6 -2E-7 -6E-7 5E-7 -3E-7 
15c 
2 9 -BE-2 4E-2 -3E-2 2E-2 -1E-2 
3 8 2E-3 -6E-4 2E-4 -1E-4 6E-5 
4 7 2E-4 -5E-5 2E-5 -8E-6 4E-6 
5 6 -9E-7 IE -8  3E-8 -2E-8 IE-8 
8 
5 
1E-I  
• -3E-3 
-1E-4 
6E-7 
3E-3 
1E-4 
9E-9 
-3E-3 
-1E -4  
-2E-8 
-8E-3 
2E-5 
2E-9 
9 
4 
-8E-2 
2E-3 
-6E-8 
-9E-7 
-2E-3 
-2E-8 
-9E-8 
2E-3 
3E-8 
9E-8 
6E-3 
-1E-9 
-61=-9 
10 
3 
8E-2 
-2E-7 
-3E-7 
4E-7 
1E-8 
1E-7 
5E-7 
-7E-8 
-3E-7 
-4E-7 
5E-9 
2E-8 
3E-8 
11 
2 
3E-7 
1E-6 
4E-6 
9E-6 
1E-9 
-3E-8 
-4E-7 
-3E-6 
7E-7 
-3E-7 
-6E-7 
3E-6 
-2E-7 
2E-8 
3E-8 
-2E-7 
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Z 
f0 Jn (u) du 
T n (z) = - 2 Rn(Z ) + Rn(Z ) Rn+ l(Z) Tn+2(z ) 
Jn (z) 1. 
(31) 
(cL [1], equ. 9.1. 27, 9.1.73), in particular for non- 
real argument z. 
The exposition given in this paper is purely heuristic 
and no convergence criteria have been derived; in 
3. 
practice the method has so far worked for all recur- 
rence relations (1) which possess either a unique solu- 
tion or a principal solution in the sense that putting 
R N = 0 (N ~, n) and recurring backwards from N to 
n yields values of R n which converge to a limit as 
N~,o .  5. 
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