In this paper we study spaces of constant curvature with an emphasis on examples and classification results. We start by looking at surfaces of revolution with constant curvature and derive a classification of them. We then look at complete surfaces of constant curvature, classifying flat surfaces. Finally, we look into higher dimensions for more examples and discuss some important results. We will assume a familiarity with basic Riemannian geometry and elements of topology such as covering spaces.
Introduction
Much of the study of geometry is aimed at trying to understand what curvature is and what it tells us about a space. With this aim in mind spaces of constant curvature provide the simplest examples of curvature in its purest form. They can provide us with a launching point in our quest to understand what types of spaces we should expect from positive curvature, from negative curvature and so on.
Constant curvature has also played an important role in the history of geometry.
Spaces with constant curvature provided the first examples of non-euclidian geometries, putting an end to the quest to prove Euclid's parallel axiom from the other geometric axioms.
The study of spaces of constant curvature is made very manageable because of a few simplifying properties these spaces have. The first such property is the fact that normal neighborhoods in spaces of the same dimension and the same constant curvature are isometric. So any space with constant curvature is locally the same as any other space with the same curvature. The second distinguishing property is that any complete constant curvature space is a quotient of either S In this paper we will study constant curvature with an emphasis on classification results and examples. We start in Section 1 with a classification of surfaces of revolution with constant curvature and find one parameter families of such surfaces for each constant curvature +1, 0 and −1. We continue in Section 2 when we classify complete spaces of curvature +1 and 0 by proving the following theorem. We also describe precisely when two metrics on these spaces are isometric.
After this we turn to compact surfaces with constant negative curvature, so called hyperbolic surfaces. We show that every surface of genus g ≥ 2 supports a variety of hyperbolic metrics. We also discuss Teichmüller space and outline the proof of the following theorem. Finally in Section 3, we look into higher dimensions and discuss some important results. In particular we state an affine classification of flat 3-dimensional manifolds.
To begin our study we look at surfaces of revolution. These surfaces provide some of the simplest examples of Riemannian manifolds. In this section our goal is to characterize all surfaces of revolution with constant curvature.
Start with an arbitrary surface of revolution as follows. Let f (t) = f 1 (t), 0, f 2 (t) be a curve in the xz-plane parameterized by arclength so that
(1.1)
Now rotate this curve about the z-axis the get a surface of revolution, S, parameterized by the equation u(t, θ) = f 1 (t) cos(θ), f 1 (t) sin(θ), f 2 (t) .
We can compute the curvature of S by finding the differential of Gauss map, that is, the unit normal vector to S, considered as a map S → S 2 (see [dC79] ). One can quickly check that a normal vector to S at the point u(t, θ) is given by N u(t, θ) = f 2 (t) cos(θ), f 2 (t) sin(θ), −f 1 (t) .
We will now show that that u t and u θ are principle directions of dN , the differential of the Gauss map. This will then give us our principle curvatures. We first claim
= f 2 (t) cos(θ), f 2 (t) sin(θ), −f 1 (t)
= k 1 f 1 (t) cos(θ), f 1 (t) sin(θ), f 2 (t)
= k 1 u t (t, θ) (1.2)
for some k 1 . To find k 1 we differentiate (1.1) to get f 1 f 1 + f 2 f 2 = 0 or
if f 1 and f 2 are not zero. Then, plugging this into (1.2) we see that
This is our first principal curvature.
To find the other principal curvature, k 2 , we see that
Then combining the two values of k 1 and k 2 we get that the curvature, K, of S at u(t, θ) is
We are interested in determining which functions f 1 and f 2 will give a constant value of K. For simplicity let us only find the surfaces with K = +1, 0 or −1. After all any other constant curvature surface will be a simple scaling of one of these. We first solve (1.4) for f 1 . We have −f 1 /f 1 = K or f 1 + Kf 1 = 0 which we know has solutions But these equations can be simplified greatly. In the case K = +1 we can rewrite f 1 as f 1 (t) = d sin(t + β) for some d and some β, using the angle sum formula. Then observe that we can make a change of variable t + β → t and forget about the β faze shift. So we may assume f 1 (t) = d sin(t) in this case. Similarly in the case K = 0 we may make a faze shift and assume f 1 (t) = dt. For the case K = −1 notice that one of a or b must be nonzero in order to get a nontrivial solution. After perhaps reparameterizing t → −t we may assume that a = 0. Then notice that reflecting f 1 about the x-axis will not change the geometry of the surface of revolution f generates.
So we may assume also that a > 0. Now make the faze shift t → t + β to get
. Since a > 0 we can make the right choice of β so that f 1 (t) = e
for some d. Thus we have shown that f 1 can be made 6 to be one of the following:
Next we use (1.1) to get f 2 = 1 − (f 1 ) 2 . Thus
So far we have ignored the case that either f 1 (t) = 0 or f 2 (t) = 0 at some value of t. Clearly both cannot be equal to zero at the same point since f is parameterized by arclength. This case can easily be handled if we notice that if either f 1 (t) = 0 or f 2 (t) = 0 at some t then the curvature at that point must be zero, since zero would be a principle curvature. Since this curvature has to remain constant we see we will get a cylinder of arbitrary radius if f 1 = 0 or the plane if f 2 = 0.
Let us now restate what we have shown in a theorem. In all other cases one can check that one of two things happens: either f 2 goes to zero then becomes undefined or f 2 itself becomes zero without f 1 being zero, giving a singularity point in the manifold structure.
To understand equations (1.6) and (1.7) we look at some simple cases as examples. The resulting surface, show in Figure 1 .2, is called the pseudoshere. It is shaped like an infinite funnel whose spout converges very quickly to zero radius. Notice that the top of the funnel prevents this surface from being extended while keeping its constant −1 curvature since the slopes of the longitudinal lines approach zero there.
In equation (1.7), this corresponds to f 2 going to zero then becoming undefined.
In the last section we saw many examples of surfaces of revolution with constant curvature yet notice that only a few of them were complete. In this section and the next we will look only at complete spaces of constant curvature. There are a few theorems that tell us a lot about complete surfaces of constant curvature. The first is the Gauss-Bonnet theorem which we can use to classify compact surfaces.
Theorem 2.2 (Gauss-Bonnet). If S is a compact surface then
where K is the curvature and χ is the Euler characteristic of S.
A proof of this theorem can be found in [dC79] . To see this take an arbitraryq ∈M at which f is a diffeomorphism and takẽ v ∈ TqM . Denote the corresponding points forM byq = f (q) andv = dfqṽ.
Letγ(t) = expp tw be the minimal normalized geodesic joiningp toq with length l. Also lettingγ = f •γ we see thatγ is also a normalized geodesic fromp toq since i is an isometry. Because f is a diffeomorphism atq we can find a Jacobi field 
Thus we can finally conclude that
giving us that f is a local isometry.
Now to continue the proof let us look at the cases K = 0 and
In these cases we know from Hadamard's theorem that f must be a diffeomorphism fromM toM . Since we showed it is also a local isometry it must be an isometry and we are done with these cases.
In the case K = +1,M is S n . Here we know that (expp)
is a diffeomorphism on S n \ −p so that f is a local isometry there as well. Now choose some other point q ∈ S n which is notp or −p and define g :
Notice that g is a local isometry for the same reason that f is. We also see that since f (q) = g(q) and dgq = dfq, f and g must actually agree everywhere they are both defined. Then we can define h to be f where f is defined and g where g is defined so
that h is a map from all of S n toM . It is also clear that h is a local isometry since 
has a lift to a mapf :M →M making the diagram commute.
. Now since by definitioñ we see that to showf Γ 1f
for any φ ∈ Γ 1 and for all p ∈M . This is a simple computation.
⊂ Γ 2 and the other containment is shown in a similar fashion.
Conversely if we suppose thatf Γ 1f
= Γ 2 for an isometryf then we can define
Then one can easily check that this is well defined and gives an isometry betweeñ
In the rest of this section we will apply Theorem 2.3 to surfaces and draw very strong conclusions about surfaces of constant curvature.
Positively Curved Surfaces
As a first application of Theorem 2.3 we will show that the only complete surfaces of positive constant curvature are S 2 and RP
2
. To see this, take a surface S with constant positive curvature and for simplicity we may assume the curvature is 1 after perhaps rescaling. By the theorem we know that S S 2 /Γ for some totally discontinuous
We will show that Γ is either the trivial group or {Id, − Id}. For this take g ∈ Γ and consider g as a 3 × 3 orthogonal matrix. As such it must have at least one real eigenvalue λ which must necessarily be ±1. If λ = 1 then g has a fixed point and since Γ is totally discontinuous we get g = Id. So assume
has 1 as an eigenvalue and so it must be the identity and therefore g = − Id. We have shown that Γ is either {Id} or {Id, − Id} and hence S is either S 2 or RP 2 .
Flat Surfaces
In this section we classify all complete surfaces with zero curvature. Our goal is to prove the following theorem. ? The answer to this question will be long and require many steps.
We know that Isom(R In what follows we denote the group generated by the elements g 1 , g 2 , . . . as
. . } and we continue with our implicit identification of R 2 and C. Case 2 (Mobius strip). Suppose Γ is generated by the isometry h(z) = αz + β, that is Γ = Grp {h}. To make h look simpler notice that if we use the orthogonal basis
then h(ζE 1 + ηE 2 ) = ζE 1 − ηE 2 +β for any ζ, η ∈ R. So we can interpret h as reflection about E 1 followed by translation alongβ. Given this description of h we may assume for simplicity that h has the formh(z) =z + B since after all this is just reflection about the real axis followed by translation by B ∈ C. To make this even simpler we can easily check thath is just reflection about the line (z) = (B)/2 followed by translation by (B) where and denote the real and imaginary parts, respectively, of the given complex number. So after translating our coordinates once again we may assume h has the particularly simple formĥ(z) =z + r for some real number r. Now that h has this simple form we see that R 2 / Grp {h} will be an infinite
Mobius strip with radius r. It is also not difficult to see that two such Mobius stirps will be isometric if and only if they have the same radius.
Case 3 (Torus). Suppose now that Γ is generated by the two elements g 1 (z) / Grp {z + b 1 , z + b 2 } coming from potentially different lattices. Let A denote the lattice generated by {a 1 , a 2 } and let B be the lattice generated by {b 1 , b 2 }. For each lattice we will now choose nice generators from which it will be easy to conclude that the two lattices similar. We will chose these generators for the lattice A; the construction for B will be exactly the same. First choose a lattice point from A which is closest to the origin, and call itâ 1 . This will be our first special generator.
For simplicity of description let us assume thatâ 1 is on the real axis of C ≈ R 2 .
We know we can always get it there by a simple rotation. Let T denote the strip
. This strip is indicated in Figure 2 .1 as the region between the two vertical lines. Notice that there must be at least one lattice point in the closed shaded region of 
As we saw in Case 2, after a change of coordinates we can assume h has the form h(z) =z + r for some real number r. This change of coordinates doesn't effect the fact that g is just a translation so we may also assume g still has the form g(z) = z + b for some b ∈ C. We will now go through a long process of choosing generators of the group Γ = Grp {g(z) = z + b, h(z) =z + r} until it has a particularly simple form.
The first step is to notice that taking successive powers of g and h gives the following:
We can easily check that Γ = {σ αβγ , τ αβγ : for all α, β, γ ∈ Z}. In other words every element of Γ can be written as either σ αβγ or τ αβγ for some α, β, γ ∈ Z. Looking at the elements τ αβγ we see that b +b = 2 (b) must be a rational multiple of r, otherwise Γ would not act totally discontinuously on R So from now on we will assume (2.4) holds.
We now choose two more sets of generators of Γ until it has a very nice form. Let d = (b +b, 2r) be the greatest common devisor and define
We now claim that Γ = {u ij , v ij }. This can be seen with the following observation.
which is u ij for certain i, j ∈ Z. Notice, also, that since Case 5. Suppose Γ is generated by the three elements
and g 3 (z) = z + b 3 . As in Case 3 the resulting space R 2 /Γ is determined by the lattice generated by {b 1 , b 2 , b 3 }. We will not go into the details here as they are tedious and not illuminating but one can show that this lattice is either not discrete (corresponding to Γ not acting totally discontinuously) or it is generated by two elements and we are back to Case 3.
Case 6. If Γ is generated by two elements h 1 (z) = α 1 z + β 1 and h 2 (z) = α 2 z + β 2 then as in Case 2 we may change coordinates and assume that these two maps have the form h 1 (z) =z +r for r ∈ R and h 2 (z) = αz + β. Notice that h 2 •h 1 (z) =ᾱ(z +r)+β which always has a fixed point unlessᾱ = 1. Then h 2 (z) =z + β. If we rescale such that (β) and r are integers we get that h Case 7. Suppose Γ is generated by h(z) = αz + β, g 1 (z) = z + b 1 and g 2 (z) = z + b 2 .
As in Case 4 we may assume h(z) =z + β. And in Case 4 we saw that We have now completed the proof of Theorem 2.5.
Negatively Curved Surfaces
The problem of classifying surfaces of constant curvature is much more difficult for the case of negative curvature as the isometries of hyperbolic space are more complicated then those of the plane or the sphere. Therefore we shall not take on this task here but instead give some very important examples of surfaces of constant negative curvature. Recall that in the introduction of this section we showed using the GaussBonnet theorem that for an orientable closed surface to have negative curvature it would first have to have genus strictly greater than one. In this section we will show that all the surfaces with genus bigger than one do in fact have metrics of constant negative curvature. This can be done with Theorem 2.3 by finding the right isometries of H 2 . For an exposition of this method see [Fen83] . However here we are going to follow a different route which actually produces entire families of metrics on surfaces with genus at least 2. We will carry out the so called "Pair of Pants" construction by following the development given in Chapter 4 of [Jos02] . In this section we will assume familiarity with the Poincaré disk as a model for hyperbolic space. We are now ready for our first definition. Definition 2.6. A three-circle domain is a closed domain which is diffeomorphic to a disk minus two smaller disks from its interior and equipped with a metric of constant curvature −1 such that all three boundary circles are geodesics in this metric.
Three-circle domains are also called "pairs of pants" since they are homeomorphic to pairs of pants. A very surprising property of three-circle domains is given in the following theorem. In order to prove this theorem we will need the following lemma. value of ν such that the geodesics b 2 and b 3 converge at infinity, making the distance µ between them zero. Notice also that as ν increases, the distance µ also increases without bound. Since µ is a continuous function of ν we see that µ can take on any possible value. Letting µ = l 3 we construct our desired hexagon.
To show uniqueness, say we have two right angled hexagons, one with sides Figure 2 .3. Call ν 1 the distance from b 1 to e and ν 2 the distance from b 2 to e. Also let µ 1 be the distance from a 1 to e and µ 2 the distance from a 3 to e. Now in the second hexagon let e 1 be the geodesic perpendicular to b 3 which starts µ 1 units from a 1 and similarly form e 2 as in the picture. Notice that since |a 1 | = |a 1 | the distance from b 1 to e 1 equals ν 1 yet this distance might not be attained along a 2 . Therefore we get that ν 1 ≥ ν 1 and similarly ν 2 ≥ ν 2 .
This implies that
giving a contradiction on our assumption that |a 2 | = |a 2 |. Hence there cannot exist two such distinct hexagons.
With this lemma we are now ready to prove Theorem 2.7. Now that we have these three-circle domains we can easily construct metric of constant negative curvature on surfaces of genus g ≥ 2. We state this as a theorem.
Proof of
Theorem 2.9. Every closed orientable surface of genus g ≥ 2 can be given a metric of constant negative curvature.
Proof. Figure 2 .5 clearly indicates how we can divide any surface of genus g ≥ 2 into several three-circle domains glued together appropriately. on Ω g where we consider two such metrics h 1 and h 2 to be equivalent if there is an isometry f : (Ω g , h 1 ) → (Ω g , h 2 ) which is homotopic to the identity of Ω g . This space is denoted T g .
The fundamental theorem in this subject is the following. By the uniqueness and minimality of the lengths of γ 1 and γ 2 it follow that f • γ 1 must be the same geodesic as γ 2 , although perhaps reparameterized. Thus lengths of minimal representatives of the connecting curves are the same for equivalent metrics.
Furthermore the proof of Theorem 2.9 shows how a metric with connecting curves of any lengths can be constructed. This explains the first 3g − 3 parameters of T g . The explanation of the 3g − 3 parameters coming from the angles of rotations is similar and is left for the interested reader to look up in [Jos02] .
As one might expect the situation with higher dimensional spaces of constant curvature is more complicated as that of two dimensions. In this section we give some examples which provide an introduction to higher dimensions. All manifolds in this section will be assumed to be complete. 
Positive Curvature
The variety of space forms of positive curvature depends greatly on whether the dimension is even or odd. In fact the only space forms of positive curvature and even dimension are spheres and real projective planes. The reader can easily check that the proof of this fact given in section 2.1 for the two dimensional case also works for an arbitrary even dimension. The classification of odd dimensional space forms with positive curvature is far more complicated. The problem in dimension three was not solved until 1930 by Threlfall and Seifert in [TS30] . The complete classification for arbitrary dimensions was given by Joseph A. Wolf in his 1977 book [Wol84] . We will not describe this classification here as it is beyond the scope of this paper but we will consider an important particular case. 
That is, A rotates each V j by an angle θ j and does nothing else.
After looking at powers of A we conclude that in order for Γ = Grp {A} to act totally discontinuously it is necessary that each θ j be a rational multiple of 2π, say
for integers s j and t j . We see also that in order for a power A k = I to have no fixed points it is necessary and sufficient that all the t j are the same, say t j = t, and that (s j , t) = 1 for all j. This way tθ j ≡ 2π for all j and yet rθ j is never an angle of 2π for any 0 < r < t and all j. This description of A gives us a simple description
/Γ. The spaces of this form are know as the lens spaces and are denoted
For interesting properties of these spaces see [Hat02] .
We can give a characterization of when two such spaces are isometric using Theo- 
Flat Space Forms
Before trying to isometrically classify flat space forms it is convenient to first classify their affine diffeomorphism types. Recall the following definition. Notice that, as a consequence, such a φ takes geodesics of M to geodesics of N but angles and lengths may be altered. As an example, the flat torus generated by an orthonormal latice would be affinely diffeomorphic to a torus generated by any lattice but these two tori would only be isometric if the second lattice were also orthonormal. Much of what we have said so far has only been about compact flat space forms.
Fortunately we can say a lot about the topology of noncompact flat space forms once we understand the compact ones. For this we use the following theorem. For a proof of this theorem see page 107 of [Wol84] . This theorem together with Corollary 3.6 give another result. This characterization is fully derived in [Wol84] . We will use the notations set up in the introduction to this section. Also denote translation by a in R 3 by τ a , that is τ a (x) = x + a. Fix also an orthonormal basis {e 1 , e 2 , e 3 } of R
3
. In the descriptions below we will think of the e 3 -axis as up and down, the e 2 -axis as left and right and the e 1 -axis as back and forth.
We first state the result. the left and right in the usual way. The front and back are identified as follows: We cut front in half to get two squares then glue the right hand square to the right side of the back after a rotation of 180
• about e 3 and the left hand square is glued to the left side of the back in the same way. The top and bottom are glued in a similar way:
we again cut the bottom in half to get two squares, then glue the bottom right square to the top right after rotation of 180
• about e 3 . The left side of the bottom is glued to the left side of the top in the same way.
Last are the compact nonorientable cases. where we glue the right to left and the top to bottom in the normal way but were we glue the front to back after a reflection about the e 1 e 2 -plane.
Type 16. Γ = Grp τ e 1 , τ e 2 , τ (e 1 +e 2 )/2+e 3 , τ e 1 /2 • E where yet again E(e 1 ) = e 1 , E(e 2 ) = e 2 and E(e 3 ) = −e 3 . This space can be modeled with the rectangle spanned by e 1 , e 2 /2
and e 3 where we glue the front to back in the normal way and the left to right after a reflection about the e 1 e 2 -plane. The top is glued to itself after dividing it into two squares and gluing the front square to the back square after a translation. The bottom is glued to itself in a similar fashion. where we glue the top to bottom in the normal way; we glue the front to the back after cutting the front in half, reflecting each resulting square about the e 2 e 3 -plane and gluing the top square to the bottom of the back and the bottom square to the top of the back; lastly, we glue the left side to the right by cutting the left side in half, reflecting each resulting square across the e 2 e 3 -plane and gluing the top of the left to the bottom of the right and the bottom of the left to the top of the right.
Negative Curvature
Hyperbolic geometry, the study of manifolds on constant negative curvature is the subject of much current research. The spaces that arise are very interesting and the major results of the subject are often quite surprising. The next theorem is a good example. Recall that in section 2.3 we discussed Teichmüller space: the set of hyperbolic metrics on a compact surface where we consider two such metrics equivalent if there is an isometry between them which is homotopic to the identity. This corollary tells us that Teichmüller space is trivial in dimensions bigger than 2.
The next corollary of Theorem 3.10 points out that volume is actually a topological invariant of hyperbolic space forms. Volume turns out to be a very interesting property of hyperbolic space forms and the situation in dimension 3 is quite different from higher dimension. We start with the 3-dimensional case. Theorem 3.14 (Wang). For n > 3 and any constant a there are at most finitely many n-dimensional hyperbolic space forms with volume less than a.
A proof of this theorem can be found in [Wan72] . An interesting consequence of Theorems 3.13 and 3.14 is that in dimension bigger than 2 there are hyperbolic space forms with minimal volume.
So far we have been talking about manifolds of finite volume. The next result assures us there are plenty of these manifolds.
Theorem 3.15 (Millson) . There are infinitely many compact and infinitely many noncompact hyperbolic space forms with finite volume in every dimension n ≥ 2.
Refer to [Mil76] for a proof.
