Integrity of industrial pipework is ensured through routine inspection. Internal visual inspection tools are capable of characterising degradation in the form of corrosion, pitting, erosion and cracking. The accuracy of such inspection systems has a direct impact on decisions regarding the remaining lifetime of the asset. By minimising error margins, the asset may be operated with confidence for longer, with less uncertainty. This paper considers a probe system consisting of a laser profiler and camera that produces a textured 3D model of the internals of 2 -6 inch pipework. The accuracy of the system is defined by the ability to extract laser projections from an image as it travels down the pipe, to accurately reconstruct these projections into 3D and to estimate the probe trajectory as it travels through the pipe. This paper presents an error model of the laser profiler. It then presents a novel calibration routine to reduce the error caused by misalignment and tolerances during fabrication of the system. A key advantage of the proposed calibration technique over alternatives is that we can calibrate for errors without manually adjusting the probe, which enables fabrication of a smaller more robust measurement system. In labbased trials our calibration technique reduced peak sizing errors from 2.7 mm to 0.14 mm in 120 mm diameter pipes.
I. INTRODUCTION
R EMOTE visual inspection (RVI) of pipework within the nuclear industry is a periodic activity carried out to ensure safe operation of the plant. This becomes even more crucial in today's climate as more plants are reaching the end of their expected lifetime and are being extended to operate up to and possibly beyond an additional twenty years [1] . Currently such commercial inspection is typically carried out by an operator monitoring a live or recorded video feed of the pipe interior delivered by rigid cable, tractor, or endoscope style devices. There are issues associated with this traditional method including lack of orientation awareness within the pipe due to minimal visual references within the pipe. Errors related to location within the pipe also tend to increase with distance travelled, this is due to the common mode of measurement where insertion length is directly related to encoder turns which is susceptible to slippage and thus mismeasurement.
Multiple passes of the pipe may also be required at different viewing angles as opposed to the single pass required by the system presented in the paper due to the restricted field of view of typical video feed systems. Although stereo based systems are available the most commonly used RVIs cannot directly size defects which leads to subjective errors arising from differences of interpretation. Research has been carried out in reconstructing the geometry of the pipework using monocular vision which addresses these issues and provides quantitative RVI. This research can be divided into two sub-categories, the first using structure from motion (SFM) to determine the pipe structure [2] - [4] . The second category which will be the main focus utilises a projected laser ring to infer the geometry of the pipe [5] - [11] .
The RVI system used in this paper was a laser profiler and omni-directional camera unit capable of sizing defects to sub mm levels and providing highly accurate locational information by utilising a combination of visual odometry [12] , encoders and an inertial measurement unit. The combination of the geometric information provided by the laser profiler and omni-directional camera images allows for a textured mesh to be created from a combination of both sets of data, generating a 3D reconstruction of the pipe interior. Alternative calibration set-ups: (a) shows that used by Buschinelli et al. [9] and (b) shows that of He et al. [11] .
Calibration of the laser alignment with respect to the camera is crucial as it directly impacts the sizing ability of the probe. In the majority of cases from the literature, alignment is assumed to be ideal and no calibration procedure is defined. There are however some examples, Zhu et al. [10] detail a calibration technique for a similar system to the authors'. It is however not suitable due to requiring the laser ring to be projected in front of the camera onto a target as opposed to that used in this paper which is orthogonal to the camera. Another method is shown by He et al. [11] , a benefit of this calibration method is that it corrects for distortion caused by the supporting glass tube linking the camera to the laser projector.
A method of calibration which could be implemented is that demonstrated by Buschinelli et al. [9] , in the procedure presented the profiler is mounted upon stages inside a highly accurate calibration artefact. The artefact consists of a series of known step sizes in a cone like geometry, a polynomial is calculated for each angle of the imaged laser ring in images taken at for step of the calibration artefact and interpolated for the full sizing range of camera. This provides a function for each pixel in the image mapping to a certain radius. This paper introduces a new technique for alignment of the camera and laser module allowing for correction of angular misalignment as well as translation with manual adjustment of the laser profiler. The procedure allows for correction of angular error without manual adjustment, making it suitable for production ready systems.
An advantage of the proposed technique when compared to [9] is that the calibration is performed with a single capture vs approximately 30 with the use of an arguably simpler setup and calibration object than that used by Buschinelli et al which is shown in Fig. 1a . When compared to [11] there is no need for an additional camera and complexities this adds to the calibration the experimental set up is shown in Fig. 1b . Furthermore, the calibration method presented by He et al. required 29 images to be taken of a chequerboard in various positions increasing the time and effort required whereas the calibration method which will be presented in this paper only requires a single image with no additional camera. He et al. report an error of 0.23 mm when measuring a 288 mm pipe, Buschinelli et al. report an error of 0.2 mm on 100 mm diameter pipe sections. These values can be compared to the error of the authors system of 0.14 mm in a 120 mm diameter pipe. 
II. BACKGROUND
The probe discussed in this paper consists of a 2 MP machine vision camera with a fish-eye lens and laser profiler. The fish-eye lens provides 180 • field of view, thus in a single image a 360 • section of the pipe is captured, for 75 mm radius pipe around 100 mm deep into the pipe is visible from a single image. This leads to quicker inspections, as traditional video probe footage may need to be repeated with the probe at multiple orientations within the pipe to ensure full coverage.
The current hardware prototype, deployable in 2-6 inch diameter pipe up to lengths of 50 m is shown in Fig. 2 . A model detailing the geometry of the probe is shown in Fig. 3 .
During inspection the probe alternates between an LED image and a laser image. The illuminated LED image captures the texture and features, which are used for tracking the position of the probe within the pipework. The laser images provide direct geometric information, example images captured by the probe are shown in Fig. 4 .
The laser image is used to profile the interior of the pipe under inspection, the probe projects a laser line onto the circumference of the inner pipe wall and images this while being driven through the pipe. These images are then used to determine the geometry of the pipe and thus detect surface defects such as cracks and pitting as well as providing information on geometric defects such as large areas of corrosion.
With regards to the aforementioned geometry of laser projector and camera as shown in Fig. 3 , r is the pipe radius, θ describes the angle between the central axis and the imaged ray, P w is the point in space where the laser intersects the pipe wall, P m is the point on the unit sphere (a representation of vectors entering the camera centre at one-unit distance) where this point is imaged and α which is the opening angle of the laser reflected by the conical mirror. The baseline is the distance between the origin O and the point of reflection. It can be observed from the model that once the values of the baseline and opening angle (α) are known for a given point on the unit sphere (P m ), the corresponding point P w can be calculated through triangulation. To calculate P m from a given pixel on the image the camera model developed by Scaramuzza et al. [13] - [15] is used. Scaramuzza introduced a central projection model which converts the pixel point on the image into a bearing vector giving the direction of the imaged ray entering the central point of the camera. These camera model parameters are obtained with an improved calibration technique by Urban et al. [16] . The accuracy of the re-projected laser point is determined by several different sources which are summarised as follows: 1) Systematic Error a) Misalignment -manufacturing tolerances, optical axis and laser misalignment b) Opening angle (α) c) Baseline length d) Intrinsic camera properties 2) Sampling Error a) Variable laser line width b) Photo-sensor noise The focus here will be on the alignment error and corresponding variation of α around the 360 • the probe. 
III. ALIGNMENT ERROR
Systematic errors occur due to differences between the model given in Fig. 3 and the manufactured probe. These differences have a direct impact on the accuracy of the measured diametric information of the sample under inspection. It is assumed in current the model that the laser plane is parallel to the image plane i.e. constant α of 90 • revolved around the model. Due to manufacturing tolerances, angular misalignment may be introduced into the system resulting in sizing errors. To illustrate this a diagram detailing how these errors arise due to misalignment is shown in Fig. 5 . In this case the probe is assumed to be centred within the pipe and the only source of error is due to angular misalignment of the conical mirror.
The diagram shows the expected laser line given as the vertex between P c and P c and the actual laser line (P -P ) resulting from the angular error (φ) of the conical mirror. The assumed opening angle is 90 • , shown in the diagram as OC P c . The angles theta (θ ) and theta (θ ) are the angles from the respective imaged points P and P to the camera centre. In the case where the opening angle is assumed to be 90 • the point through triangulation is that where the ray drawn from O at angles θ and θ intersect the line Pc − P c . These points of intersection are labelled as E l and E r as the positive and mirrored negative φ. The resulting diameter is shown as the dimension E it is noted that there is a considerable translation error introduced as well as a sizing error shown more clearly in E c where the dimension E has been placed on the central axis.
IV. ALIGNMENT PROCEDURE
As described previously, alignment of the laser and camera are of critical importance for accurate laser measurements. When the laser and image plane are misaligned, the radial distance observed by the camera is not its true value. An overview of the alignment procedure to ensure alignment is detailed below:
1) Align camera to calibration block 2) Align laser ring within calibration block 3) Align laser centre within calibration block
To align the laser profiler and camera they are both referenced to the same calibration object shown in Fig. 6 .
The calibration object consists of an accurately machined block with nine flat bottomed holes each with a point marker in the centre. These centre targets are to be extracted and used to align the camera relative to the block. Features within the block are recessed to allow accurate scanning of their relative centre points with a Faro Arm portable co-ordinate measurement machine. A ball-end probe was traced around each of the inside diameters of the flat bottomed holes gathering a set of points representing the location of the features in 3D. A circle was then fitted to these points, the centre point of these circles would then serve as the ground truth for the 3D position of each feature point in space. To allow accurate positioning of the camera relative to the block a series of three stages (two translation and one tip-tilt) were used to give the camera the four degrees of freedom required for alignment within the calibration block. Roll around the camera axis and travel along this axis are not required. A further tip-tilt stage is integrated with the laser projector of the probe to allow adjustment of the laser.
This tip-tilt stage is mounted on a slotted fixture to allow horizontal translation and shims were used to allow for vertical displacement, providing the same degrees of freedom as the camera unit allowing the laser projector to be aligned with the calibration block. The probe and stages are detailed in Fig. 7 .
The method used to position the camera in 3D space within the calibration block is the Perspective N-Points (PnP) algorithm, specifically developed by Urban et al. [17] . As the points of the test block are captured arbitrarily in space, they need to be transformed into a relative co-ordinate frame. This co-ordinate frame is based on the centre and axis vector of a fitted cylinder through the gathered points. To calculate the parameters of the cylinder, one must be fitted to the nine points this is achieved through use of the PROTO toolbox [18] . The main parameter of interest is the axis of the cylinder which fits these points as it will be used as the Z -Axis in the new co-ordinate system. This along with a chosen point on the cylinder (in this case the point which is the lone feature on one side of the test block detailed Fig. 6 ) is the basis of a co-ordinate system which will be used for positioning the camera. The origin is to be described as the point of intersection between a perpendicular line from the selected point and the axis of the cylinder. The vector describing this line is to be the X-axis and is described by the following equation (1):
where P A is the vector between point P xyz as the selected point on the pipe, A xyz is the origin of the fitted cylinder and C is the vector describing the cylinder axis. The point of intersection and thereby the origin of the system is given by (2) .
The Y -Axis is the cross product of the Z and X-Axis vectors. A co-ordinate system has now been described by the cylinder, however it would be more desirable for the origin to be at 0, 0, 0 and the Z -Axis to be equal to [0, 0, 1]. To achieve this a basis transformation is performed, a homogeneous translation matrix based upon the axis of the system as shown in (3) is created. This is then applied to the captured points denoted as D in (4) . After this operation the points and fitted cylinder are observed as shown in Fig. 8 .
These points and relative co-ordinate frame may now be used as a reference to position the probe co-linearly with the calibration block. To extract the centre point of the features for input into the PnP algorithm, a small black dot on a white background is located centrally within each recession of calibration block. An example image showing the features taken within the calibration block is shown in Fig. 9 .
To extract the centre point, first a region of interest is drawn around each feature. For each region of interest, the corner detector developed by Jianbo and Tomasi [19] is implemented to locate the centre.
An example input image Fig. 10a and corner response Fig. 10b are shown, a threshold of 70 % is applied to the image and the centre of the central region is deemed to be the location of the feature point as marked by a cross as in Fig. 10d . This threshold value was obtained experimentally.
The process for aligning the camera is shown in Fig. 11 , the camera is deemed to be aligned when the observed X & Y values were in oscillation around 0. In translation the camera was positioned within 0.1 mm with a standard deviation of 0.03 mm in X and Y over 100 repetitions of acquisition and processing.
V. LASER ALIGNMENT
With the camera and pipe in alignment the laser may now be aligned to the common calibration block. The first step in this process is extracting the laser line in the image, this is achieved through the following steps: 1) Define a circle whose diameter is that of the image width 2) Plot the intensity from the image centre to each point on the circle 3) Extract the peak value along this line Lines of extraction between the two points are shown in Fig. 12 and the intensity along an example line is plotted in Fig. 13 . The laser alignment is completed in two steps, the first is to align the laser plane. Alignment of the laser plane is achieved by adjusting the angular stages of the laser module as shown in Fig. 7 . For a measure of angular alignment to use during the process which was relatable to the adjustment of the stages, a circle was fitted to the extracted laser ring. The centre of this circle could be used as a reference for alignment with the error being the distance from the image centre. The yaw adjustment allowed adjustment in X and the pitch adjustment allowed for adjustment in Y . The stages were adjusted until the fitted circle had a centre equal to the camera centre. When this occurs the laser plane is orthogonal to the pipe axis and parallel to the camera plane. This can be further confirmed by calculating the bearing vector at each point of the circle and ensuring they are equal. In the example aligned image shown in Fig. 14, the extracted circle shown in red has an error from camera centre of 0.44 pixels in X and −0.20 pixels in Y . This slight error can be seen in the aforementioned bearing vector calculation. Across 2000 points of the laser circle the mean angle was 69.9 • with a maximum deviation of 0.09 • . This can be compared to a deviation of four degrees in both axis of adjustment in the laser stage, the resulting circle centre was located at 19.1 in X and 24.3 in Y . The mean bearing vector value was 70.4 • , the maximum deviation was noted as 4.34 • . The bearing vector calculated at each extraction point around the laser ring is plotted in Fig. 15 . The laser plane can now be assumed to be aligned with an opening angle of 90 • at all points around the image.
In this configuration, the laser's angular alignment is correct. However, there still exists an error in translation. As this body of work is focusing on the error due to angular misalignment this translation error must be corrected so as not to have an impact on the results. To position the laser correctly an external feature is used, this is due to the fact once aligned the source could be placed anywhere within the calibration block and produce the same image due to the planar nature of the projection. The outline of the housing of the conical mirror is visible from the camera's perspective, this gives an accurate reference to position the conical mirror in translation. As there is a large contrast difference between this area and the outer housing it can be extracted using a circular Hough transform [20] localised within the region. An example image showing the extracted circle highlighted in blue is shown in Fig. 16 . The centre of this extracted circle is compared to the camera centre as performed previously with the angular misalignment. Translation according to Fig. 7 in Y was achieved using shims beneath the module and in X by the virtue of the module being mounted on a slotted plate. Centring of the extracted circle was repeatable to within a pixel of the camera centre. The variation in extraction due to lighting and other factors caused a deviation of ±3 pixels over multiple images. Once this procedure is complete the laser is known to be aligned in both orientation and translation with reference to the camera central axis, which itself is aligned to the calibration block.
VI. LASER MISALIGNMENT
With the laser in alignment it is possible to study the angular error in a controlled manner utilising the angular stages housing the laser module. From the aligned position the stage was adjusted to a maximum of 5.5 • in each axis in steps of 0.35 • . At each position a laser image was captured, a circle was then fitted to the data to remove any noise in the extraction. Each point of the circle was projected into 3D space with an assumption that the opening angle was 90 • . Two error values are then calculated, the radius error i.e. the error of the projected circle vs the calibration block and the positional error given as the distance from the origin to the centre of the projected circle. The radius error is shown in Fig. 17 with a max/min error of: 1.5 / 0.05 mm. The positional error in Fig. 18 has a max/min error of: 15.8 / 0.12 mm. These results reflect that the error has a much greater impact on the position as opposed to the radius as detailed in Fig. 5 . The errors of the system are now deemed to be well understood and it would be advantageous to correct for them without manual adjustment, a method for this will be introduced in the following section.
VII. LASER CORRECTION
Prior to the completion of this work the previous method used to calibrate the laser profiler was to estimate the opening angle and baseline using a series of known radii calibration samples. A minimising function was utilised to calculate the opening angle and baseline, these values were assumed to be equal around the entirety of the image leading to the errors shown previously where misalignment was present. With the profiler co-linear with the calibration block a more comprehensive calibration can be performed, correcting for angular misalignment at discreet points through the entire 360 • of the profiler. When centred the origin to each point of extraction on the calibration block is at a known distance and the conical mirror can be assumed to be machined highly accurately to a 45 • angle. Using this information, a two-step calibration procedure can be performed. This is summarised in the following sequence: 1) Extract Laser Ring 2) Calculate bearing vector for opposite points on ring and average (opening angle known to be 90 degrees) 3) Derive baseline from these values 4) Calculate unique opening angles with baseline The first step in this correction process as with previous examples is to capture an image of the laser ring and fit a circle to the data. Following this the baseline can be calculated for two opposing points on the laser ring for example 0 • & 180 • . Between these two points the opening angle of the laser can be assumed to be a combined value of 180 • due to the known geometry of the conical mirror. For the two extracted points the bearing vector (P m ) was acquired using the camera model, θ as denoted in Fig. 3 can then be calculated (5) where C denotes the camera axis [0, 0, −1]. θ = arccos P m · C P m C
By calculating theta for both extraction points and taking the average a synthetic point is created with an effective opening angle of 90 • this can then be used to calculate the baseline length (B) for these two points using the known radius of the calibration block (R).
At this point for all extraction points of the laser ring a baseline is known and unique opening angles (α) can be calculated (in the following theta is calculated for each point independently).
There now exists n baseline (B) values and n α values for each angle of extraction around the laser image. Calculating a world point (P w ) from a given mirror point (P m ) and its associated θ value at extraction index i is given by (8) .
The effect of this calibration method is illustrated in Fig. 19 where the laser profiler was set to have a four degrees angular error, the left images denoted Global Angle shows the large positional error and the laser being projected parallel to the calibration block ends. On the right side of the image labelled as Multi Angle the positional error has been corrected and the laser is projected at the true angle.
As the profiler is calibrated against the current calibration block to be able to compare its performance with the previous method of calibration it was tested across a series of pipes with radii: 37.41 mm, 50.90 mm, 57.20 mm, and 63.43 mm. Each pipe and angle combination consisted of 10 sample images with the probe repositioned within the pipe between each frame. Due to not knowing the position of the profiler within the pipes only the radius error can be measured. The resulting errors for both the Multi Angle or calibrated and Global Angle are detailed in Fig. 20 .
Average error with Multi angle (corrected): −0.29 mm Average error with global angle (uncorrected): 2.19 mm
VIII. COMPARISON TO GROUND TRUTH MODEL
To determine the suitability of the calibration method and laser scanning for practical applications a controlled scan was performed over a split pipe test sample with flat bottom hole defects as shown in Fig. 21 . The reference scan which the results will be compared to was generated by a GOM ATOS Triple Scan system, capable of providing accuracy of 20 µm [21] . The probe shown in Fig. 7 was mounted onto a robotic end effector and driven centrally through the split pipe recording alternating LED and laser images to repeatably simulate manual deployment.
The LED images were processed to provide the positioning of the laser scanner within the pipe using feature-based matching [22] , it has been previously shown that this technique is capable of providing positional feedback accurately to 0.01 mm per mm travelled [12] . Each laser image from the recording had the laser line projected into 3D space using both the Global and Multi Angle calibration methods, this process produced a series of rings which were then translated in space using the corresponding positional information obtained from the LED image set.
Comparison with the GOM model was made possible by meshing the extracted points utilising the algorithm detailed in [23] . This meshing algorithm remains true to the original data as each point directly becomes a vertex on the mesh. A drawback of meshing the data is that error is introduced around the edges of the holes due to the steps between consecutive rings creating a slope into the hole as opposed to a discrete change. Resulting deviation maps are shown in Fig. 22 , these deviation maps are created by GOM Inspect Software which aligns the ground truth mesh with those generated by the laser probe. From the deviation maps it clear that in conditions of misalignment the correct aspect ratio of the flat bottom holes is lost with an over-sizing of diameter in the horizontal dimension. The accuracy of the axial dimension is given by the visual odemetry in both cases of aligned and misaligned. In depth sizing the largest errors were observed on the 10 × 2 mm flat bottom hole this data is presented in Table I. In the table All refers to the mean and standard deviation error of the entirety of the sample, the error for the flat bottom holes consists of the mean error and standard deviation for a patch of selected points centred in the hole. Diametric error was calculated by observing the error along a plane that intersected the widest section of the hole with the error points taken at the upper edge of the flat bottom hole. It is observed that under maximum misalignment the calibration approach proposed reduces diameter errors of a 10 mm hole from 2.50 mm to 0.27 mm and depth measurements of a 2 mm deep hole from −0.96 mm to −0.21 mm.
IX. CONCLUSION
A calibration and accuracy study of a pipe laser profiler was carried out, this was performed in relation to systematic errors arising from tolerances from assembly of the optical elements. The specific tolerance that was investigated was the angular misalignment of the conical mirror which projects the laser onto the circumference of the pipework under inspection. A process for aligning the optical elements in translation and orientation was presented which allowed for the angular error to be studied at known points of misalignment. This confirmed the theoretical understanding that the error would manifest itself as a significant translation (15.8 mm at 5 • within a 120 mm diameter sample) of the imaged specimen as well as a radius mismeasurement (1.5 mm). These results highlighted the need for a method to align the optical elements within the profiler to ensure the high levels of accuracy demanded of such systems.
Once aligned using the procedure outlined this error was reduced to 0.12 mm in positional error and 0.05 mm in radius error. In practice it is not always possible to manually adjust the optical elements in a laser profiler. Due to this a correction or calibration has been developed by taking advantage of the precisely known location of the profiler within the calibration artefact. By knowing the location of the profiler and making the assumption that the conical mirror is accurately machined, model parameters can be calculated at a finite number of steps around the laser profile image. It is feasible that this process could be carried out as part of the production line with each device paired with a unique calibration data file.
At 4 • misalignment this correction/calibration was shown to correctly image the laser ring within the calibration artefact and when tested on pipe samples with radii ranging from 37.41 mm, to 63.43 mm reduced the error on average from 2.19 mm to 0.29 mm. This new software-based calibration approach will be integrated into the deployment system providing accurate dimensioning capability for future industrial internal pipework inspections. 
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