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On the expansion of confluent hypergeometric functions in 
terms of Bessel functions · 
N. M. Temme(*) 
ABSTRACT 
For the confluent hypergeometric functions U(a, b, z) and M(a, b, z) asymptotic expansions are 
given for a_,. oo. The expansions contain modified Bessel functions. For real values of the param-
eters rigorous error bounds are given. 
1. INTRODUCTION 
The confluent hypergeometric functions M(a, b, z) 
and U (a, b, z) are solutions of Kummer' s differential 
equation 
zy" + (b-z)y'-ay=O. (1.1) 
If a* 0, -1, -2,. .. , Mand U are linearly independent. 
In general U is singular at z =0, whereas Mis an entire 
function with the expansion 
M(a,b,z)= ~ f(a+n)f(b)zn 
n=O f(a) f(b+n)n! 
A convenient explicit representation for U is the 
integral 
(1.2) 
1 /"" a-1 b-a-1 -ztd ( ) U(a, b, z) = -- ), t (1 +t) e t, 1.3 f(a) O 
where Re a > 0, Re z > 0, b E <t. A well-known 
integral for M is 
b f(b) Jl ta-l(l-t)b-a-leztdt, M(a, , z) 
f(b-a)f(a) O (l.4) 
with Re b > Re a > 0. This restriction on a and b is 
not suitable for the present investigations. From 
Slater [3] we take the variant 
M( b ) - f(l+a-b)f(b) (r+Jta-l(t-l)b-a-leztdt 
a, 'z - Jo 
f(a)21Ti (1. 5) 
which is valid for Re a> 0 and 1 + a-b * 0,-1,-2,. .. 
The contour of integration in (1.5) is shown in figure 
1; of course it can be deformed by using Cauchy's 
theorem for integrals of analytic functions of a com-
plex variable. The many-valued functions in the inte-
grand of ( 1.5) are supposed to be real for t > 1. Con-
sidered as a function of b, M has simple poles at 
b = 0, -1, -2, -3,. .. This is described by the factor 
f(b) in (1.2), (1.4) and (1.5). Ifb and a are both 
negative integers such that b..:; a then M (a, b, z) is not 
defined. A useful reflection formula with respect to b 
is 
U (a, b, z) = z1 - bu (1 + a-b, 2- b, z). (1.6) 
Fig. 1. Countour for (1.5 ). 
We consider in this note the asymptotic expansion of 
M and U for a -> oo. These expansions will hold uni-
formly with respect to z in bounded domains that con-
tain the point z = 0. Details about this uniformity 
aspect will be given further on. The parameter b will 
be kept fixed. The expansions contain modified Bessel 
functions. 
Expansions of this nature are already available in the 
literature. The closest connection is Slater [3]. In 
Skovgaard (2] and Olver [1) expansions of this type 
are also considered. The author discussed such expan-
sions (see Temme (4)) when he gave a method for com-
puting U (k, 1, z) fork= 1, 2, 3,. ... 
The expansions given in the present paper are given 
with rigourous bounds for the remainders. The expan-
sions we used in Temme [ 4] lacked this property; also 
those in Slater (3) only have bounds in terms of order 
symbols. In Olver's book results are given from which 
strict error bounds can be derived. For practical use in 
numerical computations, however, these results are too 
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complicated, whereas the bounds given in this paper 
are easily computed. 
The expansions given here for U are used in a numer-
ical algorithm for the computation of U (a + k, b, z) 
fork= 0, 1, 2, .. ., see Temme [6] · · 
In that work the rigourous bounds play an essential 
role, especially for real values of a, b and z. Some 
features of the algorithm are announced in subsection 
2.5. 
The starting point for developing the confluent hyper-
geometric functions in terms of Bessel functions are 
the integrals (1.3) and (1.5 ). In the above mentioned 
references the starting point is Kummer's equation 
(1.1). In section 2 we give the results for the U-func-
tion, in section 3 for the M-function. 
2. '.fHE EXPANSION FOR U(a, b,z) 
For large values of a and small values of lzl (with 
Re z > 0) the main contributions in the integral in 
(1.3) come from the large t-values. By writing 
t/(l + t) =exp (-T) the integral becomes after some 
manipulations 
z/2 00 
U(a, b, z) =;(a) J0 e-a7-z/7 r-b f(r) dT, (2.1) 
where 
f(T) = ezµ(r) [T/(1-e-T)]b 
µ(r) = l/T -1/(eT -1) _ l__ 
2 
(2.2) 
The function f is analytic in the strip I Im TI < 2 rr and 
it can be expanded for In < 2rr into 
00 
f(T) = ~ en (b,z),.U, 
n=O 
(2.3) 
where cn are combinations of Bernoulli numbers and 
Bernoulli polynomials. In fact we have 
oo B t2n-1 
µ(t) = _ ~ _2n __ _ 
n=l (2n) ! (2.4) 
oo B~b) (b) 
(T/(1-e-T))b= i: r°. 
n=O n ! 
The expansion (2.3) is substituted in (2.1). For obtain-
ing an expression for the remainder we write for 
N = 0, 1, 2,. .. 
and (2.1) becomes 
N-1 
(2.5) 
U(a,b,z)= ~ cn(b,z)c/>n(a,b,z)+RN(a,b,z) 
n=O (2.6) 
with 1 
ez/2 (n+l b)/2 2 
cl>n(a,b,z)=2 r(a) (z/a) - Kn+l-b[2(az) ), 
(2.7) 
z/2 00 
RN(a,b,z)=-e-f e-Z/T-aT TN-bfN(r)dT. 
r (a) 0 (2.8) 
In ( 2. 7) Kv (z) is the modified Bessel function, which 
can be represented as the integral 
K [2 (zOl/2] = .!_ (~ /zf v/2. Joo e-zt- ~ /t t-v-ldt, 
v 2 0 
(2.9) 
for Re z > 0, Re ~ > 0, and which is an even function 
in v. The many-valued functions appearing in (2.9) are 
supposed to be real for positive values of their argu-
ments. 
A bound for the remainder RN can be constructed if 
we have a bound for fN on T;;.. 0. It is possible to con-
tinue with complex variables. However, the bounds 
obtained then are less realistic and some inequalities 
may loose their significance. Therefore we proceed 
with real values of a, b, and z = x with the restriction 
x > 0, a > 0, b E JR. (2.10) 
Negative values ofb may he excluded by using (1.6). 
Before giving the bound on RN we give information 
how to interprete the expansion (2.6). 
2.1. The asymptotic nature of the expansion 
In this subsection we will prove that for a -+ oo 
(i) {</>j (a,b,x)} isanasymptoticsequence, 
(ii) RN(a, b, x) = 0 [</!N(a, b, x)]. 
These properties are valid uniformly with respect to x 
in compact sets in x ;;.. 0 and uniformly with respect 
to b in compact subsets of R; (ii) is valid if N is large 
enough, ie., if N >b. The coefficients Cn of (2.6) do 
not depend on a and are polynomials in b and x. There-
fore, if (i).is proved, we also have that { cj </> j} is an 
asymptotic sequence. 
Before we prove (i) and (ii) we give some preliminary 
results. 
Lemma 1 
~et p(x) = K~ (x)/K11(x) for x > 0, v E lR. Then 
dp(x) ..... 0 0 
dx """ ' x > · 
Proof 
This follows from the known fact that the modified 
Bessel function is log-convex. A dire.et proof is as fol-
lows. Take the well-known integral 
co 
K (x) = [ e-x cosh t cosh lit dt. 
v 0 
Then by using Cauchy-Schwartz' inequality it easily 
follows that 
[K~ (x)] 2 .;; K11 (x) K; (x), which has to be proved. D 
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Lemma2 
For x > 0, v E IR. we have 
2v + 1 + [1+4(x2 + v2)]1/2 
Kv +l (x)/Kv(x) < 2x 
Proof 
From the differential equation 
x2K; (x) + x K~ (x) - (x2 + v2) Kv(x) = 0 
it follows that the function p introduced in lemma 1 
satisfies the equation 
p2 + p/x = (x2 + v2)/x2 - p'. 
From lemma 1 we have p';;;.. 0 for x > 0, hence 
p2 .+ p/x.;;; (x2 + v2)/x2, x > 0, 
from which follows that (we know that p(x) < 0) 
1 + [1 + 4 (x2 + v2)] l/2 
- 2x < p(x) < 0. 
From the recurrence relation for Kv(x) 
Kv+l(x)= ~ Kv(x)-K~(x) 
we obtain Kv +1 (x)/Kv(x) = .!!_ -p(x). Using the 
x 
above inequality for p, we conclude that the lemma 
is proved. 0 
Theorem 1 
For x > 0, a > 0, b E IR., j = 1, 2, 3, ... we have 
ti>j(a, b, x) 
tj>j-l (a, b, x) 
2(j-h)+1+[1+4(j-b)2 +16xa]112 
"' 4a 
(2.11) 
Proof 
This follows immediately from lemma 2 and (2.7). 0 
Corollary 1 
{ti>j (a, b, x)} is an asymptotic sequence for a-+ oo, 
uniformly in bounded b-intervals and bounded x-inter-
vals (x;;;.. 0). 
The next thing to prove is property (ii) (see the begin-
ning of this subsection). It will turn out that we have 
to restrict the b-values. In fact we have : 
Theorem 2 
For a-+ oo, n = 0, 1, 2, .. ., b E IR. such that n > b 
we have 
Rn(a, b, x) = 0 (ti>n (a, b, x)). (2.12) 
uniformly in compact subsets in x ;;;.. 0. 
Proof 
From lemma 5 (to be proved in the next subsection) 
it follows that fn appearing in (2.8) satisfies 
(2.13) 
n = O, 1, 2, .. ., n > b. Mn (b, x) are assignable constants, 
which will be computed in § 2.2 for the case that 
b ;;;.. 0 and n ;;;. 2 + b. Hence, if we use these bounds we 
have from (2.8) 
IRn (a, b, x)I < Mn (b, x) <Pn (a, b, x), (2.14) 
from which the theorem follows. 0 
From theorems 1 and 2 the asymptotic nature of (2.6) 
is established. It is possible to refine the above results, 
for instance by constructing sharper bounds for the 
remainder and by enlarging the domain of uniformity 
with respect to x (in Olver [1) and Skovgaard [2} ex-
pansions are given holding in unbounded x-domains). 
However, our scope is to give expansions which can 
easily be used for instance for numerical computa-
tions. From the construction of the bound of fn to be 
given in § 2.2 and from (2.6) and (2.14) it appears that 
our result indeed meet this condition. Of course, an 
algorithm for the Bessel function Kv(x), v E JR., x > 0 
must be available, but this was settled in Temme [5]. 
2.2. Construction of the bound for fn 
The function f of (2.2) has singularities in the 7-values 
±21Ti, ±41Ti,. .. Those in ±21Ti are nearest to the real 
7-line and they have a main influence upon the behaviour 
of the coefficients cn and the function fn in (2.5 ). 
From Taylor's theorem we know that fn can be written 
as 
fn(7) = -1,._ J f(w) dw 
21T1 C ( ) n W-7 W 
(2.15) 
where C is a contour as drawn in figure 2. The points 
w = 0 and w = 7 are inside C, whereas the above men-
tioned singularities of fare outside C. This countour 
will be deformed into two straight lines 
cd = {w I w E <t' Im w = ±d, 0 < d < 21T}, (2.16) 
where it is convenient, as will appear, to have 
31T I 2 < d < 21T. This choice of C = cd is possible if 
n > b. Next we compute a bound for f on Cd· Let us 
write [see (2.2)) 
T 
Fig. 2. Contour for (2.15) 
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f (r) = fi (r, x) f2 (r, b) 
fi (r, x) =exp [xµ(r)], f2 (r, b) = [r/(1- e-7)]b. (2.17) 
We then have 
Lemma3 
Let b ;;;. 0, w E Cd, w = u ±id, 3Tr /2 <; d < 2Tr. 
Then 
f2 (w, b) <; lw/sin dlb. (2.i8) 
Proof 
I i/(1-e-w) I= (1-2 cos d e-u + e-2urif2. The 
maximum of this function (as a function of real u) 
occurs at the point uo satisfying e -uo = cos d, and 
this maximum is i/lsin di. D 
Lemma4 
Let x > 0, w E Cd, w = u ±id, 3n/2..;; d < 21T. Then 
fi(w,x)<exp[~ x(l/d+i/lsindl)]. (2.i9) 
Proof 
We write I f1 (w, x) I= exp {x [h1 (u, d) + h2 (u, d)]}, 
with 
hi (u, d) = u/(u2 + d2), h2(u, d) = _j_ sinh u d 2 cash u-cos 
By computing the maximal values of hi and h2 (as 
functions of u), the result is easily verified. D 
Combining the two lemmas we have for x > 0, b ;;;. 0, 
wECd, w=u±id, 3Tr/2.;;d<2Tr 
lf(w)I <; lwlb K (d,b, x) (2.20) 
with 
K(d,b,x)=lsindrbexp[~ x(i/d+l/lsindl)]. 
(2.2i) 
From this follows the result we used in (2.13) : 
The integral converges if b- n < -1, or n > 1 + b. We 
obtain a simple bound if we take (b- n)/2 ..;; -1, or 
n;;. 2 + b and replacing (b-n)/2 in the integrand by 
-1. The result is thus established. 0 
Remark 
Lemma 5 gives the bound in (2.13) by taking 
M0 (b,x)=db-nK(d,b,x). (2.23) 
This is only possible if n ;;. 2 + b and b ;;;. 0. It is easily 
seen however that, as stated in the proof of theorem 2, 
for n > b also constants Mn (b, x) exist satisfying (2.13). 
For n;;. 2 + b, b ;;;. 0, we constructed these numbers. 
2.3. About the choice of d 
The free parameter d will now be chosen in order to 
make the numbers Mn (b, x) as small as possible. The 
above analysis can be done for all d E (0, 2n), although 
K(d, b, x) should be modified then. The point is to 
choose d as large as possible in order to make d b - n 
in (2.23) as small as possible. But on the other hand 
K(d, b, x) is not bounded as d-.. 27T. If we fix x and b, 
and if we also fix the number of terms (n) in the ex-
pansion (2.6) (with n;;. 2 + b ), we can try to choose 
an optimal value of din (37T/2, 2 7T). The word 'optimal' 
should be understood in an approximative way. For 
instance, the factor I sin dl-b in K(d, b, x) of (2.2i) 
will be omitted in the determination of d. 
If d - 21T, we have lsin di - 27T - d, d < 21T. We com-
pute d such that it makes 
db-n exp [ ~ x/(2Tr - d)] 
as small as possible on (0, 2Tr). This value follows from 
the equation~ x/(27T-d)2 = (n- b)/d, from which 
we obtain (if we want to have 3rr/2 <; d < 21T) 
d = max { 31T/2, 21T + ~x/(n -b) 
1 1 2 2 i/2, 
- 2 [4 x /(n-b) +4rrx/(n-b)] ]" (2.24) 
Summarizing the above results we conclude that the 
Lemma5 remainder RN in (2.6) satisfies for N;;. 2 + b, b;;;. 0 
F 0 2 b 0 b 0 h the inequality or r ;;. , n > + , x > , ;;;. , we ave 
lfn (r) I <; db-n K (d, b, x). (2.22) IRN(a, b, x)I <; db - NK(d, b, x) <f>N (a, b, x) (2.25) 
Proof 
From the above estimate for fit follows that 
00 
lfn (r)I.;; Tr-iK(d, b, x) J lu+idlb-nlu + id-rl-idu. 
_oo 
Since lu + id-rl;;. d, we have 
00 
1fn(r)l<2d-l1T-1K(d,b,x) J0 (u2+d2)(b-n)/2du 
= 2n-ldb-nK(d,b,x) [ (t2 +1) (b-n)/2dt. 
0 
with K given in (2.2i) and all din (3n/2, 21T); a suitable 
choice for dis given by (2.24 ). For negative values of 
b we can use (1.6). 
2.4. An expansion for U' (a, b, x) 
Differentiating (2.i) with respect to z gives 
x/2 oo b U' (a, b, x) = __ e__ J e-ar-x/r 1- -l g(r) dr 
r (a) 0 
(2.26) 
with 
g(r) =-7- f (r) = e-r - 7 - f (r). (2.27) 
e7 -1 1-e-r 
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Hence, from (2.2) and (2.20) we obtain that for 
WE Cd, W = U ±id, X > 0, 3rr/2 < d < 21T, b E JR. 
I g (w) I < I w lb +l K (cl, b + 1, x) 
and that gn(r) defined by 
n-1 
g(r)= ~ dm(b,x)rm +rngn(r) 
m=O 
(2.28) 
(2.29) 
satisfies for r;;. 0, 37T /2 < d < 2rr, n;;. b + 3, b +1;;. 0, 
I ~(r) I< db + l- n K (d, b + 1, x). (2.30) 
By expanding we obtain for a> 0, x > 0, b;;. -1, 
n= 0, 1, 2, ... 
N-1 
U' (a, b, x) = - 1: dn (b, x)ifJn (a, b + 1, x) + TN (a, b, x) 
n=O 
(2.31) 
with (for N ;;. 3 + b) 
I TN(a, b, x) I <db + l-NK(d, b +1,x) efN(a, b + 1, x). 
(2.32) 
Remark that l/>n (a, b + l, x) =<fin _ 1 (a, b, x). Hence 
for obtaining U' (a, b, x) we can use the same functions 
</Jj as for U(a, b, x). Moreover, the coefficients dn in 
(2.29) and (2.31) are closely related to en in (2.5) 
and (2.6). 
This follows from well-known properties of the Ber-
noulli polynomials appearing in (2.4). To show this 
we remember that 
00 
exr[r/(er -l)]m= ~ 
n=O 
B(m) (x) 
n 7 n 
I ' n.
(2.33) 
giving the second relation in (2.4 ). For g(t) of (2.27) 
we need the coefficients {aj } in 
-
7
-[r/(l - e-7 )]b = L a rn (2.34) 
e7 - 1 n= 0 n 
According to (2.33) we have an= B~b + 1) (b )/n ! . 
Upon differentiating both sides. of the second of (2.4) 
with respect to r, we obtain 
bB~b +l)(b) = (b - n) B~b) (b). (2.35) 
Hence the an in (2.34) satisfy 
an= (1 - n/b) B~b) (b)/n !. (2.36) 
From this follows that if the coefficients appearing in 
the second of (2.4) are available (which are needed for 
the computation of Cn in (2.6 ), then the coefficients 
~in (2.34) are available too (these are needed for 
the computation of dn in (2.31)). 
2.5. The use of the results for numerical computations 
We use the above results in an algorithm for computing 
the values 
U (a + k, b, x), k = 0, 1, ... , K, 
for 0 < a < 1, x > 0, b E JR. When x is not small, 
say x;;. 1, we compute these values by using a recur-
sion relation for the U-function and Miller's algorithm. 
If x is in the interval (0, 1) the convergence of this 
algorithm becomes poorer, according as x becomes 
smaller. The idea is then to choose an integer m, 
m;;. K, and to compute U (a+ m, b, x), U' (a+ m, b, x) 
by using the expansions given in (2.6) and (2.31). In 
these series we fix the number of terms (say N = 10) 
and then we choose m ;;. K such that the remainders 
in the expansions fall below the desired accuracy. 
Details of this process are given in Temme [ 6]. The 
restriction on the parameter bin (2.25) and (2.32) 
is not very important. Ifb is larger than n - 2 or 
n - 3 then we can use recursion with respect to the 
b-parameter. Ifb < 0, we can use (1.6). 
3. THE EXPANSION FOR M(a, b, z) 
The starting point is the integral (1.5) with as contour 
the circle It - 11 = 1. The transformation t = r/(r -1) 
transforms this circle into itself. To see this we write 
r = t/(t - 1). With t = 1 + exp (i</i), 0 < If>< 21T, we 
obtain r = 1 + exp (-ii/>). The result is 
M(a, b, z) = r (l + a-b). r (b) f ra.,--l(r-1)-bexp[zr/(r-1)] d r. 
r (a) 27T1 c 
Next we taker= ew; with r = 1 + exp(itJ), -tr < tJ.;;; 1T, 
we see that the circle C in the w-plane is described by 
w = u + iv, u = ln (2 cos v), -1/2 7r < v < 1/2 1T. 
After some manipulations we obtain 
lni 
------.....::-.::..:--::..:-=----- ---------
u 
------r=-':°-:':--==-=-=----- --------· 
Lrri 
Fig. 3. Contour for (3.1). 
M (a, b, z) 
r (1 +a - b) r (b) ez/2 / b 
--------'----'--'-- J f (-w)ez w + aw w - dw 
r (a) 2rri L 
(3.1) 
where fis defined in (2.2). Upon substituting the ex-
pansion (2.5), we obtain 
N-1 
M (a, b, z) = ~ (- l)n en (b, z) l/Jn (a, b, z) +~a, b, z), 
n=O 
(3.2) 
with 
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..Pn (a, b, z) 
r(l+a-b)r(b) 
r (a) 
z/2 ( I )(n+l-b)/2I [2(za)l/2] 
e z a b-n-1 
(3.3) 
where we used the well-known integral representation 
of the modified Bessel function lv(z), namely Schlafli's 
integral 
Iv \z) = 2~ l u- "-lez/2 (u + 1/u)du (3.4) 
where L can be chosen as in figure 3. For the remain-
der SN we have the expression 
SN (a, b, z) 
The first integral can be estimated by a K11-func-
tion (see (2.9)), the second one equals 
2tr10(2~). 
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