In this paper we propose a procedure to evaluate Bayesian confidence 9 intervals in counting experiments where both signal and background 
approach to the analysis of a counting experiment with background. We 48 will assume that the outcome of the experiment can be modeled in terms of 49 a parameter of interest (signal) and of a nuisance parameter (background), 50 that will be supposed to be independent on each other. The posterior p.d.f.
51
1 In the most general case θ is a vector of parameters, i.e. θ = (θ 1 , θ 2 , . . . , θ n ) and x represents a set of observables, i.e. x = (x 1 , x 2 , . . . , x m ). Consequently, the p.d.f. f (x|θ) = f (x 1 , . . . , x m |θ 1 , . . . , θ n ) will be a function of m+n variables. Also, the confidence interval defined in the case of a single parameter becomes a n-dimensional confidence region for the vector of parameters θ.
for the signal will be derived starting from a set of simple and quite general assumptions on the prior p.d.f.s for both the signal and the background.
53
The formulas to evaluate upper limits on the signal will also be derived 54 and the results will be discussed. Our results are a generalization of the 55 ones illustrated in ref. [1] , where the same problem is discussed, but without 56 taking background fluctuations into account. 
68
In the following we shall denote with n and m the number of counts activity can be evaluated as s/T s once the value of s has been measured.
79
A second example, taken from the astrophysics, is the measurement of the 80 photon flux of a point source in the sky with a gamma-ray detector. In this 81 case the signal region can be a cone centered on the source direction with a
82
4 We prefer to use the word "combine" instead of "subtract" because in many cases the signal cannot be evaluated by simply subtracting the counts in the background region from the ones in the signal region. This may happen for instance when the counts in the background region are more than the ones in the signal region.
given angular aperture, while the background region can be an annulus far away from the source. In this case c can be evaluated as the ratio between 84 the solid angles of the signal region and of the background region, eventually 85 multiplied for the ratio between the live times of the two regions.
86
Under the above assumptions, the probability of measuring m counts in 87 the background region will be a Poisson distribution with mean value b, i.e.: 
while the probability of measuring n counts in the signal region will be a
89
Poisson distribution with mean value s + cb, i.e.:
Since the two measurements are independent, the joint p.d.f. for n and m
91
will be given by:
Our problem is that of evaluating a Bayesian confidence interval (or assume that s and b are independent.
117
For the true background value b we will assume a uniform prior:
where π 0 > 0 is a constant. The parameter b is only constrained to be 119 non-negative.
120
On the other hand, for the signal true value s we will assume a prior p.d.f.
121
given by:
with k > 0. Also in this case, the only constraint on the parameter s is that
123
it must be non-negative.
124
It is worth to point out at this stage that both π(b) and π(s) defined in happens when setting α ≥ 1. Our calculations will therefore be valid only 128 for α < 1.
129
The uniform prior for the signal is obtained by setting α = 0 and 
Evaluation of the background posterior p.d.f.
Applying the Bayes'theorem and using for π(b) the expression in eq. 4 it 138 is possible to obtain the following equation:
Finally, replacing p(m|b) with its expression given in eq. 1, it is 140 straightforward to obtain the final result:
Note that even though the expression of p(b|m) in eq. 7 is the same as 
149
The Bayes'theorem can be applied to get the joint posterior p.d.f. for 150 both s and b:
Replacing p(n, m|s, b) with its expression given in eq. 3 and π(b) and 152 π(s) with their expressions given in eqs. 1 and 2 respectively, eq. 8 can be 153 rewritten as follows:
and [s 2 , s 2 + ∆s]. The ratio between the probabilities of finding s in the two intervals is given by R = P (s 1 < s < s 1 + ∆s)/P (s 2 < s < s 2 + ∆s) = (s 2 /s 1 ) α . When α > 0 (α < 0) then R > 1 (R < 1) and small (large) signal values are more likely than larger (smaller) values. For a discussion about the choice of priors in the Bayesian approach see for instance the textbook [6] .
Indicating with N the denominator in the right-hand side of eq. 9, it can be rewritten as:
where we have indicated with f (b) the result of the integral in ds, that can 157 be seen as a function of the variable b.
158
Applying the binomial theorem, the term (s + cb) n in the expression of 159 f (b) can be expanded as follows:
Using this result, the expression of f (b) becomes:
and, taking into account the definition of the Gamma function 7 the previous 162 equation can be written as:
Introducing the expression of f (b) given by eq. 13 in the expression of N 164
given by eq. 10 we get the following result:
By making a proper change of variable, the integral in the right-hand side 166 eq. 14 can be expressed in terms of a Gamma function. Hence eq. 14 can be 167 rewritten as follows:
The Gamma function is defined as Γ(z) = ∞ 0 dte −t t z−1 . It can be shown that Γ(z) = (z − 1)! when z is a positive integer.
The joint posterior p.d.f. for s and b is then given by:
with the expression of N given in eq. 15.
170
To evaluate the marginal p.d.f. for s we need to integrate the joint p.d.f.
171
with respect to b:
Indicating with g(s) the integral in the right-hand side of eq. 17, it can 
It is worth to point out here that eq. 19 is valid only for α < 1. In fact, 
In particular, eq. 20 allows to calculate the expectation value of s, i.e. s 
Taking advantage of the fact that
where we have indicated with γ the incomplete Gamma function 8 , eq. 22
211
can be rewritten as:
Eq. 24 can be solved numerically and allows to obtain the Bayesian upper 
230
The calculation has been performed in the case c = 1 with the uniform prior 231 (α = 0). For any given value of n, the upper limit on the signal decreases with 232 increasing m, in agreement with the fact that (in the cases when n > cm) 233 a rough estimate of s is given by n − cm and the upper limit is expected to 234 be proportional to n − cm. It has also to be pointed out that in the case 235 n = 0, i.e. when no events are observed in the signal region, the upper limit 236 is always equal to 2.30, independently on m 9 .
237
Finally, fig. 4 shows the upper limits on the signal at 90% confidence 
Study of the frequentist coverage

243
To study the frequentist coverage of the upper limits obtained with our 
