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a b s t r a c t
This work represents Hopf bifurcation analysis of a general non-linear differential equation
involving time delay. A special form of this equation is the Hutchinson–Wright equation
which is a mile stone in the mathematical modeling of population dynamics and mathe-
matical biology. Taking the delay parameter as a bifurcation parameter, Hopf bifurcation
analysis is studied by following the theory in the book by Hazzard et al. By analyzing the
associated characteristic polynomial, we determine necessary conditions for the linear sta-
bility and Hopf bifurcation. In addition to this analysis, the direction of bifurcation, the sta-
bility and the period of a periodic solution to this equation are evaluated at a bifurcation
value by using the Poincaré normal form and the centermanifold theorem. Finally, the the-
oretical results are supported by numerical simulations.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Using differential equations which include parameters is a common choice for modeling in dynamical systems by
scientists. Furthermore, studying solutions and their behavior that depend on a parameter is crucial to understand
biological systems. Exploring the dynamical behaviors of models involving time delays has attracted very much interest
in mathematical biology and ecology. The response of a biological system to a particular input is often not immediate but
is delayed. For example, in the pharmacokinetics model, there may be a delay before the drug enters the blood stream [1].
In past decades, many theoreticians and experimentalists have paid great attention to differential equations with delay
which has significant biological and physical meaning. More specifically, they concentrated on stability of solutions and
Hopf bifurcation occurrence for population dynamics.
In a series of articles [2–6],Wright developed the general theory of linear andnon-linear difference–differential equations
and gave examples. Moreover, Chafee investigated the qualitative behavior of solutions near an equilibrium point of an
autonomous functional differential equation of finitely retarded type. Under certain hypothesis, Chafee showed that a family
of one or more periodic orbits of a given equation bifurcates from a given equilibrium point [7]. In particular, the properties
of periodic solutions that bifurcate from the bifurcation parameter are of great interest. Especially, Hopf bifurcation is a
common bifurcation type from the stability analysis of a predator–prey model to chemical reactions [8–14].
In this paper, we consider a general non-linear delayed differential equation of the following form
dN(t)
dt
= aN(t)f (N(t − τ)). (1.1)
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This general form of the equation and its special version have been used in economics (see Frisch and Holme [15]), medicine
(see Mackey and Glass [16]) and ecology, in particular the mathematical modeling of population dynamics (see Wright [6],
Hutchinson [17], andMerdan et al. [18]). For example, in the context of population dynamics,N(t) represents the population
density at time t , a is the per capita growth rate which is always a positive constant, f (·) represents a function defining
interaction among individuals in population of a biological species, and finally the delay parameter τ ≥ 0 denotes the
time to sexual maturity (for a sexual population). The function f (·) generally describes intrapopulation competition which
decreases as population increases. In this work, parameter τ is chosen as a bifurcation parameter and Hopf bifurcation
analysis of Eq. (1.1) is examined.
Stability of (positive) equilibrium points of the model (1.1) was studied by Merdan et al. [18]. In that work, the authors
showed that a positive equilibriumpointN∗ of Eq. (1.1) (if it exists) is locally asymptotically stable if and only if the inequality
τ <
π
2aN∗f ′(N∗)
(1.2)
holds, and it is locally unstable if and only if
τ >
π
2aN∗f ′(N∗)
. (1.3)
Our aim in this paper is to investigate how the time delay τ affects the dynamics of Eq. (1.1). By using the Poincaré normal
formand the centermanifold theoremas in [19]we find conditions on the function f (·) andderive formulaswhichdetermine
the properties of Hopf bifurcation such as the direction of bifurcation, the period of periodic solutions and the stability of
solutions. More specifically, we show that the positive equilibrium point losses its stability and the system exhibits Hopf
bifurcation under certain conditions.
Organization of this paper is as follows. In Section 2, the stability of the positive equilibrium point and the existence
of Hopf bifurcation are discussed. In Section 3, the formulas for determining the direction of the Hopf bifurcation and
the stability of the periodic solution are given by using the Poincaré normal form and the center manifold theorem.
Section 4 involves some numerical simulations that supports our stability results. Paper is ended with some discussion
and conclusions.
2. Stability of positive equilibrium points and the existence of Hopf bifurcation
In this section, we concentrate on the dynamical behavior of Eq. (1.1). Notice that the model has two equilibrium points,
namely N1 = 0 and N2 such that f (N2) = 0 (if it exists). The main goal is to investigate the stability of the nonzero
(positive) equilibriumpoint of (1.1) and also the existence of Hopf bifurcation. Suppose that Eq. (1.1) has a nonzero (positive)
equilibrium point N2. Due to biological interpretation of the system, we only consider the positive equilibrium points here.
Notice that Eq. (1.1) without delay has the same equilibrium points since time delay does not change those. When there is
no delay, i.e. τ = 0, N2 is asymptotically stable if f ′(N2) < 0. Now, taking the delay time τ as a bifurcation parameter, we
study effects of the time delay on the dynamics of (1.1) below.
To analyze Hopf bifurcation, first we use the transformations t = τ s and N(t) = N(τ s) = x(s) + N2 so that the new
equilibrium point becomes 0 now. Then, one obtains
dx(t)
dt
= τa[x(t)+ N2]f (x(t − 1)+ N2) := G(x(t), x(t − 1)) (2.1)
where, for convenience, the symbol t is again used for the new independent variable (instead of s). Linearizing (2.1) at 0
yields the following equation
dx(t)
dt
= τaN2f ′(N2)x(t − 1)+m(x(t), x(t − 1)) (2.2)
where
m(x(t), x(t − 1)) = τaf ′(N2)x(t)x(t − 1)+ 12τaN2f
′′(N2)[x(t − 1)]2. (2.3)
It is easy to see that the characteristic equation is
λ = τaN2f ′(N2)e−λ. (2.4)
First, we examine when this equation has pure imaginary roots λ = ±iω with ω real number and ω > 0. This is given by
the following lemma.
Lemma 1. The characteristic equation associated to Eq. (1.1) has pure imaginary roots.
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Proof. If λ = iω be a root of the characteristic equation (2.4) where ω > 0, then we have
iω = τaN2f ′(N2)e−iω = τaN2f ′(N2)(cos(ω)− i sin(ω))
that is
iω − τaN2f ′(N2) cos(ω)+ iτaN2f ′(N2) sin(ω) = 0.
Separating real and imaginary parts, we have the following two equations
τM cos(ω) = 0 (2.5a)
ω + τM sin(ω) = 0 (2.5b)
where
M = aN2f ′(N2). (2.6)
These equations give the possible values of τ and ω for which λ− τMe−λ = 0 can have pure imaginary roots. From (2.5a),
one has
ω = (2n+ 1)π
2
, n = 0, 1, 2, 3, . . . . (2.7)
Hence, from (2.5b) one obtains
(2n+ 1)π
2
+ τM(−1)n = 0. (2.8)
Thus,
τn = −(2n+ 1) π2M , n = 0, 2, 4, . . . (2.8a)
are the critical values of τ when f is a decreasing function, and, similarly,
τn = (2n+ 1) π2M , n = 1, 3, 5, . . . (2.8b)
are the critical values of τ when f is an increasing function which completes the proof. 
In this work, we shall only treat the case n = 0 and assume that f is a decreasing function and twice differentiable. The
other cases can be analyzed similarly. We have thus far shown that if τ = τ0 := −π/2M , then the characteristic equation
has pure imaginary roots ±iπ/2. In other words, if λ(τ) = α(τ) + iω(τ) denotes the roots of (2.4), then at τ = τ0 we
have α(τ0) = 0 and ω(τ0) := ω0 = π/2. Next, we prove that if τ = τ0, (2.4) has no roots with positive real parts. If
a+ ib (a, b ∈ R) is a root of (2.4) at τ0, then one obtains the following equations
a+ π
2
e−a cos(b) = 0 (2.9a)
b− π
2
e−a sin(b) = 0. (2.9b)
By (2.9a), it is easy to see that if b = 0, then a must be negative. Now, suppose that both a and b are positive. Then, (2.9a)
implies that b > π2 , and (2.9b) implies that b <
π
2 . Thus, (2.4) has no complex roots with positive real and imaginary parts
at τ0. Notice that substituting of a negative b into (2.9a) and (2.9b) does not change the sign of both equations. Therefore,
similar argument shows that (2.4) does not have complex roots with positive real and negative imaginary parts either if
τ = τ0.
We have verified the hypotheses for Hopf bifurcation to occur at τ = τ0 except to the transversality condition up until
now. Since λ is analytic in τ , we can differentiate (2.4) with respect to τ in order to show it. This is given in the following
lemma.
Lemma 2. The following transversality condition is satisfied
Re

dλ(τ)
dτ

τ=τ0
> 0. (2.10)
Proof. Differentiating the characteristic equation (2.4) with respect to τ , we get
dλ
dτ
= Me−λ + τM

−dλ
dτ

e−λ.
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Now, solving for dλ/dτ term yields
dλ
dτ
= Me
−λ
1+ τMe−λ
whereM is given by (2.6). Next, if one substitutes λ = iω0 and τ = τ0 into this equation, then one has
dλ
dτ

λ=iω0,τ=τ0
= Me
−i π2
1+ −π2M Me−i
π
2
= −iM
1+ iπ2
= −4iM − 2Mπ
4+ π2 .
Separating the real part gives
Re

dλ
dτ

λ=iω0,τ=τ0
= −2Mπ
4+ π2 > 0
so that the transversality condition holds. 
Summing up all works above shows that the hypotheses for Hopf bifurcation are satisfied at τ = τ0 when f ′(N2) < 0.
These lead us to state the following theorem.
Theorem 3. For a general non-linear delayed differential equation (1.1), we have the following.
1. If τ < τ0, then the equilibrium point N2 of (1.1) is asymptotically stable.
2. If τ > τ0, then the equilibrium point N2 of (1.1) is unstable.
3. If τ = τ0, then Hopf bifurcation occurs when f ′(N2) < 0 and τ0 = −π/2M is the bifurcation value.
3. Properties of Hopf bifurcation
In the previous section, we have obtained the conditions that lead to Hopf bifurcation. In this section, we will study
the direction of Hopf bifurcation and the stability of bifurcating periodic solutions by applying normal form theory and the
center manifold theorem in [19]. We have shown that Eq. (1.1) undergoes a Hopf bifurcation at the positive equilibrium
point N2 when τ = τ0, and λ = iω0 is the corresponding purely imaginary root of the characteristic equation at this point.
By the transformation t = τ s, τ = τ0 + µ and N(t) = N(τ s) = x(s) + N2, Eq. (1.1) is equivalent to the following
functional differential equation in C = C([−1, 0],R)
x˙(t) = Lµ(xt)+m(µ, xt) (3.1)
where xt(θ) = x(t + θ) for θ ∈ [−1, 0), φ ∈ C , Lµ: C → R,m:R× C → R are given by
Lµ(φ) = (τ0 + µ)aN2f ′(N2)φ(−1) (3.2)
and
m(µ, φ) = (τ0 + µ)af ′(N2)φ(0)φ(−1)+ 12 (τ0 + µ)aN2f
′′(N2)[φ(−1)]2. (3.3)
By the Riesz Representation Theorem, there exists a function η(θ, µ) of bounded variation for θ ∈ [−1, 0], such that for
φ ∈ C
Lµφ =
 0
−1
dη(θ, 0)φ(θ). (3.4)
We may take
dη(θ, µ) = (τ0 + µ)aN2f ′(N2)δ(θ + 1) (3.5)
where δ is the Dirac delta function. For φ ∈ C1([−1, 0],R), define
A(µ)φ =

dφ(θ)
dθ
, θ ∈ [−1, 0) 0
−1
dη(µ, s)φ(s), θ = 0
(3.6)
and
R(µ)φ =

0, θ ∈ [−1, 0)
m(µ, φ), θ = 0. (3.7)
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Then, the system (3.1) is equivalent to
x˙t = A(µ)xt + R(µ)xt . (3.8)
For ψ ∈ C1([−1, 0],R∗), define
A∗ψ(s) =

−dψ(s)
ds
, s ∈ (0, 1] 0
−1
dηT (µ, t)ψ(t), s = 0
(3.9)
and a bilinear inner product
⟨ψ(s), φ(θ)⟩ = ψ(0)φ(0)−
 0
−1
 θ
ξ=0
ψ(ξ − θ)dη(θ)φ(ξ)dξ (3.10)
where η(θ) = η(θ, 0). Then A(0) and A∗(0) are adjoint operators. Suppose that q(θ) and q∗(s) are eigenvectors of A and A∗,
respectively, which correspond to λ = iω0 and λ = −iω0. Since A(0)q(θ) = iω0q(θ), q(θ) = eiω0θ . Similarly q∗ = Deiω0s is
obtained. We need to find the value of D. To do this, the relation ⟨q∗(s), q(θ)⟩ = 1 is used. From (3.10)

q∗(s), q(θ)
 = D−  0
−1
 θ
ξ=0
De−iω0(ξ−θ)dη(θ)eiω0ξdξ
= D

1−
 0
−1
eiω0θdη(θ)

= D [1− iτ0M] .
Thus, we obtain D as
D = 4+ 2iπ
4+ π2 (3.11)
such that ⟨q∗(s), q(θ)⟩ = 1 and ⟨q∗(s), q(θ)⟩ = 0.
Now we use the theory given by Hassard et al. [19] to compute the coordinates of center manifold C0 at µ = 0. Define
z(t) = q∗, xt  , w(t, θ) = xt − 2Re{z(t)q(θ)}. (3.12)
On the center manifold, we have
w(t, θ) = w(z(t), z(t), θ) = w20(θ) z
2
2
+ w11(θ)zz + w02(θ) z
2
2
+ · · · (3.13)
where z and z are local coordinates for the center manifold in the direction of q and q∗. For xt ∈ C0
z˙(t) = q∗, x˙t  = q∗, Axt + Rxt 
= iω0

q∗, xt
+ q∗(0)m0(z, z) ≡ iω0z(t)+ g(z, z) (3.14)
where
g(z, z) = q∗(0)m0(z, z) = g20 z
2
2
+ g11zz + g02 z
2
2
+ · · · . (3.15)
To evaluate the coefficients of g(z, z), we need to rewrite Eq. (3.3). From (3.12) we have
xt(0) = z + z + w(t, 0), (3.16a)
xt(−1) = −iz + iz + w(t,−1). (3.16b)
From (3.3) and (3.15)
g(z, z) = Dm0(z, z)
where
m0(x(t), x(t − 1)) = τ0af ′(N2)xt(0)xt(−1)+ 12τ0aN2f
′′(N2)[xt(−1)]2.
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Thus
g(z, z) = D

z2
2
−2iaτ0f ′(N2)− aτ0N2f ′′(N2)+ zz aτ0N2f ′′(N2)
+D

z2
2

2iaτ0f ′(N2)− aτ0N2f ′′(N2)
+ z2z
2

2aτ0f ′(N2)w11(−1)

+D

z2z
2

aτ0N2f ′′(N2)w20(−1)+ iaτ0f ′(N2)w20(0)+ 2iaτ0N2f ′′(N2)w11(0)

+D

z2z
2
−iaτ0N2f ′′(N2)w11(−1)+ iaτ0N2f ′′(N2)w20(−1)+ · · · . (3.17)
By comparing the coefficients of (3.17) with those of (3.15), we obtain
g20 = D
−2iaτ0f ′(N2)− aτ0N2f ′′(N2) , (3.18)
g11 = D

aτ0N2f ′′(N2)

, (3.19)
g02 = D

2iaτ0f ′(N2)− aτ0N2f ′′(N2)

, (3.20)
g21 = D

2aτ0f ′(N2)w11(−1)+ aτ0N2f ′′(N2)w20(−1)+ iaτ0f ′(N2)w20(0)

+D 2iaτ0N2f ′′(N2)w11(0)− iaτ0N2f ′′(N2)w11(−1)+ iaτ0N2f ′′(N2)w20(−1) . (3.21)
In order to determine g21 we need to computew20(0),w20(−1),w11(0) andw11(−1). By (3.12)
w˙(t, θ) = x˙t − 2Re{z˙(t)q(θ)}
=

Aw − 2Req∗m0q(θ), θ ∈ [−1, 0)
Aw − 2Req∗m0q(θ)+m0, θ = 0
≡ Aw + H(z, z, θ) (3.22)
where
H(z, z, θ) = H20 z
2
2
+ H11zz + H02 z
2
2
+ · · · . (3.23)
Note that on the center manifold
w˙ = wz z˙ + wz z˙. (3.24)
Thus, we obtain
(A− 2iω0) w20(θ) = −H20(θ), Aw11(θ) = −H11(θ). (3.25)
From (3.22), for θ ∈ [−1, 0),
H(z, z, θ) = −2Re{z˙(t)q(θ)}. (3.26)
Comparing the coefficients of (3.26) with those of (3.23), we obtain the following equalities
H20(θ) = − (q(θ)g20 + q(θ)g02) ,
H11(θ) = − (q(θ)g11 + q(θ)g11) , (3.27)
H02(θ) = − (q(θ)g02 + q(θ)g20) .
From (3.25), (3.27) and the definition of A, we get
(A− 2iω0) w20(θ) = (q(θ)g20 + q(θ)g02) .
Then, we have
w20(θ) = i
ω
g20eiωθ + i3ω g02e
−iωθ + E1e2iωθ (3.28)
where E1 is a constant. Let us find the value of E1. If we take θ = 0 at (3.25), then
(A− 2iω0) w20(0) = g20 + g02 + E1
 0
−1
dη(θ)e2iωθ − 2iωE1 = −H20(0)
= g20 + g02 + 2iaτ0f ′(N2)+ aτ0N2f ′′(N2)
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so that
E1
 0
−1
dη(θ)e2iωθ − 2iω

= 2iaτ0f ′(N2)+ aτ0N2f ′′(N2).
One obtains that
E1 = 2iaτ0f
′(N2)+ aτ0N2f ′′(N2)
−aτ0N2f ′(N2)− 2iω . (3.29)
Similarly, we have
w11(θ) = −i
ω
g11eiωθ + i
ω
g11e
−iωθ + E2 (3.30)
where E2 is a constant. Now, we find the value of E2. If we take θ = 0 at (3.25), then
Aw11(0) = g11 + g11 +
 0
−1
dη(θ)E2 = −H11(0)
= g11 + g11 − aτ0N2f ′′(N2)
so E2 has the form
E2 = − f
′′(N2)
f ′(N2)
. (3.31)
Thus,
w20(0) = 2i
π
g20 + 2i3π g02 +
2iaτ0f ′(N2)+ aτ0N2f ′′(N2)
−aτ0N2f ′(N2)− iπ , (3.32)
w20(−1) = 2
π
g20 − 23π g02 +
2iaτ0f ′(N2)+ aτ0N2f ′′(N2)
−aτ0N2f ′(N2)− iπ , (3.33)
w11(0) = −2i
π
g11 + 2i
π
g11 − f
′′(N2)
f ′(N2)
, (3.34)
w11(−1) = −2
π
g11 − 2
π
g11 − f
′′(N2)
f ′(N2)
. (3.35)
From (3.18)–(3.20) and (3.32)–(3.35), one can find the coefficient g21 as
g21 = −πD
2
f ′′(N2)
N2f ′(N2)
+ 9πDf
′′(N2)
10N2f ′(N2)
+ 2iπDD
3N22
+ πD
5N22
− 3iπD
5N22
− 7iπDf
′′(N2)
10N2f ′(N2)
+ 7iπDD
6

f ′′(N2)
f ′(N2)
2
− 11iπD
10

f ′′(N2)
f ′(N2)
2
+ πD
5

f ′′(N2)
f ′(N2)
2
. (3.36)
In order to characterize the properties of Hopf bifurcation, we need to evaluate the following
c1(0) = i2ω

g20g21 − 2 |g11|2 − |g02|
2
3

+ g21
2
, (3.37)
µ2 = − Re{c1(0)}Re{λ′(τ0)} , (3.38)
β2 = 2Re{c1(0)}, (3.39)
k2 = − Im{c1(0)} + µ2Im{λ
′(τ0)}
ω
. (3.40)
Here, µ2 determines the direction of Hopf bifurcation, β2 determines the stability of the bifurcating solution and k2
determines the period of the bifurcating solution.
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Now substituting (3.18)–(3.20) together with (3.36) into (3.37), we have
c1(0) = π f
′′(N2)
2N2f ′(N2)

16− 16iπ − 4π2
4+ π22

− iπ
2

f ′′(N2)
f ′(N2)
2 16− 16iπ − 4π2
4+ π22

− 7iπ
12

f ′′(N2)
f ′(N2)
2  4
4+ π2

− iπ
3N22

4
4+ π2

+ 9π f
′′(N2)
20N2f ′(N2)

4− 2iπ
4+ π2

+ π
10N22

4− 2iπ
4+ π2

− 3iπ
10N22

4− 2iπ
4+ π2

− 7iπ f
′′(N2)
20N2f ′(N2)

4− 2iπ
4+ π2

− 11iπ
20

f ′′(N2)
f ′(N2)
2 4− 2iπ
4+ π2

+ π
10

f ′′(N2)
f ′(N2)
2 4− 2iπ
4+ π2

. (3.41)
To find the value of µ2, β2 and k2, we need to separate real and imaginary parts of (3.41). Then
Re {c1(0)} = 2 }1 f
′(N2)f ′′(N2)+ }2 N2

f ′′(N2)
2
10N2 [f ′(N2)]2

4+ π22 + }35N22 4+ π2 (3.42)
and
Im {c1(0)} = 3 }4 f
′(N2)f ′′(N2)+ 2 }5 N2

f ′′(N2)
2
30N2 [f ′(N2)]2

4+ π22 + }65N2 4+ π22 (3.43)
where
}1 = −542.7030305,
}2 = −2121.040358,
}3 = −23.3256279,
}4 = −2631.572992,
}5 = 876.7144133,
}6 = −28.71916032.
Hence, since Re(λ′(τ0)) > 0 by (2.10) we have the following results.
Theorem 4. For Eq. (1.1), we have the following.
1. When f ′′(N2) ≠ 0,
(a) if Re {c1(0)} < 0, then the Hopf bifurcation is supercritical,
(b) if Re {c1(0)} > 0, then the Hopf bifurcation is subcritical,
(c) if Re {c1(0)} < 0, then the bifurcating periodic solutions are stable,
(d) if Re {c1(0)} > 0, then the bifurcating periodic solutions are unstable,
(e) if k2 > 0, then the period increases,
(f) if k2 < 0, then the period decreases.
2. If f ′′(N2) = 0, then the Hopf bifurcation is supercritical, the bifurcating periodic solution is stable and the period of solutions
is
k2 = − 2 }65πN2(4+ π2)2 −
4 }3
5π2N2(4+ π2) .
4. Numerical simulations
In this section, we perform some numerical simulations to support our theoretical results by using MATLAB. As an
example we take
f (N(t)) = 1− N(t)
K
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Fig. 1. The graph of the solution x(t) of the model dx(t)/dt = −τax(t − 1)(x(t)+ 1)with the initial condition x0 = 0.2 and τ = π/4.
so that Eq. (1.1) takes the form
dN(t)
dt
= aN(t)

1− N(t − τ)
K

(4.1)
where K is the carrying capacity of a population which is positive. This equation is the Hutchinson–Wright equation which
is well known in ecology. Eq. (4.1) has only one positive equilibrium point N2 = K and f ′(K) = −1/K < 0. Using the
transformations t = τ s and N(t) = N(τ s) = x(s)+ K , Eq. (4.1) is rewritten as
dx(t)
dt
= −τax(t − 1)(x(t)+ 1). (4.2)
Notice here that due the transformation the equilibrium is shifted to 0 and the function f has a new form, namely−x(t− 1)
where f ′(0) = −1 < 0.
From the results in Section 2 we calculate the bifurcation value as τ0 = π2 . It is obvious that when there is no delay
(i.e. τ = 0), the positive equilibrium point N2 = K associated with the equilibrium point 0 in (4.2) is asymptotically stable.
By Theorem 3, the equilibrium point N2 of Eq. (4.1) is asymptotically stable when τ ∈ [0, π2 ), unstable when τ > π2 , and
also Hopf bifurcation occurs at τ = τ0. It is easy to see that f ′′(0) = 0 so that the Hopf bifurcation is supercritical and the
bifurcating periodic solution is stable due to Theorem 4. From the formulas in Section 3, we compute the values c1(0), µ2,
β2 and k2 as
c1(0) = −40iπ + 12π − 6iπ
2 − 36iπ − 18π2
30N22 (4+ π2)
,
µ2 = 0.7424777962 > 0,
β2 = −0.6727121333 < 0,
k2 = 0.2434726191 > 0.
In the numerical simulations, the initial condition is taken as x0 = 0.2 and theMATLABDDE solver is used to simulate the
system (4.2). Fig. 1 shows that the equilibrium point 0 (associated with the equilibrium point N2 in (4.1)) is asymptotically
stable when τ ∈ [0, π2 ). At first τ = π4 < π2 is taken and the function x(t) is graphed with respect to time.
In Fig. 2a, τ = π2 is taken and the function x(t) is graphed with respect to time. This figure shows that the equilibrium
point 0 losses its stability when τ = π2 . Fig. 2b shows the graph of x(t) versus x(t − 1) under the same conditions as in
Fig. 2a. Finally, in Fig. 3, τ = π > π2 is taken and the function x(t) is graphed. This figure shows that the solution of Eq. (4.2)
is unstable so that the solution of Eq. (4.1) is unstable, either.
5. Conclusion and remarks
Former studies show that the delay parameter plays an important role in the stability analysis of positive equilibrium
points of a dynamical system (see [1,6–18] and the references therein). In this paper, we worked on a general non-
linear differential equation involving a discrete time delay. First, we investigated the necessary conditions at which Hopf
bifurcation occurs by choosing the delay parameter τ as the bifurcation parameter. Using the Poincaré normal form and the
centermanifold theorem, the formulas that determine the direction of bifurcation, the period of the solution and the stability
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Fig. 2a. The graph of the solution x(t) of the model dx(t)/dt = −τax(t − 1)(x(t)+ 1)with the initial condition x0 = 0.2 and τ = π/2.
Fig. 2b. The graph of the solution x(t) versus x(t − 1) of the model dx(t)/dt = −τax(t − 1)(x(t)+ 1)with the initial condition x0 = 0.2 and τ = π/2.
Fig. 3. The graph of the solution x(t) of the model dx(t)/dt = −τax(t − 1)(x(t)+ 1)with the initial condition x0 = 0.2 and τ = π .
of the solution are obtained. Then, we supported our theoretical results via some numerical simulations. We showed that
when the bifurcation parameter τ passes a critical bifurcation value τn (n = 0, 1, 2, . . .), stability of the positive equilibrium
point of the equation changes from stable to unstable, and Hopf bifurcation occurs at this critical value.
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