Estimates for transition probabilities on a compact manifold  by Stroock, Daniel W.
Journal of Functional Analysis 242 (2007) 295–303
www.elsevier.com/locate/jfa
Estimates for transition probabilities
on a compact manifold
Daniel W. Stroock 1
MIT, 2-272, Cambridge, MA 02139-4307, USA
Received 13 May 2006; accepted 14 May 2006
Available online 16 June 2006
Communicated by L. Gross
Abstract
The purpose of this note is to describe a procedure for transferring familiar estimates for transition prob-
abilities on RN to transition probabilities on compact manifolds.
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E.B. Dynkin asked me whether I could provide him a reference for the sort of estimate given
in (2.11) of his article with S. Kuznetsov. In the case of operators with smooth coefficients, such
references are plentiful. However, although many people know that smoothness is not necessary,
I could not give a reference to a place where such results are stated explicitly, and, rather than
hunt one down, at his request, decided to create one. Thus, I have written this article not because
it contains anything that is surprising but because it seemed desirable to remove one of the many
examples of results which are “well known” but not written down.
To get started, suppose that M is a compact, connected N -dimensional Riemannian manifold
(without boundary), which, through Theorem 14, we need be no more than C1, but, starting with
Theorem 15, we need to be C2. Next, give the pathspace Ω(M) = C([0,∞);M) the topology of
uniform convergence on compact intervals, and let M1(Ω(M)) be the space of Borel probability
measures on Ω(M) with the weak topology. Throughout, m ∈ M → Pm ∈ M1(Ω(M)) will be
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296 D.W. Stroock / Journal of Functional Analysis 242 (2007) 295–303a continuous map which is homogeneous Markov in the sense that, for each s ∈ (0,∞) and
B ∈ BΩ(M) (the Borel field over Ω(M))
Pm
(
θ−1s (B)
∣∣ Bs)(ω) = Pω(s)(B) for Pm-almost every ω ∈ Ω(M),
where Bs = σ({ω(τ): τ ∈ [0, t]}) is the σ -algebra generated by the path up until time t
and θs :Ω → Ω is the time-shift transformation given by θsω(t) = ω(s + t). Equivalently, if
P(s,m,Γ ) = Pm(ω(s) ∈ Γ ) for s  0 and Γ ∈ BM , then {Pm: m ∈ M} is the Markov process
for which (t,m) P(t,m, ·) is the transition probability function. We will assume that this tran-
sition probability function admits a continuous density (t,m,m′) ∈ (0,∞)×M2 → pt(m,m′) ∈
[0,∞) with respect to the Riemannian measure λ on M . That is, for (t,m) ∈ (0,∞) × M ,
P(t,m,dm′) = pt(m,m′)λ(dm′).
Our goal is to develop a method for proving that ps(m,m′) satisfies Gaussian estimates of the
form
1
κ(t ∧ 1)N2
e−
κd(m,m′)2
t  pt (m,m′)
κ
(t ∧ 1)N2
e−
d(m,m′)2
κt , (1)
where d(m,m′) is the Riemannian distance between m and m′, on the basis of local information
(i.e., information which can be checked by looking at local coordinate charts). We will begin
with the lower bound.
Lemma 2. Assume that there exists a δ > 0 with the property that
pt(m,m
′) δ
t
N
2
for δ  t  δ−1d(m,m′)2. (3)
Then there is a κ < ∞ for which the left-hand side of (1) holds.
Proof. We use a “chaining arguement.” Namely, suppose that t ∈ (0, δ] and that d(m,m′)2 > δt ,
set d = d(m,m′), and let γ : [0, t] → M be a minimal geodesic from m to m′. Next, take n be
the smallest integer dominating 4d2
δt
, and set s = tn for 0  n. Then d(m−1,m) = r ≡ dn ,
where m = γ (s), and, by the Chapman–Kolmogorov equation,
pt (m,m
′)
∫
· · ·
∫
Γ1×···×Γn−1
p t
n
(
m0,m
′
1
) · · ·p t
n
(
m′n−1,mn
)
λ
(
dm′1
) · · ·λ(dm′n−1),
where Γ = {m′ ∈ M: d(m,m′)∨ d(m′,m+1) r}. Applying (3) and the fact that each λ(Γm)
is bounded below by a fixed, positive multiple of ( t
n
)N/2, one sees that there is an  > 0 such that
pt(m,m
′) t−N/2n. After re-writing this, the left-hand side of (1) follows for t ∈ (0, δ], and the
result for t > δ is simply another application of the Chapman–Kolmogorov equation combined
with the estimate for t = δ. (Remember that M is compact and therefore that its diameter is
finite.) 
In the following, and elsewhere, τW (ω) = inf{t  0: ω(t) /∈ W } is the first exit time from W .
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and assume that there is a δ > 0 such that
Pm
(
τW  δ
)
 1 − δ for m ∈ V . (5)
Then, for any (t,m) ∈ (0,∞)×M and Γ ∈ BM with Γ ⊆ V ,
P(t,m,Γ ) Pm
(
ω(t) ∈ Γ & τW (ω) > t)
+ e
t
1 − α sup(s,m′)∈[0,t]×∂V
Pm′
(
ω(s) ∈ Γ & τW > s), (6)
where α ≡ 1 − δ(1 − e−δ) ∈ (0,1).
Proof. Using induction, define the stopping times {σn: n 0} and {τn: n 0} so that σ0(ω) = 0,
τn(ω) = inf{t  σn: ω(t) /∈ W }, and σn+1(ω) = inf{t  τn: ω(t) ∈ V }. Because ω is continuous,
σn(ω) ↗ ∞. Next, set f (s,m′) = Pm′(ω(s) ∈ Γ & τW (ω) > s). Then, by the strong Markov
property,
P(t,m,Γ ) = Pm
(
ω(t) ∈ Γ & τW (ω) > t)+ ∞∑
n=1
Pm
(
ω(t) ∈ Γ &σn(ω) t < τn(ω)
)
= f (t,m)+
∞∑
n=1
Em
[
f
(
t − σn(ω),ω(σn)
)
, σn(ω) t
]
 f (t,m)+
(
sup
(s,m′)∈[0,t]×∂V
f (s,m′)
) ∞∑
n=1
Pm(σn  t).
Thus, it suffices to prove that, for n  1, Pm(σn  t)  etαn−1, which will follow from
Em[e−σn]  αn−1. To check this latter estimate, set gn(m) = Em[e−τn−1 ]. Clearly Em[e−σn] 
gn(m) and g1(m) = Em[e−τW ]. Moreover, by the strong Markov property,
gn+1(m) = Em
[
e−σng1
(
ω(σn)
)]
 gn(m) sup
m′∈∂V
g1(m
′).
Hence, since m′ ∈ ∂V ⇒ g1(m′) 1 − δ(1 − e−δ), we are done. 
By combining Lemmas 2 and 4, we get the following criterion for the existence of Gaussian
estimates of the sort in (1). In its statement, BM(m, r) = {m′: d(m,m′) < r} is the ball in M of
radius r centered at m.
Theorem 7. Let {Uk: 1  k K}, {Vk: 1  k K}, and {Wk: 1  k K} be covers of M by
open sets, and assume that there is a ρ ∈ (0,1) with the properties that, for each 1 k K and
t ∈ (0, ρ],
(a) d(Uk,VkC)∧ d(Vk,WkC) ρ,
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(
ω(t) ∈ Γ & τWk (ω) > t) ρ
t
N
2
λ
(
Γ ∩BM(m,(ρt)1/2)) for m ∈ V k,
(c) Pm
(
ω(t) ∈ Γ & τWk (ω) > t) 1
ρt
N
2
∫
Γ
e−ρ
d(m,m′)2
t λ(dm′) for m ∈ Wk.
Then there exists a κ for which (1) holds.
Proof. It is clear from (b) that
P
(
t,m,BM(m′, r)
)
 Pm
(
ω(t) ∈ BM(m′, r)& τWk (ω) > t) ρ
t
N
2
λ
(
BM(m′, r)
) (8)
if (t,m) ∈ (0, ρ) × Uk and d(m,m′) ∨ r  (ρt)1/22 . Hence, pt (m,m′)  ρtN/2 for ρ  t 
2
ρ
d(m,m′)2, and so (3) holds with δ = ρ2 . In particular, by Lemma 2, we know that there is a
κ for which the left-hand side of (1) obtains.
To get the upper bound in (1), first observe that, by (b),
Pm
(
τWk > ρ
)
 ρ1−N2 λ
(
BM(m,ρ)
)
for m ∈ V k.
At the same time, there is an  ∈ (0,1] such that λ(BM(m,ρ)) ρN . Hence, we now see that
Pm(τ
Wk  δ) 1 − δ for m ∈ V k , where δ = ρ1+N/2. Applying Lemma 4 and (c), we conclude
that, for (t,m) ∈ (0, ρ] ×M and Γ ⊆ Uk ,
P(t,m,Γ ) 1
ρt
N
2
∫
Γ
e−
ρd(m,m′)2
t λ(dm′)+ 2
N
2 ENe
ρ
ρ1+ 3N2 (1 − α)
e−
ρ2
2t λ(Γ ),
where EN ≡ sups>0 s−N/2e−1/s = ( N2e )N/2. From this it is an easy step to the existence of a κ
for which the right-hand side of (1) holds, first for t ∈ (0, ρ] and then, after an application of the
Chapman–Kolmogorov equation, for all t ∈ (0,∞). 
As a more or less immediate consequence of Theorem 7, we have the following. In its state-
ment, |Γ | is used to denote the Lebesgue measure of Γ ∈ BRN and BRN (x, r) denotes the
Euclidean ball in RN centered at x and of radius r .
Corollary 9. Assume that {(Wk,ψk): 1  k  K} is an atlas of coordinate charts for M such
that
(a) ψk(Wk) = BRN (0,3) and M =
K⋃
1
ψ−1k
(
BR
N
(0,1)
)
,
(b) ψk ◦ψ−1k′ ψk′(Wk) has bounded, continuous, first order derivatives,
(c) Pm
(
ω(t) ∈ ψ−1k (Γ )& τWk (ω) > t
)
 ρ
t
N
2
∣∣Γ ∩BRN (ψk(m), (ρt 12 ))∣∣
for (t,m) ∈ (0, ρ] ×ψ−1k
(
BR
N
(0,2)
)
and Γ ⊆ BRN (0,3),
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(
ω(t) ∈ ψ−1k (Γ )& τWk > t
)
 1
ρt
N
2
∫
Γ
e−ρ
|y−ψk(m)|2
t dy
for (t,m) ∈ (0, ρ] ×Wk and Γ ⊆ BRN (0,3),
for some ρ ∈ (0,1). Then there is a κ for which (1) holds.
Given Theorem 7, the proof of Corollary 9 comes down to taking Uk and Vk in Theorem 7
to be, respectively, ψ−1k (BR
N
(0,1)) and ψ−1k (BR
N
(0,2)), and noting that, for m,m′ ∈ Wk ,
d(m,m′) is commensurate with |ψk(m) − ψk(m′)| and that, for Γ ⊆ BRN (0,3), λ(ψ−1k (Γ ))
is commensurate with |Γ |.
In order to apply Corollary 9, we need to recall the sort of results which are available for
Markov processes in Euclidean space. There are two classes of Markov processes for which
the associated transition probabilities admit Gaussian estimates; namely, those whose generators
are uniformly elliptic, “divergence form” operators and those whose generators are in “non-
divergence form.” Because those in the latter class are more familiar to probabilists, we will
restrict our attention to them, although most of what we say applies equally well in the divergence
form setting. To be specific, suppose that L is an operator whose action on C2(RN ;R) is given
by
Lf (x) = 1
2
N∑
i,j=1
aij (x)∂xi ∂xj f +
N∑
i=1
bi(x)∂xi f, (10)
where a :RN → RN ⊗RN is a uniformly Hölder continuous, symmetric matrix-valued function
which satisfies
αI  a(x) α−1I, x ∈ RN for some α ∈ (0,1], (11)
and b :RN → RN is a bounded, uniformly Hölder continuous function. Following the original
work of E. Levi, analysts have shown (cf. the first chapter of [2]), that the Cauchy initial value
problem for the heat equation corresponding to L admits a fundamental solution qt (x, y) which
satisfies Gaussian estimates of the form
1
κt
N
2
e−
κ|y−x|2
t  qt (x, y)
κ
t
N
2
e−
|y−x|2
κt for (t, x, y) ∈ (0,1] ×RN. (12)
Here the constant κ can be chosen to depend only on N , α, the bound on b, and the Hölder
continuity of a and b.2 Furthermore, for each (t, y), qt (·, y) has two continuous derivatives. In
fact, its second derivatives are bounded, uniformly Hölder continuous functions on {(t, x, y):
t + |x − y| δ} for each δ > 0.
Set Ω(RN) = C([0,∞);RN), and let M1(Ω(RN)) be the space of Borel probability mea-
sures on Ω(RN) with the topology of weak convergence. Following Kolmogorov, it is an easy
matter to construct a continuous, homogeneous Markov family {Qx : x ∈ RN } in M1(Ω(RN))
2 It is remarkable that the dependence on continuity can be removed from the corresponding result for divergence form
operators. It cannot be removed in the divergence form case.
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transition probability for {Qx : x ∈ RN }, then Q(t, x, dy) = qt (x, y) dy. The basic analytic facts
which we will need are contained in the following lemma, which we will prove in a way which
makes it clear that they rely only on (12) and not on the particular structure giving rise to (12).
Lemma 13. Set Br = BRN (0, r). There is a ρ ∈ (0,1), depending only on N and the κ in (12),
such that
(a) Qx
(
ω(t) ∈ Γ & τB3(ω) > t) ρ
t
N
2
∣∣Γ ∩BRN (x, (ρt)1/2)∣∣ for (t, x) ∈ (0, ρ] ×B2,
(b) Qx
(
ω(t) ∈ Γ & τB3(ω) > t) 1
ρt
N
2
∫
Γ
e−ρ
|y−x|2
t dy for (t, x) ∈ (0, ρ] ×B3.
Proof. Obviously, (b) with ρ = κ−1 is an immediate consequence of the right-hand side of (12).
To prove (a), note that, by the strong Markov property,
Qx
(
ω(t) ∈ Γ & τB3(ω) > t)= ∫
Γ
qt (x, y) dy −Ex
[∫
Γ
qt−τB3 (ω)
(
ω(τ3), y
)
dy, τ3(ω) t
]
.
Hence, when x ∈ B2 and 0 < t  ρ  1/2,
Qx
(
ω(t) ∈ Γ & τB3(ω) > t)Qx(ω(t) ∈ Γ ∩BRN (x, (ρt)1/2)& τB3(ω) > t)
 1
t
N
2
(
1
κ
e−κρ −Cρ N2
)∣∣Γ ∩BRN (x, (ρt)1/2)∣∣,
where C = κ sups>0 s
N
2 e− 14κs . Clearly, by taking ρ > 0 sufficiently small, one gets (a) from
this. 
By combining Lemma 13 with Corollary 9, we have the following.
Theorem 14. For each 1  k  K , let {Qkx : x ∈ RN } be the Markov family corresponding to
an operator Lk of the form in (10) with bounded, Hölder continuous coefficients satisfying (11).
If {(Wk,ψk): 1  k  K} is an atlas for M satisfying condition (a) in Corollary 9 and if, for
each 1  k  K and m ∈ Wk , the distribution under Pm of {ω(t ∧ τWk ): t  0} is the same as
the distribution under Qkψk(m) of {ω(t ∧ τB3): t  0}, then there is a κ for which (1) holds.
Theorem 14 is useful because of the following.
Theorem 15. Continue with the notation and hypotheses in Theorem 14, only now assume that
the coordinate maps {ψk: 1 k K} satisfy the condition that ψk ◦ψ−1k′ ψk(Wk′) has bounded,
continuous derivatives up to second order. In addition, assume that the operators {Lk: 1 
k  K} are consistent under {(Wk,ψk): 1  k  K} in the sense that, for each f ∈ C2(RN),
Lkf = Lk′(f ◦ (ψk′ ◦ ψ−1)) on ψk(Wk′). Then there exists a unique, continuous, homogeneousk
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bution of {ω(t ∧ τWk ): t  0} under Pm is the same as that of {ψ−1k (ω(t ∧ τB3)): t  0} under
Qkψk(m)
.
Proof. A proof can be based on the localization ideas introduced in [3, Chapter 6]. For this
purpose, recall (cf. Theorem 6.1.2 there) that if m ∈ M → Rm ∈ M1(Ω(M)) is a measurable
map with the property that Rm(ω(0) = m) = 1 and if t ∈ [0,∞), then
ω ∈ Ω(M) → δω ⊗t R· ∈ M1
(
Ω(M)
)
is the measurable map determined by the property that δω ⊗t R·(A∩ θtB) = 1A(ω)Rω(t)(B) for
A ∈ Bt ≡ σ({ω(s): s ∈ [0, t]}) and B ∈ BΩ(M). Next, if R ∈ M1(Ω(M)) and ζ :Ω → [0,∞] is
a {Bt : t  0}-stopping time, then R ⊗ζ R· is the element of M1(Ω(M)) determined by
R ⊗ζ R·(B) =
∫
{ζ<∞}
δω ⊗ζ R·(B)R(dω)+R
(
B ∩ {ζ = ∞}).
For each k, set Uk = ψ−1k (B1), and, given m ∈ M , set k(m) = min{k: m ∈ Uk}. Next,
use induction to define the stopping times {ζn: n  0} so that ζ0(ω) = 0 and ζn(ω) =
inf{t  ζn−1(ω): ω(t) /∈ Wk(ω(ζn−1))}, with the understanding that ζn(ω) = ∞ if ζn−1(ω) = ∞.
By continuity, ζn(ω) ↗ ∞. Finally, for m ∈ Wk , denote by P˜km the distribution of {ψ−1k ◦
ω(t ∧ τB3): t  0} under Qkψk(m), and set Rm = P˜
k(m)
m .
Given m ∈ M , use induction on n  0 to define {Pnm: n  0} so that P0m = Rm and Pnm =
Pn−1m ⊗ζn R·. Because Pnm  Bζn = Pn−1m  Bζn , there exists a unique Pm with the property that
Pm  Bζn = Pnm  Bζn for all n  0. To see that {Pm: m ∈ M} is a continuous, homogeneous
Markov family, define the operator L on C2(M) so that Lf (m) = Lk(f ◦ ψ−1k )(ψk(m)) if
m ∈ Wk . We will show that, for each m ∈ M , Pm is the unique solution to the martingale problem
for L starting at m. That is, Pm is the one and only P ∈ M1(Ω(M)) with the property that
(
f
(
ω(t)
)− f (m)−
t∫
0
Lf (ω(s))ds,Bt ,P
)
is a mean-zero martingale for each f ∈ C2(M).
The proof that Pm is characterized in this way comes down to the observation that, for each k
and x ∈ RN , Qkx is uniquely determined by the property that it solves the martingale problem
(
f
(
ω(t)
)− f (x)−
t∫
0
Lkf
(
ω(s)
)
ds,Bt ,Q
)
is a mean-zero martingale for each f ∈ C2b
(
RN
)
for Lk starting at x, an assertion which can be easily checked (cf. [3, Theorem 6.3.2]) from
the existence of solutions for the Cauchy initial value problem for ∂tu = Lku. Indeed, once one
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given this characterization of the Pm’s, the facts that m ∈ M → Pm ∈ M1(Ω(M)) is continuous
as well as the Markov property follow from general results in the same reference.
Finally, to see that, for m ∈ Wk , {ω(t ∧ τWk ): t  0} has same distribution under Pm as
{ψ−1k ◦ ω(t ∧ τB3): t  0} has under Qkψk(m), it suffices to note that if R is the distribution of
{ψk ◦ ω(t ∧ τWk ): t  0}, Q ≡ R ⊗τB3 Qk· solves the martingale problem for Lk starting at
ψk(m). 
In order to complete our program, we must still show that the transition probability P(t,m, ·)
for the Markov family produced in Theorem 15 admits a continuous density pt(m,m′). For
this purpose, let k be given, set Vk = ψ−1k (B2), and define (t,m,m′) ∈ (0,∞) × Wk × Wk →
pˆkt (m,m
′) ∈ [0,∞) so that
∫
Γ
pˆkt (m,m
′) λ(dm′) =
∫
ψk(Γ )
qˆkt
(
ψk(m), y
)
dy for Γ ⊆ Wk,
where
qˆkt (x, y) ≡ qk(x, y)−Ekx
[
qk
t−τB3 (ω)
(
ω
(
τB3
)
, y
)
, τB3(ω) t
]
for (t, x, y) ∈ (0,∞)×B23 ,
qkt (x, y) being the fundamental solution for the operator Lk and Ekx indicating that the expec-
tation is being taken with respect to Qkx . We will, as we clearly may, assume that pˆkt (m,m′)
has been chosen so that, for each δ > 0, {pˆkt (m, ·)  V k: (t,m) ∈ [δ,∞) × V k} is a uni-
formly bounded, equicontinuous family. Moreover, because of the relationship between Pm and
{Qkx : x ∈ RN }, one can use the strong Markov property to verify that
Pm
(
ω(t) ∈ Γ & τWk (ω) > t)= ∫
Γ
pˆkt (m,m
′)λ(dm′) for m ∈ Wk and Γ ⊆ Wk.
Hence, if σVk (ω) = inf{t  0: ω(t) ∈ V k} and the stopping times {σkn : n 0} and {τ kn : n 0}
are defined relative to Vk and Wk , as in the proof of Lemma 4, then
P(t,m,Γ ) = Em
[ ∫
Γ
pˆk
t−σVk (ω)
(
ω
(
σVk
)
,m′
)
λ(dm′), σVk (ω) t
]
+
∞∑
n=1
Em
[ ∫
Γ
pˆk
t−σkn (ω)
(
ω
(
σkn
)
,m′
)
λ(dm′), σ kn (ω) t
]
,
for Γ ⊆ Vk and m ∈ M . In particular, this means that if
pt(m,m
′) ≡ Em
[
pˆk
t−σVk (ω)
(
ω
(
σVk
)
,m′
)
, σVk (ω) t
]
+
∞∑
Em
[
pˆk
t−σkn (ω)
(
ω
(
σkn
)
,m′
)
, σ kn (ω) t
]
n=1
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{pt(m, ·): (t,m) ∈ [δ,∞)×M} is a bounded, equicontinuous family. To prove that pt (m,m′) is
jointly continuous in all its variables, note that, for any f ∈ C(M),
(t,m)
∫
M
f (m′)pt (m,m′)λ(dm′) = Em
[
f
(
ω(t)
)]
is continuous, and therefore, because to the equicontinuity property alluded to above, an elemen-
tary arguement (using approximate identifies) yields the desired continuity.
Summarizing, we have now proved the following corollary to Theorems 14 and 15.
Corollary 16. Let everything be as in Theorem 15. Then the transition probability for
{Pm: m ∈ M} admits a continuous density which satisfies estimates of the form in (1).
Concluding remarks. It should be pointed out that (t,m,m′) pt (m,m′) is much better than
continuous. Indeed, when the coefficients in the Lk’s are α-Hölder continuous and the manifold
M is C2+α , then not only (t,m,m′) pt(m,m′) is continuous, but also (t,m) pt (m,m′) is
once continuously differentiable in t , twice in m and all these are (α/2, α)-Hölder continuous
(i.e., α/2-Hölder in time and α-Hölder in space).
A second remark which may be useful when dealing with divergence form operators is that
the continuity of (t,m) pt(m,m′) can be proved as a consequence of estimates of the form
in (1). This observation is the one on which Moser based his proof of Nash’s continuity result.
See [1, Section 3] for details.
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