


















                                                 
2 Their point is not solely about the regularity requirement, however: natural selection may 
violate the regularity requirement as formulated by MDC and Glennan, as well as the 
requirements for organization and productive continuity. While my argument here addresses the 
issue with respect to regularity, I do not address that of productive continuity. I will note that this 
requirement only poses a problem for accommodating natural selection as a mechanism if one 
relies on a productive, rather than counterfactual, account of causation. 
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and activities to fail to exhibit any kind of regularity in this taxonomy. But in that case, I argue, it should not count as a mechanism.3  There are three main parameters along which regularity in a candidate causal system can vary: the organizational location of regularity in terms of the structure of the candidate mechanism; the strength of connection between component elements in the candidate mechanism; and the statistical pattern by which a candidate mechanism could fail to operate always or for the most part while still exhibiting sufficient regularity to count as a mechanism. Specifying each of these three parameters for any given mechanisms allows us to conveniently express a great deal of information about that mechanism, how it may connect to other mechanisms, and where the fruitful avenues of continued research with respect to it are likely to be found. I’ll first outline the taxonomy, and then demonstrate how it works with an example. First, consider the ways in which causes affiliated with a mechanism could be empirically regular in terms of the organizational location in the overall structure of a mechanism: 1) Regular occurrence of start‐up conditions 2) Regular triggering of the mechanism once start‐up conditions occur  3) Regular operation of specific activities connecting the entities within a single mechanism 4) Regular production of termination conditions once mechanism has been triggered This parameter localizes within a mechanism where, precisely, one is attributing a specific level of regularity. Mechanisms are often organized spatiotemporally, such that 1‐4 would pick out events within a temporal or spatial sequence. However, to accommodate mechanisms with organizational structures that are not clearly 
                                                 
3 This implies that there can be causal chains that are not mechanisms, and causal explanations 
that do not cite mechanisms. By requiring mechanisms to be at least minimally regular, I thereby 
retain a distinction between the class of causal chains in the world, and the proper subset of that 
class containing causal chains that are also mechanisms. I will take this issue up again in the 




















                                                 4 While this was true when I originally wrote this, there are recent developments that may bear directly on this issue of identifying the factor(s) that control or influence the probability of neurotransmitter release; see (Lee et al, 2010). 
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mechanism, and thus, we do not know for a single case whether postsynaptic firing will occur. But, when we consider hundreds of thousands of neurons, we can make firm claims with a fairly high degree of precision about how many in that population will fire under such conditions. If each quantum of neurotransmitter has a .9 chance of failing to be released, we have sufficient knowledge to forecast how many neurons in a given population will fire on release of sufficient quanta of neurotransmitter (Kandel et al 2000, 261). We also know approximately how often neurotransmitter will release given repeated triggering of a single neuron.  There are good reasons to think that the sporadic operation given start‐up conditions (2‐c‐1) of the smaller mechanism, and thus the specific regularity associated with the broader mechanism (3‐b‐i) together play an important role in the overall functioning of the brain. By only responding to some fraction of potential triggers, pre‐ and postsynaptic cells effectively dampen many signal propagations, thereby limiting the amount of noise in the overall system while still ensuring that a sufficient number of cells overall respond to propagate signals. The pattern by which neurons fire thus appears to play a key role in encoding information, even though the overall probability of firing remains constant.5 This highlights an extremely interesting feature of this broadened characterization of regularity. Specific types of regularity naturally display the interrelationships between closely connected phenomena. A mechanism will display one particular form of regularity, rather than another, because of the role that the mechanism itself plays in some overlapping, higher‐level, or lower‐level mechanism. The very infrequency of operation of this mechanism given start‐up conditions can be treated as any other regularity, in that it calls for both explication and explanation. We can thus explicate the existence and size of the indeterminacies of (2‐c‐i) and (3‐b‐i) in terms of the role they play in a different mechanism, that of regulating signal propagation. The statistical distribution of depolarization following neurotransmitter release needs to fall within a rather narrow range in order to effectively serve as an intermediate stage in a larger‐scale mechanism. This 








                                                 6 This point is made clearly in Salmon’s work (e.g. 1977) on causal processes and interactions. MDC offers an account of mechanisms that is intentionally compatible with Salmon’s account of causation.  
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Multiple instances of some phenomenon allows us to judge the entities and activities that were genuinely causally involved in the mechanism that produced the phenomenon.7 Comparing different occurrences thus provides grounds to individuate a mechanism.8 The more often a mechanism occurs, and the more regularly it occurs, the clearer it becomes which entities and activities are part of the mechanism (i.e. what the mechanism is). It also becomes clearer that there is a mechanism there at all, something that either could explain a phenomenon or which could require further explanation.  It is crucial for individuation in this way that mechanisms have at least some minimal form of regularity. One‐offs, causal chains of entities and activities that by definition occur once, cannot be individuated in this way. In those cases, there is no comparison class by which to gauge which entities and activities were causally relevant to producing the phenomenon in question, versus the causal interactions which occurred in the vicinity but did not contribute to producing the phenomenon in question. In particular, if one takes mechanisms to have something like start‐up conditions, one‐off causal chain s will have no non‐arbitrary cut‐off point where the ‘mechanism’ part starts – there will only be a long chain of activities and entities.  Consider an example of individuation of the start‐up conditions for a mechanism, the mechanism explaining a postsynaptic cell firing. There are ongoing activities performed by a variety of entities within the presynaptic neuron, including, for instance, some that involve the vesicles that subsequently release neurotransmitter into the synaptic cleft. Of all the activities that have some causal impact on the vesicles, however, most will not lead to neurotransmitter release (using the rich causal nexus idea of what counts as a causal interaction with a vesicle, there will be many causal interactions in which the vesicle is involved but which do not trigger the release). When an action potential arrives at the nerve 





                                                 
9 An interesting discussion on the distinction between mechanism and environment can be found 
in Delehanty (2005). She argues that, for the case for token-token reduction of higher-level to 
lower-level descriptions, a lower level mechanism that accounts for the type of phenomena to be 
explained can be extended in the token instance at hand to include what is ordinarily part of the 
context as an additional part of the mechanism. I note that there must already be previously 




                                                 10 For an excellent and more complete look at the relationship between generalizations and causation in the sciences, see Mitchell (2008). 
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based on these examples. Even accounts of mechanisms that include regularity will benefit from the clarity and conciseness that this taxonomic representation can provide. 
 
 
5. Metaphysics and mechanisms I will now consider the argument from metaphysics for dropping the regularity requirement on mechanisms. The taxonomy of regularity, and the role of regularity in individuation and explanation, are primarily responses to the argument from science. I will argue for a deflationary response to the argument from metaphysics. In doing so, I will re‐deploy the taxonomy and its benefits, as well as the role of regularity in individuation and explanation, as reasons to reject any more substantial response to the argument from metaphysics.  There are two version of the argument from metaphysics against regularity that can be found in contemporary literature. The first is the line taken by Bogen (2005, 2004) and Machamer (2004), concerning the metaphysical status of counterfactuals. Bogen (2005, 2004) emphasizes that while counterfactuals, such as those found in Woodward (2003), may serve as the means for keeping track of what causal claims are true or false, they cannot provide the grounds on which they are true or false. Causation in Woodward’s account involves “systematic patterns of counterfactual dependence” (2003, 191); Bogen interprets this as a kind of regularity account of causation, where the relevant regularity includes both actual and counterfactual occurrences.  Both Machamer and Bogen want to advocate a productive, rather than counterfactual, account of causation. On such an Anscombian view, causation can be entirely irregular and factual: a cause brings about its effects in virtue of producing that effect on the actual occasion that it does – no counterfactuals or nomological regularities are needed to render the relationship causal. Psillos (2004) addresses the claim that productive rather than counterfactual causation can adequately account for the causal relations inside mechanisms. The core of his argument is that an infinite regress threatens. Explaining the interaction between two entities 
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without counterfactuals would require insertion of an intermediary mechanism between those two entities. The problem then has been relocated but not solved: the intermediary mechanism that explained the first interaction would itself require insertion of further intermediaries. We would never reach a point where the interactions were sufficiently explained without recourse to counterfactuals. Rather than take a stand on this point, I want to offer a skeptical view of the importance of counterfactuals versus production for understanding mechanisms themselves. The notion of regularity that the above taxonomy maps out is not counterfactual: it is actual regularity, namely, multiple occurrences in the actual world. As such, the notion of regularity defended in the earlier section is not undermined by a metaphysical argument against counterfactuals. One can therefore require that mechanisms display at least some form of regularity without thereby requiring that they display counterfactual regularity. The regularity I have argued for is agnostic with respect to this debate. It could be construed in counterfactual terms, or it could be construed in productive terms. My regularity requirement neither presupposes a particular answer to the debate about the underlying metaphysical nature of causation, nor does it weigh in favor of a particular answer to that debate. Since the expanded regularity requirement does not hinge on counterfactuals, this version of the argument from metaphysics gets no traction on it.  The second, and more fundamental, version of the argument from metaphysics takes up just this point: namely, what is the metaphysical nature of causation? One might think it is counterfactual, or productive; Glennan (see especially 2010a, 2010b) thinks it is mechanistic. The metaphysical argument against regularity is this: if we eliminate the regularity requirement, then we can use mechanisms as an account of all causation, not just for some instances of causation (privileged by regularity). This kind of account has a number of metaphysical advantages, such as its ability to undermine the apparent epiphenomenality of higher level causes that results from the Causal Exclusion argument. This is not the place to have the metaphysical debate for or against a mechanisms‐based account of the nature of causation. Instead, I will show how 
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there is a trade‐off involved in making mechanisms into a general account of causation, and the costs involved are substantial. The trade‐off is between metaphysical viability as an account of causation versus usefulness or adequacy as an account of scientific explanation, especially in the higher‐level sciences. And the parameter that varies between mechanisms‐as‐metaphysics and mechanisms‐as‐scientific‐explanation is precisely that of regularity. If we eliminate the regularity requirement in order to use mechanisms as an account of causation, we thereby lose what made mechanisms so useful as an account of scientific explanation. If we keep the regularity requirement so as to use mechanisms as an account of explanation in the sciences, we lose the ability to use it to cover all instances of causation. I’ll briefly spell out what is involved in these two cost/benefit factors. As I have argued in sections 2 through 4, a broadened notion of regularity serves a number of important purposes. It provides non‐arbitrary means to individuate the boundaries of mechanisms. It provides the grounds for generalizations, making mechanisms genuinely useful for explanation in the way that one‐off causal chains are not. It is capable of conveying an enormous amount of information about a mechanisms and how it functions, how it fits into its environmental context, how it connects to other mechanisms, where we need to investigate further, and more. If we give up the regularity requirement, we give up the ability to use mechanisms as an account of scientific explanation as an enterprise with distinctive features when compared with, for instance, legal, social, or historical explanation, any of which may rely to a large extent on singular causal instances for explanation. Why not just keep regularity, then, and still use mechanisms as a metaphysical account of causation? The second half of the trade‐off is that keeping regularity as a requirement on mechanisms involves a commitment to a distinction between mechanisms and causation in general. Mechanisms (with the regularity requirement) are a proper subset of all causal chains: only those causal chains that recur could qualify to count as mechanisms. This means that there are chains that only occur once that are both causal and non‐mechanisms. Mechanisms would not exhaust causation if we retain regularity – we would have instances of genuine 
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causal relationships that were not mechanisms, and thus not addressed by a hypothetical  regular‐mechanisms metaphysical account. It would be a poor metaphysical account of causation that labeled singular causes as either nonexistent or inexplicable. There is a sound historical tradition to Glennan’s use of mechanisms to physically connect causes and effects, and I do not hereby simply dismiss that view. But I do want to emphasize that it comes at a cost. “Old school” mechanisms serve a solid metaphysical purpose, but the main impetus of the “new school” mechanisms was to capture the explanatory practices of sciences such as biology, which do not rely on covering laws to explain phenomena. Insofar as the primary focus of the new mechanism accounts is scientific explanation, the regularity requirement should be retained, contra the argument from metaphysics.  
 
6. Conclusion I have argued for retaining and broadening the regularity requirement on mechanisms to include the varieties of regularity detailed in the taxonomy introduced ins ection 2. The main arguments have been in response to the argument from science, where scientific examples that ought to count as mechanisms fail to meet a more narrow regularity requirement that mechanisms must act ‘always or for the most part’. Regularity on my taxonomy is something that is predicated of particular organization locations within a mechanism, as having varying degrees of strength, and as potentially instantiating several different informative statistical patterns. Retaining this broadened regularity requirement has several advantages. It provides nonarbitrary means of distinguishing mechanisms from other chains of causes. It also provides the basis for generalizations from one instance to another, which is crucial for the role mechanisms play in scientific explanation. The details of how regularity is instantiated, per the taxonomy divisions (organizational location, statistical pattern, etc.), carry important information about the scope of generalizations that can be made based on a single instance of mechanism operation. 
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  In response to the alteration of mechanisms into a metaphysical account of causation, I have shown how this use involves the sacrifice of mechanisms’ usefulness in scientific explanation. If we use mechanisms for a metaphysical account of causation, we must give up regularity. If we retain regularity, we cannot use them as an account of causation. I have thus argued that we should retain a distinction between causation in general, and the stronger version of recurrent causal chains that constitute mechanisms. This is why we should continue to require regularity as part of the definition of a mechanism.   
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