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1. INTRODUCTION 
Oscillation theorems will be obtained for linear self-adjoint elliptic equa- 
tions of even order 2m. Our results constitute extensions to partial differential 
equations of earlier results of Glazman [l] for 2mth order ordinary differential 
equations, and Leighton-Nehari [2] for fourth-order ordinary equations. 
Oscillation criteria of the author and Swanson for second-order elliptic 
equations [3] are generalized to elliptic equations of higher order. The proofs 
depend on a recent comparison theorem of Swanson [4]. 
2. DEFINITIONS AND NOTATIONS 
Let G be an unbounded domain in n-dimensional Euclidean space Rn, 
with boundary 8G having a piecewise continuous unit normal. Points in R* 
will be denoted by x = (x1 , x2 ,..., x,), and partial differentiation with 
respect to xi will be denoted by Di (z’ = 1,2,..., n). We shall consider the 
elliptic equation 
Lu = (- 1)” i Di”(uij Di”u) - bu = 0 (1) 
i.i-I 
of even order 2m (m = 1,2,...) on G, where the coefficient 6 is real and 
continuous on G u aG, the aii are real and of class C”” on G u aG, and the 
matrix (a,J is symmetric and positive definite in G. The domain of L is 
defined to be the set of all real-valued functions on G U aG of class C2m. 
A solution of (1) is supposed to belong to the domain of L and satisfy the 
differential equation at every point of G. 
It will be supposed (except in Section 5) that G is limit-cylindrical. Without 
loss of generality we assume that G contains a cylinder of the form 
{x:x*Ec2,o<x, < co}, x* = (XI , x2 ,***, %I), 
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where, 52 is a bounded (n - 1)-dimensional domain. Let p be the smallest 
eigenvalue of the problem 
tp=pp in !J; D”P, = 0 on 852, O<lal<m--1, (2) 
where 
&J = (- l)+l 2 D,“(K Djmv), 
iA=1 
K being an upper bound on the largest eigenvalue of the matrix (a& and 
D~u=D;I...D~, 01 being the multi-index (01~~ 01s ,..., a,) with integral 
nonnegative components and norm 1 01) = 01~ + **. + ar, . 
Let 1 x 1 denote the Euclidean length (Cbl x#/~ of the vector X. Let G, 
denote the intersection of G with the complement of the ball (X : I x 1 < r} 
(r > 0) in RN. A function u is said to be oscillatory in G iff u has a zero in G,. 
for all r > 0. 
A bounded domain NC G is called a nodal domain of a function u iff 
D% = 0 on aN, 0 < 1 011 < m - 1. Equation (1) will be said to have the 
nodal property in G iff for arbitrary r > 0 there exists a solution with a nodal 
domain in G, . In the case of ordinary equations (n = l), Glazman [l, p. 401 
calls such an equation oscillatory. 
3. THE CASE OF BOUNDED MATRIX EIGENVALUES 
In this section we assume that the largest eigenvalue of the matrix (U&X)) 
is bounded above by some number K > 0. Our theorems reduce to the 
corresponding results of Glazman [l] in the special case G = R”, n = 1, 
all(x) = 1. 
THEOREM 1. Let K be an upper bound for the largest ezgenvalue of (a,). 
Then Eq. (1) has the nodal property in G if 
s ; [g(t) + PI dt = 00, (3) 
where g is a continuous function satisfying g(x,J > b(x) for all x E G. 
PROOF. Let p > 0 be given. The hypothesis (3) implies that the ordinary 
differential equation 
(-l)“KDzmw-[g(t)+p]w=O (4) 
has a solution with zeros of order m at x, = r, , r2, where rs > r1 > p, on 
account of Glazman’s generalization [l, Theorem 13, p. 1041 of the theorem 
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of Leighton [5] and Wintner [6]. If v is an eigenfunction of (2) corresponding 
to the eigenvalue p, then the function v defined by V(X) = w(x,) IJZ(X*) is a 
solution of the partial differential equation 
(- 1)” t D,“(K Di”z.) - Bv = 0, B(x) ZF &n) (5) 
i=l 
by direct calculation, with a nodal domain 
N = (x : x* E Q, Y1 < x, < rs}. 
ButxENimpliesIxj >x,>r,>p,sothatx~G~,andNGG,.Sincep 
is arbitrary, this implies that (5) has the nodal property in G. 
We now apply a comparison theorem of Swanson [4, Theorem 4, p. 5171. 
Because of the hypotheses 
Eq. (1) majorizes Eq. (5): 
J 
N 
1 i (KS, - Uij) D,“w D~“v + (b - B) ~‘1 dx 3 0, 
i.j=l 
6, being the Kronecker delta. It follows that the smallest eigenvalue of the 
problem 
Lu=hu in N; Dau = 0 on aN, O<lal<m-1 
satisfies h < 0. Let M(t) = {x EN: r1 < x, < t}, rl < t < ra , and let 
h(t) denote the smallest eigenvalue of the problem 
Lu = Au in M(t); D% = 0 on aM(t), O<laj<m-I. 
By classical variational principles [7], x(t) is monotone nonincreasing in 
rl < t < r2 , and h(t) tends continuously to + co as t tends to r, from the 
right. But A@,) < 0 (since M(r,) = N), and so there exists a number T in 
(rl , rz] such that h(T) = 0. This implies that M(T) is a nodal domain of a 
nontrivial solution of (1). Since M(T) C NC G, and p is arbitrary, Eq. (1) 
has the nodal property in G. 
In the case G = Rn, the conclusion of Theorem 1 remains valid if (3) 
holds with TV = 0. A similar remark applies to our subsequent results (where 
relevant). 
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THEOREM 2. If the inequality 
g(4 + P 2 %,2x,-2m, am = 
(2m - l)!! 
2m (6) 
holds for all suficiently large x, and 
lim+sup(log Y) lrn Pm--l ) g(t) + TV - Ka,2t-2m j dt = co, 
I 
(7) 
then Eq. (1) has the nodal property in G. 
PROOF. This follows the lines of Theorem 1. To show that (4) has a 
solution with two arbitrarily large zeros of order m, we appeal to a result of 
Glazman [l, p. 1021. We omit the details. 
COROLLARY. Equation (1) has the nodal property in G iffor all sz@ciently 
large x, and some 6 > 0 the inequality 
xf”kh) + PI I=- Kbn” + 3 
is satisfied. 
PROOF. Hypothesis (6) of Theorem-2 clearly satisfied. Moreover, since 
g(t) + p - Ku.,2t-2m > K 8t-2m 
for large t, hypothesis (7) is also satisfied, and the corollary is proved. 
This result generalizes the classical Kneser-Hille theorem [8] to (i) equa- 
tions of arbitrary even order, (ii) equations with variable leading coefficients, 
(iii) n dimensions, (iv) equations not defined on all of R” (i.e., on limit- 
cylindrical domains). This corollary may also be deduced from its one- 
dimensional form [I, Theorem 9, p. 961 by using the method of Theorem 1. 
4. EQUATIONS WITH ONE VARIABLE SEPARABLE 
Consider the equation 
n-1 
0:“‘~ + C Di”[atj(x*) Dj’%] - (- 1)” b(x,) u = 0. 
i,j=l 
63) 
Let CL* be the smallest eigenvalue of the problem 




L*p, = (- I),-1 c &m[u$j(x*) Dj”lJI], 
i.j=l 
andB =(P1,132,..., /3,+,). Each of the theorems of the preceding section has 
an analogue in this case, but without the assumption that the largest eigen- 
value of (aU(x)) * b is ounded. As an example we state and prove the following 
analogue of Theorem 1. 
THEOREM la. The difkrential Eq. (8) has the nodal property in G ;f 
s 
m [b(t) + p*] dt = co, 
0 
(9) 
where p* is the smallest eigenvalue of the problem (2a). 
PROOF. Let r > 0 be given. On account of Glazman’s criterion [1, p. 1041, 
the hypothesis (9) implies that there exists a solution v of the ordinary dif- 
ferential equation 
(- 1)” D:% - [b(x,J + p*] v = 0 
with zeros of order m at x, = r1 , rs , where r2 > rl > r. If v is an eigen- 
function of (2a) corresponding to the eigenvalue ,u*, then direct computation 
shows that the function u defined by U(X) = v(x,J p)(x*) is a solution of (8), 
with a nodal domain N = {x : x* E Q, rl < x,, < rz}. Thus these exists a 
solution u of (8) with a nodal domain NC G, for arbitrary r > 0, since 
x EN implies 1 x 1 > x, > rl > r. This proves the theorem. 
The remainder of this section will be devoted to the fourth order equation 
which is the special case m = 2, uII(x) = u(x,J, Q(X) = I, 
i,j= 1,2 ,***, n - 1, b(x) = b(x,J of Eq. (1). No confusion results from using 
aij and 6 in essentially different senses. We shall suppose in Theorems 3-5 
that 
b&d + CL* > 0. (11) 
THEOREM 3. Suppose that (11) holds. Let s be an arbitrary real number. 
Then Eq. (10) has the nodal property in G if 
limr~up t -“-“a( t) < 1, lim inf P[b(t) + p*] > (l T6s2)2 . t-x0 (12) 
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PROOF. The hypotheses (12) imply that the ordinary differential equation 
D,2[u(%J a2u1 - [&J + I.L*1 w = 0 (13) 
has an oscillatory solution, on account of a theorem of Leighton and Nehari 
[2, Theorem 6.21. Let Y > 0 be given. By another theorem in the paper 
cited [2, Theorem 3.61 there exists a solution z, of (13) with double zeros at 
x,, = rl , ra , where r2 > rl > r. The remainder of the proof follows that of 
Theorem la without change and will be omitted. 
In the case u&J = 1, it also follows from [2, Theorem 6.21 that Theorem 3 
remains valid if the hypotheses (12) are replaced by 
9 
li%inf t4[b(t) + p*] > 16. 
In the special case G = R”, n = 1, Theorem 3 reduces to the correspond- 
ing Leighton-Nehari theorem. A similar remark applies to the remaining 
results in this paper. 
THEOREM 4. The Eq. (10) has the nodal property in G if (11) holds and 
there exists r > 0 such that 
/I$)= s: t2[b(t) + p*] dt = 00. 
PROOF. According to a result of Leighton and Nehari [2, Theorem 6.111, 
Eq. (13) has an oscillatory solution, The remaining details of the proof 
follow familiar lines. 
In the case a(x,J = 1, Theorem 4 takes the following form. 
THEOREM 5. The equation 
II,94 + y D:[u,j(x*) Dj%] - b(x,) u = 0 
i,j=l 
has the nodal property in G if (11) holds and there exists Y > 0 such that 
for some s < 3. 
s m P[b(t) + /A*] dt = co 7 
PROOF. The relevant one-dimensional result is [2, Corollary 6.101. The 
details will be omitted. 
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Our next two theorems give oscillation criteria for the equation 
m-1 
D,“[a(x,J D,2u] + c Di2[aij(x*) Dj2u] + c(x,J u = 0, (14) 
i,j=l 
where the coefficient c is real and continuous on G u aG, and 
4%) > 0, c(xJ - p* > 0. (15) 
It is well-known [2, Lemma 8.21 that no nontrivial solution of the equation 
Dn2[+,J Dn2vl + [c(xn> - CL*] v = 0 (16) 
can have more than one double zero if (15) holds. Since we may take p* = 0 
when G = R”, this implies that in the special case n = 1 the equation (14) 
does not have the nodal property if (15) is satisfied. The next two theorems 
are examples of the oscillation criteria obtainable under hypothesis (15). 
THEOREM 6. Let (15) b e satisjied. Then Eq. (14) has a solution oscillatory in 
G if there exists a number s such that 
lim+yp t-2-su(t) < 1, lizrrf t2-“[c(t) - p*] > f , 
In the case a(x,J z 1, the conclusion remains valid if (15) holds and 
lim+$f t4[c(t) - p*] > 1. 
PROOF. According to a result of Leighton and Nehari [2, Theorem Il. 11, 
the hypotheses imply that (16) h as an oscillatory solution v. Therefore v 
has a zero in G, for all r > 0. If v is an eigenfunction of (2a) corresponding to 
the eigenvalue ,u*, then the function u defined by U(X) = v(x,J v(x*) is a 
solution of (14), with a zero in G, for all r > 0. Thus u is oscillatory in G. 
THEOREM 7. Let (15) be satisfied, and suppose that a(~,) = 1. Then Eq. (14) 
has a solution oscillatory in G if there exists r > 0 such that 
s co t2[c(t) - /L*] dt = co. T 
PROOF. We use the method of Theorem 6. The relevant one-dimensional 
criterion is [2, Theorem 11.41. 
It is well-known [2, Corollary 9.101 that if (15) holds, then the solutions 
of (16) are either all oscillatory or all nonoscillatory (i.e., have only a finite 
number of zeros). It is therefore clear that under the hypotheses of Theorem 6 
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(or Theorem 7) every solution u of (14) which has the form U(X) = v(x,J p(x*) 
is oscillatory in G. 
5. FOURTH-ORDER EQUATIONS ON ALL OF Rn 
The equation to be considered is the special case m = 2 of (l), namely 
Lu = i D,2(Uij Di”z4) - bu = 0. (17) 
i.j=l 
The general conditions on L are as in Section 2, except that G = Rn. The main 
result is a theorem of Kneser-Hille type for Eq. (17). It contains the corre- 
sponding result of Leighton and Nehari [2] for the fourth-order ordinary 
equation zP - bu.= 0, and extends the analogous theorem of Glazman [I] 
for an operator with harmonic leading term to one with (in particular) 
biharmonic leading term. 
First we need two elementary properties of quartic equations. Let F(s, n) 
be the polynomial of degree four in s defined by 
Let 
F(s, n) = s(s - 2) (s + n - 2) (s + n - 4). 
whenever the expression on the right has meaning. 
PROPOSITION 8. The polynomial F(s, n) has a local maximum at 
5 = 2 - n/2. 
PROOF. Ifs = 2 - n/2 is a zero of F(s, n), then it must be a repeated zero, 
since F(s, n) is symmetrical about s = 2 - n/2. Moreover, since F(s, n) has 
positive leading coefficient and at least two distinct real zeros, a consideration 
of the shape of its graph (in the (s, F) plane) shows that the repeated zero at 
s = 2 - n/2 is a maximum point. 
If F(2 - n/2, n) # 0, logarithmic differentiation shows that 
F’(s, n) = F(s, n) P(s, n), 
where the prime denotes differentiation with respect to s, and the formula 
holds except at zeros of F(s, n). Thus F’(2 - n/2, n) q = 0, since 
P(2 - n/2, n) = 0. But P’(2 - n/2, n) < 0 and F(2 - n/2, n) > 0; therefore 
F”(2 - n/2, n) < 0 and the proposition is proved. 
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PROPOSITION 9. If K and w arepositive numbers satisfying the inequality 
w , Kn2(n - 4)2 
16 ’ (18) 
then the quartic equation 
KF(s, n) - w = 0 
has at least one pair of complex roots, 
PROOF. By Proposition 8, the polynomial F(s, n) has a (nonnegative) 
local maximum at s = 2 - n/2. Hence the polynomial F(s, n) - w/K also 
has a local maximum at s = 2 - n/2. Condition (18) implies that 
F(2 - n/2, n) - w/K -=c 0, and therefore the local maximum of the poly- 
nomial F(s, n) - w/K at s = 2 - n/2 is negative. This implies that (19) has 
at least one pair of complex roots. 
We now state and prove the main result of this section. 
THEOREM 10. Suppose that the largest ezgenvalue of (aii(x)) is bounded 
above in R” (or at least outside some hypersphere) by some number K > 0. 
Then (17) has the nodal property in Rn if 
where 
Kn2(n - 4)2 
lim+~nf #g(r) > 16 , (20) 
g(r) = min(b(x) : / x ] = r}. 
PROOF. The hypothesis (20) implies that there exist constants r,, and w 
such that 
Kn2(n - 4)2 
‘&>>W> 16 
for all r > r,, . We shall compare (17) with the equation 
KA2v - wr-4v = 0, (I x I = 6, (21) 
where A2 is the biharmonic operator in n dimensions. The radial form of (21) 
is of Euler type and thus Eq. (21) h as solutions (in particular) of the form 
v(x) = I x IS, where s satisfies (19). This is easily seen by noting that 
Ars = s(s + n - 2) rs-2, and iterating this formula to obtain 
A2rs = F(s, n) rs-4. Since hypothesis (18) of Proposition 9 is satisfied, Eq. (19) 
has at least one pair of complex roots. This implies that there exists an oscilla- 
tory solution of the radial form of (21). Let (II > 0 be given. Then a result of 
Leighton and Nehari [2, Theorem 3.61 implies that there exists a solution p 
of the ordinary differential equation 
KA2p - ur-4p = 0, (Ap = rl-“(r+lp’)‘), (22) 
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with double zeros at r = rl , y2 , where rs > ri > max{r,, CL}, since 
L12p(r) = (m-y)” + [(I - n) P-3 p’]‘, 
so that (22) may be transformed into the form considered in [2, Theorem 3.61. 
(Here primes denote differentiation with respect to Y. Note that 
(1 - KZ) P-~ < 0 for all positive integers n, and see the remark following 
[2, Theorem 12.11). It follows that the function z, defined by V(X) = p(r) 
is a solution of (21) with a nodal domain N = {X : rl < 1 x 1 < rg}. Thus for 
any 01 > 0 there exists a solution v with a nodal domain in {x : 1 x 1 > a}, 
since x E N implies 1 x / > ri > 01. Hence (21) has the nodal property. 
We now apply a comparison theorem of Swanson [4, Theorem 41. Because 
of the hypotheses 
we have 
Hence the eigenvalue problem 
Lu=Au in N; u = Diu =0 on aN, i = 1, 2,.... n 
has at least one eigenvalue (in particular, the smallest) less than zero. Let 
N(t) = {x : r1 < I x 1 < t}, r1 < t < y2, and let h(t) denote the smallest 
eigenvalue of the problem 
Lu = Au in N(t); u = D,u = 0 on aN(t), i = 1, 2 ,..., n. 
By classical variational principles, h(t) is monotone decreasing in rl < t < y2 
and lim h(t) = + co(t -+ r1 +). Since X(Y,) < 0, there exists T in (rr , rz] 
such that h(T) = 0. Thus N(T) is a nodal domain of a nontrivial solution 
of (17). Moreover, N(T) C N C {x : 1 x 1 > a} and 01 is arbitrary. Hence (17) 
has the nodal property in Rn. 
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