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Abstract
The advent of decentralized systems have been considered as an immense progress
as compared to existing centralized systems. In this research, we present an ex-
tensible, flexible, stable and to the utmost, decentralized network traffic analysis
system. The core module of the system is a bunch of collaborative real-time ana-
lysis engines/agents capable of actively acting in a knowledge sharing environment,
and conducting the fast and precise interpretation on security related information. In
building the communication foundation for multi-agent coordination, a new TCP/IP
and UDP hybrid based communication protocol is proposed, which ensures a smooth
and stable information exchange in between agents, and preserves network commu-
nication privacy. The developed integrated network traffic engine exhibits (1) col-
lective intelligence of multiple analysis engines; (2) resilience of decentralized security
system; and (3) privacy reservation of encrypted network communications.
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Chapter 1
Introduction
According to Security Threat Report 2013 & 2014 (SOPHOS, 2012, 2013), malicious
codes, malware and related cyber security threats have grown and matured rapidly,
and the ability of malware authors to camouflage their attacks has grown strongly
as well. Also, cyber criminals have started to impose online marketing as a way to
promote and sell their services on the black market. It obviously shows that security
problems are more serious than what we realise, and a formidable challenge of how to
deal with these issues stands in front of us. Fortunately, we are gratified to see that
many organizations, security companies, research institutions and even governmental
security departments start to address those problems which have been a growing con-
cern. For instance, Google obtained in 2013 remarkable achievements in tightening
its rules to prevent its Android platform from many aggressive potentially unwanted
apps (SOPHOS, 2013). In the meantime, many security researchers/experts are
innovating important new approaches/platforms to detect, analyze, defend, and pre-
vent attacks on today’s most powerful cloud, big data, and data mining technologies.
To resolve these security problems using those modern techniques, a series of chal-
lenges that all security experts might confront with have been listed below (TIBCO,
2012; SOPHOS, 2013; D. A. Fisher, McCune & Andrews, 2011):
1. Real-time Compliance Analysis: The Internet is a global network of in-
terconnected systems which is used to serve billions of users on the Earth.The
intrusion detection needs to be real-time.
2. Large Data Volumes (Big Data): The generation of Big Data over com-
puter networks is rapidly rendering the traditional solutions obsolete.
23. Balance: For any on-line software (incl. security software), the trade-off
between security concerns and usability is always paramount.
4. Data loss: Data loss may result in an untrustworthy atmosphere between users
and the software/platform, and can even cause an unexpected fatal system
breakdown.
5. Ever-changing Cyber Attacks: As cyber-security techniques continue to
develop so do the methods of cyber attacks.
6. Self Security: As one of countermeasures to address those security issues,
the security software/platform will be fain to be exposed to attacks. Thus,
privacy and self-security for the platform must be treated as the first task on
the agenda.
In response to these challenges, several known security platforms have been de-
veloped and reported in literature. In 2009, Chun-Hsin and Chun-Wei (2009) con-
structed a collaborative network security platform in P2P networks, which has a
efficient collaborative infrastructure due to the involvement of high speed p2p net-
works, and which also owns a high defensible services towards the specified type of
attack - “TCP SYN flooding”. In 2011, Xinming, Beipeng and Chen (2011) de-
veloped another collaborative security platform named NetSecu. NetSecu focuses
mainly on building a collaborative platform to configure existing security appliances
(hardware oriented) in a distributed network environment. These systems concen-
trate on defending, protecting, and countermining the attacks or suspicious activit-
ies via different technologies including RFID, firewalls, intrusion detection and etc.
Some other systems attempt to improve the efficiency of such types of distributed
security systems. In this case, expert systems have been widely applied, yet they
are usually expensive and time consuming due to the engagement of abundant hu-
man resources, also this manual task is slow and prone to errors this manual task
is slow and prone to errors (TIBCO, 2012). Also, because these systems mostly
have a centralized mechanism, this makes the system rely heavily on the analysis
of inbound network connections (Flauzac, Nolot, Rabat & Steffenel, 2009). As we
know, instantaneous ought to be taken into account as a vital factor for any types
of security-oriented vendor(TIBCO, 2012; Flauzac et al., 2009), whereas existing
centralized systems have difficulty to construe the extremely tremendous amount of
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data in a short period. Therefore, a demand of real-time analysis with capability of
parallel processing big data becomes more and more desperate.
1.1 Research Objectives
In the research, we aim to create a decentralized solution for global security that is
capable of addressing those challenges. As discussed, it ought to feature instant real-
time analysis, parallel data processing, and large volumes of information in which
should be highly protected. Figure 1.1 gives the system architecture of the proposed
multi-agent integrated engine for network traffic analysis.
Figure 1.1: System architecture of the proposed multi-agent integrated engine for
decentralized network traffic analysis.
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1.2 Research Contributions
In developing the solution, we propose a decentralized multi-agent integrated network
security system featured with four main features:
I. Core functionalities: This component includes a number of real-time ana-
lysis agents with online learning and classification capabilities. Also, these
agents are competent in taking in action actively and passively within the
distributed knowledge sharing framework.
II. Communication Protocol: This component consists of a TCP and UDP
hybrid based communication protocol. It provides a smooth and stable in-
formation exchange circumstance.
III. Security & Privacy: This component ensures a secured information exchange
in the communication layer, furthermore it ensures a secured data analysis
process from data inputs to results outputs.
IV. Fault tolerance: This unit greatly guarantees the ability of the system to
respond gracefully to exceptions caused by unexpected hardware/network or
software failures.
The system is built on the basis of a Java open source multi-agent platform “Jade”,
whose robustness and efficiency have been demonstrated in many networking applic-
ations (Bellifemine, Caire & Greenwood, 2007; McArthur et al., 2007).
In contrast to previous network security systems, our project pays more atten-
tion to network traffic analysis by applying online data mining/machine learning
technologies. For example, we adopt online principal component analysis (Jolliffe,
2002) for feature extraction. To improve the discriminability of traffic data, we use
an incremental Linear Discriminant Analysis (Altman, 1992) technique for online
data preprocessing. By the knowledge sharing framework proposed in (Shaoning,
Tao, Kadobayashi & Kasabov, 2012), we maintain the efficiency/performance of the
system at a competitive level in comparison to a centralized mode analysis engine.
Also, we take account of the information security (e.g., privacy), as information
disclosure may happen to communications in-between agents. Thus, the system is
equipped with series of mechanisms to protect information including privacy con-
tained in the data from disclosure in a illegal way. These mechanisms include data
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deconstruction & reconstruction, data pre-process (feature extraction (Jolliffe, 2002;
Shaoning, Ozawa & Kasabov, 2005; Shaoning et al., 2012)), data encryption and
decryption, as well as identity authentication for agent communications.
Furthermore, the system has a good network resilience to system crashes caused
by connection problems or other unknown reasons. To a great extend, we have main-
tained the same performance with our multi-agent system by mitigating limitations
and errors, when one or several agents in the decentralized environment are out of
actions.
1.3 Thesis Structure
The rest of the thesis is organized as follows
Chapter 2 reviews previous studies on related technologies for network security,
and discusses the motivation of our multi-agent integrated engine for network
traffic analysis.
Chapter 3 presents the system design of the multi-agent integrated engine for net-
work traffic analysis.
Chapter 4 describes the implementation of system-level core functionalities which
include feature extraction, incremental learning, knowledge sharing, and online
classification.
Chapter 5 introduces the agent coordination and cooperative decision-making tech-
nologies. This research strengthens agents capability of negotiating with each
other for the purpose of analyzing abnormal network traffic patterns.
Chapter 6 provides simulations and performance evaluations, for which we apply
the developed software prototypes to laboratory wide decentralized network
traffic analysis.
Chapter 7 presents the conclusions of the thesis and directions for future work.
Chapter 2
Literature Review and Motivations
The chapter firstly reviews key issues rooted in the cybersecurity area. Next, the rela-
tionship between cybersecurity and challenges of big data is deliberated. In addition,
we study, in-depth, the current centralized security systems in contrast to existing
decentralized network security federations in terms of applications, efficiency, effect-
iveness, and performance. More importantly, the chapter discusses related technolo-
gies for network security, and it explains the motivation of our multi-agent integrated
engine for network traffic analysis.
2.1 Cybersecurity Research Overview
Malwares are purposefully designed software that spread all over cyberspace to
secretly access numerous computer systems without the owners informed consent.
Due to unknown vulnerabilities of computer systems, the proliferation of malwares
has posed serious impact on cyber security. In response to the ever-increasing secur-
ity challenge, many research projects around the globe were dedicated to developing
advanced data analysis systems for monitoring and analyzing network traffics in or-
der to gain in-depth understanding of the critical symptoms of potential outbreaks
of new malwares attacks.
It’s worth noting that most security incidents are not isolated issues but a network-
wide problem. A single point of protection is therefore of little practical value for pro-
tecting a large networked system. Network-wide problem demands a network-wide
solution. However, multi-point protection significantly increases the complexity of
the defense system. Particularly, in the lack of central controllers which are vulner-
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able for malicious attacks, all distributed protection points need to collaborate with
each other to jointly form an effective defense strategy in accordance with any pre-
dicted future attacks. This implies that every protection point must be armed with
sufficient social intelligence and self-organization mechanisms must be extensively
utilized to enhance the overall scalability of the defense system.
Security solutions are emerging prepared for the Big Data, whereas data analysis
is an area where internal knowledge of the network security may be lacking. Cur-
rent security solutions like firewalls, intrusion detection systems (IDS) and virtual
private networks (VPN) are centralized solutions which rely mostly on the analyze of
inbound network connections, however communications cannot be easily controlled
unless the administrators establish a global authentication policy to control all net-
work communications among each device. In order to address this problem, decent-
ralized network security is increasingly attracting researchers. The core components
of existing decentralized network security are intrusion detection systems, protocol,
secured connection and fault tolerance.
2.2 Cybersecurity and Challenges of Big Data
The generation of Big Data over computer networks is rapidly rendering the tradi-
tional solutions obsolete. The Internet is a global network of interconnected systems
which is used to serve billions of users on the Earth. Its popularity and rapid growth
have come at an expensive cost, i.e., loss of information and resources due to cyber
threats and attacks (Intelligence, 2010). Over the few past years cyber crimes have
increased rapidly with cyber criminals continuously exploring new ways to circum-
vent security solutions to get illegal access to computer systems and networks. The
problems include Spamming, Search Poisoning, Botnets, Denial of Service (DoS),
Phishing, Malware and Website Threats. The extensive damage caused by these
cyber attacks has lead to the design and implementation of cybersecurity systems
(Banday & Qadri, 2011; Lu, Perdisci & Lee, 2011; Stone-Gross et al., 2009; P. Fer-
guson, 2000; Jakobsson & Myers, 2006).
The cyber attacks data for security analytics is expansive, and can be categor-
ized into passive and active sources. Passive data sources include Computer-based
data (e.g. geographical IP location, computer security health certificates, keyboard
typing and clickstream patterns, WAP data), Mobile-based data (e.g. GPS loca-
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tion, network location), Physical data of user (e.g. time and location of physical
access of network), Human Resource data (organizational role and privilege of the
user), Travel data (travel patterns, destinations, and itineraries), SIEM data (net-
work logs, threat database, application access data), and Data from external sources
(e.g. rogue IPs, external threats). Active sources include Credential data (e.g. user-
name and password), One-time passwords (e.g. for online access), DigitalCertificates,
Knowledge-based questions, Biometric identification data (e.g. fingerprint, facial re-
cognition, voice recognition, handwriting recognition), and Social media data (e.g.
Twitter, Facebook, internal office network etc) (Mahmood & Afzal, 2013).
Analytics applied on passive and active sources collectively will provide a gen-
eral view of network traffic. The steps for implementing a security analytics solution
should cover analytics business strategy, data management, network monitoring, sus-
picion alert, and streamline analytics with current workflow (Curry, Kirda, Schwartz,
Stewart & Yoran, 2013).
2.3 Centralized Network Security
Security system architecture structures the components and interactions between
them in a security system. A centralized security system that ensures secure access
to distributed resources in networked environment is considered to be necessary in a
network design. Particularly, the system consistently assure security policies that it
is compulsory to enforce in every device in the network.
For a centralized security system, people mainly focus on the problem of achieving
some of the security contributes or services such as confidentiality, availability, integ-
rity, authentication, non-repudiation, authorization and freshness. Confidentiality
is also known as secrecy is used to ensure information inaccessible to unauthor-
ized users. Availability maintains the survivability of network services to authorized
parties when denial-of-service attacks occur. Integrity evaluates the received data
to ensure the data has not been altered in transit by an adversary. Authentication
guaranties the communication among all nodes in the system. Non-repudiation en-
sures that there is no deny when sending a message that has been sent previously.
Authorization confirms that only authorized nodes can access to network services or
resources. Freshness ensures each data is recent and there is no adversary replayed
old messages (Tanenbaum, 2003; Stallings, 1995).
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Most centralized security systems consider that the external attacks are from a
node that is not an authorized participant of the network. External attacks can
be categorised as “passive and active” (Amiel, Villegas, Feix & Marcel, 2007; Fish
& Lauder, 2006). Passive attacks can be eased by encryption, which means this
type of attack can be detected when involving unauthorized listening to the routing
packets. Active attacks such as jamming, power exhaustion, disrupt network func-
tionality by introducing some denial-of-service (DoS) attacks and should be block in
authentication and integrity.
To defend against the attacks in a centralized security systems, security people
often firstly use layered network architecture to analyze security issues, and improve
robustness by circumscribing layer interactions and interfaces. Then implementing
cryptography as the basic encryption method to detect passive attacks.
For a centralized system, the communication is based on a protocol, which defines
the syntax, semantics, and synchronization of communication. A protocol can there-
fore be implemented as hardware, software, or both. The protocol is normally set in
transport Layer, includes AH (Authentication Header over IP or IPSec), IL (Origin-
ally developed as transport layer for 9P), SCTP (Stream Control Transmission Pro-
tocol), Sinec H1 (for telecontrol), SPX (Sequenced Packet Exchange), TCP (Trans-
mission Control Protocol), UDP (User Datagram Protocol) and DCCP (Datagram
Congestion Control Protocol).
AH defines the AH packet format, the services it provides (authentication) and
the packet processing rules (Atkinson & Kent, 1998). The Internet Link protocol (IL)
is a connection-based protocol designed at Bell Labs originally as part of the Plan 9
operating system and is used to carry 9P (Downey, 1999). The SCTP provides some
of the same service features of both: message-oriented like UDP and ensures reli-
able, in-sequence transport of messages with congestion control like TCP (Stewart
& Xie, 2001). Sinec H1 is used mainly for control applications with a large band-
width and is well suited to the transmission of large volumes of data (Rae, Jackson,
Ramanan, Flanz & Leyman, 2003). SPX is a reliable, connection-oriented protocol,
similar to the TCP (Tardo & Alagappan, 1992). TCP (TCP/IP) is one of the core
protocols of the Internet protocol suite, provides reliable, ordered and error-checked
delivery of a stream of octets between programs running on computers connected
to a local area network, intranet or the public Internet (Dinis, Madeira & Almeida,
1994). UDP, another core members of the Internet protocol suite, allows computer
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applications can send messages, to other hosts on an Internet Protocol (IP) network
without prior communications to set up special transmission channels or data paths
(Thomas, Schlender & Larner, 1968). DCCP is a message-oriented transport layer
protocol, implements reliable connection setup, teardown, Explicit Congestion Noti-
fication (ECN), congestion control, and feature negotiation (Kohler, Handley, Floyd
& Padhye, 2006). Since protocols transport all files in the network, the detections
of malicious packets and forged authentication message are often considered to be
done here (Wood & Stankovic, 2002).
To detect attack and prevent mechanisms in a centralized system, the detection
methods uses the base station to detect attacks. Intrusion detection for centralized
security system includes signature detection, anomaly detection, Bayes reasoning,
machine learning, and immune system.
Signature detection as known as misuse detection is an objective method of test-
ing for performance characteristics, with assuming that a certain rule and compliance
with these rules in order to determine whether the intrusion occurred by detecting
the main activities (such as outside traffic, user behavior). Similar to anti-virus soft-
ware, it only detects known intrusions (Allen, Christie, Fithen, McHugh & Pickel,
2000). Anomaly detection analyzes the common behavior or activities of the file,
then it uses the normal characteristics of the file to determine whether the current
behavior is intrusion (Chandola, Banerjee & Kumar, 2009). Bayesian reasoning uses
the characteristics of a particular aspect of the system in a given time to determ-
ine whether the system reasoning intrusion occurred (Anderson, Frivold & Valdes,
1995). Machine learning methods determine the types of abnormal behavior by im-
plementation of classification methods on the transport data (Kumar, 1995). Kim
and Bentley (2001) noted that protection of the physiological mechanisms of the
immune system and the system has a significant similarity.
Since machine learning methods such as association rules, sequence analysis and
clustering algorithm have been widely applied to intrusion detection for centralized
system security.
For pattern recognition, association rules is one of the most widely used tech-
niques in network security. Association rules discover all the support and credibility
exceeding domain values, which include two steps, identifying the itemsets that all
the support are not below the established minimum and constructing the rules of
credibility exceeding the set minimum from the obtained frequent itemsets (W. Lee,
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Stolfo & Mok, 1999; W. Lee & Stolfo, 2000; Luo & Bridges, 2000). Similar with as-
sociation rules, sequence rules is designed for the purpose of mining the links among
data, but it lies in the fact that the latter takes in the concept of time (W. Lee &
Stolfo, 2000; Hofmeyr, Forrest & Somayaji, 1998; Ilgun, Kemmerer & Porras, 1995).
The clustering analysis used in network security determine the intrusion and normal
pattern by similarity, so that data sets can be categorised for detecting intrusion by
distinguish normal and abnormal behaviors (Julisch, 2003; Portnoy, 2000; Cuppens
& Miege, 2002).
A centralized model more nearly requires all sites to agree upon the roles and
privileges that are to be used throughout a particular VO virtual organization where
policies on access and usage of resources across partner sites are defined and sub-
sequently enforced (Sinnott et al., 2008). In this model, all sites agree in advance on
the definitions and roles that are applicable to their particular VO, and the privileges
that will be assigned to them. This model is more like to follow a role based access
control model (RBAC) to provide a well researched paradigm for controlling access to
large scale dynamic VOs (Bertino, Bonatti & Ferrari, 2001). Unfortunately, RBAC
is not able to be applied to all VOs, because it does not specify what roles should be
defined for VOs that works on different tasks. To enable known to the distributed
networks, a decentralized of local VO role is more suitable to the original dynamic
collaborative nature of the exist points in this network.
2.4 Decentralized Network Security Federation
A decentralized network security does not have a central VO administrator, instead
each exist point has its own local administrator who sets roles and determines which
VO members can access the local VO resources. Existing decentralized network se-
curity systems are concentrating on defending, protecting, and countermining the
attacks or suspicious activities via different technologies including RFID, firewalls,
intrusion detection and etc. These systems normally have four core components in-
cluding intrusion detection systems, protocol, secured connection and fault tolerance.
2.4.1 Intrusion Detection
Typically, intrusion detection systems are presented within networks hidden behind
a firewall. The authorized data flows, via intrusion detection systems, may reach
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the internal network including source and destination addresses, ports and even the
protocol types. The basis of intrusion detection in a decentralized network is to
detect abnormal behavior from transport data by local sets rather than a central
administrator.
Data mining has been argued to be one of the solutions of improving the perform-
ance of intrusion detection system. The two important techniques of data mining,
clustering and classification has been identified to be important means for intrusion
detection at current moment.
Clustering
Clustering, groups objects into meaningful subclasses so that members from the same
cluster are quite similar as well as members from different clusters have different
behaviors (Jain & Dubes, 1988). Intrusion detection based on clustering have two
important assumptions: 1) the number of normal action is far greater than the
number of intrusion action, and 2) the intrusion action makes a difference with
the normal action. There were many clustering techniques for anomaly intrusion
detection have been proposed based on these two premises.
k-means clustering as a popular clustering methods, has been used for intru-
sion detection to detect unknown attacks and partition large data space effectively
(Jianliang, Haikun & Ling, 2009). In order to select an optimal k for better detec-
tion, proposed a heuristic k-means algorithm called Y -means (Guan, Ghorbani &
Belacel, 2003). After that, Fuzzy C-means and decision tree are applied to obtain
an optimized k (Jiang, Yao & Yan, 2008; Muniyandi, Rajeswari & Rajaram, 2012).
However, all these algorithms require an initial cluster number k, which is the most
shortcoming for clustering methods.
Classification
Different to clustering, classification methods use prior knowledge to identify the
abnormal behavior from the transport files for the purpose of detection intrusions.
Since network data has two important characters: “infinite length” and “concept-
drift”, classification methods used in intrusion detection focused on address infinite
storage and training time problem.
To cope with these two problem, classification methods here are normally fall into
two categories: single model and ensemble classification. Single model classification
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techniques maintain and incrementally update a single classification model as well as
effectively respond to concept-drift (Chen, Wang, Zhou & Yu, 2008; Hulten, Spencer
& Domingos, 2001; Yang, Wu & Zhu, 2005). Chen et al. (2008) proposed a high-
order model approach to detect abnormal event from non-stationary evolving data
(Web traffic, program execution traces, network event logs, etc). Based on the ultra-
fast VFDT decision tree learner, Hulten et al. (2001) proposed CVFDT for mining
decision trees from dynamic data streams, which was improved in accuracy to the
one that is learned by reapplying VFDT to a moving window of samples every time
a new sample arrives. Yang et al. (2005) used a measure of conceptual equivalence
to organize the data history into a history of concepts to achieve detection of the
new data in the network with fast speed and improved accuracy.
Ensemble techniques update the current concept by relatively simpler operations
from all counterparts, and also handle concept-drift efficiently. There are several en-
semble techniques for stream data mining have been proposed. Fan (2004) proposed
a simple, efficient and accurate cross-validation decision tree ensemble method to
choose right examples from old data for without formidable cost. Kolter and Maloof
(2005) proposed an additive expert ensemble algorithm AddExp for using any online
learner for drifting concepts, which efficiently considered online learning where the
target concept can change over time. In (Masud, Gao, Khan, Han & Thuraisingham,
2008), an ensemble learning was proposed to address the limited amount of training
data from the network for a classification model by building a classification model
from a training set having both unlabeled and a small amount of labeled instances,
which outperforms state-of-the-art stream classification algorithms that use twenty
times more labeled data than this approach.
2.4.2 Protocol
For a decentralized network security system, TCP/IP and UDP are the most used
protocols in transport layer. TCP/IP grantees the running programs on computers
connected to each other in a network with reliable, ordered and error-checked delivery
of a stream of octets (Dinis et al., 1994). UDP enable sending message among
computers without prior communications to set up special transmission channels or
data paths (Thomas et al., 1968)
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TCP/IP
TCP/IP is provided when computers access to the Internet, which allows you send
information to every other computers in the Internet. TCP/IP is a two-layer pro-
gram, including Transmission Control Protocol (TCP) and Internet Protocol (IP).
The higher layer, TCP manages the assembling of information (messages or files) into
smaller packets that are transmitted over the Internet and and received by another
TCP layer that reassembles the packets into the original information. The lower
layer, IP layer guaranties the packets which carry on the sending information to be
delivered to the right destination.
TCP/IP handles most file transfer tasks on the Internet by different protocols.
World Wide Web’s Hypertext Transfer Protocol (HTTP), defines the formation and
transition of a messages and the actions of Web servers and browsers should take
responsibility for various commands (Gradshteyn, Ryzhik, Jeffrey, Zwillinger & Tech-
nica, 1965). The File Transfer Protocol (FTP) is a standard network protocol, which
transfers files from one host to another over a TCP-based network (Postel & Reyn-
olds, 1985). Telnet provides a bidirectional interactive text-oriented communication
facility by a virtual terminal connection on the Internet or local area networks (Postel
& Reynolds, 1983). Simple Mail Transfer Protocol (SMTP) is used to send e-mail
messages over the Internet from one server to another (Postel, 1982). These and
other protocols are often packaged together with TCP/IP as a “suite”.
UDP
UDP, another popular communications protocol, offers a limited amount of service
when messages are exchanged between computers in a network (Postel, 1980a). UDP
is an alternative to the Transmission Control Protocol (TCP) together with IP, uses
the Internet Protocol to actually get a data packet from one computer to another.
However, different TCP, UDP does not divides a message into packets and reassemble
it at the other end. In the Internet, application programs which use UDP to sent
message must be able to ensure that the entire message has been received by user
in the right order, because UDP doesn’t provide sequencing of the packets that the
data arrives in. The applications that use small data packet to exchange messages
are required to save processing time, UDP is a better solution than TCP.
The transferring speed of UDP is much faster and more efficient than TCP be-
cause UDP does not have the overhead of checking whether the data has reached the
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destination every time it is sent. UDP applications include Trivial File Transfer Pro-
tocol (TFTP) , Voice over IP (VoIP), Internet Protocol television (IPTV), Domain
Name System (DNS), etc.
TFTP is generally used for automated transfer of configuration or boot files
between machines in a local network, because it can be implemented using a very
small amount of memory (Postel, 1980a). However, TFTP does not provides any
service for data storage. VOIP converts the human voice into digital data packets
and deliveries voice communications and multimedia sessions over Internet Protocol
(IP) networks, as known as VOIP phone (mobile networks) (Black, 2001). IPTV
is a system that provides television services by exchanging data packet over LAN
or the Internet, instead of being delivered through traditional terrestrial, satellite
signal, and cable television formats (Yarali & Cherry, 2005). Different to downloaded
media, IPTV offers the ability to stream the media in smaller batches, directly
from the source, known as Streaming media. The DNS is a naming system for
computers services, or any resource connected to the Internet or a private network,
which translates easily memorized domain names to the numerical IP addresses for
locating computer services and devices worldwide (Mockapetris & Dunlap, 1988).
2.4.3 Security & Privacy
Generally, Security and privacy are normally two correlated but independent topics
in the system development life cycle. In the following text, we will describe them in
depth, repectively.
Information Security
Information security (InfoSec) is defined as the practice of defending information from
unauthorized access, use, disclosure, disruption, modification, perusal, inspection,
recording or destruction (Organization, n.d.). It can be categorized as two major
aspects (Stoneburner, Hayden & Feringa, 2001; Perrin, 2008; Flauzac et al., 2009;
Whitman & Mattord, 2011; Organization, n.d.):
I. IT security : responsible for preventing all of the technology within an enterprise
or an organization secure from malicious cyber attacks. Those attacks often
make attempts to obtain private information or control of the internal systems.
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II. Information assurance: responsible for ensuring that information is not lost
when critical issues arise. These issues comprise natural disasters, computer/server
malfunction, physical theft, or any other instance where data has the potential
of being lost.
From the above two aspects, researchers defined a group of basic principles for
improving security. In 2013, the Information Assurance & Security (IAS) Octave,
as the extension for the famous CIA Triangle proposed in (Perrin, 2008), has been
proposed. It includes confidentiality, integrity, availability, privacy, authenticity &
trustworthiness, non-repudiation, accountability and auditability (Cherdantseva &
Hilton, 2013a, 2013b).
Figure 2.1: Information Assurance & Security (IAS) Octave
As shown from figure 2.1, the relationships and importance of each attribute have
been expressed in details. The original CIA triangle was consisted of three aspects,
namely confidentiality, data integrity, and availability as placed at the high level
of the diagram. Confidentiality means the action for preventing information being
circulated to unauthorized individuals or systems (Cherdantseva & Hilton, 2013a;
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Organization, n.d.). Data integrity refers to the process of maintaining and assuring
data accuracy as well as consistency in its life cycle (Boritz, 2005; Cherdantseva
& Hilton, 2013b). Availability is simply explained as that data can be reached at
any running stages of applications. In other words, data ought to be available at all
times, the system is capable of preventing service disruptions due to external impacts
(Cherdantseva & Hilton, 2013a, 2013b). Other attributes, at a lower level than the
CIA triangle, are newly proposed principles by Cherdantseva and Hilton (2013a),
including authenticity, accountability, and non-repudiation. Privacy, apparently, is
another vital factor, which will be detailed in following text.
Information Privacy
Information privacy (i.e., data privacy), usually abbreviated as privacy, refers to the
relation between collection and dissemination of data collection and dissemination of
data, technology, the public expectation of privacy, and the legal and political issues
surrounding them (Bergstein, 2004, 2008). The major concern of information privacy
is how to protect personal private information. In information security fields, a num-
ber of utilities (incl., software, hardware and human resources) have been employed
to address the issue. Additionally, laws and regulations for data protection are con-
tinuously changing in order to maintain compliance with data privacy and security
regulations (Bygrave, 2002; Bergstein, 2004, 2008; Cherdantseva & Hilton, 2013a).
As known, the cyber attacks evolves in every minute, which requires countermeasures
upgrading accordingly.
Secured Connection
Though networks provide convenient procedures for users operating at remote places,
whereas an intruder can easily access and intercept information transmitted in an
open channel. To address this problem, authentication of cryptography is the general
solutions.
Authentication of a decentralized computer network determines whether someone
or something is, in fact, who or what it is declared to be (Neuman & Ts’o, 1994;
Needham & Schroeder, 1978a). In a computer network (including the Internet),
authentication is commonly done through login passwords. The user authentic are
guaranteed by knowledge of the password. All users register on a site or server using
an assigned of self-declared password. On each subsequent use, the user have to know
2.4. Decentralized Network Security Federation 18
and use the declared password. However, the passwords are often stolen accidentally
revealed or forgotten when data transacting. Therefore, Internet transactions require
a more stringent authentication process.
Certificate Authority (CA) is considered to become the standard way to perform
authentication on the Internet, which issues a digital certificate and verifies the
certificate for the network security (Vaeth & Walton, 2000; Dong, Sui, Yiu, Li &
Hui, 2007). A trusted certificate is used to ensure secure connections among clients
and a server over the Internet. The certificate is required due the case that a malicious
party happens to be on the path to the target server need to be avoid.
The Secure Socket Layer (SSL) and Transport Layer Security (TLS) are the
most widely deployed security CA used today. An SSL issues digital certificates to
organizations or individuals after verifying their identity (Elgamal & Hickman, 1997;
Pressman & Jawadekar, 1987). The SSL certificates digitally bind a cryptographic
key into small data files for an organisation’s details. Typically, SSL is often used to
secure credit card transactions, data transactions and logins, and more recently is
becoming the norm when securing browsing of social media websites. SSL Certificates
bind together: domain name, server name or hostname and an organisational identity
(i.e. company name) and location. However, authentication only ensures that a user
claims to be, but report nothing about the access rights of the user.
Transport Layer Security (TLS) guaranties privacy between communicating ap-
plications and their users on the Internet (Dierks, 2008; Salowey, 2008). During
the communication of a server, TLS ensures that no third party may eavesdrop or
tamper with any message. There are two layers in TLS, the TLS Record Protocol and
the TLS Handshake Protocol. The TLS Record Protocol provides connection secur-
ity with encryption and decryption methods such as the Data Encryption Standard
(DES). The TLS Handshake Protocol ensures the server and client to authenticate
each other and to apply an encryption algorithm and cryptographic keys before data
is exchanged. TLS has been implemented on top of all the Transport Layer protocols,
encapsulating the application-specific protocols such as HTTP, FTP, SMTP, NNTP
and XMPP.
Security Protection Mechanisms
It is an enormous challenge to design a perfect and complete solution to protect in-
formation security and information privacy from increasing cyber attacks. There are
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many existing mechanisms for protecting the security, which have been demonstrated
effective, such as Access Control, Identification, Authentication, Authorization and
Cryptography (Sandhu & Samarati, 1994; Schlienger & Teufel, 2003; Khan, Syal &
Kapila, 2004). Here, we briefly review only those techniques being applied on our
platform, like authentication and cryptography.
Authentication refers to a verification action towards a claim of proper identity
(Needham & Schroeder, 1978b; Krawczyk, Canetti & Bellare, 1997). For example,
username with password verification is the most common form in this field. Cryp-
tography is usually used for transforming usable information into a form that can
only be recognized by authorized users rather than anyone else, this process is so-
called encryption. In decryption process, information can be transformed back into
its original form by the authorized user with cryptographic key.
A conventional encryption algorithm is presented in the Data Encryption Stand-
ard regulated the National Bureau of Standards (NBS) by (EOZ, 1998; Curtin, 2005).
According to the encryption model, one public key is used for encryption, and it is
located on every authorized node in the network. After data transmission, local
public key can be adopted for decryption. The model can be simply described as
follows,
Xe = encrypt{X, Key},
whereas the decryption process is
X = decrypt{Xe, Key}.
In addition, for communication, before data transmission actually occurring as
packets among agents, we also brought a authentication process to guarantee the
completeness, correctness, safety of each packets by verifying a key randomly selected
from a pre-defined key-chains. By means of the above mechanisms, we are able to
protect the data transferring and privacy in communication layer.
2.4.4 Fault Tolerance
Fault tolerance (i.e., grace degradation) is defined as a property of the system, which
is capable of maintaining the proper operations of the system while confronting with
the events of failure of its components (one or more). Usually, fault tolerance is
considered extremely paramount in high-availability or life-critical systems. Accord-
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ing to Johnson (1984), a fault-tolerant oriented design enables a system to carry on
its intended operations. Possibly, the system works continuously in a reduced level
rather than completely failing, when its functionality partially fails.
A fault tolerance has the following basic characteristics. No single point of fail-
ure, ensures the system must continue to operate without interruption during the
repair process. Fault isolation to the failing component enable the isolation of the
failure to the offending component when a failure occurs. Fault containment to pre-
vent propagation of the failure prevents the effects from some failure mechanisms
which can cause a system to fail by propagating the failure to the rest of the system
(P. A. Lee & Anderson, 1990).
Consequently, it is widely suggested to take fault tolerance into consideration
during the software development life cycle. Compared to a naively designed system,
the fault tolerance helps to avoid total breakdown when a small failure occurs, which
is particularly sought after in high-availability or life-critical systems (Randell, 1978;
P. A. Lee & Anderson, 1990).
Fault Types
In literature, the problems (i.e., errors), occurring in the running process of the
system, often are classified as 2 main categories (incl., 4 sub-classes across) presen-
ted in figure2.2: Software faults and Hardware faults (Johnson, 1984; Laprie, 1985;
Pradhan, 1996; Koren & Krishna, 2010).
As seen from figure 2.2 (Johnson, 1984; Koren & Krishna, 2010), specifica-
tion errors listed at the highest level includes algorithmic mistakes, architectural
mistakes, and the more frequent hardware as well as software design specification
mistakes. The next fault specified as implementation errors often introduces
errors through poor design,poor component selection,poor construction,or software
coding errors. Another fault is so-called component errors , which usually caused
by manufacturing errors, or flaws, semi conductor device failure, etc. The last error
is defined as external disturbances . Typical examples are radiation, electromag-
netic interference, battle damage, and environmental extremes.
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Figure 2.2: The cause-and-effect relationship of faults
Network Resilience
Apparently, our system has high possibilities of confronting with most types of these
errors. Due to time limitation, we could only cope with some of them, thus our con-
centration mostly was spent on the hardware errors, especially the specification
errors as well as component errors . Additionally, owing to network infrastruc-
ture, we assumed, at this stage, that the system high likely fails due to the network
misconfiguration, sudden disconnection, or unknown network problems. To address
this problem, the solution, network resilience, has been introduced into the develop-
ment procedure.
In literature, according to the definition, Network Resilience means the capability
of maintaining acceptable levels of network operation against challenges, such as
malicious attacks, operational overload, mis-configurations, or equipment failures
(Castet & Saleh, 2008; Smith et al., 2011; Schaeffer-Filho et al., 2012).
Schaeffer-Filho et al. (2012) proposed a model for designing and evaluating the
network resilience system in 2012, as seen in figure 2.3. Here, the process owns three
parts as follows:
1. Challenge analysis : Based on an real-time monitoring infrastructure, current
state of the network will be gathered and stored. Integrated metrics are capable
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Figure 2.3: Typical process for design and evaluation of network resilience
of correlated to generate the information, meanwhile to trigger the reconfigur-
ation of the network.
2. Resilience simulation: The component performs simulation and evaluation to
policy-based configurations of resilience mechanisms.
3. Resilience patterns : This core functionality is to extract reusable patterns
(Schaeffer Filho, 2009) from resilience configurations which succeed to com-
bat with specific simulated challenges.
2.5 Summary
Cyber attack detection is challenged by big data analysis, due to the Internet is a
global network of interconnected systems which is used to serve billions of users on
the Earth. We categorize existing networks security model to be centralized and de-
centralized mode. A centralized network security consistently assure security policies
that it is compulsory to enforce in every device in the network, which ensures secure
access to distributed resources in networked environment is considered to be neces-
sary in a network design. Different to a centralized network security system, decent-
ralized model does not have a central VO administrator and uses each local VO to set
local roles and determine which VO members can access the local resources. Existing
decentralized network security systems are concentrating on defending, protecting,
and countermining the attacks or suspicious activities via different technologies in-
cluding RFID, firewalls, intrusion detection and etc. These systems have four core
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components including intrusion detection systems, protocol, secured connection and
fault tolerance. In the next chapter, we will design our system based on the structure
of a decentralized model.
Chapter 3
System Design
With the in-depth research in coordination within distributed environment and the
intensive understanding on security-oriented real-time analysis, we propose a dis-
tributed multi-agent integrated analysis engine based cybersecurity system. In this
chapter, we present the entire design of the system from the aspects of the system
scheme and fundamental principles. Our decentralized multi-agent integrated engine
is constructed in a decentralized mode, whereas we also establish a centralized mode
in the system for contingencies.
3.1 System Scheme
The scheme of the system encircles the 4-cores model illustrated in figure 1.1: Core
functionalities, Communication Protocol, Security & Privacy, and Fault tolerance.
To explicitly present the overall design, the figure 3.1 shows a detailed explanation
about the 4-cores model.
As seen in figure 3.1, we implement feature extraction, discriminability magnify-
ing, and classification in both centralized and decentralized mode, which constitute
the core functionalities for the system. More importantly, a TCP/IP & UDP hybrid
network communication protocol is proposed to support the stable connection among
distributed agents. Security & privacy issues is also taken into account, for instance,
both authentication and cryptography are applied to the system to ensure the data
transmission safety. Lastly, for the purpose of systemic robustness, we apply a fault
tolerance oriented design schema, where a new network resilience approach as well
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Figure 3.1: Overall Design in details
as a load-balancing solution is proposed.
3.2 Fundamental Principles(Data-centric)
To conduct a successful implementation of the 4-cores model, we design the en-
tire system from a view point of data, this is the so-called data-centric conceptual
design. As discussed in chapter 2, it is critical to construct a system that is, coordin-
ately decentralized rather than primary centralized, security-data-centric rather than
generic-data-centric, an effective interpreter rather than an explicit descriptor. Stem-
ming from this idea, we aim to interpret (analyze) the security-oriented data in a
cooperatively distributed environment.
We present, in figure 3.2, a data flow diagram for the system. As the system
is designed as a Top-down schema, the diagram delineates the flow direction of the
data stream. As seen, our system is designed as a two-switchable-mode architecture,
namely decentralization coexisting with centralization. The reason of using such a
two-switchable-mode architecture is for experimental purpose, to further clarify the
differences between the two modes. Besides the experimental demands, in practice,
such a design fits for variable circumstance, as known, stable decentralized envir-
onment is not always available for all organizations. Considering this situation, we
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provide the flexibility of switching between different modes to satisfy different de-
mands. We design a switch agent to supervise the alternation between decentralized
mode and centralized mode, it makes these two modes mutually convert to each other
or coexist at all times. Decentralized mode is presented at left side of the diagram,
the data stream is collected, pre-processed, and partitioned in the distributed center,
and is distributed to all independent agents for further processing, final analysis res-
ult will be exhibited in the visualizer. Differentiating from the left part, the right part
of the diagram presents a typical centralized mode, all data processing procedures
(including pre-processing, cleansing, analysis) are integrated in one centre. Similar
to prior decentralized mode, analysis output will be exported to the visualization
center.
3.3 System Architecture
The system is designed as a two-switchable-mode architecture, it accommodates for
actually three different status: 1) decentralized mode only, 2) centralized mode only,
and 3) two modes coexistence.
3.3.1 Switch Server
The switch agent, naturally, is created for the usage of switching among the above
three statuses. It works generally like a data router, the data stream passes through
the switcher server will be routed to different modes. The working process is shown
in figure 3.3. The switch server will be initiated as the system starts. User is capable
of switching to any modes at all times during the system running time.
3.3.2 Decentralized Mode
In figure 3.4, the working flow of distributed multi-agent integrated analysis agent is
presented. The detailed explanation of each step will be expounded in the chapter
4. As seen from the figure, after data stream routed from the switch server, it firstly
reaches at a distributed agent, where the data stream will be cleansed, pre-processed,
and divided to even sections. Afterwards, these data fragments will be delivered to
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Figure 3.2: Data flow diagram for decentralized network security experimental plat-
form
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Figure 3.3: Switcher Server Design
multi-agent layer arriving at each independent agent for feature and pattern extrac-
tion. Least but not last, the learned knowledge (patterns) other than raw data will
be merged in the merge center. The center is charge of final classification and ana-
lysis results evaluation. Lastly, final output will be exported to visualization layer
for exhibition.
3.3.3 Centralized Mode
Unlike the decentralized mode, centralized mode utilizes only one central server
without distribution center. Analog to single agent in decentralized mode, the inter-
pretation process will be conducted on the routed data stream (intact data stream)
directly. The analysis results will be finally outputted on visualizer as well.
3.4 Summary
The chapter presents conceptual-level design of the system from different view of
points. The system as a whole is designed as a 4-cores model which consists of
core functionalities, communication Protocol, security & privacy, and fault tolerance.
Thereafter, by using the data-centric design concept as a starting point, the 4-cores
functional model is fully settled down to those four stages. The detailed architecture
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Figure 3.4: Distributed Agent Analysis Engine Design
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Figure 3.5: Integrated Analysis Engine
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reveals the complete data-centric processing flow under the two different processing
modes. This conceptual design enables the reliable support and services to the system
with both stability and flexibility, both generality and specificity, both compatibility
and scalability.
Chapter 4
Agent Analysis Engine
This chapter presents the construction of a single agent analysis engine in depth. We
first provide a detailed design and implementation of independent agent. Further,
a agent-based analysis engine is described following data-centric design principle,
including five stages: data collection, pre-processing, feature extraction, discrimin-
ability enhancement, knowledge sharing, and online classification analysis.
4.1 All-in-one Agent Design
The proposed multi-agent system is built on the basis of an open source multi-agent
platform - JADE platform (Bellifemine et al., 2007). According to Bellifemine et al.
(2007), each autonomous agent of the platform is a single thread, which means that
it is able to complete only one task at one time. To achieve a higher performance for
our distributed multi-agent analysis engine, we modify the system to a multi-thread
program. Each stage of the engine mentioned above is developed as a low-level
agent (single thread), it conducts one task at one time. The group of these single
thread agents is defined as a high-level agent. In another word, our high-level agent
is initially designed as an all-in-one agent seen in figure 4.1. This means that all
functionalities are integrated in one agent, its type varies along with diverse usage.
For instance, we may start distributed agent(low-level), data agent(low-level) and
analysis agent (low-level) inside the current all-in-one agent (high-level) to make it
as an centralized analysis agent engine.
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Figure 4.1: All-in-one Agent Construction
4.2 Analysis Engine
The distributed agent analysis engine consists for five steps: 1) data collection (dis-
tributed agent), 2) feature extraction (data agent), 3) incremental learning for dis-
criminability enhancement (data agent), 4) distributed knowledge sharing (merge
agent), and 5) online classification(analysis agent).
To have a better awareness, we firstly summarizes the notations may be used
throughout the entire thesis in Table 4.1.
4.2.1 Data Collection
Data collection usually is regarded as a difficult task, especially when referring to
network traffic data. As known, the massive amount and the diverse types of network
traffic packets are widely considered as the most difficult mission of analysis. In
addition, the issue we are going to tackle is under a darknet environment that yields
more obstacles for thorough investigation.
In the system, we use the oﬄine data to prove the analysis capability of the design.
The network packet capturing algorithm remains on developing. Our conceptual
design for data collection is shown below. The data collection has three different
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Notation Descriptions
X data matrix
n number of samples
p number of dimension
l number of non-zero singular values in descending order
X˜ data matrix after PCA with dimensions n× l
X∗ encrypted data
L number of new samples
Z a chunk of new samples
z a new sample
x¯ general mean vector
x¯k k-th class mean vector
Sb between class scatter matrix
Sw within class scatter matrix
St total scatter matrix
V LDA transform matrix
v LDA discriminant vector
Ω LDA model
Table 4.1: NOTATIONS
approaches.
1. Oﬄine data collection: As seen in figure 4.2, we setup a local files supply
service to provide data to the distribution center for pre-processing, then the
pre-processed data will be delivered separately to each analysis agent for further
investigation.
2. Centralized online data gathering: It is shown the expected procedure of a
centralized data collection approach in figure 4.3. After deriving an efficient
data capturing algorithm, it will be deployed on a server for monitoring the en-
tire local network (or partial Internet). All packets will be captured and stored
in our file server, afterwards file server will transfer those data to distribution
center for data distributed delivery.
3. Decentralized online data collection: Figure 4.4 illustrates a process for decent-
ralized data collection. Individual listener for monitoring the network will be
deployed on each agent, respectively. The distributed center will be used in this
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Figure 4.2: Oﬄine data collection
Figure 4.3: Centralized online data collection
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approach, instead each agent will have an advanced data sharing and know-
ledge sharing functionality based on a strengthened communication protocol.
Figure 4.4: Decentralized online data collection
In the system, the collected data is transmitted to an agent called data distribution
center (low level distributed agent). It pre-processes the data, and distributes the
data to analysis agent, respectively.
4.2.2 Data Pre-processing
Data Cleansing
As known, data cleansing is a key process to guarantee the success of analysis, which
is to identify and fix the problems, like incompleteness, incorrectness, inaccuracy,
imbalance, etc. In the testing phase of the system, the benchmark data KDD’99
is brought in as target observations. As a matter of fact, there is no demand for
data cleansing. Nevertheless, to enhance the scalability of the system, we maintain
interfaces for extension of data cleansing.
Feature Extraction
Feature extraction is a process of transforming existing features from the given data
into a lower dimensional space in model construction (Yang & Pedersen, 1997),
4.2. Analysis Engine 37
thereby to achieve dimension reduction and discriminability enhancement (Jolliffe,
2002; Sebastiani, 2002; Shaoning et al., 2005, 2012). There are usually a number of
means to implement feature extraction, such as Principal component analysis (PCA)
(Jolliffe, 2002; Sebastiani, 2002), Linear discriminant analysis (LDA) (Izenman, 2008;
Shaoning et al., 2005, 2012), Nonlinear PCA (Kramer, 1991) and so forth.
Principal component analysis (PCA) attempts to find principal components which
are a set of values of linearly uncorrelated variables by employing orthogonal trans-
formation to convert a set of observations of possibly correlated variables (Yang &
Pedersen, 1997; Jolliffe, 2002; Sebastiani, 2002). PCA can be computed via many
different matrix factorisation, in this project, we referred to the Singular Value De-
composition (SVD) (Golub & Loan, 1996). As stated by Golub and Loan Van(Golub
& Loan, 1996), by applying SVD on the input data X, we have
X = UΣW T , (4.1)
where Σ is a n × p diagonal matrix with all positive numbers σ(k), namely the
singular values of X; U is an n × n matrix with orthogonal unit vectors of length
n on the columns, namely the left singular vectors of X, also W is a p × p matrix
whose columns are orthogonal unit vectors of length p, it is called the right singular
vectors of X.
As known, the term XXT can be written as,
XXT = WΣUTUΣW T
= WΣ2W T .
(4.2)
Thus, the score matrix T can be achieved by applying SVD, namely
T = XW
= UΣW TW
= UΣ,
(4.3)
where each column of T is computed by each of the left singular vectors of X
multiplied by the corresponding singular value.
In addition, referring to the eigen-decomposition, we only consider the first l
largest singular values and their corresponding singular vectors to compute the n× l
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score matrix X˜ as,
X˜ = U lΣl
= XW l.
(4.4)
Note that: l < p holds for most cases.
In practice, we commonly make use of the computed n × l score matrix T as
the input data matrix for computational analysis instead of using original n × p
high-dimensional matrix, as proved above.
Following the common practice, we conduct a PCA feature extraction on the
existing oﬄine dataset incrementally. The process is shown in the figure 4.5 below:
Figure 4.5: Feature Extraction Process
4.2.3 Online Discriminability Enhancement
After applying the initial feature extraction process “PCA” on the existing data
X, we can obtain a dataset X˜ which has a smaller size than the original one. On
the basis of X˜, we adopt another feature extraction technique, Linear Discriminant
Analysis (LDA), to X˜ for the purpose of discriminability enhancement and further
dimension reduction.
An adapted version of LDA, so-called Incremental LDA (IncLDA) proposed by
Pang, Ozawa and Kasabov (2005), is applied on the system. In order to better
introduce the incremental learning schema, we use the classic LDA (Fisher’s LDA)
(R. A. Fisher, 1936) as a basis of further discussion.
Given n training samples X˜ ∈ Rd×n = {x˜j}, (j = 1, ..., n) in k classes, classic
LDA attempts to seek the optimal projection matrix V to project the X˜ into a lower
dimensional space. It is straightforward to compute between-class scatter matrix Sb,
within-class scatter matrix Sw, and total scatter matrix St as
Sb =
k∑
i=1
ni(mi −m)(mi −m)T (4.5)
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Sw =
k∑
i=1
Σi =
k∑
i=1
∑
x˜∈{x˜i}
(x˜−mi)(x˜−mi)T (4.6)
St = Sb + Sw =
n∑
i=1
(x˜i −m)(x˜i −m)T , (4.7)
where ni is the number of samples in class i such that n =
∑k
i=1 ni. m =
1
n
∑n
i=1 x˜i
is the mean vector of X˜, and mi is the mean vector of class i.
According to the above measurements, we can obtain the optimal matrix V ∈
Rl×d that maps a vector x˜ in the d dimensional space to reduced l, l < d dimensional
space. The solution is as follows:
J(V ) = Tr
V TSbV
V TSwV
, (4.8)
Here, LDA often raises a group of limitations, such as small-sample-size prob-
lem, matrix singularity problem and so forth. Particularly, classic LDA reserves the
entire dataset throughout the entire process, which wastes computer resources and
is inefficient at all. To overcome or mitigate these limitations, Pang et al. (2005)
proposed an incremental version of the classic Fisher LDA in resulting a competitive
improvement on all aspects of performance including efficiency, memory usage, and
better recognition rate etc.
Incremental learning is a scheme to tackle the fact that learning from real world
where data is presented either in sequential (i.e., samples are presented one after an-
other) or chunk manner(i.e., a subset of data is presented at one time) (Pang, Ozawa
& Kasabov, 2004; Ozawa, Pang & Kasabov, 2008; Pang et al., 2005; Giraud-Carrier,
2000). In one of the previous work (Yiming et al., 2013), we defined the incremental
learning as an updating process. On the basis of a discriminant model Ω (also
called discriminant eigenspace model), the updated model Ω′ can be mathematically
described as:
Ω′ =
{
Fsq(Ω, z)
Fck(Ω,Z), Z = {zi}si=1
,
In this work, the incremental updating model is constructed from the Fisher’s
LDA model. The procedure of this update is depicted as follows. Suppose that the
new samples are acquired sequentially, zN+1, zN+2, ..., possibly to infinity.
When the (N + 1)th training sample z is presented with class label q. The new
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discriminant space model needs to be updated rather than re-computed, thus the
updating model Ω′FLDA = {S′w,S′b, x¯′, N + 1} for [X z] can be obtained by using
only Ω and z.
The global mean of the model is updated as:
x¯′ = (N x¯+ z)/(N + 1) (4.9)
Additionally, the updating for scatter matrices requires to consider two situations of
whether a newly class has been introduced in. Accordingly, for between-class scatter
matrix Sb, if a new class is presented, namely q = k + 1, then
S′b =
K∑
k=1
Nk(x¯k − x¯′)(x¯k − x¯′)T + (y − x¯′)(y − x¯′)T (4.10)
=
K+1∑
k=1
N ′k(x¯k − x¯′)(x¯k − x¯′)T
where N ′k is the number of samples in class k after z is presented; N
′
k = Nk, when
1 ≤ k ≤ K; N ′k = 1, when k = K + 1; x¯k = z, when k = K + 1.
On the other hand, if no new class is presented as 1 ≤ k ≤ K, then the updated
matrix S′b is
S′b =
K∑
k=1
N ′k(x¯
′
k − x¯′)(x¯′k − x¯′)T (4.11)
where x¯′k =
1
Nk+1
(Nkx¯k + z) and N
′
k = Nk + 1, if z belongs to class k; else x¯
′
k = x¯k
and N ′k = Nk.
Correspondingly, for updating the within-class scatter matrix Sw, we still have to
take the two different situations into consideration. Supposed that z is a new class
sample, which means q is the (k + 1)th class, then the updated within-class scatter
matrix is:
S′w =
K∑
k=1
Σk + ΣK =
K+1∑
k=1
Σk =
K∑
k=1
Σk = Sw. (4.12)
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Oppositely, when 1 ≤ k ≤ K, the updated Sw matrix is as below:
S′w =
K∑
k=1,k 6=K
Σk + Σ
′
k (4.13)
Σ′k = Σk +
Nk
Nk + 1
(xˆ− x¯k)(z − x¯k)T (4.14)
In fact, incremental learning is an important step for online (i.e., real-time) clas-
sification (i.e, analysis), which is a key element of the incremental analysis schema.
Also, it gives a strongly supportive evidence proving the truth of implementing LDA
model merging and splitting (Shaoning et al., 2012). As a matter of fact, incremental
LDA described above can be treated as a temporal dimension updating. In contrast,
what if a spatial dimension updating occurs, it is a question of how to define this
scenario. In the work proposed by Shaoning et al. (2012), the scenario is abstracted
as multi-agent cooperative learning.
Feature extraction can be used to enhance the discriminability, but its main
purpose is to avoid the singularity problem while conducting LDA learning. In
addition, we implement an incremental LDA learning algorithm for strengthening
the discriminability of the input data. As known, the knowledge sharing algorithm
conducted in the system is also incremental LDA based, thus we use batch LDA to
build up an initial model first, and then apply the incremental learning for continuous
latter data stream. This process occurring within a single analysis agent is illustrated
in the following figure 4.6.
Figure 4.6: Discriminability Enhancement process (Incremental LDA Learning Pro-
cess) of a single analysis agent
4.2.4 Knowledge Sharing
In this specific circumstance, knowledge sharing, differing from its primary meaning,
refers to model merging in terms of, specifically, LDA model fusion. It originates
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from traditional incremental LDA learning, but entirely reformed to support mer-
ging operations in-between distributed learning models (Shaoning et al., 2012). As
stated by Pang et al. (Shaoning et al., 2012), it is a process involving none explicit
representation of the observations. Mathematically, the sharing procedure can be
defined as,
Ω′x = Ωx
⊕
Ωz, (4.15)
where Ωx and Ωz are independent models learned from data sets (X,Y ) and (Z,T ),
respectively.
The model here only shows a two LDA models fusion, it is capable of being
expanded to multiple models, as in our work, three-tuple merging has been testified
in our system. The following paragraphs shows a complete operation of LDA model
mering, namely knowledge sharing among distinct models Ωx and Ωz. It achieves
knowledge mering by sequential binary operations (Shaoning et al., 2012).
We denote the existing models as the following 3-tuples,
Ωx = ({Σk}, {x¯k}, {Nk}), (4.16)
Ωz = ({Ek}, {z¯k}, {Lk}), (4.17)
where Σk and Ek are the class covariance matrices, x¯k and z¯k are the class mean
vectors, and Nj and Lj the class cardinal numbers of the two datasets, respectively.
The all-instance mean vector x¯, class mean vector x¯k, within-class scatter matrix
Sw, and between-class scatter matrix Sb, can be updated as
x¯′ = (N x¯+ Lz¯)/(N + l),
x¯′k = (Nkx¯k + Lkz¯k)/(Nk + Lk), for k = 1, . . . , K,
S′b =
∑
k
(Nj + Lk)(x¯
′
k − x¯′)(x¯′k − x¯′)T ,
S′w =
∑
k
Σ′k. (4.18)
To prevent the explicit use of the vectorial forms of samples to update Sw, we have
Σ′k = Σk +Ek +
NkLk
Nk + Lj
(x¯k − z¯k)(x¯j − z¯k)T . (4.19)
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For class ωk in the merged class set X
′, the class covariance matrix is,
Σ′k =
∑
x′i∈ωk
(x′i − x¯′k)(x′i − x¯′k)T
=
∑
xi∈ωk
(xi − x¯′k)(xi − x¯′k)T +
∑
zi∈ωk
(zi − x¯′k)(zi − x¯′k)T
=
∑
xi∈ωk
(xi − x¯k + x¯k − x¯′k)(xi − x¯k + x¯k − x¯′k)T
+
∑
zi∈ωk
(zi − z¯k + z¯k − x¯′k)(zi − z¯k + z¯k − x¯′k)T
=
∑
xi∈ωk
(xi − x¯k)(xi − x¯k)T +Nk(x¯k − x¯′k)(x¯k − x¯′k)T
+
∑
zi∈ωk
(zi − z¯k)(zi − z¯k)T + Lk(z¯k − x¯′k)(z¯k − x¯′k)T
(4.20)
Following (4.18), we have
x¯k − x¯′k =
Lk
Nk + Lk
(x¯k − z¯k),
z¯k − x¯′k =
Nk
Nk + Lk
(z¯k − x¯k). (4.21)
Substituting (4.21) into (4.20) gives
Σ′k = Σk +NkL
2
k
(x¯k − z¯k)(x¯k − z¯k)T
(Nk + Lk)2
+Ek + (4.22)
N2kLk
(x¯k − z¯k)(x¯k − z¯k)T
(Nk + Lk)2
= Σk +Ek +
NkLk
Nk + Lk
(x¯k − z¯k)(x¯k − z¯k)T . (4.23)
Note that, it shows that, the implementation of knowledge sharing on two inde-
pendent models in (4.16) and (4.17) has been successfully achieved. Hence, we can
generalize the sharing rule of FLDA merging as
Ωx(t+ 1) = F+(Ωx(t),Ωz) = F+(Ωx(t), {Ek}, {z¯k}, {Lk}). (4.24)
where Ωx and Ωz are two independent FLDA models learned respectively from data-
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sets (X,Y ) and (Xˆ, Yˆ ), according to the results proved above, Ωz can be appended
to Ωx without loss discriminative information. In another word, (4.24) indicates that
an integrated learning model can be obtained from two (or more) existing models
without access to the actual data.
As all analysis agents live in a decentralized environment, information exchange
among those agents is another important task to accomplish. Based on the above
knowledge sharing algorithm (Shaoning et al., 2012), we implement an efficient and
effective knowledge integration process in the system. Learning knowledge (pat-
tern extracted from learning process) is capable of being shared amongst all agents
and being integrated into an updated learning model to ensure a benign analysis
procedure. The integrated knowledge model is capable of being used for further
classification. In the work, knowledge sharing can be regarded as two steps: 1) base
merging model formation by individual batch LDA models from each analysis agent;
2) mering model updating by individual incremental LDA model from all agents.
The process has been shown in figure 4.7 as follows:
Figure 4.7: The process of knowledge sharing and integration among multiple agents
4.2.5 Classification
Analysis is the key component of the core functionalities, the ultimate goal of this step
is to make the analysis process be real-time. Here, we employ a classic incremental
classification algorithm k-Nearest Neighbor (k-NN) to simulate the analysis. Owing
to the scalability of the algorithm, k-NN can be easily upgraded to an online version.
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k-NN classification (Altman, 1992) attempts to predict the membership of newly
presented observations according to preliminary understanding on existing data. The
schema is based on a majority vote mode, an instance is assigned to the most common
class where its majorly voted nearest neighbors locate in (NOTE: k is a, typically,
small positive integer). Specifically indicate, when k = 1, the object is simply placed
in the class owned by its single nearest neighbor.
In this research, we simply use the open-source machine learning library Weka
(Witten & Frank, 2005). Particularly, its k-NN component (Aha & Kibler, 1991)
is fully implemented as a classifier. The classification process can be separated into
two phases: Classifier Training and Classifier Testing. The following figure4.8 shows
the procedures of both phases.
Figure 4.8: The training and testing process of a typical classification
4.3 Summary
The multi-agent integrated analysis engine is discussed in this chapter. We utilize
several all-in-one agents (high level) containing diverse low-level agents for different
functional usage. As in this design, the system is capable of switching to different
mode. The centralized analysis engine will use the similar structure to the decentral-
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ized analysis engine, whereas it uses merely one all-in-one agent. In fact, the system
can be fitted to different environments due to its flexible design. In addition, the
functionalities of each agent can be replaced by alternative solutions, for instance,
the classifier can be altered to all other types of classifiers (e.g., Support Vector
Machine, etc.). The next chapter proposes an approach of multi-agent collaborative
coordination for maintaining the stability and safety of communication among agents
inside the system.
Chapter 5
Multi-agent Communication
Coordination
The chapter proposes a new communication protocol used in the system. The pro-
tocol is a TCP/IP and UDP hybrid protocol. In the protocol, a revised TCP/IP pro-
tocol is primarily used for information transmission, whereas a revised UDP protocol
is used for agent states detection in distributed environment. To ensure the safety
and completeness of data transferring among agents, a data encryption/decryption
approach is applied onto the communication layer. Lastly, in case of exceptions
caused by network problems, we adopt a proposed network resilience approach into
the system.
5.1 Communication Protocol
Network communication is the most critical link and groundwork of the entire system.
It is particularly important to keep assurance of the communication flow stability
while planning the system. In this work, we re-build the entire communication layer
of original Jade platform so as to satisfy our own information exchange demands, such
as knowledge sharing, specified data transferring, and also for proposed security &
privacy protection policy. Two classic network protocols are modified and combined
to fit in our network substrate. Note that, we only need to take the transport layer
(process-to-process) into consideration because of that JADE open source platform
is a p2p-based architecture.
Next, we will propose our new TCP/IP & UDP hybrid communication protocol.
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The two revised protocols are presented in details as follows.
5.1.1 Revised TCP/IP protocol
As the most common core part of the Internet protocol suite (IP), the Transmission
Control Protocol (TCP) is often called TCP/IP. It is designed to provide reliable,
ordered and error-checked delivery of octets stream between programs on computers
with connection to a local network, intranet or public Internet (Postel, 1981; Comer,
2000; Cerf & Icahn, 2005; Zaghal & Khan, 2005). A complete TCP operation usu-
ally consists of three stages: 1) Connections establishment: relies on a multi-step
handshake process; 2) Data transmission: transfers information in bit streams; 3)
Connection Termination: closes established virtual circuits and releases all alloc-
ated resources (Postel, 1981; Comer, 2000; Cerf & Icahn, 2005; Zaghal & Khan,
2005).qConnections must be properly established in a multi-step handshake process
(connection establishment) before entering the data transfer phase. After data trans-
mission is completed, the connection termination closes established virtual circuits
and releases all allocated resources.
A stable and smooth communication protocol is capable of maintaining or im-
proving the performance of the system. In this research, we modify the traditional
TCP/IP based communication protocol. Here, the TCP/IP protocol manages the
data transmission and knowledge sharing with integration among all agents.
We describe the protocol in details: As presented in figure 5.1, the proposed
TCP/IP based communication protocol has four steps to ensure an connection being
established. The first three steps are traditional TCP three ways handshake protocol,
usually after this process, the connection between two agents will be established, in
the work, it is so-called initial connection. In addition to this stage, we proposed
a fourth step to further ensure the connection for security reasons. After initial
connection has been established, we will let the client agent send the first packet (we
re-defined the stream structure, adding an embedded key for the first packet of every
stream) with an pre-defined embedded key, and then server agent will take the key
for verification with local key, meanwhile the client agent will hold the connection
without sending more packets. If the key has been successfully verified by server
agent, the connection between these two agents will be kept for the rest packets
transmission. Otherwise, the server agent will send a reject packet back to client
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Figure 5.1: The modified TCP/IP communication protocol
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agent to call the TCP/IP connection close.
5.1.2 Revised UDP Protocol
Though TCP/IP is widely considered as a secured, stable connection for data trans-
mission, it carries out the connection only between two processes. It fails on broad-
casting small size information, like notifications of states of each nodes in the network.
On this particular scenario, TCP/IP obviously would not be the best choice. Hence,
we have also lay out another protocol UDP for various purpose. UDP, standing for
User Datagram Protocol, is another core members of the Internet protocol suites.
According to the definition, applications can send messages in terms of datagrams via
UDP without prior communications for setting up channels or paths (Postel, 1980b;
Deering, 1998; Kurose, 2005). As known, UDP makes use of a simple transmission
model with minimum support of protocol mechanisms (Postel, 1980b; Deering, 1998;
Kurose, 2005). For example, it does not have handshaking dialogues, thus unreliabil-
ity of the user’s program has been exposed. As a consequence, there is no guarantee
of delivery, ordering, or duplicate protection.
Consequently, UDP protocol is actually not suitable for data transmission in our
proposed distributed agent environment. However, we modify its broadcasting fea-
ture for detecting agents’ states before actual information exchanges occur among
agents. In other words, UDP protocol mainly is in charge of detecting existence of
agents, delivering system status and related message to the specified location, addi-
tionally which is fundamentally supportive to the fault tolerance component of the
system. As known, UDP is an orderless, one-directional-way communication without
error checking. This may cause some problems while conducting data transferring.
To overcome these issues, we proposed a new dual-directional-way information ex-
change UDP protocol with partially information confirmation. This protocol, at
current stage, is developed on purpose to achieve network resilience. In another
word, it is used for agent present status detection, as described, each agent in the
proposed system works as agent detector as well. The following figure 5.2 clarifies
our design.
As seen from figure 5.2, the UDP based communication protocol can be cat-
egorised into three steps: 1) after the detection services has been started on the
distribution center, its detecting function broadcasts the detecting packets in every
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Figure 5.2: The proposed UDP based communication protocol
2 seconds time interval to the entire network. 2) when agents in the network received
the detecting packets, they will check the packets’ source and an embedded key, re-
ferring to authentication part in the document 5.2.1. If verification is succeeded,
those agents will send a responsive packet back to the sender (distribution center).
3) After receiving responsive packets from agents, the distributed center will verify
the source and the embedded key as well. After validating successfully, the distribu-
tion center will send notifications to all agents with detailed information about the
network and other agents’ status.
5.2 Security & Privacy
5.2.1 Information Security
Information security and privacy protection is always one of our main concerns. In
the system, we primarily took care of two main aspects of the security triangles,
namely authenticity and confidentiality, by an highly-secured authentication process
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and a simple but extensible encryption & decryption algorithm.
◦ Authentication
Regarding the authentication process, it has been implemented on the com-
munication level. Only authenticated connections would be accepted, after
connecting succeed, data transmission would get started. In fact, two factors
will be verified for authentication. The one is source and destination header
checking. According to the TCP/IP packet structure, source and destination
information is contained in the packet header. In our work, we verified both of
them for authenticating the connection. The other is public authentication key
verification. The encrypted public key has been integrated into every packet
from the senders transmitting inside the network. On the receiver side, the
key will be decrypted and be used to compare the public held by the receiver
for authentication. Also, the key will be later used for decrypting the data
transferring in the system. We depicted this factor verification in the figure
5.3.
Figure 5.3: Authentication Process (Header check and Key verification)
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◦ Cryptography
In the field of cryptography, we usually use a block cipher to provide protect
confidentiality or authenticity of information (Menezes, Van Oorschot & Van-
stone, 1996; Dworkin, 2001; N. Ferguson, Schneier & Kohno, 2012). As known,
a block cipher fits for the secure cryptographic transformation (encryption or
decryption) of one fixed-length group of bits called a block (Menezes et al.,
1996; Dworkin, 2001; N. Ferguson et al., 2012).
In this work, we simply applied XOR encryption for this cryptographic pro-
cess. It is a solution for the situation that well-rounded algorithms are not
urgently required (N. Ferguson et al., 2012), just like our project is currently
in a prototyping stage. According to Dworkin (Dworkin, 2001), simple XOR
code manipulates the binary codes directly, in addition to its fast implement-
ation speed. As known, XOR has the following properties:
X ⊕K = X∗
where X denotes the data (packets), ⊕ means XOR operation, K is the public
key stored in both sender and receiver sides, additionally, X∗ is the data after
encryption. Oppositely, the above equation can be described as,
X∗ ⊕K = X,
for decryption process.
5.2.2 Privacy Protection
The distributed agent integrated analysis engine is initiated for analyzing darknet
traffic in an absolute efficient and effective way. According to our understanding,
the packets transmit on darknet usually do not contain any private information or
just fragments of some private information. Definitely, since information is full of
the Internet, during the data collection process, it has a high possibility that we may
obtain private information of some individuals unintendedly circulated by unexpected
errors or unknown reasons. For the sake of complete security protection, we took
the privacy concerns and its protection strategies into account while designing the
system. Combined with information security protection mechanisms detailed below,
5.3. Fault Tolerance 54
the information privacy is capable of being prevented from disclosing or circulating
arbitrarily from our system inside to Internet outside.
In addition, as stated in previous section, we encrypt all the information delivered
from distribute center. Thus, information can be regarded as transferring on a se-
cured connection. Only agent has both the proper public key and the private key can
decrypt the information. To some extend, privacy is well protected in communication
layer.
5.3 Fault Tolerance
On the basis of the solution (Schaeffer-Filho et al., 2012), we proposed a similar
resilience approach to achieving fault tolerance of the system in order to improve
the stability. To protect the completeness of the data and improve the stability of
the system, we proposed a fault tolerance component to handle unexpected errors
occurring in the system.
Network resilience is an ability to maintain the same performance of the system
while confronting with unexpected network problems. In this project, we are go-
ing to utilize network resilience approach to achieve a high stability for the system.
Here, we made an assumption in the system that the problems are caused by net-
work disconnection, in other words, one or more agent get lost in the decentralized
environment.
For handling this type of issue, we formed four stages for the scenario of net-
work resilience: 1) Agent Existence Detecting : By utilizing the proposed UDP based
communication protocol detailed in 2.4.2, we are able to detect the existing status
of the entire network as well as each agent inside. Via the high frequent but with
less resources consumption detection, we can easily identify the problematic node
at an early stage. Afterwards, we could notify all agent and the distribution center
about the unexpected error, hereby to carry out corresponding countermeasures. 2)
Problem Identification: we also attempt to use the detection approach to identifying
the sources or reasons of those errors, thus to provide supports for further error fix-
ing. 3)System recovery : Based on the collected error related information, the system
ought to be capable of quickly recover from the problem. For example, the distribu-
tion center will re-allocated the distribution pool for data deliver according to the
current network status and the number of existing agents.
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5.4 Summary
We propose a novel TCP/IP & UDP hybrid protocol to ensure the stability of com-
munication in the distributed agent environment. Meanwhile, an classic encryption
and decryption mechanism is applied to the data transmission, which improves the
security level and protects the privacy inside data streams. Moreover, to avoid fatal
exceptions occurring, we establish a network resilience mechanism based on the re-
vised UDP protocol. Next chapter, we use experimental simulation to fully test the
functionalities and feasibility of the proposed system.
Chapter 6
Simulation and Performances
Evaluation
This chapter discusses the simulation and performance evaluation of the multi-agent
integrated analysis engine. The oﬄine dataset used for simulation is a benchmark
data (KDD’99). By using an oﬄine dataset, we setup a experimental simulation
for the system. The accuracy and efficiency are used as criteria. They are taken
into account for evaluating the performance of distributed agent analysis engine in
comparison to centralized analysis engine.
6.1 Data Description
For the purpose of testifying the concepts of our system, we simply employ the
benchmark data (KDD’99) in security fields for experimental attempts. The dataset
was used for The Third International Knowledge Discovery and Data Mining Tools
Competition in conjunction with KDD-99 The Fifth International Conference on
Knowledge Discovery and Data Mining. The task is to construct a predictive model
capable of distinguishing between “bad” connections, called intrusions or attacks,
and “good” normal connections (Stolfo, Fan, Lee, Prodromidis & Chan, 2000). The
database contains a standard set of data to be audited, which includes a wide variety
of simulated intrusions. It has 494020 instances with 233 features located in 23
categories. In experiment, we split the dataset as two parts: 90% train data and
10% test data. The test data will be used throughout the entire proceture, whereas
the train data will be incrementally fed into our analysis agent.
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Hardware & Software Units Description
CPU Intel(R) Core(TM) i7-2600 CPU @ 3.40Ghz
Memory 8 GB
Hard drive 500GB
Video Adapter Nvidia Quadro 400/PCIe 512MB
Network Adapter Intel(R) PRO/1000 Network connection
Operating system CentOS 5.8 (Linux version 2.6.18-308.el5PAE) 32bit
JRE Version Java(TM) SE Runtime Environment (build 1.7.0 51− b18)
JVM Heap 512MB - 2000MB
Table 6.1: Hardware & Software configuration profiles
6.2 Experimental Simulation Setup
For experimental simulation setup, we deploy six workstations within the same local
network. Table 6.1 shows the hardware and software configuration profiles. All six
workstations work as high-level agent defined in the system, since we applied the “all-
in-one” discipline to each agent, each agent is capable of being switch to perform
diverse tasks. In experiment, we used one workstation as the Distribute Center (Data
Agent) to charge the tasks, such as data collection, data pre-processing, first-step
feature extraction (PCA), and data distribution. Another workstation was used as
Visualization Center (Visualization Agent) that mainly manages the visual display
of the system, such as log tracking, analysis tracking, results exhibition, and 3D
visualization. Three out of the rest four computers were used as Analysis Center
(Analysis agent) accomplishing tasks like discriminability magnifying, classification,
and output generation. Lastly, the only workstation left was used for Analysis Center
with Knowledge sharing (Advanced Analysis agent) to complete the primary tasks of
knowledge sharing based learning as well as classification, output generation. Figure
6.1 portrays the procedure of the demonstration.
6.3 Performance Evaluation
We examine the performance of our distributed multi-agent integrated analysis en-
gine with a comparison to centralized analysis engine. As our system invokes classi-
fication as the main analysis approach, we evaluate the proposed engine in contrast to
centralized engine on criteria of execution time, storage costs, classification accuracy.
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Figure 6.1: Demonstration Environment Setup
For evaluation, we measure both modes (centralized and decentralized) on the
entire dataset (444618 training samples and 49402 testing samples) on CPU time
cost. Here, we observe the relationship between efficiency and variation of number
of samples. Every time the system will feed 10% training samples into centralized
analysis agent for centralized analysis. After classification, this will be counted as one
full stage, and the accuracy, CPU time, memory will be recorded at this time point.
In contrast, it feeds the 10% training samples into distributed center for spliting,
then the training data will be distributed evenly to 3 decentralized agents (around
3.3% training data for each agent). After incremental learning in 3 different agents,
knowledge will be exported to merge center for knowledge fusion, and eventually sent
to analysis agent for classification. At this point, all measurements will be recorded
again as one full stage for decentralized analysis.
6.3.1 Classification Accuracy
Figure 6.2 reveals the classification accuracy difference between two diverse analysis
engines. X axis represents number of samples received for both analysis engine, which
is incremented along with the time goes. Y axis shows the accuracy (percentage) of
classification. It is clear to see that both modes perform well on classification upon
the benchmark data KDD’99. Both of them achieve more than 90% accuracy in
average. Straightforwardly, the distributed analysis engine mostly performs better
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than the centralized analysis engine. In fact, it has already been demonstrated in
the work of Shaoning et al. (2012).
Figure 6.2: Classification Accuracy Comparison between Decentralized Analysis and
Centralized Analysis
6.3.2 Execution Time
Figure 6.3 shows execution time comparison between the two different mode on in-
crementally learning total 90% training data for analysis. In figure 6.3, X axis is
number of samples, Y axis denotes the recorded CPU time of each stage, the unit
is hour. Generally, both modes are running in a low speed, as seen, for classify-
ing the first chunk of data, both modes use more than 20 hours, eventually for the
entire testing process, both modes run more than 100 hours.Moveover, as seen in
the figure, centralized mode mostly is a bit faster than decentralized mode. In fact,
this is reasonable, since for our distributed mult-agent analysis engine, for one round
classification, we have five steps: 1) pre-processing and splitting in distributed cen-
ter; 2)distributed by distribution center; 3) feature extraction and discriminiablity
enhancing; 4) Knowledge merging; 5) classification. In contract, for one round classi-
fication of the centralized mode, it integrates all these steps in one agent, and it does
not require the data separation and distributing process. Besides this, the network
status may vary at all time, which may leads to some delay for the decentralized
mode. Lastly, since the system is running on a testing phase, there will be some
optimization in the future, which may improve the efficiencies of both modes.
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Figure 6.3: Execution Time Comparison between Decentralized Analysis and Cent-
ralized Analysis
6.3.3 Storage Costs
In practice, it is difficult to measure the memory usage. As in the process of testing
our system, we have confronted the issue of “out of memory” for several times. This
is because the system is constructed on Java platform, and its default heap size is
only 256MB. By giving a series of test, we finally setup the heap size to 8GB (max-
imum size) Figure 6.4 illustrates the variation of memory usage for two different
analysis engines. Here, X axis is the same as previous two figures, and Y axis is
used to show the memory usage (Gigabeta as unit). As seen from the figure, the
memory usage of centralized mode is nearly stable, the variation ranges from around
7.7GB to 7.9GB. In contract, decentralized mode uses much less memory while the
classification starts, then it increases with sample size and reach to 7.8GB. In sum-
mary, decentralized mode is superior to centralized mode in terms of storage costs.
This can be explained, that for the distributed multi-agent analysis engine, the raw
data will not be maintained, after learning process, only knowledge (patterns) will
be kept for merging and later classification. However, the centralized analysis engine
has to maintain all raw data for the entire analysis life cycle. It is straightfoward to
tell that centralized analysis engine occupies more memory than dentralized analysis
6.4. Summary 61
Figure 6.4: Storage Costs Comparison between Decentralized Analysis and Central-
ized Analysis
engine.
6.4 Summary
In this chapter, we describe the experimental simulation setup for testing and evalu-
ating the distributed multi-agent integrated analysis engine. For evaluation, we use
single agent analysis and centralized analysis to compare with the proposed decent-
ralized analysis engine. In general, we can conclude that the proposed decentralized
engine is superior to centralized engine in terms of classification accuracy, execu-
tion time, and memory usage. Moreover, we present some snapshots for the system
and some simulated experiment result in appendix A.1. Lastly, the source code file
structure is exhibited in appendix A.2 as well.
Chapter 7
Conclusion and Future Work
7.1 Conclusion
The thesis presents the complete design and implementation of Java-based distrib-
uted agent analysis engine based cybersecurity system to address the current chal-
lenges in cybersecurity fields.The system makes use of a cooperative and collaborative
decentralized environment to achieve a real-time security related information ana-
lysis with a remarkable performance and considerable efficiency. In addition to the
achievements on a competitive degree of security(also privacy) protections and strong
reliability, the stability of the platform has also been well-taken care of by our fault
tolerance mechanisms.
As discussed in chapter 1, researchers are currently facing 6 challenges while
developing a security oriented system. It is vital to take those challenges into consid-
eration when design any types of security oriented systems. Regarding our system,
we have partially addressed some of the issues by means of our key operating mech-
anisms.
According to the above description about the system, we can see that a real-
time analysis functionality has been assembled to the structure, the performance
has been proved in an experimental environment. In addition to the distributed
(parallel) working process, we have also applied a feature extraction and dimension
reduction algorithms to the input data stream. Through these procedures, the data
size can be managed to a reasonable range. According to our experiments, the off-
line dataset with a huge number of samples was processed in a reasonable amount
of time. Moreover, data loss problem is well managed by our proposed fault tol-
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erance principles. Additionally, we have deployed a series of methods to maintain
the self-security level and protect the privacy, such as data transformation, data en-
cryption, and communication authentication. Nevertheless, some challenges are still
in pending, like how to keep balance between security and usability, or how to deal
with ever-changing cyber-attacks. This research will continue in the future.
7.2 Future Work
Beyond the properties described above, there are some other features about our
proposed prototype. For instance, the system was derived from an open source multi-
agent platform, along with our development, whereas it has already customized or
partially replaced. As known, the information exchange layer has entirely replaced
by the new proposed TCP/IP&UDP hybrid based communication protocol.
Consequently, regarding future work, our final purpose is to develop a brand new
integrated analysis engine with new standards for distributed systems, and inde-
pendent, as much as possible, to current in-use open source deployments like Jade or
JBoss. Furthermore, more new features will be integrated into the platform, which
are illustrated as future directions as follows:
• Functionality Augmentation
Although we have achieved a group of established goals, there are still new
features haven’t been integrated into the system. 1) Expansion of multiple
selections for feature extraction methods and classifiers: Currently, only PCA
for feature extraction and k-NN for classification had been deployed on the
system. It is suggested to extend the prototype accommodating more corres-
ponding methods. One believes that this will further improve the problem
solving capability of the system due to different data sources or other unex-
pected situations. 2) Expansion of real darknet data stream input interface:
In the demonstration of the prototype, we have adapted a local off-line data
(KDD’99) to testify the conceptual level design. Next step, we are willing to
connect the system to a simulated internal network, switch the oﬄine data to
online data to further test the capability, stability, and generalizability of the
system. The figure 7.1 shows a brain-storm plan for a real time data analysis.
3) Expansion of packets Capturing: As stated in our design, at current stage,
7.2. Future Work 64
Figure 7.1: A proposed model for analyzing real-time traffic
we have been using oﬄine data rather than real online data for concept proven.
Thus, data collection requires to be altered to acquire real-time network traffic,
which is completely dependant on a high-speed packets capturing algorithm.
4) Expansion of data storage mode: To date, we have still been applying file
systems for data storage, which is obviously not the best choice. It is recom-
mended to integrate the database into the system for future huge data storage
demands.
• System Performance Boosting
Despite the effectiveness, efficiency is another main concern to the system. Fur-
ther optimization towards the system is urgently and compulsorily required.
We are about to improve the performance from 2 different aspects. 1) Al-
gorithm optimization: Existing in-use algorithms still have room to be im-
proved and optimized, for example, LDA algorithms could utilize faster QR or
SVD decomposition rather than the low-speed eigen-decomposition. 2) Parallel
computing: Currently, we are applying decentralized mode to build up our ar-
chitecture. On each individual agent, actually we are capable of implementing
multi-threads low-level agents as we defined in previous projects. This is able
to utmost use the resources of each workstation.
• Visual Attraction Enhancement
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An attractive visual presentation definitely makes more profits for a product.
To enhance our visualization system is another aim of our system. We have
already developed a 3D-prototype as introduced in section A.1 to achieve this
goal. Next year, 3D models will have another evolution, which will be much
close to the objects in reality. Some important factors, like network traffics,
analysed data, knowledge meant to be shared, etc., are going to be presented
in a more illustrative way. This will help the human experts to obtain a more
intuitive interaction with this system. Some other benefits may raise up, such
as potential commercial opportunities.
• Availability Enhancement
As the first version of this distributed analysis agent engine, there are still many
configuration steps requiring to be done before the boot of the system. The op-
erational aspect of the system ought to be improved in the next version. Simple
and straightforward manipulations of the system are our ultimate goal. This
also demands a comprehensive/clear user interface design and customization
development on in-use platform - Jade.
• Interactivity Strengthening
This improvement, in fact, is a ramose extension of availability, whereas it
focuses more on creating quick/clear responsive feedback from the software to
users while interaction occurs between them. In the system, we haven’t spent
much effort on creating a fairly user-friendly interactive interface and service
environment. However, in the next version of the system, this will certainly
have a further step improvement while comparing with now.
• Fault Tolerant Capability Improvement
In the research, we considered the fault tolerant capability of the system. Due
the time limitation, we merely consider the hardware faults rather than software
faults. In the future, we are going to utilize a complete test suite to give a
thorough test on the system from a software perceptive. It is another important
task for us to further maintain the fault tolerance, while faults generated from
software aspects, such as mis-configuration, memory overflow, etc.
• Security & Privacy Protection Enhancement
As seen, we have developed a chain of security and privacy protection. Still,
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we consider a further enhancement on existing protection policy. For example,
although we have implemented authentication procedure inside the communic-
ation layer, it is recommended to fortify the process within other work-flows.
Additionally, the data encryption algorithm can be strengthened again. Along
with the analysis of the real network packets, we will likely meet some packets
full of personal private information, it would be a good start point to conduct
protection from another definition of privacy as, K-anonymity, even the new
emerging model L-diversity.
Appendix A
Appendix
A.1 Exhibition
A.1.1 Software snapshots
In this section of the appendix, we are exhibiting snapshots for User Interface of the
on developing prototype.
◦ Main GUI The main GUI and some operational UI have been selected to put in
figure A.1 to exhibit.
◦ Data Distribution and Data transmission One of our achievements is the data
distribution and protocol design which makes the data transmission work well.
The figure A.2 shows the process with a data presentation from sending to
receiving.
◦ Agent Detection and Network Resilience Figure A.3 shows the logging process and
a UI for agent detection for the purpose of handling the network resilience.
◦ Knowledge Sharing and Classification Analysis Knowledge sharing and classifica-
tion are the core functionalities of the research work, from the following figures
A.4, we can see that our merge algorithm outperforms to centralized-mode
classification as well as single agent classification.
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Main GUI Agent Augmenting GUI
Current Agent Classes Selection Visualization Agent GUI
Performance Measurement Visualization of All current Services
Figure A.1: Main Graphical User Interfaces
A.1.2 3D User Interface snapshots
Here, we exhibit our ongoing 3D-visualization prototypes, as seen in Figure A.5.
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Data Distribution Distributed Data Receiving
Centralized Data Sending Centralized Data Receiving
Figure A.2: Data Distribution and Data transmission
A.2 Source Code File Structure
In this section, we present the source code file structure of the entire system in figure
A.6 and figure A.7.
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Figure A.3: Agent Detection and Network Resilience
Single Agent Classification Evaluation Knowledge Merged Agent Classification
Knowledge Sharing Processing Merged and Single Classification Comparison
Figure A.4: Knowledge Sharing and Classification Analysis
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3D UI Start menu Building 3D Front View
Lab 3D Top View Network Infrastructure 3D View
Figure A.5: 3D User Interface Snapshots
Figure A.6: File structure of the project
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File structure of the package Agent File structure of the package Core
File Structure of the package GUI File Structure of the package Services
File Structure of the package Utils File Structure of the package Visualization
Figure A.7: Source code file structure of the entire system
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