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Literature Review
Literature on optimizing safety stocks in multi-echelon networks is extensive as literature reviews in Graves & Willems (2003b) , Humair & Willems (2006) , and Simchi- Levi & Zhao (2005) show. Instead of trying to be comprehensive here, we only contrast the GS model to other multi-echelon safety stock models, and then situate our algorithm within the work on network topologies within the GS model. linear approximation to concave stage cost functions that effectively solves sparse acyclic networks ranging from ten to 100 stages. Their solution method relies on adding redundant inequalities to the LP relaxation and refining the piecewise linear approximation in an iterative fashion. Karimi et al. (2004) develop two heuristic algorithms for dense acyclic networks ranging from ten to 8,000 stages. The heuristics employ a continuous and two-piece linear estimator, respectively, for the concave cost functions, successively iterating to refine the quality of the approximation. Lesnaia (2004) shows that the general network problem with concave costs is NP-hard. She uses the extreme point properties of the optimal solution within a branch and bound scheme to find the optimal solution, and considers the application of their algorithm for two-layer networks.
The thrust of algorithmic research for concave cost GS models has been to exploit the special structure of the problem to construct faster algorithms, rather than focus on general concave optimization techniques. For instance, in contrast to the complexity of general concave optimization techniques (c.f. Guisewite & Pardalos (1990) ), the algorithm of Graves & Willems (2000 , 2003a is pseudo-polynomial for a spanning tree network, while the algorithms for all-or-nothing policies for only assembly or only distribution networks are polynomial (c.f. Magnanti et al. (2006) ). Our work similarly exploits the network structure of the problem, since as discussed in Section 3, it is not easy to see how to adapt standard non-convex optimization approaches to deal with the full range of the generalized cost functions like those in Figures 2-5.
The Standard GS Model
In Graves & Willems (2000) , hereafter referred to as GW, the supply chain is represented as a network with nodes representing stocking points (stages) and arcs representing precedence relationships between stages. Time is discrete. In each time period, external demand arises at stages with no outgoing arcs. All other stages in the chain receive orders from their downstream stages. All stages place orders for their inputs on their upstream stages.
Infinite supply is available to stages without incoming arcs.
Each stage has three times associated with it: a stage time, an outgoing service time, and an incoming service time. Stage time is the time from when all of the stage's inputs are available, to when its outputs are produced.
Outgoing service time is the elapsed time from when an order is received (from an adjacent downstream stage) to when it is fulfilled. Incoming service time is the elapsed time from when orders are placed (on all adjacent upstream stages) to when all orders are fulfilled. Incoming and outgoing service times are the decision variables for the model.
Each stage follows a one-for-one base stock ordering policy, i.e. placing a replenishment order on its suppliers equal to the demand its observes in each time period. Each stage sets its base stock to guarantee that it can meet its outgoing service time with certainty. The interpretation and reasonableness of this assumption is discussed in detail in Graves & Willems (2000 , 2003b . 
To satisfy the service time guarantee, the base stock B i needs to be set so that I i (t) is always non-negative, i.e.
Since maximum demand over any time interval of length x is described by a function, denote it as D i (x), I i (t) ≥ 0 for all t can be assured by setting More specifically, other GS literature assumes the stage cost has a functional form
the per unit inventory holding cost at stage i and µ i the average demand per period.
2.3. The mathematical programming formulation. The network model is an acyclic connected graph G = (V, A), where V is the set of all nodes and A the set of all arcs. Let V e ⊂ V be the set of external demand nodes and V s ⊂ V be the set of supply nodes (with no incoming arcs). The maximum S i quotable at a demand node is constrained by E i . Then, letting |V | = n, the problem of interest P is as follows, where S i and SI i are integral decision variables.
The constraints of P simply ensure that each stage's outgoing service time does not exceed the sum of its stage time and incoming service time, the incoming service time for stage i is no less than the maximum outgoing service times quoted by the stages directly supplying i, and the outgoing service times to end-item customers are bounded
by the E i 's.
When stage costs are concave, the optimal solution to P is an extreme point, or an all-or-nothing stocking policy, each stage either stocking all it can (setting its outgoing service time to 0) or nothing (setting its net replenishment time to 0 using S i = SI i + T i ). Further, the structure of costs assumed in other GS work implies the optimal solution is contained in a bounded region given by
2.4. Demand propagation. GW proposed a demand propagation algorithm for spanning trees, which needs to be modified for general networks since demand at internal stages might be correlated even when the end-item demands are independent. In GW, at demand stages, the maximum demand function D i (t) and per-period mean demand µ i are inputs to the model. At non-demand stages
; where φ ij is the units of stage i's product which are needed for one unit to be produced at stage j, and µ i = j:(i,j)∈A µ j is the mean demand seen at stage i. p is called a pooling factor which can be varied to model risk pooling demand streams from adjacent downstream stages, p = 2 modeling independent demand streams and p = 1 modeling perfectly correlated demand streams.
In general networks, even when end-item demand streams are independent, the demand at internal stages may be correlated. For example consider a network where V = {1, 2, 3, 4} and A = {(1, 2), (1, 3), (2, 4), (3, 4)} where demand streams seen by stage 1 are perfectly correlated. Therefore the following expression should be used at non-demand stages (with p = 2) to compute demand bounds:
Similar to GW, to model correlated end-item demands, p = 2 can still be used in the above formula, but p would then represent the correlation between the end-item demand streams, not the correlation between the demand from adjacent downstream stages.
2.5. The Graves and Willems (2000) spanning tree algorithm. The dynamic program in GW builds on the property that nodes in any spanning tree can be labeled with unique indices k ∈ {1, . . . , n}, such that every node except one (called root) has at most one adjacent node with an index higher than its own (called parent).
The child sub-tree of node k is the set of all nodes that remains connected to k after the link to its parent is removed from the tree. Once stages are labeled with index k, re-index all problem parameters in P in terms of k,
i.e. stage-specific quantities such as T k , S k , M k , etc. now refer to a stage with index k. Similarly, an arc (i, j) ∈ A now refers to an arc between stages with indices i and j. Let p k be the index of stage k's parent.
There are two forms of the optimal cost-to-go function for stage k.
is the optimal cost of the sub-network including k and its child sub-trees if k were to quote an outgoing service time S.
is the optimal cost of the sub-network including k and its child sub-trees when the incoming service time to k is SI. The cost-to-go function of the root (k = n) is defined as g n (SI) by convention.
The following dynamic program SDP is then a reformulation of P, where ( 
Generalized Cost Functions
We allow stage costs of any generalized form c i ( Another common and important practical phenomenon is non-nested review periods. Bossert & Willems (2007) detail the importance of non-nested review periods in the chemical industry. They present a model from Celanese, a $6 billion chemical company, in detail. They also document that their review periods research has been applied at more than a dozen Fortune 500 companies including Black and Decker, Boston Scientific, Hewlett Packard, Honeywell, Intel, and Procter & Gamble. Figure 3 shows results for non-nested review periods from a simulation although it is also possible to analytically compute base stocks as in Bossert & Willems (2007) .
Non-nested batch-ordering policies are another common feature which produce nonlinear effects as the simulated functions in Figure 4 show. Finally, integrating two or more of these phenomena compounds the effects as in Figure 5 where variable stage times and non-nested review periods occur simultaneously. Figures 3-5 also help explain the difficulty in using standard non-convex optimization approaches. Our functions do not have a well-known structure such as sub-modularity or quasi-concavity (Nemhauser & Woolsey (1988) ), so efficient approximation algorithms available for these classes of functions cannot be used. That primarily leaves search algorithms, which fall in two classes. The first class of search algorithms, e.g conjugate gradient methods
etc. (Bazaraa et al. (1993) ), depend on continuity and differentiability. Even if service times were continuous, the objective function is not differentiable as the figures show most prominently in the case of review periods. More acutely, even tests for local optimality for these generalized cost functions, i.e. termination criteria for use in such search algorithms are difficult to construct.
Figure 4: Simulated cost functions under non-nested batch-ordering. The other class of search algorithms are probabilistic, such as genetic algorithms (Goldberg (1989) ). If the structure of the function to the optimized is known a priori, some strategy may be devised to perform well for that class of functions. In the diverse structures permitted by generalized cost functions, finding a search strategy which performs well over the entire range of possible function structures is quite hard. Moreover, evaluation times for large populations of solutions such as in genetic algorithms are prohibitive. Further, even probabilistic guarantees on the optimal value are difficult to obtain.
Counter-Example to the Existence of an Optimal Spanning Tree
It is easy to create an example to demonstrate that the general networks problem cannot be reduced to the problem of finding an optimal spanning tree. In the seven-stage example of Figure 6 , T i denotes the stage time and C i denotes the per unit inventory holding cost at stage i. Demand is propagated from the end-item demand stages E, F, and G as described in Humair & Willems (2008) , φ ij = 1 if (i, j) ∈ A and p = 2. We assume the standard stage cost function used in other GS work, i.e. c i (
for all stages to reflect a service level target of 95%. Figure 7 shows that the optimal solution to every spanning tree associated with Figure 6 violates at least one constraint in the full network. The example is more complicated than just a diamond network (stages B, C, D, and F) because it is difficult to make all spanning trees non-optimal in a diamond for realistic holding cost and demand propagation as in Humair & Willems (2008) . . Counter-example to the existence of an optimal spanning tree solution for the general network in Figure 6 . Figure (a) illustrates the optimal outgoing service times and total stage cost z * for the general network in Figure 6 . Figures (b) , (c), (d), and (e) illustrate the optimal outgoing service times, optimal tree costs z * T , and the violated constraint in P (corresponding to the missing link) for each of the general network's four spanning tree relaxations.
5. Implementation 5.1. Selecting a spanning tree. In theory one can use any spanning tree in GNA since the proof for GNA's correctness does not rely on any particular spanning tree. In practice, we know the efficiency of any branch-nbound is strongly dependent on the quality of the relaxations. We therefore attempt to select a tree which we ¡ ¢ £ Figure 8 . Diamond network for discussion of P's dual space.
believe will result in a small number of infeasible links once the spanning tree is optimized. We use a heuristic to rank links.
To rank links, we note that realistic cost functions usually depend on the per unit inventory holding cost and the standard deviation of demand at a stage. We therefore associate a cost with each link (j, i) ∈ A, of the form
Once link costs are assigned, we pick a spanning tree that minimizes the link costs. This is the classical minimum cost spanning tree problem which can be solved in Nemhauser & Woolsey (1988) for instance). Incidentally, the proof of correctness for the branch-n-bound does not rely on using the same spanning tree for each call to routine R. One could therefore choose a different spanning tree or choose from a small set of spanning trees for each call to R and still find the optimal solution.
Initial bounds z.
We generically initialized the cost of the best solution in the algorithm z = ∞, but a much better bound is a priori available in practice. For instance, one can set z to be the cost of the following feasible solution: SI i = max j:(j,i)∈A S j for all i with SI i = 0 for all stages with no incoming arcs, and
Alternatively one could let z be the cost of the following feasible solution:
We use the second method in our implementation, but clearly the minimum of the two costs is a better bound.
5.3.
Choosing an infeasible link. While the correctness of the algorithm does not depend on which infeasible link is chosen to partition the feasible region, we actually use the least cost (rank) infeasible link, using the same link cost as used to select the spanning tree.
5.4. Partitioning the feasible region. We have used one rule for partitioning the feasible region, but others are readily available as well. For instance, in
Step 5 of GNA, given an infeasible link (j, i) ∈ A one could use Ω ∪ {S k ≤S, ∀k : (k, i) ∈ A} for the Upperbound step, and use Ω ∪ {SI i >S} for the Lowerbound step. The rule we propose in
Step 5 of GNA's routine R can be visualized as a bias towards first trying solutions that push inventory downstream in the chain; whereas the rule we have mentioned in this section has a bias towards first trying solutions that push inventory upstream in the chain. The heuristic HGNA, motivated by the structure of the dual space, in fact uses this second rule when pruning the branch-n-bound tree for performance.
6. Run Times for GNA, HGNA, TGNA Table 1 contains the actual run times of GNA, HGNA and TGNA.
Problem P's Dual Space
HGNA was motivated by the mechanics of the GNA algorithm in the dual space for P. Although we have not characterized the exact effect of the dual space structure on HGNA's performance, we present the motivating intuition as it could suggest fruitful research directions to others. The development below closely follows section 6.1
of Bazaraa et al. (1993) . For ease of exposition, we consider the simple diamond network example of Figure 8 (a).
Suppose that link (1, 2) is dropped from the network to form a spanning tree. Let h(S) denote the objective function value of P for any value of the service times S. P for the example network is to minimize h(S) subject to S 1 − SI 2 ≤ 0 and S ∈ F Ω T , in the notation of Humair & Willems (2008) . In a two dimensional (y, z) plane,
} is the image of the set of all spanning tree solutions F Ω T under the functions S 1 − SI 2 , h(S). The solution to P finds a point in H with y ≤ 0 which has the minimum ordinate. For simple cost functions of the type c i ( Humair & Willems (2008) for notation), Figure 9 shows the upper and lower envelopes of H for some different cost and time parameters. A spanning tree minimization in GNA corresponds to moving the horizontal line z = h(S) as far down as possible while it remains in contact with H. If the point at which contact with H remains has y ≤ 0, the optimal solution to the spanning tree is optimal for the network, otherwise if the contact point is y * , GNA first optimizes with the bound S 1 ≤ y * /2 and then with SI 2 > y * /2 . Table 1 . Performance of GNA, HGNA, and TGNA.
produce similar bounds. Figures 9(e) and 9(f) could have similar bounding behavior but are more interesting because they show the effect of link selection on GNA's performance. In 9(e) link (1,2) is removed to form the spanning tree and in 9(f) link (1,3) is removed. In 9(f), the optimal solution is found in the first iteration, whereas 9(e) will require multiple optimizations. Finally, the figures also hint that the duality gap may not be very large for inventory cost functions for an optimal value of a scalar multiple u ≥ 0 for the constraint S 1 − SI 2 .
It is certainly possible to use the penalty function u(S 1 − SI 2 ) in SDP since the cost functions remain separable,
i.e. of the form c i (SI i , S i ). However, the derivation of the correct multiplier to use is not immediately obvious. Figure 9 . Example images of spanning tree solutions in the dual space for some network parameters. y, z are the horizontal and vertical axes respectively. Non-linear lines are the upper and lower envelopes of set H. The horizontal line is the cost function minimized when solving a spanning tree relaxation of P. Figure 10 shows why HGNA lower-bounds the SI i 's only once. Each row of sub-figures in Figure 10 shows the GNA bounding behavior for one set of parameters. Each row shows that before, or after the first time S 2 is bounded, a solution close to the optimal has been found. This of course is not a proof, but the behavior is consistent across a larger set of examples than shown here. The tests in Tables 1 lend more Figure 10 . Examples of how a solution close to the optimal is usually found by the time the first SI 2 is bounded. Each row of sub-figures in above shows the GNA bounding behavior for one set of parameters; demonstrating that before or after the first time S 2 is bounded, a solution close to the optimal has been found.
Proofs
Theorem 3.1. SDP correctly solves any instance of P , i.e. P with additional bounds of the form
. . , n, if the underlying network for P is a spanning tree.
Proof. As in Section 2.5, we use stage k to refer to a stage with index k. Index k has the property that most one stage adjacent to stage k has a depth p k > k. We call p k k's parent. In fact, every stage in the tree except one, which we call the root stage, has exactly one parent. The root has no parent.
Define the stage sets N k for each k as follows,
And associate the sub-graph
G k is the connected sub-tree that contains k after removing the link (k, p k ) or (p k , k) from the original tree.
Also note the correspondence of the constraints of P to the network structure, which makes this proof possible.
The following three constraints are associated with each stage k:
The following constraint is associated with each link (j, i) ∈ A: S j − SI i ≤ 0. There are no other constraints in P apart from integrality.
Define the family of optimization problems P k for each stage k as follows:
Let C k denote the cost function and Ω k denote the set of constraints of P k , and note that P n = P.
If (k, p k ) ∈ A, let f * k (S) be the true optimal value of P k if the service time for stage k is fixed to S. Similarly, if (p k , k) ∈ A, let g * k (SI) be the true optimal value of P k if the inbound service time for k is fixed to SI. Note that the optimal value to P can then be obtained as the min 0≤SI≤Un g * n (SI), if k = n is the root stage for the entire tree.
We will show by induction that the functions f k (S) and g k (SI) generated by the dynamic program SDP equal the optimal functions f * k (S) and g * k (SI) for every k.
The base case is to verify that for all stages k such that N k = {k}, the functions g k (SI) = g * k (SI) and f k (S) = f * k (S), i.e. the functions produced by SDP are optimal. This is straightforward to see.
Now consider any k and suppose that for all i < k such that i ∈ N k , g i (SI) = g * 
The first step above is simply the definition of g * k (SI). In the second step, we use the fact that the stages of the children sub-trees of k are disjoint to separate the cost terms. The third step uses the separability of the constraints among the children sub-trees to decompose the constraint set Ω k .
Step four uses definitions of f * i and g * j and step five uses the inductive hypothesis. In step five, we also rewrite S k = S and use x, y for the decision variables S i , SI j , to better differentiate the variables with respect to which the minimization is being carried out.
The proof f k (S) = f * k (S) when (k, p k ) ∈ A follows exactly the same operations as above. Proof. F Ω = F Ω∪{S j ≤S} ∪ F Ω∪{S j >S} . But note that if S j >S, then SI k ≤S for any (j, k) ∈ A cannot be in F Ω .
Therefore F Ω∪{Sj >S} ⊂ F Ω∪{SI k >S,∀k:(j,k)∈A} .
