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長時間実行に耐えうるサーチエンジンシステムの構築 
Development of Long-Term Executable Search Engine System 
幸谷智紀＊ 
Tomonori KOUYA* 
Abstract: For 3 years, we have been continuing to develop a small-scale search engine which can automatically collect 
a large amount of Web data on the Internet. In this paper, we describe the 3 themes about our search engine which we 
have studied in this year: 
・ Confirmation of long-term executability 
・ Highly performed searching for collected Web datum by using "noun tables" 
. Parallel performance evaluation of distributed Web robots. 
1． 初めに 
我々は 3 年間に渡り，自動的に Web データを収集する小規
模なサーチエンジンを作成し，その開発研究を進めてきた。本




3. Web Robot の分散処理能力の計測 









稿における 3 つの報告事項に絡めてその理由を以下に述べる。 
日本をはじめとする先進諸国では既に The Internet の普及
率は飽和状態であるが，それ以外の地域ではまだまだ普及の
途上にある。従って，The Internet における主要サービスのー 
つである Web サーバは今後も増えていくと予想される。よっ







きた Web Robot( Web データ自動収集スクリプト）と検索イン
ターフェースを用い，この目的に少しでも近づけるための研
究開発を本年度行った。 










量の Web データを収集するための高性能化を図るため，Web 
Robot の並列分散化がどの程度有効なのかを調査した結果を
第 4 節で述べる。 
なお，今回行った実験のうち，Web Robot を稼働させたコ
ンピュータ環境は下記の通りである。 
CPU Intel Core2Quad 6600 (4 Cores) 
RAM 4GB 11)1MM 
OS CentOS 5.2 
RDBMS MySQL 5.0.45 
Language Perl 5.8.8, PHP 5.1.6 
ISP OCN + NTT West B Flets(Max. Bandwidth: 1 OOMbps(best 
effort)) 
2． 長期安定動作の確認 
Web Robot の基本動作はごく単純である。既知の IJRL にア
クセスし，本文データのリンク部分から新たな URL を収集
する，というループを繰り返すだけである。しかし実際に動
作させてみると高性能かつ頑健な Web Robot を書くためには
細かいノウハウが必要となる。本研究室の卒業研究において, 
Perl+RDBMS を基盤とする Web Robot はいくつか実装してき
たが，いずれも高性能性や頑健性において問題があった。そこ
で本年度はすべての Web データを竹口による Web Robot 実装
りを用いて収集することにした。まずこの Web Robot のデー 
タ収集アルゴリズムを簡単に述べる。 






本文（HTML, XML タグは排除したプレーンテキスト） 
リンク URL 
.WebRank 
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が最低限必要となる。当然，接続可能かつ検索に意味のある 
URL の、Web データだけが格納されていなければならない。し
かし，Web データから新たな URL を抽出すると，大量の新
規 URL が取得できることもあるが，そのうちアクセス可能な
ものはそれほど多くなく，データ収集が進むと既知の URL も
たくさん見つかる。従って，新規の URL は一旦 Reserve テー 





このようなアルゴリズムによる Web Robot を 2008 年 9 月
から 24 時間ノンストップで動作させてみた。最初の収集 URL 
は Yahoo! Japan のトップページ（httpゾノwww.yahoo.co .jpノ） 
である。その過程を MRTG で記録した結果を Fig.1 に示す。 
上が CPU 負荷履歴，下が Ethernet の帯域使用履歴である。残
念ながら 2009 年 1 月上旬に不慮の事故による停電が短時間に 
2 回発生し，そこで Web Robot は一度停止し，その際に Main 
テーブルが破損した。従って，連続動作としては約 4 か月達成
されたことになり，停電がなければもっと動作記録は伸ばせ
たものと思われる。この時，Main テーブルには約 60 万 URL, 
Reserve テーブルには約 2000 万URL が記録されていた。 
収集した URL のリンク関係を，収集回数ごとにドメイン単
位でまとめた図 3）を Fig.2 に示す。URL 数は約 54000, ドメイ 
ン数は約 2000 である。図の一番上が Yahoo! Japan であり・ 4 	 l .   









































4. Web Robotの分散処理の実験 
無限大の Webデータを大量に取得するためには，なるべく 
IX(Internet Exchange）に近い幹線のような高速なネットワー 





定の秩序を保ち，どこかで集中的に分散配置した Web Robot 
をコントロールする機構が不可欠である。 
そこで我々は，もっとも簡単な Web Robotコントロール技




を検証してみた。その結果を Fig.5 に示す。 
前述した Quad-coreマシン上に Web Robotをl本もしくは 
4本同時に 24時間連続動作させ，Yahoo! Japanを収集の起点
として，どの程度収集 URLが増加するかを調査した。Fig.5 







これはMySQL サーバが一台しかなく,そこに集中的に SQL 
quewが寄せられることによってI/O 性能のボトルネックが発 
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