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Abstract: We first characterise the boundary field line behaviour of Beltrami flows on compact, con-
nected manifolds with vanishing first de Rham cohomology group. Namely we show that except for
an at most nowhere dense subset of the boundary, on which the Beltrami field may vanish, all other
field lines at the boundary are smoothly embedded 1-manifolds diffeomorphic to R, which approach
the zero set as time goes to ±∞.
We then drop the assumptions of compactness and vanishing de Rham cohomology and prove that
for almost every point on the given manifold, the field line passing through the point is either a non-
constant, periodic orbit or a non-periodic orbit which comes arbitrarily close to the starting point as
time goes to ±∞. During the course of the proof we will in particular show that the set of points at
which a Beltrami field vanishes in the interior of the manifold is countably 1-rectifiable in the sense of
Federer and hence in particular has a Hausdorff dimension of at most 1. As a consequence we conclude
that for every eigenfield of the curl operator, corresponding to a non-zero eigenvalue, there always
exists exactly one nodal domain.
Keywords : Beltrami fields, Field line dynamics, Dynamical systems, (Magneto-)Hydrodynamics, Nodal
sets, Nodal domains
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1 Introduction
In this paper we deal with the field line behaviour of so called Beltrami fields. Given an
oriented, smooth Riemannian 3-manifold (M¯ , g) with or without boundary, we call a smooth
vector field X on M¯ a weak Beltrami field if there exists a locally bounded function
λ : M¯ → R such that
curl(X) = λX and div(X) = 0. (1.1)
These type of vector fields appear naturally in physics. For instance they provide stationary
solutions of the equations of ideal magnetohydrodynamics for the case of constant pressure and
a resting plasma, [3, Chapter III], and are possible terminal magnetic field configurations for
suitable initial magnetic field configurations. Beltrami fields in fact arise as local minimisers
of the helicity constrained magnetic energy minimisation, [2], [5], [35]. Hence Beltrami fields
are of interest in ideal magnetohydrodynamics, and in astrophysics in particular. On the
other hand we recall the usual form of the incompressible Euler equations
∂tv +∇vv = −∇p and div(v) = 0,
where v is the fluid velocity and p is the pressure. These equations can be written equivalently
as
∂tv +∇f = v × curl(v) and div(v) = 0, (1.2)
with f := g(v,v)2 + p being the Bernoulli function of the system. It follows that if v is a (time-
independent) weak Beltrami field, then it is a solution of (1.2) for the pressure function p :=
c− g(v,v)2 and any constant c ∈ R. Therefore weak Beltrami fields may instead be interpreted
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as stationary solutions of the incompressible Euler equations. In fact weak Beltrami fields are
a very special kind of stationary solutions of the Euler equations. If we restrict ourselves to
the case of stationary solutions of these equations, we arrive at the following PDE’s
v × curl(v) = ∇f and div(v) = 0, (1.3)
for some function f . Assuming that all quantities involved are real analytic and that v and its
curl are not everywhere collinear, Arnold’s structure theorem, [1], [2], [3, Chapter II Theorem
1.2], [19], provides a rather complete picture of the corresponding stationary solution. On the
contrary if v and its curl are everywhere collinear, which includes the case of weak Beltrami
fields, the topological properties of the flow can be much more complex. For instance it is a
consequence of the structure theorem, see [3, Chapter II, proposition 6.2], that every no-where
vanishing real analytic steady flow, which possesses a ’chaotic’ trajectory, i.e. a trajectory
not contained in any 2 dimensional subset, is necessarily a Beltrami field. Hence the pres-
ence of complex flowline topology already implies that the underlying flow must be Beltrami.
Conversely there are Beltrami fields which have indeed complex field line behaviour. The so
called ABC-flows (Arnold-Beltrami-Childress) do indeed develop for certain choices of their
parameters chaotic field lines, [10]. Etnyre and Ghrist showed in [15] that there exists a metric
g on S3 and a Beltrami field corresponding to this metric such that this Beltrami field admits
all knot and link types as its fields lines. A similar result regarding the Euclidean metric
was obtained by Enciso and Peralta-Salas, [11], who showed that there exists an eigenfield of
the curl operator on R3 with the Euclidean metric, such that it admits all tame knots and
(locally finite) links as field line configurations, see also [12]. These results have in common
that one considers or constructs specific Beltrami fields with interesting topologies. But not
all Beltrami fields have such complex structures. Some of them behave just like ’typical’
steady flows to which the structure theorem applies. For instance in [8] the authors explicitly
compute all Beltrami fields on the solid ball in R3 which are tangent to its boundary. The
eigenfield corresponding to the smallest positive eigenvalue indeed admits field lines which lie
on invariant tori and the ball, up to a ’negligible’ set, fibres into such invariant tori. This
is in essence the statement of the structure theorem. Contrary to the above results another
question one may ask is:
Is there something we can say about the field line behaviour of all Beltrami fields (or some
subclass) under certain assumptions on our manifold?
A typical question in this regards is whether or not Beltrami fields admit (non-constant)
periodic orbits. Under certain assumptions the answer is positive and a consequence of the
(by now proven) Weinstein conjecture, [33], [25], and the relation between Reeb vector fields
and no-where vanishing, rotational Beltrami fields [14]. A rotational Beltrami field is a weak
Beltrami field with smooth proportionality function λ which is no-where zero. Weinstein’s
conjecture can then be stated as follow [14]: Every no-where vanishing, rotational Beltrami
field on an oriented, closed (compact, without boundary) smooth, Riemannian 3-manifold
(M,g) admits a periodic orbit. See also [13] for results concerning the existence of closed or-
bits of real analytic steady flows of the Euler equations on S3. Much less seems to be known
about Beltrami flow behaviour on manifolds with non-empty boundary. For example [16] and
[17] deal with the existence of closed orbits of non-singular Beltrami fields defined on and
tangent to the boundary of the solid torus. In this paper we want to deal with the question
posed above under as few assumptions on our manifold as possible, with a focus on manifolds
with boundary. Our approaches are twofold.
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First : We restrict our attention to Beltrami fields tangent to the (non-empty) boundary
and analyse the field line behaviour on the boundary. The idea being that it is easier to
understand dynamics on surfaces rather than in 3-space. The main observation is that the
restriction of a given Beltrami field to the boundary satisfies the integrability conditions. In
particular if the boundary has a vanishing first de Rham cohomology group, the restricted
vector field must be a gradient field whose dynamics are well understood. To ensure that the
boundary is well-behaved we make the assumptions of compactness and H1dR(M¯) = {0} of
the underlying manifold M¯ . But our results also hold true on non-compact manifolds with
arbitrary de Rham cohomology groups, so as long as the boundary is well-behaved.
Second: We notice that the boundary is a 2-dimensional subset and hence a null set. Thus
the typical field lines of Beltrami fields on manifolds with and without boundary should be
the same. Thus our idea is that it should be possible to characterise typical field lines. Indeed
it is possible and in fact we will see that the boundary field line behaviour mentioned in the
previous paragraph is exactly atypical.
While characterising typical field lines we will show that given a weak Beltrami field X
the set of points at which it vanishes on M¯ has Hausdorff dimension at most 2. In addition
we will see that if we restrict ourselves to the interior of the manifold and assume that the
proportionality function λ is smooth, then the Hausdorff dimension is at most 1. This up-
per bound is sharp. It was for instance proven in [6] that rotationally symmetric eigenfields
(tangent to the boundary) of the curl operator on the solid torus have either an empty zero
set (for the first eigenfield), [6, Theorem 7], or else the zero sets are isolated 1-dimensional
circles [6, Theorem 8]. Here we extend these observations to arbitrary weak Beltrami fields
(with smooth proportionality function). If the proportionality function λ is a constant then
the corresponding weak Beltrami field X satisfies
∆X = λ2X
since div(X) = 0 and where we choose ∆ to be a positive operator, i.e. it coincides in
the Euclidean case with the negative of the standard Euclidean Laplacian. In the Euclidean
case each component of X is therefore an eigenfunction of the Laplacian and the zero set
of X is exactly the intersection of the zero sets of the component functions. Zero sets Nf
of eigenfunctions f of the Laplacian, also called nodal sets, as well as the connected compo-
nents of their complement, so called nodal domains, have been widely studied in mathematics,
see for instance [22], [28], [31], [32] and see also [21] for a survey of properties of Laplacian
eigenfunctions. The classical Courant’s nodal domain theorem, [9, §5, p.365] states that the
k-th-Dirichlet eigenfunction of the Laplacian on a bounded domain with smooth boundary
in R3 admits at most k nodal domains (it is easy to show that there must be at least two,
provided k ≥ 2). It is then natural to ask the same question with regards to the curl operator.
Suppose X is an eigenfield of the curl operator, tangent to the boundary of M¯ . How many
connected components does the set int(M¯) \ {X = 0} have?
We will show that the answer is simple, provided the corresponding eigenvalue is non-zero:
It is always one component and in fact this holds regardless of the boundary conditions we
impose and even if the proportionality function λ is not necessarily a constant, but merely
smooth, provided we impose the additional assumption that X is divergence-free.
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2 Main results
Conventions: Manifolds are assumed to be Hausdorff and second countable. All manifolds
in question are assumed to be oriented, connected, smooth, with (possibly empty) boundary
and are assumed to be equipped with a smooth Riemannian metric, unless specified otherwise.
We will shortly write: ’Let (M¯ , g) be a 3-manifold’ and mean by that, that (M¯ , g) has all the
previously listed properties and is 3-dimensional. If M¯ is any smooth n-dimensional manifold
with or without boundary with H1dR(M¯) = {0}, i.e. vanishing first de Rham cohomology
group, then we call M¯ a simple manifold. The set of all smooth vector fields on a given
manifold M¯ is denoted by V(M¯). Given a smooth vector field X ∈ V(M¯ ) and a point p ∈ M¯
we denote by γp the field line of X starting at p and by ω(p), α(p) the corresponding ω− and
α-limit sets. We call a vector field X on (M¯ , g) a Ck-weak Beltrami field, if it is of class
Ck and there exists a locally bounded function λ : M¯ → R, such that curl(X) = λX and
div(X) = 0.
Theorem 2.1. Let (M¯, g) be a compact, simple 3-manifold with non-empty boundary ∂M¯ 6= ∅
and let further X ∈ V(M¯ ) be a weak Beltrami field. If X is tangent to the boundary and not
the zero vector field, then the following holds
• K := {p ∈ ∂M¯ |X(p) = 0} is a closed and no-where dense subset of ∂M¯ . Equivalently
U := ∂M¯ \K is an open and dense subset of ∂M¯ .
• The (globally defined) field lines γp of X starting at points p ∈ U ⊂ ∂M¯ satisfy the
following two properties:
– The images γp(R) ⊂ ∂M¯ are smoothly embedded 1-submanifolds diffeomorphic to
R.
– The ω- and α-limit sets of any such field line are non-empty and subsets of K.
Both limit sets consist either of a single point or of infinitely many points, none of
which is an isolated point in ∂M¯ .
• #K ≥ 2N , where #K denotes the number of elements of K and N denotes the number
of connected components of ∂M¯ . In particular X has at least two singular points at the
boundary.
Corollary 2.2 (Boundary field line behaviour of Beltrami fields on simple 3-manifolds). Let
(M¯, g) be a compact, simple 3-manifold with non-empty boundary and suppose X ∈ V(M¯)
is a weak Beltrami field, which is tangent to the boundary and has at most finitely many
non-isolated zeros in ∂M¯ . If we let K and U be defined as in theorem 2.1, then U is an open
and dense subset of ∂M¯ and for any p ∈ U , the field line γp of X starting at p is a smooth
embedding of R into ∂M¯ (and hence also into M¯) and there exist elements p± ∈ K such that
limt→±∞ γp(t) = p±.
Here we mean by (non-)isolated in ∂M¯ that we consider these notions in the subspace
topology of ∂M¯ . The fact that the set K has no interior points is a consequence of the
following result
Lemma 2.3 (Vainshtein’s lemma for abstract manifolds). Let (M¯ , g) be a 3-manifold with
non-empty boundary and X a C1-weak Beltrami field. If there exists an open subset U ⊆ M¯ ,
such that ∂M¯ ∩U 6= ∅ and X|∂M¯∩U ≡ 0, then X is the zero vector field, i.e. X ≡ 0 on all of
M¯ .
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A proof of lemma 2.3 for the case of bounded domains with smooth boundary in R3 can be
found in [7], see also [34] for the original reference. However their proof relies on the position
vector field. Thus it does not immediately generalise to abstract manifolds. Here we use a
different approach via the double of a manifold and a unique continuation result, inspired by
the proof of [30, Theorem 3.4.4]. In particular we don’t need to assume that M¯ is compact.
In order to show that the boundary is well-behaved in a suitable sense, given our assumptions
on M¯ , we will first prove the following result
Lemma 2.4. Let n ≥ 2 and M¯ be a compact, orientable, smooth n-dimensional manifold with
non-empty boundary. Then for every fixed 0 ≤ k ≤ n− 2 we have the following implication
H
(n−1)−k
dR (M¯) = {0} ⇒ dim
(
HkdR
(
∂M¯
)) ≤ dim(HkdR (M¯)
)
. (2.1)
This implies the following characterisation of the boundary of compact, simple manifolds
Corollary 2.5. Let M¯ be a compact, orientable, simple, smooth 3-dimensional manifold with
non-empty boundary. Then every connected component of ∂M¯ is diffeomorphic to S2.
Now let us turn to the characterisation of typical field lines of weak Beltrami flows
Theorem 2.6. Let (M¯ , g) be a 3-manifold of finite volume and let X ∈ V(M¯ ) be a weak
Beltrami field, which is tangent to the boundary of M¯ and generates a global flow. If X is
not the zero vector field, then the following holds
• UB := ∂M¯ \ {p ∈ ∂M¯ |X(p) = 0} is an open and dense subset of ∂M¯ .
• Let F := {p ∈ M¯ |p ∈ ω(p) ∩ α(p) and γp is not constant}. Then M¯ \ F is a null set.
Corollary 2.7 (Typical field lines of weak Beltrami fields). Let (M¯, g) be a 3-manifold of
finite volume and X ∈ V(M¯) a weak Beltrami field, which is tangent to the boundary and
generates a global flow. If X is not the zero vector field, then for almost every p ∈ M¯ , the
field line γp starting at p is either a non-constant periodic orbit or γp is not periodic and there
exist sequences t±n → ±∞ with limn→∞ γp(t±n ) = p.
Comparing corollary 2.2 with the typical field line behaviour derived in corollary 2.7 we
see that the boundary field lines are either constant or non-periodic and when they are not
periodic there do not exist any points on the field lines themselves which are ω or α limit
points. Hence all boundary field lines in the case of simple, compact 3-manifolds are atypical.
Since the boundary is a null set, this of course is no contradiction. The results of theorem 2.6
rely on the following
Proposition 2.8. Let (M¯, g) be a 3-manifold andX ∈ V(M¯) be a weak Beltrami field, which
is not the zero vector field. Then the set K := {p ∈ M¯ |X(p) = 0} is countably 2-rectifiable
and hence has a Hausdorff dimension of at most 2. In particular it is a null set. If the
proportionality function λ : M¯ → R is smooth, then the set KI := {p ∈ int(M¯)|X(p) = 0} is
countably 1-rectifiable and thus has a Hausdorff dimension of at most 1.
Here we equip (M¯, g) with the standard geodesic metric dg induced by g, [27, Theorem 2.55]
and the Hausdorff dimension is considered with respect to this metric. We do not require in
proposition 2.8 that X is tangent to the boundary nor do we demand that (M¯, g) has finite
volume. As a consequence we obtain
Corollary 2.9. Let (M,g) be a 3-manifold with empty boundary and let X ∈ V(M) be a
weak Beltrami field with smooth proportionality function. Set KI := {p ∈ M |X(p) = 0}. If
X is not the zero vector field, then M \KI is path-connected, i.e. there is exactly one nodal
domain.
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The preceding corollary follows immediately from proposition 2.8 and the following result
Proposition 2.10. Let (M,g) be a connected, smooth Riemannian n-dimensional manifold
without boundary, n ≥ 2, and A ⊆M be a closed subset whose Hausdorff dimension is strictly
less than (n− 1), then M \ A is path-connected.
3 Proof of theorem 2.1
We will first prove lemma 2.3 and corollary 2.5 and then explain how they imply theorem 2.1.
Proof of lemma 2.3: We observe that the interior of a manifold M := int(M¯) is homotopy
equivalent to the manifold itself, [26, Theorem 9.26], and since connectedness is a homotopy
invariant we conclude that M is also connected. Now let Mˆ := M ∪(∂M¯ ∩ U). Since ∂M¯ ∩U
is an open subset of the boundary, we see that Mˆ is a manifold with non-empty boundary in
its own right. Observe that M ⊂ Mˆ ⊆ M¯ = clos(M), where clos(M) denotes the topological
closure of M in M¯ . Since M is connected, so must be Mˆ . Now consider the boundaryless
double 2Mˆ of Mˆ , [26, Theorem 9.29, Example 9.32], which is an orientable connected mani-
fold without boundary into which Mˆ can be embedded such that the embedding is orientation
preserving and such that Mˆ is a closed subset of the double. In particular the topological
boundary of Mˆ in 2Mˆ coincides with its manifold boundary. We can then equip the embedded
copy of Mˆ with the pullback metric and extend it to a smooth metric on the whole double
(it doesn’t matter how exactly we extend it). Then we can pushforward the vector field X to
its embedded copy and extend it by 0 outside the copy. Observe that div(X) = 0 and hence
the divergence in particular vanishes at the boundary. Further X vanishes on the boundary
of Mˆ and since it is a weak Beltrami field by assumption, we see that its curl also vanishes
on the boundary of Mˆ . From this it follows that the vector field on the double which we
extended by 0, defines a C1-vector field on the double, see also [30, Theorem 3.4.4] for more
details. One then readily checks that this extended vector field (after being identified with a
1-form via the Riemannian metric) satisfies the requirements of a unique continuation result,
[30, Theorem 3.4.3] and [4]. Since it vanishes identically on an open subset of the double (the
complement of Mˆ) we conclude that X vanishes identically on all of Mˆ and in particular on
M . Since M is dense in M¯ and X is continuous we see that X vanishes identically on all of
M¯ . 
Proof of lemma 2.4: For given 0 ≤ k ≤ n− 2 we consider the restriction operator
jk : H
k
dR(M¯ )→ HkdR(∂M¯ ), [ω] 7→ [ι#ω], (3.1)
where ι : ∂M¯ → M¯ denotes the inclusion map and ι# its pullback. One easily checks
that (3.1) gives rise to a well-defined, linear map between the real vector spaces HkdR(M¯)
and HkdR(∂M¯ ). We claim that this operator is surjective if H
(n−1)−k
dR (M¯ ) = {0}. This will
immediately imply the claim. To this end let [α] ∈ HkdR(∂M¯ ) be any fixed element and let
α ∈ Ωk(∂M¯ ) be any fixed closed (smooth) k-form representing [α]. By means of a collar
neighbourhood construction we can find a (not necessarily closed) k-form α˜ ∈ Ωk(M¯ ) such
that ι#α˜ = α. We claim that there exists a closed k-form ω ∈ Ωk(M¯) such that ι#ω = α.
Hence we consider the following boundary value problem
dω = 0 in M¯ and ω|∂M¯ = α˜|∂M¯ . (3.2)
According to [30, Theorem 3.3.3] it has a solution if and only if the following two conditions
are satisfied
0 = ι#dα˜ and 0 =
∫
∂M¯
ι# (α˜ ∧ ⋆λ) , (3.3)
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for all λ ∈ Hk+1D (M¯ ) = {γ ∈ Ωk+1(M¯)|dγ = 0 = δγ and ι#γ = 0}. Here δ denotes the adjoint
derivative and ⋆ denotes the Hodge star operator. For the first condition of (3.3) we check
ι#dα˜ = dι#α˜ = dα = 0, where we used that the pullback commutes with exterior derivatives,
that ι#α˜ = α and that α is a closed form. As for the second condition of (3.3) we observe
that Hk+1D (M¯ ) ∼= Hn−(k+1)dR (M¯ ) = {0}, [30, Theorem 2.6.1, Corollary 2.6.2], the latter equality
by assumption. Therefore the second condition of (3.3) (under our assumptions) is trivially
satisfied. Hence (3.2) admits a solution ω ∈ Ωk(M¯ ), i.e. dω = 0 and ι#ω = ι#α˜ = α. We con-
clude that ω induces an equivalence class [ω] ∈ HkdR(M¯) which satisfies jk([ω]) = [ι#ω] = [α].
Thus jk is surjective. 
Proof of corollary 2.5: Choose n = 3, k = 1 in lemma 2.4, then (n−1)−k = 1 and by assump-
tion M¯ is simple, i.e. H1dR(M¯) = {0}. Thus we conclude dim
(
H1dR(∂M¯ )
) ≤ dim (H1dR(M¯ )) =
0 or in other words H1dR
(
∂M¯
)
= {0}. Observe that since M¯ is compact and orientable, so
is ∂M¯ and that ∂M¯ is a 2-dimensional smooth manifold without boundary. Hence any con-
nected component S of ∂M¯ is a connected, orientable, closed, 2-dimensional smooth manifold.
By the classification theorem for compact surfaces, [24, Chapter 9, Theorem 3.5], we know
that its diffeomorphy type is entirely characterised by its Euler characteristic. The Euler
characteristic of S may be computed via
χ(S) =
2∑
i=0
(−1)i dim (H idR(S)) .
By connectedness of S we have dim
(
H0dR(S)
)
= 1. Since H1dR(∂M¯ ) = {0}, we have in
particular dim
(
H1dR(S)
)
= 0 and finally since S is compact, connected and orientable,
dim
(
H2dR(S)
)
= 1, [26, Theorem 17.31]. Hence we have χ(S) = 2 and therefore S is dif-
feomorphic to S2. 
Proof of theorem 2.1: The first statement of theorem 2.1 is just a direct application of lemma 2.3.
The key in proving the last two statements is the following simple observation: Let ω1
X
denote
the 1-form identified with X via the Riemannian metric. The fact that X is a weak Beltrami
field translates to the language of forms as
⋆ dω1X = λω
1
X and δω
1
X = 0. (3.4)
Since we assume X to be tangent to the boundary, its normal part vanishes, i.e. in particular
n(⋆dω1
X
) = λn(ω1
X
) = 0. Due to the duality relations ⋆t = n⋆ between the normal part
n and the tangent part t, [30, Proposition 1.2.6], we conclude t(dω1
X
) = 0 or equivalently
ι#dω1
X
= 0. Since the pullback commutes with the exterior derivative we obtain
dι#ω1X = 0. (3.5)
Now observe that since X is tangent to the boundary, we can restrict it to the boundary and
obtain a smooth vector field XB ∈ V(∂M¯ ). If we now equip ∂M¯ with the pullback metric
gB := ι
#g, then we have the identity
ι#ω1X = ω
1,gB
XB
,
where ω1,gB
XB
is the one form identified with XB via the metric gB on ∂M¯ . Hence we obtain
from (3.5)
dω
1,gB
XB
= 0. (3.6)
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This means that XB satisfies the necessary integrability conditions on ∂M¯ .
Remark: Observe that up to this point we haven’t made use of the compactness and simplicity
assumptions on M¯ .
Since we assume M¯ to be compact and simple, we conclude from corollary 2.5 and (3.6)
that ω1,gB
XB
is exact, i.e. there exists a smooth function f : ∂M¯ → R such that
XB = grad(f) with respect to the metric gB . (3.7)
The field line behaviour of gradient flows is well-understood, see for instance [23, Part I,
Chapter 1.6], so that the last two statements of theorem 2.1 follow from the gradient structure
in combination with the following elementary lemma (whose proof we omit)
Lemma 3.1. Let M be a smooth n-dimensional manifold without boundary and let Y ∈
V(M). Given p ∈ M , let γp : I → M denote the maximal integral curve starting at p with
I = (a, b) for suitable −∞ ≤ a < 0 < b ≤ +∞. Then γp is exactly one of the following four
types of curves
• The image γp(I) is a point. In this case I = R and γp is constant.
• The image γp(I) is a smoothly embedded, compact 1-submanifold diffeomorphic to
S1. In this case I = R and there exists a smallest positive number T > 0 such that
γp(t+ T ) = γp(t) for all t ∈ R. T is called the period of γp.
• The image γp(I) is a smoothly embedded 1-submanifold diffeomorphic to R. In this case
γp : I → γp(I) is a diffeomorphism.
• γp(I) is not a smoothly embedded 1-submanifold and not a point. In that case there
exists some x ∈ γp(I) and a sequence (tk)k ⊂ I with tk ↑ b or tk ↓ a and γp(tk)→ x as
k →∞.
Observe also that we assume M¯ to be compact and X to be tangent. Hence X has a
globally defined flow, [26, Theorem 9.34]. 
Remark 3.2. • As we have seen, the restriction of X to any given boundary component
always satisfies the necessary integrability conditions. Thus as long as the boundary
component has a vanishing first de Rham cohomology, the restricted vector field will
still turn out to be a gradient field and similar conclusions can be drawn. For instance
if we consider the complement of the open unit ball in R3 and a weak Beltrami field
on this manifold tangent to its boundary. Then its restriction to the unit sphere shows
exactly the same behaviour as described in theorem 2.1.
• For the proof of theorem 2.1 it was enough to have lemma 2.4 at hand to conclude that
H1dR(∂M¯) = {0} and hence the restricted vector field is a gradient field. Nonetheless
the implication, corollary 2.5, is worth stating.
• corollary 2.2 is an immediate consequence of theorem 2.1.
4 Proof of theorem 2.6
The first statement of theorem 2.6 is a direct consequence of lemma 2.3. Either ∂M¯ is empty,
in which case UB is empty as well and then obviously satisfies the conclusion. Or ∂M¯ is not
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empty, in which case the conclusion follows from lemma 2.3. Thus we focus here on the second
statement of theorem 2.6. To this end let us first recall some notions for the convenience of
the reader.
Definition 4.1 (Null sets on manifolds). A subset N ⊆ M¯ of a smooth n-dimensional mani-
fold M¯ with or without boundary is called a null set if there exists an atlas A of M¯ such that
for every chart µ : U → µ(U) in A the set µ(U ∩ N) is a Lebesgue null set of Rn. We say
that some property holds almost everywhere if there exists a null set N ⊆ M¯ such that the
property holds for all p ∈ M¯ \N .
We observe that the boundary is always mapped into a (n − 1)-dimensional hyperplane
and hence a subset N ⊆ M¯ is a null set if and only if N ∩ int(M¯ ) is a null set. Thus, for
the time being, we will restrict the further discussion to manifolds without boundary. Given
a topological space (X, τ) we denote by B(X) the Borel-σ-algebra on X, i.e. the smallest
σ-algebra on X which contains all open sets.
Definition 4.2 (Riemannian measure). Let (M,g) be an oriented, smooth Riemannian man-
ifold without boundary of dimension n. Then we define the Riemannian measure µ on (M,g)
via
µ : B(M)→ [0,∞], A 7→
∫
M
χAωg, (4.1)
where ωg is the Riemannian volume form and χA denotes the characteristic function of A.
We call A ∈ B(M) a µ-null set if µ(A) = 0.
One easily checks that any µ-null set is also a null set in the sense of definition 4.1.
The proof of theorem 2.6 is divided in two steps. In the first step we will show by means of
Poincare´ recurrence that the complement of the set F ′ := {p ∈ M¯ |p ∈ ω(p) ∩ α(p)} is a null
set. In a second step we will show that the set of points at which the vector field vanishes is
a null set (which are exactly the constant orbits).
Step 1: Claim: The set M¯ \ {p ∈ M¯ |p ∈ ω(p) ∩ α(p)} is a null set.
Proof of claim: Let M := int(M¯) and as pointed out before we may restrict to the set
of points contained in the interior since the boundary is a null set either way. Consider
the Riemannian measure µ, which turns (M,B(M), µ) into a finite measure space, since
µ(M) =
∫
M
χMωg =
∫
M
ωg = vol(M) < +∞ by assumption. Further let φt : M → M
denote the (global) flow of X, which is well-defined since diffeomorphisms map interiors to
interiors. Since Beltrami fields are divergence-free by assumption the induced flow is volume
preserving, i.e. (φt)
#ωg = ωg for every t ∈ R. We observe that for any given A ∈ B(M) and
any fixed t ∈ R, we have the identity χ
φ−1t (A)
= χA ◦ φt = φ#t χA. Making use of the fact that
φt is volume-preserving and in particular orientation preserving we conclude
µ((φt)
−1(A)) =
∫
M
χ
φ−1t (A)
ωg =
∫
M
(φ#t χA)φ
#ωg =
∫
M
φ
#
t (χAωg) =
∫
M
χAωg = µ(A),
i.e. φt are measure preserving transformations. Because manifolds are metrisable, [27, Theo-
rem 2.55], and separable (since we assume them to be second countable) we obtain from [20,
Theorem 4] that for µ-almost all points p ∈ M the point p is recurrent. That is, µ-almost
every point p ∈M satisfies the following property: For every neighbourhood U of p there exist
sequences (t±k )k with t
±
k → ±∞ and φt±
k
(p) ∈ U for all k ∈ N. Since these sequences diverge,
we may pick suitable subsequences (denoted the same way) with |t±k | ≥ k. Now given j ∈ N
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consider for any such fixed p the open metric ball B 1
j
(p) and let τ±j be defined as the j-th
element of the corresponding sequence (t±k )k as constructed before. Then obviously φτ±j
(p)
converges to p and by construction ±τ±j = |τ±j | ≥ j and hence in particular p ∈ ω(p) ∩ α(p).
Hence the set in question is a µ-null set and every µ-null set is in particular a null set in the
sense of definition 4.1. This proves the claim. 
Step 2: Claim: The set {p ∈ M¯ |γp is constant} is a null set.
Proof of claim: The claim will follow immediately once we have shown proposition 2.8.
Proof of proposition 2.8: The basic ideas of the proof are similar to those used for instance in
[22]. For the terminology used throughout, we refer to [18, Definition 3.2.14]. First we give
the following definition
Definition 4.3 (Order of a zero). Let U ⊆ Rn be open and f : U → R be a smooth
function. Let x ∈ U be a zero of f , i.e. f(x) = 0, then the order of x is defined as
inf{m ∈ N|∃α ∈ Nn0 : |α| = m and ∂αf(x) 6= 0}, where we use the multi-index notation. If no
such m exists we say x is a zero of infinite order. We write Ωf (x) for the order of a given zero
x of f . If M is any given smooth, n-dimensional manifold without boundary and X ∈ V(M),
then given a zero p ∈ M of X, we define the order Ω(p) of p as follows: Pick any chart µ of
M around p and consider the functions Xj := X(µj) ◦ µ−1, the local expressions of X. Then
we set Ω(p) := min1≤j≤nΩXj (µ(p)).
The notion of order of a given zero is independent of a particular choice of chart. Now
consider X as given in proposition 2.8 and restrict it to the interior M := int(M¯) of M¯ . We
consider the set KI := {p ∈M |X(p) = 0}. Since X is a weak Beltrami field, and in particular
because we assume the proportionality function λ to be locally bounded, it is a consequence
of [4, Theorem 1] that all zeros have finite order. Otherwise the unique continuation result
in [4] implies that X is the zero vector field, contradicting our assumptions. Given n ∈ N we
denote by Kn ⊆ KI the set of zeros in the interior of order n. Then we have
KI = ⊔n∈NKn, (4.2)
where ⊔ indicates that this union is disjoint. Now fix any such Kn and fix any point p ∈ Kn.
By definition we may pick any chart (µ,W ) around p and consider the functions Xj as in
definition 4.3. Without loss of generality let µ(p) = 0. Then there is one Xj with ΩXj (0) = n
and in particular we can find a multi-index |β| = n− 1 such that ∇(∂βXj)(0) 6= 0, where ∇
denotes the standard Euclidean gradient. Define h := ∂βXj and observe that µ(Kn ∩W ) ⊆
h−1(0) by the choices we made. However h : µ(W ) → R satisfies, after possibly shrinking
W , ∇h(x) 6= 0 for all x ∈ µ(W ) and therefore h−1(0) defines a 2-dimensional submanifold of
µ(W ). Hence Kn ∩W ⊆ µ−1(h−1(0)), where the latter is a 2-dimensional submanifold of W ,
since µ is a diffeomorphism betweenW and µ(W ). In particular it is also a smoothly embedded
submanifold ofM . Now given p ∈ Kn letWp denote the corresponding neighbourhood and Hp
denote the corresponding 2-dimensional hypersurface containing Kn ∩Wp as constructed just
now. Observe that Kn =
⋃
p∈Kn
Kn ∩Wp where (Kn ∩Wp)p∈Kn forms an open cover of Kn.
We recall that we assume M¯ to be second countable and thus so is Kn as a subset. But second
countable spaces are Lindelo¨f and hence we can find a countable subcover (Kn ∩Wj)j∈N of
Kn. Then overall we have the inclusion
Kn =
⋃
j∈N
Kn ∩Wj ⊆
⋃
j∈N
Hj. (4.3)
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If we now fix some Hj we may cover it by proper slice charts of the form µ : V → Br(0) ⊆ R3
and µ (V ∩Hj) = Br(0)∩{x3 = 0} for suitable V ⊆M ⊆ M¯ open, where by proper we mean
that each such chart µ extends to a chart µ˜ : V˜ → B2r(0) on some larger neighbourhood. It fol-
lows then from [27, Proposition 2.51, Lemma 2.53] that the maps µ−1 : (Br(0), d2)→ (M¯ , dg)
are Lipschitz continuous, where d2 is the standard Euclidean distance and dg denotes the in-
duced Riemannian distance. Since we have chosen µ as slice charts, we can now let π : R3 → R2
denote the projection onto the first two components and define f : π(Br(0)) → V ∩ Hj ,
(x, y) 7→ µ−1(x, y, 0), which is Lipschitz as a composition of Lipschitz functions. Further f is
defined on some bounded domain of R2 and we have f (π(µ(Kn ∩ V ∩Hj))) = Kn ∩ V ∩Hj
so that the sets Kn ∩ V ∩ Hj are all 2-rectifiable. We observe that due to (4.3) we have
Kn =
⋃
j∈N(Kn ∩ Hj) and that the sets V are open sets. Thus we can now argue exactly
as before, that there must exist a countable open subcover of Kn ∩ Hj of sets of the form
Kn∩V ∩Hj each of which is 2-rectifiable. Hence Kn are countably 2-rectifiable and by (4.2) it
follows that KI is countably 2-rectifiable. SinceK = {p ∈ M¯ |X(p) = 0} = (∂M¯∩K)∪KI and
since one can argue similarly as before, using boundary charts, that ∂M¯ ∩K is also countably
2-rectifiable, we conclude that K is countably 2-rectifiable and hence has Hausdorff dimension
of at most 2. This proves the first part of proposition 2.8, which in particular concludes the
proof of Step 2 and therefore the proof of theorem 2.6. Then corollary 2.7 immediately follows
from theorem 2.6.
Proof of second part of proposition 2.8: Assume now that the proportionality function λ
is smooth. We can argue identically as before up to the point where we specify the function
h. In particular (4.2) still holds and we fix some Kn and p ∈ Kn and choose the multi-index
|β| = n − 1 with ∇(∂βXj)(0) 6= 0 accordingly. Without loss of generality we may assume
j = 1. We define the functions hi := (∂βXi) on µ(W ) and for 1 ≤ i ≤ 3 and h := (h1, h2, h3).
Since we were allowed to choose the chart µ as we wanted, we may in particular choose it to be
a normal coordinate chart centred around p (recall p is an interior point), see [27, Proposition
5.24] for properties of normal coordinates. We claim that
Dh(0) has rank at least two, (4.4)
where Dh(0) is the Jacobian matrix of h at 0. By choice the rank of this matrix is at least
one, so it is enough to exclude the possibility that the rank is exactly 1. We recall that X is
a weak Beltrami field, which implies
div(X) = 0 and curl(X) = λX. (4.5)
The first equation reads in local coordinates
0 = (det g)−
1
2 ∂i
(
Xi
√
det g
)
.
Applying ∂β for the β chosen above to both sides of the above equation and using the Leibniz
rule we obtain
0 =
∑
α≤β
∂β−α
(
(det g)−
1
2
)
∂α
(
∂i
(
Xi
√
det g
))
.
Now observe that for |α| < |β| the order of the derivatives acting upon Xi in the term
∂α
(
∂i
(
Xi
√
det g
))
is of order at most |β| = n− 1. Since the order of X at p is n, this means
by definition that all these terms vanish if we evaluate them at µ(p) = 0. So only the term
for α = β is non-zero and we obtain
0 = (det g)−
1
2 ∂β
(
∂i
(
Xi
√
det g
))
= (∂ih
i)(0),
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where we used in the last step that we are in normal coordinates and that the additional term
from the product rule vanishes because once more the derivatives in this term acting upon
Xi are of order at most |β|. We find
0 = (∂ih
i)(0)⇔ div(h)(0) = 0, (4.6)
where the divergence is computed with respect to the Euclidean metric. The second equation
from (4.5) reads in local coordinates as
λXk = ǫijk
∂i
(
X lglj
)
√
det g
for all 1 ≤ k ≤ 3.
Since λ is assumed to be smooth we may differentiate both sides of the above equation by ∂β
and apply the Leibniz rule on both sides. Observe that on the left hand side only derivatives
of order at most |β| are acting upon the Xk. Thus by definition of the order of a zero of a
vector field all these terms vanish at µ(p) = 0. As for the right hand side we argue similarly
as before, namely that all terms vanish except for the term of highest derivative acting on the
X l. Since we are in normal coordinates we immediately get
0 = ǫijkδlj(∂i∂
βX l)(0) for all 1 ≤ k ≤ 3.
Writing this out explicitly and using the definition of the hi we obtain:
(∂jh
i)(0) = (∂ih
j)(0) for all 1 ≤ i, j ≤ 3. (4.7)
Now assume for a contradiction, namely that (Dh)(0) in (4.4) has rank 1. Without loss of
generality we may therefore assume that ∇h1(0) 6= 0 and since the rank is 1, both other
rows must be linearly dependent, i.e. there exist constants a1, a2 ∈ R such that (∇h2)(0) =
a2(∇h1)(0) and (∇h3)(0) = a3(∇h1)(0). For notational simplicity we will drop the argument
from now on. Then these relations together with (4.6) and (4.7) imply
∂2h
1 = ∂1h
2 = a2∂1h
1, ∂3h
1 = ∂1h
3 = a3∂1h
1,
∂1h
1 = −∂2h2 − ∂3h3 = −a2∂2h1 − a3∂3h1.
Now multiply the latter equation by a3 and use the first two relations to conclude
∂3h
1 = a3∂1h
1 = −a3a2∂2h1 − a23∂3h1 = −a22(a3∂1h1)− a23∂3h1 = (−a22 − a23)∂3h1
⇔ 0 = (1 + a22 + a23)∂3h1 ⇔ ∂3h1 = 0.
From this we obtain
∂1h
1 = −a2∂2h1 − a3∂3h1 = −a2∂2h1 = −a22∂1h1 ⇔ 0 = (1 + a22)∂1h1 ⇔ ∂1h1 = 0.
Finally the latter implies ∂2h
1 = a2∂1h
1 = 0 and so overall we find (∇h1)(0) = 0, a con-
tradiction. Thus indeed the rank of (Dh)(0) is at least two. Without loss of generality let
(∇h2)(0) and (∇h1)(0) be linearly independent. Then by the implicit function theorem we
conclude that the set L := {h1 = 0} ∩ {h2 = 0}, after possibly shrinking the domain W ,
is a 1-dimensional submanifold of µ(W ) and we observe that µ (Kn ∩W ) ⊆ L. From here
on we can argue exactly as previously that each Kn is contained in a countable union of
1-dimensional (smoothly embedded) submanifolds and therefore countably 1-rectifiable. The
relation (4.2) concludes the proof. 
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5 Proof of corollary 2.9
The corollary follows immediately from proposition 2.10. For a concise introduction to Haus-
dorff measures and dimensions on metric spaces see for instance [29, Chapter 6].
Proof of proposition 2.10: The basic idea of the first step of the proof for the Euclidean case
is taken from a math.stackexchange discussion.
Step 1: Claim: For every p ∈ M there exists an open neighbourhood U of p such that any
two points q, q˜ ∈ U \ A can be joined by a continuous path in U \ A.
Proof of claim: Fix any p ∈M , then there exists some ǫ(p) > 0 such that every open geodesic
ball centred around p whose radius is smaller than ǫ(p) is geodesically convex, [27, Theorem
6.17]. Thus let U be an open geodesic ball of radius smaller than ǫ(p) and such that its
closure is a closed geodesic ball, in particular its closure is contained in a coordinate chart.
Then by definition of an open geodesic ball we can find a chart µ : U → Br(0) for suitable
r > 0 and µ(p) = 0. Observe that µ : U → Br(0) is Lipschitz if we equip U with the induced
Riemannian distance function and µ(U) with the standard Euclidean distance, [27, Propo-
sition 2.51,Lemma 2.53] and observe further that the induced Riemannian distance function
on U coincides with the restriction of the Riemannian distance function of M to U ×U since
U is geodesically convex. Now let q, q˜ ∈ U \ A be any two fixed points. If q˜ = q we may
join them by the constant path, which lies entirely within U \ A. So now suppose q˜ 6= q.
Define y˜ := µ(q˜), y := µ(q) and v := y − y˜. Since q˜ 6= q we have v 6= 0 and hence it spans
a 1-dimensional subspace L of Rn. Let H denote the Euclidean orthogonal complement of
L in Rn and let π : Rn → H denote the orthogonal projection onto H. Since U ∩ A ⊆ A,
its Hausdorff dimension is at most as large as that of A and since U ∩ A ⊆ U the Hausdorff
dimension of U ∩ A computed with respect to the restriction of the Riemannian distance
function of M to U ×U coincides with the Hausdorff dimension of U ∩A with respect to the
Riemannian distance on M . In addition µ is a Lipschitz map with respect to the Euclidean
metric and the restriction of the Riemannian distance of M to U × U . Therefore the image
µ(U ∩ A) ⊆ Rn has a Hausdorff dimension (with respect to the Euclidean distance) strictly
less than (n−1). Observe that π is a linear map between finite dimensional vector spaces and
hence Lipschitz continuous. Thus π (µ(U ∩A)) ⊆ H has a Hausdorff dimension strictly less
than (n − 1). But H is (n − 1)-dimensional which implies that π (µ(U ∩A)) does not have
any interior points and so in particular H \ π (µ(U ∩A)) is dense in H. Further A is closed
in M , thus U ∩A is closed in U and since µ is a homeomorphism µ(U ∩A) is closed in Br(0).
Since q, q˜ ∈ U \A we see that y, y˜ ∈ Br(0) \ µ(U ∩A), which is open as the complement of a
closed subset. Therefore there exist open balls By and By˜ around y and y˜ respectively which
are contained in Br(0) \ µ(U ∩A). Observe that π(v) = 0 and thus π(By˜) ∩ π(By) 6= ∅ since
0 = π(v) = π(y)− π(y˜) by linearity of π and definition of v. Since π is surjective and H, Rn
finite dimensional, π is an open map. We conclude that π (By˜) ∩ π(By) is a non-empty open
subset of H and since H \ π (µ(U ∩A)) is dense in H the intersection of (H \ π (µ(U ∩A)))
and π (By˜) ∩ π(By) is non-empty. Let z be any fixed element of this intersection and let
Lz := π
−1({z}) = {z + λv|λ ∈ R}. By definition of z we have Lz ∩ µ(U ∩ A) = ∅ and there
exist x0 ∈ By˜, y0 ∈ By with π(x0) = z = π(y0), i.e. x0, y0 ∈ Lz or equivalently there are
λx, λy ∈ R with x0 = z + λxv and y0 = z + λyv. Assume without loss of generality that
λx ≤ λy, then the pass l(t) := z+ tv with λx ≤ t ≤ λy connects x0 and y0 and is contained in
Lz which does not intersect µ(U ∩A). In addition x0 ∈ By˜ ⊆ Br(0) and similarly y0 ∈ Br(0).
By convexity of Br(0) and since l(t) defines a straight line connecting two points within Br(0)
13
the whole path l([λx, λy]) is contained in Br(0). Finally recall that y0 ∈ By and By was an
open ball around y contained in Br(0) \ µ(U ∩ A). Hence we may connect y0 and y by a
straight line and similarly connect x0 and y˜ by a straight line and obtain a continuous path
from y to y˜ contained in Br(0)\µ(U ∩A). Lifting this path via µ−1 gives us a path contained
in U \ A connecting q and q˜. This proves the claim.
Step 2: Claim: Any two points p, q ∈M \A can be joined by a continuous path contained in
M \ A.
Proof of claim: By assumption M is connected and connected manifolds are in particular
path connected. Thus let γ : [0, 1] → M be a path connecting p and q. For any given
x ∈ γ([0, 1]) let Ux be a neighbourhood as in the first step, i.e. any two points within Ux \ A
can be joined by a path within Ux \A. By compactness and connectedness of γ([0, 1]) we can
cover γ([0, 1]) by finitely many such neighbourhoods Ui, 1 ≤ i ≤ N such that p ∈ U1, q ∈ UN
and Ui ∩ Ui+1 6= ∅ for all i = 1, . . . , N − 1, see also the proof of [26, Proposition 1.16]. Since
A has a Hausdorff dimension of less than (n − 1) and in particular less than n, it does not
contain any interior points, hence M \ A is dense in M . But the Ui ∩ Ui+1 are non-empty
open subsets of M and thus there exist elements pi ∈ Ui ∩Ui+1 ∩ (M \A), 1 ≤ i ≤ N − 1. By
choice of the Ui we can now connect p and p1 by a continuous path within U1 \ A ⊆ M \ A.
Then connect pi with pi+1 by a path within Ui+1 \ A ⊆ M \ A and finally join pN−1 with q
within UN \A ⊆M \A. Overall we obtain a continuous path γ˜ : [0, 1]→M \A joining p and
q. 
Acknowledgements
This work has been funded by the Deutsche Forschungsgemeinschaft (DFG, German Research
Foundation) – Projektnummer 320021702/GRK2326 – Energy, Entropy, and Dissipative Dy-
namics (EDDy). I would further like to thank Christof Melcher and Heiko von der Mosel for
discussions.
References
[1] V.I. Arnold. О топологии трехмерных стационарных течений идеальной жидкости
(on the topology of three-dimensional steady flows of an ideal fluid). PMM, 30(1):183–
185, 1966.
[2] V.I. Arnold. The asymptotic hopf invariant and its applications. In Proceedings of the All-
Union Summer School on Partial Differential Equations (Dilizhan, Erevan, Armenia),
pages 229–256. Armenian SSR Academy of Sciences Press, 1974.
[3] V.I. Arnold and B.A. Khesin. Topological Methods in Hydrodynamics. Springer Verlag,
1998.
[4] N. Aronszajn, A. Krzywicki, and J. Szarski. A unique continuation theorem for exterior
differential forms on riemannian manifolds. Ark. Mat., 4:417–453, 1962.
[5] M. Avellaneda and P. Laurence. On woltjer’s variational principle for force-free fields.
Journal of Mathematical Physics, 32(5):1240–1253, 1991.
[6] J. Cantarella. Topological structure of stable plasma flows. PhD thesis, University of
Pennsylvania, 1999.
14
[7] J. Cantarella, DeTurck D., H. Gluck, and M. Teytel. Isoperimetric problems for the
helicity of vector fields and the biot-savart and curl operators. Journal of Mathematical
Physics., 41:5615–5641, 2000.
[8] J. Cantarella, DeTurck D., H. Gluck, and M. Teytel. The spectrum of the curl operator
on spherically symmetric domains. Physics of Plasmas, 7(7):2766–2775, 2000.
[9] R. Courant and D. Hilbert. Methoden der Mathematischen Phyisk I. Verlag von Julius
Springer, first edition, 1924.
[10] T. Dombre, U. Frisch, J.M. Greene, M. He´non, A. Mehr, and A.M. Soward. Chaotic
streamlines in the abc flows. Journal of Fluid Mechanics, 167:353–391, 1986.
[11] A. Enciso and D. Peralta-Salas. Knots and links in steady solutions of the euler equation.
Ann. of Math., 175(1):345–367, 2012.
[12] A. Enciso and D. Peralta-Salas. Existence of knotted vortex tubes in steady euler flows.
Acta Math., 214:61–134, 2015.
[13] J. Etnyre and R. Ghrist. Stratified integrals and unknots in inviscid flows. Cont. Math.,
246:99–112, 1999.
[14] J. Etnyre and R. Ghrist. Contact topology and hydrodynamics i: Beltrami fields and the
seifert conjecture. Nonlinearity, 13(2):441–458, 2000.
[15] J. Etnyre and R. Ghrist. Contact topology and hydrodynamics iii: Knotted flowlines.
Transactions of the American Mathematical Society, 352(12):5781–5794, 2000.
[16] J. Etnyre and R. Ghrist. An index for closed orbits in beltrami fields. Physica D:
Nonlinear Phenomena, 159:180–189, 2001.
[17] J. Etnyre and R. Ghrist. Contact topology and hydrodynamics ii: Solid tori. Ergodic
Theory and Dynamical Systems, 22(3):819–833, 2002.
[18] H. Federer. Geometric Measure Theory. Springer, 1969.
[19] V. Ginzburg and B. Khesin. Steady fluid flows and symplectic geometry. Journal of
Geometry and Physics, 14:195–210, 1994.
[20] W.H. Gottschalk and Hedlund G.A. The dynamics of transformation groups. Transac-
tions of the American Mathematical Society, 65(3):348–359, 1949.
[21] D.S. Grebenkov and B.-T. Nguyen. Geometrical structure of laplacian eigenfunctions.
SIAM Rev., 55(4):601–667, 2013.
[22] R. Hardt and L. Simon. Nodal sets for solutions of elliptic equations. J. differential
Geometry, 30(2):505–522, 1989.
[23] B. Hasselblatt and A. Katok. Introduction o the Modern Theory of Dynamical Systems.
Cambridge University Press, 1995.
[24] M.W. Hirsch. Differential Topology. Springer, 1976.
[25] H. Hofer. Pseudoholomorphic curves in symplectizations with applications to the wein-
stein conjecture in dimension three. Inventiones mathematicae, 114:515–563, 1993.
15
[26] J.M. Lee. Introduction to Smooth Manifolds. Springer, second edition, 2012.
[27] J.M. Lee. Introduction to Riemannian Manifolds. Springer, second edition, 2018.
[28] A. Logunov. Nodal sets of laplace eigenfunctions: polynomial upper estimates of the
hausdorff measure. Annals of Mathematics, 187(1):221–239, 2018.
[29] J. Morel and S. Solimini. Variational Methods in Image Segmentation. Birkha¨user Boston,
1995.
[30] G. Schwarz. Hodge Decomposition - A Method for Solving Boundary Value Problems.
Springer Verlag, 1995.
[31] C.D. Sogge and S. Zelditch. Lower bounds on the hausdorff measure of nodal sets. Math.
Res. Lett., 18(1):25–37, 2011.
[32] C.D. Sogge and S. Zelditch. Lower bounds on the hausdorff measure of nodal sets ii.
Math. Res. Lett., 19(6):1361–1364, 2012.
[33] C.H. Taubes. The seiberg-witten equations and the weinstein conjecture. Geom. Topol.,
11:2117–2202, 2007.
[34] S.I. Vainshtein. Force-free magnetic fields with constant alpha. In Topological Aspects of
the Dynamics of Fluids and Plasmas, pages 177–193, 1992.
[35] L. Woltjer. A theorem on force-free magnetic fields. In Proc. Natl. Acad. Sci. USA,
volume 44, pages 489–491, 1958.
16
