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1Introduction
Le 29 juillet 1967, le porte-avion américain Forrestal croisait au large des côtes du Nord-
Vietnam dans le golfe du Tonkin. Alors qu’un A4-Skyhawk s’apprêtait à décoller, l’une de
ses roquettes fut mise à feu accidentellement. Cette dernière fit exploser un autre appareil
qui s’embrasa et détruisit à son tour l’ensemble des avions stationnés sur le pont. Le feu se
propagea ensuite au stock de munitions mettant le navire hors d’usage, et nécessitant plus
de 7 mois de réparation. L’accident fit 135 victimes, des centaines de blessés et plusieurs
centaines de millions de dollars de dégâts. L’enquête démontra qu’un des RADAR du porte-
avion avait induit accidentellement, sur les câblages des roquettes placées sous l’avion, une
tension suffisante pour activer la mise à feu de l’une d’entre elles.
Cet accident est une illustration dramatique de ce que peut engendrer un problème de sus-
ceptibilité aux ondes radio-RADAR. Aujourd’hui, les études des phénomènes d’interférence,
de susceptibilité et d’émissions parasites sont rassemblées sous le terme de Compatibilité
Électro-Magnétique, noté CEM. Pour nombre de réalisations, que ce soit dans le domaine
aéronautique, spatial, automobile ou médical, la susceptibilité aux interférences est un point
essentiel pour la sûreté de fonctionnement des systèmes et nécessite de prendre en compte une
multitude de paramètres dès les phases de conception.
Il existe un nombre important de sources plus ou moins perturbatrices pouvant interférer
avec un système comme un avion. Certaines sont naturelles, comme la foudre (attention, il
n’y pas pas que les « coups au but » qui sont dangereux mais aussi les champs émis) et les
décharges électrostatiques (là encore, les champs émis peuvent perturber un système, et pas
seulement « l’étincelle »), d’autres, et elles sont beaucoup plus nombreuses, sont d’origine
humaine, comme les émetteurs radio (TV, FM, etc.), les antennes GSM, les RADAR, les
liaisons montantes satellites, etc. (voir la figure 1).
Le nombre des sources haute-fréquence se multiplie et au cours des années, on a vu ap-
paraître les réseaux GSM à 850MHz, 900MHz, 1,8GHz (DCS) 1,9GHz (fréquence USA et
Asie), les communications BLR à 3,5GHz (Boucle Locale Radio, pour les réseaux infor-
matiques), le réseau UMTS à 2GHz, etc. Cette explosion des communications en gamme
micro-onde est aussi accompagnée par un ensemble d’autres systèmes utilisant ces fréquences
comme les liaisons Bluetooth à 2,45GHz, les liaisons WiFi à 2,45GHz (802.11b) et 5GHz
(802.11a) ou encore les RADAR anticollision pour automobile à 76-77GHz.
Dans le même temps, le nombre d’équipements électroniques utilisés dans un système tel
qu’un avion a considérablement augmenté ces 20 dernières années : l’A320 (1er vol le 22 fé-
vrier 1987) compte moins d’une cinquantaine de calculateurs électroniques, l’A340-200 (1er
vol le 1er avril 1992) compte environ 80 calculateurs, l’A380 (1er vol le 27 avril 2005) compte
plus d’une centaine de calculateurs (selon les utilisations et les compagnies). À cela, s’ajoute
2FIG. 1: Exemple de perturbateurs radio pour un avion.
une complexité accrue des torons internes (câbles), un nouveau système de communication
(AFDX) et un nombre de capteurs toujours plus élevé. La prise en compte des couplages sur
les câbles et les calculateurs est donc cruciale si l’on souhaite garantir un haut niveau de fia-
bilité aux équipements et donc au système. On peut citer aussi une évolution analogue dans le
monde automobile qui en 30 ans est passé de l’allumage transistorisé à l’injection électronique
multipoint ou aux correcteurs électroniques de trajectoire. Une illustration analogue à l’A380
dans le monde automobile est par exemple la Mercedes-Benz Classe S équipée d’un RADAR
de contrôle des distances de sécurité ou d’un système de vision nocturne intégré au tableau de
bord, en attendant les systèmes de vision « tête haute » comme sur les avions militaires.
Il est important de noter qu’en plus de l’augmentation du nombre d’équipements, ces
derniers possèdent des architectures toujours plus complexes dans lesquelles on trouve des
composants électroniques modernes très intégrés (microprocesseurs, DRAM, etc.).
FIG. 2: Propagation d’une perturbation, du système au composant.
3La tendance actuelle des études est de considérer (très logiquement d’ailleurs) le système
dans son ensemble, c’est-à-dire du système complet au composant électronique comme le
montre la figure 2 car le composant électronique est le centre de la vulnérabilité aux perturba-
tions et ses fautes / erreurs peuvent se propager à l’ensemble du système (perte de fonction).
Or l’aéronautique ne tolère pas la faute et d’aucune manière les agressions externes ne
doivent perturber le fonctionnement de l’appareil : un avion est conçu pour résister à la foudre,
aux champs RADAR, etc. Pour cela un système électronique avionique est protégé et redondé,
et subit durant sa conception et avant son utilisation dans un appareil un grand nombre de tests
visant à le qualifier selon les normes internationales en vigueur, elles-mêmes représentatives
des agressions potentielles que peut subir un avion.
Devant ce niveau d’exigence, il est important de connaître et de tester le comportement
des circuits intégrés sous agression afin de pouvoir dimensionner en connaissance de cause les
protections nécessaires (filtres, blindages, etc.) ou, éventuellement, y préférer des composants
plus immunes. Une meilleure connaissance de la susceptibilité des composants a donc motivé
cette étude qui s’articule autour de 4 parties distinctes.
– Dans une première partie, nous nous attacherons à comprendre les phénomènes de dé-
faillance connus des circuits intégrés et les modes de couplages possibles tout en tenant
compte des travaux effectués ces dernières années par une analyse bibliographique et
un état de l’art.
– Une seconde partie rendra compte d’un ensemble d’agressions menées sur des compo-
sants de technologies différentes afin d’en connaître les comportements tout en propo-
sant un premier modèle de susceptibilité.
– Dans la troisième partie sera proposé un nouvel outil de test breveté, destiné à tester les
circuits intégrés sous agressions rayonnée en bande large. Le bilan présenté permettra
de comprendre en détail le fonctionnement, les intérêts et les limites de l’outil.
– La quatrième partie présentera une investigation originale sur la pénétration d’un signal
HF à l’intérieur d’une puce en silicium, grâce à une technique spéciale apte à mesurer
des tensions internes induites par une agression externe au circuit. Une modélisation
d’un circuit test permettra de tirer des conclusions sur les méthodes nécessaires pour
créer un modèle générique de susceptibilité.
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« Celui qui pose une question est idiot
cinq minutes, celui qui n’en pose pas est
idiot pour le restant de sa vie »
Proverbe
1.1 Généralités sur l’évolution des circuits intégrés
On appelle susceptibilité la capacité qu’a un composant d’être perturbé par un signal non
nominal ou transitoire correspondant à une activité électrique parasite (radio, charge inductive,
etc.). Généralement, le degré de perturbation du composant dépend d’un certain nombre de
paramètres parmi lesquels la durée et l’intensité de l’agression.
Quand les phénomènes ont des conséquences irréversibles sur le composant, on parle de
vulnérabilité. L’immunité d’un composant décrit sa robustesse vis-à-vis d’une agression.
Les circuits logiques modernes en technologie CMOS se caractérisent depuis quelques an-
nées par des tensions d’alimentations de plus en plus faibles. La figure 1.1 illustre l’évolution
des tensions d’alimentations (cœur et I/O) au cours des années, en fonction des technologies.
La baisse constante des tensions d’alimentation implique que ces circuits sont de plus
en plus susceptibles. En effet, comme le montre la figure 1.2, une réduction de la tension
d’alimentation lors de l’évolution des technologies s’accompagne nécessairement d’une di-
minution de la zone d’immunité au bruit et d’une diminution des plages « utiles » identifiées
comme des niveaux logiques par le circuit. Dans ce cas de figure, il va de soi qu’un circuit
jusque là insensible à un bruit de quelques centaines de mV peut être perturbé, du fait de sa
plus faible marge de bruit.
La compréhension de la susceptibilité des circuits intégrés numériques aux agressions
rayonnées passe par l’étude d’un ensemble de phénomènes liés au fonctionnement du circuit.
En fonction des recherches et expérimentations déjà effectuées, nous axerons notre démarche
sur l’étude des différents éléments susceptibles d’intervenir dans la défaillance des circuits et
dans le couplage avec une onde incidente.
Au niveau circuit, on s’intéressera aux effets de la pénétration d’un signal haute-fréquence
(HF) dans un composant et à la modélisation du boîtier et du circuit. Au niveau PCB (Printed
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FIG. 1.1: Évolution des tensions de fonctionnement en fonction des technologies.
FIG. 1.2: Tension d’alimentation et zone d’immunité au bruit en technologie 0,5µm et en
0,18µm.
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Circuit Board, aussi appelé carte électronique), on s’intéressera aux comportements des lignes
soumises à un rayonnement électromagnétique.
Nous réduisons l’étude à la gamme de fréquence 400MHz-18GHz, et le domaine des com-
posants étudiés, aux circuits de technologie CMOS.
1.2 Technologies actuelles de l’aéronautique civile
Ce paragraphe détaille les caractéristiques principales des composants embarqués dans
les calculateurs développés par AIRBUS France pour les programmes A340 et A380. La
politique du département EYYL est de choisir des composants de qualité (taux d’éléments
défectueux minime), fiables (tests de tenu et de vieillissement), robustes (qualification selon
des normes composants) et disponibles (éviter les composants trop spécifiques et les ruptures
d’approvisionnement).
Parmi les composants logiques utilisés, on notera à titre d’exemple :
– Composants programmables : Séries SXA et ProASIC de Actel dotées respectivement
de configurations antifusibles et flash.
– Microprocesseurs : Coldfire V3 et PowerPC755 de Motorola.
– DSP : Série TMS de Texas Instrument et SHARK de Analog-Devices.
Les alimentations usuelles des circuits logiques sont :
– 1,8V / 2V / 2,5V cœur et 3,3V I/O pour les composants bi-tensions,
– 3,3V, voire 5V pour les composants classiques.
Un composant est aussi choisi en fonction des alimentations déjà présentes sur la carte afin
d’éviter la mise en œuvre d’un nombre trop important de régulateurs. La technologie utilisée
qui possède la finesse de gravure la plus fine est la 0,18µm, 4 niveaux de métal (aluminium).
Il n’y a en fait pas de critère de choix dépendant des technologies du point de vue CEM (en
revanche il existe des critères de tenu aux neutrons, pour les mémoires par exemple).
Quant aux boîtiers, AIRBUS France n’utilise que les boîtiers suivants : QFP, TSSOP, SO
et BGA (au pas de 1mm et 1,27mm). Les boîtiers céramiques sont proscrits sauf s’ils sont à
colonnettes. Le plaquage or des connexions est aussi interdit. L’option composant céramique
enfiché dans un support en plastique n’est plus utilisée sur les dernières versions de cartes.
Les composants flip-chips sur substrat BT (FR4) sont proscrits. Les contraintes boîtiers sont
en général dictées par les problèmes de décollement / cisaillement des soudures dus à des
différences de coefficient de dilatation entre le composant et le PCB multicouche en substrat
FR4. La tendance est d’utiliser les composants du marché et de suivre les évolutions techno-
logiques de l’électronique. L’utilisation de technologies très « intégrées » (0,13µm et 90nm)




Les effets d’une agression au niveau
circuit intégré
Les effets d’une agression varient en général d’un circuit à l’autre et d’une technologie à
l’autre. Les énergies nécessaires pour provoquer une erreur sont aussi très disparates. Parmi
les effets liés à la susceptibilité des circuits, on considère entre autres les changements d’états
logiques, le bruit sur les E/S, et la désynchronisation [LAURIN-92]. Dans les paragraphes
suivants, nous présentons les effets d’une agression ainsi que des éléments potentiellement
sensibles aux perturbations.
2.1 Pénétration de la perturbation
2.1.1 Généralités
De manière très générale, le signal perturbateur peut arriver dans un circuit comme un
signal ajouté au signaux et alimentations utiles. On parle dans ce cas précis d’une agression
en mode conduit. Dans ce cas, l’impédance d’entrée du composant joue un rôle important
dans la pénétration d’une agression : une impédance élevée permettra de limiter les courants
internes mais provoquera de fortes variations de tensions, tandis qu’une impédance d’entrée
faible limitera les excursions de tension mais provoquera des courants importants.
Dans d’autres cas, un champ électromagnétique perturbateur peut se coupler par effet
d’antenne sur des parties métalliques d’un circuit intégré comme le boîtier ou les fils de bon-
ding. Le couplage peut aussi avoir lieu directement sur le circuit (chip de silicium se com-
portant comme une antenne patch avec le PCB, par exemple) et avoir donc deux effets princi-
paux : induction de courant dans les pistes métalliques de la puce et absorption de puissance
[SHLAGER-88]. Le premier effet a des conséquences évidentes sur l’intégrité des signaux
internes du circuit et le deuxième effet peut, en réchauffant le silicium, modifier le point de
fonctionnement des transistors et des diodes internes, et donc altérer le fonctionnement global
du circuit, voire le détruire.
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2.1.2 Les effets au niveau transistor
La pénétration d’un signal hyperfréquence (continu ou pulsé pour des fréquences allant
jusqu’à 10GHz) dans un circuit composé principalement de transistors MOS peut avoir plu-
sieurs conséquences, temporaires ou définitives [LAZARO-94] :
Dégradations temporaires : L’injection du signal sur la grille d’un transistor MOS se tra-
duit par une réduction du courant de drain (modification des caractéristiques Ids(Vds, Vgs) car
la valeur moyenne du signal redressé change les points de fonctionnement) et une modification
des tensions de seuil. Le temps que met le transistor à retrouver son point de fonctionnement
originel (effet capacitifs, dispersion des charges) dépend de l’agression subie (énergie, durée,
etc.). Il peut durer de quelques dizaines de ns à plusieurs secondes [MARECHAL-95].
Il est enfin important de noter que les effets dépendent beaucoup des dimensions du tran-
sistor. Les transistors actuels (<0,18µm) possèdent une bande passante supérieure à 10GHz.
Le comportement des autres composants (comme les diodes, les capacités internes, les tran-
sistors « plus gros », etc.) n’ont pas nécessairement une telle bande passante. Les effets de
détection qui modifient la bande passante d’une agression sont donc difficilement prévisibles
à l’échelle d’un circuit intégré complet.
Dégradations Définitives : Il existe plusieurs phénomènes modifiant de façon irréversible
les performances du système [KORTE-05].
– Fusion de jonction : dans les composants bipolaires, fusion de la jonction suite à une
forte élévation de la température, elle-même causée par l’absorption d’une forte puis-
sance durant un laps de temps déterminé.
– Second claquage thermique : phénomène d’emballement thermique de la jonction (au-
delà d’une certaine température, phénomène de résistance à coefficient thermique néga-
tif) jusqu’à la fusion complète du silicium.
– Perçage de l’oxyde : une surtension sur la grille d’un transistor MOS provoque un cla-
quage électrique de l’oxyde de grille (environ 4V pour un transistor MOS en technologie
CMOS 0,18µm)
– Fusion des métallisations : le passage d’un courant important (dû par exemple à une
agression) dans une jonction métallique provoque un dégagement de chaleur par effet
joule, qui détruit alors la piste en métal.
Remarque : on observe aussi des phénomènes plus complexes tels que la « réparation ap-
parente », c’est-à-dire que le transistor retrouve son fonctionnement nominal après l’agression
mais se dégrade définitivement après une agression de faible niveau, ou encore le phénomène
de dégradation progressive. Ceci sort du cadre de ce document qui ne traite que des perturba-
tions (dégradations temporaires des performances).
2.2. Les protections ESD 13
2.2 Les protections ESD
2.2.1 Généralités
On appelle protections ESD l’ensemble des protections électriques présentes sur un cir-
cuit intégré pour le protéger des décharges électrostatiques. Sans ces protections, le cir-
cuit serait extrêmement sensible et risquerait d’être détruit par la moindre surtension à ses
bornes. Ces protections sont présentes sur les entrées, les sorties et les alimentations du cir-
cuit [WANG-02], [DABRAL-98]. Ces protections s’articulent autour d’éléments non linéaires
sensibles aux surtensions et aux fortes variations de tension. Ces éléments interviennent lors
d’une décharge électrostatique mais peuvent aussi réagir en cas d’agression RF lors de fortes
variations de signal, par exemple. Des déclenchements intempestifs des protections sont alors
possibles.
Ces protections fonctionnent par écrêtage de tension : au delà d’une tension dite « de
coude » ou de claquage thermique, la tension aux bornes de la protection cesse de croître, voire
diminue (selon le type de protection simple turn-on ou snap-back, voir la figure 2.1) tandis
que le courant se met à augmenter très rapidement. La protection dissipe alors la perturbation
par effet thermique [DIAZ-95].
FIG. 2.1: Exemple de comportement I(V) pour des protections ESD.
Chaque constructeur de circuits utilise ses propres méthodes de protections. Ces der-
nières font l’objet de beaucoup d’attention et ne sont, en général, jamais divulguées dans
le détail. On peut toutefois noter les généralités suivantes, comme le montre la figure 2.2
[GUILHAUME-02] (le P signifie « protection », i = « IN », o = « OUT ». Les chiffres re-
présentent l’étage de protection, et « d » et « l » représentent le point de connexion « high »
ou « low » , c’est-à-dire Vdd ou Vss. Les résistances R modélisent l’effet résistif des lignes
internes d’alimentations) :
– Les entrées des circuits MOS, très sensibles car connectées à une grille d’inverseur
(risque élevé de claquage), présentent une protection à deux étages. Le premier étage,
noté Pi − 1h sur la figure 2.2, écrête les surtensions rapides tout en étant capable de
dissiper des courants importants. Toutefois, cette protection primaire peut conserver une
tension importante à ses bornes, dangereuse pour les éléments suivants. Le deuxième
étage ramène donc une tension faible à l’entrée des systèmes à protéger, la résistance
Rin limitant le courant.
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– Les sorties ne présentent pas la même fragilité que les entrées, une protection à un
seul étage équipée d’une résistance Rout de limitation de courant est généralement
suffisante. Toutefois, cette dernière implique une diminution des performances du driver
de sortie.
– La protection des alimentations est constituée d’une structure capable de court-circuiter
le cœur afin de le protéger. On utilise des écrêteurs rapides et capables de dissiper des
courants importants.
FIG. 2.2: Architecture générale des protections ESD sur un circuit intégré.
Les performances et le comportement des protections dépendent de nombreux facteurs
comme l’épaisseur de grille, le dopage, les dimensions, le type de jonction (Siliciures,
abruptes, LDD), etc.
2.2.2 Présentations de quelques protections
Voici une liste non exhaustive des protections ESD fréquemment rencontrées, avec leurs
caractéristiques, leurs utilisations, etc. Leur rôle est encore peu connu dans la susceptibilité
des circuits.
Les diodes :
C’est la protection la plus simple, de type turn-on. Si Vin > Vdd+Vd, avec Vd la tension
de seuil de la diode, soit environ 0,6V, alors la diode supérieure « conduit » (voir figure 2.3).
Si Vin < Vss-Vd, alors c’est la diode inférieure qui dissipe le courant. L’arrêt se fait lorsque
le courant devient nul, ou bien lorsque la tension devient inférieure aux seuils cités précédem-
ment.
L’ajout d’une résistance, en poly-silicium ou diffusion, entre le pad de bonding et la pro-
tection permet de limiter le courant traversant les diodes lorsqu’elles sont actives. (A noter que
cette protection à diodes est présente « par nature » sur un buffer CMOS si l’on tient compte
des alternances N et P de la structure inverseur).
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FIG. 2.3: Exemple de protection à diodes. La flèche indique le sens du courant lors d’une
impulsion négative (à gauche), et lors d’une impulsion positive (à droite).
Une fonctionnalité relativement proche peut être obtenue avec une diode Zener, selon le
principe de la figure 2.4. La résistance sert de limiteur de courant.
FIG. 2.4: Exemple de protection à diode zener + résistance de limitation.
Les diodes sont généralement utilisées en protection primaire pour les I/O. Les power
clamps [WANG-02], protections des alimentations, à base de diodes (circuits basse-tension
3,3V ou moins) sont généralement constituées d’une chaîne de n diodes, entre Vdd et Vss
comme dans la figure 2.5, qui devient conductrice dès que la tension entre Vdd et Vss dépasse
n fois la tension de seuil d’une diode.
FIG. 2.5: Exemple de protection à chaîne de diodes entre le Vcc et le Vss.
ggMOS :
Le ground gate MOS est une protection MOS à oxyde mince, dont la grille est reliée à la
source, et est du type snap-back. C’est une protection active, sans fuites, à sens unique, il en
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faut donc toujours deux (ggNMOS et ggPMOS, comme dans la figure 2.6) pour protéger un
point comme une I/O. Il se déclenche sur un niveau de tension.
FIG. 2.6: Protection symétrique à ggMOS protégeant un inverseur CMOS.
Ce système peut aussi être utilisé sur les alimentations. Dans ce cas il est connecté entre
Vdd et Vss.
Thick-MOS :
C’est une protectionMOS à oxyde épais dont la grille est reliée au drain (voir la figure 2.7).
Il se déclenche lorsque la tension de grille devient suffisante pour créer le canal du transistor
et amorcer un court-circuit. C’est une protection de type snap-back capable de dissiper des
courants importants mais son point de déclenchement est assez élevé (>20V). Ceci en fait
une bonne protection primaire qui se désactive quand le courant diminue. On notera l’effet
capacitif apporté par cette structure.
FIG. 2.7: Schéma électrique d’un thick MOS protégeant un inverseur.
gcMOS :
Une variation rapide de la tension aux bornes du réseau RC du gcMOS (ground coupled
MOS) fait apparaître une tension aux bornes de la résistance (voir la figure 2.8) suffisante pour
commander le NMOS qui court-circuite alors le point à protéger (Vdd, IO) sur la masse. Cette
structure peut être couplée à un transistor bipolaire pour dissiper des courants plus importants.
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La structure se désamorce lorsque le courant devient trop faible ou lorsque la tension aux
bornes de la résistance ne suffit plus à commander le transistor MOS c’est-à-dire lorsque la
tension aux bornes du réseau RC est stable ou faible.
FIG. 2.8: Exemple de protection gcMOS simple.
SCR :
Aussi appelé thyristor, le Silicon Control Rectifier est une structure bipolaire composée de
4 couches : N, P, N puis P (voir la figure 2.9) de type snap-back. Il est capable de dissiper
des courants très importants mais sa tension de déclenchement est généralement plus élevée
que les autres protections (30-60V) et son déclenchement et aussi plus lent. Des évolutions
récentes comme le LVTSCR (Low Voltage) ont permis de réduire la tension de déclenchement
à 8V en 0,35µm.
FIG. 2.9: Constitution et schéma équivalent simplifié d’un thyristor.
2.3 Les non-linéarités
L’effet de redressement des signaux sinusoïdaux (CW, AM ou pulsés) par les composants
électroniques non linéaires des protections ESD ou simplement du circuit numérique (diodes,
MOS, bipolaire, etc.) peut introduire des composantes supplémentaires susceptibles de modi-
fier les conditions de fonctionnement nominales [PIGNERET-95] et [PIGNERET-96].
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Protection Utilisation Comportement
Diodes Primaire ou sortie Déclenchement sur niveau de ten-
sion faible, fort courant, turn-on,
fuites
ggMOS Secondaire Déclenchement sur niveau de ten-
sion faible, courant moyen, snap-
back
Thick-MOS Primaire Déclenchement sur niveau de ten-
sion élevé, courant moyen, snap-
back
gcMOS Primaire Déclenchement sur dv/dt, courant
important
SCR, LVTSCR Primaire ou sortie Déclenchement sur niveau de ten-
sion élevé, courant important, snap-
back
TAB. 2.1: Présentation des éléments habituels de protections ESD.
Prenons l’exemple de la diode : la figure 2.10 décrit la caractéristique I=f(V) d’une diode
en régime normal et en agression.
FIG. 2.10: Exemple qualitatif de courbe de caractérisation d’une diode.
Pour des petits signaux HF, on peut modéliser la courbe I(V) de la diode par une fonction
quadratique :
i(t) = H1v(t) +H2v
2(t)
Or, si l’on considère les facteurs de formes possibles pour un signal HF, tels que ceux
présentés dans le tableau 2.2, la forme quadratique des éléments non linéaires induit des dé-
calages en courant tension mais aussi en fréquence.
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En effet, si on pose v(t) = E · sin(ωt) alors :
i(t) = H1 · E · sin(ωt) +H2 · [E · sin(ωt)]2
i(t) = H1 · E · sin(ωt) + H2 · E
2
+
H2 · E2 · cos(2ωt)
2
Un offset apparaît dans la caractéristique, au niveau de la zone de coude, de (H2 · E)/2
ainsi qu’une harmonique de rang 2ω.
Forme d’onde Décalage






















TAB. 2.2: Décalages en courant dus à quelques formes d’ondes.
Les effets non linéaires des composants électroniques intégrés soumis à un signal sinusoï-
dal, peuvent introduire des offsets, et donc modifier les points de fonctionnement, ou générer
des harmoniques de rang supérieur.
2.4 Comportement du composant complet
2.4.1 Les effets ponctuels
Les glitchs
On appelle glitch un changement anormal de niveau logique. Il peut être dû à de nombreux
phénomènes : mauvais niveau logique en amont, défaillance d’un buffer, activation de la pro-
tection ESD d’une E/S, etc. Il peut avoir lieu de manière interne à l’architecture d’un circuit,
ou bien sur les ports d’entrées / sorties. C’est un phénomène généralement fugitif et aléatoire,
dont la fréquence d’apparition est généralement liée à la puissance de l’agression. En effet, la
probabilité d’apparence des glitchs augmente souvent avec la puissance d’agression.
Latch-up
Sur les alimentations, activation des protections ESD entre Vdd et Vss. Ce phénomène
peut aussi être la conséquence d’une activation imprévue d’un thyristor parasite dans le circuit
intégré (structure NPNP). L’augmentation brutale du courant peut alors détruire la puce dans
le pire des cas, ou seulement provoquer des fautes (reset, etc.), à cause de la chute de tension.
1m est le coefficient de modulation compris entre 0 et 1.
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2.4.2 Les effets temporels
Il existe trois phénomènes majeurs dûs à une perturbation [LAURIN-92],
[MARECHAL-95], [ROBINSON-03] :
Défaut de type avance / retard
Le signal HF perturbe les temps de commutation des circuits ainsi que le temps de propa-
gation. On observe donc une avance ou un retard du front par rapport au temps nominal.
L’effet de pseudo commutation
Le changement d’état connaît des « rebonds » relativement longs, et identifiables par les
systèmes suivants comme des données rapides.
Défauts statiques
Ajout de nombreux parasites ou de bruit sur les niveaux logiques statiques. La valeur
moyenne de ces parasites (par effet RC de l’I/O d’un circuit, par exemple) peut facilement
être interprétée comme un autre niveau logique (signal en forme de « peigne »). Si l’un de ces
parasites intervient sur un front, il peut y avoir pseudo-commutation.
La série de figures du tableau 2.3 illustre ces trois effets :
Désynchronisation Pseudo commutation Défauts statiques
TAB. 2.3: Principaux effets temporels d’une agression.
On peut alors caractériser la perturbation selon qu’elle intervient sur un état statique ou sur
un front (phase dynamique). La caractérisation du composant face à une perturbation passe
donc par une phase statique et une phase dynamique. Toutefois il n’est pas évident de corréler
les effets d’un signal (caractérisé par une forme, une fréquence, une puissance, etc.) avec
chacun de ces phénomènes.
2.4.3 La détection d’enveloppe
Aussi appelée rectification, la détection d’enveloppe provoque le passage d’un signal hors
bande en un signal dans la bande de fonctionnement, c’est-à-dire qu’un signal théoriquement
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en dehors de la bande de fonctionnement d’un équipement ou d’un circuit est moyenné par
des éléments dont ce n’est pas la fonction initiale (fonction parasite). Ce nouveau signal peut
être alors défini dans une gamme de fréquence compatible avec le circuit ou le montage. Une
illustration habituelle de la détection parasite est le son émis par une télévision ou un poste de
radio perturbé par un téléphone GSM.
Au niveau circuit, ce phénomène a lieu à l’aide d’une association diode + condensateur
par exemple, comme le montre la figure 2.11 [LARSON-79]. C’est ce type de détection qui
était utilisé sur les anciens récepteurs de radio AM.
FIG. 2.11: Détection d’enveloppe par un circuit diode + capacité.
Cette structure typique est présente de manière récurrente dans un circuit intégré.
2.5 Détection / Correction d’une erreur
2.5.1 Méthodes hardwares
La détection / correction matérielle d’une erreur s’appuie toujours sur une architecture
spéciale souvent au niveau équipement, les composants restant des éléments standards dans la
plupart des cas (Commercial-Off The Shelf ). Ces structures, connues depuis la fin des années
60, sont basées sur la redondance massive, l’utilisation de codes cycliques, de système de
vote, etc..
Ces architectures existent au niveau circuit et sont principalement destinées à parer les
SEU (Single Event Upset), dus à la pénétration d’une particule (neutron, particule bêta, etc.)
dans le circuit. Ce sont des effets localisés soumis à des lois probabilistes (par exemple : la
probabilité d’agresser les n circuits redondants est très faible). Il existe des circuits de type
FPGA incluant des systèmes de corrections automatiques mais ils représentent un surcoût
important pour l’équipement et sont peu utilisés. L’agression par rayonnement électromagné-
tique n’évoque pas les mêmes contraintes : le circuit peut être agressé dans son ensemble et
pas nécessairement sur des I/O ou les alimentations. Dans un tel cas de figure, tous les circuits
redondants et de contrôle peuvent être perturbés.
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2.5.2 Méthodes logicielles
Il existe de nombreuses techniques logicielles pour détecter les erreurs de bits
[NICOLESCU-02]. Leurs applications se limitent donc à la détection et à la réparation des
erreurs qui ne touchent qu’une partie du circuit ou du système. Parmi les plus connues et les
plus utilisées on peut citer :
Le contrôle du flot : Une signature, représentant le déroulement correct du programme, est
stockée en mémoire avant l’appel. Cette signature est recalculée dans la procédure appelée
par le programme. La comparaison a lieu ensuite et indique si tout s’est bien déroulé.
Les blocs de recouvrement : Ce sont des modules alternatifs à un module principal qui
ré-effectuent une même tâche tant que le programme ne fournit pas une réponse acceptable
(test d’acceptation). Si tous les modules échouent, une reconstitution d’état du système, tel
qu’il était avant l’opération, a lieu et celle-ci est reprise.
La programmation à N-Versions : N programmes identiques effectuent de manière
concurrente une même tâche. Si la majorité des réponses présente un résultat identique, celui-
ci est considéré, grâce à un système de vote, comme correct, sinon, l’opération est refaite.
C’est la copie logicielle de la redondance matérielle.
SIFT (Software Implemented Fault Tolerance) : Cette méthode consiste à dupliquer
toutes les variables et vérifier la cohérence copie / original à chaque utilisation. Un ensemble
de règles permet de déterminer l’occurrence d’une erreur et donc, de la corriger ou bien de
refaire le calcul.
Stéphane Baffreau [BAFFREAU-04] aborde un ensemble de règles de programmation de
plus bas niveau afin de protéger un micro-contrôleur d’erreurs induites par une agression haute
fréquence. Regroupées sous la dénomination « logiciels défensifs », ces techniques consistent
entre autres à vérifier les cohérences temporelles et les valeurs d’un signal à traiter, remplir les
zones mémoires non utilisées par des retours à un point connu du programme (en cas d’erreur
de compteur programme), etc.
Ces méthodes très astucieuses permettent de faire des économies au niveau architecture
même si elles peuvent parfois être gourmandes en ressources matérielles (temps processeur,
encombrement mémoire, etc.). Elles peuvent perdre leurs intérêts lorsque l’agression touche






L’agression d’un circuit intégré par une onde haute fréquence peut être due à différents
phénomènes selon la puissance mise en jeu, la fréquence de l’onde et son mode de péné-
tration. Lorsque l’onde électromagnétique est de puissance importante et lorsqu’elle pénètre
dans le système par un dispositif de réception, on parle d’agression front-door. C’est un mode
d’agression généralement utilisé dans le domaine militaire pour brouiller ou détruire les sys-
tèmes de communication ennemis. Dans ce cas de figure, que nous ne traiterons pas, ce sont
les dispositifs de protection des amplifications qui entrent en œuvre.
Lorsque l’onde électromagnétique pénètre dans le système par des câbles ou une ouver-
ture (aération, passages de connexions, etc.) on parle d’agression back-door. Ce phénomène,
intentionnel en cas d’agression militaire ou parasite sur un système civil, est dû à un cou-
plage entre l’onde et un conducteur (câble, PCB, composant). Pour des gammes de fréquence
inférieures au GHz, le phénomène le plus courant est le couplage sur câble, ce dernier se com-
portant comme une antenne de réception. La propagation de ce signal est relativement bien
connue et peut donc être considérablement filtrée. En revanche lorsque la source génère un
signal de fréquence relativement élevée (RADAR, MFP), l’onde peut pénétrer le système par
n’importe quelle ouverture et se coupler directement sur le PCB [MARTY-01] voire sur les
circuits intégrés.
Le tableau 3.1 présente quelques sources de parasites que le système peut rencontrer selon
les utilisations : la foudre, les DES (Décharge Electro-Statique) et les impulsions RADAR
sont rencontrées par certains systèmes embarqués tandis que les MFP (Micro-onde de Forte
Puissance, ou HPM High Power Microwave) et les IEMN (Impulsion Electro-Magnétique
Nucléaire) sont des perturbations de type militaire.
L’un des moyens connus de s’en prémunir est le blindage métallique. Ceci se fera au détri-
ment du poids, du prix, de l’encombrement et des caractéristiques thermiques du système (pas
toujours compatibles avec le blindage). De plus, un blindage possède des limites au niveau de
la pénétration des câbles ou de l’alimentation (connectique).
Le tableau 3.2 indique, à titre informatif, les fréquences et les puissances mises en jeu
par des RADAR de contrôle aérien (ARSR, Air Route Surveillance RADAR et ASR, Airport
Surveillance RADAR).
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TAB. 3.1: Sources de parasites électromagnétiques.
ARSR-3 ASR-8
Bande S S
Fréquence 1,25 - 1,35GHz 2,7 - 2,9GHz
Puissance crête 5MW 1,4MW
Puissance moyenne 3,6kW 875W
Longueur de pulsation 2µs 0,6µs
PRF 310 - 365Hz 700 - 1200Hz
TAB. 3.2: RADAR utilisés dans l’aviation civile.
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Afin de connaître le comportement d’un composant sous agression micro-onde, il est né-
cessaire de procéder à des tests en accord avec les contraintes environnementales et tech-
niques. Les bancs d’agressions sont de type rayonné ou conduit, c’est-à-dire que la perturba-
tion est émise sous forme de champs électromagnétiques, ou conduite jusqu’au circuit par un
chemin préférentiel. Il existe des méthodes de tests normalisées mais beaucoup d’expérimen-
tations sont faites selon d’autres procédures.
3.2 Les paramètres de réglage d’un banc d’agression
Il existe des paramètres en commun à tous les bancs d’agressions, quel que soit leur mode
de fonctionnement (conduit ou rayonné). Lorsque le banc suit un modèle d’agression norma-
lisée, chacun des paramètres rentre dans un gabarit normatif.
Les tests effectués sur les équipements embarqués en avionique suivent les directives de la
DO160 [DO160D] qui spécifie les dimensions, le matériel et le mode opératoire à suivre pour
la qualification des systèmes. La figure 3.1 montre un gabarit pour des tests rayonnés en CW,
Continuous Wave (les tests en mode pulsé de type RADAR ont des niveaux plus élevés).
FIG. 3.1: Gabarit des niveaux de test en rayonnement CW pour différentes classes, selon la
norme avionique DO160.
3.2.1 La forme d’onde
On distingue généralement deux formes d’onde pour les tests d’agressions qui ont chacune
leurs conséquences au niveau circuit :
– Continuous Wave, le signal n’est pas modulé. Le but recherché est une agression conti-
nue dont la durée couvre tous les états du système, avec une amplitude et une fréquence
constante.
– Modulation AM, la porteuse HF est modulée en amplitude par un signal sinusoïdal
(sinus AM), cyclique (forme d’onde en créneau ou trapèze) ou impulsionnel (durée et
forme variables), de fréquence inférieure. Le spectre du signal d’agression peut donc
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être plus ou moins riche, selon les formes de modulation. Le but de ce type de modula-
tion est de provoquer des effets de détection dans les circuits, comme dans la figure 3.2,
qui génèrent une trame de brouillage.
FIG. 3.2: Effet de détection par une entité électronique.
Les tests de type pulsé RADAR font partie des essais en modulation mais se caractérisent
par un rapport cyclique très faible.
3.2.2 La fréquence
On parle de test in-band lorsque la fréquence de la porteuse (et donc du modulant) ap-
partient à la gamme de fréquence du circuit sous test. Dans ce cas de figure, la superposition
de l’agression et du signal utile est dans la gamme de fonctionnement du circuit. Le nouveau
signal est donc directement interprété par le circuit.
Si la porteuse n’appartient pas à la gamme de fréquence du circuit sous test, on parle de
test out-band. Plusieurs cas de figures sont alors possibles :
– L’agression est de type CW, le circuit voit alors un bruit continu.
– L’agression est de type modulé en amplitude, le circuit peut se comporter comme un
détecteur, ne conservant que le modulant dont la fréquence peut être in-band. On se
retrouve alors dans le cas de figure in-band cité plus haut.
Il est à noter qu’il n’existe en général pas de systèmes HF complets (amplificateurs, cor-
nets, générateurs, etc.) capables de couvrir toutes les bandes de fréquences nécessaires au test.
Ce dernier sera donc souvent divisé en différentes bandes de fréquence.
3.2.3 La synchronisation (agression pseudo-aléatoire)
Il est important de connaître le moment où est injectée / émise l’impulsion HF, car son
effet va dépendre de l’état du circuit à ce moment là. Les effets ne seront pas les mêmes si
l’impulsion a lieu sur une position statique (état logique « 1 » par exemple) ou sur un front
dynamique (montant ou descendant). Les approches seront donc différentes pour les circuits
synchrones et les circuits asynchrones. Ces derniers seront, en général, abordés selon une ap-
proche statistique, en considérant le nombre d’erreurs en fonction d’un nombre d’agressions.
Le banc d’agression peut donc être synchronisé sur le fonctionnement du circuit sous test.
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3.2.4 Le niveau d’agression
C’est le paramètre le plus évident a fortiori. Cependant il n’est pas aisé de déterminer la
fonction de transfert entre le générateur / amplificateur du signal d’agression et la puissance
injectée dans le composant ou, dans le cas d’une agression rayonnée, le champ vu par le
composant.
Dans tous les cas, un équipement hyper-fréquence spécifique est nécessaire afin de
connaître les puissances injectées (coupleur directif, wattmètre, etc.) dans le cas d’un banc
en mode conduit ou de mesurer le champ électrique à proximité de l’équipement (sonde de
champ) dans le cas d’une agression de type rayonné.
3.2.5 Polarisation
Dans le cas d’une agression de type rayonné, et selon le type de banc (chambre anéchoïde,
cellule TEM), l’agression peut avoir lieu selon une orientation particulière de la carte par
rapport à la polarisation de l’onde incidente [SEBBAH-94], [MARTY-01].
3.3 Détecter l’erreur
Les détections d’erreurs sur des circuits ou des cartes électroniques font appel à des tech-
niques matérielles (hardwares) ou softwares.
3.3.1 La détection d’erreur matérielle
La détection d’erreur matérielle est souvent utilisée sur les bancs de tests d’agression et
détecte alors les erreurs de type statique ou dynamique pour les circuits logiques. On appelle
erreur statique une perturbation de niveau logique due à l’ajout d’un offset. Une perturbation
dynamique correspond à une modification des temps de propagation ou de commutation d’un
signal logique.
La technique de détection la plus simple est d’utiliser une broche particulière du compo-
sant sur laquelle est appliqué un critère de susceptibilité (tension, courant, temps de réponse,
etc.). Tout changement d’état ou de performance du signal mesuré sur la broche (erreur lo-
gique, bruit important, erreur de transmission, etc.) est alors considéré comme une erreur
induite par l’agression. Le signal indiquant le changement de fonctionnement peut être op-
tique (LED, voyant, fibre, etc.) ou électrique (sonde d’oscilloscope, entrée numérique d’un
autre circuit, carte d’acquisition, etc.).
La détection matérielle est de loin la plus utilisée en susceptibilité des composants. Parmi
les techniques de détections possibles :
Les portes XOR
Ce principe, utilisé par O. Maurice [MAURICE-97] à Nuclétudes, est le suivant : deux
circuits rigoureusement identiques ont leurs sorties reliées à chacune des deux entrées d’une
porte XOR de même technologie dont la sortie ne passe à « 1 » qu’en cas de différence logique
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en entrée. L’agression a lieu sur un des deux circuits, la porte XOR détecte alors la différence,
si elle a lieu. Le schéma électrique de la figure 3.3 décrit ce type de montage. La porte XOR,
dont les entrées sont filtrées, sert à détecter l’erreur entre le circuit sous test (CST) et le circuit
de référence (REF).
L’intérêt de cette technique réside dans le fait que la porte XOR assure à la fois la sur-
veillance et l’application du critère de susceptibilité. La méthode XOR est valable pour des
circuits complexes comme des micro-contrôleurs ou des mémoires. L’inconvénient principal
de cette technique est qu’elle nécessite la mise au point d’une carte test dédiée.
FIG. 3.3: Exemple de schéma de détection de différence entre les signaux en provenance d’un
circuit de référence REF et d’un circuit sous test CST.
Les bascules
De manière analogue au test XOR, il est possible de mémoriser un changement d’état
avec des bascules. Celles-ci permettent de détecter et de mémoriser un changement de niveau
logique même rapide d’une des sorties du circuit agressé [SEBBAH-94]. Là encore, l’utilisa-
tion de filtres passifs en entrée des bascules D est nécessaire afin de limiter la pénétration des
perturbations dans le circuit de détection. Ce type de montage ne nécessite pas toujours un
élément de référence.
Sonde en champ proche
Une autre technique consiste à analyser grâce à une sonde en champ proche le spectre
d’émission du circuit seul puis en présence d’une agression [FLINTOFT-99] (que celle-ci soit
injectée ou rayonnée). Cette méthode, expliquée dans la partie 3.5.4, permet simplement de
détecter une perturbation du circuit. Elle ne permet pas de quantifier l’agression au niveau
circuit. La figure 3.4 présente le principe de ce type de mesure.
Caractérisation de la fonction de transfert logique
Une méthode de test de susceptibilité des portes logiques consiste à mesurer les niveaux de
basculement haut et bas, pour en déduire la fonction de transfert. La mesure (analyse des zones
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FIG. 3.4: Mesure de réémission d’un système électronique.
d’immunité au bruit, seuils de basculement) a d’abord lieu en fonctionnement nominal puis
sous agression. Cette caractérisation peut être faite pour chaque augmentation de puissance
[KLINGLER-93], [SEBBAH-94]. La figure 3.5 représente une de ces dégradations. Ce type
de caractérisation n’est pas applicable pour un système complet mais seulement pour tester
une porte ou un buffer.
FIG. 3.5: Modification de la fonction de transfert d’un inverseur.
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Sur les technologies de circuits intégrés ne disposant pas d’un trigger en entrée, le point
de commutation est généralement centré en Vdd/2. Si le point de basculement n’est pas à
Vdd/2, la région indéterminée devient asymétrique et l’un des deux états logiques peut être
plus sensible aux bruits (zone d’immunité au bruit différente pour les deux niveaux).
Un autre effet est identifiable lorsque l’on utilise des buffers ou des inverseurs non équi-
pés de triggers sur leurs entrées. Si l’on injecte un signal in-band doté d’une composante
continue proche du point de basculement, il peut y avoir des changements d’état intempestifs
à la fréquence du signal, dus à leur comportement amplificateur, comme dans la figure 3.6.
L’emploi d’un trigger sur chacune des entrées d’un circuit intégré logique est alors fortement
souhaitable.
FIG. 3.6: Phénomène d’amplification sur un inverseur : une faible tension en entrée autour du
point de basculement provoque une forte excursion de tension en sortie.
Caractérisation de l’immunité dynamique au bruit
Il est possible de caractériser un circuit en fonction de son immunité dynamique au bruit.
Le test consiste à injecter un pic de tension en entrée du circuit logique puis à déterminer,
en fonction de la largeur d’impulsion, l’amplitude qui produit un changement en sortie. La
figure 3.7 donne un exemple de caractérisation pour des technologies CMOS AC et ACT. La
technologie ACT est plus rapide que la technologie AC.
Le test peut être affiné selon que le pic intervient sur un niveau haut (somme d’une impul-
sion négative et une composante continue proche de Vdd) ou un niveau bas (une impulsion
positive seule).
Remarques sur les techniques de détection matérielle
La plupart de ces techniques ont des points communs :
– le circuit électrique de détection, quand il existe, doit impérativement être isolé de
l’agression, et le signal logique sortant du circuit agressé doit être correctement filtré
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FIG. 3.7: Exemple de diagramme d’immunité dynamique pour deux technologies CMOS.
afin de ne pas se comporter comme un perturbateur du système de détection (filtrage
des composantes HF),
– l’extraction de l’information après la détection de l’erreur peut se faire grâce à l’utilisa-
tion de fibres optiques, insensibles aux champs électromagnétiques,
– ces techniques sont toutes basées sur une observable extérieure, or l’absence de « symp-
tômes » extérieurs n’est pas la preuve de l’absence de perturbation.
3.3.2 La détection de type software
La détection software est en réalité la seule méthode pour visualiser les erreurs internes
non majeurs (reset, latch-up, etc.). Une description succincte des différentes méthodes a été
faite dans la partie 2.5.2 page 22. Toutefois leurs applications dépendent directement du circuit
à tester.
Au niveau équipement, il est possible d’activer des détections relativement élaborées. Ce
n’est pas le cas au niveau circuit, car ce dernier offre des moyens plus rudimentaires. De plus,
l’extraction de l’information « faute interne détectée » peut devenir problématique, car, elle
aussi, sera soumise à une éventuelle modification / perturbation.
3.4 Méthodes d’agressions normalisées
Nous donnons une présentation succincte des différentes normes existantes pour le test
d’agression des composants, avec leurs caractéristiques (fréquences, mode d’agression, etc.).
Il est important de rappeler que dans tous ces tests le circuit est en fonctionnement nominal.
Plus de détails sur ces méthodes se trouvent dans l’ouvrage [BEN DHIA-06].
3.4.1 Bulk Current Injection [BCI]
La méthode BCI est une méthode d’agression dérivée de la qualification des équipements
avioniques, automobiles, etc. Depuis peu, on utilise cette technique pour agresser directement
le composant. Le principe est le suivant : un courant circulant dans le primaire d’une pince
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d’agression induit dans un câble cible un courant par effet de couplage inductif (=transforma-
teur). Une deuxième boucle est placée plus proche du composant afin de mesurer le courant
injecté, selon un principe réciproque. La figure 3.8 représente un PCB adapté pour le test BCI.
FIG. 3.8: Vue synthétique d’un test BCI.
Toute qualification est précédée d’une phase de calibrage de la pince d’injection (injection
probe) durant laquelle on mesure le courant produit dans une résistance de 100Ω pour une
puissance déterminée. C’est ce courant qui sert de référence à la classe du test, mais le banc
reste toujours réglé en puissance.
L’agression couvre les fréquences de 10KHz à 400Mhz par pas de 2KHz à 5MHz. Parmi
les paramètres d’agression importants, on trouve la forme d’onde et la fréquence du signal
injecté (CW, AM), le courant injecté (selon le niveau de sévérité voulu, voir le tableau 3.3) et






V selon accords entre utilisateurs
TAB. 3.3: Classement des niveaux d’agressions BCI pour composants
3.4.2 Direct RF Power Injection [DPI]
Le principe de la DPI est le suivant : un signal RF est directement injecté sur la broche du
composant à travers une capacité de faible valeur (capacité RF). Ce type d’agression permet
de tester tout le composant, broche par broche. Pour cela, le circuit est monté sur un PCB,
généralement spécifique à ce test. L’utilisation d’un coupleur directif permet de mesurer les
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puissances incidentes et réfléchies mises en jeu. La bande passante de ce type d’injection est
de 1MHz - 1GHz.
FIG. 3.9: Représentation d’un test d’agression DPI.
Durant les tests, on considère les différents paramètres d’agression suivants : la forme
d’onde injectée (CW ou AM), la puissance injectée et les broches agressées.
3.4.3 Work Bench Faraday Cage [WBFC]
Le circuit à tester est monté sur un board lui-même inséré à l’intérieur d’une cage de fara-
day aux dimensions définies (environ 50×35×15cm). Cette cage de faraday (voir figure 3.10)
permet de reproduire une utilisation dans un container blindé et isolé des autres équipements.
L’agression est en mode commun conduit. Un coupleur directionnel permet de connaître
la puissance d’agression incidente ainsi que la partie réfléchie. Chacune des sources externes
(alimentations, signal, etc.) passe à travers un filtre afin d’éviter toute pollution externe ou un
retour vers ces générateurs. La figure 3.10 décrit le processus expérimental.
La gamme de fréquence est 1MHz à 1Ghz. Le signal injecté est du type CW ou AM (sinus
à 1kHz, 80%). Il existe différentes classes pour plusieurs niveaux de puissances (max. 5W).
Remarque : les dimensions parallèpipèdiques de la WBFC impliquent deux modes de
résonance à 300*n MHz et 430*m MHz pour une cavité vide [POZZOLO-02].
3.4.4 Cellule TEM [TEM]
Le circuit sous test est soudé sur un board de 10,3×10,3cm. La face supérieure du board
(côté composant à tester) est un plan conducteur venant au plus proche des broches du circuit.
Cette couche de métal permet de « fermer » la cellule TEM qui devient alors analogue à un
conducteur coaxial d’impédance caractéristique 50Ω, l’âme étant remplacée par le septum.
C’est cette pièce métallique qui crée alors le mode transverse électromagnétique, typique des
structures coaxiales.
L’utilisation d’un coupleur directif permet de connaître la puissance injectée dans la cellule
TEM. C’est ensuite le banc (voir la figure 3.11) de test qui permet de détecter l’erreur pour
une fréquence et une puissance d’injection données.
34 3. Reproduction d’une agression
FIG. 3.10: Représentation d’un test avec la WBFC. Photo de la Work Bench Faraday Cage
FIG. 3.11: Représentation d’un test en cellule TEM. Photo d’une cellule TEM
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La gamme de fonctionnement de la cellule TEM va de 150kHz à 1GHz et offre un champ





avec P , la puissance injectée, h, la distance entre le septum et le composant, et ZC , l’impé-
dance caractéristique de la cellule TEM, c’est-à-dire 50Ω [ENGEL-96].
3.5 Les autres bancs d’agression
Globalement on distingue dans la littérature deux familles de banc d’agression HF pour
composant (>2GHz) des circuits :
– Les bancs d’agressions en mode conduit, où le signal HF est directement injecté sur une
broche du composant, à travers une capacité CMS (en cela, ils se rapprochent beaucoup
de la DPI),
– Les bancs d’agression en mode rayonné. Le test a lieu dans une chambre anéchoïde ou
réverbérante, et le signal perturbateur agresse le composant par couplage sur les pistes
du PCB (parfois arrangées dans cet objectif) ou sur le circuit.
Dans tous les cas, ces bancs font varier les paramètres habituels d’un test d’agression (puis-
sance, forme d’onde, fréquence, etc.)
3.5.1 Bancs d’agression en mode conduit
Le signal parasite est injecté directement sur la broche du composant. Un soin particulier
est porté à la réalisation physique du banc afin d’éviter les rayonnements et les pertes de signal.
Ceci implique l’utilisation de connecteurs et de câbles spécifiques. La gamme de fréquence
peut alors être supérieure à 4GHz (on parle alors de « DPI hyper-fréquence »).
Ces systèmes ont initialement été développés pour agresser toutes sortes de composants
quels que soient leurs types (logique ou analogique, TTL, discret, actif ou passif). La consti-
tution physique varie d’un banc à l’autre mais le principe électrique est souvent du même type
que le schéma de la figure 3.12.
Dans les fréquences supérieures au GHz, de nombreux problèmes apparaissent (effets de
désadaptation d’impédance, de pertes par rayonnement / réflexions). L’installation d’un banc
d’injection nécessite donc l’emploi de supports physiques très particuliers afin de remédier
à ces problèmes (blindage, plan de masse, coupleurs capacitifs spécifiques, etc.) comme le
montre la photo de la figure 3.13.
Le banc d’agression de Nuclétudes
Développé par Olivier Maurice et J. Pigneret à Nuclétudes, ce banc permet de caractériser
complètement un circuit en déterminant la puissance d’injection nécessaire sur chacune des
broches du circuit pour provoquer une erreur [MAURICE-95].
Un signal HF est directement injecté sur la broche du composant sous test à travers une ca-
pacité CMS montée au plus proche du circuit (voir figure 3.14). Une prise SMA solidaire d’un
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FIG. 3.12: Banc d’agression en mode conduit.
FIG. 3.13: Banc d’agression en mode conduit utilisé par EADS-CCR.
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support massif en laiton est alors connectée par simple contact à l’autre extrémité du conden-
sateur. C’est l’ensemble de la carte sur laquelle est soudé le couple composant + condensateur,
qui se déplace et qui est ensuite serrée sur la pointe de la prise SMA grâce à plusieurs vis de
pression. Cette technique permet de minimiser les pertes lors de l’injection du signal.
Les caractéristiques globales de ce banc sont les suivantes :
– Puissance maximum de 10W,
– Porteuse réglable de 0,1 à 4GHz,
– Largeur d’impulsion réglable de 10ns à l’infini,
– Coupleurs directifs pour la mesure des puissances incidentes et réfléchies.
La constitution de la partie HF permet, grâce au coupleur et au commutateur HF, de déter-
miner la puissance incidente et la puissance réfléchie, et donc, par déduction, de connaître la
puissance transmise au composant.
FIG. 3.14: Synoptique du banc d’agression de Nuclétudes.
L’utilisation du banc suit une procédure particulière selon que le circuit est de type logique
ou analogique. Avant toute mesure de susceptibilité, il est nécessaire de recourir à un calibrage
du banc.
La porteuse du signal injecté se situe dans la bande 100MHz-4GHz et est modulée par un
deuxième signal de fréquence plus basse de type impulsion. La fréquence de la porteuse est
out-band (en dehors de la plage de fréquence de fonctionnement du circuit), en revanche la
fréquence de répétition des impulsions est in-band. Il est possible de synchroniser l’injection
d’une impulsion avec le fonctionnement du circuit : l’agression peut alors intervenir sur un
front montant, un état, un front descendant, etc.
La détection d’erreur se fait par comparaison hardware à l’aide de porte XOR. L’ajout
d’un système de retard permet de mieux détecter les changements furtifs ou les problèmes de
décalage temporel (désynchronisation).
La véritable limite de ce banc n’est pas vraiment la fréquence maximum (4GHz) mais
plutôt sa lourdeur d’utilisation : il faut environ une semaine à un technicien pour caractériser
un circuit ! En effet, ce banc nécessite de nombreux réglages, comme le réglage mécanique de
l’injection pour chacune des broches du circuit, et calibrages.
Parmi les composants testés, on citera des circuits de type CMOS en boîtier SSOP et ali-
mentés en 5V : driver d’horloge (FCT) et un FPGAQuicklogic (QL12x14). Le graphique de la
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figure 3.15 indique la puissance transmise pour provoquer une erreur. La puissance nécessaire
augmente avec la fréquence et les deux circuits testés ont globalement des comportements
proches.
FIG. 3.15: Test d’injection sur circuits CMOS par Nuclétudes.
3.5.2 Agression de type DPI
Dans le cadre d’une étude menée par Defence Research Agency, G.D.M. Barber a pro-
cédé à une série d’agressions de type DPI [BARBER-95] sur des circuits CMOS (inverseur
et NAND) de technologie HCT de National Semiconducteur, alimentées en 5V, en boîtier
CMS et DIL. Les tests étaient réalisés sur une platine d’injection spécifique, analogue à celle
représentée figure 3.13 page 36.
Le graphique de la figure 3.16 représente la puissance incidente (Forward Power) mesurée
à l’aide d’un coupleur, pour changer l’état logique de « 1 » à « 0 » d’un circuit 74HCT00M. La
puissance nécessaire augmente avec la fréquence jusqu’à environ 10GHz, au delà, on note une
augmentation sensible de la susceptibilité. Entre 5GHz et 18GHz, les puissances en jeu sont
relativement importantes (10W max à 10GHz). Cela implique très probablement la présence
d’une forte désadaptation et donc une forte puissance réfléchie.
Les graphiques de la figure 3.17 montre la puissance incidente nécessaire pour provoquer
un changement d’état logique de « 1 » à « 0 » sur des circuits CMOS de technologie HC de
Motorola et CD40XX de Harris. L’augmentation de la puissance nécessaire pour provoquer
une erreur avec la fréquence est aussi valable pour ces circuits seulement le phénomène de
diminution de puissance au delà de 10GHz ne se confirme pas. L’ordre de grandeur des puis-
sances incidentes reste le même.
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FIG. 3.16: Mesure de puissance incidente injectée nécessaire pour changer l’état d’un circuit
CMOS MM74HCT00M en boîtier CMS de National Semiconducteur.
3.5.3 Agression par lignes couplées
Dans ce type d’agression, l’injection se fait à l’aide d’un couplage d’une ligne pertur-
batrice vers une ligne de communication (voir la figure 3.18) entre un circuit intégré et une
charge ou entre deux circuits intégrés [DOBGE-94] [BAZZOLI-05]. Le couplage n’est pas
simplement capacitif mais aussi inductif (mutuel). L’injection peut être du type courant ou
tension, selon l’impédance de la charge placée en bout de ligne d’agression. La modélisation
du banc passe donc par la modélisation des couplages ligne à ligne.
Ce montage met en évidence l’impact d’une agression électromagnétique sur une piste de
PCB servant de support de communication à des circuits de complexité variable. L’influence
de la piste de couplage est à prendre en compte en fonction de la gamme de fréquence visée.
La figure 3.19 montre un résultat de test d’agression effectué par S. Bazzoli
[BAZZOLI-05]. Le graphique mentionne la puissance émise pour perturber un 74LS00 (TTL)
dont la ligne de couplage est court-circuitée à l’extrémité.
3.5.4 Banc en mode rayonné
En mode rayonné, et dans la plupart des cas, le circuit sera placé dans une cellule TEM ou
GTEM, devant un cornet directif en salle anéchoïde ou encore, en chambre réverbérante. On
s’intéressera aussi à la polarisation et à l’incidence de l’onde sur le composant excepté pour
la chambre réverbérante.
La GTEM
La GTEM, pour Gigahertz Transverse Electro-Magnetic, est une méthode analogue à la
cellule TEM et offre, comme elle, une configuration coaxiale, la charge de 50 Ω étant com-
plétée par des cônes en matériaux absorbants (voir la figure 3.20). La construction pyramidale
assure une propagation des ondes stoppées par les absorbants ce qui évite donc l’établisse-
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FIG. 3.17: Mesure de puissance incidente injectée nécessaire pour changer l’état de circuits
CMOS, MC74HC00AN en boîtier CMS de Motorola (en haut), CD4011BE de
Harris (en bas).
FIG. 3.18: Principe de l’agression par lignes couplées.
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FIG. 3.19: Test de susceptibilité par lignes couplées sur un 74LS00.
ment de modes d’ordre supérieur. La gamme de fréquence peut s’étendre selon les modèles et
selon le volume utile interne, jusqu’à 18GHz ou 24GHz.
De manière analogue à la cellule TEM, le circuit à tester est placé seul sur la face d’un
board d’environ 10×10cm qui sera ensuite exposé aux rayonnements, les autres composants
nécessaires au fonctionnement du circuit sous test étant placés sur l’autre côté du board, c’est-
à-dire sur la face non exposée.
FIG. 3.20: Cellule GTEM.
Chambre anéchoîde [SEBBAH-94]
Dans le cadre d’une étude pour l’Aérospatiale, le Centre Technique des Systèmes Navals
de la DCN (Direction des Constructions Navales) a effectué une série de tests de susceptibilité
sur des cartes électroniques (numériques et analogiques) aux rayonnements RADAR pour des
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gammes de fréquence allant de 1 à 18GHz. La carte électronique à tester est placée dans une
chambre anéchoïde à 1m d’un cornet de façon à recevoir un champ supérieur à 200V/m.
L’expérience prend en compte les paramètres suivants :
– Le mode d’émission (AM, CW ou pulses),
– Le champ électrique,
– La position de la carte,
– La fréquence parmi une gamme,
– La polarisation de l’onde.
Les figures 3.21 et 3.22 présentent des résultats d’agression en champ. Les circuits testés
sont de type CMOS. Le graphique de la figure 3.21 présente la puissance moyenne par m2 né-
cessaire pour provoquer une erreur sur des bascules D et des portes logiques 74AC en boîtier
DIL, alimentés en 5V. Les paramètres de test sont la polarisation (Horizontale / Verticale) et
les longueurs de pistes (courtes / longues) sur lesquelles sont soudés les circuits. Le graphique
de la figure 3.22 présente des résultats d’expériences similaires mais pour des circuits CMOS
de technologie HC. Ces expériences montrent des sensibilités quasi identiques pour les deux
circuits. Entre 5GHz et 18GHz, la puissance nécessaire pour provoquer une erreur diminue,
passant de près de 400W/m2 à 180W/m2. Ce comportement va à l’encontre des tests d’injec-
tion présentés précédemment. La polarisation et la longueur des pistes semblent n’avoir pas
d’influences au delà de 5GHz.
FIG. 3.21: Agression rayonnée sur CMOS AC par la DCN (chambre anéchoïde).
CRBM [RAYMENT-94]
P.A. Rayment [RAYMENT-94] (GEC MARCONI Defence Systems) a mené des tests
d’agressions rayonnées en chambre réverbérante à brassage de mode (CRBM) sur des cir-
cuits de type TTL (portes logiques 74LS00 de Texas Instrument) et des technologies CMOS
(PC74MC00 de Philips), en boîtier DIL et alimentées en 5V. Le graphique de la figure 3.23
montre le champ interne admissible par le circuit sous test avant défaillance (erreur de bits sur
transmission, BER pour Bit Error Rate). Ce graphique montre exceptionnellement une supé-
riorité du circuit TTL sur son équivalent CMOS pour quelques fréquences. Il est également
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FIG. 3.22: Agression rayonnée sur CMOS HC par la DCN (chambre anéchoïde).
important de noter les fortes variations du niveau de champ pour produire le seuil de taux
d’erreur fixé.
Étude du spectre de réémission [FLINTOFT-99]
Cette méthode propose d’observer le spectre de réémission d’un circuit ou d’une piste de
PCB éclairée par un cornet en chambre semi réverbérante.
L’expérience présentée utilise deux circuits (inverseurs) en boîtier DIL échangeant un si-
gnal d’horloge de fréquence FCLK par une piste décrivant une large boucle par rapport à la
piste de masse. Le board est illuminé par une antenne émettant une porteuse de fréquence
Fthreat. Une sonde de champ proche est placée près du board. Le système effectue une mul-
tiplication de fréquence entre le signal nominal d’horloge à FCLK et le signal d’agression de
fréquence Fthreat. Le spectre nominal du signal d’horloge contient les harmoniques n ·FCLK .
Durant une agression, le spectre estm · Fthreat +/- n · FCLK . La figure 3.24 décrit le principe
de l’expérience. La figure 3.25 présente le décalage en fréquence.
Il est donc possible à partir du spectre de réémission de déterminer si le circuit est per-
turbé car les raies de réémissions sont de fréquences différentes des harmoniques du circuit
et de l’émetteur. La quantification du phénomène reste encore assez floue et à aucun moment
l’article ne parle de modélisation.
SOCRATE [MARTY-01]
SOCRATE est l’acronyme de Système Omnidirectionnel de Caractérisation du Rayonne-
ment d’Antennes et de Test d’Engin au Centre d’Essai de Gramat. Le fonctionnement de ce
banc est un peu particulier puisqu’il est basé sur le principe de réciprocité : l’objet (carte élec-
tronique et composant) sous test est placé en régime d’émission et la mesure de son rayon-
nement fournit, par réciprocité, la puissance nécessaire pour produire le même phénomène
[MARTY-01].
Les mesures sont effectuées en chambre anéchoïde et la réception est assurée par un cornet
placé sur un système à deux axes permettant de suivre des coordonnées sphériques et donc de
caractériser toutes les directions. Les mesures sont effectuées selon deux polarisations jusqu’à
6GHz en champ proche. Un calcul permet de recréer le champ lointain. La figure 3.26 présente
une vue globale du système de réception.
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FIG. 3.23: Agression rayonnée sur un circuit TTL 74LS00N de Texas Instrument et sur un
circuit CMOS 74MC00P de Philips, par GEC MARCONI Defence Systems, en
chambre réverbérante. L’observable est ici un taux d’erreur de bits dans une trans-
mission.
FIG. 3.24: Phénomène de réémission de signal.
Test pulsé en TEM
M. Camp [CAMP-04] propose de tester la susceptibilité de différents types de micro-
contrôleurs soumis à des transitoires rapides de type impulsions électromagnétiques (Elec-
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FIG. 3.25: Spectre en bande de base et réémis.
FIG. 3.26: Vue schématique de SOCRATE.
tromagnetic Pulse ou EMP) et impulsions très large bande (Ultra Wide Band, UWB). Des
impulsions de paramètres variables (sinusoïdes amorties, temps de monté, etc.) de plusieurs
milliers de volts sont injectées sur une cellule TEM de façon à produire des champ jusqu’à
100kV/m. La figure 3.27 montre une analyse statistique du comportement des circuits testés.
La figure 3.28 montre le comportement de cartes à processeurs Intel (Pentium I, II et III).
L’auteur met en évidence l’augmentation de la susceptibilité de ces composants, due à l’aug-
mentation de la complexité, de la fréquence de fonctionnement et de la réduction des tensions
d’alimentation. Les circuits de dernières générations (Pentium III 500MHz) apparaissent en-
viron six fois plus sensibles que les premières générations (286 à 10MHz et 386 à 25MHz).
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FIG. 3.27: BFR (Breakdown Failure Rate) de 4 micro-contrôleurs AT80S8515 à des impul-
sions électromagnétiques UWB.
FIG. 3.28: Susceptibilité de systèmes à microprocesseur soumis à des impulsions électroma-
gnétiques EMP.
3.6 Remarques sur ces méthodes et les résultats
– Aucune méthode normalisée ne propose une gamme de fréquence dépassant le GHz,
c’est-à-dire adaptée aux fréquences RADAR (la GTEM et la DPI hyper-fréquence
n’étant pas normalisées).
– L’utilisation de cellules du genre TEM est plus simple que les autres méthodes puisqu’il
n’est pas nécessaire de modifier ou de rebrancher des câbles entre deux agressions et de
recalibrer le banc de test. Les autres bancs nécessitent une installation assez particulière
et sont plus lourds à utiliser. En revanche le couplage réalisé et les champs maximum
sont peu élevés.
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– Pour les méthodes par cellules de type TEM, toutes les broches sont agressées en même
temps, ce qui caractérise sans doute le mieux une agression de type rayonné. En effet
les agressions de type DPI, BCI ou WBFC sous-entendent qu’il existera un chemin
privilégié pour la pénétration de l’agression dans le circuit sous test. En réalité, cela
est valable pour des composants d’interfaces ou d’I/O de l’équipement. Si celui-ci est
soumis à un champ de type RADAR, il ne sera, a priori, pas possible de savoir quelle
broche sera agressée, et il est fort probable que plusieurs d’entre elles seront agressées
simultanément, changeant du même coup le comportement du circuit face à l’agression.
On peut donc dire que hormis la cellule TEM et les chambres, il n’existe pas de méthode
simple de test composant apte à caractériser l’agression d’un circuit en mode rayonné.
– Problème de la BCI : ce type d’agression sur un câble n’est pas adapté à tous les com-
posants. Elle correspond plus à des composants d’interface ou des micro-contrôleurs
munis de bus de communications spécifiques comme le bus CAN. La BCI ne semble
pas réaliste pour l’agression de composants logiques comme des mémoires ou des mi-
croprocesseurs : il est en effet rare que de tels composants soient reliés par câble à une
entité. Au contraire, la liaison se fait par pistes de PCB et au plus court, et jamais éloigné
d’un plan de masse. La deuxième limite de la BCI est sa fréquence d’utilisation limitée
à 400MHz.
– La modélisation des ces méthodes de qualification est souvent nécessaire afin de simuler
le comportement du système durant l’agression et donc de prédire sa robustesse ou, à
défaut, ses limites. Les fabricants ne fournissent généralement pas de modèles de leurs
équipements (pince BCI, cellule TEM, etc.) et c’est donc en général à l’utilisateur de
créer ce modèle.
– La mesure se fait souvent par interface optique ou par câbles blindés car moins suscep-
tibles aux rayonnements voire insensibles. Parfois, une information lumineuse (LED)
peut être suffisante pour indiquer la détection d’une erreur.
Les domaines de fréquence s’étalant jusqu’à 18GHz engendrent de nombreuses difficul-
tés : soins accordés à la réalisation des platines de tests, utilisation de matériels spécifiques
et précis, phénomènes de réflexion ou de rayonnement important, etc. La plupart des tests
d’agressions ont été menés sur des cartes équipées de circuits simples (bascule, porte) en
technologies HC, ACT, AC, F, ALS (c’est-à-dire CMOS et TTL) montées sur des boîtiers de
type DIL ou SSOP. On trouve généralement peu de tests sur des circuits complexes comme
des microprocesseurs ou des FPGA (voir les dernières investigations de [MAURICE-98] ou
certains tests militaires). Que ce soit en mode rayonné ou en mode conduit (pulsé, CW ou
AM), on peut remarquer les faits suivants :
– Il existe de grosses disparités de robustesse entre les technologies CMOS (la HC sem-
blant être la plus robuste). La technologie TTL est plus sensible que la CMOS, dans
tous les cas.
– La puissance à émettre pour provoquer la faute augmente fortement au-delà de 1GHz,
du moins, pour les circuits utilisés.
– A noter qu’en TTL, le niveau à injecter pour provoquer l’erreur chute parfois dramati-
quement au delà de 15GHz [SKETOE-00]. Cet effet est dû à la sensibilité des transistors
bipolaires à partir de cette fréquence. Le comportement des transistors bipolaires para-
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sites est donc à prendre en compte dans les technologies CMOS afin d’en connaître le
comportement.
– Le classement du nombre d’erreurs en fonction de la puissance, et par gamme de fré-
quence, permet de mieux classer les composants en observant les similarités ou, à l’in-
verse, les lots de composants plus ou moins sensibles que les autres.
– En mode rayonné des niveaux de champs importants sont nécessaires pour provoquer
des erreurs y compris sur des circuits complexes
– Peu d’études concernent les DSP, les FPGA ou les microprocesseurs.
– L’influence du package n’est pas suffisamment mise en évidence. Les études concernent
souvent des boîtiers anciens (peu de référence concernant les BGA).
Globalement, la modélisation des phénomènes liés à la susceptibilité des circuits est peu
abordée. Il n’a pas été fait référence à des simulations réalisables par un utilisateur de circuit
désirant conduire des simulations de susceptibilité à partir de données mesurables sur le circuit
final ou, fournies par le constructeur sans dévoiler une quelconque information confidentielle
(pour des fréquences d’agression > 1GHz).
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Chapitre 4
Modélisation de la susceptibilité
A l’heure actuelle, il n’existe pas de modèles normalisés pour simuler la susceptibilité d’un
composant électronique numérique en gamme micro-onde (en comparaison d’ICEM [ICEM]
pour l’émission des circuits numériques). Cependant, des techniques intéressantes ont été dé-
veloppées pour quantifier et modéliser les éléments intervenants dans la susceptibilité des
circuits, et des travaux récents vont dans le sens de la mise au point d’un modèle standard.
4.1 Les méthodes numériques
Afin d’évaluer les couplages existant entre des structures conductrices immergées dans un
milieu diélectrique ou non, et une onde électromagnétique, il existe différents outils dont la
pertinence varie avec les conditions du problème. Voici un bref classement de ces méthodes
qui s’appuient directement ou indirectement sur une résolution des équations de Maxwell.
Le choix de la méthode est lié à la taille de l’objet à modéliser par rapport aux longueurs
d’onde des signaux en jeu :
– Si ldimensions, méthodes quasi-statiques (électronique classique, lignes de transmis-
sion)
– Si l≈dimensions, méthodes dites exactes.
– Si ldimensions, méthodes asymptotique (optique géométrique). Elles ne seront pas
prises en compte dans le cadre de cette étude au vu des dimensions des composants par
rapport aux fréquences en jeu.
4.1.1 Les méthodes « exactes »
Les méthodes dites exactes sont exprimées selon différentes formulations, elles-mêmes
abordables par différentes techniques de calcul. Le tableau 4.1 montre quelques méthodes
numériques volumiques ou locales. Elles sont reprises plus en détail dans l’annexe B.
Ces méthodes peuvent être appliquées dans des domaines fréquentiels ou temporels. Elles
s’appuient sur un maillage volumique ou surfacique des objets considérés. La précision du
maillage (généralement en λ/10) est directement liée à la pertinence du résultat mais aussi
au temps de calcul et à la méthode utilisée. Il est aussi important de garder à l’esprit que
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Différences finies Éléments finis Méthodes intégrales
FDTD, FDFD, TLM FEM MOM
TAB. 4.1: Classification des méthodes exactes.
ces méthodes résolvent numériquement les équations de Maxwell selon des méthodes plus ou
moins complètes.
Ces méthodes sont puissantes mais elles ne sont pas encore vraiment adaptées à la
CEM des composants. Leur utilisation est complexe et coûteuse (logiciel, temps d’étude).
Le maillage d’un boîtier de circuit est une opération généralement assez longue mais une mo-
délisation systématique d’une classe de packages commerciaux utilisés par un équipementier
avec une de ces méthodes reste envisageable.
Remarque : la méthode PEEC n’est pas considérée ici car elle ne permet pas le calcul de
couplage onde à structure.
4.1.2 Une méthode quasi statique : la théorie des lignes
La théorie des lignes est basée sur un ensemble d’approximations permettant de simuler
le comportement d’une ligne électrique avec retour dans le domaine fréquentiel ou temporel.
Elle est applicable si le critère h < λ/10 , où h est la distance séparant la ligne du plan
de masse (dans notre cas de figure) ou du conducteur de retour, est respecté. La ligne est
décrite par son impédance caractéristique, sa constante de propagation et ses caractéristiques
linéiques (R, L, C, G).
Les méthodes de Taylor, d’Agrawal ou de Rachidi permettent de modéliser le couplage
d’une onde incidente sur une ligne [RACHIDI-04] :
– Modèle de Taylor (aussi appelé modèle complet dit de « champ normal ») : il fait inter-
venir la composante électrique verticale (parallèle au fil de descente) sous forme d’un
générateur de courant distribué en parallèle sur la ligne et la composante magnétique
transverse (horizontal, perpendiculaire à la boucle) sous forme d’un générateur de ten-
sion distribué en série entre la ligne et le plan de masse, voir la figure 4.1.
– Modèle d’Agrawal (dite de champ « champ tangentiel »). Dans cette méthode, on consi-
dère le champ électrique tangent à la ligne ainsi que le champ électrique tangent aux fils
de descente. Les interactions sont représentées par une série de générateurs de tension
distribués le long de la ligne.
– Modèle de Rachidi (méthode des champs magnétiques). La composante magnétique
perpendiculaire à la boucle formée par la ligne et le plan de masse, et la composante
électrique verticale (parallèle au fil de descente) sont modélisées par l’ajout d’une série
de générateurs de courant distribués sur la ligne.
4.2 Couplages sur PCB
L’une des approches pour l’étude de la susceptibilité des circuits est de considérer le che-
min de couplage le plus proche du composant c’est-à-dire le PCB.
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FIG. 4.1: Modèle de Taylor pour le couplage d’une onde électromagnétique ( ~E, ~B) sur ligne
sans pertes.
4.2.1 Application de la théorie des lignes aux couplages sur les pistes de
PCB
Afin de modéliser l’interaction d’un champ électromagnétique sur une carte électronique,
on peut appliquer la théorie des lignes aux pistes de PCB et il est possible d’extraire les para-
mètres d’une ligne de transmission dissymétrique (avec plan de masse) à partir des dimensions
d’une piste de PCB [WADELL-91], voir la figure 4.2. De plus, nous sommes dans la condi-
tion λ/10 h pour laquelle la fréquence maximale est, pour les PCB habituels, de l’ordre de
20GHz.
FIG. 4.2: Modélisation des lignes micro ruban.
Le modèle ligne de transmission est ensuite utilisable pour modéliser le couplage avec une
onde plane incidente (modèle de Taylor par exemple). Ce modèle de ligne peut être complété
en tenant compte des effets suivants [MARTY-01] :
– Les pertes ; sont normalement représentées dans le paramètre d’atténuation a de la ligne
sous forme de perte métal am et perte diélectrique ad, avec a = am + ad. Aux pertes





où σ est la conductivité du métal considéré, µr, sa perméabilité magnétique relative, f ,
la fréquence du signal et δ est l’épaisseur de peau dans la laquelle se concentrent les
lignes de courant (unité du système international).
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– Les discontinuités des pistes ; Les coudes et discontinuités peuvent être modélisés par
des circuits passifs de type quadripôles entre deux lignes de transmissions symbolisant
les pistes [COMBES-96].
– La diaphonie : Les couplages capacitifs et inductifs mutuels sont calculés à partir d’un
modèle équivalent filaire des lignes micro-ruban / pistes de PCB. Ce modèle fournit les
matrices inductances et capacités linéiques mutuelles.
Ces modèles de lignes sont ensuite chargés par les modèles équivalents des composants
utilisés, à conditions que leurs circuits équivalents soient réalistes.
4.2.2 Les expériences menées par F. Marty [MARTY-01]
Expérimentalement, le comportement d’une piste de PCB est assimilable à celui d’une
ligne micro-ruban. Les coudes et discontinuités d’une ligne de PCB n’influencent guère les
pertes par rayonnement (et donc le couplage) jusqu’à 12GHz (cette limite est due à la hauteur
h entre la piste et le plan de masse si l’on tient à respecter les approximations des méthodes
quasi-statique). Au-delà, des disparités apparaissent. Il ne serait toutefois pas complètement
erroné de négliger les coudes et de ne considérer que les longueurs de piste (attention alors à
l’orientation géométrique des pistes considérées par rapport aux ondes incidentes).
On notera aussi qu’au-delà de 2GHz, l’expérience montre que la surface équivalente de
couplage (SEC) ne diffère pas grandement entre une piste PCB de quelques millimètres et une
piste de plusieurs centimètres de longueur. Ceci permet de penser qu’un couplage important
peut avoir lieu sur n’importe quelle piste, même courte, voire sur la broche / package d’un
composant intégré. Au-delà de 3GHz, la puissance couplée semble décorrélée de la longueur
des pistes, et les couplages préjudiciables se feront donc au plus proche des composants, dans
les derniers centimètres de pistes.
De plus, même s’il reste très important au-delà du GHz, l’effet réducteur apporté par un
plan de masse s’affaiblit considérablement au-delà de 6GHz à cause des pertes diélectriques
(selon le substrat).
4.2.3 Approche statistique
Devant la complexité qu’exige la modélisation des équipements électroniques, comme les
couplages parasites sur PCB insérés dans un boîtier (résonance interne, passage des câbles,
etc.), il est intéressant d’utiliser une méthode statistique. L’utilisation de méthodes exactes
exigerait des calculs bien trop longs et une précision parfois supérieure à la tolérance de
fabrication de l’équipement.
F. Marty [MARTY-01] propose une méthode statistique de prédiction des couplages entre
micro-onde et circuit imprimé placé dans un équipement. Le résultat de l’étude propose une
grandeur du couplage possible (pire cas) sans donner une information ponctuelle. L’estimation
se déroule en deux étapes :
– Déterminer la loi de probabilité de la surface équivalente de couplage d’une piste de
longueur L illuminée par une onde de fréquence f et d’incidence et de polarisation
aléatoire. Le modèle de couplage utilisé est basé sur la théorie des lignes de transmis-
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sion. Cette loi est ensuite affinée grâce à des méthodes statistiques pour obtenir une loi
qui tient compte du caractère aléatoire de la longueur de piste.
– Ensuite, a lieu une modélisation statistique de l’équipement que l’on considère comme
une cavité électriquement grande, c’est-à-dire que les dimensions de l’équipement sont
grandes devant la longueur d’onde de l’excitation.
Cette méthode, soutenue par une bonne corrélation avec les mesures, offre des solutions
rapides à la modélisation d’une carte enfichée dans son équipement, et semble applicable à
de très nombreux cas pour connaître le niveau ramené aux bornes d’un circuit intégré, en
considérant celui-ci comme une charge non linéaire placée en bout de piste.
4.3 Techniques de modélisation des circuits intégrés
4.3.1 Étude des perturbations au niveau silicium
La susceptibilité des circuits intégrés peut aussi être examinée au point de vu silicium,
c’est-à-dire en analysant l’impact d’un signal (quelle que soit sa forme ou sa fréquence) sur
une structure à transistors en tenant compte de leurs dimensions, du dopage, de la profondeur
de dopage, etc., c’est-à-dire en considérant le niveau micro-électronique.
Une étude de ce genre a déjà été menée à EADS-CCR [TAVERNIER-97b] par C. Tavernier
et concernait une porte NANDCMOS agressée par un signal CW de 100MHz et 1GHz à l’aide
du logiciel ATLAS de SILVACO [ATLAS]. Seulement, même si elle suggère une précision
supérieure à des solveurs de type SPICE dans les fréquences >1GHz, à cause de certains
effets non pris en compte selon les modèles de MOS, une telle approche est trop complexe à
mettre en œuvre pour un circuit de plusieurs millions de transistors. Elle se heurte aussi à un
problème de données dans le sens où les informations fonderies ne sont, en règle générale,
jamais divulguées par les fabricants de circuits intégrés.
4.3.2 L’extraction des paramètres RLC du package
A partir d’un maillage 3D du package, il est possible d’extraire les paramètres [R], [L] et
[C] de chacune des broches ainsi que les couplages capacitifs et inductifs existant entre les
broches de façon à effectuer les calculs sous des simulateurs de type SPICE (circuits analo-
giques). Dans [TAVERNIER-97], C. Tavernier fait appel à une méthode de calcul de charges
surfaciques et de courants de surface. Le maillage est donc de type triangles surfaciques. La
figure 4.3 montre un boîtier de type SO20 maillé.
L’extraction des éléments capacitifs est basée sur une méthode hybride (dérivée des mé-
thodes des éléments finis de frontières). Cette méthode permet de calculer le potentiel scalaire
électrique en tout point du maillage. Par suite, elle permet de calculer la densité surfacique
des charges et d’en déduire les effets capacitifs.
L’extraction des éléments inductifs est basée sur une méthode des éléments finis surfa-
ciques de frontières, en fréquentiel. On ne considère que le courant surfacique au vu de la
fréquence des signaux mis en jeu et de l’effet de peau qui en découle. Cette méthode per-
met de calculer l’énergie magnétostatique emmagasinée dans les structures (considération
d’un régime quasi-statique) et donc d’en déduire les matrices des selfs et des mutuelles. La
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FIG. 4.3: Modélisation des courants surfaciques dans un package SO20.
connaissance de la puissance active mise en jeu permet de déterminer les effets résistifs. Le
modèle de type SPICE finalement extrait prend en compte tous les effets passifs existant dans
la structure mais ne tient pas compte des couplages avec une onde incidente.
La méthode PEEC (Partial Element Equivalent Circuit) est une méthode volumique qui
permet aussi d’extraire des modèles de type RLC d’une structure contenant des éléments
métalliques et diélectriques [VIALARDI-03]. Les modèles fournies peuvent alors être utilisés
pour des simulations de type SPICE. La limite de cette méthode relativement simple et très
intéressante pour les packages de circuits intégrés tient essentiellement dans son maillage
atypique.
4.3.3 Modélisation géométrique
H.B. Bakoglu propose un ensemble de schémas et de formules visant à modéliser le com-
portement du package et des interconnections au niveau circuit [BAKOGLU-90]. Ses travaux
donnent un ordre de grandeur des valeurs attendues pour un grand nombre de packages (dif-
férents modèles de boîtiers sont donnés pour les familles Dual-In-Line (DIL), Quad-flat-pack
(QFP) et Pin-Grid-Array (PGA)). En considérant le package et les piste de PCB comme un
ensemble de lignes microrubans, leurs caractéristiques physiques permettent de déduire leur
comportement électrique à l’aide de formules analytiques. Il expose aussi les différents pro-
blèmes liés à la consommation transitoire de courant lors des commutations d’horloge et ex-
plique les mécanismes de résonance.
Il est important de citer Wadell [WADELL-91] qui fournit un formulaire remarquable sur
les lignes en général.
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4.3.4 Modélisation des circuits intégrés par la mesure
Il existe deux approches différentes utilisées pour modéliser un circuit par la mesure :
une méthode temporelle et une méthode fréquentielle. Elles font appel aux phénomènes de
réflexions et de transmissions d’une onde dont les analyses permettent de déduire un modèle.
Le TDR (Time Domain Reflectometry, réflectométrie dans le domaine temporel) est une
technique de mesure qui permet initialement de caractériser les paramètres d’une ligne quel-
conque. Le principe de fonctionnement est le suivant : un échelon de quelques centaines de
mV avec un temps de montée de quelques dizaines de ps est émis dans la ligne à caractériser
([AGILENT-TDR], 200mV et 35ps). La mesure des réflexions et transmissions au cours du
temps permet de déterminer les désadaptations et donc les caractéristiques des lignes rencon-
trées. L’impulsion est amenée par câbles coaxiaux de 50Ω, jusqu’à la broche du package. Cer-
tains effets particuliers traduisent l’influence d’une inductance ou d’une capacité. La mesure
permet donc de donner un modèle ligne ou RLC équivalent de la broche testée. La résolution
du TDR, c’est-à-dire sa capacité à distinguer deux événements « temporellement proches »,
est directement liée au temps de montée de l’échelon, plus celui-ci est rapide, meilleure est la
résolution.
La mesure TDT (Time Domain Transmission, transmission dans le domaine temporel),
basée sur des stimuli similaires, permet de déterminer la diaphonie entre deux broches d’un
package. Les caractérisations du package seul peuvent se faire sans circuit interne, c’est-à-dire
en open circuit. [HAUWER.-92] fournit modèle de type R,L,C pour représenter les broches
de boîtiers LCC (Leadless Chip Carrier) et PGA (Pin-grid-array).
FIG. 4.4: Connecteur SMA sur un circuit intégré : ce type de montage permet de mesurer les
réflexions d’onde induites par le composant et d’en déduire un modèle.
La mesure de paramètres [S], à l’aide d’un analyseur de réseau, permet de mesurer les
réflexions et transmissions d’une onde sinusoïdale par une entité électrique quelconque. Il est
alors possible de calculer une impédance, ou un quadripôle à partir de la matrice [S] et ainsi
d’en déduire un circuit électrique. J.L. Levant utilise un principe analogue pour construire les
modèles ICEM de micro-contrôleur [LEVANT-02] comme le montre la figure 4.5. La mesure
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du paramètre S11 permet d’obtenir facilement l’impédance réfléchie, c’est-à-dire l’impédance
que voit l’analyseur au delà d’un plan d’onde donné. Certains analyseurs de réseau proposent
ce calcul de manière transparente pour l’utilisateur. La résolution d’un analyseur de réseau
dépendra de sa bande passante (fmax).
FIG. 4.5: Représentation de l’alimentation d’un circuit intégré selon le modèle ICEM.
Ces mesures seront abordées de manières plus précises dans la suite du document.
4.3.5 Modèles comportementaux des I/O (VHDL-AMS / SABER)
L’approche comportementale permet de décrire et de simuler le comportement des I/O
des circuits intégrés d’une façon plus globale et moins spécifique que l’approche purement
« schéma électrique » de SPICE. Les simulateurs purement analogiques de type SPICE néces-
sitent en effet une connaissance précise du montage et des données électriques, qui ne sont
jamais vraiment disponibles pour l’utilisateur.
Le VHDL-AMS est un langage normalisé (IEEE 1076.1-1999) qui permet de décrire le
comportement d’un système. C’est un outil de conception multi-abstraction (permet de mélan-
ger dans une même description des objets décrits de manières très différentes), multi-domaines
(prend en charge plusieurs domaines physiques) apte à tester des modèles directement dans
l’environnement de conception [HERVE-02]. C’est alors le choix du simulateur VHDL-AMS
qui permet d’effectuer la conception ou la simulation du système.
De manière sensiblement analogue, SABER est un logiciel de simulation par description
comportemental distribué par SYNOPSIS possédant son propre langage de programmation,
le MAST. Il offre la possibilité de simuler des systèmes électriques, thermiques, électroméca-
niques, fluidiques, ou, plus généralement, tout système pouvant être décrit par une équation
fondamentale de type U=RI pour les systèmes à conservation d’énergie, ou, par une fonction
de transfert et un flow input / output pour les systèmes analogiques sans conservation d’éner-
gie. SABER est aussi apte à gérer les systèmes à états discrets [SABER-04]. VHDL-AMS
offre l’avantage d’être normalisé et son utilisation est en train de se généraliser. Son niveau
d’abstraction hiérarchique et ses méthodes de calcul le rendent intéressant pour déterminer le
comportement électrique d’un circuit soumis à une agression.
Richard Perdriau utilise un modèle VHDL-AMS pour prédire la forme et le niveau du
courant interne d’un circuit complexe (micro-contrôleur, processeur) en fonction du code exé-
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cuté dans le but de calculer le spectre d’émission du circuit [PERDRIAU-04]. Cette démarche
pourrait être appliquée pour déduire la susceptibilité d’un circuit en fonction du niveau de
perturbation externe sur une broche donnée. Cela implique toutefois un modèle de l’agression
et un modèle comportemental des I/O et des alimentations du circuit.
4.4 Modèles basés sur des impédances équivalentes
4.4.1 Utilisation de modèles d’impédances simplifiées
Stéphane Baffreau propose dans sa thèse [BAFFREAU-04] un modèle d’alimentation dé-
rivé du modèle ICEM [ICEM] apte à simuler de manière correcte le comportement du circuit
sous agression DPI sur les alimentations.
De même, E. Takahashi [TAKAHASHI-02] et Y. Fukumoto [FUKUMOTO-01] utilisent
un modèle de type ICEM pour simuler le comportement d’un micro-contrôleur agressé en
DPI sur son alimentation. Il utilise un schéma tel que décrit dans la figure 4.6 et considère la
tension V in comme indicateur de susceptibilité. Il présente une corrélation mesure simulation
très bonne jusqu’à 1GHz.
FIG. 4.6: Modèle de susceptibilité basé sur ICEM.
4.4.2 ICIM
ICIM, proposé initialemment par le groupe de normalisation UTE et mise en oeuvre par
Étienne Sicard puis par Olivier Maurice [MAURICE-02], est un modèle standard actuelle-
ment en construction visant à simuler le comportement des circuits intégrés sous agressions.
La gamme de fréquence de validité du modèle n’est pas fixée mais devrait se limiter dans
un premier temps à 1GHz. Basé sur le modèle ICEM, ICIM serait bâti par des techniques
analogues : impédance des alimentations, du cœur interne, etc.
Étienne Sicard [SICARD-03] propose une série de critères de susceptibilité pouvant être
utilisés sur des modèles de type ICEM. Les variations de tension de l’alimentation du circuit
simulé peuvent, par exemple, être considérées comme un critère de susceptibilité : si la varia-
tion de tension induite par l’agression sur la ligne de Vdd est supérieure à 30%, ou de 20%
sur la ligne Vss, la fonction est considerée comme perdue.
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Chapitre 5
Quelques règles de limitation de
susceptibilité
Nous donnons dans ce chapitre un bref aperçu des techniques utilisées pour limiter la
susceptibilité des composants aux agressions électromagnétiques.
5.1 Protection on chip : le trigger de Schmitt
Le montage de type Trigger de Schmitt fonctionne selon un hystérésis : le basculement
logique n’a pas lieu autour de Vdd/2. Le changement d’état n’est effectif que si le signal est
passé au-delà d’une certaine valeur. Cela permet d’éliminer les commutations intempestives
et de filtrer le bruit ambiant. Ce type d’entrée peut, a priori, être considéré comme plus fiable
face aux agressions RF. Toutefois si le niveau de celles-ci devient trop important, il est fort
probable que les seuils de basculement et donc la fonction de transfert de ce circuit, soient mo-
difiés. La figure 5.1 présente le comportement électrique du trigger et de sa sortie en fonction
de la tension en entrée ainsi qu’un schéma électrique usuel.
FIG. 5.1: Trigger de Schmitt, comportement et schéma électrique.
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5.2 Protections externes au circuit intégré
5.2.1 Le blindage
L’utilisation d’un blindage est souvent la seule alternative aux agressions électromagné-
tiques rayonnées lorsque leurs niveaux deviennent problématiques. L’efficacité d’un blindage
dépend de nombreux facteurs : dimensions des ouvertures, qualité des connecteurs, nombre
des vis utilisées (voir figure 5.2), utilisation ou non de joints conducteurs, utilisations ou non
de matériaux absorbants à l’intérieur du boîtier, etc. L’augmentation du nombre de vis permet
par exemple de diminuer la longueur des fentes entre deux points de fixation vissée (flambage
des tôles), de même que la pression des vis améliore le contact et donc l’équipotentialité.
FIG. 5.2: Atténuation d’un blindage en fonction du nombre de vis utilisées [NUCLÉTUDES].
La mise au point d’un modèle de susceptibilité des circuits permettrait de mieux connaître
les contraintes et donc de mieux dimensionner les blindages et plans de masses. L’utilisa-
tion de matériaux absorbants pour les packages de circuit permettra aussi de diminuer leur
susceptibilité.
5.2.2 Au niveau système
Parmi les conséquences d’une agression RF, on compte différents phénomènes tels que
ceux décrits dans le chapitre 2 page 11. Le décalage dans le temps d’une réponse est un
des ces problèmes. Il conduit à une désynchronisation du système et éventuellement à des
fautes majeures. Ces dysfonctionnements peuvent alors être évités au prix d’une modification
profonde au niveau système en privilégiant les échanges de données asynchrones mais aussi
en poignée de main.
Une autre option (rencontrée dans les systèmes d’armes) est une protection active : le
système se met en sommeil durant l’agression. Celle-ci est détectée par un capteur apte à
analyser le comportement (modulation, variation, fréquence) et le niveau de l’agression avant
que celle-ci ne devienne critique pour le système.
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5.2.3 Au niveau carte
Il existe une multitude de protections au niveau carte qui vont de l’utilisation de compo-
sants spécifiques au routage des cartes, et ce n’est pas l’objet du document que de les citer
toutes. L’utilisation d’un ou plusieurs plans de masse permet de diminuer considérablement
les effets des perturbations. L’utilisation systématique de plans de masse est donc une évi-
dence et est aujourd’hui largement respectée.
L’option d’enterrer les lignes de PCB sensibles, de basses impédances ou critiques, est
très pratiquée dans les circuits multicouches. L’apparition récente de composants « enterrés »
autre que les résistances encre permettra d’optimiser d’autant plus cette pratique.
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Agression de circuits intégrés





Les circuits logiques modernes en technologie CMOS se caractérisent depuis quelques an-
nées par des tensions d’alimentations de plus en plus faibles. La baisse constante des tensions
d’alimentation se traduit par une diminution des marges de bruit et donc d’une susceptibilité
accrue. Dans le même temps, les circuits ont gagné considérablement en vitesse, se rendant
par la même potentiellement plus sensibles à d’éventuelles ralentissements de fronts ou de
décalages d’horloges.
Le but de notre thèse étant entre autres de proposer des modèles représentatifs de l’im-
munité des composants, nous avons imaginé une série de tests d’agressions sur des circuits
intégrés typiques des technologies numériques employées en 2003. Pour des raisons de simpli-
cité tant au point de vue du test en lui même que de la modélisation, le choix des circuits s’est
orienté vers des circuits inverseurs simples (sans trigger) et construits selon différentes tech-
nologies CMOS tandis que la gamme de fréquence des perturbations n’excédait pas 2GHz.
Cette partie comporte plusieurs aspects : une présentation des circuits sous test et de leurs
performances, un comparatif des technologies basé sur les tests de susceptibilité effectués,
puis une modélisation approfondie de l’un d’entre eux et finalement une comparaison entre la





7.1 Présentation des circuits tests
Afin de mettre en évidence les différentes sources de susceptibilité, nos critères de choix
se sont portés sur 3 circuits construits par Texas Instruments [TEXAS] :
– SN74AHC04 (Advanced High speed CMOS),
– SN74ALVC04 (Advanced Low voltage CMOS),
– SN74AHCT04 (Advanced High speed CMOS),
– SN74AUC04 (Advanced Ultra low voltge CMOS),
Ce sont des circuits CMOS comptant 6 inverseurs, à entrée sans trigger de Schmitt. Ils
disposent d’un brochage commun, et sont disponibles selon les 3 boîtiers de la figure 7.1. Le
constructeur Texas Instrument utilise des références de boîtiers particulières qui sont mention-
nées entre parenthèses.
FIG. 7.1: Boîtiers SOIC(D), SSOP(PW) et QFN(RGY).
Remarque : le circuit SN74AUC04-RGY (Advanced Ultra low voltage CMOS) mentionné
dans le document n’a été utilisé que pour des tests d’agression à titre de comparaison techno-
logique. Les trois autres circuits bénéficient d’une étude plus approfondie.
Un circuit se caractérise par ses performances en terme de tensions, de courants, de temps
de propagation et de seuils de commutation. La définition et la spécification de ces perfor-
mances ouvrent la voie à la modélisation fonctionnelle.
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7.1.1 Rappel sur les fichiers IBIS
Les fichiers IBIS [IBIS] sont des fichiers de données de type texte rassemblant des infor-
mations techniques sur un circuit. Composé de plusieurs parties introduites par des balises, le
fichier décrit, entre autres, le brochage (balise [Pin]), le comportement courant-tension des
protections ESD et des sorties (balises [GND Clamp], [Pull Down], etc.), les effets pas-
sifs de type RLC des broches (balises [Package] et [Pin]), les tensions d’alimentations
(balise [Voltage range]), la capacité d’entrée (variable C_comp), etc.
C’est une source d’informations importante pour le concepteur, toutefois tous les construc-
teurs ne fournissent pas de tels fichiers, ou dans certain cas, seulement des versions simplifiées.
La table 7.1 donne à titre d’exemple des extraits du fichier IBIS du circuit SN74AHC04 en
boîtier D.
7.1.2 Caractéristiques électriques des circuits
Les caractéristiques I(V) renseignent l’utilisateur sur le comportement électrique des en-
trées et sorties des circuits intégrés. Pour les entrées, la caractéristique I(V) décrit essentielle-
ment le comportement des protections ESD du circuit. Pour les sorties, le comportement des
transistors constituant le buffer s’ajoute à celui des diodes de protection. Les fichiers IBIS des
circuits contiennent entre autres les couples de données courant-tension pour les entrées et
sorties d’un circuit intégré.
La figure 7.2 présente un exemple de courbe I(V) extrait du fichier IBIS pour le circuit
ALVC, alimenté en 1,8V. La figure 7.3 présente quant à elle un exemple de caractéristique
I(V) de diode de clamp pour le même circuit, à partir des données IBIS. Les trois courbes
présentent les performances minimales, typiques et maximales.
FIG. 7.2: Caractéristique Pull-Down du fichier IBIS pour le circuit ALVC.
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|******************************************************************************




[Manufacturer] Texas Instruments, Inc.
[Package]
| typ min max
R_pkg 3.100e-02 2.800e-02 3.400e-02
L_pkg 3.109e-09 2.462e-09 3.889e-09




[Pin] signal_name model_name R_pin L_pin C_pin
|
1 1A AHC04_IN 3.300e-02 3.854e-09 6.220e-13
2 1Y AHC04_OUT 3.200e-02 3.188e-09 4.730e-13
...
13 6A AHC04_IN 3.200e-02 3.188e-09 4.730e-13








AHC04_IN_33 3.3 volt Vcc










| variable typ min max
C_comp 0.63pF 0.51pF 0.74pF
[Temperature Range] 40 100 -40
| Ambient temperature 25 85 -40






| Voltage I(typ) I(min) I(max)
-5.0000e+00 -3.9115e-02 -2.5770e-02 -5.0078e-02
-4.9050e+00 -3.8070e-02 -2.5076e-02 -4.8856e-02




| End component AHC04
|******************************************************************************
[END]
TAB. 7.1: Extrait du fichier IBIS du circuit SN74AHC04.
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FIG. 7.3: Caractéristique GND_clamp du fichier IBIS pour le circuit ALVC.
7.1.3 Seuil de basculement et fonction de transfert
La fonction de transfert du circuit traduit sa capacité à changer d’état en fonction de la
tension en entrée du circuit. Sur les inverseurs de technologie CMOS, la transition est très
rapide et s’effectue autour d’une tension de seuil située dans la « zone interdite ». Pour les
circuits ALVC, AHC et AHCT, la mesure montre que les points de basculement sont réver-
sibles (passage de « 1 » à « 0 » et de « 0 » à « 1 » autour de la même tension) et corrobore
ainsi la datasheet du constructeur. Cette mesure a été effectuée en connectant un générateur
de signaux triangulaires sur l’entrée du circuit. La visualisation à l’oscilloscope de l’entrée et
de la sortie permet de déterminer le point de basculement. Ce mode de mesure met aussi en
évidence l’extrême sensibilité des entrées autour de ce point car le bruit inhérent du généra-
teur suffit à faire osciller le circuit autour du point de basculement. Le passage en mode XY
de l’oscilloscope, avec en X le signal triangulaire et en Y la sortie de l’inverseur sous test,
confirme ces mesures et permet de visualiser la fonction de transfert de chacun des circuits.
La figure 7.4 représente une recopie d’écran de la caractéristique de transfert du circuit
74AHC04.
Les points de transition mesurés sont présentés dans le tableau 7.2 avec les données
constructeur issues de la datasheet.
On peut considérer que les basculements ont bien lieu à Vdd/2 excepté pour la technologie
AHCT. Ceci nous apporte des informations importantes sur la constitution et sur la symétrie
des inverseurs.
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FIG. 7.4: Caractéristique de transfert d’un circuit 74AHC04, Vdd=3,3V (échelle X et Y :
1V/div.)
Technologie Alimentation Seuil mesuré Seuil datasheet
ALVC 1,8V 0,8V 0,9V
2,5V 1,2 1,25V
3,3V 1,6 1,65V
AHC 3,3V 1,6V 1,65V
5V 2,5V 2,5V
AHCT 5V 1,6V 1,5V
TAB. 7.2: Seuils de transition mesurés et annoncés pour les circuits ALVC, AHC et ACHT.
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7.1.4 Temps de propagation et de transition
La mise en évidence du temps de propagation (temps que met le signal pour traverser le
circuit, selon les conditions de charge spécifiées dans la datasheet) ou des temps de montée /
descente est plus délicate car les circuits utilisés sont très rapides ce qui implique des phéno-
mènes perturbants de réflexions dans les câbles. En effet, le matériel utilisé (oscilloscope en
position 1MΩ) n’était pas adapté à ce genre de mesure mais a tout de même permis d’apprécier
le temps de montée estimé à 0,5ns.
Les résultats des mesures ne font que confirmer les temps donnés par les datasheets, et ne
permettent pas d’obtenir plus d’informations. Le tableau 7.3 résume les temps de propagation
pour les circuits utilisés ainsi que les spécifications maximales de temps de monté en entrée
(pour éviter des rebonds en sortie par exemple). Ce dernier point constitue une contrainte
importante pour leurs utilisations.
Technologie Vdd Propagation max. tm IN max.
ALVC 1,8V 3ns 5ns/V
2,5V 3ns 5ns/V
3,3V 2,8ns 5ns/V
AHC 3,3V 13ns 100ns/V
5V 8,5ns 20ns/V
AHCT 5V 8,5ns non spécifié
TAB. 7.3: Temps de propagation des circuits ALVC, AHC et AHCT.
Il est intéressant de remarquer que pour ces technologies très rapides, le test de suscepti-
bilité dynamique s’est retrouvé être sans intérêt au vu des temps de montées minimaux dispo-
nibles sur le générateur d’impulsion employé. Ce test consiste à noter l’amplitude et la largeur
nécessaire à une impulsion donnée pour observer un changement d’état. Dans notre cas, même
la plus furtive des impulsions de l’ordre de la nanoseconde était correctement interprétée par
le composant.
7.1.5 Déduction d’une première topologie
Les premières données issues des caractéristiques et performances des inverseurs per-
mettent de déduire un modèle simple constitué d’un seul inverseur et de diodes de protec-
tion, basé sur la topologie du schéma de la figure 7.5. Seulement ce premier modèle montre
rapidement ses limites car il ne peut concilier toutes les performances en même temps (com-
mutation rapide et courant important en sortie, par exemple). Un modèle plus complexe est
donc nécessaire.
La partie 8.1 revient de manière plus approfondie sur l’obtention d’un modèle d’inverseur
réaliste et dont le comportement répond parfaitement aux spécifications du constructeur.
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FIG. 7.5: Schéma typique d’un inverseur avec ses protections.
7.2 Description des boards
Les circuits sont câblés sur des PCB individuels. Chacun des boards offre des connecteurs
SMA reliés respectivement à une entrée d’un des 6 inverseurs, à la sortie de ce même inverseur,
à l’alimentation Vdd du circuit et sa masse Vss.
Les pistes reliant le connecteur SMA au circuit sont adaptées 50Ω. Le schéma de la figure
7.6 décrit la connectique globale des boards.
FIG. 7.6: Schéma de principe des PCB dédiés aux inverseurs.
Les boards sont versatiles et peuvent permettre la caractérisation des composants (mesures
I(V), impédances, etc.) comme les tests d’injection. Leur constitution ne reste cependant pas
très éloignée des PCB industriels. Données techniques :
– Substrats Roger RO4003, épaisseur : 0,51mm et εr=3,38, constant jusqu’à 40GHz,
– Double couche (plan de masse),
– Épaisseur de cuivre : 35µm,
Le tableau 7.4 résume rapidement les particularités des circuits employés.
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Référence Alimentation Package Package constructeur
SN74AHCT04 4,5V à 5,5V SOIC, SOP, TSSOP, QFN D, NS, PW, RGY
SN74AUC04 0,8V à 2,7V QFN RGY
SN74AHC04 2V à 5,5V SOIC, SOP, TSSOP, QFN D, NS, PW, RGY
SN74ALVC04 1,65V à 3,6V SOIC, SOP, TSSOP, QFN D, NS, PW, RGY
TAB. 7.4: Liste des circuits et leurs boîtiers.
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Chapitre 8
Modélisation des circuits CMOS
8.1 Modélisation dite « fonctionnelle »
La modélisation fonctionnelle consiste à fournir un modèle apte à décrire le fonction-
nement du circuit dans son utilisation nominale. Cela passe donc par l’étude du comporte-
ment courant-tension des entrées et des sorties des circuits, mais aussi leurs caractéristiques
Vout(Vin). Ces dernières sont fournies par le constructeur sous forme de modèles IBIS. En
tant qu’utilisateur, un traceur de courbe (du type Tektronix 370A) permet d’obtenir ces carac-
téristiques I(V). L’autre information facilement disponible est la caractéristique de transfert :
elle est relativement simple à mesurer et apporte des données sur la constitution globale de
l’inverseur.
8.1.1 Modèle SPICE des buffers de sortie
Les circuits intégrés utilisés pour l’étude disposent d’un buffer de sortie simple tel que
décrit dans la figure 8.1. Afin d’orienter la recherche sur les modèles de transistors utilisés
FIG. 8.1: Buffer de sortie typique d’un inverseur.
pour ces buffers, il est nécessaire de connaître la technologie de ces circuits. C’est une donnée
très difficilement accessible. Toutefois, il est possible de faire une estimation de la techno-
logie employée en fonction de la plage de tension d’alimentation du circuit. Le tableau 8.1
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résume les liens existant entre circuits, tensions d’alimentation, estimations de la technologie,
et donc les TOX (épaisseur d’oxyde mince de grille) et Vt (tension de seuil) qui en découlent
[SICARD-05]. La dernière colonne indique la tension nominale de fonctionnement selon la
datasheet. C’est celle-ci qui sert d’indicateur pour estimer la technologie.
Le tableau 7.4 résume les particularités des circuits employés.
Circuit Plage Vdd Technologie, L Vt TOX Vdd
SN74AHCT04 5V 0,5µm 0.7V 5nm 5V
SN74AHC04 2V à 5V 0.35µm 0,5V 3,5nm 3,3V
SN74ALVC04 1,65 à 3,6V 0,25µm 0,4V 2,5nm 2,5V
SN74AUC04 0,8V à 2,7V 0,18µm 0,3V 2nm 1,8V
TAB. 8.1: Particularités technologiques des circuits AHCT, AHC, ALVC et AUC.
Le schéma du buffer est simulé sous WINSPICE [WINSPICE] en mode DC, puis comparé
aux courbes pull-up et pull-down données par IBIS et celles obtenues par les mesures I(V)
pour chacun des circuits.
Le traceur de courbe employé (Tektronix 370A) ne permet pas une polarisation de la sortie
du circuit à l’état « 1 » afin de mesurer les caractéristiques de type pull-up. Les représentations
graphiques sont issues d’un petit logiciel gratuit dédié à la CEM des circuits intégrés, IC-EMC
[IC-EMC]. Il permet, entre autres, de visualiser les courbes I(V) des fichiers IBIS et de les
comparer à des fichiers de mesures ou des résultats de simulations SPICE.
FIG. 8.2: Caractéristique pull-down simulée, mesurée et issue des données IBIS.
Le tableau 8.2 résume les valeurs des modèles SPICE utilisés pour la simulation des cir-
cuits SN74AHCT04, SN74AHC04 et SN74ALVC04. La signification des paramètres SPICE
utilisés est la suivante :
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FIG. 8.3: Caractéristique pull-up simulée et issue des données IBIS.
Circuit PMOS (µm) NMOS (µm) Diode Vdd-OUT Diode OUT-Vss
AHCT W=100 L=0,5 W=100 L=0,5 RS=30 BV=10 N=1 RS=30 BV=10 N=1
AHC W=33 L=0,35 W=35 L=0,35 RS=50 BV=10 N=1 RS=50 BV=10 N=1
ALVC W=85 L=0,25 W=40 L=0,25 RS=10 BV=10 N=1,5 RS=6 BV=10 N=1
TAB. 8.2: Valeurs des paramètres SPICE des diodes de protection ESD pour les circuits
AHCT, AHC et ALVC.
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– Transistor MOS, W=largeur de canal (m), L=largeur de grille (m),
– Diode, RS=résistance interne (Ω), BV=tension de claquage (V), N=coefficient d’émis-
sion,
Remarques
Les modèles IBIS sont très représentatifs pour les parties situées dans le domaine de fonc-
tionnement. Des écarts importants surviennent lorsque que les tensions imposées en sortie
sont en dehors des plages de fonctionnement usuel : la courbe I(V) a un coefficient directeur
plus faible dans les caractéristiques IBIS que dans la réalité. Cela vient du fait que, pour la
partie pull-down, c’est-à-dire la caractéristique du transistor NMOS, IBIS ne tient compte que
du comportement des diodes de protection en dehors des plages de fonctionnement normal du
composant.
En revanche un modèle SPICE peut tenir compte du comportement du transistor NMOS
qui intervient lorsque la tension appliquée en sortie est négative. La diode parasite interne du
transistor NMOS située entre le substrat et la sortie devient conductrice. La figure 8.4 montre
les différents dopages en présence, ce qui permet de visualiser les diodes parasites internes au
transistor.
FIG. 8.4: Représentation des zones N et P d’un buffer.
De même, lorsque la tension appliquée en sortie devient supérieure à Vdd, il n’y a pas que
la diode de protection supérieure qui agit mais aussi la diode parasite du transistor PMOS. Ceci
explique que le courant soit plus important que celui traversant une simple diode, comme le
montre la figure 8.5. La réciproque existe pour le test pull-up.
En dehors des plages tension de fonctionnement, le réglage des modèles SPICE est donc
basé sur les mesures car les diodes parasites ne sont pas prises en compte dans le modèle IBIS.
Ceci limite donc son utilisation pour des simulation CEM.
8.1.2 Modèle des diodes de protection en entrée
Le schéma électrique utilisé pour décrire le comportement des entrées dans les simula-
tions SPICE est représenté figure 8.6. La protection d’entrée est une diode zener. En réalité,
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FIG. 8.5: Comparaison IBIS et simulation SPICE. Dans la partie négative, il y a un écart
important entre la simulation et le modèle fourni.
FIG. 8.6: Schéma typique d’entrée de circuit intégré.
ce composant ne décrit que partiellement le comportement des protections ESD présentes à
l’entrée des circuits intégrés étudiés car dans la réalité, les protections sont plus complexes
[WANG-02].
Ce schéma est simulé sous SPICE en mode DC, puis comparé aux données GND_clamp
du fichier IBIS et celles mesurées, et cela pour chacun des circuits. La figure 8.7 donne à titre
d’exemple la comparaison des courbes I(V) simulées, mesurées et issues des donnés IBIS pour
le circuit SN74AHCT04-D. On constate une bonne corrélation entre la mesure et la simulation
SPICE mais un écart important existe là encore pour la courbe issue des données du fichier
IBIS.
Le tableau 8.3 résume les valeurs des modèles SPICE utilisés pour la simulation des cir-
cuits SN74AHCT04, SN74AHC04 et SN74ALVC04.
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FIG. 8.7: Caractéristique GND_clamp simulée, mesurée et issue des donnés IBIS pour le cir-
cuit SN74AHCT04-D.
Circuit Modèle SPICE
SN74AHCT04 MODEL DIOD D RS=8 BV=13 N=1 VJ=0.7
SN74AHC04 MODEL DIOD D RS=6 BV=7.5 N=1 VJ=0.7
SN74ALVC04 MODEL DIOD D RS=6 BV=7.5 N=1 VJ=0.7
TAB. 8.3: Valeurs des paramètres SPICE des diodes de protection ESD pour les circuits
AHCT, AHC et ALVC.
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Des effets supplémentaires ont été mis en évidence par la mesure dans la partie positive
des caractérisations des diodes, qui n’existent d’ailleurs pas dans le modèles IBIS. On appelle
snap-back la caractéristique I(V) dont une partie de la courbe se caractérise par une pente
à coefficient directeur négatif : la tension aux bornes de l’entité diminue alors que le courant
augmente. Au delà d’un seuil de courant, le coefficient directeur de la courbe redevient positif,
on note alors une augmentation de la tension, comme le montre la figure 8.8.
FIG. 8.8: Caractéristiques I(V) de protections ESD à snap-back.
Sur les circuits AHC et AHCT, des effets de snap-back sont visibles, comme le montrent
les mesures de la figure 8.9. Cet effet fortement non-linéaire, qui se déclenche pour des ten-
sions supérieures à 2·Vdd, n’existe pas sur le circuit SN74ALVC04. Pour ce dernier circuit,
la mesure I(V) montre que la protection est de type diode zener.
8.1.3 Modèle fonctionnel
Les deux étapes précédentes ont permis de déduire un modèle des entrées et sorties des
inverseurs étudiés et ouvrent la voie à un modèle complet. Il n’est pas habituel de n’utiliser
qu’un seul élément inverseur pour réaliser la fonction inverseur au niveau circuit. Celle-ci
est en fait constituée d’une chaîne de 2n + 1 inverseurs. Cette disposition permet de garantir
plusieurs caractéristiques électriques, parfois contradictoires, qu’un inverseur seul ne pourrait
assurer :
– Courant important en sortie,
– Basculement rapide,
– Faible capacité d’entrée,
– Bonne immunité aux ESD en entrée,
– Bonne immunité aux ESD en sortie,
La courbe de la figure 8.10 représente la fonction de transfert Vout(Vin) d’un inverseur
constitué d’un seul buffer, identique à celui utilisé en sortie des circuits AHC. Cette carac-
téristique peu abrupte est loin de correspondre à la celle mesurée sur le même circuit (voir
figure 7.4, page 77) : le point de basculement est erroné et le temps de transition, trop long.
Pour palier la lenteur du circuit, il est nécessaire de commander ce buffer par un autre circuit
88 8. Modélisation des circuits CMOS
FIG. 8.9: Mesure de la caractéristique d’entrée des circuits 74AHCT04, 74AHC04 et
74ALVC04.
apte à lui fournir des courants de grille importants. Le schéma qui se déduit de cette solution
est donc un circuit composé de trois étages inverseurs telle que celui présenté figure 8.11.
FIG. 8.10: Caractéristique de transfert d’un inverseur à un seul étage.
Selon les règles habituelles de design en microélectronique, la largeur de canal (W) des
transistors deux premiers étages correspondent respectivement à la largeur du dernier étage
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FIG. 8.11: Schéma d’un inverseur à trois étages.
divisée par 9 et par 3. Ces dimensions sont ensuite réglées de façon à obtenir le même point
de basculement que celui obtenu par la mesure ou dans la datasheet. De plus, cette structure à
3 étages correspond effectivement au temps de transition mis en jeux pour chaque circuit.
La simulation du circuit à trois étages est effectuée en mode .DC sous WinSPICE. La
mesure des caractéristiques de transfert s’est effectuée à l’aide d’une carte d’acquisition : en
entrée du circuit à tester, une tension fournie par un DAC de la carte d’acquisition, la sortie
du circuit étant reliée à une des entrées ADC de la carte d’acquisition. Le logiciel de pilotage
sous CVI permet de contrôler le pas d’incrément de la tension d’entrée et la plage de tension
de fonctionnement. Les simulations des inverseurs à 3 étages sont comparées aux mesures
dans la figure 8.12
FIG. 8.12: Caractéristique de transfert simulée et mesurée du 74AHCT04 alimenté en 5V.
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8.2 Modélisation HF
La partie 8.1 se conclut sur l’obtention d’un modèle d’inverseur dont les performances et
le comportement sont en bon accord avec les données de la datasheet et les mesures. Le fichier
IBIS fourni par le constructeur donne des informations supplémentaires sur le package. Il est
donc théoriquement possible de construire un modèle complet prenant en compte la partie
micro-électronique (puce de silicium) et le boîtier (voir la figure 8.13).
FIG. 8.13: Modèle de type IBIS du 74AHCT04, boîtier D (SOIC).
Seulement, dans le cadre de nos essais d’agression, le composant est porté dans des zones
de fonctionnement hors bande de fréquences nominales (l’agression a lieu jusqu’à 2GHz), et
où le modèle, construit sur les données IBIS, montre rapidement ses limites. La modélisation
haute fréquence du circuit permet de compléter le modèle fonctionnel avec des éléments dont
l’incidence est capitale en cas d’agression au delà de la bande passante normale du circuit.
Cette modélisation, basée sur des mesures d’impédance des circuits est relativement longue,
elle n’a donc été réalisée que pour un seul circuit, le SN74AHCT04 en boîtier D(SOIC), qui
devient alors le centre de l’étude qui suit.
8.2.1 Mesures d’impédance
Principes
Les mesures d’impédance sont effectuées à l’aide d’un analyseur de réseau HP 8751B
(3kHz-6GHz) en mode réflexion (paramètres S11) [LEVANT-04]. L’analyseur propose la
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conversion du S11 en impédance réfléchie 1, ce qui permet une visualisation directe et in-
tuitive des mesures. Cette technique de mesure s’est imposée, au détriment des méthodes par
réflectomètrie, car les circuits étant de dimensions très réduites, la résolution du TDR testé
(temps de monté= 35ps) n’était pas suffisante pour apporter des informations supplémentaires
par rapport à la mesure fréquentielle. La résolution d’un TDR traduit sa capacité à distinguer
deux éléments séparer d’une distance d.
dminimum = 2 · cmilieu · tfront = 2 · c√
εr
· tfront
En considérant le package en plastique, εr ≈ 4.
dmin = 2 · c√
4
· 35 10−12 = 10, 5mm
10,5 mm est supérieur à la largeur du circuit. La mesure TDR n’apporte donc, pour ces circuits
de petites dimensions, pas d’informations précises quant à la constitution interne du circuit.
La figure 8.14 décrit les conditions typiques d’une mesure d’impédance par réflexion. Le
FIG. 8.14: Mesure d’impédance en réflexion.




d’où Zin = Z0
1 + S11
1− S11





La mesure à l’analyseur de réseau fournit une mesure « globale » qui tient compte de la
connectique, des pistes et du circuit à caractériser. Afin de mesurer l’impédance en réflexion
vue entre une broche du circuit et la broche Vss, il est donc nécessaire de ramener le plan de
calibrage sur la broche d’entrée et de relier au plus court la broche Vss du circuit au plan de
1L’impédance réfléchie est l’impédance équivalente placée au-delà du plan de calibrage de l’analyseur de
réseau.
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masse de la carte (celui-ci étant relié au blindage de la SMA). Un soin particulier a donc été
apporté aux différentes phases de calibrage.
La figure 8.15 décrit le montage d’un circuit et la position du plan de référence pour la
mesure d’impédance.
FIG. 8.15: Principe de carte utilisée pour la mesure d’impédance en réflexion sur un compo-
sant, spécification du plan de calibrage.
Le plan de calibrage (=plan de référence) est ramené au niveau de l’empreinte du com-
posant en calibrant l’appareil avec 3 cartes munies simplement d’un SMA, d’une piste avec
empreinte et les 3 charges habituelles entre l’empreinte et le plan de masse : court-circuit,
50Ω et circuit ouvert. Cette opération de calibrage est nécessaire pour chacune des broches
modélisées en réflexion. L’analyseur de réseau calcule alors automatiquement les corrections
à effectuer pour afficher l’impédance en réflexion vue au niveau de l’empreinte, c’est-à-dire
la broche du composant.
8.2.2 Extraction des modèles de broches du SN74HCT04
Les mesures décrites dans cette partie ont été effectuées sur des boards dont le design est
visible dans la figure 8.16. Seules les broches essentielles au fonctionnement sont câblées, ce
qui minimise les perturbations et couplages parasites induits par d’autres pistes, lors des me-
sures. Chacune des broches utiles est reliée à un connecteur SMA. Nous utilisons l’inverseur
1, c’est-à-dire dont l’entrée est sur la broche 1 du circuit et sa sortie, sur la broche 2. Pour les
mesures, le circuit est non alimenté.
Les autres broches du circuit ne sont pas modélisées. Pour la caractérisation, les broches
non utilisées sont laissées en l’air afin d’éviter tout couplage ou effet non désiré.
La broche IN
La figure 8.17 présente la mesure d’impédance en réflexion et la simulation du modèle
équivalent sur la broche IN d’un inverseur. Cette entrée se caractérise par un effet majori-
tairement capacitif. Une résonance existe vers 1GHz, puis l’impédance devient inductive au
delà de 4GHz (influence du package et du bonding). Le coefficient directeur de la première
partie de courbe, avant la résonance, nous renseigne sur la capacité totale d’entrée du cir-
cuit qui est d’environ 1,6pF. Elle correspond à la capacité de la piste de package C_P_IN
ajoutée à la capacité C_comp du circuit. La seconde résonance correspond à l’influence de
la capacité C_die_GND, qui n’intervient qu’en haute fréquence au vu de sa faible valeur, et
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FIG. 8.16: Pistes de cuivre et empreintes pour les boîtiers de type D (SOIC).
à l’inductance interne du circuit noté L_die_IN . La résistance R_IN reproduit un élément
de protection ESD et permet dans le même temps de limiter les amplitudes des résonances
au delà de 2GHz. Cette mesure permet de compléter le modèle issu des données IBIS. La
simulation mentionnée offre une bonne corrélation avec la mesure, et ce, jusqu’à 5GHz.
FIG. 8.17: Impédance d’entrée du circuit.
La broche Vdd
La figure 8.18 présente la mesure d’impédance en réflexion et la simulation du modèle
équivalent sur la broche Vdd du circuit. L’impédance du réseau d’alimentation traduit en
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premier lieu un effet capacitif dont la valeur est d’environ 14pF, même si le coefficient di-
recteur de la courbe n’est pas totalement stable. Cette capacité est la somme de la capa-
cité de la piste de package C_P_V dd et de la capacité du réseau interne d’alimentation,
notée C_die_V dd_V ss. La résistance R_die_V dd_V ss permet de limiter l’amplitude des
résonances et donc de mieux correspondre à la mesure. La première résonance apparaît dès
700MHz. Les résonances suivantes correspondent aux effets inductifs internes à la puce, d’où
la création d’une inductance L_die_V dd_V ss qui interagit avec L_die_V ss etC_die_GND,
la capacité substrat déjà mentionnée. Pour les fréquences les plus élevées, c’est l’effet inductif
qui s’impose avec une augmentation de l’impédance entre 3,5GHz et 6GHz.
Le modèle permet de simuler de manière réaliste l’impédance de la broche Vdd du circuit
même si un écart subsiste sur la gamme 700MHz-1GHz. Surtout, la forme globale et chacune
des résonances sont reproduites.
FIG. 8.18: Mesure d’impédance sur l’alimentation Vdd du circuit.
La broche OUT
La figure 8.19 présente la mesure d’impédance en réflexion et la simulation du modèle
équivalent sur la broche OUT de l’inverseur étudié. On remarque que l’impédance de la
broche de sortie présente de nombreuses analogies avec l’impédance d’entrée par le nombre
de résonances et leurs positions. La différence se situe au niveau de l’ordre de grandeur de
l’impédance en jeu : l’impédance de la broche de sortie est globalement plus faible que celle
d’entrée. Il est important de considérer que, le circuit n’étant pas alimenté, la mesure d’im-
pédance ne tient pas compte des transistors, réduits ici à leurs Roff et donc négligés car sans
influences réelles. La mesure d’impédance permet alors de déduire une première capacité,
malgré les fluctuations de coefficient directeur, d’environ 3pf. Cette capacité correspond à la
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capacité de la piste de package notée C_P_OUT et à la capacité C_Comp_OUT mention-
née dans le fichier IBIS. Ici encore, il est nécessaire de compléter le modèle avec des éléments
internes afin de reproduire les résonances au delà de 1GHz comme l’inductance L_die_OUT
et la résistance R_die_OUT . Pour cette impédance aussi, la capacité die intervient.
FIG. 8.19: Mesure d’impédance sur la sortie du circuit, en noir.
Modèle du circuit
Le schéma de la figure 8.20 reprend tous les éléments du schéma IBIS décrit figure 8.13
page 90, et comporte en supplément les composants passifs traduisant le comportement du
circuit en haute fréquence. Ces éléments ajoutés sont entourés en pointillés sur le schéma. On
peut noter plusieurs observations quant à cette modélisation :
– Les pistes métalliques internes à la puce induisent un effet inductif (L_die_x). En paral-
lèle de ces inductances, des circuits RC série (R_CL_die_x et CL_die_x) permettent
d’introduire une résonance apparaissant clairement sur la mesure en créant un circuit
« bouchon ». Cet artefact de simulation, qui n’a a priori pas de signification physique,
permet de rapprocher la simulation de la mesure d’impédance. On notera que ce RC
court-circuite l’inductance en haute fréquence et élimine donc d’éventuels effets de
peau.
– Le composant C_die_V dd_V ss, extrait de la mesure (voir figure8.18), est une capacité
existant entre les réseaux d’alimentations Vdd et Vss. C’est l’effet capacitif le plus im-
portant du circuit. Afin de limiter certaines résonances, une résistance de faible valeur,
R_die_V dd_V ss, a été placée en série avec cette capacité.
– La capacitéC_Comp est spécifiée dans le fichier IBIS et existe entre l’entrée et la masse
interne du circuit doit être complétée par une résistance de faible valeur, R_Comp_IN
afin de limiter les résonances.
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FIG. 8.20: Modèle HF de l’inverseur 74AHCT04_D.
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– La capacité C_die_GND et la résistance R_SUB modélisent les effets du substrat si-
licium avec le plan de masse de la carte. L’importance de ces deux éléments est capitale
car ils favorisent la création de courants de mode commun HF à travers la puce et leurs
influences apparaissent sur chacune des impédances étudiées. Ce circuit RC est un élé-
ment nouveau qui n’existe pas dans le modèle ICEM classique [ICEM], et sa prise en
compte systématique pour d’autres modèles de circuit peut se révéler cruciale si l’on
souhaite simuler certains phénomènes de susceptibilité.
– Le composant C_IN_Out représente la capacité existante entre les pistes de package
d’entrée et de sortie car ces deux broches sont juxtaposées. La valeur de cette élément
n’est pas mentionné dans le fichier IBIS et a été déduit lors des simulations afin d’amé-
liorer les résultats. Sa valeur est cependant très réduite : 0,1pF. Les couplages inductifs
broche à broche ou piste à piste, ont été négligés afin de simplifier le modèle. Des si-
mulations SPICE ont d’ailleurs confirmé l’absence d’influence des couplages inductifs
broche à broche, dans notre cas.
– R_IN fait partie de la protection ESD où elle sert à limiter le courant dans la diode
zener. Elle n’est pas mentionnée dans le modèle IBIS car son influence est tout à fait
négligeable devant C_Comp_IN , dans la plage de fréquence utile (<300MHz). Par
contre son influence se ressent pour les simulations d’impédances.
Si la topologie globale du circuit n’est pas vraiment complexe, l’obtention des différentes
valeurs des composants ajoutés afin de traduire les effets parasites de la puce et des pistes
en métal qui la traversent, est très délicate. L’ordre de grandeur des valeurs à employer est
connu mais les interactions sont omniprésentes et un grand nombre d’itérations (manuelles
dans notre cas) sont nécessaires afin d’obtenir un modèle cohérent et dont la simulation reste
relativement proche des mesures d’impédances effectuées et ceci pour chacune des broches
(voir les figures 8.17, 8.18 et 8.19).
Le tableau 8.4 regroupe tous les composants du circuit par niveau (package, die, etc.) et
par broche, tout en rappelant leurs valeurs pour le circuit 74AHCT04-D.
Conclusion La modélisation de circuit basée sur la mesure d’impédance permet de déduire
un schéma global de ces inverseurs. Initialement basé sur le modèle issu d’une analyse des
fichiers IBIS, ce schéma est complété afin de prendre en compte des effets HF. En cela, il
ressemble donc beaucoup à l’approche ICEM, à quelques éléments près, non négligeables
pour l’étude de la susceptibilité.
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Broche Package Die Artefacts de simulation
IN L_PIN 3,8nH L_die_IN 3,5nH RC_L_die_IN 20Ω
CL_die_IN 1pF
C_P_IN 0,62pF C_Comp_IN 1pF
R_P_IN 0,03Ω R_IN 30Ω R_comp_IN 50Ω
VDD L_P_Vdd 3,8nH L_die_Vdd 2nH CL_die_Vdd 1pF
RL_die_Vdd 10Ω
C_P_Vdd 0,62pF C_die_Vdd_Vss 13pF
R_P_Vdd 0,03Ω R_die_Vdd_Vss 8Ω
VSS L_P_Vss 3,8nH L_die_Vss 3,5nH
C_P_Vss 0,62pF C_die_GND 1pF
R_P_Vss 0,03Ω R_SUB 10Ω
OUT L_P_OUT 3,8nH L_die_OUT 2nH CL_die_OUT 1pF
RL_die_OUT 5Ω
C_P_OUT 0,62pF C_Comp_OUT 2,86pF
R_P_OUT 0,03Ω R_die_OUT 25Ω
IN/OUT C_IN_OUT 0,1pF




Le but de ce chapitre est de fournir un modèle complet du banc utilisé apte à simuler
de bout en bout l’agression et le comportement du circuit sous agression. La modélisation
de l’injection se divise en plusieurs étapes qui correspondent chacune à un des éléments de
l’injection.
9.1 Configuration de test
Le banc d’agression utilisé est basé sur une injection d’un signal perturbateur à travers un
élément capacitif comme dans la norme DPI [DPI]. Le signal généré par un synthétiseur est
amplifié avant de passer dans un coupleur directif qui permet la mesure des signaux incidents
et réfléchis. Un câble mène ensuite le signal en entrée de l’élément qui réalise l’injection, ici,
un bias tee, qui permet de mixer une composante continue ou basse fréquence avec un signal
haute fréquence. Dans notre cas, il permet de faire un mélange entre le signal d’agression et
une composante utile de type tension continue ou signal basse fréquence.
La figure 9.1 présente le schéma de principe retenu pour la construction du banc d’injec-
tion.
FIG. 9.1: Schéma de principe de l’injection DPI pratiquée sur les inverseurs.
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La modélisation de l’injection suppose donc de modéliser chacun des éléments se situant
entre l’amplificateur radio-fréquence et le circuit sous test : les câbles, les pistes du PCB et le
bias tee.
9.2 Extraction des modèles des connecteurs SMA et des
pistes PCB
Les modèles des pistes sont issus de mesures d’impédances pistes ouvertes ou en court-
circuit. Chacune de ces options de montages permet de déduire de la mesure respectivement
les caractères capacitifs et inductifs de la piste et de son connecteur SMA. La figure 9.2 montre
un exemple de carte PCB utilisée pour mesurer les effets passifs des pistes.
FIG. 9.2: Exemple de montage pour caractériser les pistes du PCB.
Chacune des trois pistes utilisées (IN, Vdd et OUT) sont modélisées par un même schéma
électrique, visible en figure 9.3. Seules les valeurs des composants diffèrent d’une piste à
l’autre. Les simulations d’impédances sont effectuées avec SPICE en mode AC.
FIG. 9.3: Schéma électrique décrivant le comportement des piste PCB.
À titre d’exemple, les figures 9.4 et 9.5 comparent mesures et simulations de l’impédance
de la piste IN, respectivement en court-circuit et en circuit ouvert, de 10MHz à 6GHz.
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FIG. 9.4: Impédance de la piste IN en court-circuit, mesurée et simulée.
FIG. 9.5: Impédance de la piste IN en circuit ouvert, mesurée et simulée.
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Le tableau 9.1 résume les valeurs des modèles pour chacune des pistes.
Élément IN OUT Vdd
Rpiste1 0,01Ω 0,01Ω 0,01Ω
L1piste1 0,2nH négligeable 0,2nH
C1piste1 1,4pF 1,9pF 1,7pF
Rpiste2 2Ω 1Ω 1Ω
Lpiste2 1,4nH 1,4nH 2,4nH
Cpiste2 0,2pF négligeable 0,25pF
TAB. 9.1: Valeurs des paramètres attribués aux modèles des piste PCB pour boîtier D.
9.3 Modèles des câbles utilisés
Le modèle du banc doit tenir compte des effets induits par les câbles, car l’injection se fera
sur une entité (les circuits intégrés) non adaptée en impédance, ce qui se traduira nécessaire-
ment par des réflexions. Chacun des câbles utilisés bénéficie donc de son modèle établi par la
mesure. Il est bien plus facile de caractériser une ligne par une mesure en réflectomètrie que
par une mesure d’impédance car le TDR fournit directement les deux paramètres nécessaires
à la modélisation d’une ligne sans pertes sous SPICE, c’est-à-dire l’impédance caractéristique
Z0 et le temps de propagation Td. La mesure à l’analyseur de réseau fournit, quant à elle, un
profil d’impédance, comme celui simulé dans la figure 9.6. L’impédance caractéristique étant
connue, l’étape de modélisation consiste alors à déterminer le temps Td. Les deux techniques
ont donné des résultats similaires.
Le tableau 9.2 donne les caractéristiques de type ligne sans pertes SPICE pour chacun des
quatre câbles (2 semi-rigides et 2 souples) équipés de connecteur SMA mâle à leurs extrémi-
tés.
Câbles Type Z0 TD
A Semi-rigide (court) 50Ω 1,9ns
B Semi-rigide (long) 50Ω 3,35ns
C Souple 50Ω 4,7ns
D Souple 50Ω 4,7ns
TAB. 9.2: Caractéristiques des câbles.
9.4 Modèles du bias tee d’injection
Un bias tee (voir figure 9.7) est un module passif haute-fréquence qui permet de mixer un
signal HF avec une composante continue ou basse fréquence (DC à 5MHz). Pour la partie HF,
la bande de fonctionnement est 100MHz - 18GHz, ce qui couvre complètement le domaine
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FIG. 9.6: Simulation de l’impédance d’un câble coaxial en circuit ouvert, Z0=50Ω et Td=2ns.
d’étude. Il possède deux entrées, composante continue et haute fréquence, et une sortie. Selon
les données du constructeur HP, sa perte d’insertion est de 0,4dB sur la gamme 0,1-3,5GHz et
de 0,6dB sur la gamme 3,5-18GHz. Elle sera négligée dans notre cas. L’intérêt de cet élément
est de réunir sous la forme d’un seul composant la fonction injection capacitive et la fonction
mixage avec une composante ou un signal utile (horloge par exemple). À partir de quelques
mesures à l’analyseur de réseau et du schéma indiqué sur le bias tee lui-même, il est possible
de déduire un modèle réaliste de cet élément comme le montre la figure 9.7.
FIG. 9.7: Bias tee HP 33150A utilisé pour assurer la fonction injection, et son modèle associé.
Le tableau 9.3 résume les valeurs du modèle utilisé pour simuler le comportement du
bias tee. La mesure permet de construire un modèle complet du banc utilisé pour l’injection,
élément par élément. Les parties suivantes se consacrent à la description des tests effectués
puis à la comparaison mesures / simulations.










Les équipements de mesures utilisés pour l’agression des circuits sont les suivants :
– Le générateur de haute fréquence est un SML02 de Rhode & Schwarz.
– L’amplificateur M2S, d’impédance interne 50Ω et d’une puissance maximale de 10W,
possède un gain constant de 40dB en puissance. Le niveau maximum en entrée est
5dBm.
– Oscilloscope Lecroy LT342 (500MHz) en position de couplage 1MΩ. Il est doté de
l’option « pass-fail » qui a permis de fixer les critères d’erreur.
– Coupleur bidirectif NARDA 1GHz - 2GHz, avec un facteur de couplage (incident et
réfléchi) = 20dB
– Coupleur bidirectif 400MHz-1GHz, avec un facteur de couplage (incident et réfléchi) =
50dB
– Wattmètre HP 437B, à sonde thermique.
– Préamplificateur Schaffner 30dB.
– Bias tee HP33150A 0,1 - 18GHz.
La figure 10.1 présente le banc d’agression et des éléments utilisés pour les tests de sus-
ceptibilité.
10.2 Conditions d’expérimentations
Tous les tests ont été effectués en CW1 de 400MHz à 2GHz, à aucun moment l’agres-
sion n’étant modulée. Le bias tee réalise un couplage capacitif sur l’entrée du circuit testé et
autorise l’utilisation d’un signal de fonctionnement pouvant être :
– un signal logique continu à « 1 » (=Vdd),
– un signal logique continu à « 0 » (=Vss),
– un signal analogique continue entre Vdd et Vss,
– une horloge à 1MHz.
1Continuous Wave, onde continue sinusoïdale.
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FIG. 10.1: Présentation du banc d’agression utilisé.
Le coupleur directif de la bande 0,4-1GHz avait un facteur de couplage trop faible par
rapport aux puissances en jeu et à la dynamique de la sonde de puissance du wattmètre HP
437B. La solution adoptée a été d’utiliser un amplificateur de mesure Schaffner de 30dB pré-
cisément. Pour chaque fréquence, un réglage manuel du wattmètre était nécessaire (correction
interne en fonction de la fréquence).
Afin de charger de manière réaliste le circuit sous test, une résistance de 46KΩ était dis-
posée en sortie des composants sous test. Dans notre cas, le critère de susceptibilité choisi
est la puissance transmise au composant (Pi-Pr) nécessaire pour que la tension de sortie de
celui-ci sortent d’un gabarit en tension arbitrairement fixé à +/-20% de Vdd pour les tests
avec un signal utile continu en entrée. À ce critère est ajoutée une contrainte temporelle selon
laquelle l’erreur est effective si le signal de sortie sort d’un gabarit fixé à +/-10% autour du
signal nominal (sans agression). La figure 10.2 présente un de ces gabarits temporels.
Les expériences sont relativement difficiles à mettre en œuvre pour les raisons suivantes :
– En général, la tension de sortie du composant sort de la plage de fonctionnement de
manière brutale en modifiant aussi ses caractéristiques HF (réflexion) et donc les va-
leurs des puissances incidentes et réfléchies mesurées sur le coupleur. Certains com-
posants (surtout le AHC) étaient systématiquement détruits pour certaines gammes de
fréquence : l’erreur est alors leur destruction !
– La réflexion du signal injecté est importante même si elle a tendance à diminuer avec
l’augmentation de fréquence. Le graphe de la figure 10.3 illustre le rapport entre la
puissance réfléchie Pr et la puissance incidente Pi. Idéalement (adaptation), il est égal à
0 (aucun retour, Pr=0).
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FIG. 10.2: Exemple de gabarit temporel (1V/div. et 0,5µs/div.).
FIG. 10.3: Représentation du rapport Preflechie/Pincident pour différents circuits en fonction
de la fréquence.
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10.3 Résultats et observations
Une disparité technologique existe réellement et, comme on pouvait s’y attendre, ce sont
les technologies de plus basse tension qui sont globalement les plus susceptibles. Le circuit
AHC semble faire exception à la règle pour des raisons inconnues. La figure 10.4, qui repré-
sente la puissance transmise pour provoquer une erreur, illustre ce propos, pour des technolo-
gies différentes mais des boîtiers identiques.
FIG. 10.4: Comparaisons des susceptibilités entre les technologies AHCT, AHC, ALVC et
AUC pour un même boîtier.
Les résultats obtenus dans la figure 10.4 sont en accord avec ceux obtenus quelques années
auparavant par Nuclétudes [MAURICE-97] sur des circuits CMOS numériques en boîtiers
SSOP (boîtiers très proches des boîtiers PW de Texas Instrument). L’ordre de grandeur des
puissances en jeu est cohérent (environ 50mW à 1GHz) ainsi que la forme globale de la courbe
(augmentation de la puissance transmise nécessaire pour provoquer une erreur en fonction de
la fréquence).
Si la technologie d’un circuit a un impact sur la susceptibilité des circuits logiques, il est
plus difficile de déduire une influence du package. Les graphes de la figure 10.5 représentent
quelques résultats d’agression pour les circuits SN74ALVC04 et SN74AHCT04 pour diffé-
rents boîtiers. En réalité, on pourrait s’attendre à des disparités liées au RLC des packages,
mais une telle loi n’a pu être clairement déduite de ces mesures. La zone de « plat » à 1000mW
sur le deuxième graphique traduit en fait une impossibilité de détecter une erreur sans altérer
le fonctionnement du composant.
Le circuit sous test est plus susceptible (selon les critères précédemment cités) lorsque le
signal utile en entrée est une horloge plutôt qu’un niveau logique continu (« 0 » logique par
exemple) comme le montre la figure 10.6. Cela s’explique par la succession rapide d’états
transitoires durant lesquels les transistors nécessitent moins d’énergie pour dévier de leur
fonctionnement nominal.
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FIG. 10.5: Influence du package sur la susceptibilité des circuits SN74ALVC04 et
SN74AHCT04.
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FIG. 10.6: Influence du signal utile sur la susceptibilité du circuit SN74AHCT04.
La susceptibilité des circuits sur des états continus dépend des tensions en entrée. Les
circuits sont plus sensibles lorsque la tension d’entrée est proche du seuil de basculement, ce
qui se comprend aisément pour les technologies utilisées (qui ne comportent pas de trigger de
Schmitt). La susceptibilité pour un « 1 » logique en entrée est supérieure à celle pour un « 0 »
logique en entrée. L’explication la plus probable est un phénomène de détection qui ramène
un offset négatif qui décale alors la tension d’entrée de l’inverseur vers le point de transition.
La figure 10.7 illustre ces disparités qui ne sont vraiment visibles qu’en dessous de 1GHz.
FIG. 10.7: Influence du niveau continu en entrée sur la susceptibilité des circuits (circuit
SN74AUC04).
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Incertitudes liées à la mesure Il est important de noter qu’il existe plusieurs sources d’in-
certitudes relatives sur ces mesures :
– Les équipements HF sont utilisés sur des charges non adaptées ce qui se traduit par un
ROS important. Nous n’avons pas étudié le comportement des équipements HF comme
le bias tee et le coupleur dans des cas de fortes désadaptations d’impédance.
– Le wattmètre était parfois long à se stabiliser (sonde thermique). Cela posait problème
lors de mesures délicates à la limite de destruction du composant ou lorsque le bascu-
lement d’un état à l’autre du composant changeait les caractéristiques d’absorption du
composant sous test, par exemple.




Les simulations du modèle (circuit + banc) sont effectuées sous SABER [SABER] après
de nombreux tests sous WinSpice [WINSPICE]. Ces deux simulateurs rendent à peu près le
même service pour notre étude. Cependant, SABER dispose d’une interface graphique qui
facilite la création du modèle et d’une capacité de calcul confortable. De plus, il fait partie des
outils conventionnels d’AIRBUS France.
La simulation concerne l’agression de l’inverseur sur un état logique stable. En d’autres
termes, le générateur basse frequence est remplacé par une source de tension.
Le générateur de perturbation est modélisé par la multiplication entre une porteuse sinu-
soïdale à la fréquence d’agression et une rampe de tension de 0 à 15V de temps de montée
1µs (voir la figure 11.1 et la netlist de la table 11.1). Cela permet de traduire l’augmentation
de la puissance jusqu’à détection d’une erreur. Le module de multiplication, qui se comporte
comme un générateur de tension, est connecté au câble coaxial par l’intermédiaire d’une ré-
sistance de 50Ω symbolisant la résistance interne du générateur.
FIG. 11.1: Création du signal d’agression modélisant celui utilisé pour les mesures.
Le critère de susceptibilité appliqué au modèle est, de façon à rester au plus proche de
la réalité, identique à celui appliqué durant les mesures : dès que la tension de sortie varie
de +/-20% de la tension d’alimentation Vdd, la fonction est considérée comme perdue. On
observe alors la valeur moyenne de la tension observée en sortie du circuit, tel que le ferait
l’oscilloscope modélisé ici par une résistance de 1MΩ et une capacité de 20pF, et on note le
moment où a lieu le franchissement.
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La simulation est effectuée en mode TRANSIENT, avec un calcul DC préalable. La puis-
sance est une notion inexistante dans SABER (comme dans SPICE). La puissance transmise
au composant est donc calculée par une multiplication post-processing entre les valeurs effi-
caces du courant pénétrant le montage et la tension à ses bornes car SABER peut fournir les
valeurs efficaces des grandeurs simulées. La comparaison avec la puissance transmise déduite
des mesures devient alors possible car un wattmètre thermique comme ceux utilisés pour les
mesures donnent une puissance efficace.
Peff = Ieff · Ueff
L’oscilloscope est modélisé par un circuit RC série (selon le constructeur LECROY) afin
de reproduire sa limitation de bande passante (500MHz pour le modèle employé). Cela signifie
que l’oscilloscope était incapable de mesurer de manière synchronisée le bruit HF présent sur
la sortie du circuit sous test mais cela ne l’empêche pas de faire des acquisitions. Le modèle
utilisé reproduit l’atténuation sur ces échantillons hors bande. La tension est lue aux bornes
de la capacité. Roscilloscope =16Ω et Coscilloscope =20pF.
Le schéma synoptique de la figure 11.2 correspond à l’assemblage des différents modèles
établis précédemment, c’est-à-dire le modèle de l’inverseur, celui du banc d’agression, de
l’oscillloscope et les modèles utilisés pour rapprocher la simulation des résultats de mesures.
FIG. 11.2: Schéma synoptique global de l’inverseur et du banc d’agression.
La table 11.1 présente un extrait de la netlist du schéma globale utilisé par SABER
pour simuler l’agression DPI du circuit SN74AHCT04. Les pistes, comme celle mentionnée
(pist_in), sont des sous-circuits appelés par SABER lors de la construction de la netlist.
La figure 11.3 présente une comparaison de courbes entre les valeurs de puissances in-
jectées obtenues par la mesure et par la simulation. Cette puissance injectée correspond à la
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#...
template piste_in cote_sma:cote_sma cote_circuit:cote_circuit masse:masse
{
r.r1 p:cote_sma m:_n2 = rnom=0.01
r.r2 p:_n1 m:masse = rnom=2
l.l1 p:_n2 m:_n3 = l=0.2n
l.l2 p:_n3 m:cote_circuit = l=1.4n
c.c1 p:_n3 m:_n1 = c=1.4p
c.c2 p:cote_circuit m:masse = c=0.2p
}
l.L_IN p:_n15 m:_n21 = l=3n
l.L_P_Vdd p:_n2 m:_n14 = l=3.8n
l.L_P_IN p:_n1 m:_n36 = l=3.8n
l.L_P_Vss p:_n5 m:_n6 = l=3.8n
l.L_P_OUT p:_n22 m:_n9 = l=3.8n
l.L_Vdd p:_n14 m:_n367 = l=2n
c.C_P_Vdd p:_n14 m:0 = c=0.62p
c.C_P_IN p:_n36 m:0 = c=0.62p
c.C_P_Vss p:_n6 m:0 = c=0.62p
c.C_P_OUT p:_n22 m:0 = c=0.62p
c.C_comp_IN p:_n20 m:_n19 = c=1p
r.R_IN p:_n36 m:_n15 = rnom=30
r.R_CL_Vdd p:_n14 m:_n13 = rnom=10
r.R_P_Vss p:0 m:_n5 = rnom=0.03
r.R_P_IN p:_n408 m:_n1 = rnom=0.03
r.R_P_Vdd p:_n561 m:_n2 = rnom=0.03
r.R_CL_IN p:_n16 m:_n15 = rnom=20
r.R_CL_OUT p:_n72 m:_n29 = rnom=25
r.R_P_OUT p:_n9 m:_n658 = rnom=0.03
r.R_die_Vdd_Vss p:_n31 m:_n19 = rnom=8
r.R_die_gnd p:_n24 m:0 = rnom=20
r.R_IN_comp p:_n21 m:_n20 = rnom=30
#...
mbsim3v3_1.T1_N d:_n50 g:_n21 s:_n19 b:_n19 = l=0.5u, w=15u, \
model=model(mbsim3v3_1.T1_N)<-(ckappa=0.1,tox=5n)
zd.zd1 n:_n15 p:_n6 = model=model(zd.zd1)<-(rs=8,vj=0.7,vzt=13)
d.D_Vss n:_n29 p:_n19 = model=model(d.D_Vss)<-(is=1n,rs=40,n=1.2,vj=0.7)
d.D_Vdd n:_n367 p:_n29 = model=model(d.D_Vdd)<-(is=1n,rs=40,n=1.2,vj=0.7)
mbsim3v3.T1_P d:_n50 g:_n21 s:_n367 b:_n367 = l=0.5u, w=5u, \
model=model(mbsim3v3.T1_P)<-(type=_p,tox=5n)
mbsim3v3.T2_P d:_n51 g:_n50 s:_n367 b:_n367 = l=0.5u, w=20u, \
model=model(mbsim3v3.T2_P)<-(type=_p,ckappa=0.01,tox=5n)
mbsim3v3.T3_P d:_n29 g:_n51 s:_n367 b:_n367 = l=0.5u, w=100u, \
model=model(mbsim3v3.T3_P)<-(type=_p,ckappa=0.01,tox=5n)
mbsim3v3.T2_N d:_n51 g:_n50 s:_n19 b:_n19 = l=0.5u, w=33u, \
model=model(mbsim3v3.T2_N)<-(ckappa=0.1,tox=5n)
mbsim3v3.T3_N d:_n29 g:_n51 s:_n19 b:_n19 = l=0.5u, w=80u, \
model=model(mbsim3v3.T3_N)<-(tox=5n)
#...
v_sin.v_sin1 p:_n556 m:0 = ac_phase=0, frequency=600meg, amplitude=1, ac_mag=1
v_pulse.v_pulse2 p:_n555 m:0 = period=1.02u, initial=0, delay=1n, width=2n, \
tr=1u, tf=1n, pulse=15
vmult.vmult1 vin1:_n556 vin2:_n555 vout:_n663 = k=1
#...
TAB. 11.1: Extrait de la netlist utilisée pour simuler l’agression DPI du SN74AHCT04.
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puissance nécessaire pour provoquer, en entrée sur un niveau logique « 0 », une variation de
+/-20% en tension sur la sortie.
FIG. 11.3: Comparaison mesure / simulation d’agression pour le circuit SN74AHCT04D se-
lon le critère de défaut choisi.
Les valeurs de puissances simulées pour chacune des fréquences sont relativement proches
des mesures effectuées, et ceci pour toute la bande 400MHz-2GHz. Si un léger écart existe
entre les valeurs simulées et celles mesurées, la forme globale de la courbe, c’est-à-dire l’aug-
mentation de la puissance nécessaire quand la fréquence augmente, est très bien respectée. Ce
point est important car il caractérise la susceptibilité des circuits logiques CMOS en agression
DPI.
La suite de la thèse explicite de manière plus concrète le lien entre puissance d’agression
et tension du générateur pour la simulation. De plus, la modélisation des câbles mentionnée




Cette série de tests confirme certains points importants sur la susceptibilité des circuits
numériques et permettent des observations intéressantes pour ce type de test :
– Globalement, ce sont les technologies dont les marges de bruit sont les plus faibles qui
sont les plus sensibles.
– L’influence du package n’est pas décisive pour les circuits étudiés, ceux-ci étant dispo-
nibles dans des boîtiers de taille réduite.
– Un circuit est généralement plus sensible sur un signal d’horloge que sur un signal
logique continu. Mais cette tendance s’efface avec l’augmentation de la fréquence.
– La puissance transmise nécessaire pour provoquer l’erreur augmente avec la fréquence.
Ce dernier point est une constante que l’on retrouve sur tous les circuits CMOS testés.
Les résultats obtenus confirment la validité de l’approche : compléter un modèle fonction-
nel pour le rendre compatible avec un fonctionnement hors-bande. La modélisation du banc
est une étape nécessaire car elle permet de recadrer les modèles et de s’interroger sur certains
aspects de la mesure. De plus, la complexité inhérente aux tests de susceptibilité (bande pas-
sante des moyens, réflexions, phénomènes furtifs, choix du critère) oblige l’expérimentateur
à caler l’observable du modèle sur celui de la mesure et donc de recopier celle-ci, du côté
modélisation.
L’approche qui consiste à modéliser chacun des éléments au niveau circuit, est intéressant
car elle est très proche de la réalité physique du composant (capacité de substrat, effets induc-
tifs des lignes, etc.) et s’est révélée être prometteuse dans le sens où il a été en partie possible
de retrouver les niveaux d’agressions nécessaires en entrée pour provoquer une faute logique
en sortie du circuit.
Parmi les limites de cette approche d’étude pour la susceptibilité des circuits numériques,
on peut noter :
– La modélisation du circuit est lourde : beaucoup de mesures et de caractérisations que
ce soit dans le domaine temporel pour les caractéristiques statiques ou dans le domaine
fréquentiel pour les mesures d’impédances, sont nécessaires avant d’obtenir un modèle
de circuit. La complexité d’obtention du modèle est donc un frein sérieux à une utilisa-
tion généralisée. Une simplification du modèle ainsi que la mise en place d’une véritable
méthodologie de mesure et de modélisation des composants est donc nécessaire.
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– La méthode du coupleur est intéressante mais elle apporte aussi de nombreuses
contraintes. Les mesures de puissance sont peu explicites quant au niveau de tension
présent à l’entrée du composant,
– Ce type d’approche n’est pas vraiment représentatif des agressions que subira le circuit
durant son utilisation, et le couplage capacitif est une agression relativement contrai-
gnante pour le composant,
– L’approche par injection est limitée en fréquences. Au delà de 4GHz ou 5GHz, l’injec-
tion capacitive semble très difficile à mettre en oeuvre au vu des réflexions et désadap-
tations avant même d’atteindre le composant.
Il est intéressant de noter aussi que l’utilisation de la puissance transmise pour caractériser
la susceptibilité des composants facilite la comparaison d’un banc d’injection à l’autre mais
ne facilité en rien la simulation de la susceptibilité. Le critère de susceptibilité constitue un
maillon essentiel du test. À l’heure actuelle, il n’existe pas de consensus scientifique sur ce
point. La méthode consistant à observer la tension délivrée par le circuit se rattache à l’en-
semble des techniques visant à juger le circuit sur le respect des performances annoncées par
le constructeur et constitue donc une méthode facilement compréhensible mais en soi discu-
table, parmi tous les observables possibles (courant de consommation, temps de propagation,
temps de commutation, etc.).
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Une nouvelle méthode pour caractériser







You got me ringing, Hell’s Bells
My temperature’s high, Hell’s Bells.
A. Young.
Les techniques habituelles d’agression de circuits intégrés possèdent plusieurs limites
comme le décrit l’étude bibliographique (partie I) : bande passante limitée, encombrement
et coûts importants des moyens d’essai, nécessité de développer des cartes électroniques spé-
cifiques, rendement faible, etc. Le tableau 13.1 revient de manière succincte sur ces différentes
techniques de test et en rappelle les particularités. Afin de nous affranchir de ces contraintes
et de simplifier les tests d’agression, nous avons proposé une nouvelle méthode de caracté-
risation associée à un outil spécifique le LIHA (pour Local Injection Horn Antenna, antenne
cornet d’injection locale) dont le but est de créer un champ d’agression à l’intérieur d’une
cavité située autour du composant électronique à tester.
La présente partie du document est consacrée à l’étude et à la caractérisation d’un type par-
ticulier de LIHA, à section coaxiale et à terminaison capacitive. Plusieurs géométries restent




Particularités et exigence Puissance
nécessaire
DPI De quelques MHz à
4 ou 5GHz
Test des broches une par une faible
Cellule TEM De 50MHz à 1GHz PCB dédié, 2 orientations élevée
Cellule GTEM De 50MHz à 18 ou
24GHz
PCB dédié, 2 orientations élevée
Chambre ané-
choïde
Selon la chambre PCB dédié, toutes
orientations possibles
élevée
CRBM Selon la chambre PCB dédié, pas d’orientation élevée
Champ proche De 100Mhz à 2GHz Technique précise,
orientation
élevée




14.1 Géométrie de la structure
Le but de la structure LIHA est de former un champ
FIG. 14.1: Principe du LIHA.
magnétique circulaire et un champ électrique perpendi-
culaire au circuit, de façon à y produire les couplages les
plus perturbants. Nous nous sommes donc tournés vers
une structure coaxiale terminée par une surface plane
de façon à créer une capacité entre le point chaud et
le plan de masse de la carte testée, le composant sous
test étant « emprisonné » dans cette capacité. Le pas-
sage du connecteur de type SMA à des dimensions mé-
caniques adaptées au composant se fait par un évasement
progressif de forme conique. La conservation d’un rap-
port précis entre le diamètre du cône intérieur et celui
du cône extérieur permet de contrôler l’impédance ca-
ractéristique de la partie conique. Ce rapport est obtenu par l’application de la formule 14.1
qui permet de calculer l’impédance caractéristique des lignes coaxiales à diélectrique unique
[WADELL-91], où εr est la permittivité relative du milieu (dans notre cas, c’est l’air donc
εr ≈ 1) et η0 =
√
µ0/ε0 c’est-à-dire l’impédance caractéristique du vide , soit ≈ 377Ω. D et







2pi · √εr (14.1)
Finalement, nous obtenons une structure coaxiale conique dont le point chaud se termine
par un plan. La figure 14.1 présente le principe énoncé. Afin de varier et faire progresser
l’outil, plusieurs géométries ont été imaginées : élargissement du cône, LIHA pyramidal, point
chaud filaire. Seules les constructions de type coaxial seront présentées dans ce document.
1ε0 = 8, 854 · 10−12F/m et µ0 = 4pi · 10−7H/m.
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14.2 Construction mécanique
Comme le montre la figure 14.2, le LIHA conique est constitué d’un connecteur SMA
(RADIALL R125403) et de trois pièces usinées en laiton : le corps (élément conique principal)
appelé cône externe d’un diamètre extérieur de 30mm, le point chaud (élément conique dont le
sommet est percé et taraudé) aussi appelé cône interne et un petit cône, creux sur son sommet
et fileté sur sa base. Cette dernière pièce, appelée tête de cône, est brasée sur la broche centrale
du connecteur SMA. Celui-ci est alors fixé sur l’élément principal à l’aide de quatre vis, puis
le point chaud est vissé sur le petit cône fileté. Les photographies de la figure 14.3 montrent le
LIHA conique démonté. Le diamètre du point chaud est d’environ 12mm au plus large. Toutes
ces pièces métalliques ont été dessinées sous PRO/ENGINEER [PRO/ENG] et usinées sur
des machines à commandes numériques. L’état de surface de ces pièces métalliques (rugosité
<80µm) permet de les considérer comme parfaitement lisses pour la suite de notre étude. La
figure 14.4 présente des images fournies par le logiciel de conception assistée par ordinateur.
FIG. 14.2: Vue éclatée du LIHA conique.
FIG. 14.3: LIHA conique démonté.
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FIG. 14.4: Images de synthèse des LIHA.
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Chapitre 15
Caractérisation des LIHA coniques
15.1 Mesure de S11 et impédance réfléchie du LIHA
Dans un premier temps, la mesure d’impédance de la structure permet de vérifier les simu-
lations analytiques ou numériques effectuées. Afin de simplifier les expériences et les calculs,
l’impédance est déduite des mesures de S11 (module et phase) sur la structure complète, le
cône extérieur étant en contact avec un plan de masse (cuivre). Le plan de calibrage en ré-
flexion est le plan d’entrée de la prise SMA du LIHA. Le passage du S11 à l’impédance





Il est important de noter que certains analyseurs de réseau (HP et Agilent notamment)
proposent directement cette conversion et fournissent l’impédance sous forme de module et
phase.
15.2 Modélisation analytique du LIHA
Selon la construction même, le LIHA peut être considéré comme une ligne d’impédance
caractéristique constante et terminée par une capacité (lorsque le LIHA est positionné au-
dessus d’un plan de masse). Donc en appliquant la formule 15.2 de l’impédance réduite, il est
possible de connaître l’impédance ramenée (totale) du LIHA, vue au niveau du connecteur.
Zr = Zc · Zt + i · Zc · tan(β · l)
Zc + i · Zt · tan(β · l) (15.2)
Dans l’équation 15.2, Zr est l’impédance « vue » en bout d’une ligne de longueur l et
d’impédance caractéristique Zc, Zt étant l’impédance de charge de cette ligne. β = ω/c′ où
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Dans notre cas, Zt est modélisée par un circuit RLC et la longueur de la ligne est de
35mm, soit la longueur du cône et du connecteur SMA qui lui est associé. La capacité placée
en bout de ligne se déduit du calcul de deux capacités. La première est une capacité plan
existant entre la partie plate du point chaud et le plan de masse de la carte. Elle se calcule de





S étant la surface du disque en regard et h la distance le
FIG. 15.1: Périphérie du
point « chaud ».
séparant du plan de masse.
La seconde capacité, nommée capacité périphérique, est
celle existant entre le bord arrondi du point chaud et la par-
tie extérieure du LIHA, comme le montre la figure 15.1. A
partir de la formule caractérisant l’impédance d’une ligne de
section circulaire dans un guide de section rectangulaire ou-
vert sur l’un des côtés (voir figure 15.2) [WADELL-91], il est
possible de déduire cette seconde capacité.
Zc = 60 · ln
(






FIG. 15.2: Ligne dans une cavité rectangulaire ouverte.
L’expression 15.4 donne l’impédance caractéristique d’une telle ligne. De plus, la capacité






Cette capacité linéique est située sur la périphérie du point chaud de rayon r. L’application
de cette écriture à notre cas exige de diviser la capacité ainsi obtenue par 4 puisque seul le
quart de la ligne est assimilable au bord du point chaud, d’où :
C2 = C ′ · ·2pi · r
4
= pi · r ·
(
1
4 · c · Zc
)
≈ 0,35pF
La somme de la capacité plan et de la capacité de bord est notéeCT et vautC1+C2 ≈ 0,55pF.
La mesure montre que la valeur réelle est de 0,4pF. A cette capacité est ajoutée une inductance
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traduisant la propagation interne à la terminaison plane. Sa valeur a été choisie de façon à
ce que la courbe de calcul soit au plus près de la courbe de mesure. A ce circuit LC série,
une résistance a été ajoutée, son but étant de limiter l’amplitude des résonances. Finalement
CL=0,4pF, LL=1nH et RL=1Ω. La figure 15.3 donne une représentation schématique de ce
modèle.
FIG. 15.3: Modèle simple du LIHA.
La formule de l’impédance réduite appliquée au circuit RLC du LIHA permet d’obtenir la
figure 15.4 qui présente une comparaison entre l’impédance calculée et celle mesurée.
FIG. 15.4: Impédance mesurée (trait noir fin) et calculée (trait rouge épais) du LIHA conique.
Ce modèle RLC élémentaire décrit donc bien le comportement de l’impédance du LIHA
jusqu’à environ 8GHz. La constitution coaxiale du LIHA permet de faire une approximation
des premiers centimètres par une simple ligne sans pertes. Le modèle du point chaud et de sa
cavité est un simple circuit RLC, en première approximation. Ces calculs et les suivants ainsi
que les affichages de courbes en 2D et 3D sont effectués avec Scilab [SCILAB], un logiciel
open source de calcul scientifique conçu par l’INRIA et l’ENPC.
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15.3 Modélisation avec EMC2000
EMC2000 [EMC2000] est un logiciel 3D de calculs électromagnétiques, basé sur la réso-
lution des équations de Maxwell selon la méthode des moments, dans le domaine fréquentiel
(voir l’annexe B). Ce logiciel est développé et distribué par EADS-CCR.
15.3.1 Maillage de la structure
Les calculs de EMC2000 sont réalisés sur un ensemble de mailles décrivant en 3 dimen-
sions la géométrie de la construction à étudier. EMC2000 intègre un mailleur appelé GID
qui permet de construire des volumes et des surfaces puis de les mailler selon les besoins
du calcul, dans notre cas, un maillage surfacique composé d’éléments triangulaires. Afin de
simplifier la construction des surfaces, nous avons importé sous GID les fichiers de données
IGES utilisés pour le design mécanique des LIHA sous PRO/ENGINEER. Ces données ont
ensuite été épurées afin de ne conserver que les surfaces « utiles » de la structure, c’est-à-dire
les surfaces internes du LIHA. Finalement, pour représenter sous EMC2000 le LIHA dans ses
conditions normales d’utilisation, un plan métallique maillé a été ajouté sous GID afin de re-
présenter le plan de masse des PCB. Afin de respecter les conditions de calculs, la dimension
maximale des éléments surfaciques triangulaires doit être inférieure au dixième de la longueur
d’onde simulée. Dans notre cas, la fréquence maximale est de 18GHz, soit λ=1,6cm donc la
dimension maximale d’un triangle doit être de 1,6mm. De plus, si l’on veut tenir compte de
la géométrie et respecter les formes circulaires, il est nécessaire de mailler la structure de
manière encore plus fine. Finalement un compromis a été adopté : maillage en l/8 pour les
zones les plus planes de façon à pouvoir augmenter le nombre de triangles dans les zones
cylindriques ou coniques de petites dimensions. La structure ainsi maillée, représentée figure
15.5, compte plus de 10000 éléments.
15.3.2 Problématique de la modélisation des sources
Une des limites du maillage présenté tient dans la représentation de l’entrée coaxiale du
LIHA. En effet il n’existe pas de source coaxiale dans EMC2000 mais seulement des sources
que l’on peut disposer sur le côté d’un triangle ou sur un segment (fil conducteur infiniment
mince). Or la source utilisée doit à tout prix présenter les caractéristiques d’une ligne coaxiale
50Ω afin d’éviter toute réflexion due à une désadaptation entre la géométrie du LIHA et la
source. En d’autre termes, cette source doit être « vue » par les ondes de réflexion provenant
du LIHA comme une ligne dans laquelle il n’y a pas de réflexions.
Deux possibilités ont été explorées pour positionner une source entre le cône interne (point
chaud) et le cône externe : l’utilisation de disques métalliques parfaits terminant les deux cônes
et reliés en leurs centres par une source ponctuelle, ou l’utilisation d’un disque résistif placé
entre la partie extérieure et la partie intérieure du LIHA, simulant l’impédance de la source ou
plus globalement l’impédance caractéristique d’une ligne infinie.
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FIG. 15.5: Maillage simple du LIHA en contact avec un plan de masse fini.
Sources et impédance distribuées
Afin de représenter une impédance de 50Ω entre la partie intérieure et celle extérieure,
comme le ferait une ligne infinie ou reliée à un générateur d’impédance interne de 50Ω, il
est nécessaire de créer un disque « troué » présentant une impédance de 50Ω entre le cercle
central connecté au cône du point chaud et le cercle extérieur connecté au cylindre du corps.
(Il est intéressant de noter que ce problème est typique des terminaisons coaxiales lors de la
construction d’une charge 50Ω, par exemple). À ce stade il est donc nécessaire de déterminer
la résistivité du matériau (option possible sous EMC2000) pour produire cette résistance de
50Ω.
FIG. 15.6: Élément de surface résistive.
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Soit un petit élément de résistance dR′ d’une « part de gâteau », comme le montre la figure
15.6. Cette part a une résistance intrinsèque dR dont l’intégration sur le cercle complet donne
la résistance entre centre et périphérie du disque. Ce dernier est caractérisé par une épaisseur








· dθ et dR′ = ρ · dr
















Il est important de noter que dans cette formulation, a ne peut être nul, ce qui élimine
d’ores et déjà l’utilisation d’une source ponctuelle centrée, de diamètre infiniment mince,
comme le sont les sources sous EMC2000. L’emploi d’une multitude de sources d’amplitude
et de phases identiques, placées à la limite du cercle intérieur (point chaud) et du disque
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La figure 15.7 montre l’application de cette méthode sous EMC2000. Les points roses in-
diquent l’existence d’une propriété sur le triangle associé, quant aux points bleus et bordeaux,
ils désignent la position des sources. Cette option a été testée mais considérée comme trop
complexe à appliquer en comparaison de la méthode dite de « la source ponctuelle ».
FIG. 15.7: Sources multiples et disque résistif.
Source ponctuelle
Cette technique est basée sur l’utilisation de deux disques conducteurs, terminant chacune
des parties du LIHA, et de « zones » de EMC 2000, une astuce de la MOM. Ces deux disques,
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arbitrairement séparés de 0,05mm (distance considérée comme négligeable en comparaison
des fréquences en jeu), sont reliés entre eux par un fil conducteur sur lequel est disposé une
source de tension d’impédance 50Ω, comme dans la figure 15.8. La figure 15.9 présente, quant
à elle, le maillage de cette solution.
FIG. 15.8: Source ponctuelle d’impédance 50Ω entre deux disques isolés en champ.
FIG. 15.9: Maillage des deux parties du LIHA séparées par la source ponctuelle.
Dans la réalité, ces deux disques n’existent pas mais leur présence est nécessaire afin de
terminer la construction. Afin d’éliminer les interactions à distance sans limiter les échanges
de courants par contact, ces deux disques ont été placés respectivement dans deux zones dif-
férentes tout en étant indépendants des deux cônes. En effet, dans EMC2000, deux objets sont
en interactions à distance (propagation de l’énergie dans un diélectrique ou dans le vide) si
ils sont dans la même zone. En utilisant cette astuce, il est possible d’isoler les disques entre
eux et avec le restant de la structure, comme si un absorbant parfait les séparait. Dans notre
cas, chacun des deux disques est dans une zone, tandis que les autres éléments sont dans une
troisième zone. Les disques de terminaison en métal sont donc transparents pour l’onde de ré-
flexion se propageant du cône vers le coaxial, celle-ci ne revenant pas comme dans le cas d’un
coaxial classique. En revanche les courants de conduction s’échangent bien entre ces disques,
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les structures coniques (cônes intérieur et extérieur) et les éléments filaires auxquelles ils sont
connectés car la notion d’isolation par zone ne s’applique que sur les rayonnements.
15.3.3 Analyse des symétries
La structure du LIHA se prête, de part sa symétrie selon l’axe verticale Y, à des simulations
par partie. En effet, la simulation numérique d’un quart de la structure permet de connaître
par symétrie le comportement de la structure globale. Une telle procédure permet de diminuer
la taille des matrices d’éléments par 4 ce qui se traduit lors du retournement des matrices
d’impédance par un temps de calcul divisé approximativement par 16. Seulement, et malgré
le fait que le logiciel EMC2000 ait été validé en terme de plan de symétrie, nous n’avons pas
été convaincus par les résultats, en comparaison de ceux obtenus avec le maillage complet
de la structure. Ces écarts étaient dus au fait qu’un maillage plus fin est nécessaire au niveau
des plans de symétrie pour éviter toute aberration lors de l’extension. De plus, l’emploi d’une
source unique centrée se révélait plus complexe à employer dans ce cas. Finalement, le gain
en terme de temps de calcul était moins important que prévu (facteur 4). Par mesure de sim-
plicité et de compréhension, et au vu du temps alloué pour les calculs, les plans de symétries
n’ont pas été employés. La figure 15.10 représente un quart de maillage du LIHA ainsi que
l’emplacement des plans de symétries (en rouge) et leurs interactions avec le maillage (points
bordeaux).
FIG. 15.10: Maillage du LIHA selon deux plans de symétries. Les plans de symétries sont
représentés en rouge. Les points bordeaux représentent les contacts structure -
plan de symétrie.
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15.3.4 Simulation d’impédance
EMC2000 permet de simuler l’impédance vue par la source ponctuelle placée à l’entrée du
LIHA. La figure 15.11 montre une comparaison entre l’impédance simulée et celle mesurée
dans le même plan d’onde (plan de référence). L’impédance simulée par EMC2000 se super-
pose très bien à la mesure, excepté, peut être, au delà de 15GHz. Cela signifie que le maillage
du LIHA est valide car l’impédance n’est autre que l’interaction des différents éléments métal-
liques du maillage. De plus, il n’y a pas de déphasage, cela signifie que la source d’EMC2000
est placée dans le même plan d’onde que la mesure effectuée au niveau du connecteur SMA.
Les faibles écarts observés entre la simulation et la mesure sont très probablement dus aux
limites du maillage (critère λ/10 assoupli au delà de 15GHz dans notre cas). La mesure sera
donc considérée comme une référence. Il est aussi important de considérer que EMC2000 ne
tient pas compte des pertes dans les métaux (effet Joule). Cela se traduit par des résonances
plus amples que dans la réalité.
FIG. 15.11: Impédance d’un LIHA conique simulée (trait bleu) sous EMC2000 et mesurée
(trait noir fin).




Afin de caractériser le comportement du LIHA, des mesures de transmissions (paramètre
S21) ont été effectuées entre son connecteur SMA et une petite antenne placée sous le point
chaud, et au-dessus d’un plan de masse, comme le montre la figure 16.1. Dans un premier
temps et dans l’objectif de présenter un modèle simple de ces antennes, une caractérisation
préalable a été nécessaire. Un seconde partie se consacre aux champs électromagnétiques
générés à l’intérieur du LIHA.
FIG. 16.1: Principe de mesure pour le paramètre de transmission S21.
16.1 LIHA et cartes de calibrage
16.1.1 Caractérisation des cartes de calibrages
Les figures suivantes présentent le principe de construction des PCB de calibrage munis
respectivement d’une petite antenne filaire (figure 16.2) et d’une petite antenne boucle (figure
16.3)
La caractérisation de ces petites antennes est basée sur la mesure en réflexion grâce à
l’analyseur de réseau.
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FIG. 16.2: Antenne filaire de calibrage
FIG. 16.3: Antenne boucle de calibrage
Antennes Filaires
Les dimensions de la petite antenne filaire sont : hauteur= 4mm et diamètre= 0,8mm. Elle
est reliée à une embase SMA pour circuit imprimé. Nous considérerons ce connecteur comme
une ligne sans pertes de 10mm.
Afin de caractériser cette petite antenne et la décrire par un modèle simple, des mesures
de S11 ont été effectuées en espace libre, c’est-à-dire sans le LIHA. Comme précédemment,
de cette mesure de S11 est déduite une impédance réfléchie puis un modèle RLC équivalent.
Le modèle analytique choisi est un circuit RLC série avec CA=0,3pF, LA=0,35nH et RA=2Ω.
Le calcul de cette impédance est représenté dans la figure 16.4.
Dans le même temps, une simulation de cette petite antenne a été effectuée sous
EMC2000. La mesure révèle plusieurs résonances car l’antenne filaire est reliée à un connec-
teur SMA qui modifie l’impédance réduite de l’antenne. Si l’on tient compte de ce connecteur
dans l’expression analytique en ajoutant une ligne sans pertes de 50Ω grâce à l’expression
15.2, le nouveau calcul de l’impédance permet d’obtenir une courbe très proche de la mesure.
La figure 16.5 présente une vue du maillage utilisé sous EMC2000 pour simuler le com-
portement de cette petite antenne. Il est important de noter que l’antenne filaire est maillée,
c’est-à-dire qu’elle n’est pas représentée par un simple élément filaire et ce, afin de tenir
compte du diamètre de l’antenne, non négligeable devant la hauteur. Dans un même soucis
d’exactitude, le plan de masse est fini. La source de référence est placée exactement au pied
de l’antenne filaire, entre cette dernière et le plan de masse.
Antenne Boucle
Les dimensions de la petite antenne boucle sont : hauteur=4mm et diamètre=0,8mm, lon-
gueur=5mm. Elle est reliée à une embase SMA pour circuit imprimé. Nous considérerons là
encore ce connecteur comme une ligne sans pertes de 10mm de longueur.
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FIG. 16.4: Impédance de la petite antenne filaire.
FIG. 16.5: Maillage de la petite antenne filaire sous EMC2000.
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Le modèle analytique choisi est un circuit RLC avec RL parallèle à C. Les valeurs des
éléments CA=0,3pF, LA=4,8nH et RA=1Ω sont déduits de la mesure. Le calcul de cette impé-
dance est représenté figure 16.6. Dans le même temps, une simulation de cette petite antenne
a été effectuée sous EMC2000. La mesure est représentée sur le même graphique et présente
là encore des résonances dues au connecteur SMA. On tient compte de ce connecteur dans
l’expression analytique en ajoutant une ligne sans pertes d’impédance caractéristique 50Ω.
FIG. 16.6: Impédance de la petite antenne boucle.
La figure 16.7 présente une vue du maillage utilisé sous EMC2000 pour simuler le com-
portement de cette petite antenne boucle. Là encore, l’antenne est complètement maillée et ce,
afin de tenir compte des différentes dimensions de l’antenne. Dans un même soucis d’exac-
titude, le plan de masse est maillé et fini. La source de référence est placée entre la première
extrémité de l’antenne boucle placée au centre et le plan de masse, tandis que l’autre extrémité
est connectée avec le plan de masse (mailles communes).
16.1.2 S21 entre LIHA et les cartes de calibrage
Le paramètre S21 entre l’entrée SMA de la cloche et le connecteur SMA de l’antenne a été
mesuré afin de comprendre la nature des couplages entre une structure métallique située dans
la cavité du LIHA et ce dernier. Là encore, les mesures sont confrontées à des simulations
numériques effectuées sous EMC2000 et des calculs analytiques. Ces derniers sont basés sur
l’utilisation de la méthode de Kron qui permet, par son écriture, de mieux appréhender les
phénomènes de couplages entre les différentes parties du circuit simulé [MAURICE-05]. Les
mesures de S21 sont effectuées avec le LIHA en contact avec le plan de masse de la carte de
calibrage. Cela signifie, en d’autres termes, que l’antenne se situe dans une cavité fermée et
conductrice, formée par le cône extérieur du LIHA et le plan de masse de la carte, comme le
montre la figure 16.8.
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FIG. 16.7: Maillage de la petite antenne boucle sous EMC2000.
Les différents éléments nécessaires à la modélisation du couplage entre le LIHA et une
petite antenne filaire ont été globalement décrits dans les parties précédentes. Nous disposons
donc d’un modèle numérique et analytique pour chacune des deux entités en regard. Cette
partie se consacre donc au couplage existant entre ces deux éléments.
FIG. 16.8: Principe de la mesure de paramètre S21 entre le LIHA et les antennes de calibrage.
S21 LIHA conique - Antenne filaire
Approche analytique La figure 16.9 représente les effets passifs et les couplages existant
entre l’antenne filaire placée au centre du plan de masse et le LIHA qui la recouvre. On ne
considère que la partie cavité du LIHA dans le sens où la structure précédent la terminai-
son plane est coaxiale et assimilée à une ligne sans pertes. Notre étude se limite donc à la
compréhension des phénomènes existant dans cette zone du LIHA.
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FIG. 16.9: Représentation globale des effets et couplages entre le LIHA et une petite antenne
filaire.
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Ces effets sont transcrits sur le schéma de la figure 16.10 qui reprend le modèle équivalent
du LIHA (RL,LL et CL) ainsi que le modèle équivalent de l’antenne filaire (RA,LA et CA).
Ces deux modèles sont reliés entre eux par un condensateur Cγ qui traduit le couplage direct
existant entre le LIHA et l’antenne filaire. Ce couplage est inspiré de la mesure de S21 qui nous
renseigne sur le caractère capacitif de l’échange d’énergie, sa valeur est d’ailleurs estimée à
50fF.
Il est important de noter que dans notre cas, nous ne nous intéressons qu’à l’échange
d’énergie entre la source du port 1 de l’analyseur de réseau (appelée e dans la figure 16.10) et
la charge 50Ω située au pied de l’antenne, simulant le port 2. Cette échange est traduit dans la
réalité par le module du paramètre S21. Les parties lignes sans pertes des modèles ne sont pas
représentées car elle ne modifient en rien ce module (modification de la phase uniquement).
FIG. 16.10: Schéma électrique équivalent du LIHA au dessus de l’antenne de calibrage filaire.
Dans la figure 16.10, les numéros cerclés correspondent aux bras du circuit, et les chiffres
romains aux mailles du circuit. Une application élémentaire de la méthode de Kron consiste à
écrire la relation tensorielle 16.1.
E = ΓT · Z · Γ · I (16.1)
avec Z, la matrice d’impédance des bras. Sur la diagonale de la matrice se trouvent les impé-
dances des bras, les autres éléments de la matrice représentent les couplages existant entre les
bras (cette matrice est symétrique).
Z =

50 + p · LL 0 0 0 −p ·M
0 RL +
1
p·CL 0 0 0
0 0 1
p·CΓ 0 0
0 0 0 1
p·CA 0−p ·M 0 0 0 50 + p · LL

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On pose p = j · ω en régime harmonique. Le paramètre −p ·M de la matrice Z traduit un
couplage de type inductif existant entre le LIHA et la petite antenne. En effet cette dernière
est emprisonnée dans une cavité dans laquelle s’établit un mode de propagation électromagné-
tique générant une f.é.m. dans l’antenne. La figure 16.11 est une représentation 2D (existence
d’une symétrie axiale selon l’axe Y de la structure) de l’antenne filaire placée dans la cavité du
LIHA. On pose x = 0 et y = 0 au pied de l’antenne. En considérant l’existence d’un premier
ordre élémentaire de propagation, il existe un courant s’écoulant dans la paroi du LIHA.
FIG. 16.11: Étude de l’influence des courants de la cavité sur l’antenne.
Dans le cas général, si l’on considère le potentiel vecteur A généré par un courant J en un
point P , écrit dans la Jauge de Coulomb [FEYNMAN-99, PEREZ-90],
A =
µ0 · JT
4pi · PM =
µ0 · J
4pi · PM · sin θ
où θ est l’angle entre la ligne de visée et le courant J . Cette ligne de visée est portée par les
points P (support du courant J) etM (support du potentiel vecteur A). JT est la composante
transverse du courant formant A par rapport à la ligne de visée, d’où le terme sin θ (l’annexe
A revient sur les notions de potentiels).















R2 + y2, la distance entre la source de courant et le point de potentiel approximé au





correspond à la projection en sin2 θ de
−→
J sur la
ligne de visée puis sur l’axe Y comme le montre la figure 16.11. Quant au terme e−ik
√
R2+y2 ,
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il décrit le retard de propagation dans l’espace. Le courant est décrit localement par :




avec k = ω/c, où « L » est la hauteur de la cavité et « R » le rayon du LIHA. Ce courant, qui
correspond à une onde incidente et à sa réflexion en y=0, est, en fonction de la fréquence, plus
élevé quand y → 0. La figure 16.12 donne une représentation de cette répartition.
FIG. 16.12: Représentation du courant de bord J en fonction de y et de la fréquence.
On note d la f.é.m. générée par le potentiel vecteur, lui-même engendré par le courant
J réparti selon l’axe Y sur la paroi du LIHA, entre le plan de masse et le haut de la partie








L’antenne qui capte cette f.é.m étant de hauteur h, en considérant l’action du potentiel au
pied de l’antenne, on écrit de tel que :









J qui fait naître de est répartie autour de l’antenne. L’élément de est intégré
par l’ensemble des « morceaux » de courants s’écoulant dans la cavité selon une symétrie
axiale :







En régime harmonique, on peut donc écrire :
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On sait que
jω ·M = e
J0
D’où :













On note Γ la matrice de passage mailles - bras où le sens positif du courant dans les mailles









Le vecteur E correspond aux sources de tension du circuit dans l’espace des mailles et le









La première valeur du vecteur E correspond à l’amplitude du signal fournie par la source
e, le choix de la valeur 2V permettant de simplifier le calcul du S21. En effet, celui-ci est
le rapport de la tension mesurée en sortie du dispositif à tester sur celle mesurée lorsque
le dispositif est remplacé par une ligne parfaite sans pertes. Or dans un montage adapté en
impédance, la tension aux bornes de la charge est égale à la tension de la source divisée
par 2. En posant une source de 2V, la tension de référence est 1V, et ainsi la tension sur
la charge, lorsque le dispositif est présent, est le S21 du dispositif. Dans notre cas, S21 =
20 · log(Vcharge), soit :
S21 = 20 · log (I(3) · 50)
où I(3) est le troisième élément du vecteur courant exprimé dans l’espace des mailles. En
effet, la résistance de 50Ω qui modélise le port 2 de l’analyseur de réseau est traversé par le
courant de la maille numéro 3, notée III sur le schéma de la figure 16.10. Les valeurs des
différents éléments sont résumés dans le tableau 16.1.
Méthode numérique EMC2000 permet d’effectuer des calculs N-ports, c’est-à-dire qu’il
est apte à calculer la matrice de paramètres [S] entreN ports disposés sur une structure métal-
lique. Le calcul est effectué en assemblant les deux éléments précédemment maillés comme le
montre la figure 16.13. Toutefois, un remaillage partiel du plan de masse et de la partie externe
du LIHA sont nécessaires afin de mailler ces deux parties avec des éléments communs, ce qui
traduit, sous EMC2000, le contact électrique entre les deux entités.
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TAB. 16.1: Valeurs des éléments modélisant le couplage entre le LIHA et l’antenne filaire.
FIG. 16.13: Maillage du LIHA et de l’antenne filaire.
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Résultats La figure 16.14 présente le paramètre S21 mesuré, simulé par EMC2000 et cal-
culé à partir du schéma électrique. Le modèle numérique et le modèle analytique donne des
résultats très proches de la mesure de S21 pour un modèle du premier ordre. En effet, un tel
modèle analytique n’est pas apte à répéter les variation de S21 observé au delà de 12GHz. Le
but de ce modèle est de confirmer les tendances et fournir une explications des phénomènes
en jeu.
FIG. 16.14: S21 entre LIHA et antenne filaire, mesuré (trait noir fin), calculé de manière ana-
lytique (trait rouge) et simulé numériquement (trait bleu épais).
S21 LIHA conique - Antenne boucle
Approche analytique La figure 16.15 représente les différents couplages existant entre l’an-
tenne boucle placée sous le point chaud du LIHA. Là encore, nous ne considérons que la
cavité créée par le plan de masse, le flanc cylindrique de la périphérie du LIHA ainsi que le
point chaud central. La partie coaxiale conique est assimilée à une ligne sans pertes amenant
l’énergie et ne figure pas dans les calculs.
Ces effets sont repris sous forme d’un schéma électrique présenté dans la figure 16.16, où
l’on retrouve le modèle du LIHA (RL, LL et CL) ainsi que le modèle équivalent de l’antenne
boucle (RA, LA et CA), réalisé de manière symétrique. Ces deux modèles sont reliés entre
eux par un capacité Cγ qui traduit l’échange directe d’énergie entre le point chaud du LIHA
et la partie supérieure de la boucle. Les parties lignes sans pertes des modèles ne sont pas
représentées car elle ne modifient en rien ce module (modification de la phase uniquement).
Afin de simuler le S21, nous ne nous intéressons qu’à l’échange d’énergie entre le port 1
de l’analyseur de réseau, modélisé par une source de tension en série avec une résistance de
50Ω dans la branche 1, et le port 2 de réception, modélisé par une résistance de 50Ω, dans la
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FIG. 16.15: Représentation globale des effets et couplages entre le LIHA et une petite antenne
boucle.
branche 5 (voir la figure 16.16). A noter que dans la branche 5, on néglige l’influence de RA
par rapport à la résistance de 50Ω.
FIG. 16.16: Schéma électrique équivalent du LIHA au dessus de l’antenne boucle de cali-
brage.
Ici encore, les calculs analytiques sont basés sur la méthode de Kron, qui permet d’écrire
la relation 16.2.
E = ΓT · Z · Γ · J (16.2)
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avec Z, la matrice d’impédance, telle que :
Z =

50 + p · LL 0 0 0 0 0
0 RL +
1
p·CL 0 0 0 0
0 0 1
p·Cγ 0 0 0
0 0 0 LA·p
2
+ 50 0 0
0 0 0 0 LA·p+RA
2
0
0 0 0 0 0 1
p·CA



















puisque la source, de même valeur, est située dans la première branche du circuit.
L’étude du couplage entre la cavité et l’antenne boucle se révèle être plus complexe que
dans le cas de l’antenne filaire. En effet, les couplages adoptés ici correspondent à un échange
d’énergie magnétique due aux courants passant dans les différentes mailles du circuit. Ces
couplages s’effectuent donc entre mailles et s’écrivent dans la matrice ZΓ obtenue par la rela-
tion 16.3,
ZΓ = Γ
T · Z · Γ =

. . M1 M1
. . . .
M1 . . .
M1 . . .
 (16.3)
et dans la matrice d’impédance des bras, par l’ajout d’un couplage nomméM2.
Le couplageM1, correspond au couplage des boucles de courant existant par la disposition
physique des éléments des mailles I et III, d’une part et I et IV comme le montre la figure
16.17.
Ce couplage est estimé en considérant un brin de courant I0 générant un champ magné-
tique dans l’antenne boucle de hauteur h et de longueur l. On pose ce courant invariant selon




= jω · Φ = jω · µ0 S · I0
2pi · h/2
16.1. LIHA et cartes de calibrage 153





Le couplageM2 correspond à l’interaction de deux mailles ayant une partie commune, les
mailles II et III+IV. O. Maurice [MAURICE-05b] montre que l’interaction de ces mailles se
résume alors à l’ajout d’un couplage analogue à une inductance L sur le bras commun de ces
mailles, le 4 en l’occurrence, tel que :









avec h la hauteur du circuit commun. W représente la plus petite largeur de boucle en com-
mun, soit W=5mm, et D le diamètre physique du bras en commun, c’est-à-dire le diamètre
de l’antenne soit D=0,8mm dans notre cas. On considère ici la surface des mailles III et IV




50 + p · LL 0 0 0 0 0
0 RL +
1
p·CL 0 0 0 0
0 0 1
p·Cγ 0 0 0
0 0 0 LA·p
2
+ 50 + p ·M2 0 0
0 0 0 0 LA·p+RA
2
0
0 0 0 0 0 1
p·CA

Le paramètre S21 se calcule ensuite en déduisant le courant traversant la résistance de
50Ω. Or selon notre notation, et comme mentionné précédemment, le bras 4 sur lequel est
placée cette résistance appartient aux mailles II et III, d’où :
S21 = 20 · log [(J(2)− J(3)) · 50]
Les valeurs des différents éléments sont résumés dans le tableau 16.2.
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TAB. 16.2: Valeurs des éléments de modélisant le couplage entre le LIHA et l’antenne boucle.
Méthode numérique Là encore une analyse N-ports a été effectuée sous EMC2000. Le
maillage est obtenu à partir des éléments LIHA et antenne boucle présentés précédemment.
La figure 16.18 montre le maillage globale de la structure LIHA + antenne boucle.
FIG. 16.18: Maillage du LIHA et de l’antenne boucle.
Résultats La figure 16.19 présente le paramètre S21 mesuré, simulé par EMC2000 et cal-
culé à partir du schéma électrique. Le modèle numérique donne un résultat très proche de la
mesure de S21. La corrélation mesure - calcul analytique est relativement bonne mais au prix
d’un réglage particulier. En effet, la mise en place du calcul montre l’importance du couplage
capacitif CΓ mais on notera aussi que les couplages magnétiquesM1 etM2 sont calculés selon
une géométrie 2D, et en cela, tous les courants de maille normalement répartis sur l’ensemble
de la structure selon une symétrie cylindrique se retrouvent assimilés dans une seule maille
dont le plan est parallèle à celui portant l’antenne boucle. C’est une configuration de couplage
maximum. Afin d’améliorer la correspondance entre mesure et simulation, un coefficient de
0,5 a été appliqué sur le couplage M1. Il est important de noter que l’approche analytique
représente avant tout une explication des phénomènes existant et ne saurait donc, à ce titre, se
révéler aussi précise qu’une méthode numérique par exemple.
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FIG. 16.19: S21 entre le LIHA et l’antenne boucle, mesuré et calculé.
16.2 Représentation des champs internes
EMC2000 permet de calculer les champs proches en différents points du LIHA, selon
plusieurs composantes : EX,Y,Z ,HX,Y,Z , P (W/m2), etc. Cette étude porte essentiellement sur
le champ proche à proximité du plan de masse PCB refermant le LIHA puisque c’est dans
cette zone que se trouve le composant sous test. Les calculs ont été faits en l’absence de
composants afin de connaître les champs incidents et la répartition globale ainsi que l’ordre
de grandeur des champs en jeu.
16.2.1 Champs du LIHA Conique
Les calculs de champs sont donnés pour une tension source à l’entrée du LIHA conique de
1V. Il y a 38 fréquences de calcul entre 500MHz et 18GHz, réparties de manière à peu près lo-
garithmique (échelle logarithmique modifiée pour faire apparaître certaines fréquences). Cette
partie concerne le LIHA conique de 30mm de diamètre.
Composantes électriques







X sur le plan d’étude défini. Cette répartition du champ électrique
est globalement constante jusqu’à 13GHz, fréquence à partir de laquelle commence à se mettre
en place un second mode.
Cette série de figures confirme la répartition globale du champ électrique, plus intense au
centre que sur les bords. La série d’images de la figure 16.21 précise l’orientation, pour une
fréquence donnée (ici 3,7GHz), des composantes EX , EY et EZ et montre que le champ au
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FIG. 16.20: Répartition surfacique du champ électrique total |EX,Y,Z | interne à différentes
fréquences.
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centre du LIHA est essentiellement vertical (composante EY forte) puis, qu’il « s’étale » de
manière conique, en respectant la symétrie axiale de la structure selon les X ou Z croissant.
FIG. 16.21: Répartition du champ électrique selon chaque composante (X , Z et Y ) à 3,7GHz.
Le champ EY correspond bien au champ électrique du condensateur existant entre le point
chaud et la masse. Cette composante est d’ailleurs nettement majoritaire sur les deux autres
composantes pour ce mode. En effet, la figure 16.21 montre que maxEY ≈ 250V/m tandis
que maxEX = maxEZ ≈ 20V/m. On peut donc s’imaginer les lignes de champs électriques
comme décrivant une sorte de « chapiteau », comme dans la figure 16.22. Un telle orientation
reste vraie jusqu’à l’apparition du second mode.
FIG. 16.22: Orientation des vecteurs de champs électriques.
En utilisant la symétrie existante dans le LIHA, il est possible de ne représenter le champ
électrique le long d’un axe privilégié, l’axe X en l’occurrence, comme le montrent les illus-
trations de la figure 16.23, où l’on reconnaît l’évolution du champ électrique en fonction de la
fréquence telle que la décrivait déjà la série de figure 16.20. L’établissement du second mode
se confirme en fin de spectre. Le niveau maximum de champ (enX = 0 et Z = 0) en fonction
de la fréquence, est représenté dans la figure 16.24 et se caractérise par un effondrement en
hautes fréquence et un niveau relativement stable en début de bande.
Les courbes noires de la figure 16.25 représentent respectivement la répartition des com-
posantes EX et EY du champ électrique selon l’axe X en Z = 0 (sur cette axe EZ = 0),
obtenues par simulations numériques. Cette répartition, qui correspond à l’établissement d’un
mode de propagation, obéit à des lois (tracées en trait bleu fin) et décrites par les équations
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FIG. 16.23: Répartition du champ électrique total selon l’axe X , en fonction de la fréquence.
FIG. 16.24: Amplitude du champ électrique total au centre du LIHA en fonction de la fré-
quence.
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FIG. 16.25: Répartition des composantes EX et EY du champ électrique selon l’axe X à
1,85GHz, simulées (trait noir) et obtenues par une loi de répartition analytique
(trait bleu fin).






Z . En début de bande, c’est-à-dire jusqu’à environ 8GHz,
la composante EY est nettement majoritaire, donc E ≈ EY comme le montre la figure 16.26.
FIG. 16.26: Comparaison de la composante EY (trait noir) au module du champ électrique
total |E| (trait bleu épais), à 1,85GHz.
L’apparition du second mode de propagation correspond en fait à l’augmentation de la
composante EX par rapport à la composante EY , et à un affaiblissement du maximum de EY .
Les équations 16.4 ne sont alors plus valables.
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Composantes magnétiques
La répartition du champ magnétique total est illustrée dans la figure 16.27 sur plusieurs
fréquences. On reconnaît la répartition circulaire du champ magnétique due à la fois à la
continuité du mode TEM de la ligne coaxiale conique du LIHA mais aussi aux circulations de
courants dans la partie externe du LIHA. Comme dans le cas du champ électrique, l’apparition
d’un second mode de propagation modifie cette répartition circulaire et confine le champ
magnétique sur le bord de la cavité, le long de la partie externe du LIHA
FIG. 16.27: Répartition surfacique du champ magnétique total |HX,Y,Z | interne à différentes
fréquences.
Le détail des composantes HX , HY et HZ visibles dans la série d’illustrations de la figure
16.28 confirment l’absence de champ magnétique selon l’axe Y . Les lignes de champ sont
donc parallèles au plan XZ, tournantes autour de l’axe Y , et forment finalement une sorte de
tore.
On peut donc s’imaginer les lignes de champ magnétique comme des cercles concen-
triques dont le centre est sur l’axe Y . La figure 16.29 donne une représentation simplifiée
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FIG. 16.28: Répartition surfacique du champ magnétique selon chaque composante (X , Z et
Y ) à 3,7GHz.
des vecteurs disposés sur ces cercles concentriques. La norme de ces vecteurs croît avec le
diamètre puis décroît.
FIG. 16.29: Orientation des vecteurs de champs magnétiques.
La symétrie existante dans le LIHA permet de représenter le champ magnétique sur
l’axe X , entre 0 et R comme le montre la figure 16.30. On y retrouve l’évolution du champ
magnétique en fonction de la fréquence telle que la décrivait précédemment la série de figure
16.27.
Le niveau maximum de champ magnétique est obtenu selon un cercle de centreX = Z =
0 et dont le rayon varie selon le mode en jeu. La figure 16.31 montre d’une part le niveau de
champ choisi sur un rayon de 10mm en fonction de la fréquence puis la répartition du champ
magnétique selon l’axe X . Le module du champ magnétique augmente sans cesse jusqu’à la
fréquence d’établissement d’un second mode à partir de laquelle il décroît. Il est important
de noter que sur l’axe X , le champ magnétique total est égal à la composante HZ puisque
les deux autres composantes sont nulles ou totalement négligeables. La répartition du champ
magnétique total selon l’axe X en Z = 0 correspond à l’établissement d’un premier mode et
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FIG. 16.30: Répartition du champmagnétique total selon l’axeX , en fonction de la fréquence.
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obéit à une loi (trait bleu fin) du type 16.5 qui reste valable là encore jusqu’à environ 10GHz.
H = H0 ·
∣∣∣∣sin( pi · x2 · (R + )
)∣∣∣∣ (16.5)
R représente le rayon de la cavité.  = R
4
est un facteur de correction appliqué pour une
meilleure corrélation des courbes.
FIG. 16.31: Répartition du champ magnétique total en fonction de la fréquence, et selon l’axe
X .
Impédance d’onde
A partir des composantes électriques et magnétiques présentées précédemment, il est utile




La série d’illustration de la figure 16.32 représente l’impédance de champ à différentes
fréquences. On remarque une forte dynamique des impédances entre le bord du LIHA et
son centre et, là encore, l’apparition du second mode pour les fréquences les plus élevées
modifie la répartition des valeurs d’impédances. Il est important de noter que ces impédances
sont, sur l’ensemble de la surface, relativement élevées. En effet, la composante électrique
est majoritaire, et particulièrement forte sous le point chaud (effet capacitif) d’où ce pic très
abrupte. Le LIHA produit du champ proche électrique, mais cela ne signifie en rien que ses
champs magnétiques sont négligeables dans leurs effets sur les composants sous test.
Puissance rayonnée
La dernière information utile à la caractérisation des champs internes du LIHA est la puis-
sance rayonnée par unité de surface, notée P en W/m2. Cette puissance correspond au produit





La série d’images de la figure 16.34 représente la répartition de la puissance rayonnée par le
164 16. Comportement des LIHA
FIG. 16.32: Impédance d’onde selon les coordonnées X et Z.
FIG. 16.33: Impédance d’onde selon l’axe X , en fonction de la fréquence.
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LIHA dans le plan d’étude choisi. On remarque que cette puissance se répartit de manière cir-
culaire autour de l’axe Y . À 12GHz, la puissance rayonnée est approximativement constante
sur toute la surface interne, l’affichage se trouve d’ailleurs altéré par une aberration de calcul
qui fait apparaître des pics de puissance sur le bord de la partie externe du LIHA. Ces pics de
puissance n’existent pas dans la réalité et sont dus aux aléas de maillage. Le calcul de la puis-
sance est d’ailleurs très sensible au maillage. L’apparition du second mode au delà de 16GHz
ne modifie pas considérablement la répartition de la puissance comme le montre le calcul à
18GHz.
Les deux images de la figure 16.35 représentent la puissance rayonnée sur l’axe X en
fonction de la fréquence.
FIG. 16.34: Répartition surfacique de la puissance électromagnétique rayonnée.
16.2.2 Expressions analytiques des champs internes du LIHA
Dans la partie 15.2, un modèle équivalent simple du LIHA conique été fourni. Ce modèle,
basé sur un circuit RLC et ligne sans pertes, est suffisant pour décrire, au moins jusqu’à
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FIG. 16.35: Puissance électromagnétique rayonnée selon l’axe X et en fonction de la fré-
quence.
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10GHz, l’impédance du LIHA. Cette partie montre que ce schéma élémentaire est aussi apte
à donner un dimensionnement très correct des amplitudes des champs internes.
Composante électrique
Le schéma électrique de la figure 16.36 représente une utilisation normale du LIHA : on
y reconnaît un générateur de tension et une résistance qui représente une source d’impédance
interne 50Ω, puis le modèle du LIHA élaboré dans la partie 15.2.
FIG. 16.36: Schéma électrique équivalent du LIHA en utilisation.
Soit V la tension aux bornes de la capacité CL du LIHA, cette tension représente la diffé-
rence de potentiel entre le point chaud interne et le plan de masse.
V = U · 1
jω · CL ·
e−jkl
R + jω · LL + 1jω·CL
en considérant R +RL ≈ R.
d est la distance séparant le point chaud du LIHA avec le plan de masse, il est alors possible





E = U · 1
d · |(jω)2 · CL · LL + jω · CL ·R + 1|
Cela signifie que le champ électrique ne dépend aucunement de la longueur de ligne utili-
sée entre la source et la terminaison du point chaud (aux pertes de lignes près, bien entendu).
Cette méthode de calcul qui ne fait appel qu’à un modèle du premier ordre donne une ap-
proximation très réaliste de la norme du champ électrique régnant sous le point chaud du
LIHA comme le montre la comparaison avec les simulations de EMC2000 sur la figure 16.37
pour une même tension d’entrée de 1V d’amplitude.
Il est important de noter qu’il est possible d’améliorer ce résultat en faisant apparaître
un second ordre (circuit LC en parallèle avec la capacité CL du LIHA) comme le montre
les courbes de la figure 16.38. A ce stade, on notera qu’un modèle analytique aussi simple ne
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FIG. 16.37: Champ électrique interne total selon EMC2000 (trait noir fin) et une méthode de
calcul analytique (trait bleu), en fonction de la fréquence.
donne qu’une évaluation approximative car il ne tient pas compte d’un certain nombre de phé-
nomènes fondamentaux comme les résonances de cavités électromagnétiques, les pertes par
effet de peau, etc. Un tel modèle est envisageable mais nécessite un temps de développement
relativement long et sans doute l’utilisation de méthode d’extraction volumique de paramètres
comme la méthode PEEC par exemple.
FIG. 16.38: Champ électrique interne total selon EMC2000 et une méthode de calcul analy-
tique, en fonction de la fréquence (modèle de second ordre).
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Composante magnétique
Le calcul du champ magnétique total est aussi basé sur le schéma de la figure 16.36. On
note I le courant passant dans le circuit modélisant le LIHA, d’où,
I =
U · e−jkl
R + jω · LL + 1jω·CL




où r est la distance au centre du LIHA. Arbitrairement, on considère r ≈ 10mm, rayon sur
lequel le champ est maximum pour le premier mode. Par suite,
|H| = U · 1
2pir ·
∣∣∣R + jω · LL + 1jω·CL ∣∣∣
Comme pour le champ électrique, il est possible de donner une approximation très cor-
recte du champ magnétique total grâce à quelques lois élémentaires appliquées sur le modèle
RLC du LIHA. La figure 16.39 montre une comparaison de cette méthode de calcul avec les
résultats de EMC2000 pour une source de 1V.
FIG. 16.39: Champ magnétique interne total selon EMC2000 (trait noir fin) et une méthode
de calcul analytique (trait bleu), en fonction de la fréquence.
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16.3 Liens entre puissance d’agression et champs internes
Dans le domaine de la génération de hautes fréquences, l’habitude est de travailler en terme
de puissance, et d’ailleurs de nombreux appareils de mesures font référence à des puissances
efficaces. Cela signifie que la source d’alimentation du LIHA n’est pas connue en tant que
source de tension munie d’une impédance interne mais en terme de source de puissance.
L’utilisation du LIHA sera donc liée à la mesure de puissance incidente.
En effet la partie 16.2.2 décrit le lien entre la source et le champ existant à l’intérieur du
LIHA sous le point chaud, et présente une loi simple mais suffisante pour donner une bonne
approximation du champ jusqu’à 10GHz au moins.
E = U · 1
d · |(jω)2 · CL · LL + jω · CL ·R + 1| (16.6)
Si l’on considère une source de tension U et de résistance interne R qui débite dans une
charge Rcharge adaptée (⇒ Rcharge = R), la puissance incidente émise par la source est celle
absorbée par la charge donc :










Donc si dans un montage on connaît la puissance incidente appliquée à une charge Rcharge




200 · Pinc soit, en amplitude, U =
√
400 · Pinc
Ce calcul n’est valable qu’en module et le reste quel que soitRcharge. Ceci peut se montrer

















4 · Z · Z0
|Z + Z0|2 · Pinc
U =
√




4 · Z · Z0
|Z + Z0|2 ·
U2
4 · Z0
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Ptrans =
Z · U







On retrouve finalement l’expression de la puissance consommée par la charge Z quand
elle est alimentée par une source de tension U d’impédance interne Z0.





d · |(jω)2 · CL · LL + jω · CL ·R + 1| (16.7)
Si toutefois on recherche une méthode plus précise, les simulations numériques prennent
alors le relais : la source d’impédance 50Ω est fixée à la valeur fournie par eamp =
√
400 · Pinc.
Les champs simulés dans le LIHA seront ceux existants lors de la simulation.
Une dernière solution (la plus simple en fait) consiste à appliquer un coefficient de pro-
portionnalité sur les résultats de simulations de champs obtenus pour une source de 1V d’am-
plitude.
16.4 Application au calcul du signal induit dans une ligne
Cette section établit un lien entre les expressions des champs internes et une mesure de
paramètre S21. Ces expressions ont été établies dans la partie 16.1.2, page 142. Cette mesure
de S21 concerne une ligne de longueur l et de diamètre d située dans la cavité du LIHA à
une hauteur h au dessus du plan de masse, comme le montre le schéma de la figure 16.40.
La mesure de S21 a été effectuée entre le LIHA conique connecté au port 1 de l’analyseur de
réseau et la ligne reliée à un connecteur SMA puis au port 2.
FIG. 16.40: Ligne placée dans la cavité du LIHA.
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La méthode de calcul du couplage d’une onde électromagnétique sur une ligne élaborée
par Taylor permet de calculer des générateurs de tensions et de courants répartis sur la ligne,
comme le montre la figure 16.41, induits par le champ électromagnétique présent au même
endroit en l’absence de la ligne [TESCHE-96, RACHIDI-04]. Le calcul considère les com-
posantes verticales du champ électrique, EY dans notre cas, et les composantes magnétiques
perpendiculaires à la surface de la boucle formée par la ligne, c’est-à-dire HZ dans notre cas.
Pour la suite du calcul, la ligne est considérée sans pertes.
FIG. 16.41: Couplage d’une onde sur une ligne selon Taylor.
Les dimensions de la ligne permettent de déduire aisément son impédance caractéristique :





Par suite, la capacité linéique C ′ et l’inductance linéique de la ligne peuvent, dans l’approxi-
mation d’une ligne sans pertes, s’écrire :
C ′ =
1




Les éléments de tension et de courant linéiques de la figure 16.41 s’écrivent :
e′(x) = −jω ·
∫ h
0
BZ(x)dy et BZ = µ0




Les champs EY (x) et BZ(x) sont calculés à partir des formules des parties 16.2.2 et 16.2.2 à
la page 167. Les amplitudes des champs en fonctions de la fréquence s’écrivent :
E0 = U · 1
dL · |(jω)2 · CL · LL + jω · CL · 50 + 1|
H0 = U · 1
2pir ·
∣∣∣50 + jω · LL + 1jω·CL ∣∣∣
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B(x) = µ0 ·H(x) = µ0 ·H0 ·
∣∣∣∣sin( pi · x2 · (RL + )
)∣∣∣∣
On considère que ces calculs ne sont valables que pour le premier mode soit 10GHzmaximum.
Le champ électrique total est assimilé à sa composante EY : E(x) ≈ EY . De plus les champs
E et H sont uniformes selon l’axe Y donc :∫ h
0
BZ(x)dy = h ·BZ(x) et
∫ h
0
EY (x)dy = h · EY (x)
La figure 16.42 décrit la schématique employée dans le calcul. Les sources e et i sont
FIG. 16.42: Application de la méthode de Taylor.








On pose aussi :
L = (x1 − x0) · L′ et C = (x1 − x0) · C ′
Les résultats sont présentés figure 16.43. La corrélation est excellente pour les fréquences
les plus basses, c’est-à-dire là où les approximations sont les plus justifiées. L’écart existant
au delà de 6GHz découle avant tout des expressions trop simples des champs internes, que ce
soit par leurs lois de répartition géométrique, où par l’expression des amplitudes.
16.5 Comportement du LIHA en charge
L’ajout d’un composant dans la cavité du LIHA change peu le comportement du LIHA.
La figure 16.44 représente la mesure de l’impédance du LIHA pyramidal, vide et muni d’un
circuit à l’intérieur de la cavité. La présence d’un circuit, ici un circuit en package DIL24,
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FIG. 16.43: S21 entre le LIHA conique et un ligne placée dans sa cavité : mesure (trait rouge
fin) et calcul analytique (courbe noir) .
FIG. 16.44: Mesure de l’impédance du LIHA pyramidal, avec et sans circuit placé à l’intérieur
de la cavité.
ne modifie pas de manière significative l’impédance globale de la structure. On peut donc
en déduire que les champs internes, électriques et magnétiques, ne subissent pas non plus de
modifications importantes.
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Toutefois, il n’a pas été possible de simuler les champs internes en présence d’un cir-
cuit. Le maillage de ce denier selon la méthode des moments aurait représenté un nombre
trop important d’éléments. L’utilisation de méthodes volumiques pourrait se révéler être très
judicieuse pour ce cas de figure.
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Chapitre 17
Une variante : le LIHA pyramidal
17.1 Description
Le but du LIHA pyramidal est de conserver une orientation de champs et un comporte-
ment similaire à celui du LIHA conique mais en permettant une meilleure adaptation à la
forme générale des circuits intégrés. En effet, une telle géométrie rend la structure apte à être
positionnée de façon à recouvrir le circuit sous test en occupant le moins d’espace possible
sur le PCB.
FIG. 17.1: LIHA pyramidal monté puis partiellement démonté.
Le LIHA pyramidal est constitué de quatre pièces dont deux demi-coquilles métalliques.
Les photos de la figure 17.1 représentent le LIHA pyramidal complet et après dépose d’une
des demi coquilles. Là encore, la partie connectique est confiée à un connecteur coaxial SMA
qui assure le maintien du point chaud pyramidal par brasage étain-plomb.
Il est important de rappeler que le rapport des diamètres caractéristiques d’une ligne 50Ω
a été adapté ici sous la forme d’un rapport de dimensions. La partie externe du LIHA mesure
29mm de côté (mesure intérieure) et le point chaud mesure 12,6mm de côté. Une distance de
5mm sépare le point chaud du plan de masse. Ces dimensions sont évidemment liées à celles
des circuits intégrés les plus communs. La figure 17.2 présente le montage de la structure et
le repère adopté pour la suite de l’étude.
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FIG. 17.2: Vue éclatée du LIHA pyramidal.
17.2 Caractérisation
Le LIHA pyramidal a aussi été maillé et modélisé sous EMC2000, et ce, de manière à
peu près similaire au LIHA conique. Les fichiers de design mécanique ont été épurés puis
importés sous GID. Le même procédé de modélisation de la source a été retenu. La figure
17.3 présente une vue du maillage utilisé pour simuler le LIHA pyramidal sous EMC2000.
FIG. 17.3: Maillage du LIHA pyramidal en contact avec un plan de masse puis à 1mm d’un
plan maillé.
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Afin d’étudier le comportement du LIHA, décollé d’un plan de masse, une série de simu-
lations numériques a été effectuée avec le LIHA situé à 1mm au dessus (pire cas d’utilisation)
d’un plan de masse fini et maillé, comme le montre la figure 17.3, ou au dessus d’un plan de
masse infini. Il est important de noter que la surface correspondant à l’épaisseur de la partie
externe du LIHA a dû être maillée pour cette configuration afin d’être le plus réaliste possible.
Lorsque le LIHA est posé sur un plan de masse, cette surface constitue le contact avec le plan
de masse, son maillage n’est donc pas nécessaire.
17.3 Champs du LIHA pyramidal
Grâce aux simulations numériques, il est possible de donner une représentation des
champs internes du LIHA pyramidal comme cela a été fait pour le LIHA conique. Le but
de cette partie est de caractériser la différence apportée par le changement de géométrie par
rapport à la version conique. Une deuxième étude montre le comportement du LIHA pyrami-
dal lorsque celui-ci est disposé à 1mm du plan de masse.
17.3.1 LIHA pyramidal en contact avec le plan de masse
Impédance de la structure
Afin de vérifier l’exactitude du maillage qui permettra des investigations plus élaborées,
l’impédance de la source placée en entrée du modèle numérique du LIHA est comparée à
celle mesurée en entrée du connecteur SMA dans des conditions similaires. La figure 17.4
représente l’impédance simulée sous EMC2000 et la mesure.
FIG. 17.4: Impédance du LIHA Pyramidal mesurée (trait noir fin) et simulée sous EMC2000
(trait bleu).
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On remarque que la mesure est perturbée même si ces écarts ne modifient en rien la bonne
corrélation globale entre simulation et mesure. Ces perturbations sont dues à une imperfection
du contact électrique entre le plan de masse et le LIHA.
Composantes électriques et magnétiques
La répartition globale des champs électriques et magnétiques totaux sont illustrés dans la
figure 17.5 pour les fréquences 3,26GHz et 10,94GHz. On y reconnaît là encore la répartition
périphérique du champ magnétique qui prend cette fois une forme nettement carrée : le champ
magnétique est parallèle aux bords de la construction. Le champ électrique est quant à lui
réparti d’une manière à peu près identique au LIHA conique. Il s’en différencie là encore par
une forme plus carrée directement due à la forme de la capacité plan existant entre le point
chaud du LIHA pyramidal et le plan de masse. Les symétries étant les mêmes que dans le
FIG. 17.5: Répartition du champ électrique |EX,Y,Z | et du champ magnétique |HX,Y,Z |, à
3,26GHz et à 10,94GHz. Le LIHA est en contact avec le plan de masse.
LIHA conique, la série d’illustrations de la figure confirme la répartition des composantes
selon les axes X et Y (la répartition selon l’axe Z s’obtient par une homothétie de centre
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(0,0)). Les orientations des champs sont donc globalement identiques à celles observées dans
le LIHA conique. La différence provient de la forme plus carrée de la disposition des champs.
Le détail des composantes HX et HY visibles dans la figure 17.6 confirment l’absence de
champ magnétique selon l’axe Y , tandis que les composantes BX et BY de la même figure
montrent une orientation décalée de 90˚. Les lignes de champ magnétique forment donc une
sorte de carré qui se contracte sur les bords de la structure quand la fréquence augmente.
FIG. 17.6: Répartition du champ électrique et du champ magnétique selon les composantesX
et Y à 3,26GHz. Le LIHA est en contact avec le plan de masse.
Selon la symétrie existante dans le LIHA, il est possible de ne représenter les champs que
sur l’axe X, entre le centre et le bord de la structure, comme le montre la figure 17.7.
Les deux graphiques de la figure 17.8 montrent les amplitudes réelles des champs élec-
trique et magnétique pris en leur position maximum, c’est-à-dire en X = Z = 0 pour le
champ électrique total et en X =10mm Z = 0 pour le champ magnétique total.
La figure 17.9 montre la répartition des composantes EY et EX du champ électrique selon
l’axeX à 2035MHz. Cette répartition est très proche de celle observée pour le LIHA conique.
La composante EX étant minoritaire à cette fréquence, la composante EY peut être assimilée
au champ électrique total. On remarquera l’existence d’un « méplat » autour du maximum
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FIG. 17.7: Répartition des champs électriques et magnétiques selon l’axe X, en fonction de la
fréquence. Le LIHA est en contact avec le plan de masse.
FIG. 17.8: Amplitudes des champs électriques et magnétiques respectivement au centre du
LIHA (en contact avec le plan de masse) et en (X;Z) = (12; 0).
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du champ EY , encore plus visible sur la représentation du champ magnétique selon l’axe X,
figure 17.10 (à noter que sur l’axe X , H = HX). Ce méplat est dû à la construction carrée de
la structure.
FIG. 17.9: Répartition des composantes EY et EX du champ électrique selon l’axe X , à
2,035GHz. Le LIHA est en contact avec le plan de masse.
FIG. 17.10: Répartition du champ magnétique total selon l’axe X , à 2,035GHz.
On peut déduire de ces observations que le LIHA pyramidal a un comportement global très
proche du LIHA conique précédemment étudié. En effet, les dimensions en sont très proches
et le changement de forme n’affecte ni les fréquences de changement de mode ni l’amplitude
des champs en jeu. Seule la répartition des champs est quelque peu modifiée. L’ordre de
grandeur des champs générés reste identique.
Conclusion
Les champs incidents du LIHA pyramidal se révèlent être une configuration pire cas :
pour un circuit intégré carré, le champ magnétique est perpendiculaire aux broches du circuit
intégré, et l’ensemble de la surface carrée du circuit sous test voit globalement le même champ
électrique essentiellement vertical. Même si les lois de répartition sont plus complexes que le
LIHA conique, cette structure est la plus adaptée aux tests de circuits intégrés.
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Selon les packages testés, les composantes des champs n’induiront pas les mêmes
contraintes. En effet, on peut s’attendre à ce que les BGA soient plus sensibles aux com-
posantes électriques verticales, tandis que des composants en package plus classique comme
les TQFP seront plus sensibles aux composantes tangentielles des champs magnétiques.
17.3.2 À 1mm au dessus du plan de masse
Cette situation correspond à l’absence de contact entre le LIHA et le PCB du composant
sous test et à l’impossibilité de poser le LIHA sur le PCB c’est-à-dire quand des contraintes
mécaniques empêchent le contact avec le PCB, si le composant sous test est bordé d’autres
composants par exemple. La figure 17.11 représente le LIHA au dessus d’un PCB et d’un
composant sous test.
FIG. 17.11: LIHA placé à un 1mm au dessus du plan de masse de la carte électronique.
Impédance de la structure
Là encore, l’exactitude du maillage est testée par comparaison d’impédances. La figure
17.12 montre 3 tracés d’impédances :
– impédance simulée de la source du LIHA placé à 1mm au dessus d’un plan de masse
maillé (noté PMM).
– impédance simulée de la source du LIHA placé à 1mm au dessus d’un plan de masse
infini (noté PMI).
– impédance mesurée du LIHA placé à 1mm au dessus d’un plan métallique.
Un plan de masse infini est en fait un plan de symétrie électrique sous EMC2000. Il per-
met dans notre cas de réduire le nombre d’éléments maillés et donc d’accélérer le calcul. La
corrélation mesures et simulations est très bonne. Il est difficile de différencier la simulation
avec un plan de masse maillé de celle faite avec un plan de masse théorique. L’utilisation d’un
plan de masse théorique est donc pleinement justifiée.
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FIG. 17.12: Impédance du LIHA pyramidal, placé à 1mm au dessus du plan de masse, simulée
sous EMC2000 (avec plan de masse maillé et infini) et mesurée.
Composantes électriques et magnétiques
La série d’illustrations de la figure 17.13 montre la répartition du champ électrique total
et du champ magnétique total à 1GHz, 9GHz puis 18GHz. Le plan d’étude choisi pour l’ana-
lyse des champs proche est situé à 0,5mm de hauteur par rapport au plan de masse. Pour les
fréquences les plus basses, les orientations des champs restent habituelles même si l’on notera
l’effet capacitif existant maintenant entre la partie externe et le plan de masse. Pour les fré-
quences plus hautes, à partir de 10GHz, de nouveaux modes de propagation s’établissent entre
le LIHA et le plan métallique. À 18GHz, la répartition des champs électriques et magnétiques
devient très complexe, et les champs les plus importants ne se situent plus dans la cavité, mais
en deçà de la partie externe, sur la périphérie du LIHA.
Les illustrations de la figure 17.14 donnent une représentation des champs E et H totaux
en fonction de la fréquence est selon l’axeX , deX =0 àX =18mm. On notera une fréquence
de résonance particulière à 17GHz et à 10GHz en champ électrique.
Les graphiques des figures 17.15 et 17.16 montrent sur des axes linéaires les amplitudes
réelles des champs électrique et magnétique pris en leur position maximum, c’est-à-dire en
X = Z =0 pour le champ électrique total et en X =12mm Z =0 pour le champ magnétique
total. Il sont comparés à leurs homologue quand le LIHA pyramidal est en contact avec le plan
de masse.
La répartition des champs électriques et magnétiques selon X à 2GHz est représentée
respectivement dans les figures 17.17 et 17.18. On y reconnaît les répartitions de champs
obtenues jusqu’alors, seule l’amplitude du champ électrique a diminué, comme on pouvait si
attendre en augmentant la distance point chaud - plan de masse, tandis que la valeur du champ
magnétique reste globalement la même.
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FIG. 17.13: Répartition du champ électrique |EX,Y,Z | et du champ magnétique |HX,Y,Z |, à
3GHz, 12GHz et 18GHz. Le LIHA pyramidal est placé à 1mm au dessus du plan
de masse.
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FIG. 17.14: Répartition des champs électriques et magnétiques selon l’axe X, en fonction de
la fréquence. Le LIHA pyramidal est placé à 1mm au dessus du plan de masse.
FIG. 17.15: Amplitude du champ électrique total au centre du LIHA pyramidal, placé à 1mm
au dessus du plan de masse (trait rouge épais) et en contact avec le plan de masse
(trait noir fin).
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FIG. 17.16: Amplitude du champ magnétique total du LIHA pyramidal en (X;Z)=(12 ;0),
placé à 1mm au dessus du plan de masse (trait rouge épais) et en contact avec le
plan de masse (trait noir fin)..
FIG. 17.17: Amplitudes du champ électrique total à 2GHz selon l’axe X quand le LIHA py-
ramidal est placé à 1mm au dessus du plan de masse (trait rouge épais), ou en
contact avec le plan de masse (trait noir fin).
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FIG. 17.18: Amplitudes du champ magnétique total à 2GHz selon l’axe X quand le LIHA
pyramidal est placé à 1mm au dessus du plan de masse (trait rouge épais), ou en
contact avec le plan de masse (trait noir fin).
Ainsi l’écart entre le LIHA et le plan de masse modifie à la fois la répartition et l’ampli-
tude des champs, et rend son utilisation très complexe voire impossible au delà de 10GHz.
La diminution du champ électrique s’explique simplement par l’augmentation de la distance
entre le plan de masse et le point chaud. Une résonance particulièrement élevée s’établie à
environ 17GHz. Quant au champ magnétique, son amplitude en fonction de la fréquence et
sa répartition ne subissent pas de modifications profondes. L’utilisation à 1mm de distance
reste possible en dessous de 10GHz, mais les valeurs maximum des champs sont changées,
ce qui implique des caractérisations détaillées avant usage. Les graphiques montrent claire-
ment, et on pouvait s’y attendre, d’importantes « fuites » pouvant perturber des éléments ou
des composants proches du circuit sous test.
Conclusion
Décoller le LIHA du plan de masse rend son utilisation plus complexe et moins efficace.
Toutefois, cette configuration reste envisageable pour des fréquences inférieures à 10GHz.
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Chapitre 18
Agression de circuits intégrés
18.1 Description du banc d’agression
L’utilisation du LIHA passe par la construction d’un banc de test lui-même constitué des
éléments habituels d’un banc d’agression de type DPI (Direct Power Injection, [DPI]). La
figure 18.1 décrit la constitution d’un tel banc d’agression. Les principales parties sont :
– Un générateur de signaux, aussi appelé synthétiseur. Il génère la porteuse d’agression
(de 0,5GHz à 18GHz) et, selon les modèles, peut aussi générer la modulation. Pour
notre utilisation et la gamme de fréquence de test visée, une modulation de type pulsé
est la plus réaliste.
– L’amplification est la partie centrale de l’agression. De type solide ou à tube (TOP),
l’amplificateur doit être protégé contre les ROS importants. Pour couvrir la bande de
fréquence visée, une baie composée de plusieurs amplificateurs (voire figure 18.2) est
nécessaire, ce qui implique l’utilisation d’une matrice de commutation amplificateur /
générateur / sortie si l’on souhaite automatiser la mesure.
– Un coupleur directif, placé entre la sortie d’amplificateur et la charge (le LIHA), per-
met de mesurer à l’aide de wattmètres les puissances incidentes et réfléchies. Ces deux
informations permettent de déduire entre autres la puissance transmise à la charge du
LIHA, c’est-à-dire le composant sous test, et, après calcul, le niveau des champs induits
dans la structure.
– L’observation du critère de susceptibilité est dans notre cas confié à un oscilloscope
qui mesure la tension de sortie d’une des broches du composant sous test. Toutefois
cette fonction peut être attribuée à un PC qui dialogue avec le circuit ou la carte sous
test. Comme dans toutes les mesures de susceptibilité, l’observation est liée au choix
du critère et au niveau de test exigé qu’il soit hardware (mesure de tension, de temps de
propagation, effet thermique, etc.) ou logiciel (erreur de calcul, perte de données, etc.).
Il est important de noter que le LIHA doit être monté de façon à recouvrir le composant.
Un contact avec le PCB est préconisé afin de fermer la cavité. Toutefois, cela ne rend pas celle-
ci « étanche » et une partie de l’énergie est rayonnée à l’extérieure du LIHA, mettant en danger
l’expérimentateur selon le niveau de puissance en jeu. Une des solutions consiste à placer la
carte sous test dans une chambre anéchoïde ou une cavité munie d’absorbants. Cette dernière
peut être une simple boîte métallique suffisamment grande pour accueillir le circuit sous test,
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le LIHA ainsi que des absorbants. En effet, en considérant en pire cas le LIHA comme une






Si l’expérimentateur se tient à d=0,70m du dispositif pour une puissance incidente de 25W,
le champ électrique est d’environ 40V/m. Cette valeur est très proche du maximum admissible
selon la norme du Comité Européen de Normalisation Électrique [CENELEC], qui est de
61,5V/m, soit 10W/m2 de 2GHz à 6GHz. Une protection élémentaire est donc nécessaire.
FIG. 18.1: Banc de test LIHA typique.
18.2 Description des circuits testés
Les agressions micro-ondes des LIHA ont eu lieu sur deux circuits intégrés numériques
CMOS : le micro-contrôleur 16bits 68HC12 de Freescale (anciennement Motorola Semicon-
ductor) et un circuit de 6 inverseurs SN74ALVC04-D (technologie Advanced Low Voltage
CMOS) de Texas Instrument, en boîtier SOIC14. Pour ces mesures, chacun des circuits est
monté sur un PCB dédié au test.
Le banc utilisé est constitué tel que décrit précédemment. La liste des équipements utilisés
est la suivante :
– Synthétiseur HP83640A (10MHz-40GHz). Modulation pulsée 100% 100Khz, largeur
d’impulsion 1µs,
– Amplificateur Prâna 20W(L002 : 1-2GHz ; S002 : 2-4GHz ; C002 : 4-8GHz ; M002 :
8-18GHz) couplés à une matrice de commutation Salies,
– Coupleurs bi-directif HP772D (2-18GHz) et HP778D (0,1-2GHz),
– Wattmètre HP437B,
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FIG. 18.2: Baie d’amplification du laboratoire de CEM de EADS-CCR.
– Oscilloscope Tektronix 200MHz,
– LIHA pyramidal, posé au plus près du circuit, sur le PCB.
18.2.1 Le 68HC12
Présentation
Le circuit 68HC12 est un micro-contrôleur 16bits fonctionnant à 16MHz. Il dispose de 5
ports d’entrées sorties et est monté en boîtier TQFP112. La figure 18.3 présente une vue du
brochage, extrait de la datasheet. Le circuit est monté sur un PCB en FR4, en 4 couches selon
un format dit « TEM », c’est-à-dire conçu pour les tests en cellule TEM. Cela signifie que le
composant sous test est monté isolé sur un côté du board de dimensions 10cm×10cm, entouré
d’un plan de masse continu comme le montre le schéma de la figure 18.4.
Le critère de susceptibilité choisi est la dérive en tension de la sortie d’horloge du cir-
cuit. En fonctionnement normal, cette broche génère un signal carré de rapport cyclique 50%,
d’amplitude 2,5V et de fréquence 1MHz. Le circuit est susceptible quand la tension du signal
d’horloge au niveau haut ou bas s’eloigne de +/-20% Vdd par rapport à la valeur attendue, ou
qu’un écart temporel survient.
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FIG. 18.3: Brochage du 68HC12.
FIG. 18.4: Principe de construction d’un board TEM.
Programme de test
L’ensemble des tensions acquises par l’oscilloscope sont transférées à l’ordinateur via le
port GPIB, qui sert aussi à contrôler l’ensemble des appareils de mesures (wattmètres, ma-
trice de commutation des amplificateurs, synthétiseur). Ces données sont comparées à celles
acquises sans agression, qui constituent alors la référence sur laquelle est appliquée le gabarit
+/- 20% en tension et de +/- 5% en temporel. Pour détecter les changements de rapport cy-
clique ou de fréquence d’horloge, un calcul rapide de la dérivée (∆V/∆t entre chaque point
d’acquisition permet de détecter le moment de chaque front et ainsi d’en déduire le rapport
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cyclique et la fréquence. Là encore, la mesure est comparée à un signal de référence sans
agression.
Le programme passe les fréquences d’agression avec un pas variable ∆f=10MHz de
1GHz à 2GHz, ∆f=20MHz de 8GHz à 18GHz) et à puissance incidente fixe en entrée de
LIHA. Pour cela un fichier spécifique de régulation est créé de façon à connaître la puissance
à générer au niveau du synthétiseur pour avoir une puissance incidente fixe au niveau du LIHA
quelle que soit la fréquence.
Le test d’agression est ensuite effectué pour une bande de fréquence donnée, à puissance
incidente fixe. Cette dernière, faible au premier déroulement de programme est ensuite in-
crémentée. A chaque détection de susceptibilité, le logiciel enregistre la puissance incidente
prélevée au niveau du coupleur.
18.2.2 Inverseurs LVC
Le SN74LVC04 est un circuit intégré CMOS compor-
FIG. 18.5: Package SOIC 14
tant 6 inverseurs classiques en boîtier SOIC (voir figure 18.5)
aussi appelé « D » par Texas Instrument.
Sa tension nominale de fonctionnement est 2,5V. Pour le
test d’agression, le circuit LVC est monté sur un PCB de type
TEM. La sortie du circuit sous test, dont un seul des inver-
seurs est utilisé, est comparée à la sortie d’un circuit en tout
point identique (même technologie, même package) qui sert
alors de référence à l’aide d’une porte XOR de même tech-
nologie. En effet, la fonction XOR permet de détecter la moindre différence entre les deux
circuits (écart de tension ou écart temporel) et créer donc ainsi un critère de susceptibilité
simple : si la sortie du circuit passe à 1, même furtivement, la fonction inverseur du circuit
sous test est considérée comme perdue [MAURICE-95]. Les inverseurs non utilisés ont leurs
entrées connectées à la masse, tandis que leurs sorties sont « en l’air ».
La figure 18.6 donne une représentation du schéma électrique global de la carte de test.
On y reconnaît les circuits de test et de référence, le circuit qui intègre la fonction XOR, et les
régulateurs qui fournissent l’alimentation aux circuits. Pour limiter une éventuelle propagation
des perturbations par l’alimentation, le circuit de référence et la fonction XOR possède un
régulateur distincte de celui utilisé pour alimenter le circuit sous test.
Le connecteur SMA « CLK IN » permet de fournir un signal identique aux circuits de
référence et sous test. Le connecteur SMA «XOR OUT » est le point d’observation du critère
de susceptibilité. C’est sur ce connecteur qu’est placée la sonde de l’oscilloscope.
Le programme de test de susceptibilité est identique au précédent à la différence qu’au lieu
d’analyser et de comparer un signal d’horloge à une forme enregistrée, l’oscilloscope n’a cette
fois qu’à renvoyer un signal de déclenchement lorsque qu’il mesure une tension supérieure à
un seuil prédéfini. Le programme est donc simplifié. Les conditions et le fonctionnement du
test sont inchangés. La figure 18.7 montre le LIHA en utilisation sur un circuit LVC.
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FIG. 18.6: Schéma électrique de la carte dédiée au test des inverseurs.
FIG. 18.7: Test LIHA de la carte inverseur LVC.
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18.2.3 Résultats
Malgré les champs incidents très intenses créés par le LIHA il n’a pas été possible de
mettre en défaut ces deux circuits pour les critères de susceptibilité adoptés. En effet, en consi-
dérant des puissances incidentes comprises entre 22W et 30W (les amplificateurs utilisés n’ont
pas tout à fait un gain constant), cela implique des champs internes incidents compris entre
12kV/m et près de 18kV/m. Ce qui est considérable. Plusieurs explications sont possibles :
– Le programme embarqué dans le 68HC12 n’était pas assez complexe. Le critère choisi
ne permettait de toute façon que de détecter un défaut sur l’arbre d’horloge, ce qui cor-
respond à un défaut total du circuit. La susceptibilité du micro-contrôleur aurait été plus
facile à mettre en évidence sur une série de calculs internes liés à des communications
par les ports, par exemple.
– L’inverseur LVC est un circuit de petite dimension. Les leads et les bondings sont courts
et captent donc peu de tensions / courants parasites pour un champ «E» donné V = E·l.
Une mesure à l’oscilloscope sur le point INV OUT de la figure 18.6 montre bien des
instabilités et du bruit sur les états « 1 » et « 0 » dûs à l’agression micro-onde. Mais ces
défauts ne sont pas assez importants pour être détectés comme une erreur logique par le
circuit XORmême si ce critère est généralement jugé comme relativement contraignant.
– Le package du circuit 68HC12 est un TQFP112. Malgré les dimensions relativement
importantes du lead et des bondings, le circuit expose des surfaces de couplage aux
champs magnétiques très faibles car c’est un circuit très mince et donc proche du plan
de masse du PCB.
Toutefois à titre informatif, il est intéressant d’ajouter qu’une autre série de tests a égale-
ment eu lieu avec les mêmes circuits mais avec un LIHA de dimension différente : un LIHA
conique de diamètre 50mm. Son étude, plus complexe, n’a pas été incluse dans ce document.
Les tests qualitatifs effectués avec ce LIHA ont montré des défaillances avérés sur les circuits
étudiés :
– défaillance de l’inverseur ALVC d’après un pic de 1V en sortie du XOR de vote,
à 5,2GHz et 7,2GHz pour des puissances incidentes respectivement de 43,6dBm et
43,3dBm (voir la figure 18.8)
– défaut d’horloge du HC12 à 5,2GHz pour une puissance incidente de 43,2dBm.
La présence d’une fréquence de défaillance identique pour les deux circuits suggère la
responsabilité du LIHA et pas seulement une quelconque susceptibilité intrinsèque : le LIHA,
par ses désaptations d’impédance, peut provoquer des champs internes très élevés à certaine
résonances. L’absence d’études sur le LIHA conique de 50mm ne permet donc pas de conclure
sur ces phénomènes.
Afin de compléter ce descriptif des tests et validations effectués, il est utile de citer des ex-
périences réalisées sur des cartes électroniques issues d’autres systèmes aéronautiques (étude
confidentielle non effectuée par mes soins). Ces tests ont mis en évidence des perturbations
sur des composants intégrés numériques à des fréquences communes à celles ayant engendré
des défauts en CRBM. Cela confirme donc l’existence de fréquences pour lesquelles les com-
posants sont plus sensibles et confirme dans le même temps l’utilisation du LIHA en tant que
moyen de test de susceptibilité.
198 18. Agression de circuits intégrés




Les avantages du LIHA sont multiples en comparaison des autres techniques de tests exis-
tant comme la TEM, la GTEM ou les chambres anéchoïdes ou réverbérantes :
– Le circuit sous test peut être testé directement sur son PCB et donc fonctionner avec son
programme nominal (pour les composants programmables),
– Seul le circuit testé est « illuminé ». Ce qui permet de faciliter les investigations en cas
de perturbations avérées sur un équipement,
– L’énergie d’agression est concentrée ce qui permet de limiter la puissance nécessaire au
test (réverbération interne, facteur de qualité élevé),
– Génération de champ proche équivalent à celui existant dans une cavité fermée
(exemple : calculateur embarqué blindé),
– Coût et encombrement de la construction réduits en comparaison des cellules. Le coût
des pièces usinées varie selon le modèle : environ 300 Euros pour un modèle conique
à plus de 600 Euros pour le modèle pyramidal. Ces coûts sont valables pour des proto-
types uniques.
Parmi les limites du LIHA, selon la configuration présentée, on tiendra compte du fait que
la présence d’un plan de masse semble primordiale pour une utilisation simplifiée , et qu’un
seule orientation de champ est possible (comme pour les autres techniques d’agression basées
sur des cellules TEM ou GTEM). L’orientation du champ électrique produit, essentiellement
verticale, est finalement proche de celle attendue à l’intérieur d’un calculateur assimilable à
une cavité résonnante selon les modes probables (voir figure 19.1).
A titre d’exemple, considérons une étude de simulation de champs internes effectuée sur
le calculateur ECP (ECAM Control panel, ECAM signifiant : Electronic Central Airplane
Monitor) construit et conçu par le département EYYL de AIRBUS France. Ce calcul a été
effectué par Alain Sauvage sur le logiciel FLO/EMC [FLO/EMC], qui utilise la méthode TLM
(Transmission Line Method) (voir l’annexe B), sur la gamme de fréquence 1GHz-5GHz. Les
images de la figure 19.2 montre une vue globale du calculateur tandis que les courbes de la
figure 19.3 montre l’amplitude en V/m du champ interne induit par une onde incidente TEM
de 1V/m de polarisation verticale en différents points du calculateur. Les simulations montrent
clairement des fréquences de résonances pour lesquelles le champ se trouve renforcé jusqu’a
7,5V/m. Cela signifie que pour une onde incidente de 600V/m (test DO160), des résonances
dépassant les 4,5KV/m sont envisageables à l’intérieur même du calculateur. Dans ce cas,
l’intérêt du test par LIHA se révèle primordial puisque c’est un moyen simple de produire des
200 19. Conclusion
FIG. 19.1: Exemple de distribution du champ électrique dans un équipement se comportant
comme une cavité.
champs élevés à peu de frais. La figure 19.4 quant à elle, représente une répartition du champ
électrique sur un plan d’étude donné et illustre les phénomène de résonances pour une onde
incidente TEM de fréquence 4,3GHz.
FIG. 19.2: Vue du calculateur ECP.
Des tests plus approfondis seront nécessaires afin de tester l’efficacité du LIHA pour
l’agression des composants et son étude devra donc aussi être menée conjointement avec des
calculs de champs internes pour des calculateurs embarqués. À noter que le LIHA est l’objet
d’un brevet EADS-CCR : brevet français No FR 0452895 FA 657041.
Plusieurs points chauds sont possibles, ce qui permettrai de varier les orientations des
champs internes.
Conçue initialement pour tester les circuits numériques sous agression hyper fréquence,
le LIHA pourrait très bien être utilisé pour tester la susceptibilité des circuits intégrés analo-
giques ou d’autres composants.
Un dernière voie d’étude autour du LIHA est la mesure de bruit rayonné par un compo-
sant : le LIHA proposerait alors les qualités de la cellule TEM (mesure globale de bruit) sans
les inconvénients (orientation, PCB spécifique).
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FIG. 19.3: Champ électrique interne selon différents points d’étude (appelés probes pour
« sondes ») sur la gamme 2GHz-5GHz.
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« Nous nous trouvons donc dans la situation
d’un homme qui ne pourrait considérer un
objet qui l’intéresse qu’à travers des
lunettes dont il ignorerait les propriétés
optiques. »
Max Planck
Le circuit test ALFA2 est un circuit CMOS multi-projets, né d’une collaboration inter-
universitaire autour du projet européen LABDILEIT Electronic Instrumentation Laboratory
Through Internet [LABDILEIT]. Lors de sa conception et parmi les expériences potentielles,
la décision fut prise d’insérer sur la puce un capteur capable de mesurer, avec une bande
passante très large, le bruit présent sur une entrée numérique typique des circuits CMOS. Le
but de l’expérience est de caractériser et de comprendre la transmission d’une agression à
l’intérieur d’un circuit intégré CMOS.
Cette partie de la thèse se consacre donc dans un premier temps à la description du circuit
ALFA2 et de son expérience embarquée, puis aux mesures de bruit effectuées. Les chapitres




Le circuit test ALFA2
21.1 Description du circuit
21.1.1 Historique
Le circuit test ALFA2 est le fruit d’une collaboration universitaire internationale entre
des écoles d’Europe et d’Amérique Latine rassemblées autour du Projet Labidileit, Electronic
Instrumentation Laboratory Through Internet, financé dans le cadre du programme européen
ALFA [ALFA]. Les partenaires de ce projet sont les universités suivantes :
– UIB, Espagne
– INSA, France





Les acteurs du projet se sont accordés pour la création d’une puce de test dont la maî-
trise d’œuvre et le design ont été confiés à l’INSA de Toulouse. Le design proprement dit
a été réalisé par Bertrand Vrignon, Sonia Delmas-Bendhia et nous-même, tandis que Jean
Louis Noullet de l’Atelier Inter-universitaire de Micro-Électronique (AIME) se chargeait des
relations avec le CMP (Circuit Multi Projet) qui sous-traitait ensuite la fabrication au fon-
deur ST-Microelectronics à Crolles. Les designs ont été effectués à la fois au niveau schéma-
tique et layout sur des stations SUN équipées de CADENCE Virtuoso de l’AIME et de ST-
Microelectronics. La puce fut envoyée en fonderie en juillet 2003 et disponible en décembre
de la même année.
21.1.2 Particularités techniques de ALFA2
ALFA2 embarque plusieurs expériences à la demande des différents partenaires :
– Caractérisation de transistors MOS N et P de différentes dimensions (W et L)1,
– Étude de capacités MOS,
1W est la largeur de canal et L, la longueur. L désigne aussi la technologie
210 21. Le circuit test ALFA2
– Expérience de mesure de délai dans une ligne,
– Mesure de performances de diodes diffusion,
– Mesure de paramètres [S] sur des transistors RF,
– Expériences de mesure de bruit interne,
– Caractérisation de circuits élémentaires : bascules, inverseurs, amplificateurs opération-
nels, etc.
FIG. 21.1: Layout global du circuit test ALFA2.
Le circuit ALFA2, dont le layout est visible sur la figure 21.1, est construit en technologie
CMOS 0,18µm (6 niveaux d’aluminium) de ST-Microelectronics et compte 97 plots répartis
en 2 anneaux. Seul l’anneau externe de plots a été connecté par fils de bonding vers le boî-
tier. Chacun des plots fait partie d’un module d’alimentation ou bien d’une entité nommée
Entrée / Sortie (que l’on nommera dorénavant E/S ou IO pour Input Output en anglais). C’est
par ce type d’E/S que transitent tous les signaux que la puce de silicium échange avec l’ex-
térieur. ALFA2 est disponible en 2 packages CQFP-J68 (boîtier céramique doté de broches
« J ») et CQFP-F68 (boîtier céramique doté de broches « Flat »). Le circuit ALFA2 nécessite
une alimentation 0V/1,8V pour la partie numérique et -0,8V/2,6V pour la partie analogique.
La photographie de la figure 21.2 montre le circuit ALFA2, monté dans un boîtier CQFP-
J68 ouvert, ainsi que ses fils de bondings.
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FIG. 21.2: Le circuit ALFA2, dans son boîtier céramique ouvert.
21.2 La carte CENTAURI
La carte CENTAURI, visible sur la photographie de la figure 21.3, sert à accueillir le
circuit ALFA2. Nous avons pris en charge sa conception, et assuré le suivi de fabrication et
le déverminage. Ce PCB est construit en polyimide 4 couches selon un modèle classique de
carte dite « TEM » de façon à pouvoir effectuer des mesures d’émission en cellule TEM ou
GTEM [TEM]. Une première face porte le circuit ALFA2, tandis que l’autre face (voir figure
21.3) porte les éléments essentiels au bon fonctionnement des expériences embarquées sur le
circuit test :
– Connecteurs d’alimentation,
– Régulateurs d’alimentation linéaires pour les trois tensions nécessaires (à noter que la
création du -0,8V était loin d’être triviale car il n’existe pas de régulateurs linéaires
entre -1,2V et 0,8V),
– Connecteurs de mesure coaxiaux miniatures (SMA et SMB),
– Connecteurs et interfaces pour les signaux en provenance d’un PC de mesure.
La carte CENTAURI est conçue pour recevoir les deux boîtiers possibles de ALFA2, d’où
les empreintes allongées pour les broches. Les deux photos de la figure 21.5 montrent cha-
cune des deux boîtiers montés sur la carte. Le package « Flat », ouvert pour l’occasion laisse
entrevoir la puce ALFA2 et les fils de bonding.
La suite du document se consacre à la description et la mise en œuvre d’une des expé-
riences de susceptibilité embarquée sur ALFA2, consistant en la mesure de bruits parasites
« hors-bande » dus à des agressions ou des parasites électromagnétiques. Cette mesure interne
s’appuie sur une entité particulière de ALFA2 permettant de réaliser ces mesures avec une
grande souplesse. Les autres parties du circuit ne seront pas abordées.
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FIG. 21.3: Vue de la carte Centauri, côté connecteurs et composants annexes.
FIG. 21.4: Schéma de la carte Centauri.
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FIG. 21.5: ALFA2 monté sur le PCB CENTAURI, selon ses deux boîtiers différents.
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Chapitre 22
Capteur on-chip et acquisition aléatoire
22.1 Description de la mesure on-chip
La mesure de bruit interne s’effectue à l’aide d’une entité directement implémentée sur le
silicium du circuit lors de sa construction et contrôlable depuis l’extérieur du circuit à l’aide
d’une simple carte d’acquisition pour ordinateur. C’est le capteur on-chip.
22.1.1 Le capteur on-chip
Le capteur on-chip a été inventé et mis au point par Sonia Delmas-Bendhia durant sa
thèse de doctorat [BENDHIA-98]. Ce capteur intégré échantillonne sur la puce elle-même
des tensions analogiques, comme des phénomènes transitoires, et les exporte de manière sta-
tique vers un plot de sortie de la puce. Ce système permet donc de mesurer des signaux de
très hautes fréquences en s’affranchissant du filtrage passif dû au package et sans utiliser de
matériel coûteux et complexe comme un capteur sous pointes. A l’origine, il fut utilisé pour
des mesures d’intégrité de signal à l’intérieur d’une puce. Son utilisation s’est ensuite diver-
sifiée pour permettre, entre autre, la mesure de courant et de fluctuations de tensions sur des
lignes d’alimentations de cœurs numériques, comme ce fut le cas pour le circuit test CESAME
[VRIGNON-05]. Actuellement plusieurs industriels de la micro-électronique utilisent ce cap-
teur : Philips, Infineon, Motorola, ST-Microelectronics. Ce capteur ne fait l’objet d’aucun
brevet.
Les éléments essentiels du capteur (voir la figure 22.2) sont la porte de transmission, dont
le rôle est d’échantillonner un signal analogique (phénomène) présent en entrée du capteur,
d’un AOP, qui a pour but d’amplifier et de maintenir dans le temps cet échantillon qui sera
« visible » depuis l’extérieur du circuit, et une cellule de délai, qui sert à retarder l’ordre
d’acquisition du capteur. L’AOP est monté en suiveur afin de bénéficier d’une bande passante
la plus large possible. Associé à la porte de transmission, ce capteur permet d’échantillonner
des signaux dont la bande passante est de 10GHz, pour la technologie CMOS 0,18µm utilisée
sur ALFA2.
Le principe de fonctionnement (voir les figures 22.1 et 22.2) du capteur est le suivant :
l’ordre de génération déclenche le phénomène à échantillonner qui est répété un nombre n de
fois. A chaque itération du phénomène, une seule acquisition analogique est effectuée par la
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cellule de transmission mais à intervalle∆T de temps croissant par rapport à l’origine tempo-
relle du phénomène. On obtient ainsi n points de mesures en fonction des intervalles de temps
choisis pour l’échantillonnage. Connaissant le retard à l’échantillonnage ∆T , il est possible
de reconstituer la totalité du phénomène alors décrit par des couples de valeurs temps-tension,
comme le montre le dernier chronogramme de la figure 22.1, où les actions de l’ordinateur
sont indiquées en vert. Il est important de noter que la tension échantillonnée par le capteur
lorsque qu’un ordre d’échantillonnage est envoyé à la porte de transmission n’est disponible
en sortie de l’AOP que durant un laps de temps limité (décharge de capacité MOS en quelques
millisecondes). Cela signifie qu’un ordre d’échantillonnage interne doit être suivi immédiate-
ment par une lecture de la tension de sortie de l’AOP afin que la tension acquise par ce dernier
n’ai pas le temps de varier de manière significative.
FIG. 22.1: Principe de l’acquisition et de la reconstruction d’un signal.
La bande passante exceptionnelle de ce capteur (la figure 22.3 représente la bande passante
de la cellule de transmission du capteur) ainsi que la dynamique très large de la cellule de
délai (de quelques picosecondes à plusieurs centaines de nanosecondes) donne une résolution
très fines sur les phénomènes internes à échantillonner, pour peu que le nombre de points de
mesure soit suffisamment élevé.
La partie suivante décrit le rôle et l’utilisation du capteur dans l’expérience.
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FIG. 22.2: Structure du capteur.
FIG. 22.3: Bande passante de la cellule de transmission du capteur on-chip implémenté sur
ALFA2.
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22.1.2 Structure de l’expérience de mesure interne
Le capteur on-chip est utilisé d’une façon simple, tel que le montre la figure 22.4 qui
décrit le principe de fonctionnement de l’expérience. A chaque ordre d’acquisition fourni par
un ordinateur, le capteur effectue une saisie de la tension présente à ce moment sur la sortie
d’une E/S numérique. Cette tension, amplifiée par l’AOP du capteur, est ensuite disponible
en sortie du capteur, pour être, par exemple, numérisée par une carte d’acquisition analogique
numérique.
FIG. 22.4: Principe de fonctionnement de la mesure pour l’expérience de susceptibilité.
Il n’y a pas de corrélation temporelle ni de synchronisation entre l’ordre d’acquisition et le
niveau de tension existant sur l’E/S numérique. Le but de l’expérience est d’utiliser la bande
passante de l’AOP et de la porte de transmission du capteur pour observer le niveau de bruit
présent sur l’E/S numérique lorsque celle-ci est perturbée, et ce, quel que soit le moyen de
perturbation (DPI, GTEM, etc...).
Les circuits d’alimentation de l’E/S numérique et de l’AOP sont séparés (Vdd et Vss dis-
tinctes) et suffisamment éloignés (limitation des couplages) sur la puce pour nous permettre
de considérer en première approximation que le capteur et son système de commande ne sont
pas perturbés significativement par l’agression appliquée sur l’E/S numérique en question. Les
acquisitions sont faites à une fréquence relativement faible (environ 1kHz), c’est-à-dire large-
ment inférieure à la bande passante des perturbations de l’E/S numérique. En d’autre termes,
l’acquisition est aléatoire. Le résultat obtenu est donc un nuage de points correspondant à des
valeurs de tension internes sans données temporelles. Toutefois, cette mesure n’est pas dénuée
de sens et comporte de nombreuses informations comme le montre la partie suivante.
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22.2 L’acquisition aléatoire
L’acquisition dite « aléatoire » (en opposition avec l’acquisition synchronisée sur le signal
à échantillonner) s’effectue lorsque il n’est pas possible de corréler le phénomène à observer
et le mode d’observation, ou bien lorsque la fréquence d’échantillonnage est très nettement
inférieure à celle du signal à mesurer, ce qui est exactement notre cas puisque la fréquence
d’échantillonnage disponible sur le dispositif de mesure est d’environ 1kHz alors que l’analyse
concerne des parasites dont la bande passante est de plusieurs GHz.
Cette méthode d’acquisition ne donne donc pas d’informations temporelles ni fréquen-
tielles, mais seulement un nuage de points. Il est possible de s’imaginer le résultat en obser-
vant un oscilloscope dont la fréquence de balayage serait très inférieure à celle du signal à
observer, et non synchronisée (trigger) sur celui-ci. Cependant, il est possible de déduire plu-
sieurs informations d’une telle méthode d’acquisition en se basant sur l’analyse de densité de
probabilité (ddp) des valeurs rencontrées. En effet, la densité de probabilité nous renseigne
sur les valeurs minimum et maximum rencontrées, la valeur moyenne du signal et, de ma-
nière plus globale, les valeurs les plus probables. La répartition de densité de probabilité peut
aussi nous renseigner sur la forme globale du signal temporel. Chaque forme d’onde, signal
carré, triangulaire ou sinusoïdale, se caractérise par une répartition qui lui est propre, comme
le montrent les illustrations de la figure 22.5.
Le calcul de densité de probabilité s’appuie sur l’organisation des échantillons effectués au
cours du temps selon un nombre de classes, qui est le pas de représentation en abscisse, alors
que la densité est représentée en ordonnée. Pour un signal carré pur de rapport cyclique 50%,
il n’existe que deux valeurs possibles, et l’apparition de chacune d’elles est équiprobable, les
probabilités d’apparition des autres valeurs étant quasi-nulles. Ce n’est naturellement pas le
cas pour un signal sinusoïdal : les valeurs maximum et minimum ont une probabilité d’appa-
rition supérieure à toute autre valeur. Il est aussi intéressant de remarquer que la répartition de
densité de probabilité d’un signal sinusoïdal est symétrique autour de la valeur moyenne du
même signal temporel. Pour un signal triangulaire pur, l’apparition de chacune des valeurs est
équiprobable.
La densité de probabilité du premier ordre se définit comme la probabilité normée d’oc-
currence d’une valeur parmi n classes possibles (cela signifie que la surface affichée est 1)
comme dans la relation suivante : ∫ v(n)
v(0)
h(v) · dv = 1
avec h, la densité de probabilité.
Il est aussi possible de revenir à un affichage plus classique en ramenant le nombre d’oc-
currences trouvées pour une classe sur le nombre total d’échantillons, soit un pourcentage de
probabilité d’apparition.
Les calculs de densité de probabilité sont effectués par une fonction spécifique de Scilab
[SCILAB], dont les paramètres sont le vecteur des échantillons et le nombre de classes. La
densité de probabilité obtenue est normée sur la plage de variation. Pour les exemples de
la figure 22.5, le nombre de classes choisi est n=50 et la densité de probabilité du signal
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FIG. 22.5: Représentations temporelles de plusieurs signaux, accompagnées des représenta-
tions de leurs densités de probabilité (ddp).
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triangulaire est de 0,1 pour chacune des classes (réparties sur la pleine échelle).
pourcentage =
h(v) · plage de variation
n
d’où
0, 1 · 10
50
= 2%
Il est important de choisir un nombre suffisant d’échantillons afin que la densité de proba-
bilité des valeurs des échantillons soit réaliste par rapport aux nombres de classes. En ef-
fet, il semble, à première vue, commode d’augmenter le nombre de classes afin d’obtenir
un graphique plus précis, mais cela revient aussi à diminuer le nombre d’échantillons dans
chaque classe, rendant l’estimation de dénombrement erronée. [DECLERCQ-96] propose un
lien entre nombre d’échantillons et nombre possible de classes par la formule empirique de
« SICARD-MAX »,
n = 1 + 3, 3 · log10N
oùN est le nombre d’échantillons et n le nombre de classes voulues. Cette formule qui conduit
à un nombre d’acquisition gigantesque n’a pas été retrouvée dans d’autres ouvrages d’ana-
lyse des signaux pourtant cités en référence ([COTTET-00], [MAX-96], [TISSERAND-04],
[MAX-00]). Ce critère n’a pas été adopté pour les expériences suivantes car trop contraignant
voire inapplicable.
La précision de mesure influence aussi le nombre de classes possibles. Nous utilisons une








Nous choisirons donc un nombre de classes N tel que Vclasse = plage de variation/N 
∆V
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Chapitre 23
Mesures de bruit interne
L’expérience de susceptibilité embarquée dans ALFA2 a pour but de mesurer et quanti-
fier un signal parasite hors bande de fonctionnement après une E/S numérique typique des
technologies CMOS 0,18µm. Ce bruit correspond à une agression qui peut être de plusieurs
natures :
– Injection directe (directement sur la broche concernée à travers une capacité hyper-
fréquence) de 100MHz à 5GHz.
– Génération de la perturbation par rayonnement (GTEM ou LIHA).
Cette partie se consacre à l’agression en injection directe aussi appelée DPI (Direct Power
Injection).
23.1 L’agression DPI sur ALFA2
23.1.1 Description de l’injection
L’agression de type DPI [DPI] est basée sur l’injection d’un signal hyper-fréquence direc-
tement sur la broche du circuit intégré sous test à travers une capacité. La figure 23.1 décrit le
principe du banc d’injection DPI utilisé, dont les éléments sont :
– Le générateur hyper-fréquence HP83640A (10MHz-40GHz), aussi appelé synthétiseur,
génère le signal d’agression de type CW (Continuous Wave) entre 100MHz et 5GHz.
– L’amplification fournie la puissance nécessaire à l’injection. Celle-ci, de type DPI, né-
cessite rarement plus de 1W. Les amplificateurs utilisés sont : un amplificateur Nuclé-
tudes 0,1-1GHz 1W, puis la série d’amplificateur PRÂNA 20W de 1 à 8GHz (L002 :
1-2GHz ; S002 : 2-4GHz ; C002 : 4-8GHz)
– Le coupleur directif placé entre la sortie d’amplificateur et le point d’injection, per-
met de mesurer, à l’aide d’un wattmètre HP437B, la puissance incidente envoyée vers
le circuit ALFA2. Deux coupleurs sont utilisés pour couvrir la bande 0,1-5GHz : le
NARDA 3020A (50MHz-1GHz), couplage nominal de 20dB et le NARDA 3292-1
(1GHz-18GHz), couplage nominal de -13dB.
– Une capacité discrète d’injection en céramique, usuellement de 1nF. Pour la bande de
fréquence considérée, une capacité beaucoup plus petite (4,7pF) a été utilisée.
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Les autres éléments du banc, nécessaires à la mesure de bruit ou au fonctionnement du
circuit ALFA2 sont :
– La carte d’acquisition DAQ6020-E de National Instrument qui permet de mesurer la
tension fournie par le capteur on-chip. Cette carte utilise le port USB mais ne peut être
pilotée que par le langage propriétaire du constructeur, LabView.
– Un générateur de tension de 9V continu est nécessaire pour alimenter la carte électro-
nique.
– Un signal carré 0-1,8V et de fréquence 1,5MHz (rapport cyclique 50%) fournit un signal
d’horloge au ciruit ALFA2. C’est la broche sur laquelle est appliquée ce signal qui fait
l’objet d’une agression de type DPI.
FIG. 23.1: Principe utilisé pour l’injection capacitive.
Les photos de la figure 23.2 montrent le banc d’injection en utilisation. On peut distinguer
la baie de signal et d’amplification. Sur la table se trouvent de gauche à droite le généra-
teur d’horloge, surmonté du wattmètre, l’alimentation, la carte d’acquisition et l’ordinateur.
L’oscilloscope permet de contrôler les différents signaux de la carte électronique.
Afin de simplifier la modélisation de cette agression, cette injection est réalisée de manière
directe sans l’utilisation de bias-tee, comme le modèle HP33150A. Un morceau de câble semi-
rigide amène le signal d’agression au plus près du composant, la capacité hyper-fréquence
étant soudée directement entre l’âme faiblement dénudée de ce câble et la broche sous test de
ALFA2. Ce type de montage permet de limiter les pertes par rayonnement et les désadapta-
tions avant la capacité. Cette dernière est de type céramique de valeur 4,7pF en boîtier 0603,
référence ATC (American Technical Ceramics) 600S4R7CT 250T. Ce type de capacité, dotée
d’un coefficient de qualité élevé et d’une ESR1 très faible, est dédiée aux applications radio-
fréquences et hyper-fréquences. Elle réalise la fonction injection tandis que le filtrage inductif
du côté signal utile est réalisé par une simple résistance carbone et le comportement inductif
parasite des pistes de signal utile [MAURICE-95].
1« Equivalent Serial Resitor » : résistance série équivalente
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FIG. 23.2: Banc d’injection en place.
La figure 23.3 donne une description globale de l’injection réalisée, tandis que la photo de
la figure 23.4 montre le montage utilisé.
FIG. 23.3: Application du principe de de la DPI sur ALFA2.
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FIG. 23.4: ALFA2, son PCB et le semi-rigide d’injection.
23.1.2 Modèle de l’agression
La modélisation de l’injection capacitive est basée sur la
FIG. 23.5: Capacité céra-
mique CMS.
caractérisation de chacun des éléments de l’injection. La ca-
pacité céramique CMS utilisée, dont une photo est visible fi-
gure 23.5, a été caractérisée à l’aide d’un analyseur de réseau.
Pour cela le composant est soudé au bout d’un connecteur
SMA CMS. La différence entre cette mesure et la caracté-
risation du SMA seul permet de déduire l’impédance de la
capacité dont le modèle est un simple RLC série (voir figure
23.6). La figure 23.7 présente une simulation de ce modèle
ramené au bout d’une ligne de 7mm qui représente le connec-
teur SMA CMS utilisé pour la mesure, cette dernière étant représentée par les points noirs.
La pente à -20dB/décade correspond directement à l’effet capacitif du composant et le point
minimal de la résonance, à sa résistance série (ESR) dont on néglige les variations avec la
fréquence. L’augmentation d’impédance pour les fréquences les plus élevées est due à l’in-
ductance parasite de cette capacité (l’annexe C fournit de plus amples informations sur les
effets inductifs des capacités). Le tableau 23.1 résume les valeurs du modèle de la capacité
RF d’injection.
FIG. 23.6: Modèle équivalent de la capacité d’injection.
La résistance qui assure le filtrage de l’agression du côté générateur de signal utile (hor-
loge) a été caractérisée par un procédé similaire. Le modèle de cette résistance donnée pour
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TAB. 23.1: Valeurs des effets passifs associés à la capacité céramique d’injection.
228 23. Mesures de bruit interne
470Ω valide pour la gamme de fréquence DC-5GHz, est décrit dans la figure 23.8 tandis que la
figure 23.9 montre l’impédance de cette résistance, au bout d’une ligne représentant le connec-
teur SMA, afin de se conformer à la mesure, représentée par les points noirs. Le modèle est
bâti uniquement au vu de la mesure d’impédance.
FIG. 23.8: Modèle équivalent de la résistance utilisée pour filtrer l’agression du côté signal
utile.
FIG. 23.9: Impédance de la résistance, modèle (rouge) et les points de mesure (noir).
Le tableau 23.2 résume les valeurs du modèle de la résistance.
Finalement le modèle complet de l’injection est synthétisé dans la figure 23.10, où l’on
retrouve le modèle de la capacité d’injection et le modèle de la résistance de filtrage décrite
précédemment. La source d’agression, d’impédance interne 50Ω, est modélisée par une source
de tension Va. La source de signaux d’horloge est décrite par une source de tension VCLK
d’impédance 50Ω. Le schéma ne représente pas les câbles coaxiaux utilisés car leur présence
n’est pas nécessaire à la modélisation. Du côté DPI, l’agression est toujours vue comme une
source d’impédance 50Ω, que le câble soit présent ou pas. Ce dernier ne fait qu’introduire un
déphasage et un retard (si l’on néglige les pertes) et ne modifie pas le comportement global de






TAB. 23.2: Valeurs des effets passifs associés à la résistance de filtrage.
l’injection. Le phénomène de désapdaptation d’impédance existe même en l’absence du câble
lorsqu’une source d’impédance connue débite dans une charge quelconque non adaptée, et il
n’est pas nécessaire d’introduire une ligne pour reproduire ce phénomène.
FIG. 23.10: Modèle complet de l’agression DPI.
Une inductance Lpiste et une capacité Cpiste sont ajoutées afin de tenir compte de la piste
existant entre le connecteur amenant le signal utile et la résistance de filtrage. Leurs valeurs
sont déduites du calcul de l’impédance caractéristique d’une piste micro-ruban. Les relations
23.1 et 23.2 permettent de calculer l’impédance d’une ligne microruban de largeur W et
d’épaisseur t, posée à la hauteur h d’un plan de masse au dessus d’un substrat de constante
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Il est aussi possible de retrouver ces valeurs en utilisant le petit logiciel gratuit proposé sur
le site internet de Agilent, AppCAD [APPCAD].
En considérant une piste de longueur l, les inductances et capacités équivalentes de la piste
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TAB. 23.3: Valeurs des effets passifs associés à la piste métallique interne traversant ALFA2.
Il est important de noter que la résistance de filtrage HF, non prévue lors de la réalisation de
la carte CENTAURI, a été ajoutée peu avant l’expérience de DPI en sectionnant une partie de
la piste reliant l’âme du connecteur SMA à la broche IN. Cette piste n’est donc plus identique
à celle mentionnée dans la partie 24.1.2. La valeur trouvée ici par une estimation liée à des
paramètres dimensionnels est en bon accord avec la mesure si l’on considère une diminution
de la piste sur près de la moitié de sa longueur nominale.
23.2 Mesure de bruit interne
La mesure de bruit s’est déroulée selon la procédure suivante : pour une puissance inci-
dente 0dBm, 10dBm ou 15dBm et une fréquence d’agression (entre 0,1GHz et 5GHz) don-
nées, une mesure de bruit est effectuée dans ALFA2. Une mesure correspond à 10 000 échan-
tillons acquis à une fréquence de 1KHz, d’où une durée de mesure de 10s. L’affichage de la
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densité de probabilité est fourni immédiatement après une mesure par le programme LabView
qui contrôle la carte d’acquisition et l’échantillonnage. Cela permet de savoir rapidement, à
vue d’œil, si le circuit est perturbé ou non. Ce même programme gère ensuite l’enregistre-
ment des données. Une analyse plus fine de ce fichier résultat, qui rassemble sur une colonne
les 10 000 mesures de tension effectuées, est ensuite réalisée par un programme Scilab. Les
mesures comptent 26 fréquences entre 0,1GHz et 5GHz. Cette série de mesures est répétée
pour 3 puissances 10dBm, 15dBm et 20dBm, voire 26 et 29dBm pour quelques fréquences
seulement.
La puissance incidente fixe s’obtient en caractérisant au préalable la chaîne d’injection
avant la capacité. Pour cela, le taux de couplage des coupleurs a été caractérisé pour chacune
des fréquences souhaitées par une mesure de paramètre S21 à l’analyseur de réseau. Annoncé
de manière nominale à -13dB, ce taux varie en fait entre -17dB et -12,5dB à titre d’exemple
pour le coupleur NARDA3292-1. A partir de ces données, et grâce à la mesure de puissance
au niveau du coupleur, il est possible de déduire pour chacune des fréquences fn la puissance
incidente Pinc en sortie de coupleur :
Pinc(fn) = PWattmetre(fn) + Facteur de couplage(fn)
Les mesures de bruit interne couvrent les fréquences et puissances du tableau de la figure
23.11, ce qui permet d’observer à la fois le comportement du circuit selon la fréquence à puis-
sance d’agression fixe, ou le comportement pour une fréquence donnée lorsque la puissance
augmente. A faible niveau, toutes les fréquences d’agression ont pu être tentées sans risques
FIG. 23.11: Diagramme des essais en fonction de la fréquence et de la puissance d’agression.
de détériorer le circuit. Par la suite, la décision a été prise de limiter la puissance d’agression
pour les fréquences les plus susceptibles, d’où l’apparition de « trous » sur les autres lignes du
tableau.
Les graphiques de 23.13 à 23.15 montrent plusieurs densités de probabilité selon diffé-
rentes fréquences et puissances incidentes d’agression. Dans chacun des cas, le calcul des
probabilités est fait pour une échelle de 60 classes entre -0,5V et 2,5V, chaque classe couvrant
donc 50mV. Cette échelle a été choisie de façon à couvrir toutes les valeurs rencontrées lors
des mesures mais aussi pour faciliter les comparaisons entre deux graphiques. Afin d’amélio-
rer la compréhension, les histogrammes sont gradués en pourcentage d’occurrences possibles.
Le graphique de la figure 23.12 représente le résultat d’acquisition : valeurs en volt et
numéro de l’échantillon. On remarque l’absence de corrélation manifeste entre l’acquisition
et le signal d’horloge mais la répartition des points laissent envisager une plus forte pro-
babilité pour les valeurs 0 et 1,8V. Le classement de ces échantillons est représenté dans
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l’histogramme de la figure 23.13 qui permet de bien distinguer les deux zones équiprobables
du signal nominal. On retrouve en fait la densité de probabilité typique d’un signal carré de
rapport cyclique 50% : les deux valeurs nominales ont la même forte probabilité d’occurence
(30% chacune). Les batonnets présents de part et d’autre des valeurs nominales correspondent
très vraissemblablement à des petits overshoots internes ainsi qu’aux phénomènes transitoires
lors des changements d’états. Le monde « interne » de la puce électronique n’est pas parfait.
FIG. 23.12: Valeurs des échantillons pour un signal d’horloge nominal, sans agression.
La série d’histogrammes de la figure 23.14 montre une sensibilité réelle du circuit entre
200MHz et 1,5GHz. Au delà de 2GHz, il n’est possible que de mesurer un bruit de quelques
mV autour des valeurs nominales sans que celui-ci ne soit particulièrement perturbant pour le
circuit. En réalité ce bruit semble proche de celui observé dans la figure 23.13 et qui corres-
pond aux phénomènes transitoires des changements d’état internes.
La série d’histogrammes de la figure 23.15 montre une élévation du niveau de bruit interne
lorsque la puissance d’agression augmente. Cela est surtout vrai pour la fréquence d’agression
3GHz car à 100MHz le circuit reste globalement peu sensible. L’histogramme de la figure
23.16 représente les densités de probabilité pour une agression à 3GHz et selon différents
niveaux, et met en évidence la chute de tension du signal utile lors de l’augmentation du
niveau d’agression. Au vu des résultats obtenues, les mesures entre 200MHz et 2,4GHz pour
une puissance incidente supérieure à 15dBm n’ont pas été effectuées pour éviter tout risque
de destruction du circuit.
Le graphique de la figure 23.17 présente la répartition des densités de probabilité en fonc-
tion de la fréquence sous la forme d’un graphique 3D. On remarque aisément la zone de
fréquence pour laquelle les perturbations sont les plus importantes. Le gradient de couleur
correspond aux différentes fréquences, de façon à les distinguer plus facilement.
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FIG. 23.13: Histogramme de la densité de probabilité du signal nominal, sans agression.
Outre le fait que cette procédure de mesure permet de mesurer un bruit hors bande dans
un circuit numérique et de vérifier les écarts de valeurs internes, l’examen des histogrammes
permet de faire un ensemble de remarques parmi lesquelles :
– Les fréquences les plus élevées sont les moins susceptibles de provoquer l’apparition
d’un bruit interne,
– L’agression apparaît d’abord comme un signal supplémentaire autour des deux niveaux
logiques. À faible niveau d’agression, ces deux niveaux restent globalement équipro-
bables.
– Une perturbation importante se traduit généralement par un effondrement de la tension
du niveau logique « 1 », le comportement du circuit face aux agressions HF n’est donc
pas symétrique,
– La répartition des bâtonnets correspondant aux perturbations engendrées par l’agression
ne permet pas de déduire de manière sûre une quelconque forme d’onde comme celles
présentées dans la partie 22.2, mais seulement une amplitude de bruit.
À ce stade, il est important de souligner que même si les agressions ont lieu à puis-
sance incidente constante, cela ne signifie pas nécessairement que le circuit reçoit toujours
la même puissance quelle que soit la fréquence. En effet, afin de déterminer exactement le
niveau d’agression reçu, il est nécessaire de tenir compte des composants passifs qui réalisent
l’injection, d’où l’utilité des modèles de la partie 23.1.2.
23.3 Étude de la fonction de transfert « DPI »
Les agressions précédentes ont été faites à puissance constante. Les mesures de bruits on-
chip permettent de connaître le niveau interne à différentes fréquences. La déduction d’une
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FIG. 23.14: Histogrammes des densités de probabilité pour les échantillons de la tension in-
terne, en fonction de la fréquence pour une puissance d’agression de 10dBm.
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FIG. 23.15: Histogrammes des densités de probabilité pour les échantillons de la tension in-
terne, en fonction de la puissance selon des fréquence d’agression de 0,1GHz et
3GHz.
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FIG. 23.16: Densité de probabilité du signal interne selon trois puissances d’agression :
10dBm (rouge, normal), 20dBm (vert, épais) et 26dBm (noir, fin), à 3GHz.
fonction de transfert entre la source et le niveau interne est donc possible. Le modèle de l’in-
jection étant déterminée, il est possible calculer de manière empirique la fonction de transfert
en fréquence de l’E/S numérique seule. La fonction de transfert se déduit de la mesure du
niveau de bruit interne. Ce dernier est considéré comme le niveau de bruit autour du niveau
logique « 1 ».
La fonction de transfert du schéma de la figure 23.18 s’écrit :









CC · p + LC · p+RC
Zresistance = Rres2 + Lres · p+ Rres1
Rres1Cres · p
Zpiste =
Lpiste · p+ 50



























Le graphique de la figure 23.19 représente le gain en tension de la fonction de transfert sur
la gamme de fréquence utilisée.
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FIG. 23.17: Histogramme 3D représentant les densités de probabilité des échantillons selon la
fréquence et la tension, pour une agression de 10dBm. De fortes distorsions par
rapport aux pics 0V et 1,8V indiquent une forte susceptibilité.
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FIG. 23.18: Schéma de la fonction réalisant l’injection et le filtrage dans la DPI.
FIG. 23.19: Représentation graphique de la fonction de transfert du réseau passif utilisé pour
l’injection DPI.
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Seulement, cette fonction de transfert (en tension) n’est valable qu’à vide. En effet, c’est
le cas classique de la fonction de transfert d’un filtre et de sa perte d’insertion. Pour connaître
la tension aux bornes de ALFA pour un niveau d’agression déterminé, ce « filtre » doit être
représenté chargé, à son entrée, par une source d’impédance 50Ω, et sur sa sortie, par une
impédance représentant ALFA2. Un modèle d’impédance d’entrée de ALFA2 est donc néces-
saire pour déduire ensuite une fonction de transfert de l’E/S numérique.




24.1 Impédance de ALFA2 par la mesure
24.1.1 Description de la mesure
Les mesures d’impédance d’ALFA2 ont été réalisées à l’aide d’un analyseur de réseau,
lorsque que le circuit était alimenté puis non alimenté. La mesure d’impédance, qui concerne
la bande de fréquence utilisée pour la DPI c’est-à-dire 100MHz-5GHz, a été faite directement
sur la carte CENTAURI par le biais d’un connecteur SMA associé à la broche de l’E/S nu-
mérique. Cette mesure tient compte des effets passifs induits par la connectique et la piste de
PCB. Afin de dimensionner précisément ces effets, une deuxième mesure d’impédance a été
réalisée sur un PCB identique mais sans le circuit ALFA2. La différence des mesures permet
de caractériser l’impédance de ALFA2.
L’analyseur de réseau utilisé, un Agilent E8362B, fournit un fichier de point contenant
sur trois colonnes la fréquence, la partie réelle de l’impédance et la partie imaginaire, sur une
troisième colonne. Les analyses, calculs et affichages des impédances sont effectués à l’aide
de Scilab.
Les modèles suivants sont déduits des mesures d’impédances réalisées entre un point dé-
terminé et la masse de la carte. En effet, le but de la modélisation est d’assembler des compo-
sants passifs de type RLC de façon à réaliser un circuit dont l’impédance a un comportement
proche de celle mesurée (voir partie 1) tout en lui donnant une cohérence interne, c’est-à-dire
une signification physique tangible.
Les mesures d’impédance de ALFA2 ont été quelque peu épiques, ce qui explique les
techniques employées. La méthode de mesure la plus simple aurait été de monter ALFA2 sur
une carte de calibrage préalablement caractérisée et de mesurer l’impédance entre la broche
sous test et la broche de Vss reliée au plan de masse de la carte. Seulement le démontage
(par chauffage, pour dessouder le circuit) d’un des ALFA2, pour l’installer ensuite sur une de
ces cartes de calibrage, provoqua la désolidarisation du capot céramique protégeant la puce,
qui retomba sur cette dernière, la détruisant sur le coup. Un des trois ALFA2 disponibles en
JLCC-68 fut donc démonté, mort, laissant une carte CENTAURI sans circuit. La dramatique
expérience de démontage ne fut pas retentée sur les deux seuls circuits restant. La décision
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prise a donc été de caractériser ALFA2 sur la même carte que celle qui allait ensuite servir à
l’injection DPI. Ce qui explique des mesures complexes et donc sujettes à plus d’erreurs.
24.1.2 Modélisation des pistes Vdd et IN
La figure 24.1 montre la mesure d’impédance du connecteur SMA et de la piste reliée à la
broche IN de ALFA2 ainsi que la simulation du modèle équivalent déduit de cette mesure. Ce
dernier est décrit dans la figure 24.2 avec les valeurs suivantes : LSMA=0,4nH CSMA=0,8pF
Lpiste=2,1nH et Cpiste=1pF. Il est important de noter que cette piste n’est pas celle utilisée
pour l’agression DPI. La présente piste n’est utilisée que pour la caractérisation de ALFA2.
FIG. 24.1: Impédance du connecteur et de la piste, mesurée (trait noir fin) et simulée (trait
rouge épais).
FIG. 24.2: Modèle équivalent du connecteur SMA et de la piste reliée à la broche IN.
La figure 24.3 montre la mesure d’impédance du connecteur SMA et de la piste reliée
à la broche Vdd de ALFA2 ainsi que la simulation du modèle équivalent déduit de cette
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mesure. Le schéma électrique associé à cette simulation est en tout point identique à celui de la
figure 24.2, sauf pour les valeurs qui deviennent alors les suivantes : LSMA=1nHCSMA=0,8pF
Lpiste=4,1nH et Cpiste=1,5pF.
FIG. 24.3: Impédance du connecteur et de la piste reliée à la broche Vdd, mesurée (trait noir
fin) et simulée (trait rouge épais).
On notera une modification des valeurs attribuées au modèle du connecteur SMA par
rapport à celui déduit de la caractérisation de la broche IN. Cela peut être du à une qualité de
soudure ou une disposition légèrement différente par rapport au connecteur précédent.
24.1.3 Modélisation de ALFA2
L’entrée numérique
La figure 24.4 montre les mesures d’impédances sur la broche IN de ALFA2, alimenté et
non alimenté, et la masse de la carte. Ces dernières étant proches voire complètement assi-
milables, elles seront considérées égales pour la suite de l’étude. Ce faible écart s’explique
par le fait que la mesure d’impédance concerne une entrée numérique : c’est-à-dire des pro-
tections ESD et les grilles des transistors MOS. L’alimentation ne modifie que faiblement les
capacités de ces éléments, et leurs influences ne se remarquent quasiment pas pour la gamme
de fréquence employée. Ce n’est en revanche pas le cas pour un réseau d’alimentation dont
les paramètres RLC varient de manière plus franche avec la polarisation.
La mesure d’impédance d’entrée de ALFA2 tient compte de la piste de cuivre décrite dans
la partie 24.1.2, donc, en réutilisant ce modèle, on peut revenir au schéma de la figure 24.5
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FIG. 24.4: Impédance de l’entrée de ALFA2, circuit alimenté (trait rouge épais) et non ali-
menté (trait noir fin).
FIG. 24.5: Principe de la mesure d’impédance d’entrée numérique de ALFA2 connectée en
bout de piste.
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A partir de la mesure d’impédance globale (piste + entrée numérique) et du schéma de la
figure 24.5, il est possible de déduire l’impédance ZALFA de l’entrée seule en posant :
Zglobale = LSMA · p+
Lpiste · p+ ZALFAZALFA Cpiste·p+1(
Lpiste · p+ ZALFAZALFA Cpiste·p+1
)
· CSMA · p+ 1
où, 1 : SMA et 2 : piste
ZALFA =
−L2L1C1 p3 + ZgL2C1 p2 − (L1 + L2) p+ Zg
L1L2C1C2 p4 − ZgL2C1C2 p3 + (C1L1 + C2L1 + C2L2) p2 − Zg(C2 + C1) p+ 1
(24.1)
L’application de l’équation 24.1 au fichier de mesure d’impédance permet de déduire la
courbe noire (trait fin) du graphique 24.6 représentant l’impédance de l’entrée de ALFA2.
C’est à cette impédance qu’est comparé le résultat de simulation du modèle décrit dans la
figure 24.7.
FIG. 24.6: Impédance de l’entrée numérique de ALFA2, mesurée (trait noir fin) et simulée
(trait rouge épais).
Les calculs utilisent une méthode matricielle basée sur la méthode de Kron. La topologie
du circuit est décrite par la matrice d’impédance [Z] (relation 24.2) dans l’espace des bras
et par la matrice de connectivité [C] (relation 24.3) qui lie l’espace des bras et l’espace des
mailles. Dans le schéma de la figure 24.7, les mailles sont numérotées en chiffres romains
tandis que les références des bras apparaissent entourées d’un cercle rouge.
[Z] =





Cin·p + Lin · p+Rin 0
0 0 0 Zdie·(Lp−vss·p+Rp−vss)
Zdie+Lp−vss·p+Rp−vss
 (24.2)
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FIG. 24.7: Modèle d’impédance pour ALFA2 pour la broche IN.
avec










La méthode de Kron s’appuie sur l’égalité 24.4 où le vecteur [E] désigne le vecteur des
sources du circuit dans l’espace des mailles et [J ] le vecteur des courants dans l’espace des
mailles.
[E] = [C]T · [Z] · [C] · [J ] (24.4)
Le calcul de l’impédance se déduit du rapport entre la tension de la source branchée entre
l’entrée numérique et la masse, et le courant débité par celle-ci. Appliqué à notre système
matriciel, cela revient à connaître l’inverse du courant dans la maille I, là où se trouve la











Même si la topologie du circuit est dictée par des contraintes physiques fortes (le circuit
est constitué d’un package, de fils de bonding, de pads, etc.) sa constitution exacte est très
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difficile à déterminer car il n’est pas possible de connaître à l’avance les éléments dont l’in-
fluence domine. Ensuite, retrouver les valeurs exactes de chacun des composants pour que
l’impédance simulée soit en accord avec celle mesurée tient de la gageure : chaque élément a
des incidences multiples sur l’ensemble du spectre visé. La littérature propose de nombreux
modèles mais la plupart d’entre eux se limite à une bande de fréquence inférieure à 1GHz.
La capacité entre la puce et le plan de masse a une influence réelle sur l’impédance glo-
bale du circuit dans la partie la plus élevée du spectre. A noter que pour des commodités de
calcul, de représentation mais aussi de réalisme la résistanceRin croit avec la fréquence et tra-
duit ainsi l’effet de peau existant à l’intérieur du circuit. La relation 24.5 présente la formule
usuelle de l’effet de peau pour un conducteur dont le rayon évolue selon l’axe X .





où J est la densité de courant par unité de surface et σ est la conductivité en Siemens/m
(σCuivre = 58 · 106S/m). δ est l’épaisseur de peau où se concentre 63% du courant.
Si l’on applique l’effet de peau à un conducteur circulaire de rayon a, de longueur l et de




et devient, en régime alternatif, en posant que le courant ne circule plus que dans l’épaisseur
de peau (approximation valable qu’en haute fréquence) :
R = ρ
l
pia2 − pi(a− δ)2 = ρ
l
δ(2pia− δ)
δ(2pia− δ) ≈ 2δpia en posant δ  a
d’où
R = R0 · a
2 · δ = R0 · k
√




On obtient donc une résistance qui évolue comme la racine carré de la fréquence. Cette
équation ne fonctionne naturellement qu’en haute fréquence, sinon les approximations faites
ne sont plus valides. Là encore, la valeur du coefficient k a nécessité plusieurs itérations pour
arriver à un résultat convenable.
Le tableau 24.1 résume les différentes valeurs du modèle de l’entrée numérique de ALFA2.
Broche Vdd
La figure 24.8 montre les mesures d’impédances sur la broche Vdd (alimentation de la
partie numérique) de ALFA2 alimenté et non alimenté. On remarque une différence notable
en dessous de 1GHz, au delà, les courbes sont identiques.
Comme pour la broche IN, la mesure d’impédance effectuée sur la broche Vdd tenait
compte de la piste et du connecteur SMA. Ces derniers ayant été modélisés dans la partie
24.1.2, leurs effets ont donc été déduits de la mesure afin de n’obtenir que le comportement de
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Désignation Valeur Signification physique
Rp−in 2Ω Effet du package, broche IN
Lp−in 2nH Effet du package, broche IN
Cp−in 1,9pf Effet du package, broche IN
Rp−vss 2Ω Effet du package, broche IN
Lp−vss 2nH Effet du package, broche Vss
Rin 13 ×k
√
f Résistance interne et effet de peau, k = 6, 5 · 10−6
Lin 2,8nH Effet inductif interne / bonding
Cin 1,6pF Capacité interne
Cdie 3pF Capacité de la puce montée sur son package
Rdie 20 Résistance du silicium
TAB. 24.1: Valeurs associées aux éléments du modèle de l’entrée numérique sur ALFA2.
FIG. 24.8: Impédance de l’alimentation (broche Vdd) de ALFA2, circuit alimenté (trait rouge
épais) et non alimenté (trait noir fin).
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l’impédance de la broche Vdd, visible figure 24.9. Une technique analogue à celle employée
pour la modélisation de la broche IN a ensuite été utilisée et la topologie du schéma est très
proche de celle créée pour la simulation d’impédance de la broche IN.
Un soin particulier a été porté à la schématique globale afin que celle-ci soit cohérente
avec celle établie dans la partie précédente. En effet, les éléments Cdie, Rdie, Lp−vss, sont
communs aux deux modèles, IN et Vdd. Il est impératif que ces valeurs n’évoluent pas afin
de pouvoir créer un modèle global.
FIG. 24.9: Impédance de l’alimentation Vdd de ALFA2, mesurée (trait noir fin) et simulée
(trait rouge épais).
La figure 24.10 représente le modèle électrique utilisé pour simuler l’impédance de la
broche Vdd, dont le résultat est visible dans la figure 24.9 (trait rouge épais).
Les calculs d’impédance ont été effectués en utilisant la même méthode matricielle. Le
schéma étant très proche de celui utilisé pour simuler l’impédance de la broche IN, les ma-
trices d’impédance et de changement d’espace sont aussi très proches.
[Z] =





Cvdd·p + Lvdd · p+Rvdd 0
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Le tableau 24.2 résume les différentes valeurs du modèle de l’entrée numérique de ALFA2.
La capacité on-chip de l’alimentation est relativement faible par rapport à celle attendue. En
effet, elle est due au cœur numérique de ALFA2. Ce dernier était destiné à mesurer les bruits
de commutation d’un nombre important de portes logiques. Désactivé pour nos mesures afin
qu’il ne génère pas de bruit, ce cœur numérique n’en reste pas moins alimenté. Sa capacité
intrinsèque Vdd-Vss est de plusieurs centaines de pF. À la fréquence à laquelle les calculs
sont effectués, il est probable qu’une telle capacité soit peu visible et son effet se ressent alors
avant 100MHz.
Les valeurs de l’inductance et de la capacité de package obtenues sont, a fortiori, relative-
ment élevées, en comparaison de celles obtenues pour le modèle de la broche IN, alors que la
piste interne au package de cette dernière est plus longue.
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Désignation Valeur Signification physiques
Rp−vdd 2Ω Effet du package, broche Vdd
Lp−vdd 7nH Effet du package, broche Vdd
Cp−vdd 10pf Effet du package, broche Vdd
Rp−vss 2Ω Effet du package, broche Vdd
Lp−vss 2nH Effet du package, broche Vss
Lvdd 15nH Effet inductif interne
Cvdd 30pF Capacité interne
Ralim 8 ×k
√
f Résistance interne et effet de peau, k = 5 · 10−5
Cdie 3pF Capacité de la puce montée sur son package
Rdie 20Ω Résistance du silicium
TAB. 24.2: Valeurs associées aux éléments du modèle de la broche Vdd de ALFA2.
24.1.4 Modèle complet et conclusion sur la modélisation par la mesure
Les valeurs des éléments obtenues permettent, certes, de donner une bonne approximation
de l’impédance mesurée mais n’apporte pas nécessairement des informations cohérentes sur la
constitution interne du circuit. La figure 24.11 résume sur un seul schéma les modèles obtenus
pour la simulation des impédances des broches Vdd et IN, valide jusqu’à 5GHz.
FIG. 24.11: Schéma électrique global modélisant ALFA2, à partir des mesures d’impédances.
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La modélisation basée sur les mesures d’impédances ne donne aucune information sur les
éléments actifs internes. Une étape supplémentaire basée sur une recherche d’informations à
propos de la technologie utilisée est alors nécessaire pour proposer un modèle actif valide ou,
tout au moins, réaliste.
Les connaissances approfondies sur la constitution et la conception de ALFA2 permettent
d’envisager une deuxième approche de modélisation basée sur les dimensions des différents
constituants du circuit intégré.
24.2 Modèle déduit de la géométrie et de la construction de
ALFA2
La puce est montée dans un package céramique. Les pistes internes de ce dernier sont
reliées aux E/S du circuit par l’intermédiaire de fils de bonding. L’E/S numérique, centre de
notre étude, est reliée à l’intérieur de la puce à une autre E/S, analogique cette fois, par l’in-
termédiaire d’une simple piste métallique. Les caractéristiques dimensionnelles et physiques
de chacun de ces éléments sont connues. Nous disposons donc d’un nombre d’informations
suffisamment important sur ALFA2 pour envisager une modélisation systématique de tous les
éléments qui entrent en jeu dans le fonctionnement du circuit. Les parties conductrices (métal
et semiconducteur) sont modélisées par des circuits RLC mais nous négligerons les couplages
communs, qu’ils soient capacitifs ou inductifs. Les données techniques concernent à la fois
des informations sur les dimensions des éléments mais aussi sur la schématique interne de
ALFA2.
Le constructeur ST-Microelectronics a également fourni des informations relatives à la
constitution interne de l’E/S sous forme de schéma électrique et de données extraites de
fichiers IBIS typiques de l’entré numérique employée (il n’existe pas de fichier IBIS pour
ALFA2, car ce n’est pas un circuit industriel).
24.2.1 Modélisation des pistes du boîtier
Le plan de la figure 24.12 présente la répartition des pistes de métal à l’intérieur du pa-
ckage. La datasheet [KYOCERA] de ce dernier donne une foule d’informations sur les dimen-
sions de ces parties métalliques : longueur, largeur, matériaux des pistes, épaisseur, céramique
du substrat, etc.
Les pistes métalliques sont constituées d’un alliage d’aluminium (σ =3,8·107 S/m et
µr =1) et sont d’une épaisseur régulière de 155µm mais n’ont pas une largeur ni une lon-
gueur uniforme. La figure 24.13 montre ce type de piste « dépliée » (on négligera les effets de
coude pour les fréquences en jeu). Ce type de piste sera considérée de largeur uniforme sur
toute sa longueur pour le reste de l’étude. Cette largeur choisie est arbitrairement la moyenne




La piste métallique du package peut donc être assimilée à une ligne micro ruban disposée
au dessus du plan de masse du PCB. Si l’on examine attentivement la position de ALFA2
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FIG. 24.12: Plan de package extrait de la datasheet [KYOCERA].
FIG. 24.13: Piste de package.
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sur sa carte de test, on remarque une alternance de matériaux entre la piste métallique et le
plan de masse du PCB. Ces derniers sont la céramique Al2O3 (εr =9,5 ; épaisseur=1,5mm) du
package, l’air (εr =1 ; épaisseur=1mm) et le substrat polyimide (εr =3,4 ; épaisseur=0,3mm)
du PCB. Pour finir, le circuit étant refermé par un capot, la piste est recouverte d’une couche
de céramique de 1,1mm d’épaisseur. Cette configuration de ligne micro ruban, décrite dans
la figure 24.14, est complexe et difficile à modéliser ainsi. Afin de simplifier le modèle, le
substrat est considéré comme homogène, de même permittivité. La configuration simplifiée
est décrite dans la figure 24.15.
FIG. 24.14: ALFA2 sur son PCB. Une couche d’air existe entre le substrat du circuit et celui
du PCB
FIG. 24.15: Représentation d’une ligne microruban enterrée dans un substrat.
[WADELL-91] propose une formule de calcul de l’impédance caractéristique d’une ligne
micro ruban enterrée à partir d’une modification de la formule d’impédance caractéristique
exprimée par la relation 23.1. Soit Z0 l’impédance caractéristique de la ligne non enterrée,











Ces formules de calcul d’impédance caractéristique permettent de déduire les effets in-









c · ZC · l
Le modèle LC de chaque piste peut ensuite être complété par un calcul de résistance en
tenant compte de l’effet de peau décrit dans la partie 24.1.3 par la relation 24.5. Les pistes




avec S est la surface utile, que l’on considérera comme S = 2δ (t+W ) car δ  W ou t, pour







σ · (W + t)
√
f
La figure 24.16 représente le modèle RLC ainsi obtenu pour une telle piste. Cette topologie
n’est pas unique, car on pourrait y préférer un modèle en « T » ou en «Π » mais ce schéma
reste le plus simple et le plus souple d’utilisation.
FIG. 24.16: Modèle RLC déduit des spécifications géométriques.
Le tableau 24.3 résume les spécifications géométriques de chacune des pistes concernées
par l’étude et les valeurs des éléments RLC qui en découlent. A noter que les valeurs ainsi
obtenues sont compatibles avec les données de la littérature [BAKOGLU-90].
24.2.2 Modélisation des fils de Bonding
[WADELL-91] propose une formule expérimentale de calcul des effets inductifs et ca-
pacitifs induits par un fil de bonding tel que celui décrit dans la figure 24.17, qui montre la
géométrie employée.
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Désignation Description Valeur
Lp−IN piste IN (E/S numérique) 7,56nH
Cp−IN l=11,1mm 1,05pF
Rp−IN 39,3mΩ à 1GHz 0,63mΩ
Lp−V dd piste Vdd 6,25nH
Cp−V dd l=9,2mm 0,87pF
Rp−V dd 32,6mΩ à 1GHz 0,52mΩ
Lp−V ss piste Vss 6,20nH
Cp−V ss l=9,1mm 0,86pF
Rp−V dd 32,2mΩ à 1GHz 0,51mΩ
TAB. 24.3: Valeurs de éléments RLC attribués aux pistes de package.
FIG. 24.17: Fil de bonding au dessus d’un plan conducteur.
24.2. Modèle déduit de la géométrie et de la construction de ALFA2 257
où r est le diamètre du fil. Les dimensions sont en pouces pour ces deux formules.
C =
1, 4337 · d
ln(p(x))
(pF)
La figure 24.18 représente la puce ALFA2, ses fils de bonding et son package. Cette image
est construite à partir d’une analyse aux rayons X et permet d’apprécier les longueurs de bon-
ding. Le tableau 24.4 résume les différentes longueurs, inductances, résistances et capacités
obtenues pour les fils de bonding concernés : IN, Vdd et Vss. Il est importer de noter que
les fils de bonding de ALFA2 sont entourés d’air et se situent au dessus d’un plan métallique
doré, interne au package comme le montre la figure 24.19.
FIG. 24.18: Vue de ALFA2 et des fils de bonding.
FIG. 24.19: Bonding de ALFA2 au dessus d’un plan métallique doré.
En effet, la puce est montée par soudure or-silicium sur un plan métallique se situant
dans une cavité aménagée à l’intérieur même de la céramique du package. Les circuits RLC
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décrivant le comportement du bonding sont donc précisément à prendre en compte par rap-
port à ce plan de référence. Pour les calculs, nous considéreront des fils de bonding en or
(σor=4,1·107S/m) de 20µm de diamètre, une section habituelle pour connecter ce genre de
circuit. La résistance du fil de bonding mentionnée fait référence à sa résistance en courant
continu mais aussi à l’effet de peau, et s’écrit en HF (f>500MHz) selon la relation 24.6 (page
247), c’est-à-dire :
R = R0 · k
√
f
Le tableau 24.4 résume les valeurs des effets passifs des bondings de chacune des broches
utilisées.
Désignation Description Valeur
LIN Bonding de l’entrée numérique 4,95nH
CIN d=4,2mm 0,045pF
RIN k=6,36·10−6 ≈0,32Ω
LV dd Bonding du Vdd 3,75nH
CV dd d=3,3 mm 0,037pF
RV ss k=6,36·10−6 ≈0,25Ω
LV ss Bonding du Vss 3,49nH
CV ss d=3,1 mm 0,035pF
RV ss k=6,36·10−6 ≈0,24Ω
TAB. 24.4: Valeurs des effets passifs des fils de bondings pour ALFA2.
24.2.3 La puce en silicium et le plan de masse interne du boîtier
La puce de silicium est montée sur un plan métallique doré de 7,62mm de côté qui consti-
tue le fond d’une cavité profonde de 550µm aménagée dans la céramique du package comme
le montre la figure 24.20.
FIG. 24.20: Plan métallique interne au package.
Il existe donc une capacité parasite entre le plan métallique interne au package et le plan de
masse du PCB situé 2,25mm en dessous (là encore, le substrat est considéré comme uniforme
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La capacité équivalente de ce plan de métallique interne (pmi) est donc Cpmi=2,16pF.
FIG. 24.21: Représentation des effets passifs du chip de silicium monté sur le plan métallique
du package.
La puce en silicium peut être vue comme un barreau de silicium de surface
S=1650µm×2030µm et de longueur l=490µm (épaisseur du wafer de silicium) comme le




La conductivité du silicium est fonction du dopage du silicium, ici un substrat de type P faible-
ment dopé (approximativement 10·1014cm−3, soit une mobilité µ de 490cm2/V·s ) [ATLAS] :
σSi = q µN
d’où σ=7,84S/m, et RSi=18,65Ω. L’effet de peau n’est pas prix en compte pour cet élément.
Le tableau 24.5 résume les valeurs des effets passifs découlant du montage de la puce dans
son package.
Désignation Description Valeur
Cpmi Capacité plan métallique, plan de masse 2,16pF
RSi Résistance équivalente du substrat silicium 18,65Ω
TAB. 24.5: Valeurs des effets passifs associés au substrat silicium et à son support métallique.
24.2.4 Modèle de l’E/S numérique
Le constructeur de ALFA2, ST-Microelectronics, a gracieusement fourni des modèles in-
ternes de l’E/S numérique utilisée afin de mieux comprendre la constitution interne du circuit.
La figure 24.22 représente la schématique globale de l’E/S numérique, munie de ses protec-
tions ESD et d’un trigger de Schmitt, reliée par l’intermédiaire de la piste interne à une E/S
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analogique. La figure 24.23 reprend de manière plus détaillée le schéma précis de l’E/S numé-
rique. Les valeurs des éléments mentionnés sont présentées dans le tableau 24.6. Les capacités
parasites des transistors dépendent avant tout de la technologie et sont prises en compte dans
la simulation au niveau du modèle SPICE qui comporte des indications sur les capacités li-
néiques typiques (paramètres CJ=capacité substrat jonction, CJSW=capacité substrat jonction
latéral, CGSO= capacité grille source, CGDO= capacité grille drain). Lors du calcul, le simu-
lateur SPICE utilisé, Winspice [WINSPICE] qui gère les modèles BSIM3, déduit alors les
capacités parasites en fonction des dimensions des transistors.
FIG. 24.22: Structure globale des IO reliées par la piste interne.
FIG. 24.23: Schéma de l’E/S numérique.
On remarque la structure étagée de la protection ESD de l’E/S : diode vers Vdd et Vss,
résistance puis diode zener et encore résistance. Cette disposition permet de limiter les effets
des agressions ESD énergétiques et rapides (voir 2.2 dans la partie I) par évacuation vers le
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Désignation Valeur Description
R1 136Ω Résistance de protection ESD
R2 325Ω Résistance de protection ESD
T1 W=8,20µm, L=0,2µm Transistor PMOS
T2 W=3,00µm, L=0,22µm Transistor NMOS
T3 W=3,02µm, L=0,38µm Transistor PMOS
T4 W=1,14µm, L=0,38µm Transistor NMOS
T5 W=32,00µm, L=0,18µm Transistor PMOS
T6 W=16,50µm, L=0,18µm Transistor NMOS
TAB. 24.6: Valeurs des effets passifs associés au substrat silicium et à son support métallique.
Vdd et le Vss puis par écrêtage. Les transistors T5 et T6 forment un driver de ligne. On re-
marque la différence de largeur de canal W entre PMOS et NMOS (voir tableau 24.6) palliant
ainsi la différence de mobilité des porteurs.
A noter qu’il existe une protection ESD particulière entre le Vdd et le Vss. Elle se dé-
clenche sur les forts dV/dt et court-circuite Vdd et Vss afin d’éliminer la surtension par effet
joule. La figure 24.24 donne un schéma succinct de cette protection ESD. Les dimensions du
transistor T4 sont évidemment en relation avec sa fonction, c’est-à-dire l’élimination de la
perturbation.
FIG. 24.24: Protection ESD entre le Vdd et le Vss.
24.2.5 Modélisation de la piste métallique interne de ALFA2
La piste traversant la puce ALFA2 et reliant l’E/S numérique à l’E/S analogique est réa-
lisée en aluminium du sixième niveau, le plus élevé pour la technologie employée. La figure
24.25 donne une description détaillée de cette piste interne.
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FIG. 24.25: Représentation synthétique de la piste métallique traversant ALFA2 (les échelles
ne sont pas respectées).
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La modélisation de la piste est basée là encore sur l’utilisation des calculs d’impédance
caractéristique d’une piste micro-ruban (voir la relation 23.1, page 229). Pour cette piste, la
référence de potentiel choisie est la surface du bloc de silicium en négligeant sa résistance
interne devant les dimensions réduites de la piste. La piste interne est donc modélisée par un
simple RLC dont les valeurs sont visibles dans le tableau 24.7. La résistance est calculée selon





TAB. 24.7: Valeurs des effets passifs associés à la piste métallique interne traversant ALFA2.
24.2.6 Modèle complet et conclusion sur la modélisation géométrique
Chacun des éléments entrant en jeu dans le fonctionnement de la puce sont maintenant
modélisés par des éléments passifs et actifs. Le schéma global regroupant tous ces modèles
est fourni dans la figure 24.26. Tous les éléments précédemment modélisés y sont répertoriés
et placés de manière à toujours respecter la construction du circuit.
FIG. 24.26: Schéma électrique global modélisant l’E/S numérique de ALFA2, à partir des
informations techniques du circuit.
On notera l’ajout sur ce schéma de la capacité Ccomp de 1,3pF mentionnée dans le fichier
IBIS (voir la table 24.8). Ce dernier ne précise pas la position exacte de cet élément dans la
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schématique globale de l’E/S mais sa position la plus probable est en parallèle avec une des
diodes de protection.
De plus, afin de tenir compte de la capacité présente entre le Vdd et le Vss à l’intérieur
même de la puce ALFA2 un circuit Rvdd2Cvdd2 a été ajouté. L’estimation de ces valeurs est
difficile car ce circuit représente la capacité de tout le réseau d’alimentation. Par rapport à la
taille du circuit et au nombre de fonctions implémentées, la valeur de la capacité peut être
estimée à 300pF. La résistance Rvdd2 de 3Ω qui lui est associée sert à limiter d’éventuelles
résonances.
Le schéma finalement obtenu est quelque peu différent de celui directement déduit de la
mesure (voir figure 24.11 251) tant par la topologie que par les valeurs des éléments. Pourtant,
l’impédance d’entrée du modèle SPICE n’est pas éloignée de la mesure, comme le montre la
figure 24.27. La corrélation est très correcte, si l’on tient compte de la complexité du modèle
établi. Cela souligne la non unicité des solutions pour la construction des modèles d’impé-
dances.
FIG. 24.27: Impédance d’entrée de ALFA2, mesurée (trait noir fin) et simulée en mode AC
sous SPICE (trait bleu).
La source d’agression est modélisée par un générateur de tension sinusoïdale d’impédance
50Ω. L’amplitude e cette tension est liée à la puissance incidente Pinc d’agression que l’on




La table 24.9 donne un extrait du fichier IBIS utilisé pour simuler l’E/S de ALFA2 sous
agression DPI. On y retrouve les éléments de l’injection DPI et évidemment le modèle de
l’E/S numérique.
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|v3.2|Vinh 0.812V 0.686V 0.881V
|v3.2|Vinl 1.083V 0.976V 1.137V
[Temperature Range] 25 125 -40
[Voltage Range] 1.8V 1.55V 1.95V
[GND Clamp Reference] 0.000V 0.000V 0.000V
[GND_clamp]
-1.55V -0.3329A -0.3644A -0.3104A
-1.521V -0.3165A -0.3485A -0.2951A
-1.307V -0.198A -0.2252A -0.181A
-1.093V -85.14mA -0.108A -71.1mA
-0.878V -4.578mA -16.48mA -0.9155mA
-0.664V -0.3053mA -0.6106mA -0.3053mA
-0.45V -0.3052mA -0.6105mA -0.3052mA
-0.236V -3.196pA -0.7336nA -3.13pA
-21mV -1.927pA -7.356pA -2.055pA
0.000V -1.814pA -5.853pA -1.95pA
43mV -1.584pA -4.113pA -1.735pA
0.471V 0.000A 0.000A 0.000A
0.9V 2.738pA 2.743pA 2.55pA
1.328V 4.894pA 5.797pA 4.691pA
| End [Model] SCHMITCH
TAB. 24.8: Extrait du fichier IBIS de l’E/S numérique de ALFA2.
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Valim 8 0 DC 1.8 AC 0 0
Vgbf 17 0 DC 1.8 AC 0 0 PULSE(0 1.8 0n 25n 25n 350n 750n)
Vghf 18 0 DC 0 AC 1.2 0 SIN(0.0 2 1000E6 0.0 0.0)
Rgbf 17 30 50
Lpiste 30 31 1.2n
Cpiste 31 0 0.5p
Rres2 28 31 35
Rres1 28 29 445
Cres 29 28 0.6p
Lres 29 13 1.5n
Rghf 18 25 50
Lc 25 26 0.9n
Rc 26 27 0.1
Cc 27 13 4.7p
Rpin 13 12 0.63
Lpin 12 9 7.56n
Cpin 9 0 1.05p
Lin 9 10 4.95n
Rin 10 6 0.32
Resd1 6 24 136
Resd2 24 19 325
....
Rvdd2 5 32 0.2
Cvdd2 32 2 300p
....
.MODEL DIOD D VJ=0.5 RS=5 BV=10 N=1.2 CJO=1p
D1 6 5 DIOD
D2 2 6 DIOD
D3 2 24 DIOD
....
MN1 2 3 4 2 MN018 W=16.5u L=0.18u
MP1 5 3 4 5 MP018 W=32u L=0.18u
.MODEL MN018 NMOS
+ LEVEL=3 TPG=+1
+ GAMMA=0.2 THETA=0.5 KAPPA=0.1 ETA=0.002
+ DELTA=0.0 UO=620 VMAX=100E3 VTO=0.4
+ TOX=3e-9 XJ=0.1U LD=0.00U NSUB=1E+18
+ NSS=0.2 NFS=7E11 RD=1 RS=1




TAB. 24.9: Extrait du fichier SPICE modèle d’ALFA2.
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Le modèle complet de ALFA2 ainsi que des entités d’agression DPI permettent d’envisa-
ger une modélisation du bruit interne lors d’une agression. La partie suivante est dédiée aux
simulations de ce modèle complet et à la corrélation tension interne mesurée et simulée.
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Chapitre 25
Étude de l’E/S numérique sous agression
Les mesures de bruits internes effectuées permettent de déduire un certain nombre de pro-
priétés de l’E/S numérique. Elles permettent en outre de vérifier le modèle de SPICE obtenu
précédemment.
25.1 Fonction de transfert de l’E/S numérique
25.1.1 Niveau de bruit interne
Lamesure interne permet de déduire une amplitude de bruit présente à l’intérieur du circuit
intégré, après l’E/S numérique. En effet, à partir des histogrammes de densité de probabilité, il
est possible de déduire un niveau de bruit autour des positions « 0 » et « 1 » comme le montre
la figure 25.1.
Un bâtonnet est considéré comme du bruit quand son amplitude est supérieure à 10%
du bâtonnet maximum d’un des niveaux logiques. Le niveau de bruit considéré est alors la
différence des tensions de classe. Bien qu’approximatif, ce critère permet de déduire un niveau
de bruit interne pour chaque fréquence d’agression. De plus, on considère que le bruit interne
est un signal alternatif de même fréquence que l’agression externe. Cette approximation nous
permet de nous affranchir des tensions continues internes provoquées par des phénomènes de
détections.
La figure 25.2 présente la courbe de niveau de bruit interne en fonction de la fréquence
pour une puissance d’agression incidente de 10dBm, selon le niveau logique. On constate que
le niveau « 1 » est plus instable que le niveau « 0 ».
25.1.2 Niveau de bruit en entrée
Dans la partie 23.3 est mentionné un modèle équivalent de l’agression DPI et la fonction de
transfert en tension qui en découle. Seulement une fonction de transfert en tension ne permet
pas de déterminer le comportement réel lorsque le circuit est chargé par une charge variable
en fonction de la fréquence, dans notre cas par l’entrée de ALFA2.
La partie 24 propose, quant à elle, une modélisation de ALFA2. En réutilisant l’impédance
d’entrée de l’E/S numérique, il devient donc possible de charger de manière réelle le modèle
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FIG. 25.1: Les histogrammes de densité de probabilité permettent de déduire un niveau ap-
proximatif de bruit autour des niveaux logiques.
FIG. 25.2: Niveau de bruit interne pour une agression CW de 10dBm autour du niveau « 0 »
(trait noir épais) et du niveau « 1 » (trait rouge)
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d’agression DPI et donc de déduire la tension présente aux bornes de ALFA2 en fonction de la
fréquence. Pour des raisons de commodités, nous utilisons le modèle d’impédance analytique
car il présente l’intérêt d’être un compromis intéressant entre le modèle SPICE et la mesure.
Le schéma de la figure 25.3 résume l’agencement des différents éléments : Zc est l’impé-
dance équivalente de la capacité d’injection, Zr, celle de la résistance et Zp, celle de la piste
d’entrée. Le générateur d’horloge est réduit à son impédance interne, c’est-à-dire 50Ω. L’inté-
rêt se porte avant tout sur la tension aux bornes de l’impédance modélisant ALFA2. Il devient
alors possible de déduire la fonction de transfert en tension entre la source e et la tension
VALFA visible figure 25.4.
FIG. 25.3: Schéma de l’agression DPI chargée par l’E/S numérique de ALFA2, ici réduite à
son impédance vue de « l’extérieur ».
On remarquera que la fonction de transfert en tension s’effondre avec l’impédance d’en-
trée de ALFA2. Seulement dans le même temps, l’impédance de la capacité d’injection aug-
mente peu : le générateur est alors adapté en courant. Quand l’impédance du circuit est la
plus faible, l’injection de puissance devient une injection de courant, qui provoque alors les
susceptibilités.
25.1.3 Fonction de transfert
A partir des tensions externes et des tensions internes, il est alors possible de déduire une
fonction de transfert de l’E/S numérique en tension, c’est-à-dire sa capacité à transmettre un
signal hors bande comme le montre la figure 25.5.
La figure 25.6 présente la fonction de transfert sur chacun des deux états logiques pour
une agression de puissance incidente 10dBm. Cette fonction de transfert reste globalement
valable pour des niveaux d’agression supérieurs (à condition de ne pas détruire le circuit !)
Outre le fait que cette fonction de transfert correspond à l’augmentation du niveau de
bruit pour la gamme de fréquence 800MHz-1,5GHz, elle confirme l’importance cruciale de
l’impédance, qui pour cette bande est relativement faible.
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FIG. 25.4: Fonction de transfert entre une tension d’agression et la tension aux bornes de
ALFA2.
FIG. 25.5: Fonction de transfert entre une tension d’agression et la tension interne, après l’E/S
numérique de ALFA2.
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FIG. 25.6: Fonction de transfert de l’E/S numérique de ALFA2
De manière globale on peut conclure que les fréquences auxquelles l’impédance d’entrée
d’une E/S est la plus faible, sont les plus probables de provoquer des erreurs internes.
25.2 Simulation du niveau de bruit interne
25.2.1 Vérification du modèle
Avant de procéder à des simulations d’agression, il est essentiel de savoir si le modèle se
comporte selon les spécifications techniques de l’E/S numérique. Les graphiques de la figure
25.7 représentent la fonction de transfert du circuit, c’est-à-dire la tension de sortie pour un
signal d’entrée triangulaire, et l’hystérésis du trigger interne. Les seuils de changement d’état
correspondent aux données du fichier IBIS, soit 0,38V et 1,46V.
La figure 25.8 représente la sortie de l’E/S pour un signal d’horloge en entrée. On peut
remarquer quelques overshoots et des undershoots dus aux commutations (voir le zoom sur la
figure 25.9). Cependant comme le montre la densité de probabilité de la mesure comparée à
celle obtenue par la mesure dans des conditions similaires (voir figure 25.10), l’E/S simulée
semble un peu moins « bruyante » que l’E/S réelle.
25.2.2 Simulation d’agression, comparaison avec les mesures
La comparaison des niveaux internes simulés à ceux mesurés ne peut se faire que sur la
base des densités de probabilité, puisque aucune information temporelle ni fréquentielle n’est
accessible via l’acquisition on-chip. La simulation doit donc fournir une densité de probabilité
analogue à celle calculées à partir des échantillons mesurés.
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FIG. 25.7: Fonction de transfert de l’E/S et mise en évidence du phénomène d’hystérésis
FIG. 25.8: Réponse de l’E/S pour un signal d’horloge en entrée.
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FIG. 25.9: Zoom sur un phénomène transitoire de commutation.
FIG. 25.10: Densité de probabilité du signal d’horloge après l’E/S sans agression, simulée (à
gauche) et mesurée (à droite).
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Les échantillons réels se font à une fréquence proche de 1KHz pendant 10s (soit 10000
éléments). Le signal à observer est un signal d’horloge de 1,5MHz. Près de 15 millions de
périodes de signal sont donc scrutées durant l’échantillonnage on-chip.
Avec SPICE, il n’est évidemment pas possible de simuler 10s d’agression. Cela n’aurait
d’ailleurs aucun intérêt puisque le calcul étant par définition déterministe, chacune des 15
millions de périodes simulées serait identique à la précédente. La décision prise fut de ne
calculer précisément que 2 périodes complètes, ce qui se traduit tout de même par des temps de
simulation en mode TRANSIENT supérieurs à 4 minutes pour les fréquences les plus élevées.
Ces données (plusieurs dizaines de Mo) sont ensuite ré-échantillonnées selon un intervalle de
temps donné (dans notre cas ∆T=1ns). Ces données permettent alors de calculer la densité
de probabilité du signal simulé. Là encore, sur un intervalle compris entre -0,5V et 2,5V, les
échantillons sont rangés selon 60 classes, comme pour la mesure on-chip.
La série d’histogrammes de la figure 25.11 (page 277) présente des comparaisons entre
les densités de probabilité calculées à partir des mesures et à partir des résultats de simulation
SPICE.
L’affichage sous forme de densité probabilité ne facilite pas la comparaison mesure simu-
lation. Cependant, il est possible de faire certaines critiques du modèle :
– Le modèle reproduit globalement bien l’apparition de bruit autour des tensions des ni-
veaux logiques. La simulation nous apporte alors l’information temporelle qui manque
à l’acquisition aléatoire on-chip.
– L’effondrement en terme de tension du niveau logique « 1 » n’apparaît pas dans les
résultats de simulation. Cette chute de tension est due à un phénomène de détection
autre que celui des diodes de protections ESD car leurs modèles intègrent bien une
capacité parasite (paramètre CJO en SPICE).
– Le modèle ne reproduit pas la dissymétrie existant autour des niveaux logiques. En
effet, la mesure montre que le niveau logique « 0 » semble toujours moins perturbé que
le niveau « 1 ».
À 700MHz, la forme de la répartition de la densité de probabilité déduite de la mesure rap-
pelle fortement celle des « peignes », phénomène très classique en susceptibilité des circuits.
La figure 25.12 illustre ce type de signal 25.12 et la densité de probabilité qui en découle.
Ce genre de phénomène fut observé sur les inverseurs (part II). Cela signifie que l’étude des
inverseurs peut nous renseigner sur le comportement global d’une E/S utilisée par exemple
sur un circuit beaucoup plus complexe et disposant d’un package différent.
Remarque : Les mesures de bruit interne et les simulations qui s’y rapportent ont pour
référence la masse de la carte, et non pas le 0V numérique interne à ALFA2. C’est donc
une mesure / simulation pire cas car elle prend en compte la différence de potentiel existant
aux bornes du chemin Vss. Si l’on tient compte du fonctionnement interne du circuit, cette
différence de potentiel disparaîtra si le récepteur du signal d’E/S utilise la même référence
interne. Le problème survient s’il existe une impédance commune entre les références de
l’E/S et du récepteur, ou pire, si le récepteur n’a tout simplement pas la même référence.
La simulation temporelle SPICE permet de mettre en évidence la réduction importante
du bruit pour un élément interne de même référence de potentiel comme le montre la figure
25.13. Même si le niveau de bruit semble diminuer en changeant de référentiel, l’effondrement
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FIG. 25.11: Comparaison entre les densités de probabilité issues de la mesure (noir, trait épais)
et et obtenues par simulation SPICE (rouge, trait fin).
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FIG. 25.12: Perturbation dite en « peigne », reproduite sous SPICE en temporel, à gauche. À
droite, la densité de probabilité associée à ce signal.
de tension mise en évidence reste toutefois un problème majeur qui conduit de manière sûre à
une faute interne.
FIG. 25.13: Mise en évidence de la différence de bruit selon la référence de potentiel : masse




ALFA2 a permis des investigations nouvelles sur la susceptibilité des composants. Grâce
au capteur on-chip, il a été possible de mesurer le bruit interne provoqué par une agression.
L’approche ainsi menée était différente des tests habituels de susceptibilité qui impliquent
généralement la nécessité de choisir, parfois de manière arbitraire, un seuil lié à un critère de
test au delà duquel la fonction du circuit est considérée comme perdue.
L’expérience et la modélisation qui en découle nous apportent un nombre intéressant de
faits sur cette technologie et le comportement des E/S numériques :
– L’impédance du circuit joue un rôle important dans la pénétration de la perturbation à
l’intérieur du circuit car il existe une analogie évidente entre la courbe d’impédance et
la tension de bruit interne mesurée en fonction de la fréquence.
– Il existe une dissymétrie entre le niveau de perturbation sur le niveau logique haut et le
niveau logique bas, ce dernier étant généralement moins chahuté.
– On retrouve sur l’E/S numérique des phénomènes déjà observés sur des inverseurs (ef-
fondrement du niveau de tension interne, signal en « peigne », etc.). Cela signifie qu’un
circuit aussi simple qu’un inverseur en boîtier de petite dimension (afin d’en limiter
les effets) peut être un indicateur, un échantillon d’une technologie pour des tests de
susceptibilité, du moins, en mode conduit.
Quant au modèle SPICE établi (DPI+ALFA2), plusieurs critiques peuvent être formulées
à sont égard :
– Le modèle reproduit globalement bien le niveau de perturbation mesuré sur le signal
interne pour une même agression.
– L’effet de dissymétrie entre le bruit sur le niveau « 1 » et sur le niveau « 0 » n’est pas
reproduit par le modèle SPICE, celui-ci étant symétrique c’est-à-dire qu’il ajoute le
même niveau de bruit haute fréquence sur chacun des deux états logiques. le modèle ne
reproduit pas non plus l’effondrement en tension du niveau logique « 1 ». Cette effet n’a
pas pu être reproduit de manière sûre.
– La mise au point du modèle et de la simulation de perturbation ne sont pas une tâche
aisée. Qu’il soit basé sur la mesure d’impédance ou la géométrie du circuit, le modèle
est long à établir. La mise au point d’une méthodologie de modélisation est donc une
étape importante.
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– Le modèle n’a pas été testé pour des niveaux d’agression importants. Il n’est donc pas
possible de conclure sur son comportement à fort niveau et sur les effets des protections
ESD.
– Les simulations mettent en évidence l’effet capacitif parasite du substrat capable
d’écouler des courants directement vers le PCB. Cet élément semble être un point à
ne pas négliger dans le cadre d’un modèle à éléments discrets (ICEM, ICIM)
Une voie d’étude sur la susceptibilité des circuits pourrait être l’étude des courants internes
générés par une agression. ALFA2 nous montre le lien entre impédance et niveau de bruit
interne. Or l’impédance, ou de manière plus générale le modèle de type ICEM (appliqué à
une E/S) du circuit peut être construit à partir de la mesure. Si l’on reprend le schéma de la
figure 24.7 page 246, où l’on considère le courant circulant entrant dans le circuit (voir figure
26.1), il est possible d’en déduire une corrélation avec la fonction de transfert de l’E/S déduite
de la mesure dans la partie 25.1 du chapitre 25 comme le montre la figure 26.2.
FIG. 26.1: Modèle d’impédance pour ALFA2 pour la broche IN. Le courant ia peut nous
renseigner sur la susceptibilité du circuit
La corrélation entre fonction de transfert de l’E/S et courant d’entrée montre qu’il est
possible d’utiliser ce dernier comme un indicateur de susceptibilité. Il devient alors possible
de travailler avec un modèle linéaire petit signaux tel que décrit dans la figure 26.3.
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FIG. 26.2: Corrélation entre la fonction de transfert de l’E/S numérique et le courant entrant.
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Cette thèse constitue à la fois une mise à jour des connaissances et une base pour des
investigations ultérieures pour EADS-CCR, le département EYYL de AIRBUS France et le
Laboratoire LESIA, tous trois partenaires dans cette aventure qu’est l’étude de la susceptibilité
des composants numériques.
État de l’art
De nombreuses études ont été menées à ce sujet dans le passé mais devant l’augmentation
du nombre de sources radio et, dans le même temps, l’augmentation de la complexité des
architectures et des composants électroniques, l’étude de la susceptibilité des circuits s’impose
de plus en plus comme une étape nécessaire pour garantir le fonctionnement des systèmes.
Des propositions de modélisation de la susceptibilité commencent à se mettre en place sous
la pression des utilisateurs de composants : après ICEM, qui permet de modéliser les bruits
parasites dans un circuit, ICIM, construit sur des procédés analogues, permettra de simuler la
susceptibilité d’un circuit.
Agresser des inverseurs
Une première étape de l’étude a donc été de tester le comportement d’une série de com-
posants de technologies variables selon une méthode d’agression usuelle afin de mieux com-
prendre les phénomènes mais aussi de pouvoir aborder la modélisation. Cette étape a été très
enrichissante car elle m’a permis d’intégrer une multitude de concepts comme la modélisation
par la mesure d’impédance, les limites des données IBIS, les caractérisations de composants,
les agressions DPI, etc. Cette série d’expérience a aussi confirmé certaines attentes et le bien
fondé de l’approche choisie pour la modélisation (compléter un modèle fonctionnel, structure
de type ICEM) mais a aussi suscité certaines remarques sur les méthodes employées.
LIHA
Une deuxième voie d’étude s’est imposée à nous devant la difficulté de perturber les com-
posants de manière simple en haute fréquence : en cherchant à mixer la cellule TEM et l’agres-
sion DPI nous avons inventé le LIHA, une antenne cornet particulière capable de générer des
champs élevés autour du composant sous test à partir d’une puissance d’amplificateur réduite.
L’avenir nous dira si cette petite « cloche », comme nous l’appelions, s’imposera comme un
nouveau moyen d’agression et de test pour les fréquences élevées. Le LIHA présente de nom-
breux avantages sur les moyens existant et peut constituer un moyen d’essai intéressant pour
des investigations spécialisées. Cette partie relativement théorique de la thèse m’a permis
d’aborder des moyens de calculs numériques de manière concrète tout en gardant à l’esprit le
sens physique des phénomènes en jeu.
ALFA2
ALFA2 est le circuit test que j’ai connu au stade de projet dans une chemise cartonnée
et que j’ai ensuite vu se mettre en place. J’ai participé au design de la puce, à la conception
du PCB et finalement à sa mise en oeuvre. ALFA2 nous a permis de mesurer avec une bande
passante très large le bruit interne généré par une agression grâce à un petit circuit implanté sur
la puce, ce qui en soit constitue un événement. Les mesures ont permis de mettre en évidence
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un certain nombre de phénomènes qui n’ont pas pu être tous reproduits par les simulations
quantitatives effectuées. ALFA2 a été modélisé selon deux approches différentes : le premier
modèle est déduit de la géométrie et des informations fournies par le constructeur tandis que
le deuxième a été construit à partir des mesures d’impédances. L’étude de ALFA2 s’achève
sur la proposition d’un modèle générique de susceptibilité dont la philosophie se rapproche
de celle d’ICIM.
Perspectives
L’avenir de la susceptibilité n’est pas tracé. Il n’existe pas de consensus parmi les experts à
propos de la construction d’un modèle générique et surtout des éléments à prendre en compte
pour caractériser la susceptibilité : critère en tension, influence de l’impédance, courant in-
terne, etc. La modélisation des circuits reste toujours un problème pour les fréquences supé-
rieures à 1GHz, et surtout d’un point de vue utilisateur. Les analyses d’agression en champ
proche à l’aide de petites sondes pourrait se révéler être un moyen d’investigation précis pour
mettre en évidence l’influence de différents phénomènes : susceptibilité au champs électrique




BCI Bulk Current Injection, procédure d’agression utilisant une pince de
couplage inductif
BER Bit Error Rate, taux de bits érronés dans une transmission
BGA Ball Grid Array, boîtier pour circuit intégré, caractérisé par un sys-
tème de connexion constitué de petites billes réparties sur une face
BNC British Naval Connector, connecteur coaxial usuel pour des fré-
quences < 1GHz
CEM Compatibilité électromagnétique
CENELEC Comité Européen de Normalisation Électrique
CMOS Complementary Metal Oxyd Semi-conductor, technologie utilisant
des transistors NMOS et PMOS sur le même substrat silicium
CMS Composant Monté en Surface, qui ne traverse pas le PCB
CST Composant Sous Test
CW Continuous Wave, onde sinusoïdale continue et non modulée
DES Décharge Électrostatique
DGA Délégation Générale pour l’Armement
DIL Dual In Line, boîtier pour circuit intégré traversant le PCB, aujour-
d’hui quasi obsolète
DPI Direct Power Injection, procédure d’agression par couplage capacitif
DRAM Dynamic RAM, mémoire RAM dynamique, l’élément mémoire est
une capacité MOS
DSP Digital Signal Processor, microprocesseur dédié, de part son archi-
tecture interne, au traitement du signal
DUT Device Under Test, équipement (composant) sous test
E/S Entrée / Sortie d’un circuit intégré
ECAM Electronic Central Airplane Monitor, système d’affichage des don-
nées bord sur un Airbus
ECP ECAM Control Panel, clavier de contrôle de l’ECAM situé dans le
cockpit
EMC Electromagnetic Compatibility, compatibilité électromagnétique
ERN Environnement Radiatif Naturel
ESD Electro-Static Discharge, décharge électrostatique
EST Équipement Sous Test
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FCGU Flight Control and Guidance Unit, calculateur de commande de vol
primaire sur l’A380
FDFD Finite Difference Frequency Domain, méthode fréquentielle de cal-
cul d’électromagnétisme
FDTD Finite Difference Time Domain, méthode temporelle de calcul
d’électromagnétisme
FPGA Field Programable Gate Array, circuit intégré constitué d’un réseau
logique programmable
GPRS General Packet Radio System, norme de télécommunication ana-
logue au GSM mais proposant des services supplémentaires
GSM Global System for Mobiles, norme de télécommunication sans fil uti-
lisée par les téléphones cellulaires
GTEM Gigahertz Transverse Electro-Magnetic, cellule TEM de fréquence
de fonctionnement > 1GHz
HPM High Power Microwave, désigne les générateurs micro-onde de forte
puissance utilisés par les militaires
IBIS IO Buffer Information Specification, standard de spécification sur les
performances électriques des E/S d’un circuit intégré
IEEE Institute of Electrical and Electronics Engineers, société savante in-
ternationale à l’origine de nombreuses normes
IEMN Impulsion Électro-Magnétique Nucléaire, onde électromagnétique
très énergétique émise lors d’une explosion nucléaire
IO Input Output, terme anglophone pour E/S
MFP Micro-onde de Forte Puissance, voir HPM
MOM Method Of Moments, méthode de calcul d’électromagnétisme
MOS Metal Oxyd Semi-conductor, technologie de transistor basée sur l’ef-
fet de champ dans un substrat de silicium
NMOS MOS de type « N », pour négatif
PCB Printed Circuit Board, carte électronique
PGA Pin Grid Array, boîtier pour circuit intégré, caractérisé par un en-
semble de broche droite réparties sur une face
PMOS MOS de type « P », pour positif
QFN Quad Flat No-lead, boîtier pour circuit intégré, caractérisé l’absence
de boches débordantes du circuit
RADAR RAdio Detection And Ranging, à l’origine basé sur la détection d’ob-
jets par réflexion d’ondes radio, ce terme désigne de manière géné-
rique les systèmes de télédétections
RAM Random Access Memory, mémoire volatile et de fonctionnement
ROS Rapport d’Onde Stationnaire, désigne le rapport entre l’amplitude
d’une onde incidente et de sa réflexion sur une charge
SEU Single Event Upset, défaut dû à l’impact d’une particule sur un cir-
cuit intégré
SMA SubMiniature version A, connecteur coaxial de 3,5mm de diamètre
utilisé dans la gamme 500MHz-27GHz
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SMD Surface Mounted Device, terme anglophone pour CMS
SOIC Small Outline Integrated Circuit, boîtier plastique pour circuit inté-
gré, monté en surface
SSOP Shrink Small Outline Package, boîtier plastique pour circuit intégré,
monté en surface et plus petit que le SOIC
TEM Transverse Electro-Magnetic, mode de propagation d’une onde élec-
tromagnétique
TLM Transmission Line Method, méthode de calcul d’électromagnétisme
basé sur les lignes de transmission
TOP Tube à Onde Progressive, tube électronique utilisé pour l’amplifica-
tion de signaux hyper-fréquence
TQFP Thin Quad Flat Package, boîtier plastique pour circuit intégré qui se
caractérise par une faible hauteur
TTL Transistor Transistor Logic, technologie de circuit intégré logique
basée sur les transistors bipolaires
UMTS Universal Mobile Telecommunications Service, norme de télécom-
munication sans fil utilisée par les téléphones cellulaires dits de troi-
sième génération
VHDL VHSIC Hardware Description Language, langage normalisé de des-
cription matériel utilisé en micro-électronique numérique et pour la
construction des systèmes numériques
VHDL-AMS VHDL - Analog Mixed Systems, langage normalisé dérivé du VHDL
permettant de simuler en plus du VHDL classique des grandeurs ana-
logiques
VHSIC Very High Speed Integrated Circuit , désigne les circuits intégrés mo-
dernes
VLSI Very Large Scale Integration, désigne la forte intégration des circuits
micro-électroniques actuels
WBFC Workbench Faraday Cage, méthode de mesure conduite de la sus-








Le vecteur A s’écrit ~A et le complexe A = X + iZ s’écrit A∗
On note la pulsation ω = 2pif .
A.1.2 Les opérateurs












– Produit scalaire : ·
– Produit vectoriel : ∧
– Divergence du vecteur Y : div ~Y = ~∇ · ~Y
– Rotationel du vecteur Y : rot ~Y = ~∇∧ ~Y
– Gradient du scalaire Y : grad Y = ~∇Y
Gardons toujours à l’esprit que div~Y est un scalaire, rot~Y est un vecteur et que le grad Y
est un vecteur.
Le gradient est le vecteur des variations d’un potentiel entre deux points 1 et 2 de l’espace
séparé de ∆d.
V1 − V2 = ∆V = ∇V ·∆d




~Y · ~n dS
dS est un petit élément de surface de la surface S considérée. ~n est le vecteur unitaire normal
de dS, qui est un scalaire. Cet ensemble de notation est cohérent avec l’observation basique :
le flux d’un courant quelconque (de l’eau par exemple) à travers une surface parallèle à l’écou-
lement est nul.
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A.1.3 Relation d’Ostrogradsky
Le théorème d’Ostrogradsky stipule que le flux d’un vecteur ~A à travers une surface S
fermée est égal à l’intégrale de sa divergence dans le volume V définie par cette même surface
fermée. ∫
S
~A · ~n dS ≡
∫
S
div ~A · dV
La divergence d’un vecteur en un point P de l’espace est définie comme le flux/écoulement
de ce vecteur à travers une surface définie autour et au voisinage de P.
A.1.4 Relation de Stokes
Le théorème de Stokes stipule que la circulation d’un vecteur ~A sur sur le contour C d’une
surface S ouverte est égale au flux du rotationnel de ce même vecteur à travers cette même
surface S. ∫
C
~A · ~dr ≡
∫
S
rot ~A · ~n · dS
Le rotationel d’un vecteur en un point P de l’espace est définie comme le travail de ce
vecteur sur un contour de surface ouverte autour de P.
A.1.5 Remarques
De ces relations ont peut déduire les égalités suivantes :
Si ~∇∧ ~A = 0 (rot ~A = 0) alors il existe un scalaire X tel que ~A = ∇X ( ~A = gradX)
Si ~∇ · ~A = 0 (div ~A = 0) alors il existe un vecteur Y tel que ~A = ∇∧ ~Y ( ~A = rot ~Y )
Le laplacien (scalaire dans notre cas, à ne pas confondre donc avec le laplacien vectoriel)
est l’opérateur noté ∇2 qui s’applique sur un vecteur ou un scalaire pour donner respective-
ment un scalaire ou un vecteur :











et ce, quelle que soit la nature de Y .
Considérons aussi :
– rot grad Y = 0
– div rot~Y = 0
– rot rot ~Y = grad(div~Y )−∇2Y
Ces quelques relations présentées sont les bases mathématiques élémentaires pour aborder
l’électromagnétisme (et un bon nombre de domaine de la physique, de manière plus générale).
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A.2 Les équations de Maxwell
Les équations de Maxwell sont présentées ici dans leur formes locales (différentielles) :
elles sont donc toujours valables quelle que soit la dimension du problème sur lequel on les
applique, puisque elles se ramènent à un petit élément infinitésimal, et quel que soit le milieu
considéré (diélectrique ou conducteur). Ce denier cas constituera en fait les bornes du système
d’équations pour la résolution du problème.
A.2.1 Équation de Maxwell-Faraday
La circulation de ~E sur une boucle est égale à la dérivée du flux magnétique à travers la
boucle par rapport au temps :
rot ~E = −∂
~B
∂t
Cette première équation implique qu’une variation dans le temps d’un champ magnétique
H en A/m (B = µ0 · H) dans l’espace se traduira par l’apparition d’un champ électrique en
V/m. En effet si on considère un surface S ouverte délimité par un contour, le flux magnétique




· ~n dS = −
∫
S




Son application directe est la bobine de surface S qui fait apparaître une tension U à ses
bornes lorsque le champs magnétique B la traversant varie.
U = −∂B
∂t
· S = −∂Φ
∂t
A.2.2 Équation de Maxwell-Ampère
La circulation de ~B sur une boucle fermée (multipliée par c2) est égale à la somme du













~E · ~n dS






rot ~H = ~j +
∂ ~D
∂t
où l’on pose ~D = ε · ~E.
j est une densité de courant par unité de surface. En posant cette équation en statique,
∂E/∂t = 0 alors :
c2 rot ~B =
~j
ε
⇒ rot ~H = ~j
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A.2.3 Équation de Maxwell-Gauss
Cette équation signifie que le flux d’un champ électrique ~E à travers une surface fermée
est égal au nombre de charges enfermées par cette surface.
div ~D = ρ
où l’on pose ρ comme une densité volumique de charge.
A.2.4 Équation de conservation du flux
Sous son apparence simple, cette équation décrit un comportement particulier et fonda-
mental des lignes de champ magnétique.
div ~B = 0
En effet, cette équation montre que le champ magnétique est conservatif, dans le sens où
les lignes de champs sont toujours recourbées sur elles-mêmes : en fait, il n’y a pas de charges
magnétiques.
A.2.5 Équation de la conservation de la charge





~j est un courant de conduction qui correspond à un déplacement de charges à ne pas
confondre avec le courant de déplacement qui correspond à un déplacement de charge à dis-




Le flux magnétique est conservatif (divergence nulle) :
~∇ · ~B = 0 d’où ~B = rot ~A
~A est appelé potentiel vecteur analogue (si ce n’est que c’est un vecteur) au potentiel scalaire
V défini tel que ~E = grad V (en statique car en général ~E = grad V + ∂ ~A
∂t
)
L’analogue de l’équation de conservation de la charge donne pour les potentiels l’équation
suivante appelée jauge de Lorentz (de Hendrik Antoon Lorentz), à ne pas confondre avec





1En réalité, certains attribuent la jauge de Lorentz à L. Lorenz. Personnellement, je m’en tiens aux références
citées.
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On écrira alors que le potentiel scalaire en un point P créé par une charge en M est :




























~j · ~n dS~dl = I ~dl
La jauge de Lorentz est toujours valable. L’approximation des régimes quasi stationnaires
consistera à poser que la propagation du phénomène est courte devant le déplacement des
sources (ρ et j) et donc que t′ = t.



















Le temps dans l’expression du potentiel scalaire a disparu. Le potentiel vecteur s’écrit
alors grâce à la projection de ~j sur la perpendiculaire à l’axe de visé rPM . ~A est toujours dans
le plan engendré par la ligne de visé et ~j.
A.3.1 Propagation
Une autre possibilité d’aborder les calculs en électromagnétisme est de considérer les
formes propagatives des équations, solutions directes des équations de maxwell. Elles ouvrent
la porte aux ondes électromagnétiques.








Cette équation est déduite en utilisant ~B = ~∇∧ ~A dans l’équation de Maxwell-Ampère et
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FIG. A.1: Potentiel vecteur créé par un courant selon la jauge de Coulomb.







Remarque : l’écriture de l’équation de d’Alembert peut encore être simplifiée en utilisant
l’opérateur d’Alembertien 2 tel que









On décrit l’équation d’onde électrique par l’équation de d’Alembert à partir de la propa-
gation des potentiels ou à partir des équations de Maxwell-Gauss et de Maxwell-Ampère :










Dans le vide on a alors :




(pas de charge et pas de courant).
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Vrai qu’en statique Toujours vrai






~F = q( ~E + ~v ∧ ~B)[




~∇∧ ~E = 0
[





~E = −~∇ ~E = −~∇V − ∂
~A
∂t
Dans un conducteur, E créé des courants[
~∇ · ~B = 0
]
Conservation du flux





























∇2 ~A = −
~j
ε0c2
et ∇ · ~A = 0 avec c2~∇ · ~A+ ∂V
∂t
= 0
TAB. A.1: Validité des lois de l’électromagnétisme.
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A.5.2 Propagation Magnétique
L’équation d’onde magnétique s’exprime aussi à partir de la propagation des potentiels ou
à partir des équations de Maxwell-Gauss et de Maxwell-Ampère




dans le vide on a alors :




A.5.3 Solutions des équations
Une onde plane est une onde dont les composantesE etB font partie d’un plan de normale
colinéaire à la direction de propagation r (et qui ne s’atténue pas avec la distance). Dans
notre cas elle est aussi monochromatique car elle ne comporte qu’un terme en fonction d’une
fréquence. Les solutions des équations de propagations sont donc de la forme :
~E∗ = ~E∗0e




0 sont des vecteurs amplitudes complexes qui décrivent un trièdre direct (onde trans-
verse) avec ~k0 le vecteur d’onde tel que |~k0| = ω/v (v est la vitesse de la lumière dans le
milieu). Il est important de noter que ~E∗ et ~B∗ sont des vecteurs appartenant à un plan d’onde








Si l’on considère une onde plane de polarisation verticale (champ électrique selon x) dans








avec k = ω/c. C’est l’onde TEM.











Le terme Z0 est bien homogène à une impédance (rapport deE en V/m surH en A/m d’où
E/H en Ω), c’est l’impédance du vide ≈ 377Ω (µ0 = 4pi · 10−7 H/m et ε0 = 8, 8542 · 10−12
F/m).
On définit le vecteur Poynting ~S comme :
~S = ~E ∧ ~H
C’est le sens de l’écoulement de l’énergie portée par l’onde et s’exprime en W/m2.
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A.6 Application : le dipôle électrique
On considère un petit dipôle électrique d’axe z de longueur dl infinitésimale et traversé
par un courant I , en espace libre dans le vide. En coordonnées polaires [r, θ, φ], on écrira les













































avec k = ω/c et Z0 =
√
µ0/ε0.
Pour connaître le champ proche, on posera kr0  1 :












































On retrouve bien en champ lointain |E|/|H| = Z0. Les champs décroissent en 1/r et le
vecteur de Poynting en 1/r2. Ces formules permettent entre autres de tracer le diagramme de
rayonnement.
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Le but de cette annexe est de présenter les méthodes numériques parmi les plus utilisées
en électromagnétisme. Loin de se vouloir une référence absolue, cette partie a été créée afin
de permettre à l’électronicien de mieux discerner les principes employés par chacune de ces
méthodes.
– méthode variationnelle : les éléments finis,
– méthode intégrale : la méthode des moments,
– méthodes différentielles : différences finies et TLM.
Il n’existe pas vraiment une méthode supérieure aux autres mais simplement des méthodes
plus ou moins versatiles ou plus ou moins rapides pour un cas de calcul donné. Le choix d’une
méthode dépend avant tout du problème.
On distinguera parmi ces techniques celles qui font appel aux formes suivantes des équa-
tions de l’électromagnétisme
– méthodes intégrales (méthode des moments),
– méthodes différentielles (différences finies et TLM),
– méthodes variationnelles (éléments finis).
B.1 La méthode des moments
La méthode des moments (Method Of Moments, MOM) est une technique de résolution
d’équations intégrales qui consiste à réduire celles-ci à un système linéaire d’équations.
L’équation résolue par la MOM est généralement de la forme EFIE (Electrical Field Inte-
gral Equation) ouMFIE (Magnetic Field Integral Equation) qui permettent d’écrire les champs
E et H diffusés (scattered en anglais) en fonction d’une somme de courants induits :
~Es = fe( ~J)
~Hs = fm( ~J)
Ces équations sont généralement exprimées dans le domaine fréquentiel ce qui permet de
simplifier le système (les dérivées dans le temps se ramènent à des multiplication de com-
plexes en jω). Intéressons nous à l’EFIE.
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où les~bi sont les fonctions de base et dépendent du type de discrétisation de l’objet. Ji est
l’inconnu. Elles se déduisent de l’application du calcul des potentiels vecteurs et scalaires en
un point de l’espace :















(application directe de l’équation du potentiel vecteur)
On parle ici des potentiels créés au point d’étude considéré par ~J en un autre point distant
de r. L’expression en e−jkr fait intervenir le temps de propagation dans le milieu considéré.
Pour la résolution, on pose, pour un conducteur :
Etotal = Es(r) + Einc(r) = 0
d’où
Es(r) = −Einc(r)
Ce système d’équation permet donc d’écrire sous forme matricielle l’équation suivante :
[Z] · [J ] = [U ]
où [U ] est la matrice des sources. La matrice [Z] condense alors tous les éléments liés aux
dimensions des objets considérés.
La résolution permettra de retrouver tous les courants Ji et d’en déduire les champs
proches par exemple.
B.2 Les différences finies
Les différences finies sont avant tout un principe de calcul utilisé dans de nombreux do-
maines scientifiques (mécanique, météorologie, etc.) et par de nombreux logiciels. En effet,
les calculs consistent à appliquer les équations différentielles sur des petits éléments. La réso-
lution des équations est donc directe. Les calculs peuvent être faits dans le domaine temporel
ou fréquentiel : dans ce dernier cas, les expressions ∂/∂t sont remplacées par un terme en jω,
typique des régimes harmoniques.
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Les équations de base sont alors les équations de Maxwell-Faraday et Maxwell-Ampère :
rot ~E = −∂
~B
∂t
rot ~H = ~j + ε
∂ ~E
∂t
L’objet à analyser ainsi que l’espace qui l’entoure doit être maillé. Les conditions limites
sont alors appliquées sur les éléments limites et les particularités des matériaux. Les équations
sont ramenées à leurs formes différentielles sur un petit élément. Par exemple, considérons un











[Ex∆x+ Ey∆y] = −B(∆x/2,∆y/2)
∆t
avec pour condition ∆x < λ/10.
Un des problèmes des différences finies est ce qu’on appelle la distance numérique. En
effet, si l’on considère la propagation d’une onde dans un ensembles de petits éléments de
mêmes dimensions, la somme des chemins parcourus dans chacun des éléments est supérieure
à la distance réelle, ce qui peut induire des erreurs de calcul.
B.3 La méthode TLM
La méthode TLM consiste, comme les différences finies, à d’abord diviser tout l’espace en
petits éléments. Ensuite chacun des ces éléments est considéré comme un ensemble de ligne
de transmission. Le calcul est alors effectué dans le domaine temporel.
La TLM propose sensiblement les mêmes performances que les différences finies : il est
facile de simuler des structures complexes composées de plusieurs matériaux. Les structures
induisant des pertes peuvent être modélisées par des lignes avec pertes.
En 3D, l’élément de base est le noeud condensé symétrique qui permet de construire une
ligne de transmission entre une face et son opposée dans l’élément cubique considéré.
Les dimensions et le matériau du cube permettent de calculer le temps de transmission
ainsi que les caractéristiques électriques de la ligne.
B.4 Les éléments finis
Inventées pour les calculs de mécaniques (résistance des matériaux) en génie civil et en
procédés des constructions, les méthodes des éléments finis trouvent en électromagnétisme
un certain engouement par leur puissance de calcul. Le maillage 2D ou 3D consiste à diviser
l’espace en petits éléments homogènes mais de taille potentiellement très variable, ce qui
constitue l’un des points forts de cette méthode.
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La plupart des méthodes des éléments finis sont basées sur des techniques variationnelles
qui consistent à minimiser ou maximiser une expression connue pour être du même type
que la vraie solution. Généralement, les méthodes des éléments finis en électromagnétisme
consistent à trouver les champs qui minimisent une fonction d’énergie. En chaque noeud des









− J · E
2jω
dv
Les deux premiers termes représentent l’énergie stockée dans le volume dv et le troisième
terme décrit les pertes ou gains d’énergie par conduction de courant.
H peut être décrit comme une fonction dérivée de E (en fréquentiel ou en temporel).
L’expression précédente devient donc simplement fonction de J et de E. Selon le matériau de
l’élément concerné, il est possible de simplifier l’écriture de l’équation d’énergie (E = 0 dans
un conducteur parfait, pas de courant dans un diélectrique, etc.).
Le calcul se ramène alors à l’expression de la forme :
f(J,E) = 0
d’où le système d’équation :
[J ] = [Y ] · [E]
[J ] représente les sources de courant dans le problème et [E], les champs électriques in-
connus. La matrice [Y ] qui décrit la géométrie et les contraintes de frontières, est généralement
clairsemée car chaque élément n’interagit qu’avec ses voisins. Les autres grandeurs comme le
champ magnétique et les courants induits sont calculés à partir des champs électriques.
A cause des contraintes de champs électriques aux frontières du problème, les méthodes
des éléments finis sont peu adaptées aux calculs de champs en espace ouvert (à la différence
de la méthode des moments par exemple). Une des solutions est de limiter le problème par
des éléments absorbants.
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Effets inductif des capacités
L’effet inductif parasite des capacités est dû à deux phénomènes :
– le comportement inductif de la connectique,
– le comportement haute fréquence dû à la capacité elle-même.
Ce deuxième effet, moins connu chez les électroniciens est pourtant irrémédiable et intrin-
sèquement lié à la nature physique du composant.
Considérons, à titre d’exemple, une capacité plan circulaire soumis à une tension sinusoï-
dale. Le champ électrique interne, qui varie au cours du temps, s’écrit donc sous la forme :
E = E0 e
iωt

























Le champ électrique variable dans le temps subodore l’existence d’un champ magnétique
dans la capacité. Si l’on considère une surface S circulaire de rayon r parallèle aux plans de
la capacité, le flux du champ électrique à travers cette surface est égale au travail du champ
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Le champ magnétique oscille à la même fréquence que le générateur. Le stockage de
l’énergie sous forme magnétique variable au cours du temps correspond donc à une induc-
tance : en haute fréquence, la capacité devient équivalente à une bobine !
La répartition du champs ~B est en fait une approximation valable pour un premier mode
car la variation de ce champ magnétique va induire à son tour (équation de Maxwell-Gauss)
une composante additionnelle au champ électrique. La répartition supposée uniforme du
champ électrique est donc modifiée et n’est plus valable qu’au centre de la capacité. Seule-
ment, si la répartition du champ électrique est modifiée, une nouvelle composante doit être
ajoutée au champ magnétique, etc. On crée ainsi de nouveaux modes au fur et à mesure que
le fréquence augmente. Feynman montre que l’on produit une série qui peut alors s’écrire :





où J0(x) est une fonction de Bessel relative aux ondes cylindriques. On remarquera que dans
notre cas, l’intensité de E ne varie qu’avec la distance par rapport au centre (r), et pas avec
l’angle (θ, en coordonnées cylindriques).
Le paramètre important à considérer sera la dimension du dispositif par rapport à la pul-
sation des signaux en jeu.
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Annexe D
Les lois de Murphy
Cette dernière annexe qui rassemble les lois de Murphy (appelées aussi lois de « l’em-
merdement maximum ») est à considérer comme une récréation. Tout ingénieur ou personne
qui a fait des mesures ou participé à la conception d’un système quel qu’il soit comprendra
chacune des ces lois empreintes pour la plupart d’un bon sens et d’une vérité effarante. Merci
à Michel Mardiguian pour ces lois et surtout pour son excellent manuel !
« Livrées à elles-même les choses vont de mal en pis, toute action humaine pour y remédier
accélère le processus. »
Murphy, 1ère loi.
« Si plusieurs pannes peuvent survenir dans un système et interagir, celle qui arrivera en
premier sera celle qui cause le plus de dégâts qui entraîne en cascade la séquence la plus
désastreuse d’autres pannes. »
Murphy, 2ème loi.
« La biscotte tombe toujours du côté du beurre. »
Murphy, 3ème loi.
« Les chances que la biscotte tombe du côté du beurre sont proportionnelles au prix de la
moquette. »
Gordon, complément à la 3eme loi de Murphy.
« L’on ne dispose jamais du temps pour faire les choses correctement mais on trouve
toujours celui de les refaire. »
Postulat de Nicholson aux lois de Murphy.
« Rien n’est perdu tant que vous n’avez pas commencé à vous en occuper. »
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Murphy, 4ème loi.
« Dans une série de relevés, celui qui semble correct et au delà de tout soupçon est celui où
l’instrumentation était en panne. »
Murphy, 5ème loi.
« Personne ne croit en une théorie sauf celui qui l’a faite. Tout le monde croit en une mesure
sauf celui qui l’a faite. »
Finnagan, complément aux lois de Murphy.
« Lorsqu’une expérience confirme votre théorie, ne tentez jamais de la reproduire. Les
chances pour qu’elle réussisse une seconde fois sont inversement proportionnelles au
nombre et au rang de ceux que vous aurez invités pour constater. »
Murphy, 6ème loi.
« Avec des données fausses mais un raisonnement parfait, les conclusions seront
inévitablement fausses. Un raisonnement erroné donne donc au moins quelques chances
d’aboutir à une conclusion correcte. »
Murphy 7ème loi.
« Le prix investi dans la fiabilité d’un système augmente jusqu’à ce qu’il excède le coût de la
panne elle-même, ou que quelqu’un demande si l’on ne pourrait pas faire enfin quelque
chose de productif. »
Principe de Weiler.
« Sur un prototype, les tolérances des composants se combinent de façon aléatoire de sorte
que leurs effets se compensent en une dérive à peu près nulle. Dès que commence la
production, les tolérances s’accumulent dans le sens le plus défavorable. »
Loi de Klipstein.
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