With 3D imaging of the multisonar beam and serious interference of image noise, detecting objects based only on manual operation is inefficient and also not conducive to data storage and maintenance. In this paper, a set of sonar image automatic detection technologies based on 3D imaging is developed to satisfy the actual requirements in sonar image detection. Firstly, preprocessing was conducted to alleviate the noise and then the approximate position of object was obtained by calculating the signal-to-noise ratio of each target. Secondly, the separation of water bodies and strata is realized by maximum variance between clusters (OTSU) since there exist obvious differences between these two areas. Thus image segmentation can be easily implemented on both. Finally, the feature extraction is carried out, and the multidimensional Bayesian classification model is established to do classification. Experimental results show that the sonar-image-detection technology can effectively detect the target and meet the requirements of practical applications.
Introduction
In the Second World War, the US Navy successfully escaped the Japanese seabed minefield by using the sonar equipment. Subsequently, many countries have begun to pay attention to the development of sonar technology, especially in the military field. With the increasing marine development, the exploration of the ocean was limited not only to military purposes but also to commercial and civilian purposes, such as submarine resource development, oil exploration, automatic mapping of submarine topography, and detection of fish stocks. In order to adapt to the underwater environment, intelligent underwater robot research has been carried out for the laying of submarine cables, underwater demining, and so on. As the current requirements for intelligent sonar equipment are getting higher and higher, now there are many underwater target recognition technology applications. Therefore, whether in the field of military or civilian, underwater target recognition technology will be one of the main technologies in the future of ship and ocean engineering to research.
Due to the complexity of the seabed environment, there are some problems such as poor contrast of the sonar image, the serious noise of the submarine reverberation, low resolution, strong interference, and less dark pixels [1] , in addition to the object's inherent characteristics of reflecting sound waves which result in the incomplete target edge. Since there is too much noise in the sonar image, it is difficult to ensure the correctness of submarine target recognition if we only consider the visual point. As a result, it is easy to produce false alarms. Therefore, the development of a set of automatic detection technologies for sonar images which has low false alarm rate and high detection rate is particularly important [2] .
Casselman et al. proposed a method of multilayer perceptual neural network detection with low false alarm rate and applied this method to the passive sonar detection [3] ; Weber and Kruger studied the passive sonar lofar grams contourenhancing technique and contrast enhancement technique based on neural network, which greatly improved the signalto-noise ratio of the image and detected the target signal with signal-to-noise ratio of −17 dB with very accurate precision [4]; Howell and Wood proposed a passive sonar detection and recognition system based on hybrid neural networks [5] ; Postolache et al. constructed intelligent passive sonar signal processing systems on Lab VIEW and FPGA platforms [6] . Mill Brown, of the University of Sheffield, UK, studied three time detectors based on the zero-crossing rate of the timedomain signal and the weak underwater acoustic signal was detected. Bertilone and Killeen [7] , of the Royal Australian Naval Ship Defense Science and Technology Organization, use the passive band gap generalized energy detection hybrid model to detect the underwater noise, and its false alarm rate is reduced to less than 1%. Compared with the traditional energy detection method, the threshold is reduced by 8 dB.
The Composition of Three-Dimensional Image Data Volume
The three-dimensional sonar data consists of three dimensions: navigation, distance, and beam. When vessels sail at sea, sonar is used to detect underwater objects. The direction of the sailing vessel is the navigational dimension of the sonar data. The distance from the sonar to the bottom of the sea is the distance dimension of the sonar data. The angle of the acoustic wave divergence in the underwater is the beam dimension of the sonar data. In addition, the distribution of the beam is uniform. Since the threedimensional sonar data can obtain the information of the three-dimensional space object, the image is clearer and more visible than the current image sonar. Three-dimensional sonar data " ( , , )" can transform to ( , , ); navigation direction " " is the sequence of equal interval of 8 (sequence length can be adjusted, the maximum is 4096); heading angle is [−40 ∘ , 40 ∘ ]; echo distance is the sequence of equal interval (sequence length can be adjusted, the maximum is 4096). Lateral horizontal width = * sin ; vertical depth = * cos . Thus, the three-dimensional sonar image is made up of numerous beam's two-dimensional images [8, 9] . The component schematic diagram of three-dimensional sonar data is shown in Figure 1 
Sonar Image Processing

Preprocessing and Signal-to-Noise Ratio (SNR).
Sonar image preprocessing is the foundation of the sonar image processing and an indispensable part of image recognition [10] [11] [12] [13] . Image preprocessing mainly includes image denoising and enhancement. The function of sonar image preprocessing must be maximum to eliminate the influence of all kinds of noise, reduce the influence of noise on the target area, and, at the same time, strengthen the real target image in the water and the part of interest. The background noise of sonar image is divided into three categories, respectively, the environmental noise, reverberation noise, and white noise. In this paper, the sonar image preprocessing includes two steps: first, image denoising; second, bleaching process of sonar signal.
Image denoising methods mainly include neighborhood averaging method, self-adaptive smooth filtering, wavelet transformation denoising method, and median filtering denoising. According to the characteristics of the noise, we can choose one or more targeted denoising methods. In this paper, through the experimental analysis and judgment, we choose the median filtering method to the sonar image processing. The median filter is a kind of nonlinear filters; it can eliminate noise and at the same time keep the detail of the image. The steps are as follows:
(1) Moving the template in turn in the image until the center of the template overlaps with a pixel in the image (2) Extracting the gray value of the pixels which correspond with the template In order to eliminate the isolated noise points in the image, we can make the approximate values replace the pixel values that are significantly different from the surrounding pixels by using the median filter.
Bleaching process of sonar signal refers to the balanced background which can reduce the interference of noise to a certain extent so that the data will be easy to deal with for subsequent processing. According to the characteristics and properties of the sonar, choice of sonar signal bleaching processing formula is as follows:
(1) ( ) refers to data of navigation direction or echo distance. is the size of the window. Through the bleaching process, the noise signal is weakened obviously which is in favor of the image target recognition.
The signal-to-noise ratio is the ratio of the power spectrum of the signal to the noise, but power spectra are usually hard to measure. Therefore we can use the ratio of signal variance to noise variance to approximate the signal-to-noise ratio. According to the characteristics of sonar image, we can use the following formula to calculate the target's signal-tonoise ratio:
is the pixel integral value of the target area in sonar image, is the local mean in the target area, and arn is the standard deviation of background in the target area. The larger the signal-to-noise ratio in the suspicious area, the greater the chance that the area turns out to be the true target. Sonar target detection technology calculates the signal-tonoise ratio of the suspicious target area, so as to achieve the purpose which is distinguishing the target and interference noise effectively, and largely avoid the noise interference.
Image Segmentation Algorithm Analysis.
In the actual detection of the ocean, sonar needs not only to detect the object in the water but also to detect objects in the stratum. Due to the large differences between the water and stratum, the detection is much easier since there is less noise in the sea water, while the reverberation of stratum is relatively serious, which causes great difficultly in detecting the target. So we can separate the water and stratum and then process the sonar image in different regions, respectively.
In this paper, we use the OTSU algorithm based on the gray-level histogram to proceed image threshold segmentation. A good result of segmentation is obtained by using the corrosion expansion operator to process closure operation.
OTSU threshold segmentation method uses variance to find the best threshold value between the two kinds of pixels and uses variance between clusters to evaluate the segmentation results. The formula is as follows:
Num and Num represent the pixel number of the target area and nontarget area, respectively.
Image segmentation is an important part of sonar image processing [14, 15] . After the separation of water and stratum, the two parts of the image need to be segmented and then the target area is extracted. Since there is less noise in the water, there are many methods available, such as OTSU, iterative threshold method, and two-dimensional maximum entropy threshold segmentation. After experimental analysis, we use the iterative threshold method for threshold selection compared with two-dimensional maximum entropy threshold segmentation. The iterative method is based on the idea of approximation, and its steps are as follows:
The maximum grayscales value and the minimum grayscales value of the image are denoted as max and min , and the initial threshold value 0 = ( max + min )/2. (6) According to the threshold value ( ) ( = 0, 1, 2, . . . , ), the image is divided into foreground and background, and mean gray values of the two parts are denoted as 1 and 2 .
, then the result is the threshold; otherwise go to (2), iterative calculation.
Entropy is a function that describes the state of the system and represents the average amount of information. At the same time, entropy is used to calculate the disorder in a system phenomenon and can be used as a measure of the degree of chaos. When performing the evaluation of the segmentation effect, the formula is as follows:
In the sonar image processing, the two-dimensional maximum entropy is often used to divide the threshold to obtain the optimal threshold. The two-dimensional maximum entropy method uses the two-dimensional histogram of pixel intensity and regional gray mean and finds the optimal threshold according to the maximum entropy.
Sonar Target Discrimination Based on Multidimensional
Bayesian Classification Model. In fact, we need to not only detect the submarine target but also classify the target preliminary during the sonar sweeping. The main categories are cylindrical, spherical, cable-like targets. In this paper, feature extraction is used to obtain the characteristics of the target. After multiple experiments, the extracted length-width ratio, pixel value, and signal-to-noise ratio are analyzed to find that they conform to the Gaussian distribution. Therefore, this paper adopts a multidimensional Bayesian classification model [8] to classify the target. Bayesian classifier has the advantages of high classification accuracy and generalization ability [16] . At the same time, it does not need a lot of data as the training set. The formula is as follows: ( | ) is the likelihood function, ( ) is the prior probability, ∑ ( ) ( | ) is the evidence factor, and ( | ) is the posterior probability. The complete naive Bayesian classification model is the simplest Bayesian classification model. Its class subgraph and attribute subgraph are empty sets, and each class variable and attribute variable are connected by a directed edge. This method is based on a simple assumption that class variables are independent of each other. The multidimensional Bayesian model is defined as follows:
is the regularization parameter, = ( 1 , 2 , . . . , ) is unclassified data, and = ( 1 , 2 , . . . , ) is the arbitrary value of the class variable. We can achieve a relatively accurate result of classifications which can meet the practical application by using multidimensional Bayesian classifier. Figure 2 is a sonar image processing flow chart. The sonar target automatic detection based on three-dimensional imaging includes a series of processes, such as sonar imaged preprocessing, noise exclusion, separation of water and stratum, image segmentation, and target discrimination. Using the sonar image preprocessing and SNR, we can effectively achieve the goal of denoising and reinforce. The image difference is so obvious owing to the differences between water and stratum that the OTSU algorithm is used to separate the water and stratum. Since water images generally contain less noise interference, we can choose OTSU algorithm and iterative threshold method for image segmentation. However, the noise of the stratum images is serious. To obtain a finer effect of segmentation, the iterative threshold method is a better choice. Then, we extract the characteristic values of the target, such as lengthwidth ratio, pixel value, and signal-to-noise ratio. Finally, the multidimensional Bayesian classification model is used to classify the target and realize the automatic detection of the whole sonar image. The flow chart is as in Figure 2. 
Method Summary.
Experiment
In order to verify the effectiveness and superiority of the proposed algorithm, this paper carries out simulation experiments on the three-dimensional imaging sonar data. The experimental data is all derived from Hangzhou Institute of Applied Acoustics. Firstly, check the noise suppression effect of sonar signal after bleaching process. Then the OTSU algorithm is used to separate the water and stratum so that the interface is found out. The image segmentation algorithm simulation experiment is carried out in the light of the characteristics of the sonar image of each part. The results of the two image segmentation methods are compared. The two methods are the iterative threshold method and the two-dimensional maximum entropy algorithm. Finally, the results of the classification are summarized by using the multidimensional Bayesian classification model. Figure 3 is a comparison of the sonar signals before and after bleaching treatment. After the bleaching treatment, the background of the stratum's image is more balanced. Noise interference to a certain extent weakened which is conducive to the subsequent processing of the image. Figure 4 is a graph of water and stratum separation; the left image is the OTSU binarized image. After binarization, it is clear to see the interface of water and stratum in the left image. We can effectively separate the water and stratum through mathematical morphology, such as corrosion expansion and opening and closing operations. The right image is the rendering of the segmentation. The red line in the figure is the interface, the upper part of the interface is the water, and the lower part is the stratum. which is in favor of the detection of the target, but the noise interference is still more serious in the image using the twodimensional maximum entropy threshold. In summary, the iterative threshold method has a better effect.
Simulation Experiment of Sonar Signal Bleaching Process.
Simulation Experiment of Water and Stratum Separation.
Comparison of Iteration Threshold and 2D Maximum
Multidimensional Bayesian Classification Model and KNearest Neighbor Target Classification Contrast Test.
For the object classification of the sonar image, the most commonly used methods are the K-nearest neighbor method and the multidimensional Bayesian classification model method. Although K-nearest neighbor method is simple and intelligible, its computational complexity is too high to apply to multiclassification tasks. In reality, submarine targets are different not only in shape but also in distribution. The multidimensional Bayesian classification model can accommodate smallscale data samples. At the same time, the multidimensional Bayesian classification model can adapt to multiclassification tasks and incremental training. Therefore, it is reasonable to use the multidimensional Bayesian classification model to classify the targets. Figure 6 shows the experimental results using the Knearest neighbor method and the multidimensional Bayesian classification model within 40 images. Figure 7 is the characteristic distribution of the columnar targets. Figure 8 is the characteristic distribution of the spherical targets. Classification of the columnar and spherical targets is based on the extracted length-width ratio, pixel value, and signalto-noise ratio. According to the experimental results of the two classification methods, there are only three misjudgments existing within the 40 sonar images by using the multidimensional Bayesian classification model. Otherwise, there are four misjudgments existing within the 40 sonar images by using the K-nearest neighbor method. It can be seen from the experimental results that the multidimensional Bayesian classification model and the K-nearest neighbor method can basically satisfy the requirements of the sonar image target classification because of the large differences in characteristics between the columnar and spherical target. However, given the small number of submarine target samples, the multidimensional Bayesian classifier can better meet the needs of target classification.
Conclusions
In this paper, we achieve the automatic detection technology of target in the sonar image based on three-dimensional imaging. This technology includes a complete set of processes such as sonar image preprocessing, water and stratum separation, image threshold segmentation, and target classification recognition. At the same time, a better sonar image processing result is achieved, which satisfies the actual processing requirements of the sonar image. Besides, this technology not only improves the efficiency of the sonar image target detection and reduces the unnecessary labor, but also improves accuracy of the sonar image target detection to a certain extent and creates a low false alarm rate and high detection rate of the sonar target detection technology. This technology has been applied in Hangzhou Institute of Applied Physics.
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