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Abstract
Propulsive performance and flow field data were experimentally measured for a two degreeof-freedom fish platform.

The fish platform was designed and constructed based on the

Thunnus albacares )

yellowfin tuna (

that is known to be both fast and efficient. This work

extends the current understanding of oscillatory aquatic propulsion to a three-dimensional
fish platform with full volume flow field data and propulsive performance.

A parametric
*
sweep of trailing-edge amplitude of the caudal fin (𝐴), heave-to-pitch ratio (ℎ ), and phase
offset between the two degrees-of-freedom (𝜑) was used to explore a parameter space that
encompasses and extends beyond the known biological domain. It was found that the shape
*
of phase-averaged propulsive performance curves can be described in the 𝜑–ℎ space where
*
a kinematic case is defined by (𝜑, ℎ ). The magnitude of each curve as a function of time
was strongly dependent on the trailing-edge amplitude.

0.20 < 𝑆𝑡 < 0.40, the quasi-propulsive ef∘
∘
ficiency (𝜂 ) was locally maximized along a diagonal ridge between (60 , 0.24) and (135 , 0.94)
∘
∘
with a global maximum of 21% at (115 ± 2 , 0.74 ± 0.02). The platform maintains relatively
Within the biological Strouhal number range of

good performance along the ridge with a quick drop-off in the perpendicular direction. The

¯𝑇 ) and input power (𝐶¯𝑃 ) were found to be optimal
time-averaged coefficient of thrust (𝐶

¯𝑇 required a
along ridges parallel to the high efficiency ridge. For a given 𝜑, the optimal 𝐶
*
¯𝑃 required a smaller ℎ* . The phase-averaged thrust curves were
larger ℎ while the optimal 𝐶
quantified by the timing of peaks (𝑡𝑝 ) relative to the start of each cycle. It was found that 𝑡𝑝
was strongly dependent on the timing motion of the tail angle (𝜃𝑇 ) and the caudal fin angle
(𝜃𝐶 ).
The vortex structure around the peduncle region, caudal fin, and wake were described in
terms of three main vortices. The leading-edge vortex (LEV) forms along the swept leadingedge of the caudal fin and is vital in understanding the physical mechanisms governing
propulsive performance. The finlet vortex (FV) is formed along the top and bottom edges of
the tail finlets and plays a crucial role in the evolution of the LEV and therefore propulsive
performance. The trailing-edge vortex (TEV) forms along the vertical trailing-edge of the
caudal fin.

Interactions between the TEV and LEV result in complex three-dimensional

structures that undergo large-scale deformation downstream of the trailing-edge.
Results show that local flow features, such as the LEV and FV, were directly associated
with propulsive performance while far field flow features, such as the deforming wake, were
vestiges of propulsive performance.
upstream vortices (

i.e.

This work highlights the importance of the LEV and

FV) in thrust production by associating them, by analogy, with
*
surface pressure on the caudal fin. It is shown that for cases with low ℎ , vortices on
the pressure side of the caudal fin are responsible for the majority of thrust production.
The results are then converted to design recommendations for future underwater oscillatory
vehicles.
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ℎ* = 0.69 and 𝜑 = 99∘

larger values being darker. The shaded region represents
xix

colored by

𝜇 ± 𝜎.

112

that is

shown in Figure 4-21. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4-23 Dimensional kinematic grouping for

112

113

𝐴 with

. . . . . . .

115

4-24 Normalized kinematic grouping for

ℎ* = 0.69

and

𝜑 = 99∘

colored by

𝐴

with

larger values being darker and the blue line represents the ensemble averaged
thrust. The shaded region represents
4-25 Kinematic grouping for
region represents

𝜇 ± 𝜎.

ℎ* = 0.69, 𝜑 = 99∘ ,

𝜇 ± 𝜎.

. . . . . . . . . . . . . . . . . .
and

𝐴 = 77.0

115

mm. The shaded

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

115

5-1

Fish platform and wake orientation terminology. . . . . . . . . . . . . . . . .

121

5-2

Isosurfaces of Q=50 colored by spanwise vorticity for case 384.

A)

𝑡/𝑇 =

0.96(−0.04), B) 𝑡/𝑇 = 0.04, C) 𝑡/𝑇 = 0.21, D) 𝑡/𝑇 = 0.33, and E) 𝑡/𝑇 = 0.53
while F) shows the lateral position of the trailing-edge and peduncle.

𝑈∞

𝑈∞ .

122

. . . . . . . . .

123

5-3

Schematic showing a A) adverse

5-4

Position and axial circulation for the finlet vortex (FV). A) schematic. B) tail
angle.

C) maximum circulation.

and a B) favorable

. . . .

D) lateral position of the FV. E) vertical

position of the FV. F) circulation history. Note that
the positive extreme and about to move toward

𝑡′ /𝑇 = 0 is when 𝜃𝑇

𝜃𝑇 = 0.

Colored by

ℎ*

is at

where

light red is low values and dark red is high values. . . . . . . . . . . . . . . .
5-5

Isosurfaces of Q-criterion at a value of

50

125

and colored by spanwise vorticity

(𝜔𝑧 ) where red is positive vorticity and blue is negative vorticity. A-D) have
a

ℎ* ≈ 0.7 with A) 𝜑 ≈ 35∘ ,

have a
5-6

𝜑 ≈ 105∘

with E)

B)

𝜑 ≈ 0,

𝜑 ≈ 70∘ ,
F)

C)

𝜑 ≈ 70,

𝜑 ≈ 105∘ ,
G)

and D)

𝜑 ≈ 105,

Finlet vortex interaction between the two half-cycles.

𝜑 ≈ 125∘ .

and H)

E-H)

𝜑 ≈ 125.

. .

127

A) diagram showing

the high pressure region (H) and the influence on the LEV where 1) is the
peduncle joint and 2) is the caudal fin. The peduncle is moving to the left.
B) Velocity and C) surface pressure for a vortex ring impacting a flat surface
with an incidence angle of

0∘

where

𝑥=6

is the center of the vortex ring [45,

Figures 14a and 16d]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xx
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5-7

Leading-edge vortices in the literature. Steady delta wing: A) axial velocity
and B) surface pressure [90, Figures 8a and 9].

Pitching flat plate:

C,E)

isosurfaces of total pressure and D,F) surface pressure [226, Figures 6d,i and
7d,i].

Unsteady insect wings: G) isosurfaces of Q-criterion and H) surface

pressure [94, Figures 7a and 14b]
5-8

LEV for case 330 (𝐴

𝑡/𝑇 = 0.16,

C)

Isosurfaces of

= 77.7, ℎ* = 0.10,

𝑡/𝑇 = 0.32,

𝑄 = 25

D)

and

𝑡/𝑇 = 0.48,

and colored by

negative values are blue.
5-9

. . . . . . . . . . . . . . . . . . . . . . . .

𝜔𝑧

E)

𝜑 = 85∘ ).

A)

𝑡/𝑇 = 0.68,

𝑡/𝑇 = 0.00,

130

B)

and F) kinematics.

where positive values are red and

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

133

^𝑥 ) for case 330 based on group average. The shaded region
Thrust estimate (𝐹
is for

0.00 < 𝑡/𝑇 < 0.14

where thrust is produced but an LEV does not form

on the suction side. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5-10 FV-LEV interaction for case 383 (𝐴

= 77.9, ℎ* = 0.69,

and

𝜑 = 102∘ ).

135

A)

𝑡/𝑇 = 0.02, B) 𝑡/𝑇 = 0.10, C) 𝑡/𝑇 = 0.18, D) 𝑡/𝑇 = 0.26, E) 𝑡/𝑇 = 0.34, and
F) kinematics. Isosurfaces of

𝑄 = 25

and colored by

are red and negative values are blue.

𝜔𝑧

where positive values

. . . . . . . . . . . . . . . . . . . . . .

136

5-11 Vortex tracking using Q-criterion where (* and *) are the LEV core and (*) is
the FV core. Cross-section (A) and iso-surface (B) for
(C) and iso-surface (D) for

𝑠 = 0.26.

(B) for fixed

𝜑 ≈ 102∘ . 𝑥′

(C) and

𝑦′

11 PIV Volume cases. 𝑥′

(D) for fixed

and 361 are repeated in both sets for comparison.
5-13 LEV core position near the peduncle for
(B) for fixed

𝜑 ≈ 102∘ . 𝑥′

(C) and

𝑦′

Cross-section

. . . . . . . . . . . . . . . . . . . . . .

5-12 LEV core position near the spanwise tip for

𝑦′

𝑠 = 0.74;

11

ℎ* ≈ 0.72.

(D) for fixed

(A) and

Cases 345

. . . . . . . . . . . . . . .

PIV Volume cases.

ℎ* ≈ 0.72.

𝑥′

(A) and

A) Isosurface of

𝑄 = 20

colored by

𝜔𝑧

= 77.8, ℎ* = 0.10,

138

𝑦′

Cases 345 and

361 are repeated in both sets for comparison. . . . . . . . . . . . . . . . . . .
5-14 Axial flow in the LEV for case 330 (𝐴

137

and

140

𝜑 = 85∘ ).

with slice through LEV core, B)

𝑄

contours, C) contours axial velocity, and D) vortex induced axial flow. The
green line in (B) and (C) is an approximation of the vortex core for visualization.144

xxi

5-15 Examples of LEV bursting for a A) Delta wing smoke visualization [121,
Figure 5a] and B-E) rotating flat plate. B) shows isosurfaces of total pressure
and E) shows the surface pressure [77, Figures 4 and 5].

marks the location

of vortex bursting. C and D) shows the direction reversal of axial flow within
the LEV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5-16 (1 of 2) Tip region vortex dynamics for case 330 (𝐴

𝜑 = 85∘ ).

𝑡/𝑇 = 0.16,

A)

B)

𝑡/𝑇 = 0.24,

C)

𝑡/𝑇 = 0.32,

5-16 (2 of 2) Tip region vortex dynamics for case 330 (𝐴

𝜑 = 85∘ ).

E)

𝑡/𝑇 = 0.48,

F)

𝑡/𝑇 = 0.56,

G)

= 77.7, ℎ* = 0.10,
and D)

𝑡/𝑇 = 0.64,

and H)

D)

and

𝜑 = 85∘ ).

𝑡/𝑇 = 0.60.

A)

𝑡/𝑇 = 0.24,

B)

𝑡/𝑇 = 0.36,

C)

.

148

and

𝑡/𝑇 = 0.72.

5-17 The evolution of the three-dimensional wake structure for case 330 (𝐴

ℎ* = 0.10,

and

𝑡/𝑇 = 0.40.

= 77.7, ℎ* = 0.10,

146

.

149

= 77.7,

𝑡/𝑇 = 0.48,

and

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

153

5-18 Top view of spanwise vortex structure where the downstream vortex bundle
passes A) behind the TEV and B) in front of the TEV (⊗ is flow into the
page and

⊙

is flow out of the page). . . . . . . . . . . . . . . . . . . . . . . .

5-19 Velocity magnitude (|u|/𝑈∞ ) is shown for
17B). The transparent red surface is at

𝑡/𝑇 = 0.24

1.30

154

of case 330 (Figure 5-

and the opaque red is at

1.55

. .

155

5-20 Wake abstraction to demonstrate large-scale deformation. A) Isometric view
of the wake. B) Chain of vortex rings. C) Vortex ring model. D) Top View
of chain. E) Independent rings moving. F) Enforced connection overlaid on
wake. G) End view of wake. H) Side view of wake.

. . . . . . . . . . . . . .

157

5-21 Two examples of pitching and/or heaving plates that do not form an interconnected chain of vortex rings: A) Rectangular panel in pitch and heave [128,
Figure 5a]. B) Ellipse panel in pitch and heave [59, Figure 8a]. . . . . . . . .
5-22 Axial (spanwise) flow is demonstrated using Case 330 (𝐴
and

𝜑 = 85∘ )

colored by

at

𝜔𝑧 ,

𝑡/𝑇 − 0.60:

A) isometric view of

= 77.7, ℎ* = 0.10,

𝑄 = 0.01𝑄𝑚𝑎𝑥

isosurfaces

B) Abstraction showing axial (spanwise) flow with the large

spanwise structures, and C) side view with

𝑤/𝑈∞ = ±0.4.

159

𝑄 = 0.01𝑄𝑚𝑎𝑥

isosurfaces and

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xxii
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5-23 Axial flow within the spanwise structures for case 330 (𝐴

𝜑 = 85∘ ).

and

𝑡/𝑇 = 0.60.

A)

𝑡/𝑇 = 0.24,

B)

𝑡/𝑇 = 0.36,

C)

𝑡/𝑇 = 0.48,

These four phases correspond to those in Figure 5-17

5-24 Wake breakdown along the midspan for case 460 (𝐴

𝜑 = 35∘ ).

= 77.7, ℎ* = 0.10,

A)

𝑡/𝑇 = 0.25,

B)

𝑡/𝑇 = 0.41,

. . . . . .

= 84.8, ℎ* = 0.70,

𝑡/𝑇 = 0.57,

C)

and D)

and D)

161

and

𝑡/𝑇 = 0.73.

The black dashed box corresponds to the spanwise structure shown in Figure 517A.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

162

5-25 Examples of wake breakdown and the associated wake flattening in the literature: A) [38, Figure 5c], B) [29, Figure 9b], C) (location of breakdown is

= 84.8, ℎ* = 0.70,

unknown) [136, Figure 11d], D) Current study case 460 (𝐴

𝜑 = 35∘ )

and

𝑡/𝑇 = 0.00,

at

E) [88, Figure 9a], F) [34, Figure 4b], and G)

[113, Figure 4e]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

163

5-26 Wake breakdown for pitching plate in quiescent flow showing the vortex twisting (A and B) and the flattening of the wake (C) [55, Figures 6b, 6c, and 8a].
Fundamental vortex dynamics example showing (D) twisted vortex tubes, (E
and F) resulting spanwise flow, and (G and H) low |𝜔 | bubble [187, Figure
13b,13c and 22] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

164

5-27 Wake breakdown along the midspan and corresponding change in spanwise
compression for case 460 (𝐴

0.25,

B,F,J)

𝑡/𝑇 = 0.37,

first row (A-D)shows
(red) and

−0.40

= 84.8, ℎ* = 0.70,
𝑡/𝑇 = 0.49,

C,G,K)

𝑄𝑡ℎ = 20.

and

𝜑 = 35∘ ) for A,E,I) 𝑡/𝑇 =
𝑡/𝑇 = 0.61..

and D,H,L)

The second row (E-H) shows

5-28 time-averaged performance metrics: A)

𝐶¯𝑇 ,

𝑤/𝑈∞ = 0.40

𝐹𝑠𝑡𝑟𝑒𝑡𝑐ℎ < 0(enstrophy

(blue). The third row (I-L)

B)

𝐶¯𝑃 ,

and C)

𝜂. .

The

sink).

. .

166

. . . . . . . .

169

*
5-29 (ℎ fixed) Isosurfaces of the time-averaged streamwise velocity component,

𝑢¯/𝑈∞ ,
1.35
35∘

with values of

0.95

(yellow). Shown for

(460), B)

62∘

(blue),

ℎ*

(380), C)

1.05

(red),

1.15

(green),

fixed at approximately

102∘

(383), D)

xxiii

105∘

0.72

1.25

(purple), and

𝜑

values of: A)

with

(384), and E)

123∘

(386).

. .

171

5-30 (𝜑 fixed) Isosurfaces of the time-averaged streamwise velocity component,

𝑢¯/𝑈∞ ,

with values of

0.95

1.35

(yellow). Shown for

0.10

(330), B)

0.49

𝜑

(blue),

1.05

(red),

1.15

(green),

fixed at approximately

0.67

(366), C)

(384), D)

0.81

102∘

1.25

(purple), and

ℎ*

values of: A)

with

(392), and E)

0.93

5-31 Isosurfaces of the time-averaged streamwise velocity component,
values of

𝑢¯/𝑈∞ ,

171

with

0.95 (blue), 1.05 (red), 1.15 (green), 1.25 (purple), and 1.35 (yellow).

Shown for: A)
(361).

(401). . .

ℎ* = 0.30

and

𝜑 = 77∘

(345); and B)

ℎ* = 0.53

and

𝜑 = 24∘

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

172

*
5-32 (ℎ fixed) Isosurfaces of the time-averaged streamwise velocity component,

𝑣¯/𝑈∞ ,

with values of

±0.05

±0.25 (yellow/dark purple).
35∘

values of: A)

123∘

(460), B)

(red/blue),

ℎ*

Shown for

62∘

(380), C)

±0.15

(orange/light purple), and

fixed at approximately

102∘

(383), D)

105∘

0.72 with 𝜑

(384), and E)

(386). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

174

5-33 (𝜑 fixed) Isosurfaces of the time-averaged streamwise velocity component,

𝑣¯/𝑈∞ ,

with values of

±0.05

±0.25 (yellow/dark purple).
values of: A)

0.93

0.10

(red/blue),

0.49

(orange/light purple), and

𝜑 fixed at approximately 102∘

Shown for

(330), B)

±0.15

(366), C)

0.67

(384), D)

0.81

with

ℎ*

(392), and E)

(401). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5-34 Isosurfaces of the time-averaged transverse velocity component,
values of

±0.05

(red/blue),

low/dark purple).

ℎ* = 0.53

and

±0.15

Shown for:

𝜑 = 24∘

A)

(orange/light purple), and

ℎ* = 0.30

and

𝜑 = 77∘

𝑣¯/𝑈∞ ,

with

±0.25

(yel-

174

(345); and B)

(361). . . . . . . . . . . . . . . . . . . . . . . . . . . .

175

*
5-35 (ℎ fixed) Isosurfaces of the time-averaged streamwise velocity component,

𝑤/𝑈
¯ ∞,
±0.5

with values of

(red/blue),

(yellow/dark purple). Shown for

values of: A)

123∘

±0.05

35∘

(460), B)

62∘

ℎ*

(380), C)

±0.15

(orange/light purple), and

fixed at approximately

102∘

(383), D)

105∘

0.72

with

𝜑

(384), and E)

(386). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xxiv

177

5-36 (𝜑 fixed) Isosurfaces of the time-averaged streamwise velocity component,

𝑤/𝑈
¯ ∞,
±0.5

(red/blue),

𝜑

(yellow/dark purple). Shown for

values of: A)

0.93

±0.05

with values of

0.10

(330), B)

0.49

±0.15

(orange/light purple), and

102∘

fixed at approximately

(366), C)

0.67

(384), D)

0.81

with

ℎ*

(392), and E)

(401). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5-37 Isosurfaces of the time-averaged streamwise velocity component,
values of

with

±0.05 (red/blue), ±0.15 (orange/light purple), and ±0.5 (yellow/dark

purple). Shown for: A)

𝜑 = 24∘

𝑤/𝑈
¯ ∞,

177

ℎ* = 0.30

and

𝜑 = 77∘

ℎ* = 0.53

(345); and B)

and

(361). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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5-38 Example for calculating total spanwise circulation (Γ𝑧 ) where A,D) are the
positive and negative vorticity field for
negative vorticity field for
vorticity field for

𝑡/𝑇 = 0.5

𝑡/𝑇 = 0.28,

𝑡/𝑇 = 0.44,

offset of

Γ+

𝑡/𝑇 = 0.12,

B,E) are the positive and

C,F) are the positive and negative

G) is the history, and H) is the history with

to show symmetry. . . . . . . . . . . . . . . . . . . . .

180

5-39 Effects of the vorticity threshold (𝜔𝑡ℎ ) on the time-history of calculated circulation (|Γ|).

A) current work and B) DeVoria and Ringuette [56, Fgure

3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

+
5-40 Maximum positive circulation (Γ𝑚𝑎𝑥 ) as a function of
edge amplitudes of A)

𝐴 > 102.2.

50.1 < 𝐴 > 55.9,

B)

ℎ*

𝜑

and

73.7 < 𝐴 > 79.0,

181

for trailing-

and C)

94.9 <

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

182

+
5-41 Maximum positive circulation (Γ𝑚𝑎𝑥 ) scaled by A) time-averaged coefficient of

¯𝑇 ), B) time-averaged coefficient of input power (𝐶¯𝑃 ), and C) quasithrust (𝐶
propulsive efficiency (𝜂 ).

Each data point is colored by

size is based on trailing-edge amplitude,

6-1

Examples of FV-LEV interactions at

𝐴.

ℎ*

and the relative

. . . . . . . . . . . . . . . . . . .

𝑡/𝑇 = 0.28:

A) case 330, B) case 366,

and c) case 392. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6-2

Schematic showing an A) adverse
suction side pressure,

𝑃𝑃

𝜃𝐶

and a B) favorable

𝜃𝐶

is the pressure side pressure, and

where

Δ𝑃

𝑃𝑆

187

is the

is the magni-

tude of the average pressure differential across the caudal fin. . . . . . . . . .

xxv
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190

6-3

^𝑥 , black line) as a function of non-dimensional
Scaled thrust curves by group (𝐹
time (𝑡/𝑇 ) where the red, blue, and green dashed lines are
and black dashed line is the timing of

6-4

𝜃𝐶 = 0∘

𝑡/𝑇 = [0.08, 0.13, 0.20],

for each case.

. . . . . . . . .

Shows the case number (group number), kinematic parameters (𝐴,

𝜑),

¯𝑇 ,
and the time-averaged performance values (𝐶

𝐶¯𝑃 ,

and

𝜂 ). .

ℎ* ,

193

and

. . . . . . .

194

6-5

𝑡/𝑇 ≈ 0.08 (35

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

195

6-6

𝑡/𝑇 ≈ 0.08 (70

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

196

6-7

𝑡/𝑇 ≈ 0.20 (35

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

197

6-8

𝑡/𝑇 ≈ 0.20 (70

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

198

6-9

𝜃𝐶 = 0∘ (35

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

. .

199

6-10

𝜃𝐶 = 0∘ (70

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

. .

200

6-11

𝑡/𝑇 ≈ 0.08

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
6-12

𝑡/𝑇 ≈ 0.20

(Suction side): Isosurface of

𝑄 = 20

𝜃𝐶 = 0∘

(Suction side): Isosurface of

𝑄 = 20

𝑡/𝑇 ≈ 0.08 (Pressure side):

Isosurface of

𝑡/𝑇 ≈ 0.20 (Pressure side):

Isosurface of

𝜑–ℎ*

. . . . . . .

203

. . . . . . .

204

𝑄 = 20 colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
6-16 Abstractions of the

202

𝑄 = 20 colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
6-15

. . . . . . .

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
6-14

201

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
6-13

. . . . . . .

space where:

. . . . . . .

205

A) shows the timing of single and

double thrust peaks; and B) shows the six regions of interest. . . . . . . . . .

206

^𝑥 ), B) kinematic angles (𝜃𝑇
6-17 Region 1 example (Case 330): A) scaled thrust (𝐹
and

𝜃𝐶 ),

C)

𝑡/𝑇 = 0.00,

D)

𝑡/𝑇 = 0.12,

E)

𝑡/𝑇 = 0.20,

and F)

𝑡/𝑇 = 0.36

where the top row is the suction side (S) and the bottom row is the pressure
side (P) of the caudal fin.

. . . . . . . . . . . . . . . . . . . . . . . . . . . .
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6-18 Normalized group thrust showing the shape change between region 1 (red)
and 2 (orange) with increasing

ℎ* .

. . . . . . . . . . . . . . . . . . . . . . . .

xxvi
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^𝑥 ), B) kinematic angles (𝜃𝑇
6-19 Region 3 example (Case 401): A) scaled thrust (𝐹
and

𝜃𝐶 ),

C)

𝑡/𝑇 = 0.06,

D)

𝑡/𝑇 = 0.10,

E)

𝑡/𝑇 = 0.22,

and F)

𝑡/𝑇 = 0.38

where the top row is the suction side (S) and the bottom row is the pressure
side (P) of the caudal fin.

. . . . . . . . . . . . . . . . . . . . . . . . . . . .

216

^𝑥 ), B) kinematic angles (𝜃𝑇
6-20 Region 3 example (Case 392): A) scaled thrust (𝐹
and

𝜃𝐶 ),

C)

𝑡/𝑇 = 0.04,

D)

𝑡/𝑇 = 0.09,

E)

𝑡/𝑇 = 0.21,

and F)

𝑡/𝑇 = 0.36

where the top row is the suction side (S) and the bottom row is the pressure
side (P) of the caudal fin.

. . . . . . . . . . . . . . . . . . . . . . . . . . . .

218

^𝑥 ), B) kinematic angles (𝜃𝑇
6-21 Region 4 example (Case 460): A) scaled thrust (𝐹
and

𝜃𝐶 ),

C)

𝑡/𝑇 = 0.04,

D)

𝑡/𝑇 = 0.09,

E)

𝑡/𝑇 = 0.21,

and F)

𝑡/𝑇 = 0.36

where the top row is the suction side (S) and the bottom row is the pressure
side (P) of the caudal fin.

. . . . . . . . . . . . . . . . . . . . . . . . . . . .

221

^𝑥 ), B) kinematic angles (𝜃𝑇
6-22 Region 4 example (Case 380): A) scaled thrust (𝐹
and

𝜃𝐶 ),

C)

𝑡/𝑇 = 0.04,

D)

𝑡/𝑇 = 0.09,

E)

𝑡/𝑇 = 0.21,

and F)

𝑡/𝑇 = 0.36

where the top row is the suction side (S) and the bottom row is the pressure
side (P) of the caudal fin.

. . . . . . . . . . . . . . . . . . . . . . . . . . . .
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6-23 Normalized group thrust showing the shape change between region 1 (red)
and 2 (orange) with increasing

*
6-24 Group 1 (ℎ

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

≈ 105∘ ) illustrates the effects of ℎ*

performance.

7-1

. . . . . . . . . . . . . . . . . . . . . . . .

222

≈ 0.72) illustrates the effects of 𝜑 on the flow field and propulsive

performance.
6-25 Group 2 (𝜑

ℎ* .

225

on the flow field and propulsive

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

228

Two types of finlets found in biology: A) series of small triangular finlets (Yellowfin tuna,
yellowtail,

Thunnus albacares ) [49] and B) long, continuous finlet (Southern

Seriola lalandi ) [168].

. . . . . . . . . . . . . . . . . . . . . . . . .

232

7-2

Abstractions of caudal fin shapes found in biology [82, Figure 2]. . . . . . . .

233

7-3

Time-averaged performance metrics for
C)

𝐶¯𝑃

61 < 𝐴 < 72

mm: A)

𝐶¯𝑇 ,

B)

𝜂,

and

. The diagonal black line is the biological high-efficiency ridge. . . . .

xxvii
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7-4

A) Biological data shows that fish vary speed using motion frequency alone [72,
Figure 9a adapted from [180]]. B)

𝜂

as a function of

𝐶¯𝑇

showing pareto front

with black dots showing optimal kinematic parameters of
and

B-1

113∘ < 𝜑 < 117∘ .

𝐴 ≈ 75

0.72 < ℎ* < 0.77

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

236

^𝑥 , black line) as a function of
mm: Scaled thrust curves by group (𝐹

non-dimensional time (𝑡/𝑇 ) where the red, blue, and green dashed lines are

𝑡/𝑇 = [0.08, 0.13, 0.20], and black dashed line is the timing of 𝜃𝐶 = 0∘
case.
B-2

for each

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

𝐴 ≈ 75

252

mm: Kinematic information for each specific planar or full volume

PIV case and average efficiency for the kinematic group.

. . . . . . . . . . .

253

B-3

𝐴 ≈ 75

mm: Angle of Attack (𝛼) for different spanwise locations.

B-4

𝐴 ≈ 75

mm: Lateral displacement of the trailing-edge of the caudal fin (𝑇 𝐸𝑦 ). 255

B-5

𝐴 ≈ 75

mm: Tail (𝜃𝑇 ) and caudal fin (𝜃𝐶 ) angles.

B-6

Example grouping for

ℎ* = 0.06 and 𝜑 = 82∘

mance data colored by

𝐴

. . . . . .

. . . . . . . . . . . . . . .

254

256

where red lines represent perfor-

with larger values being darker, blue lines represent

PIV volumes, and green lines represent PIV planes. The shaded region represents

𝜇±𝜎 .

A) thrust, B) lateral displacement of the peduncle (𝑃𝑦 ), C) lateral

displacement of the trailing-edge (𝑇 𝐸𝑦 ), D) tail motor torque, E) caudal fin
angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and H) caudal fin motor
torque.
B-7

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Example grouping for

ℎ* = 0.26 and 𝜑 = 80∘

mance data colored by

𝐴

257

where red lines represent perfor-

with larger values being darker, blue lines represent

PIV volumes, and green lines represent PIV planes. The shaded region represents

𝜇±𝜎 .

A) thrust, B) lateral displacement of the peduncle (𝑃𝑦 ), C) lateral

displacement of the trailing-edge (𝑇 𝐸𝑦 ), D) tail motor torque, E) caudal fin
angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and H) caudal fin motor
torque.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xxviii
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B-8

Example grouping for

ℎ* = 0.52 and 𝜑 = 20∘

mance data colored by

𝐴

where red lines represent perfor-

with larger values being darker, blue lines represent

PIV volumes, and green lines represent PIV planes. The shaded region represents

𝜇±𝜎 .

A) thrust, B) lateral displacement of the peduncle (𝑃𝑦 ), C) lateral

displacement of the trailing-edge (𝑇 𝐸𝑦 ), D) tail motor torque, E) caudal fin
angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and H) caudal fin motor
torque.
B-9

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Example grouping for

ℎ* = 0.45

performance data colored by

𝐴

and

𝜑 = 103∘

where red lines represent

with larger values being darker, blue lines

represent PIV volumes, and green lines represent PIV planes.
region represents

𝜇 ± 𝜎.

258

The shaded

A) thrust, B) lateral displacement of the peduncle

(𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ), D) tail motor torque,
E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and H) caudal
fin motor torque.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

B-10 Example grouping for

ℎ* = 0.75 and 𝜑 = 39∘

mance data colored by

𝐴

258

where red lines represent perfor-

with larger values being darker, blue lines represent

PIV volumes, and green lines represent PIV planes. The shaded region represents

𝜇±𝜎 .

A) thrust, B) lateral displacement of the peduncle (𝑃𝑦 ), C) lateral

displacement of the trailing-edge (𝑇 𝐸𝑦 ), D) tail motor torque, E) caudal fin
angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and H) caudal fin motor
torque.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

B-11 Example grouping for

ℎ* = 0.74 and 𝜑 = 67∘

mance data colored by

𝐴

259

where red lines represent perfor-

with larger values being darker, blue lines represent

PIV volumes, and green lines represent PIV planes. The shaded region represents

𝜇±𝜎 .

A) thrust, B) lateral displacement of the peduncle (𝑃𝑦 ), C) lateral

displacement of the trailing-edge (𝑇 𝐸𝑦 ), D) tail motor torque, E) caudal fin
angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and H) caudal fin motor
torque.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xxix
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B-12 Example grouping for

ℎ* = 0.69 and 𝜑 = 99∘

mance data colored by

𝐴

where red lines represent perfor-

with larger values being darker, blue lines represent

PIV volumes, and green lines represent PIV planes. The shaded region represents

𝜇±𝜎 .

A) thrust, B) lateral displacement of the peduncle (𝑃𝑦 ), C) lateral

displacement of the trailing-edge (𝑇 𝐸𝑦 ), D) tail motor torque, E) caudal fin
angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and H) caudal fin motor
torque.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

B-13 Example grouping for

ℎ* = 0.66

performance data colored by

𝐴

and

𝜑 = 1060∘

where red lines represent

with larger values being darker, blue lines

represent PIV volumes, and green lines represent PIV planes.
region represents

𝜇 ± 𝜎.

260

The shaded

A) thrust, B) lateral displacement of the peduncle

(𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ), D) tail motor torque,
E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and H) caudal
fin motor torque.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

B-14 Example grouping for

ℎ* = 0.82

performance data colored by

𝐴

and

𝜑 = 104.0∘

where red lines represent

with larger values being darker, blue lines

represent PIV volumes, and green lines represent PIV planes.
region represents

𝜇 ± 𝜎.

260

The shaded

A) thrust, B) lateral displacement of the peduncle

(𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ), D) tail motor torque,
E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and H) caudal
fin motor torque.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

B-15 Example grouping for

ℎ* = 0.76

performance data colored by

𝐴

and

𝜑 = 132∘

where red lines represent

with larger values being darker, blue lines

represent PIV volumes, and green lines represent PIV planes.
region represents

𝜇 ± 𝜎.

261

The shaded

A) thrust, B) lateral displacement of the peduncle

(𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ), D) tail motor torque,
E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and H) caudal
fin motor torque.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xxx

261

B-16 Example grouping for

ℎ* = 0.92

performance data colored by

𝐴

𝜑 = 101∘

and

where red lines represent

with larger values being darker, blue lines

represent PIV volumes, and green lines represent PIV planes.

𝜇 ± 𝜎.

region represents

The shaded

A) thrust, B) lateral displacement of the peduncle

(𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ), D) tail motor torque,
E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and H) caudal
fin motor torque.

C-1

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Dimensional kinematic grouping for

ℎ* = 0.06 and 𝜑 = 82∘

larger values being darker. The shaded region represents
C)
C-2

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

𝑇𝑇 ,

G)

Normalized kinematic grouping for

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.06

and

colored by

𝜇 ± 𝜎.

A)

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 82∘

262

colored by

264

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,
C-3

D)

𝑃𝑖𝑛,𝐶 ,

𝑃𝑖𝑛 ,

F)

Kinematic grouping for
theoretical
C)

C-4

E)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and

F)

𝜃𝑇 ,

𝑇𝑇 ,

G)

Dimensional kinematic grouping for

C-5

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

Normalized kinematic grouping for

𝜃𝐶 ,

C)

that has been scaled to a

and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.26

and

A)

𝐹𝑥 ,

B)

colored by

𝜇 ± 𝜎.

A)

264

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 80∘

264

𝜃𝐶 ,

. . . . . . . . . . . . . .

ℎ* = 0.26 and 𝜑 = 80∘

𝑇𝑇 ,

G)

B)

𝜑 = 82∘

larger values being darker. The shaded region represents
C)

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

and H)

ℎ* = 0.06

𝜇 ± 𝜎.

colored by

265

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,
C-6

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

ℎ* = 0.26

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

xxxi

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

. . . . . . . . . . . . . . .

𝜑 = 80∘

that has been scaled to a

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

and H)
and

𝜇 ± 𝜎.

and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐹𝑥 ,

B)

265

𝜃𝐶 ,

. . . . . . . . . . . . . .

265

C-7

ℎ* = 0.26 and 𝜑 = 90∘

Dimensional kinematic grouping for

larger values being darker. The shaded region represents
C)
C-8

𝑇𝐶 ,

𝑃𝑖𝑛,𝐶 ,

D)

E)

𝑃𝑖𝑛 ,

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.26

Normalized kinematic grouping for

colored by

𝜇 ± 𝜎.

A)

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 90∘

and

colored by

266

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,
C-9

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-10 Dimensional kinematic grouping for

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

and H)

𝑃𝑖𝑛,𝑇 .

G)

𝑇𝑇 ,

and

𝜇 ± 𝜎.

𝜑 = 100∘

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

colored by

𝜇 ± 𝜎.

A)

266

𝜃𝐶 ,
266

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 100∘

and

A)

. . . . . . . . . . . . . .

and H)

ℎ* = 0.26

C-11 Normalized kinematic grouping for

C)

that has been scaled to a

ℎ* = 0.26

𝜃𝑇 ,

F)

𝜃𝐶 ,

𝜑 = 90∘

with larger values being darker. The shaded region represents
B)

B)

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

𝐹𝑥 ,

𝑃𝑖𝑛,𝑇 .

and H)

ℎ* = 0.26

A)

colored by

267

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-12 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.26

and

𝑃𝑖𝑛,𝑇 .

𝜑 = 100∘

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-13 Dimensional kinematic grouping for

and H)

and

𝜇 ± 𝜎.

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

𝜃𝑇 ,

F)

C-14 Normalized kinematic grouping for

G)

𝑇𝑇 ,

𝜑 = 110∘

and H)

ℎ* = 0.25

𝜃𝐶 ,

C)

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

267

𝜃𝐶 ,

colored by

𝜇 ± 𝜎.

A)

267

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 110∘

and

A)

. . . . . . . . . . . . . .

with larger values being darker. The shaded region represents
B)

B)

that has been scaled to a

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.25

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

268

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-15 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

ℎ* = 0.25

and H)
and

𝑃𝑖𝑛,𝑇 .

𝜑 = 110∘

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

xxxii

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

. . . . . . . . . . . . . . .

268

that has been scaled to a

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

. . . . . . . . . . . . . .

268

C-16 Dimensional kinematic grouping for

ℎ* = 0.35

and

𝜑 = 121∘

with larger values being darker. The shaded region represents
B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.35

C-17 Normalized kinematic grouping for

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 121∘

and

colored by

colored by

269

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-18 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.35

and

𝑃𝑖𝑛,𝑇 .

𝜑 = 121∘

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-19 Dimensional kinematic grouping for

and H)

and

𝜇 ± 𝜎.

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 130∘

and H)

ℎ* = 0.35

C-20 Normalized kinematic grouping for

𝜃𝐶 ,

C)

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

269

𝜃𝐶 ,

colored by

𝜇 ± 𝜎.

A)

269

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 130∘

and

A)

. . . . . . . . . . . . . .

with larger values being darker. The shaded region represents
B)

B)

that has been scaled to a

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.35

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

270

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-21 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.35

and

𝑃𝑖𝑛,𝑇 .

𝜑 = 130∘

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

C-22 Dimensional kinematic grouping for

and H)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑃𝑖𝑛,𝑇 .

C-23 Normalized kinematic grouping for

𝜇 ± 𝜎.

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.52

𝜃𝐶 ,

C)

and

A)

𝐹𝑥 ,

B)

270

𝜃𝐶 ,

. . . . . . . . . . . . . .

ℎ* = 0.52 and 𝜑 = 20∘

𝑇𝑇 ,

B)

that has been scaled to a

larger values being darker. The shaded region represents
C)

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

𝜇 ± 𝜎.

A)

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 20∘

270

colored by

271

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-24 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

ℎ* = 0.52

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

B)

𝜃𝐶 ,

C)

𝜑 = 20∘

that has been scaled to a

and H)

xxxiii

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

and H)
and

𝜇 ± 𝜎.

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐹𝑥 ,

B)

271

𝜃𝐶 ,

. . . . . . . . . . . . . .

271

C-25 Dimensional kinematic grouping for

ℎ* = 0.51 and 𝜑 = 50∘

larger values being darker. The shaded region represents
C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

C-26 Normalized kinematic grouping for

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.51

and

colored by

𝜇 ± 𝜎.

A)

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 50∘

colored by

272

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-27 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

C-28 Dimensional kinematic grouping for

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

C-29 Normalized kinematic grouping for

𝜃𝐶 ,

C)

that has been scaled to a

and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.47

and

A)

𝐹𝑥 ,

B)

colored by

𝜇 ± 𝜎.

A)

272

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 86∘

272

𝜃𝐶 ,

. . . . . . . . . . . . . .

ℎ* = 0.47 and 𝜑 = 86∘

𝑇𝑇 ,

B)

𝜑 = 50∘

larger values being darker. The shaded region represents
C)

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

and H)

ℎ* = 0.51

𝜇 ± 𝜎.

colored by

273

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-30 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

C-31 Dimensional kinematic grouping for

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

C-32 Normalized kinematic grouping for

𝜃𝐶 ,

C)

that has been scaled to a

and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.46

and

A)

𝐹𝑥 ,

B)

colored by

𝜇 ± 𝜎.

A)

273

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 95∘

273

𝜃𝐶 ,

. . . . . . . . . . . . . .

ℎ* = 0.46 and 𝜑 = 95∘

𝑇𝑇 ,

B)

𝜑 = 86∘

larger values being darker. The shaded region represents
C)

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

and H)

ℎ* = 0.47

𝜇 ± 𝜎.

colored by

274

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-33 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

ℎ* = 0.46

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

B)

𝜃𝐶 ,

C)

𝜑 = 95∘

that has been scaled to a

and H)

xxxiv

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

and H)
and

𝜇 ± 𝜎.

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐹𝑥 ,

B)

274

𝜃𝐶 ,

. . . . . . . . . . . . . .

274

C-34 Dimensional kinematic grouping for

ℎ* = 0.45

and

𝜑 = 103∘

with larger values being darker. The shaded region represents
B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

𝜃𝑇 ,

F)

G)

𝑇𝑇 ,

and H)

ℎ* = 0.45

C-35 Normalized kinematic grouping for

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 103∘

and

colored by

colored by

275

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-36 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.45

and

𝑃𝑖𝑛,𝑇 .

𝜑 = 103∘

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

𝑇𝑇 ,

G)

C-37 Dimensional kinematic grouping for

and H)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

𝑃𝑖𝑛,𝑇 .

C-38 Normalized kinematic grouping for

𝜇 ± 𝜎.

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.62

𝜃𝐶 ,

C)

and

A)

𝐹𝑥 ,

B)

275

𝜃𝐶 ,

. . . . . . . . . . . . . .

ℎ* = 0.62 and 𝜑 = 56∘

𝑇𝑇 ,

G)

B)

that has been scaled to a

larger values being darker. The shaded region represents
C)

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

𝜇 ± 𝜎.

A)

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 56∘

275

colored by

276

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-39 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and

F)

𝜃𝑇 ,

𝑇𝑇 ,

G)

C-40 Dimensional kinematic grouping for

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

C-41 Normalized kinematic grouping for

𝜃𝐶 ,

C)

that has been scaled to a

and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.59

and

A)

𝐹𝑥 ,

B)

colored by

𝜇 ± 𝜎.

A)

276

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 82∘

276

𝜃𝐶 ,

. . . . . . . . . . . . . .

ℎ* = 0.59 and 𝜑 = 82∘

𝑇𝑇 ,

G)

B)

𝜑 = 56∘

larger values being darker. The shaded region represents
C)

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

and H)

ℎ* = 0.62

𝜇 ± 𝜎.

colored by

277

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-42 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

ℎ* = 0.59

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

B)

𝜃𝐶 ,

C)

𝜑 = 82∘

that has been scaled to a

and H)

xxxv

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

and H)
and

𝜇 ± 𝜎.

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐹𝑥 ,

B)

277

𝜃𝐶 ,

. . . . . . . . . . . . . .

277

ℎ* = 0.56 and 𝜑 = 97∘

C-43 Dimensional kinematic grouping for

larger values being darker. The shaded region represents
C)

𝑇𝐶 ,

𝑃𝑖𝑛,𝐶 ,

D)

E)

𝑃𝑖𝑛 ,

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.56

C-44 Normalized kinematic grouping for

colored by

𝜇 ± 𝜎.

A)

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 97∘

and

colored by

278

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-45 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-46 Dimensional kinematic grouping for

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

and H)

𝑃𝑖𝑛,𝑇 .

G)

𝑇𝑇 ,

and

𝜇 ± 𝜎.

𝜑 = 105∘

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

colored by

𝜇 ± 𝜎.

A)

278

𝜃𝐶 ,
278

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 105∘

and

A)

. . . . . . . . . . . . . .

and H)

ℎ* = 0.56

C-47 Normalized kinematic grouping for

C)

that has been scaled to a

ℎ* = 0.56

𝜃𝑇 ,

𝜃𝐶 ,

𝜑 = 97∘

with larger values being darker. The shaded region represents
B)

B)

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

𝐹𝑥 ,

𝑃𝑖𝑛,𝑇 .

and H)

ℎ* = 0.56

A)

colored by

279

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-48 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.56

and

𝑃𝑖𝑛,𝑇 .

𝜑 = 105∘

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-49 Dimensional kinematic grouping for

and H)

and

𝜇 ± 𝜎.

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

C-50 Normalized kinematic grouping for

G)

𝑇𝑇 ,

𝜑 = 113∘

and H)

ℎ* = 0.55

𝜃𝐶 ,

C)

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

279

𝜃𝐶 ,

colored by

𝜇 ± 𝜎.

A)

279

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 113∘

and

A)

. . . . . . . . . . . . . .

with larger values being darker. The shaded region represents
B)

B)

that has been scaled to a

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.55

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

280

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-51 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

ℎ* = 0.55

and H)
and

𝑃𝑖𝑛,𝑇 .

𝜑 = 113∘

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

xxxvi

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

. . . . . . . . . . . . . . .

280

that has been scaled to a

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

. . . . . . . . . . . . . .

280

C-52 Dimensional kinematic grouping for

ℎ* = 0.56

and

𝜑 = 122∘

with larger values being darker. The shaded region represents
B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.56

C-53 Normalized kinematic grouping for

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 122∘

and

colored by

colored by

281

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-54 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.56

and

𝑃𝑖𝑛,𝑇 .

𝜑 = 122∘

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-55 Dimensional kinematic grouping for

and H)

and

𝜇 ± 𝜎.

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 131∘

and H)

ℎ* = 0.57

C-56 Normalized kinematic grouping for

𝜃𝐶 ,

C)

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

281

𝜃𝐶 ,

colored by

𝜇 ± 𝜎.

A)

281

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 131∘

and

A)

. . . . . . . . . . . . . .

with larger values being darker. The shaded region represents
B)

B)

that has been scaled to a

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.57

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

282

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-57 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.57

and

𝑃𝑖𝑛,𝑇 .

𝜑 = 131∘

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

C-58 Dimensional kinematic grouping for

and H)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑃𝑖𝑛,𝑇 .

C-59 Normalized kinematic grouping for

𝜇 ± 𝜎.

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.75

𝜃𝐶 ,

C)

and

A)

𝐹𝑥 ,

B)

282

𝜃𝐶 ,

. . . . . . . . . . . . . .

ℎ* = 0.75 and 𝜑 = 39∘

𝑇𝑇 ,

B)

that has been scaled to a

larger values being darker. The shaded region represents
C)

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

𝜇 ± 𝜎.

A)

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 39∘

282

colored by

283

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-60 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

ℎ* = 0.75

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

B)

𝜃𝐶 ,

C)

𝜑 = 39∘

that has been scaled to a

and H)

xxxvii

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

and H)
and

𝜇 ± 𝜎.

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐹𝑥 ,

B)

283

𝜃𝐶 ,

. . . . . . . . . . . . . .

283

C-61 Dimensional kinematic grouping for

ℎ* = 0.74 and 𝜑 = 67∘

larger values being darker. The shaded region represents
C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

C-62 Normalized kinematic grouping for

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.74

and

colored by

𝜇 ± 𝜎.

A)

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 67∘

colored by

284

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-63 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

C-64 Dimensional kinematic grouping for

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

C-65 Normalized kinematic grouping for

𝜃𝐶 ,

C)

that has been scaled to a

and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.72

and

A)

𝐹𝑥 ,

B)

colored by

𝜇 ± 𝜎.

A)

284

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 87∘

284

𝜃𝐶 ,

. . . . . . . . . . . . . .

ℎ* = 0.72 and 𝜑 = 87∘

𝑇𝑇 ,

B)

𝜑 = 67∘

larger values being darker. The shaded region represents
C)

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

and H)

ℎ* = 0.74

𝜇 ± 𝜎.

colored by

285

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-66 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

C-67 Dimensional kinematic grouping for

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

C-68 Normalized kinematic grouping for

𝜃𝐶 ,

C)

that has been scaled to a

and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.69

and

A)

𝐹𝑥 ,

B)

colored by

𝜇 ± 𝜎.

A)

285

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 99∘

285

𝜃𝐶 ,

. . . . . . . . . . . . . .

ℎ* = 0.69 and 𝜑 = 99∘

𝑇𝑇 ,

B)

𝜑 = 87∘

larger values being darker. The shaded region represents
C)

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

and H)

ℎ* = 0.72

𝜇 ± 𝜎.

colored by

286

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-69 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

ℎ* = 0.69

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

B)

𝜃𝐶 ,

C)

𝜑 = 99∘

that has been scaled to a

and H)

xxxviii

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

and H)
and

𝜇 ± 𝜎.

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐹𝑥 ,

B)

286

𝜃𝐶 ,

. . . . . . . . . . . . . .

286

C-70 Dimensional kinematic grouping for

ℎ* = 0.66

and

𝜑 = 106∘

with larger values being darker. The shaded region represents
B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.66

C-71 Normalized kinematic grouping for

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 106∘

and

colored by

colored by

287

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-72 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.66

and

𝑃𝑖𝑛,𝑇 .

𝜑 = 106∘

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-73 Dimensional kinematic grouping for

and H)

and

𝜇 ± 𝜎.

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 122∘

and H)

ℎ* = 0.67

C-74 Normalized kinematic grouping for

𝜃𝐶 ,

C)

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

287

𝜃𝐶 ,

colored by

𝜇 ± 𝜎.

A)

287

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 122∘

and

A)

. . . . . . . . . . . . . .

with larger values being darker. The shaded region represents
B)

B)

that has been scaled to a

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.67

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

288

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-75 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.67

and

𝑃𝑖𝑛,𝑇 .

𝜑 = 122∘

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-76 Dimensional kinematic grouping for

and H)

and

𝜇 ± 𝜎.

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

C-77 Normalized kinematic grouping for

G)

𝑇𝑇 ,

𝜑 = 131∘

and H)

ℎ* = 0.68

𝜃𝐶 ,

C)

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

288

𝜃𝐶 ,

colored by

𝜇 ± 𝜎.

A)

288

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 131∘

and

A)

. . . . . . . . . . . . . .

with larger values being darker. The shaded region represents
B)

B)

that has been scaled to a

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.68

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

289

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-78 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

ℎ* = 0.68

and H)
and

𝑃𝑖𝑛,𝑇 .

𝜑 = 131∘

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

xxxix

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

. . . . . . . . . . . . . . .

289

that has been scaled to a

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

. . . . . . . . . . . . . .

289

ℎ* = 0.83 and 𝜑 = 94∘

C-79 Dimensional kinematic grouping for

larger values being darker. The shaded region represents
C)

𝑇𝐶 ,

𝑃𝑖𝑛,𝐶 ,

D)

E)

𝑃𝑖𝑛 ,

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

and H)

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.83

C-80 Normalized kinematic grouping for

colored by

𝜇 ± 𝜎.

A)

𝐴 with

𝐹𝑥 , B) 𝜃𝐶 ,

. . . . . . . . . . . . . .

𝜑 = 94∘

and

colored by

290

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-81 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-82 Dimensional kinematic grouping for

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

and H)

𝑃𝑖𝑛,𝑇 .

G)

𝑇𝑇 ,

and

𝜇 ± 𝜎.

𝜑 = 104∘

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

colored by

𝜇 ± 𝜎.

A)

290

𝜃𝐶 ,
290

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 104∘

and

A)

. . . . . . . . . . . . . .

and H)

ℎ* = 0.82

C-83 Normalized kinematic grouping for

C)

that has been scaled to a

ℎ* = 0.82

𝜃𝑇 ,

𝜃𝐶 ,

𝜑 = 94∘

with larger values being darker. The shaded region represents
B)

B)

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

𝐹𝑥 ,

𝑃𝑖𝑛,𝑇 .

and H)

ℎ* = 0.83

A)

colored by

291

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-84 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.82

and

𝑃𝑖𝑛,𝑇 .

𝜑 = 104∘

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-85 Dimensional kinematic grouping for

and H)

and

𝜇 ± 𝜎.

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

C-86 Normalized kinematic grouping for

G)

𝑇𝑇 ,

𝜑 = 115∘

and H)

ℎ* = 0.74

𝜃𝐶 ,

C)

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

291

𝜃𝐶 ,

colored by

𝜇 ± 𝜎.

A)

291

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 115∘

and

A)

. . . . . . . . . . . . . .

with larger values being darker. The shaded region represents
B)

B)

that has been scaled to a

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.74

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

292

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-87 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

ℎ* = 0.74

and H)
and

𝑃𝑖𝑛,𝑇 .

𝜑 = 115∘

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,
xl

and H)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

. . . . . . . . . . . . . . .

292

that has been scaled to a

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

. . . . . . . . . . . . . .

292

C-88 Dimensional kinematic grouping for

ℎ* = 0.76

and

𝜑 = 124∘

with larger values being darker. The shaded region represents
B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.76

C-89 Normalized kinematic grouping for

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 124∘

and

colored by

colored by

293

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-90 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.76

and

𝑃𝑖𝑛,𝑇 .

𝜑 = 124∘

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-91 Dimensional kinematic grouping for

and H)

and

𝜇 ± 𝜎.

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 132∘

and H)

ℎ* = 0.76

C-92 Normalized kinematic grouping for

𝜃𝐶 ,

C)

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

293

𝜃𝐶 ,

colored by

𝜇 ± 𝜎.

A)

293

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 132∘

and

A)

. . . . . . . . . . . . . .

with larger values being darker. The shaded region represents
B)

B)

that has been scaled to a

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.76

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

294

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-93 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.76

and

𝑃𝑖𝑛,𝑇 .

𝜑 = 132∘

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-94 Dimensional kinematic grouping for

and H)

and

𝜇 ± 𝜎.

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

C-95 Normalized kinematic grouping for

G)

𝑇𝑇 ,

𝜑 = 101∘

and H)

ℎ* = 0.92

𝜃𝐶 ,

C)

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

294

𝜃𝐶 ,

colored by

𝜇 ± 𝜎.

A)

294

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 101∘

and

A)

. . . . . . . . . . . . . .

with larger values being darker. The shaded region represents
B)

B)

that has been scaled to a

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.92

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

295

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-96 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

ℎ* = 0.92

and H)
and

𝑃𝑖𝑛,𝑇 .

𝜑 = 101∘

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,
xli

and H)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

. . . . . . . . . . . . . . .

295

that has been scaled to a

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

. . . . . . . . . . . . . .

295

C-97 Dimensional kinematic grouping for

ℎ* = 0.84

and

𝜑 = 122∘

with larger values being darker. The shaded region represents
B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

ℎ* = 0.84

C-98 Normalized kinematic grouping for

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 122∘

and

colored by

colored by

296

𝐴

with larger values being darker and the blue line represents the symmetric,

𝜇 ± 𝜎.

normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-99 Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

D)

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝑃𝑖𝑛,𝑇 .

and H)

ℎ* = 0.84

and

𝜑 = 122∘

𝜃𝑇 ,

F)

𝑇𝑇 ,

G)

C-100Dimensional kinematic grouping for

and H)

and

𝜇 ± 𝜎.

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

C-101Normalized kinematic grouping for

G)

𝑇𝑇 ,

𝜑 = 131∘

and H)

ℎ* = 0.85

𝜃𝐶 ,

C)

𝑃𝑖𝑛,𝑇 .

𝐹𝑥 ,

B)

296

𝜃𝐶 ,

colored by

𝜇 ± 𝜎.

A)

296

𝐴

𝐹𝑥 ,

. . . . . . . . . .

𝜑 = 131∘

and

A)

. . . . . . . . . . . . . .

with larger values being darker. The shaded region represents
B)

B)

that has been scaled to a

𝑃𝑖𝑛,𝑇 .

ℎ* = 0.85

𝐹𝑥 ,

. . . . . . . . . . . . . . .

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

colored by

297

𝐴

with larger values being darker and the blue line represents the symmetric,
normalized, average. The shaded region represents

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

C-102Kinematic grouping for
theoretical
C)

𝑇𝐶 ,

D)

𝐴 = 77.0
𝑃𝑖𝑛,𝐶 ,

E)

𝜃𝑇 ,

G)

𝑇𝑇 ,

ℎ* = 0.85

𝑃𝑖𝑛,𝑇 .

and H)
and

𝜑 = 131∘

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

. . . . . . . . . . . . . . .

297

that has been scaled to a

mm. The shaded region represents

𝑃𝑖𝑛 ,

A)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

. . . . . . . . . . . . . .

297

D-1

𝑡/𝑇 ≈ 0.00 (0

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

.

299

D-2

𝑡/𝑇 ≈ 0.08 (0

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

.

300

D-3

𝑡/𝑇 ≈ 0.16 (0

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

.

301

D-4

𝑡/𝑇 ≈ 0.24 (0

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

.

302

D-5

𝑡/𝑇 ≈ 0.32 (0

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

.

303

D-6

𝑡/𝑇 ≈ 0.40 (0

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

.

304

D-7

𝑡/𝑇 ≈ 0.48 (0

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

.

305

D-8

𝑡/𝑇 ≈ 0.56 (0

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

.

306

D-9

𝑡/𝑇 ≈ 0.00 (35

mm plane): Contour plot of

xlii

𝑄 = [20, 100, 200, 400, 700, 1100].

308

D-10

𝑡/𝑇 ≈ 0.08 (35

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

309

D-11

𝑡/𝑇 ≈ 0.16 (35

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

310

D-12

𝑡/𝑇 ≈ 0.24 (35

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

311

D-13

𝑡/𝑇 ≈ 0.32 (35

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

312

D-14

𝑡/𝑇 ≈ 0.40 (35

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

313

D-15

𝑡/𝑇 ≈ 0.48 (35

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

314

D-16

𝑡/𝑇 ≈ 0.56 (35

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

315

D-17

𝑡/𝑇 ≈ 0.00 (70

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

317

D-18

𝑡/𝑇 ≈ 0.08 (70

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

318

D-19

𝑡/𝑇 ≈ 0.16 (70

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

319

D-20

𝑡/𝑇 ≈ 0.24 (70

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

320

D-21

𝑡/𝑇 ≈ 0.32 (70

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

321

D-22

𝑡/𝑇 ≈ 0.40 (70

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

322

D-23

𝑡/𝑇 ≈ 0.48 (70

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

323

D-24

𝑡/𝑇 ≈ 0.56 (70

mm plane): Contour plot of

𝑄 = [20, 100, 200, 400, 700, 1100].

324

D-25

𝑡/𝑇 ≈ 0.00

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-26

𝑡/𝑇 ≈ 0.08

(Suction side): Isosurface of

𝑄 = 20

𝑡/𝑇 ≈ 0.16

(Suction side): Isosurface of

𝑄 = 20

𝑡/𝑇 ≈ 0.24

(Suction side): Isosurface of

𝑄 = 20

𝑡/𝑇 ≈ 0.32

(Suction side): Isosurface of

𝑄 = 20

𝑡/𝑇 ≈ 0.40

(Suction side): Isosurface of

𝑄 = 20

𝑡/𝑇 ≈ 0.48

(Suction side): Isosurface of

𝑄 = 20

. . . . . . .

329

. . . . . . .

330

. . . . . . .

331

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.

xliii

328

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-31

. . . . . . .

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-30

327

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-29

. . . . . . .

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-28

326

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-27

. . . . . . .

. . . . . . .

332

D-32

𝑡/𝑇 ≈ 0.56

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-33

𝑡/𝑇 ≈ 0.64

(Suction side): Isosurface of

𝑄 = 20

𝑡/𝑇 ≈ 0.72

(Suction side): Isosurface of

𝑄 = 20

𝑡/𝑇 ≈ 0.80

(Suction side): Isosurface of

𝑄 = 20

𝑡/𝑇 ≈ 0.88

(Suction side): Isosurface of

𝑄 = 20

𝑡/𝑇 ≈ 0.96

(Suction side): Isosurface of

𝑄 = 20

𝑡/𝑇 ≈ 0.00 (Pressure side):

Isosurface of

𝑡/𝑇 ≈ 0.08 (Pressure side):

Isosurface of

𝑡/𝑇 ≈ 0.16 (Pressure side):

Isosurface of

𝑡/𝑇 ≈ 0.24 (Pressure side):

Isosurface of

𝑡/𝑇 ≈ 0.32 (Pressure side):

Isosurface of

𝑡/𝑇 ≈ 0.40 (Pressure side):

Isosurface of

𝑡/𝑇 ≈ 0.48 (Pressure side):

Isosurface of

𝑡/𝑇 ≈ 0.56 (Pressure side):

Isosurface of

𝑡/𝑇 ≈ 0.64 (Pressure side):

Isosurface of

. . . . . . .

341

. . . . . . .

342

. . . . . . .

343

. . . . . . .

344

. . . . . . .

345

. . . . . . .

346

. . . . . . .

347

𝑄 = 20 colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
xliv

340

𝑄 = 20 colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-46

. . . . . . .

𝑄 = 20 colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-45

338

𝑄 = 20 colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-44

. . . . . . .

𝑄 = 20 colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-43

337

𝑄 = 20 colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-42

. . . . . . .

𝑄 = 20 colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-41

336

𝑄 = 20 colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-40

. . . . . . .

𝑄 = 20 colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-39

335

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
D-38

. . . . . . .

colored by spanwise vorticity
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Chapter 1
Introduction
1.1

Motivation and Goals

There is a major difference in methods of propulsion between manufactured aquatic vehicles
and natural swimmers. Manufactured aquatic vehicles are almost exclusively propelled by
one or more screw-propellers while natural swimmers use some form of oscillatory propulsion. It has been shown that natural oscillatory swimmers are capable of fast and efficient
swimming [26, 131, 145]. They are also capable of large accelerations (
shown to accelerate up to

e.g.

pike have been

25 times earth’s gravity) which suggests that extremely large forces

can be produced [222]. The lateral oscillations also create lateral forces where the associated
rigid-body moments can be advantageous for maneuverability. Do these abilities present an
opportunity for engineers to improve their designs by incorporating oscillatory propulsion?
This question has motivated decades of research to understand the physical mechanisms
that govern oscillatory propulsion. Even if oscillatory propulsion cannot match the single
objective of high efficiency, engineers can use it as a tool to design vehicles to meet other
objectives. These objectives may be to roam the oceans as an incognito vessel, to disguise
the flow field around a submerged vessel, or to observe nature without disturbing it with an
obviously foreign/manufactured vessel.
Fish use a combination of their body and any number of fins to generate an unsteady
and highly three-dimensional flow field.

Not only is oscillatory swimming efficient, but it

is also elegant as seen in Figure 1-1 where a brook trout rapidly accelerates from a stop.
1

Salvelinus fontinalis )

Figure 1-1: Swimming brook trout (

Engineers and biologists have been studying these flow fields for nearly six decades and still
do not fully grasp the underlying physics.

The challenge arises from not only a complex,

highly three-dimensional, unsteady flow field but also the innumerable variables involved.
Areas of research have included: isolated propulsors, rigid propulsors, spanwise flexibility,
chordwise flexibility, fin-fin interaction, trailing-edge shape, leading-edge shape, and the list
goes on. Therefore, a continued analysis of these systems is needed to better understand the
governing physics.
The main goal of this work is to better understand oscillatory aquatic propulsion by
analyzing the propulsive performance and flow field features of a simplified two degree-offreedom fish platform.

i.e.

Although there are many aspects of propulsive performance (

acceleration, maneuverability, etc), the current work investigates the propulsive force and
power consumption during quasi-steady swimming. The associated time-averaged quantities
are the coefficient of thrust, coefficient of input power, and the quasi-propulsive efficiency.
These metrics are a baseline that must be established even though other aspects may be the
real enhancement over screw-propellers.

The combination of propulsive performance and

flow field features will help elucidate the flow field mechanisms that are responsible for the
generation of propulsive force. The results described in this work are expected to not only
lead to control and geometric design recommendations for future aquatic vehicles but also
to feed the insatiable curiosity of the scientific community.

2

1.2

Approach and Objectives

This dissertation is based on propulsive performance and flow field measurements of a two
degree-of-freedom fish platform that were acquired by experimental means. The experimental
conditions were designed to mimic a tuna during steady swimming where the water tunnel
flow speed represents the tuna’s swimming speed. The propulsive performance measurements
include propulsive force and input power over a large parameter space that encompasses and
extends beyond the known biological space.

The flow field measurements consist of two

datasets where the first includes three planes of three-component velocity data for a large
portion of the parameter space. The second dataset includes full volume three-component
velocity data for a select sample of the parameter space. The aim of this dissertation is to
elucidate the relationship between flow field dynamics, platform kinematics, and propulsive
performance. The dissertation will attempt to accomplish this by addressing the following
questions:

1. What are the optimal kinematic parameters for high efficiency and/or high thrust
propulsion for this two degree-of-freedom fish platform?

2. What role does the leading-edge vortex play in the overall flow structure and propulsive
performance for this fish platform?

3. What physical mechanisms drive the large-scale deformation of the three-dimensional
vortex structure in the wake of an oscillatory propulsor?

4. How can the results contained within this dissertation be applied to manufactured
aquatic vehicles for both geometric design and controller design?

1.3

Overview

To understand the relationship between flow field dynamics, fish platform kinematics, and
propulsive performance in oscillatory aquatic propulsion, a series of experimental datasets
will be used. The layout of the remainder of the dissertation is as follows:
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Chapter 2

includes relevant background information and literature reviews on the

biological inspiration of this work, vortex dynamics, unsteady oscillatory propulsion,
existing three-dimensional fish platforms, leading-edge vortices, and applications to
aquatic vehicles.



Chapter 3 details the two degree-of-freedom (DoF) fish platform as well as the experimental equipment and procedures used to acquire both the propulsive performance
and flow field measurements.



Chapter 4 presents and discusses the propulsive performance results of this two DoF
¯𝑇 ,
fish platform. This includes time-averaged metrics (𝐶

𝐶¯𝑃 ,

and

𝜂 ),

phase-averaged

metrics (time-varying thrust), and a kinematic grouping derived from these performance measurements.



Chapter 5 presents and discusses the flow field generated by this two DoF fish platform. This includes the formation and evolution of all major vortices (finlet vortex,
leading-edge vortex, and trailing-edge vortex) as well as the large-scale deformation of
the three-dimensional vortex structures in the wake of this fish platform.



Chapter 6

discusses the relationship between the propulsive performance discussed

in Chapter 4 with the flow field structures discussed in Chapter 5.



Chapter 7 presents the application of the results to biological morphology and aquatic
vehicle design.



Chapter 8 summarizes the relevant conclusions of the work presented here as well as
proposed future work and lessons learned.

i.e.

The key contributions of this work are the presentation of: i) time-resolved (
averaged) thrust and input power curves and time-averaged

i.e.

parameter space, ii) time-resolved (

𝐶¯𝑇 , 𝐶¯𝑃 ,

and

𝜂

phase-

over a wide

phase-averaged) full volume three-component veloc-

ity data over a large portion of the parameter space, iii) optimal kinematic trends and a
performance pareto front, iv) detailed descriptions of vortex deformation of the leading-edge
vortex and wake vortices, and v) evidence that demonstrates the role of the caudal fin’s
4

pressure side in thrust production for a multi DoF oscillatory fish platform. The data and
proposed trends from the current study offers the community insights into the flow physics
that drive thrust production and power consumption as well as provide general guidelines
for the geometric design and control constraints for future bio-inspired oscillatory vehicles.
The author has provided several appendices that provide the reader with background
information relevant to the dissertation. The included appendices are as follows:



Appendix A includes reference tables.



Appendix B

includes additional figures for the reader that provide further support

to claims made within the work.



Appendix C includes the dimensional, normalized, and scaled curves for the 34 kinematic groups discussed in Chapter 6.



Appendix D
0

mm,

35

includes PIV sequences for the first half-cycle (0.00

mm, and

70

< 𝑡/𝑇 < 0.50):

mm planes for planar PIV cases as well as the suction and

pressure side for full volume PIV cases.



Appendix E

details the extraction of kinematic curves (𝜃𝑇 and

𝜃𝐶 )

from multiple

linear point measurements acquired during propulsive performance measurements to
provide actual kinematics.



Appendix F details the extraction of kinematic curves (𝜃𝑇

and

𝜃𝐶 )

from raw images

acquired during particle image velocimetry to provide actual kinematics for the flow
field measurements.



Appendix G includes details on the calculation or estimation of measurement uncertainty as well as its propagation for calculated quantities.



Appendix H includes the journal article Brooks and Green [35] that was published by
Biomimetics. This article includes details concerning the initial two degree-of-freedom
fish model and results that are relevant to the current work.
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Appendix I includes a manuscript detailing the development of a low-frequency dynamic testing mechanism as well as the design, implementation, and validation of the
inverse filter method used in the current work to correct the dynamic response of the
thrust measurement system. The manuscript was submitted to

and Technology

on July 22, 2021.
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Chapter 2
Background
This dissertation will encapsulate a two degree-of-freedom fish platform undergoing unsteady
oscillations in a water tunnel. The biological inspiration for the experiments and platform
will be discussed in Section 2.1 as well as a brief history of aquatic propulsion. The oscillatory
propulsor is expected to form complex vortical structures in a fluid environment, and so the
relevant equations and theorems pertaining to vortex dynamics are discussed in Section 2.2.
Section 2.3 discusses unsteady oscillatory propulsion through classical linear theory, performance metrics, performance scaling, two-dimensional wake dynamics, and three-dimensional
wake models.

A literature review of full fish platforms is presented in Section 2.4 to put

the current two degree-of-freedom fish platform into perspective. Leading-edge vortices are
thought to be critical in the production of thrust and so a literature review is presented in
Section 2.5. Finally, a literature review of current applications of oscillatory propulsion is
presented in Section 2.6.

2.1

Biological Inspiration

Humans have been fascinated by nature for at least as long as recorded history. One aspect
of nature that has piqued our curiosity is the means by which fish swim.

Written works

on this topic date back to 350 B.C. when Aristotle [9] discussed the undulating motion of
eels and its relation to the locomotion of snakes.

Numerous other thinkers and scientists

have debated the physical mechanisms of aquatic locomotion, but the modern endeavor
7

began with a student of Galileo who first attempted to understand how fish fins produce
thrust by comparing them to oars in 1680 [137, 236].

Growth in the field was slow until

Sir James Gray made the first attempt to understand the energetics of fish swimming and
developed what is commonly known as ‘Gray’s Paradox.’ This states that drag estimates
of a swimming dolphin far outstrips the available muscle power [137, 236].

This paradox

has been the impetus for giants in the early field such as Sir Geoffrey Taylor (1950s, [201]),
Richard Bainbridge (1950-1960s, [17, 18]), Sir James Lighthill (1960-1970s, [130, 131]), and
Paul Webb (1970-1980s, [236, 238]).

The fact that this work is still trying to answer the

question of, ‘how do fish swim?’, is evidence of the answer’s complexity.
The remainder of this section is devoted to a brief overview of aquatic locomotion and its
application to the current work. Section 2.1.1 will discuss the biological terminology that will
give the reader a basic understanding of fish anatomy. A classification of aquatic propulsion
is discussed in Section 2.1.2. The last Section (Section 2.1.3) will focus on geometric features
of carangiform/thunniform swimmers with a specific focus on tuna (yellowfin tuna,

Thunnus

albacares ) that will be used in the generation of the physical model described in Section 3.2.

2.1.1 Fish Nomenclature
Anatomical fish terms along with several colloquial terms will be used in this work to identify
parts of the fish model. In colloquial terms, a fish consists of a head at the front (anterior), tail
from mid-body to the narrowing of the posterior body, and caudal fin at the end (posterior).
These are shown for a yellowfin tuna (

Thunnus albacares ) in Figure 2-1A. Several anatomical

terms are shown in Figure 2-1A and B. The anterior of a fish is typically round with the
body becoming taller and thicker towards the posterior.

The location of the tallest and

thickest part of the fish varies by species but typically occurs near the center [102, 144].
Moving posterior from the tallest part, the body becomes shorter and narrower until the
peduncle joint. This is the narrowest and shortest part of the body and connects the main
body to the posterior fin. A fin is an anatomical feature of most fish composed of a thin
membrane connected by rigid fin rays. Each fin extends from the main body into the water
and can provide propulsive, maneuvering, and/or stabilizing forces.

Fish typically have a

series of fins along their body that serve various functions and several (not all) are described
8

A

head

tail

caudal fin

B

Finlets
C

Figure 2-1:

A) General fish nomenclature [191, Figure 1].

albacares ) [49].

C) Southern yellowtail (

Seriola lalandi ) [168]

Thunnus

B) Yellowfin tuna (

here. The most anterior fins include the pectoral and pelvic paired fins. The pectoral paired
fins typically provide all three forces and will be discussed later. The pelvic paired fins are
typically only used for stability and maneuvering. The dorsal and anal fins can provide all
three forces depending on swimming mode [191].

For some fish, there can be a series of

small triangular fins, known as finlets, along the dorsal (top) and ventral (bottom) edges
of the tail region as shown in Figure 2-1A. These finlets can also be a continuous fin along
both edges that may or may not connect to the dorsal/anal fins. An example of this type of
finlet is shown in Figure 2-1C for the southern yellowtail (

Seriola lalandi ).

The caudal fin,

or the most posterior fin, typically provides maneuvering and propulsive thrust of varying
amounts depending on the species and swimming mode. This is the main fin of interest in
the current work because it is commonly thought to produce the majority of the thrust for
carangiform/thunniform swimmers as will be discussed next.

2.1.2 Modes of Aquatic Propulsion
The diversity of natural aquatic environments and ecological niches require that their inhabitants possess advantageous features in order to thrive [191, 238]. This results in the aquatic
inhabitants having innumerable combinations of form and function [6, 28, 137, 238, 241]. The
literature review here will provide a narrow overview pertaining to the current work while
an interested reader can find a more comprehensive classification and description of aquatic
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B

A

Figure 2-2: A) Functions of MPF and BCF swimmers [191, Figure 4 adapted from [238]].
B) BCF swimming modes where the amplitude of lateral oscillation is represented by the
shading density [191, Figure 5 adapted from [137]]

propulsion in many available articles [33, 137, 191, 209, 236, 238, 248]. One of the earliest
classification methods was proposed by Breder [33] which grouped aquatic propulsion into

12

groups. The broadest categorization within this method divides fish into median/paired fin
(MPF) and body/caudal fin (BCF) propulsion. The former class (MPF, approximately

i.e.

of fish families) use oscillations of the pectoral paired fins and/or median fins (

15%

dorsal fin,

anal fin, or other longitudinal fin) to produce the majority of their thrust. The latter class
(BCF, approximately

85% of fish families) produce thrust by undulating their body forming

a traveling wave while the pectoral and median fins are used for maneuvering and stability
[191]. Figure 2-2A illustrates some of the common features of MPF and BCF swimmers and
distinguishing their function as either accelerating, cruising, or maneuvering [191, 238]. Fish
that use MPF propulsion are typically maneuverable, but slow, and typically inhabit tight
spaces such as coral reefs and mangroves [33]. Fish that use BCF propulsion are more adept
at cruising and accelerating than maneuvering [238].
The BCF classification can be further divided based on the lateral amplitude, distribution
over the body, and wavelength to body length of the undulations [33, 137] (Figure 2-2B). In
this figure, the density of the shading represents the amplitude of lateral oscillation along the
body. At the far left is anguilliform with a large lateral amplitude (relative to body width)
that is evenly distributed along the body with a wavelength substantially less than the body
length. Moving the right the fish get shorter and thicker while the undulations become more
concentrated in posterior regions until only the caudal fin oscillates for the ostraciiform mode.
Within the BCF classification, the carangiform and thunniform swimmers are commonly
known to be efficient swimmers as well as for their ability to cruise at the high velocities
10

[26, 109, 131, 145, 237]. Within this group the current work will focus on the

i.e.

family (

Thunnus

mackerel) of fish and specifically the

sustain speeds of

1.3

–

1.5

genus (

BL/s [83, 144] with bursting speeds up to

i.e.

21

Scombridae

tuna) which can

BL/s [231].

2.1.3 Features of Carangiform/Thunniform Swimmers
As previously discussed, carangiform and thunniform swimmers are characterized by the
fact that their lateral oscillations are restricted to the posterior end of their bodies. This
is but one of many features that can be used to generalize these fish and the following
subsections will outline several other features that were used in the development of the
current fish platform (Section 3.2) and test conditions (Section 3.1). Many of the features
discussed here are outlined in Lindsey [137, Table I] but further support is provided. The

Thunnus albacares, Figure 2-1A) will be used as the ideal species when data

yellowfin tuna (

is available; otherwise, progressive broadening was used such that if yellowfin tuna data is
not available then other tuna data are first substituted (genus
in the

Scombridae

e.g.

family (

Thunnus ) and then other fish

tuna, mackerel, and bonito fish). The large-scale shape of

the tuna body is characterized by a large streamlined body that narrows at the peduncle

i.e.

joint [49, 137]. The majority of the anterior body (
and lateral motion is restricted to the rear
fin [145]. The caudal fin is stiff and lunate (
[145].

20–40%

i.e.

head) is stiff [145] while the bending

of the body which includes the caudal

1

crescent) in shape with a large aspect ratio

The top and bottom of the narrowing region between the center of the body and

i.e.

the peduncle joint (

tail in the current work) is covered by a series of triangular finlets.

The cruising speed was measured to be between

1.3 and 1.5 body lengths per second, 𝐵𝐿/𝑠,

when cruising [83, 144] and bursting speeds up to

21

BL/s [231]. For more details on the

biological morphology of yellowfin tuna can be found in Idyll and Sylva [102] Collette and
Nauen [49] and most recently Wainwright and Lauder [228]. Species specific data was not
available for the typical tailbeat frequency and amplitude of oscillation so general biological
data was used in this work. Figure 2-3 shows that fish will typically maintain a constant tail
amplitude of approximately

0.21

BL while adjusting oscillation frequency to change speeds

[72, 180].

1 The

aspect ratio (𝐴𝑅) is the ratio of the squared span, 𝑏2 , to the planform area, 𝑆 , where 𝐴𝑅 = 𝑏2 /𝑆 .
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B

A

Figure 2-3: A) Oscillation frequency vs swimming speed per body length. B) Amplitude per
body length vs speed per body length. Both plots are an adaptation of data from [180] by
[72]

2.2

Vortex Dynamics

A substantial part this dissertation involves the observation, description, and interpretation
of flow fields in terms of vortices.

A description of the fluid and corresponding flow field

will first be discussed followed by the author’s definition of a vortex that will be used for
the remainder of this work. A fluid is defined as any substance that continuously deforms
when a shear stress is applied. In the current work, the working fluid is water which can be
described as a Newtonian fluid (𝜏

∝ 𝜕𝑢/𝜕𝑦 ) that is governed by the Navier-Stokes equations.

These equations can be further simplified by assuming that the fluid is incompressible, which
is a common assumption when the working fluid is water. The incompressibility assumption
has two main effects on the governing equations. First, it means that

𝜕𝜌/𝜕𝑡 + u · ∇𝜌 = 0, by

definition. Second, when applied to the conservation of mass it reduces to

∇ · u = 0,

which

will come in useful during future derivations. The only relevant body force is gravity and our
vertical displacements are small enough that the body forces can be neglected. Under these
assumptions, the fluid in the current work is governed by the incompressible Navier-Stokes
equations as expressed in Equation 2.1

1
𝜕u
+ u · ∇u = − ∇𝑃 + 𝜈∇2 u
𝜕t
𝜌

12

(2.1)

where

u is the velocity vector field, 𝜌 is the fluid density, 𝑃

viscosity (𝜈

= 𝜇/𝜌).

is pressure, and

𝜈

is the kinematic

The first term on the left-hand side is the Eulerian time derivative.

The second term on the left-hand side is the advection term that describes how

u is affected

by the velocity field itself. The first term on the right-hand side is the pressure term that
describes the effects of pressure gradients on

u.

The last term on the right-hand side is

the diffusion term that describes the effects of viscosity of

u

where velocity gradients are

smoothed out.
The pressure term can be eliminated by taking the curl (∇

× [·])

of Equation 2.1 that

results in the vorticity transport equation (Equation 2.2)

𝜕𝜔
+ u · ∇𝜔 = 𝜔 · ∇u + 𝜈∇2 𝜔
𝜕t
where

𝜔 = ∇×u

(2.2)

is vorticity. The left-hand side contains the now familiar Eulerian time

derivative and advection terms. The first term on the right-hand side is the tilting/stretching
term that describes the evolution of vorticity by changing its spatial orientation (tilting) and
its magnitude by normal strain (𝜕𝑢𝑖 /𝜕𝑥𝑖 ) in the same direction as

𝜔

(stretching). The last

term is the familiar viscous diffusion term.
The feature of interest in this equation is the vortex stretching/tilting term,

𝜔 · ∇u.

The current work is mostly interested in the stretching aspect of this term and the fluid
is assumed to be inviscid away from boundaries. An example will be used to illustrate an
implication of this term. Assume there is vortex that is perfectly aligned with the
it extends above and below the

𝑧=0

plane. This means that

𝜔 = [0, 0, 𝜔𝑧 ]

𝑧 -axis and

where

𝜔𝑧 > 0

In

this example, the vortex stretching/tilting term reduces to Equation 2.3

𝜔 · ∇u =

(︂

𝜕𝑢𝑧
𝜕𝑢𝑧
𝜔𝑥
+ 𝜔𝑦
𝜕𝑥
𝜕𝑦

)︂

(︂

𝜕𝑢𝑧
+ 𝜔𝑧
𝜕𝑧

)︂

(2.3)

where the first two terms are vortex tilting and the third term is the vortex stretching term.
Let us further assume that there is an axial velocity within the vortex that for
flow is directed downward toward the
upward toward the
vortex axis and

𝑧=0

𝑢𝑧 = 0

plane (𝑢𝑧

𝑧 =0

> 0),

plane (𝑢𝑧

and for

𝑧=0

< 0),

for

𝑧 <0

𝑧 >0

the

the flow is directed

the flow is directed radially from the

along the plane. This means that the fluid just above and below the
13

𝑧=0

plane will have

𝜕𝑢𝑧
𝜕𝑧

<0

as

𝑢𝑧

approaches zero from above and below this plane. We

can therefore say that along the the vortex axis and near the

𝜔 = [0, 0, 𝜔𝑧 ]

where

𝜔𝑧 > 0,

and

𝜕𝑢𝑧
𝜕𝑧

< 0.

𝑧=0

plane, that

u = [0, 0, 0],

Applying these to the vorticity transport equation

reduces to Equation 2.4 along the vortex axis.

𝜕𝜔𝑧
𝜕𝑢𝑧
= 𝜔𝑧
<0
𝜕𝑡
𝜕𝑧

(2.4)

This example shows that vortex compression along the axis of rotation will reduce the vorticity magnitude by the conservation of angular momentum. This concept will be applied in
Section 5.2.9 to explain the phenomenon vortex bursting and in Section 5.4.4 to explain of
dissolution of the large spanwise vortices in a process called vortex breakdown.

2.2.1 Vortex Definition and Applicable Theorems
The precise definition of an objective vortex has been discussed for nearly as long as fluid flows
have been studied and it is still a hotly debated topic to this day. Now that the governing
equations are outlined, a definition of a vortex can be proposed for the purposes of this work.
There have been numerous definitions and quantities proposed over the subsequent years in
the endeavor to define a vortex. Many of these are Eulerian that rely on the velocity gradient
tensor, such as:

𝑄-criterion

Γ2

And still others use Langrangian methods such as: Lagrangian Coherent

criteria [85].

[100, 165, 239], swirl strength [256],

𝜆2 -criterion

[106],

Γ1

and

Structures (LCS) [87, 92] or Finite-time Lyapunov Exponent (FTLE) [115, 118, 133, 178,
179]. This list is by no means exhaustive.
For the purposes of this paper, a vortex will be loosely defined as a coherent region that
is dominated be rotation. It will be further restricted by a requirement that the region have
a round cross-section. The current study does not allow for the measurement or calculation
of the pressure field, but it should be noted that a low-pressure is required at the center
of the vortex to support the curved streamlines around the vortex [166].

The

𝑄-criterion

will be solely used to identify the vortices in both two-dimensional and three-dimensional
domains. The

𝑄-criterion,

also referred to as

𝑄,

is an Eulerian scalar as proposed by Hunt

et al. [100] and its definition is shown in Equation 2.5. The velocity gradient tensor,
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∇u,

(︀
)︀
∇u = S + Ω where S = 12 ∇u + (∇u)𝑇 is the symmetric
)︀
(︀
1
𝑇
is the anti-symmetric rate of rotation tensor.
∇u
−
(∇u)
rate of strain tensor and Ω =
2
can be decomposed such that

||Ω||

represents the Euclidean (Frobenius) norm of

Ω.

1
𝑄 = (||Ω||2 − ||𝑆||2 )
2
Any region with values of

𝑄

(2.5)

larger than zero are regions where the local rate of rotation,

is dominant over the local rate of strain,

𝑆

Ω,

[100]. This strict definition can lead to a large

amount of noise due experimental noise as well as the presence of turbulence. In order to
eliminate the noise and the small-scale turbulent structures, a looser definition,
is applied when identifying vortices in this experiment where
Unless otherwise stated
given dataset.

𝑄𝑡ℎ = 0.01𝑄𝑚𝑎𝑥 ≈ 25

where

𝑄𝑚𝑎𝑥

𝑄𝑡ℎ

𝑄 > 𝑄𝑡ℎ > 0,

is a subjective threshold.

is the maximum Q value in a

For all scenarios where vortices are being compared the same

𝑄𝑡ℎ

will be

used so that vortex size can be used as a basic approximation of the strength for comparison
purposes.
The

𝑄-criterion

does have several faults as outlined by Haller [92].

While this scalar

is Galilean-invariant (weak requirement for frame of reference changes), it is not objective
(stronger requirement). The flaw occurs when a time dependent frame of reference is selected.
A value is considered Galilean-invariant if it is unaffected by a constant translation and
rotation of the coordinate system in the form
tensor and
that

v

x̃ = Qx + v𝑡

where

Q

is a proper orthogonal

is a constant velocity vector. The stronger requirement of objectivity requires

x̃ = Q(𝑡)x + v(𝑡)

where

Q(𝑡)

is a time-dependent proper orthogonal tensor and

v(𝑡)

is

a time-dependent translation vector. In these experiments, a stationary laboratory frame is
used as the frame of reference. A second fault of

𝑄

is the reliance of on

Ω.

This manifests

itself when the bulk flow is rotating at a fast rate. In such an experiment, the
will identify the entire flow as a vortex.

𝑄-criterion

Once again, this scenario does not occur in the

current experiment.
The boundary of this rotation dominated region is thus subjectively determined based
on the value of

𝑄𝑡ℎ .

In general, this work focuses more on the center, or core, rather than

the boundary. The core will be determined using
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𝑄

distributions on a two-dimensional slice

Vortex Center
Gaussian surface fit to a
2D slice of Q-criterion

Figure 2-4: Illustration of a Gaussian surface fit and corresponding vortex center.

through a vortex. When possible, the slice will be aligned such that it is approximately perpendicular to the vortex. A two-dimensional Gaussian surface is then fit to the

𝑄 distribution

and the vortex core will be defined as the geometric center of the Gaussian surface (Figure 24). This definition allows for easy visualization of complex three-dimensional vortex cores
by simply increasing

𝑄𝑡ℎ .

The strength of a vortex is commonly defined as the circulation,

Γ,

contained within a

closed curve that completely surrounds a single vortex as defined in Equation 2.6. If the curve

i.e.

is reducible (

can shrink to a point without leaving the region), then Stokes theorem can

be applied such that circulation is now an area integral of vorticity. Unless stated otherwise,
all circulation was calculated as an area integral of vorticity within the closed contour of
vorticity above a stated threshold,

𝜔𝑡ℎ .

Γ=

∮︁

𝐶

u · 𝑑ℓ =

∫︁

𝑆

𝜔 · 𝑑𝐴

(2.6)

A vortex line is defined as a line that is everywhere tangent to the local vorticity field. A
vortex tube is then defined as the volume enclosed by a collection of vortex lines that pass
through a reducible curve. Helmholtz’s vortex theorems can be applied to vortex lines under
the conditions that the fluid is incompressible, viscous diffusion is minimal, and that it is
only acted upon by conservative body forces [166]. The three vortex theorems as stated by
Panton [166, pg. 306] are:

1. No element of fluid, which was not originally in rotation, is made to rotate.

2. The elements that at any time belong to one vortex line, however they may be translated, remain on one vortex line.
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2

3. The product of the section and the angular velocity of an infinitely thin vortex filament
is constant throughout its whole length and retains the same value during all displacements of the filament. Hence, vortex filaments must be closed curves or must have their
ends in the bounding surface of the fluid. This essentially means that

Γ = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

applies for all time to a material vortex tube moving with the fluid.

4
Assuming that viscous diffusion is negligible based on the large Reynolds numbers (𝒪(10 ))
used in the current work, the third vortex theorem can be applied to the current experiments
and will be used in later discussions to justify the evolution of complex vortex deformation.
Kelvin’s circulation theorem can also be applied to vortex tubes assuming that the fluid
is incompressible and is only acted upon by conservative body forces. The theorem states
that circulation along a closed, material line reduces to Equation 2.7 [166, pg. 308].

𝐷Γ𝑚𝑙
=
𝐷𝑡
where the

𝑚𝑙

reduces to

𝐷Γ𝑚𝑙 /𝐷𝑡 = 0.

∮︁

𝜈∇2 u𝑑ℓ

(2.7)

𝑚𝑙

subscript references a closed material line.

being evaluated [4, pg.

For inviscid flow, Equation 2.7

The inviscid requirement need only be met for the material line

167].

As such, Kelvin’s circulation theorem can be applied away

4
from the boundaries in the current study based on the large Reynolds number (𝒪(10 )).
The Biot-Savart Law is a useful for understanding the velocity field that corresponds to
a given distribution of vorticity and is defined in Equation 2.8.

1
u(x, 𝑡) =
4𝜋
where

dℓ

∫︁

∞

−∞

(x − x′ ) × 𝜔(x′ , 𝑡)
|x − x′ |3

𝑜𝑟

is a line segment of a vortex line centered at

segment, and

r = x − x′

Γ
u=
4𝜋
x′ , Γ

∞

−∞

dℓ × r
|r|3

(2.8)

is the circulation of the line

is a position vector. This will be used in later sections to explain

induced axial flow within twisted vortex tubes.

2 Pantone

∫︁

uses ‘section’ to refer to the cross section of a vortex tube.
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2.3

Unsteady Oscillatory Propulsion

This section will discuss several aspects of unsteady oscillatory propulsion with the intent
to apply these features to three-dimensional systems.

First, a history of classical linear

theory will be discussed in Section 2.3.1 to understand the origins of unsteady aerodynamics.
Next, the propulsive performance metrics will be discussed in Section 2.3.2. Scaling will be
discussed in Section 2.3.3 to identify the relevant non-dimensional parameters for the current
work such as Reynolds number (𝑅𝑒), Strouhal number (𝑆𝑡), and other more complex scaling.
The section is then closed with a discussion on two-dimensional wake features (Section 2.3.4)
and three-dimensional wake vortex models (Section 2.3.5) that will be applied to the current
work.

2.3.1 Analytic Models
The history of unsteady aerodynamics began in the 1920s with the development of what
are now known as classical models for pitching and/or heaving (or plunging) airfoils. Due
to the complexity of this topic, the original models reduced the systems to their basic components and left the extension of their work to future generations.

The unsteady models

of Wagner [227] and Theodorsen [204] are commonly used as the baseline linear models for
comparisons due to their remarkable applicability to complex systems [36]. Their work was
initially inspired by the phenomenon of flutter where the wings of an aircraft are unstable
under specific condition and will oscillate due to unsteady aerodynamic loads that can lead
to catastrophic failure. In their work, this complex problem is reduced to a two-dimensional,
inviscid, incompressible flow over an arbitrary thin-airfoil undergoing small amplitude oscillations. Conformal mapping allowed them to map an arbitrary airfoil shape to a cylinder
that allowed for analytic solutions.

A key contribution of their work was the division of

aerodynamic loads into the classification of non-circulatory (also known as added-mass or
virtual-mass effects) and circulatory (also known as lift-based) forces. Garrick [78] extended
the work of Theodorsen by developing expressions for the mean thrust and power output of
the same simplified models. Lighthill [130] extended the work of Garrick and Theodorsen
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to the investigate the forces generated by an long and thin fish undergoing small amplitude oscillation (elongated-body theory of fish locomotion) and further estimated the forces
produced by a lunate shaped caudal fin [131].

Around the same time, Sedov [189] inde-

i.e.

pendently developed expressions for the virtual-mass (

added-mass or non-circulatory)

effects for an arbitrary airfoil shape in incomressible, inviscid flow. Lighthill [132] once again
contributed to this field by extending his elongated-body theory to include large amplitude
oscillations. The two dimensional lunate tail estimations of Lighthill were then extended to
three-dimensions by Chopra [46] and then Chopra and Kambe [47]. The works described here
do not form an exhaustive basis of classical linear theory for oscillatory aquatic propulsion.
Substantially more work has been done in this field, but the majority of it expands on the
work mentioned here. Additional information can be found in the reviews by Triantafyllou
et al. [209], Fernandez-Feria [68], and Smits [195].

The following discussion is devoted to

experimental and numerical works dealing with pitching and/or heaving airfoils.

2.3.2 Propulsive Performance
There has been a debate in the fish swimming literature surrounding the question of how
to measure performance [142]. Efficiency for biological propulsion was first introduced by
Lighthill [130] and defined as Equation 2.9

𝜂=
where

𝐹¯𝑥

𝐹¯𝑥 𝑈∞
𝐸¯

(2.9)

is the time-averaged force in the direction of motion (

swimming speed, and

𝐸¯

i.e.

thrust),

𝑈∞

is the

is the average rate of work done to the surrounding fluid. Note that

¯ symbolizes a time-averaged quantity.
an overbar ([·])

𝐸¯

is sometime divided into the work

¯𝑥 𝑈∞ ) and the work done to produce the wake (𝑃𝑤𝑎𝑘𝑒 ) where the
done to produce thrust (𝐹
former is useful work and later is not [96, 212]. This is equivalent to froude efficiency for a
propeller [206]. In almost all cases,

𝐹¯𝑥

is impossible to accurately determine because

almost never directly measured but rather
top of that,

𝐹𝑥,𝑑𝑟𝑎𝑔

the place of

𝐹𝑥 .

is a function of

𝑈∞

𝐹𝑥,𝑛𝑒𝑡

is measured and

𝐹𝑥

𝐹𝑥 = 𝐹𝑥,𝑛𝑒𝑡 − 𝐹𝑥,𝑑𝑟𝑎𝑔 .

and geometry. One option is simply to use

is

On

𝐹𝑥,𝑛𝑒𝑡

in

This may work for qualitative comparisons within a given study; however,
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dynamic scaling needs to be taken into consideration when comparing with other studies.
This substitution also comes with the non-intuitive result that self-propelled swimming has

𝜂 = 0%

since

𝐹𝑥,𝑛𝑒𝑡 = 0

in this situation because thrust and drag are equal resulting in

no acceleration of the body [96]. This means that

𝜂

is now relatively independent of power

consumption near the self-propelled conditions and therefore a useless metric under these
conditions.
The question then becomes, ‘how can the drag be decoupled from the thrust?’

This

problem has been dealt with in the naval ship literature where the drag is estimated as
the force required to move the ship hull at a constant velocity,
[188, 252]. At this point,
the measured

𝐹𝑥,𝑛𝑒𝑡

and

𝐹𝑥 = 𝐹𝑥,𝑛𝑒𝑡 − 𝐹𝑥,ℎ𝑢𝑙𝑙

𝐹𝑥,ℎ𝑢𝑙𝑙

where

𝐹𝑥

and

𝜂

𝑈∞ ,

without the propeller

can be easily determined from

for a given hull geometry and velocity. When this decoupling

of the thrust and drag is used, the efficiency is now called the quasi-propulsive efficiecy,

𝜂,

that was proposed by Maertens et al. [142] for aquatic oscillatory propulsion. Wang et al.
[234] cautioned that the comparison of efficiencies between studies because the definition of
efficiency might be different.
In the current work, quasi-propulsive efficiency is used as the efficiency metric.
choice thus determines the calculation of thrust.

This

The experimental setup as described in

Section 3.4 measures the net force (𝐹𝑥,𝑛𝑒𝑡 ) produced by the system in the freestream direction.
The static drag of the system (𝐹𝑥,𝑑𝑟𝑎𝑔 ) is approximated by measuring the net force on the
system with the fluid moving at
in Section 3.4.5.

𝑈∞

i.e.

and fish platform is stationary (

static) as discussed

This is equivalent to the force required to move a ship hull though the

water without the propellor. This is a first-order approximation at best because the drag of
the system will vary with the motion of the fish platform as well as with changing frontal
area per changes in the caudal fin amplitude.

The thrust was then non-dimensionalized

by the dynamic pressure multiplied by the planform area of the caudal fin as defined in
Equation 2.10

𝐶𝑇 =
where

𝑆𝑃

𝐹𝑥
1
2 𝑆
𝜌𝑈∞
𝑃
2

(2.10)

is the planform area of the propulsive surface. For this work, the propulsive surface

is the caudal fin.
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The work done to the surrounding fluid to produce both the thrust and the wake is
measured as the power consumed by the two motors that actuate the fish platform (Section 3.4.4) where

𝑇𝑇

is the instantaneous torque generated by the tail motor and

𝜃𝑇𝑚

is the

instantaneous angle of the tail motor. The power consumed by each motor is equal to the
product of the instantaneous torque (𝑇 ) and time rate of change of the motor angle (𝜃˙
as shown in Equations 2.11 and 2.12. The total input power,

𝑃𝑖𝑛

𝑚

)

is thus the summation of

these two power contributions. The total input power is then non-dimensionalized by the
dynamic pressure multiplied by the freestream velocity and planform area of the caudal fin
as defined in Equation 2.14.

𝑃𝑇 = 𝑇𝑇 𝜃˙𝑇𝑚

(2.11)

𝑃𝐶 = 𝑇𝐶 𝜃˙𝐶𝑚

(2.12)

𝑃𝑖𝑛 = 𝑃𝑇 + 𝑃𝐶
𝑃𝑖𝑛
𝐶𝑃 = 1 3
𝜌𝑈∞ 𝑆𝑃
2
Using these definition of
ratio of

𝐶¯𝑇

and

𝐶¯𝑃

𝐶¯𝑇

and

𝐶¯𝑃

(Equation 2.15).

(2.13)
(2.14)

the quasi-propulsive efficiency can be written as the

𝐶¯𝑇
𝜂= ¯
𝐶𝑃

(2.15)

2.3.3 Scaling
Unsteady propulsion is commonly discussed in terms several non-dimensional values that
can be used to scale problems and provide physical insight. The relative effects of friction
and fluid viscosity are quantified in the Reynolds number (𝑅𝑒) and will be discussed in Section 2.3.3.1. The relative unsteadiness of periodic applications is quantified in the Strouhal
number (𝑆𝑡) or reduced frequency (𝑘 ) depending on the problem and features of interest.
Biological flows are typically discussed in terms of

𝑆𝑡 and will be discussed in Section 2.3.3.2.

i.e.

On the other hand, canonical unsteady aerodynamic applications (
and rotating plates) are more commonly discussed in terms of

𝑘

translating, pitching,

and will be discussed in

Section 2.3.3.3. The final discussion in Section 2.3.3.4 outlines several more complex scaling
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laws for plated undergoing pure pitch, pure heave, or a combination of both.

2.3.3.1 Reynolds Number, 𝑅𝑒
The Reynolds number (𝑅𝑒) represents the ratio of inertial to viscous forces that are relevant
to the problem at hand and is defined in Equation 2.16

𝑅𝑒 =
where

𝜈

𝜌

is the fluid density,

𝑈∞

𝑈∞ 𝐿
𝜌𝑈∞ 𝐿
=
𝜇
𝜈

(2.16)

is the relevant fluid velocity scale,

is the kinematic viscosity of the fluid (𝜈

= 𝜇/𝜌),

and

𝐿

𝜇

is dynamic viscosity,

is the characteristic length scale.

The relative importance of viscosity in a given flow is determined by

𝑅𝑒

where small values

are dominated by viscosity while viscosity can typically be neglected for large values.
situations similar to the current work,

𝑈∞

In

is always defined as the freestream velocity while

𝐿 will be different depending on the situation.

For boundary layer problems,

the distance along the surface. For bluff bodies,

𝐿

𝐿 is commonly

is typically a geometric dimension of the

body such as the diameter, height, or width. For problems with multiple bodies that may or

𝐿

is subjective and determined based on the phenomenon

being studied. In the current work,

𝐿 can be the total length (𝐿) of the fish model (539.5 mm,

may not move, the definition of

𝑅𝑒𝐿 = 141.4 × 103 ) or the chord length of the caudal fin (𝐿𝐶 = 96.8 mm, 𝑅𝑒𝐶 = 25.4 × 103 ).
In either case, the

𝑅𝑒 is fixed for the current work because all three parameters are unchanged

for the chosen experimental parameters as detailed in Section 3.1. The current work is mostly
concerned with caudal fin thrust and will therefore use the generalization that

𝑅𝑒 = 𝑅𝑒𝐶 .

The effects of Reynolds number on propulsive performance and wake structure have been
extensively studied for many simple two-dimensional problems and a few three-dimensional
problems. The most general and universal conclusion is that as

𝑅𝑒 → ∞

the viscous drag

will to go to zero as the inviscid limit is reached. This is commonly observed as
with

𝑅𝑒

𝐶¯𝑇

but

is strongly influenced by viscous drag while

𝐶¯𝑃

is not and may be an inviscid phenomenon. Efficiency (𝜂
with

𝑅𝑒

because

𝐶¯𝑇

increases faster than

increasing

𝑅𝑒

[42, 97, 190, 195, 249]. These same studies show the

to a smaller extent. This suggests that

𝐶¯𝑃

𝐶¯𝑇

𝐶¯𝑃 .
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also increases with

= 𝐶¯𝑇 /𝐶¯𝑃 )

The majority of

𝑅𝑒

will then also increase
effects take place for

0 < 𝑅𝑒 < 104

which means that the current system, with

𝑅𝑒 = 𝑅𝑒𝐶 = 25.4 × 103 ,

should

expect negligible viscous effects away from the surface.
The wake structure has been shown to be dependent on

104

[37, 38].

Once again, this region is in the low

𝑅𝑒

𝑅𝑒

for values between

640

and

regime that is below the current

regime. It has also been observed for similar systems that viscous effects are negligible for

𝑅𝑒 ≥ 𝒪(103 )

[53, 88, 117].

2.3.3.2 Strouhal Number, 𝑆𝑡
The Strouhal number,

𝑆𝑡, is a non-dimensional frequency of the flow that is a measure of the

unsteadiness by comparing the local unsteady inertia to the convective inertia. For biological
propulsion, it is commonly defined as Equation 2.17

𝑆𝑡 =
where

𝑓

is the frequency of oscillation and

𝑓𝐴
𝑈∞

(2.17)

𝐴 is a length scale usually taken as the maximum

excursion of the trailing-edge [206]. In the case of biological propulsion, the unsteady inertia
is the lateral velocity introduced by the oscillating foil/plate. This velocity has been identified
by Smits [195] as the most important velocity scale for oscillatory propulsion. In the current
work,

110

𝑓

was fixed at

1.0

Hz,

𝑈∞

was fixed at

210

mm/s and

𝐴

was varied between

mm (Section 3.1). These values result in a Strouhal number range of

25

and

0.12 < 𝑆𝑡 < 0.52.

Strouhal number was first introduced to the biological propulsion literature by Triantafyllou et al. [206]. They used linear stability analysis to conclude that the optimal biological
range is

0.25 < 𝑆𝑡 < 0.35.

They compared this range to a sample of fish and found that

most of them cruised within this narrow range. Taylor et al. [202] extended the range to

0.20 < 𝑆𝑡 < 0.40 to include birds, cetacean, and more fish species [202, 210].
sistent use of

Despite the per-

𝑆𝑡 as the dominant non-dimensional parameter, Quinn et al. [174] showed that

performance cannot be predicted solely by

𝑆𝑡

for flexible foils as proposed by the previous

authors. The current work supports this claim and will be discussed in Section 4.1.2 where
efficiency was found to vary dramatically even though

𝑆𝑡

remained relatively unchanged.

Strouhal number is often used in scaling of propulsive performance and wake structures.
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The relation to propulsive performance will be briefly discussed here while the wake structure
will be discussed in Section 2.3.4. Smits [195] states that the characteristic lateral velocity
(𝑓 𝐴) is more important than the swimming speed,

𝑈∞

in determining performance and

Van Buren et al. [218] claims that flow speed has little impact. These support the use of a
fixed freestream speed in the current work (Section 3.1). The literature on two-dimensional
rigid propulsors has converged on scalings in which

𝐶¯𝑇 ∝ 𝑆𝑡2

while

𝐶¯𝑃 ∝ 𝑆𝑡3 3

[53, 73, 195].

2.3.3.3 Reduced Frequency, 𝑘
The reduced frequency (𝑘 ) is another non-dimensional parameter that is used to measure
the unsteadiness of a flow and is defined in Equation 2.18

𝑘=

(𝑓 )𝐿𝐶
𝑈

OR

𝑘=

(2𝜋𝑓 )𝐿𝐶
𝑈

(2.18)

where the reference frequency can be either the oscillation frequency (𝑓 ) in Hz or the angular
frequency (2𝜋𝑓 ) in rad/s.

𝑘

can be interpreted as a ratio of the time it takes a fluid particle

to move along the chord of the propulsor compared to the period of oscillation [156]. For
the current work, all three parameters are fixed giving a value of

𝑘 = 2.90

for

𝑓 = 2𝜋

𝑘 = 0.46

for

𝑓 =1

hz or

rad/s.

2.3.3.4 Other Scaling
Other more complex time-averaged performance scaling has been performed in the literature.
The Smits’ group [195] based out of Princeton University has developed scaling laws for flexible panels [57, 71, 174], pure pitching [72], pure heaving [72], and combined pitch and heave
[217] that are based on classical linear theory [78] and added-mass theory [189]. The Moored
group based out of Lehigh University has developed inviscid scaling laws for flexible panels
[57], self-propelled two-dimensional pitching foils [156], three-dimensional pitching propulsors [14], three-dimensional cetaceans [15], and combined pitching and heaving propulsors
[16]. Yu and Huang [253] has also proposed scaling laws that can be tailored to the different
swimming modes described in Section 2.1.2.

3 The

𝐹 ∝ 𝑎.

symbol ∝ is used to represent proportionality in the sense that for 𝐹 = 𝑚𝑎, it can be said that
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2.3.3.5 Summary
For the purposes of this work, the Strouhal number will be considered the most influential
non-dimensional parameter. Based on the scaling arguments described above, the majority of
the flow away from the surface of the fish body and caudal fin will be considered inviscid. For
a more in-depth discussion on the effects of

𝑅𝑒, 𝑆𝑡, and 𝑘 in relation to specific circumstances

the reader to directed to Wu et al. [249] and Smits [195].

2.3.4 Two-Dimensional Wake Dynamics
The following is a discussion on two important two-dimensional wake features that can be
extended to three-dimensional systems. The first is that thrust producing cases will have a
time-averaged jet-like structure with velocity magnitudes that exceed that of the freestream
(𝑈∞ ). The second is that performance is a local phenomenon that is only weakly influenced
by fluid structures in the wake.
A von Kármán (vK) vortex street is a canonical two-dimensional structure that can be
seen in the wake of a bluff body, such as a cylinder (Figure 2-5A). This structure is characterized by a series of alternately rotating vortices (Figure 2-5B) with the counterclockwise
rotating vortices (red) below the wake center line (

) and the clockwise rotating vortices

(blue) above the center line. Note that a pitching panel is shown in this subfigure, but at
this point we are concerned with the wake structure not the source which will be discussed
later. The staggered pattern along with the Biot-Savart Law (see Section 2.2.1) results in
an induced flow along the wake center line that is directed upstream.

Figure 2-5C shows

the general shape of the time-averaged freestream velocity profile downstream of the bluff
body.

Here we see that the induced flow acts against the freestream,

a region of velocity with

𝑈¯𝑥 < 𝑈∞

𝑈∞ ,

and results in

along the center line. According to a basic momentum

analysis of a control volume that contains the bluff body [for details see 30], the velocity
deficit corresponds to net drag on the body.

Bohl and Koochesfahani [30] did note that

this method overestimates the forces because the experimental domain is typically not large
enough and the pressure at the boundaries is unknown. The von Kármán vortex street is
also produced by a pitching foil under specific conditions and the abstraction is shown in
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Figure 2-5: A) Smoke flow visualization of the von Kármán vortex street behind a stationary
circular cylinder [220, Figure 94]. B) Wake abstraction [74, Figure 1] and C) time-averaged
freestream velocity for a von Kármán vortex street. D) Wake abstraction [74, Figure 2] and
E) time-averaged freestream velocity for a reverse von Kármán vortex street.

Figure 2-5B [7, 30, 84].

However, a reversed wake structure can also be produced where

the counterclockwise rotating vortices (red) are above the wake center line (

) and the

clockwise rotating vortices (blue) are below the center line (Figure 2-5D) [7, 30, 84]. Due
to its reversed nature, it is called a reverse von Kármán (rvK) vortex street.

In this ori-

i.e.

entation, the induced velocity along the wake center line is directed downstream (
the freestream) and results in a region where

𝑈¯𝑥 > 𝑈∞

with

(Figure 2-5E). By again applying a

basic momentum analysis, it can be inferred that thrust has been produced by the foil. The
region of

𝑈¯𝑥 > 𝑈∞

along the wake center line is often described as a jet-like profile and is

associated with time-averaged thrust production [30, 157, 206].
The transition from a vK to a rvK vortex street is not directly analogous to the transition
from net drag producing to net thrust producing because the drag of the foil must also be
overcome [7, 30, 84]. This results in conditions where net drag and a reverse von Kármán
vortex street are being produced at the same time. Figures 2-6A and B show a phase map as
function of the

𝑆𝑡𝐷

and non-dimensional amplitude (𝐴𝐷 ) where unfilled symbols represent

vK wake, filled symbols represent rvK wakes, and the blue line is the transition from net
drag to net thrust. Andersen et al. [7] found that this transition happens at
pure pitch and

𝑆𝑡 ≈ 0.16

𝑆𝑡 ≈ 0.28

for

for pure heave. In summary, a pitching and/or heaving foil that

produces a reverse von Kármán (rvK) vortex street in the wake along with the associated
time-averaged freestream velocity jet-like structure is most likely also producing thrust [191].
This is the first feature that will be used to interpret the three-dimensional time-averaged
velocity wakes in Section 5.5.
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B

C

D

Figure 2-6: Thrust to drag transition (blue line) for pure pitching (A [7, Figure 3]) and
pure heave (B [7, Figure 6]) where empty symbols are vK and filled circles are rvK. C) Soap
film visualization of different wake structures [186, Figure 3].

D) Phase diagram of wake

structures [186, Figure 2].

Williamson [243] was the first to realize that the wake of a bluff body (circular cylinder
for this study) is not limited the vK and rVK wakes as described above. He discovered that
oscillating cylinders in a quiescent fluid will not only shed single (S) vortices but also pairs
(P) of vortices. Williamson and Roshko [244] then applied this convention to an oscillating
cylinder in a freestream flow. This naming convention has been since applied to the wake
structure of pitching and/or heaving foils. One example of this is shown in Figure2-6C where
Schnipper et al. [186] used soap film visualization to create a phase diagram (Figure2-6D).
It has also been shown that 2P wakes are present in three-dimensional flows [39]. All this
goes to show that under very specific conditions a pitching and/or heaving foil can create
any number of unique and repeatable two-dimensional vortex structures.
The observations that 1) specific kinematics can create specific wake structures and 2)
that a rvK vortex street produces thrust while a vK vortex street does not has led many
researchers to correlate wake structures with propulsive performance.
recently challenged by Floryan et al. [74, pg.

This idea has been

4] who argues that, “the pattern and self-

interaction of the wake have little bearing on swimming performance.”

He does however

admit that the wake can be informative if proper caution is taken in the interpretation. This
idea has previously been postulated by Mackowski and Williamson [140] who said that except
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for rvK vortex streets, “we see no evidence of particular vortex patterns having a distinct
effect on force characteristics” [140, pg. 16]. They go on to say that the, “vortex wake behind
a pitching airfoil seems to be a remnant of force generation, rather than a driver” [140, pg.
18]. The conclusions of Floryan and Mackowski suggest that thrust production is extremely
localized because the wake appears to have very limited influence of forces. This idea was
investigated by Li and Lu [128] using three-dimensional numerical simulations. They came
to the same conclusion after making two observations.

First, they found that the thrust

and power came to a periodic state very soon after the motion started. Second, they found
that the instantaneous forces (calculated using derivative moment transformations [247])
could be estimated using only near wake features [128]. These observations suggest that the
instantaneous forces being produced by this two DoF fish model are related to the near field
vortex structure while the far field (

i.e.

deforming wake) has little influence. This idea will

be expanded upon in Chapter 6 to describe the relationship between the vortex structures
and propulsive performance.

2.3.5 Three-Dimensional Wake Models
There have been several proposed models for the vortex structure behind three-dimensional
oscillatory propulsors.

Four such models will be discussed here as a basis for the vortex

model proposed in Sections 5.3 and 5.4. Buchholz and Smits [38] used dye flow visualization
and a scanning laser sheet to elucidate the vortex structure made by a rectangular panel
with finite aspect ratio that is pitched about its leading-edge.

Figure 2-7A presents their

model where the wake consists of a series of shed horseshoe vortices that each lead back
to the panel.

Ellenrieder et al. [64] used dye flow visualization to elucidate the vortex

structure generated by a finite aspect ratio rectangular panel in combined pitch and heave.
Figure 2-7B presents their model where the wake consists of a series of interconnected vortex
rings. This model introduced heave that results in a shed leading-edge vortex (LEV) that
plays an important role in the overall wake structure.

King et al. [113] used full volume

reconstructions of phase-averaged velocity data (same method used in the current work) to
elucidate the complex three-dimensional structure produced by a trapezoidal panel being
pitched about the leading-edge. Figure 2-7C presents their model where the wake consists of
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C

D

Figure 2-7: Three-dimensional vortex wake models for: A) rectangular panel in pure pitching
[38, Figure 9], B) rectangular panel in combined pitch and heave [64, Figure 4], C) trapezoidal
panel in pure pitching [113, Figure8a], and D) bluegill sunfish [213, Figure 12a].

a deforming series of interconnected vortex rings that is similar to the previous model. The
model emphasizes the effect of the deforming vortices on the spanwise and lateral velocity
field. This model introduces a swept leading-edge that produces an LEV that is not parallel
to the trailing-edge vortex (TEV). Tytell [213] used planar PIV with live bluegill sunfish to
elucidate the complex interactions of vortices produced by the dorsal, anal, and caudal fins.

i.e.

This model provides a unique comparison between extreme simplifications (

pitch and/or

heave of rigid propulsors) and biological systems that include complex flexibility, geometry,
and kinematics.

2.4

Three-Dimensional Full Fish Platforms

This section presents a literature review of the available three-dimensional full fish platforms. The literature can be divided into three main groups. The first group includes threedimensional experimental platforms based on oscillatory swimmers that are mainly designed
for reliability and reproducibility of propulsive performance and flow field measurements.
The second group includes three-dimensional numerical simulations of full fish bodies. The
third group includes robotic fish platforms that are mostly concerned with the actuation and
control rather than the fluid dynamics. This group is distinct from the first because they are
not designed for propulsive performance or flow field measurements. In the field of aquatic
oscillatory propulsion, there are five main types of data that are useful: force/moments acting on the model, power usage, pressure field, velocity field, and self-propelled swimming
speed. Each of the groups can provide differing amounts of this data.
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Figure 2-8: Experimental fish models: A) Largemouth bass [197, Figure 2a]. B) Rainbow
trout and bluegill sunfish [155]. C) Yellowfin tuna [35, Figure 2a]. D) Tuna [149, Figure 8].
E) Yellowfin tuna [34, Figure 1b]. F) Tuna [255, Figure 2a].

2.4.1 Experimental
The experimental group of full fish platforms can be further grouped by their purpose. The
first group contains models focused on median fish fins. Figure 2-8A shows a complex fish
platform based on the largemouth bass and was designed to relax and erect the dorsal/anal
fins [197]. A second example is shown in Figures 2-8B where individual fin rays are controlled
to understand the deformation of fins and their propulsive performance [155]. There are many
other examples that will not be shown for simplicity [123, 124, 198, 199]. The second group
focuses on thrust produced by the caudal fin and typically use rigid, non-deforming materials.
Figure 2-8C shows the original version of the two DoF fish platform presented in the current
work.

The focus of this platform was to accurately control two degrees-of-freedom.

The

model and associated results were presented in Brooks and Green [35] and is included in
Appendix H. Figure 2-8D presents a two DoF fish platform developed by Matta [148] to
investigate the effects of caudal fin shape [149, 150]. Figure 2-8E presents a fish platform
with a single DoF that is the precursor to the two degree-of-freedom model presented in this
work. This platform was created to investigated the effects of an upstream body on the threedimensional wake structure of a purely pitching caudal fin [34].

Figure 2-8F shows a fish

model developed by Zhong et al. [255] with one active and one passive degrees-of-freedom.
This model was developed to investigate the effects of dorsal/ventral finlet sharpness.
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Experimental models, such as those presented here, have the potential to provide force
and/or moments, power usage, velocity field, and self-propelled swimming speeds. Note that
not all the platforms described here can provide the same amount of information.

They

cannot however provide pressure field information. All of these models can be used to some
degree to acquire velocity field data using PIV depending on the skill of the experimenter
and the repeatability of the model. This becomes substantially more difficult if flexibility
is present (Figures 2-8A [197] and B [155]). Forces and moments can be measured using a
multi-axis force transducer (Figures 2-8A [197] and F [255]) or forces alone can be measured
using a lever and load cell (Figures 2-8D [149]) or air bearings and a load cell (Figure 28B [155]).

The advantage of experimental platforms is that once they are manufactured

and validated, they have the ability to easily acquired large amounts of data with quick turn
around. The disadvantage of experimental platforms is that the data is typically low-fidelity,
models can be extremely difficult to built and validate (as the current work demonstrates),
and the pressure field is impossible to directly measure with current technology.

2.4.2 Numerical
The prevalence of numerical simulations is increasing as computational speeds increase and
costs decrease. Three examples of oscillatory full fish platforms will be discussed to give the
reader an idea of the current numerical capabilities. Figure 2-9A shows the geometry and
flow structure of a bluegill sunfish [93]. The fish morphology and kinematics were acquired
using three high-speed cameras and digitized using 3D surface reconstruction techniques.
The model and kinematics were then used in an in-house computational fluid dynamics
(CFD) solver to generate the pressure and velocity fields in order to investigate the role
of dorsal/anal fins in locomotion.

Figure 2-9B shows the geometry and flow structure of

a pufferfish based on experimentally determined dimensions [129]. The platform was then
used in a CFD solver to generate the pressure and velocity fields in order to investigate the
self-propelled performance of a pufferfish.

Figure 2-9C shows a basic full fish platform of

a giant danio and the resulting wake structure [143].

This study used a simple platform

and imposed varied undulation patterns to investigate their performance. The list here is
non-exhaustive and countless others are available [31, 32, 42, 139, 196, 251, 258].
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Figure 2-9: Numerical fish models: A) Bluegill sunfish [93, Figures 1a and 5b]. B) Pufferfish
[129, Figure 1c and 11b]. C) Giant Danio [143, Figures 2a and 19b].

Numerical models, such as those presented here, have the ability to produce all five types
of data depending on the CFD solver.

The advantages of numerical simulations are that

they can produce all five types of data and that the data can be extremely high-fidelity
(once again, this depends on the solver).

The disadvantages of numerical simulations are

that they typically required extremely complex CFD solvers that are often developed inhouse; they require large amounts of time, digital storage, and computational power; and
typically the previous disadvantages restrict the number of cases to a handful for any given
study.

For perspective, Han et al. [93] includes 3 simulations; Li et al. [129] includes 4

simulations; and Maertens et al. [143] includes 3 simulations while the current experimental
work includes 11 volumes that could have easily been increased in a short amount of time if
sufficient data storage was available.

2.4.3 Robotics
The progress in technology and manufacturing is now allowing for complex, full fish, robotic
platforms to be built. The studies in this group are mainly focused on actuation and control.
Figure 2-10A presents a self-contained platform that uses linkages to create four degreesof-freedom [67]. Figure 2-10B presents a tuna inspired platform that can produce tail beat
frequencies up to

15 Hz which is faster than all previous fish robots.

because natural swimmers typical have tail beat frequencies up to
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This feature is important

25 Hz and so this platform

B
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D

C

Figure 2-10: Robotic fish models: A) Linkages to create 4 DoF [67, Figure 1].

B) High

frequency oscillation [257, Figure 2b]. C) Shape memory alloy actuation [50, Figure 1a]. D)
Autonomous carangiform swimmer [13, Figure 3].

allows robots to approach the biological limits [257]. Figure 2-10C presents a fish platform
inspired by the black bass that uses shape memory alloys to create an undulating motion
along the body. This technique may allow future fish robotics to be flexible like their natural
counterparts [50]. Figure 2-10D presents a carangiform inspired autonomous platform. This
study focused on applying sensors and controls to create a bio-inspired autonomous robot
[13]. The examples shown here are merely a small sample of the past and current fish robots.
For more examples and discussion on the current limitations, the reader is directed to White
et al. [242].
Robotic platforms, such as those presented here, have the ability to advance the capabilities of mechanisms and designs that can be used in future experimental studies. Typically,
new technology will emerge in this group and eventually the technology will be considered
mature enough and reliable enough to be included in the experimental group. These setups
can typically only provide self-propelled swimming speeds but have been used to acquire basic forces [257]. The advantage of robotic platforms is that they are cutting-edge technology
and so repeatability and reliability are less important. The disadvantage of these systems is
that they are not able to provide substantial force/moment, pressure, or velocity data.
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2.4.4 What are the gaps?
The current literature is lacking a reliable full fish platform with multiple degrees-of-freedom
(DoF) that can be used for a parametric sweep and acquire full volume velocity data as well
as performance measurements. As previously discussed, numerical simulations are extremely
time and resource heavy which makes them ill-suited for large parametric sweeps. The robotic
platforms are not typically able to acquire force/moment or velocity data. The limitations
of the numerical and robotics groups means that the gap must be filled by a simpler and
more reliable experimental platforms. The two flexible platforms (Figures 2-8A [197] and B
[155]) and those like it are more suited for intricate fin-fin interaction problems. The two
multiple DoF platforms with force measurements (Figures 2-8D [149] and F [255]) discussed
above have the capability of filling this gap, but they have not pursued it. The advantage
of the current study is the ability to acquire and familiarity with full volume flow field data
acquisition.

2.5

Leading-Edge Vortex

The formation of a leading-edge vortex (LEV) is nearly ubiquitous with unsteady flows past
airfoils/plates. The evolution of these vortices often characterizes the unsteady aerodynamic
loads on the airfoil [63]. The importance of LEVs has been described in various fields that
include steady flows over delta wings [98, 173, 246] and properly trimmed sails [10, 12, 224] as
well as unsteady flows over delta wings [11, 90], birds [138, 161, 223], insects [27, 58, 94, 152,
235, 245], bats [159, 160], rays [203], and fish [31, 42, 47, 131, 139]. The general importance
of LEVs will be discussed here for delta wings (Section 2.5.1), insects (Section 2.5.2), and
canonical forms in unsteady aerodynamics (Section 2.5.3).

Finally, a brief discussion will

follow on the history of LEVs in the aquatic propulsion literature in Section 2.5.4. Specific

e.g.

features of LEVs that directly pertain to the current work (
relation to surface pressure) will be discussed in Section 5.2.
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axial flow, bursting, and
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Figure 2-11: Examples of LEVs in the literature.

A) Steady flow over a delta wing [91,

Figure 1]. B) Unsteady flow over an insect wing[162, Figure 1]. C) Unsteady flow around
the caudal fin of a fish [31, Figure 2].

2.5.1 Delta Wings
A stable LEV forms along the swept leading-edge of both slender (sweep angle
nonslender (sweep angle

≤ 55∘ )

> 55∘ )

and

delta wings at moderate to high angles of attack (Figure 2-

11A) [90, 98]. Hirato et al. [98] defines a stable LEV as one that is stationary relative to
the body. This definition will be used later to describe the stability of the finlet vortex (FV,
Section 5.1) and leading-edge vortex (LEV, Section 5.2).

Polhamus [173] was the first to

propose a method to quantify the surface suction associated with an attached LEV [172,
173]. The method is termed the ‘Polhamus leading-edge suction analogy’ and it makes an
analogy between the leading-edge suction term developed in linear theory with the total force
enhancement from the LEV by redirecting the leading-edge suction so that it is perpendicular
to the top surface rather than being parallel to the surface at the leading-edge. This analogy
requires the flow to reattach to the top surface behind the LEV. Under these conditions,
this analogy teaches the reader that a strong suction pressure exists on the surface directly
below the LEV. The magnitude of the suction is large enough to turn the follow around
the the LEV and back toward the surface (as shown in Figure 2-11B). A vortex that is
continually fed by a shear layer will eventually become saturated and break away from the
surface [81]. This can be avoided by removing vorticity from the structure by means of a
vorticity management mechanism such that the time-rate of change in circulation is zero.
One such mechanism is fluid transport. It has been shown that a strong axial flow develops
within the LEV that transports vorticity away from the leading-edge and allowing for a
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stable LEV to be maintained [177, 225, 91].

For a more detailed discussion on the LEVs

that form on delta wings and the associated aerodynamic loading, the reader is directed to
Gursul et al. [90].
The literature on delta wing LEV’s shows two important features of LEV’s that are
relevant to the current work. First, an LEV influences the surface pressure near the vortex
such that the pressure is below ambient and thus referred to as suction. The magnitude is
strongly related to the strength of the LEV and the distance between the vortex center and
the surface. A stronger vortex at a fixed distance or a closer vortex with fixed strength both
mean more surface suction.

i.e.

Second, vorticity (

vortex strength or circulation) can be

removed from a vortex by axial fluid transport along the vortex. Both of these concepts will
be used to understand the current results.

2.5.2 Insect Wings
The ability of insects to fly has baffled the scientific community because it cannot be explained by principles of steady aerodynamics. This confusion lasted until fairly recently with
the maturity in the field of unsteady aerodynamics that focuses on the LEV [184]. Insect
flight poses many difficulties in understanding its physical mechanisms from large

𝑅𝑒

varia-

tion to complex kinematics and flexibility. In the simplest form, insect flight is characterized
by the rotation of a wing about one end (

i.e.

wing root) while simultaneously pitching the

wing along an axis perpendicular to the axis of rotation (Figure 2-11B). This motion leads to
a strong, stable LEV that has been associated with substantial lift augmentation that helps
insects to fly [94, 162, 184]. Several mechanisms of vorticity management have been proposed
to explain the LEV’s stability. The first is spanwise flow that acts in the same manner as
the description for delta wings [65]. This method was challenged by Birch and Dickinson
[27] that used baffles to suppress spanwise flow. They found that the LEV remains attached
despite the lack of spanwise flow, but it has since been shown that this only works for short
periods of time and cannot be maintained [25, 104]. Other mechanisms for maintaining the
balance of vorticity include vorticity annihilation [245] and Coriolis tilting [126]. For a more
detailed discussion on the LEVs that form on insect wings and the associated aerodynamic
loading, the reader is directed to Eldredge and Jones [63], Ellington et al. [65], and Sane
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[184].
The literature on insect wing LEV’s shows us that LEV stability, or ability to remain
stationary relative to the surface, can be maintained by different mechanisms. Insect wings
manage vorticity production in a similar way to delta wings where axial (

i.e.

spanwise)

flow transports vorticity along the LEV. The literature also shows that other mechanisms
are necessary because axial flow alone cannot maintain the balance. The concept of vortex
stability will be used in later sections to understand the current results.

2.5.3 Canonical Forms
Every motion of a finite plate can be decomposed into four main categories: 1) pure translation at a fixed angle, 2) pure rotation at a fixed angle, 3) pitching while translating, and 4)

2𝑛𝑑

pitching while rotating [63]. The insect flight previous discussed is a combination of the
and

4𝑡ℎ categories.

The current work is interested in the pitch and heave of the fish caudal fin

that is most similar to the
pitch rate (𝐾

= 𝛼˙ 0 𝑐/𝑈 ,

3𝑟𝑑

where

category. This category is primarily governed by the reduced

𝛼˙ 0

is the maximum pitch rate,

𝑐

is the chord length, and

𝑈

is the translational velocity), the location of the pitching axis relative to the leading-edge,
and the aspect ratio (𝐴𝑅) [63].

It has also been shown that the general evolution of the

LEV is relatively independent of cross-sectional area and Reynolds number in the range of

𝒪(102 ) < 𝑅𝑒 < 𝒪(104 )

[63].

The following description is based on Eldredge and Jones [63] which includes numerous
references to experimental and numberical studies to support this description [62, 86, 103,
226, 229].

The sequence of events begins with an angle of incidence (𝛼) equal to zero

while translating at a constant velocity. The flow is quasi-steady at the leading-edge. The
pitching process begins as

𝛼 becomes non-zero.

Initially, a separation point develops near the

trailing edge with a recirculating flow downstream of the point. The separation point moves
toward the leading-edge as the

𝛼

increases.

i.e.

The recirculation region becomes closed (

flow reattaches to the surface downstream of the recirculation region) when the separation
point reaches the leading-edge. The shear layer at the leading-edge then rolls up inside the
recirculation region forming the LEV. The size and strength of the LEV continues to grow
with the increasing

𝛼 until a critical value is reached.
37

At this point, the LEV sheds from the

leading-edge.
This sequence is primarily governed by the reduced pitch rate (𝐾 ) and so trends in the
sequence will vary based on the value of
pitch rate. As

𝐾

𝐾.

Two trends exist for variation in the reduced

increases, the pressure gradients increase and the LEV becomes stronger

[63]. Second, the overall sequence is temporally delayed such that each event occurs at larger

𝛼

values [63].
The case of pure translation will be discussed to give a broad understanding of the

relationship between the LEV and TEV and surface pressure and forces.

Figure 2-12A

shows the instantaneous force and B shows the vorticity arrangement and surface pressure
for pure translation where the freestream is moving from left to right [63].

At

𝑡* = 0.2,

the LEV and TEV are starting to form. These are associated with a low-pressure (negative
coefficient of pressure,

−𝐶𝑃 , red line) region on the surface that is directly beneath the LEV

and a larger region with a peak near the trailing-edge that is associated with the TEV. By

𝑡* = 1.0,

the TEV has shed and the associated low-pressure region has diminished while the

LEV and associated low-pressure region has grown. Between

𝑡* = 1.0 and 2.6 the LEV grows

and sheds. This process is associated with a corresponding increase (growing LEV that is
attached) then decrease (shed LEV) in the low-pressure region.
This sequences highlights two features. First, the low-pressure region below the LEV is
strongly linked to strength of the LEV. Up to

𝑡* = 1.8,

the LEV grows in strength while the

core moves further from the surface. During this time, the low-pressure region also grows
in magnitude and size.

The relationship between LEV strength and low-pressure region

is intuitive where increasing the strength of one also increases the strength of the other.
However, the relationship between the low-pressure region and the distance between the
LEV and the surface is not as clear.

One would expect that the influence of the vortex

would diminish with distance, but here we see that it initially does not. In the next time

*
step (𝑡

= 2.8)

we see that the LEV moves further from the surface (detaches) and the

low-pressure region is reduced unlike the previous period of time. There is also a marked
decrease in lift (Figure 2-12A). This suggests that distance between the surface and the LEV
core has a critical value where trends change.

If the distance is greater than the critical

value, then the influence of the low-pressure in the core of the LEV diminishes.
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Figure 2-12: A) forces for different angles of incident and B) spanwise vorticity and surface
pressure for a plate in pure translation [63, Figures 3].

The second feature is the relationship between the TEV and the low-pressure region
at the trailing-edge The attached TEV has a corresponding low-pressure region as seen at

𝑡* = 0.2.

Soon after

𝑡* = 0.2,

𝑡* = 1.0.

the trailing-edge at

the TEV is presumed to have shed because it is not present at
The shedding of the TEV drastically decreases the low-pressure

region at the trailing-edge. This suggests that an attached TEV will maintain a low-pressure
region along the posterior end of the plate.
Figure 2-13 shows the coefficient of lift (𝐶𝐿 ) history and decomposition for a plate that is
pitching while translating. Here we see that each curve has an initial spike and a broader hill
later in the sequence. Figure 2-13B shows the decomposition of two cases that highlights the

i.e.

added-mass (

non-circulatory) and circulatory contribution. The decomposition shows

that the initial spike in

𝐶𝐿

is almost entirely a result of added-mass while the broad hill

is a result of circulatory effects. For a more detailed discussion on the canonical forms of
unsteady flows over airfoils and the resulting LEV, the reader is directed to Eldredge and
Jones [63].
The evolution of LEV’s during canonical motions supports the observations made for delta
wings and insects wings and well as introduces the effects of the TEV on surface pressure.

i.e.

The low-pressure (

suction) below the LEV is strongly linked to the distance between

the vortex and the surface and the strength of the vortex. It was shown that a forming TEV
maintains a low-pressure zone on the posterior end of the panel. These observations will be
used in later sections to understand the current results.
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B

A

Figure 2-13: A) Spanwise vorticity and forces for a plate that is pitching while translating
and B) Shows the decomposition of circulatory and non-circulatory forces [63, Figures 10].

2.5.4 Fish
The study of LEVs for delta wings, insect wings, and canonical pitching plates has a long
history while the majority of the literature on aquatic oscillatory propulsion focuses on the
wake. The earliest mention of LEVs in the literature was by Lighthill [131] who hypothesized
that a large portion (but not all) of thrust comes from the leading-edge suction when the
caudal fin angle is non-zero. This was later investigated with early numerical simulation by
Chopra and Kambe [47] who concluded that the contribution of leading-edge suction to total
thrust is reduced as the leading-edge sweep angle increases from

0∘

to

30∘ .

Around the same

time, Magnuson [145] hypothesized that the caudal fin’s aspect ratio will directly impact the
leading-edge suction with larger aspect ratios being more advantageous for thrust production.
It must be noted that these early studies do no incorporate leading-edge separation and so
an LEV does not actually form; however, the comparison of leading-edge suction and LEV
suction was discussed previously via the Polhamus leading-edge suction analogy.

Based

on this analogy, it is reasonable that the leading-edge suction mentioned by Lighthill [131],
Chopra and Kambe [47], and Magnuson [145] result in the formation of an LEV on the caudal
fin. There is little mention of LEVs in the literature after these three early descriptions until
the development of higher fidelity numerical simulations and three-dimensional flow field
measurements.
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Figure 2-14: Examples of caudal surface pressure in the fish literature. A) Tuna-like swimmer
showing the suction under the LEV [42, Figure 26b]. B) Cycle-averaged thrust distribution
on the caudal fin [139, Figure 17a]. C) Cycle-averaged thrust distribution on the caudal fin
∘
∘
with a) 𝜑 = 20 and b) 𝜑 = −60 [93, Figure 15]. D) Pressure related force at peak thrust
for a pitching trapezoidal panel [29, Figure 4b].

The numerical work by Borazjani and Daghooghi [32] provides one of the first observations
of an LEV in the fish literature (Figure 2-11C). They simulated a tuna-like swimmer with
different caudal fin geometries. They observed a stable LEV along the leading-edge for both
a swept and unswept leading-edge depending on the

𝑆𝑡.

of vorticity at the leading-edge can be managed at low

They concluded that the generation

𝑆𝑡

by means of outboard spanwise

flow that transports vorticity away from the LEV. However, they also note that at higher

𝑆𝑡

the spanwise flow is not always able to balance the production of vorticity and leads to

the detachement of the LEV. Vorticity transport by spanwise flow is a method of vorticity
management that is the accepted explanation for stable LEVs on delta wings and a possible
explanation for stable LEVs on insect wings.

The importance of spanwise flow in insect

wing LEV’s is still under debate with several other competing mechanisms. Hartloper and
Rival [95] experimentally investigated the structural differences of LEVs for caudal fins with
a straight leading-edge with no sweep angle compared with a curved, swept leading-edge.
Their findings support the ability of spanwise flow to maintain a stable LEV for the swept
leading-edge but not for the unswept fin. The LEV was further described and documented
for full fish experimental setups by Brooks and Green [35] and Matta et al. [149].
Green et al. [88] discussed the possibility that an LEV convects along the caudal fin
and either constructively or destructively interferes with the TEV. This process was called
“trapping” of the LEV by the TEV. Along with the observation that this occurs in the
Strouhal number range of fish, this was used to postulate that the trapezoidal (swept LE)
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shape is advantageous to thrust production. The numerical simulation of a tuna-like body by

i.e.

Chang et al. [42] provides one of the first demonstrations of a negative-pressure (

suction)

region associated with the caudal fin LEV (Figure 2-14A). They noted that the suction is
only advantageous to thrust production if the caudal fin is favorably angled such that the
suction side is directed in the direction of thrust; otherwise, the suction will produce drag.
This observation will be used later in Section 6.1.6 along with the the term adverse caudal
fin angle for when the LEV suction produces drag. The more recent work of Liu et al. [139]
found that the distribution of cycle-averaged thrust is centralized in the leading-edge region
of the caudal fin (Figure 2-14B). This observation led them to postulate that the majority
of the caudal fin thrust was produced by the LEV. Han et al. [93] found similar results for
the caudal fin on bluegill as well as noting that the phase offset between the caudal fin and
main body plays a significant role. Figure 2-14C shows the cycle-averaged thrust distribution
for a phase offset of

20∘

and

−60∘

that shows a significant difference in thrust associated

with the LEV. These findings support the claim that the LEV is vital in BCF swimming.
Bode-Oke et al. [29] performed a numerical simulation on a three-dimensional pitching plate
and the force distribution due to pressure is shown in Figure 2-14D where blue is thrust.
This snapshot is timed at a peak in thrust during the pitching cycle. Here we see that the
majority of the thrust is being produced in the center of the panel rather than along the
leading-edge.

2.5.5 Summary
This section showed that leading-edge vortices (LEV) are important structures in a wide
array of problems that span both steady and unsteady flows.

The brief literature review

highlights that the evolution of LEVs is strongly linked to transient aerodynamic and hydrodynamic loads.

Finally, a literature review of aquatic oscillatory propulsion highlights

the emergent topic of LEVs in this field and their importance in understanding fast and efficient swimming. The key takeaway is that leading-edge vortices exist in numerous areas of
fluid dynamics and understanding their evolution is vital to designing efficient and powerful
unsteady mechanisms.
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2.6

Application to Aquatic Vehicles

The human desire to improve performance of manufactured vehicles often leads to the imitation of nature that is often called biomimicry. The current work deals with the imitation
of aquatic oscillatory propulsion. As previously discussed, this field has been studied since
at least the 1950s with references dating back more than 2000 years. With the recent improvements of robotics, controls, and manufacturing these principles have been applied to
numerous platforms for just as numerous applications. But the question remains, what improvement can be obtained from oscillatory propulsion? Before this can be answered, let us
first look at the past and current means of aquatic propulsion. The earliest forms of aquatic
propulsion by humans involved drag-based methods that are similar to ducks and turtle as
discussed in Van Buren et al. [219].

This form is now called swimming and is commonly

practiced as a sport that demonstrates human athletic ability to move quickly through the
water (though slow compared to most fish). As human technology improved, the paddle was
invented for propelling canoes, kayaks, and larger vessels. Once again, this is a drag-based
method. Eventually, the development of the screw propeller quickly became the dominant
form of aquatic (

e.g.

e.g.

ships, submarines, torpedoes, etc.) and aerial propulsion (

aircraft)

that is the current standard.
Let us now explore the features of aquatic, instead of the aerial, screw propellers due
to the topic of the current work. For simplicity, an aquatic screw propeller will simply be
referred to as a propeller. Propellers are remarkably efficient at generating force within a

e.g.

small domain of operating conditions. Under specific design conditions (
efficiencies can range between

55%

and

89%

advance ratio),

depending on design [122, 125, 252]. However,

in order to increase force production the efficiency quickly drops [122].
The screw propeller does not provide a direct means of maneuvering because the main
force generated is along the axis of rotation. This means that in order to provide maneuvering
capabilities a secondary mechanism must be implemented, such as a rudder, turning vane, or
turning of the propeller axis. These methods are not particularly effective and often require
multiple body lengths to execute a large angle turn [181]. In summary, the screw propeller
can provide excellent propulsive performance for a vehicle traveling in a straight line at low
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Figure 2-15: Examples of aquatic vehicles: A) Torpedo being fired by a submarine [3]. B)
Mojave ROV by DeepOcean [1]. C) GhostSwimmer PHI developed by Boston Engineering
Corporation [182], D) Hobie Mirage Drive 180 for pedal powered kayaks [2].

to moderate acceleration. This type of propulsor for aquatic environments has been applied

e.g.

to recreational boats, military surface vessels, military underwater vehicles (

submarine

or torpedo, Figure 2-15A), and unmanned underwater vehicles (Figure 2-15B).
Biomimetic aquatic propulsion seeks to improve the thrust, efficiency, and maneuverability of aquatic vehicles. As previously discussed, oscillatory aquatic propulsion has been
shown to be efficient over a wide range of operating conditions. Oscillatory propulsion also
provides lateral forces that can be harnessed for maneuvering without the need of secondary

i.e.

mechanisms. Biology shows that fish (

animals that us aquatic oscillatory propulsion) can

undergo extremely high acceleration maneuvers that range from jumping out of the water
[193] to escaping predators in the C-start maneuver [79, 214]. Triantafyllou and Triantafyllou [207] noted that many fish have the ability to perform a
than

30%

speeds by

180∘

turn in a distance less

of their body length with minimal loss in speed while ships often need to reduce

50% and require a distance of at least 3 hull lengths.

The objective of this work is

to further the community’s understanding of oscillatory propulsion for application to future
aquatic vehicle designs.
Aquatic oscillatory propulsion has numerous applications ranging from commercial to
scientific to military to everyday recreation.

Commercial uses include the survey and in-

spection of underwater piping and structures [52]. Scientific uses include the observation of
deep sea natural environments using vehicles such as the DeepOcean Mojave ROV shown
in Figure 2-15B. Military reconnaissance in foreign and domestic waters can be performed
[51] by vehicles similar to the Ghostswimmer PH I shown in Figure 2-15C. Finally, for daily
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recreation, many commercial companies are designing and manufacturing pedal powered
kayaks that produce thrust using oscillatory fins as shown in Figure 2-15D. The reader is
directed to several notable papers that discuss aquatic [19, 20] and aerial [158, 194] trends
in unmanned vehicles for a more detailed discussion.
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Chapter 3
Experimental Setup
This chapter contains details on the test conditions, models, equipment, and data processing
for experimental setup. The test conditions for propulsive performance and flow field data
campaigns are discussed and justified in Section 3.1. The geometry, construction, and actuation of the two degree-of-freedom fish model are discussed in Section 3.2. Details of the
water tunnel and general usage are discussed in Section 3.3. In the following two sections, the
setups for propulsive performance measurements (Section 3.4) and flow field measurements
(Section 3.5) are discussed. The actual model kinematics from both setups will be compared
in Section 3.6 to justify the comparison of results collected in two separate experimental setups. Section 3.7 closes out the chapter with a discussion on the differences between actual
and prescribed kinematics.

3.1

Test Conditions

This work is broken into four sets of data collection: propulsive performance measurements,
PIV planes, PIV volumes, and tail-only thrust measurements. propulsive performance was
measured for
(𝑧

567 cases and represents the full parameter space used in this work.

= [0, 35, 70]

mm) were measured for a

space. PIV volumes were measured for

129

PIV planes

cases that are a subset of the full parameter

11 cases that are a subset of the full parameter space.

The full parametric space includes a range of trailing-edge amplitude (𝐴), heave-to-pitch

*
ratio (ℎ ), and phase offset (𝜑) values at a fixed motion frequency (𝑓 ) and freestream velocity
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Table 3.1:

Parameters used in the parametric sweep for propulsive performance. A total of

567 cases.

(𝑈∞ ).

parameter

units

min. value

max. value

# values

𝑓
𝐴
ℎ*
𝜑
𝑈∞

[Hz]

1

1

1

[mm]

30

100

7

[-]

0

1

9

[deg]

0

120

9

[mm/s]

210

210

1

Table 3.1 shows the minimum value, maximum value, and the number of evenly

spaced values used to cover each parameter range. The frequency was fixed at

1.0

Hz for

experimental purposes. The trailing-edge amplitude (𝐴) range was influenced by biological

𝐴

data of swimmers that showed the ratio of

0.31 [18, 69, 101, 145].
81 < 𝐴 < 167

Along with the model body length (𝐵𝐿

mm and was approximated as

spaced values.

of

30 − 100

was between

= 1.0

0.15

and

= 539.5 mm) this resulted in

mm for this study with seven evenly

Physical model constraints limited the maximum amplitude to

Experimental frequency (𝑓
far outside

𝐵𝐿,

to body length,

100

mm.

Hz) and biological Strouhal number constraints (not too

0.0 < 𝑆𝑡 < 0.40 [202, 206]) further limited the possible amplitudes.

An amplitude

100 mm, frequency of 1.0 Hz, and freestream velocity of 210 mm/s result in 𝑆𝑡 = 0.48 which

is already above the biological range of interest. The lower

𝐴

limit of

30

mm was selected

*
in the hope of capturing the drag to thrust transition. The pitch-to-heave ratio (ℎ ) range
was selected to cover

0

to

1

with nine evenly spaced values. The phase offset was based on

previous work with isolated propulsors that showed high efficiency at

𝜑 ≈ 90∘

[176, 208, 218].

The proposed range extends above and below the ideal phase offset from literature with nine
values between

0∘

and

120∘ .

The freestream velocity was influenced by biological data that

showed fish swimming speed can be approximated as
results in

539.5

270 < 𝑈∞ < 432

mm.

0.5 − 0.8 𝐵𝐿

mm/s with a motion frequency of

1.0

The maximum freestream of the water tunnel limited

per tail beat [145]. This
Hz and body length of

𝑈∞

to

210

mm/s.

seven amplitudes, nine heave-to-pitch ratios, and nine phase offsets resulted in
and a Strouhal number range of
the biological range of

0.14 < 𝑆𝑡 < 0.48.

0.20 < 𝑆𝑡 < 0.40

The

𝑆𝑡

567

The
cases

range extends just beyond

[202, 206]. propulsive performance measurements

included the motor torque input (tail and caudal fin motors), net thrust output, motor angles
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(tail and caudal fin motors), and laser displacement measurements. Flow field measurements
included two-dimensional, three-component velocity data along the caudal fin and in the

3

wake.

11

the

129

planes were collected for the

PIV plane cases and

21

planes were collected for

PIV volume cases that were mirrored and interpolated to recreated a volume that

encompassed the caudal fin and near-wake.
A full volume data set was acquired prior to the PIV planes data campaign to identify the

𝑧 -planes
𝑧=0

for PIV planes and to adjust the freestream location of the two PIV domains. The

mm plane was selected because it is the midspan plane. The top and middle planes

were selected based on several constraints. First, it was desired that the top plane was as
close to the tip as possible without encountering too much of the highly three-dimensional
tip vortex. Second, the middle plane needed to be evenly spaced between the midspan and
top plane.

21

Third, it was desired that these planes coincide with the

PIV volumes there were to be spaced

5.0

planes used for

mm apart. Finally, the three-dimensional vortex

structures around the caudal fin showed a large freestream-oriented vortex that is difficult to
capture using horizontal PIV planes (Finlet vortex, Section 5.2). Based on these constraints,

𝑧 = [35, 70]

mm was selected for the middle and top planes.

The flow field was first investigated by collecting three planes of velocity data across the
The parameter space included three amplitudes (𝐴

entire parameter space.

100.0]),
sets (𝜑

*
seven heave-to-pitch ratios (ℎ

= [0.1, 0.3, 0.5, 0.6, 0.7, 0.8, 0.9]),

= [30, 70, 80, 90, 100, 110, 120]) with a total of 129 cases.

= [53.3, 76.7,

and seven phase off-

The propulsive performance

and PIV plane data sets were collected first because they spanned the entire parameter
space. The data was analyzed to identify parameters for peak efficiency and thrust. It was
determined that both were optimized, independent of

𝐴,

when

ℎ* ≈ 0.70

The full three-dimensional flow field was then investigated by selecting
sisted of
and

5

cases with

ℎ* ≈ 0.70

and

ℎ* ≈ [0.05, 0.45, 0.66, 0.82, 0.93]

two listed groups); and

𝜑 ≈ [81, 20],

2

𝜑 ≈ [42, 70, 101, 107, 125]; 4

11

and

𝜑 ≈ 105∘ .

cases that con-

more cases with

𝜑 ≈ 105∘

(note that there is one case in common between the

*
cases that had neither parameter optimized (ℎ

respectively).

48

≈ [0.26, 0.52]

and

3.2

Two Degree-of-Freedom Fish Platform

The two degree-of-freedom (DoF) fish platform used for propulsive performance measurements and flow field measurements was a result of learning from an two initial versions.
The first version had a single DoF and included a stationary 3D printed body upstream of
a trapezoidal panel in pure pitch. This platform was used to investigate the effects of an
upstream body and the results are documented in Brooks and Green [34]. A second DoF
was added by incorporating oscillation into the tail section and resulted in the initial version
of the two DoF fish platform. The platform and associated results are discussed in Brooks
and Green [35] (included as Appendix H). Many of the results where extended to the data
acquired using the final version of the platform. The geometry and construction final version
is discussed in Section 3.2.1 in full detail.

The platform kinematics are then discussed in

Section 3.2.2. The method of actuation and motion control is then discussed in Section 3.2.3.
Finally, the author acknowledges that the current model is a drastic simplification of actual
biology and other biological features and related research is discussed in Section 3.2.4.

3.2.1 Geometry and Construction
The geometry of the final version of the two degree-of-freedom fish platform was based on

Thunnus albacares )

the yellowfin tuna (

for the reasons discussed in Section 2.1.

A three-

dimensional digital reconstruction of a yellowfin tuna was obtained from the Flow Simulation
Research Group at the University of Virginia (personal correspondence, Junshi Wang [232]).
They created the digital model using high-speed video of a yellowfin tuna swimming from
multiple viewpoints. The geometry was simplified by enforcing symmetry about the
and

𝑥−𝑧

planes for experimental purposes. Symmetry allows for the top half (𝑧

flow field to be measured and mirrored about the midspane plane (𝑧

= 0)

𝑥−𝑦

> 0) of the

to reconstruction

the full volume (see Section 3.5.1). The platform, with detailed views of its actuation and
dimensions, is shown in Figure 3-1.
The fish model contained five main components and each will be discussed starting at the
nose/anterior of the model. The first component was the head that was rigidly mounted to
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Figure 3-1: Two degree-of-freedom fish model (version 2) A) The four-bar linkage drivetrain
for the caudal fin.

B) Front view of model showing dimensions.

C) Side view of model

showing dimensions and main components.

the outer tube of the sting assembly with two brass pins. This connection was rigid enough to
prevent the head from substantially moving during the experiments. The head is symmetric
about the

𝑥𝑦

and

𝑥𝑧

planes (see dashed red line in Figure 3-1B and C, respectively) with a

concave posterior surface to mate with the anterior surface of the tail assembly. The sting
assembly was the second component and contained an outer tube (for mounting), middle
tube (for tail actuation), and inner shaft (for caudal fin actuation). The outer tube acted as
a sting for the model and had an outer diameter of

19.05 mm and wall thickness of 1.65 mm.

The middle tube was inside the outer tube and had an outer diameter of
thickness of

1.65 mm.

The inner shaft had a diameter of

12.70 mm and wall

6.35 mm and was used to actuate the

caudal fin through a four-bar linkage mechanism (see Figure 3-1A and Section 3.2.3.1) that
transferred torque from the inner shaft to the peduncle joint, which was the joint between
the tail and the caudal fin.
The tail assembly was the third component and was rigidly attached to the middle tube
of the sting assembly and pivoted about the central axis of the sting (Figure 3-1C). This
was the first degree-of-freedom. The geometry was again symmetric about both the
and

𝑥−𝑧

𝑥−𝑦

planes with the tallest and thickest section near the upstream end (connection to

middle tube). The geometry narrowed both vertically and horizontally as you move posterior
with the narrowest point being called the peduncle joint. This assembly was composed of
three separate pieces, for assembly of internal components, and assembled using pins and
screws.

The posterior and top pieces were permanently adhered using cyanoacrylate glue
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i.e.

(

CA glue or super glue) leaving an opening for assembly and insertion of internal

components. Just anterior of the peduncle joint are two vertical tabs, called finlets, that are
aligned with the horizontal center line of the tail section (Figure 3-1C). These finlets are the
fourth component. The top/dorsal finlet was added as a flat surface for the laser displacement
sensor (Section 3.4.3) while the bottom/ventral finlet was only to maintain model symmetry.
The most posterior component of the fish platform was the caudal fin (Figure 3-1C). The fin
attaches to the peduncle joint and was actuated via a four-bar linkage system that transferred
torque from the inner shaft of the sting assembly to the peduncle joint (Section 3.2.3.1). The
caudal fin rotated about the peduncle joint and is the second degree-of-freedom.
The majority of the components were either 3D printed, machined, or purchased. The
sting assembly was manufactured from stainless steel for rigidity and for the minimization of
corrosion due to long exposure to water. Smooth rotation of the middle tube and inner shaft
was facilitated by purchased low-friction Polytetrafluoroethylene (PTFE) sleeve bearings at
the top and bottom of the sting assembly. The head and tail were 3D printed using polylactic
acid (PLA) material on a Fusion3 F410 Fused Deposition Modeling (FDM) printer. Due to
the large size, the head was made in three pieces and permanently adhered with cyanoacrylate
glue (

i.e.

CA glue or super glue) The caudal fin was laser cut from a

acrylic sheet and attached to the peduncle joint using two screws.

1.59

mm thick clear

This allowed for easy

removal of the caudal fin without the need to disassemble the rest of the model. The four-bar
linkage system and peduncle joint were machined from stainless steel corrosion resistance.
The rods connecting the inner shaft and the peduncle joint used clevis joints to transfer
motion while minimizing slop (Figure 3-1A). Other components included

3.18

mm diameter

brass rods/pins, brass threaded inserts, and stainless steel fasteners.

3.2.2 Kinematic Parameters
The platform kinematics are governed by four parameters. The four kinematic parameters
are the motion frequency,
fin,

𝑓 , in Hz; the maximum excursion of the trailing-edge of the caudal

𝐴; the heave-to-pitch ratio, ℎ* ; and the phase offset between the tail (𝜃𝑇 ) and the caudal

fin (𝜃𝐶 ),

𝜑, in degrees.

A top view of the fish platform is shown in Figure 3-2 with geometric

and kinematic values defined. Note that

𝐿𝑇

is the tail length (158.8 mm from Figure 3-1C)
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Figure 3-2: Schematic of kinematic parameters.

and

𝐿𝐶

is the caudal fin length (

i.e.

chord length,

96.8

mm from Figure 3-1C). The heave-

to-pitch ratio is defined in Equation (3.1) as the ratio of the maximum lateral excursion of
the peduncle joint,

ℎ* =

ℎ(𝑡),

to the maximum lateral excursion of the trailing-edge,

𝐿𝑇 𝑠𝑖𝑛(𝜃𝑇,0 )
ℎ𝑚𝑎𝑥
=
𝑎𝑚𝑎𝑥
𝐴/2

Pure caudal fin heaving (𝜃𝐶,0
pitching (𝜃𝑇,0

= 0∘ )

where

ℎ* =

occurs when

⎧
⎪
⎨1,

⎪
⎩0,

ℎ* = 1

Pure heave if

𝐴.

𝜑 = 0∘
(3.1)

Pure pitch

and

𝜑 = 0∘

while pure caudal fin

= 0∘ ) occurs when ℎ* = 0 (independent of 𝜑). 𝜑 was defined such that the tail

leads the caudal fin motion when

𝜑 > 0. ℎ*

is a function of the maximum tail angle,

𝜃𝑇,0 ,

which is defined in Equation (3.2).

𝜃𝑇,0 = 𝑠𝑖𝑛

−1

[︂

ℎ* 𝐴
2𝐿𝑇

]︂

(3.2)

The maximum caudal fin angle is then defined in Equation (3.3).

𝜃𝐶,0 = 𝑠𝑖𝑛−1

[︃

𝐿𝑇 𝑠𝑖𝑛(𝜃𝑇,0 )𝑐𝑜𝑠(𝜑) −

√︁
]︃
[𝐿𝑇 𝑠𝑖𝑛(𝜃𝑇,0 )]2 [𝑐𝑜𝑠2 (𝜑) − 1] + ( 𝐴2 )2
𝐿𝐶

At this point, we can now calculate the instantaneous tail angle,

𝜃𝐶 ,

𝜃𝑇 ,

(3.3)

and caudal fin angle,

which are defined in Equations (3.4) and (3.5).

𝜃𝑇 (𝑡) = 𝜃𝑇,0 sin(2𝜋𝑓 𝑡 + 180𝜑/𝜋)

(3.4)

𝜃𝐶 (𝑡)

(3.5)

= 𝜃𝐶,0 sin(2𝜋𝑓 𝑡)
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Coming back to the kinematic parameters, it can be shown that the maximum excursion of
the trailing-edge,

𝐴,

is thus equal to

2𝑎𝑚𝑎𝑥

where

𝑎(𝑡)

is defined in Equation 3.6.

𝑎(𝑡) = 𝐿𝑇 sin (𝜃𝑇 (𝑡)) + 𝐿𝐶 sin (𝜃𝐶 (𝑡))
Figure 3-3 shows nine kinematic examples to illustrate how

(3.6)

ℎ* and 𝜑 affect the kinematics

of the caudal fin with the caudal fin moving from left to right and a fixed trailing-edge
amplitude. In each plot, the red line (
line (

) tracks the peduncle joint (

the dashed line (

i.e.

) tracks the trailing-edge of the caudal fin, the blue
leading-edge of the caudal fin at the midspan), and

) represents the centerline (𝑦

= 0).

Note that for the remainder of this

work, the kinematic descriptions will refer to that of the caudal fin unless otherwise noted.
This means that pure pitching refers to pure pitching of the caudal fin and that the trailingedge refers to the trailing-edge of the caudal fin. Figure 3-3A is pure pitching motion (recall
that the kinematics are independent of
(recall that pure heave requires
increasing

ℎ*

from

0.00

to

1.00

the amplitude of the peduncle (

𝜑

when

ℎ* = 0).

ℎ* = 1.00 a nd 𝜑 = 0∘ ).

Figure 3-3I is pure heaving motion
The left column (A-D) illustrates

with a fixed phase offset of

𝜑 = 115∘ .

From top to bottom,

) increases from zero to a value equal to the trailing-edge

Fixed φ = 115◦

Fixed h∗ = 0.72

A

E

B

F

C

G

D

H

I
*
Figure 3-3: Kinematic Examples defined as (𝜑, ℎ ) with the caudal fin moving left to right:
∘
∘
∘
∘
∘
A) pure pitch (0.00, 0 ), B) (115 , 0.36), C) (115 , 0.72), D) (115 , 1.00), E) (0 , 0.72), F)
(45∘ , 0.72), G) (90∘ , 0.72), H) (135∘ , 1.00), I) pure heave (0∘ , 1.00).
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(

). The phase between the

𝜃𝑇

and

𝜃𝐶

remains unchanged because

right column (E-H) illustrates increasing
or

ℎ* = 0.72.

𝜑

from

0∘

to

135∘

𝜑

is fixed at

115∘ .

The

with a fixed heave-to-pitch ratio

From top to bottom, the relative amplitude of the peduncle and trailing-edge

remains the same because

ℎ*

is fixed at

0.72.

However, the phase between the

𝜃𝑇

and

𝜃𝐶

changes. This can be easily observed as the angle of the caudal fin at the beginning of the
cycle (

i.e.

left side) where the angle increases from top to bottom. Section 4.1 will show that

(115∘ , 0.72)

results in the optimal efficiency within the biological range of

0.20 < 𝑆𝑡 < 0.40

(Figure 3-3C).

3.2.3 Model Actuation
The model was actuated using two DC motors mounted above the water tunnel. The mechanical mechanisms used to transfer torque will be described followed by a description of
the motion control system.

3.2.3.1 Mechanical Mechanism
The mechanical system for torque transfer from the DC motors(Faulhaber Series 3863 CR
with a 36:1 or 20:1 planetary gearhead) to the sting starts above the sting mount and is
shown in Figure 3-4.

The actuation for both degrees-of-freedom was routed through the

Inner Shaft

Output arm

Sting Tube

Connecting arm

Torque Limiter

Input arm

Rotary Torque Sensor
Motor
Sting Mount
Figure 3-4: Input, transfer, and output arms for transferring torque from each motor to the
sting.
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38.1 mm

114.3 mm
B

A

Figure 3-5: A) Input/output arm with dimensions, B) transfer arm with dimensions

sting where the middle tube actuated the tail and the inner shaft actuated the caudal fin
while the external sting tube provided a rigid mount.

The sting tube extends above the

tunnel where it is mounted to either an air bearing carriage (propulsive performance) or
a vertical traverse (flow visualization).

The middle tube extends above the sting mount

allowing for the output arm to be mounted. The inner shaft extends beyond this where a
second output arm is mounted. For simplicity, only one motor torque path will be discussed
because it is identical for both paths. The motor is mounted vertically and parallel to the
sting assembly.

A rotary torque sensor is mounted inline with the motor for propulsive

performance measurements (see Subsection 3.4.4). This is replaced by a stainless steel shaft

 = 10.0 mm) for flow field measurements for damage prevention.

(

A mechanical torque

limiter is mounted to the opposite end of the torque sensor (or shaft) to prevent model
damage if the motor malfunctions. The torque limiter was manually adjusted to minimize

 = 9.5 mm=3/16 in) is

backlash and improve kinematic response. A stainless steel shaft (

mounted to the torque limiter and runs through two brass bushings. Above the bushings,
the input arm is mounted.
Figure 3-5A shows a representation of the input and output arms. There are two input
arms and two output arms each with a thru hole on one end that is sized according to the
mating shaft or tube.

The other end has a thru hole to fit a PTFE, low-friction flanged

bushing with an interior diameter of
the

6.35

6.35

mm (white insert in Figure 3-5A) to mate with

mm diameter pins on the connecting arm (Figure 3-5B). The offset between the

tube/shaft hole and the pin hole is

38.1

mm for all four parts.

two stainless steel pins with a diameter of

6.35

The connecting arm has

mm and an offset of

114.3

mm. The four

input/output arms and the connecting arm are 3D printed using PLA. The input arm,
connecting arm, output arm, and base create a four-bar linkage system (Figure 3-6) where
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the base is defined as the fixed distance between the motor shaft and the central axis of the
sting assembly. The uniform arm length of the input (a) and output (c) arms along with
the uniform length of the connecting arm (b) and the base (d) ensure that the instantaneous
angle of the motor shaft (𝜃𝑖𝑛 ) and the tube/shaft (𝜃𝑜𝑢𝑡 ) are equivalent. The pin and bushing
joint was selected because 1) it has minimal backlash, and 2) it is an easy disconnection
point between the motor and the model.
The tail actuation motor transfers torque to the middle tube of the sting using the fourbar linkage system previously described. The torque is transferred to the tail section at the
opposite end of the tube where there is a flange that is parallel to and intersects the tube
axis. A tight fitting slot exists in the tail section. When assembled, the tube and tail section
rotate as one piece.
The caudal fin actuation motor transfers torque to the inner shaft of the sting using the
four-bar linkage system previously described. The torque is transferred through the inner
shaft to another four-bar linkage system that transfers torque from the inner shaft to the
peduncle joint (Figure 3-6). The input (a) and output (c) arms are different lengths in this
system which must be taken into account when controlling the motor. The connecting arm
(b) and base (d) are equal in length.

(︀
)︀
𝐴 = 2𝑎𝑑 − 2𝑎𝑐 𝑐𝑜𝑠(𝜃𝑖𝑛 )
(︀
)︀
𝐵 = 2𝑎𝑐 𝑠𝑖𝑛(𝜃𝑖𝑛 )

(︀
)︀
𝐶 = 𝑎2 + 𝑐2 + 𝑑2 − 𝑏2 − 2𝑎𝑑 𝑐𝑜𝑠(𝜃𝑖𝑛 )

𝛿 = 𝑡𝑎𝑛−1 (𝐵/𝐴)
(︂
)︂
−𝐶
−1
√
𝜃𝑜𝑢𝑡 = 𝑐𝑜𝑠
−𝛿
𝐴2 + 𝐵 2

(3.7)
(3.8)
(3.9)
(3.10)
(3.11)

3.2.3.2 Motion Control
The DC motors were controlled using a Galil DMC-4123 motion controller in a contour
distance mode. This model uses an optical encoder mounted on each motor with a resolution
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b
a
Motor Shaft
Figure 3-6: four-bar Linkage diagram:

𝑐

the connecting arm,
input angle, and

𝜃𝑜𝑢𝑡

c

θin

θout

d

Tube/Shaft

𝑎

is the length of the input arm,

is the length of the output arm,

𝑑

𝑏

is the length of

is the length of the base,

𝜃𝑖𝑛

is the

is the output angle.

of 1024 counts per revolution for feedback. Contour distance mode takes a vector of angular
distances and a time interval as inputs.

This allows for each motor to move through an

arbitrary path.
Each kinematic case was defined by four parameters:

𝑓 , 𝐴, ℎ* ,

and

𝜑.

Programs were

written in C++ and compiled into a dynamic-link library (*.dll) to perform computations
and communicate between LabVIEW and the motion controller. The first program uses the
motion parameters to calculate the time-varying tail (𝜃𝑇 (𝑡)) and caudal fin angles (𝜃𝐶 (𝑡)).
The next program uses Equations 3.7-3.11 to convert
joint, to

𝜃𝐶𝑀 , that rotates about the sting axis.

𝜃𝐶 (𝑡),

that rotates about the peduncle

A third program creates a ramp up and ramp

down for both motors. A fourth program converts the ramp up, periodic motion, and ramp
down for

≈ 114

𝜃𝑇 (𝑡) and 𝜃𝐶𝑀

into contour distances based on a prescribed time step (Δ𝑡

= 8.79 ms

segments per cycle). A fifth program connects to the motion controller via ethernet

connection, sends the ramp up, triggers the start of PIV, sends

𝑁

iterations of the periodic

motion, and sends the ramp down.

3.2.4 Other Biological Features
It is recognized that the current two DoF model as presented in Section 3.2 does not exactly
match the complexity of carangiform/thunniform swimmers. The model is rigid and does
not include many of the features shown in Figure 2-1.

This is intentional because the

author wants to make incremental improvements to the existing literature such that tractable
changes are made.

The progression in the literature leading to the current work will be

demonstrated using a select group of experimental examples for each incremental step. The
literature initially reduced the complex fish to a two-dimensional pitching airfoil [114]. This
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was advanced by adding heave to the motion [8, 64, 176].

The next major advance was

extending the pure pitch to a finite aspect ratio panel [38]. A swept leading-edge was included
such that the rectangular panel more closely resembles the caudal fin on tuna (Figure 2-1A)
[88, 113]. The author then added a stationary upstream body to understand the influence of
the remainder of the fish on the three-dimensional wake model [34]. The author then added
a second degree-of-freedom as a low-order representation of the complex oscillatory motion
of carangiform swimmers [35] (see Appendix H). The model kinematics were improved to
create the current model described in Section 3.2.
The application and description of the other biological features is left by the author to
other researchers, but a brief literature review is described here.

Starting with geometric

features, the trailing-edge of the caudal fin has been and continues to be investigated to try
and explain the shape of biological caudal fins [70, 95, 111, 112, 113, 215]. The function of
the finlets along the peduncle region (Figure 2-1A and B) is still unknown [232, 233, 255].
The interaction between the dorsal/anal fins and the caudal fin is being investigated as fin-fin
interaction [60, 61, 151, 155, 213]. A significant feature of biological systems is their innate
flexibility which has been and will continue to be investigated [21, 66, 105, 107, 108, 119,
127, 167, 174, 192, 242]. So far only geometric features have been considered, but there are
two significant fields that are not geometric but play a crucial role in biological systems. The
first is intermittent swimming which is otherwise known as burst and coast swimming. This
method is used by many fish and helps to improve efficiency [5, 73, 183]. The second feature
is the implementation of non-sinusoidal motion that can be used to optimize the kinematics
to improve thrust, efficiency, or both [54, 216]. Once again, this is not a comprehensive list
of biological features that are not incorporated into the current fish model.

3.3

Water Tunnel

All experiments were performed in a recirculating water tunnel located at the Syracuse Center
of Excellence for Environmental and Energy Systems. The test section has a cross-sectional
area of

0.60 m by 0.60 m and a length of 2.44 m with a partial free surface.

half of the test section is covered with an acrylic cover.
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The downstream

This is used to minimize surface

waves. A full cover was not practical due to the need for top access. Upstream of the test
section, the flow is conditioned by a honeycomb flow straightener, three screens of increasing
fineness, and a contraction. These result in an field-averaged turbulence intensity of
for a nominal freestream velocity of
motor frequency of

15.42

210

mm/s (see Subsection 3.5.4 for more details).

𝑓

A

Hz was determined using:

𝑢¯𝑥 = 13.49𝑓 + 2.01
where

1.72%

is the motor frequency in Hz and

where

3 < 𝑓 < 16

(3.12)

𝑢¯𝑥 is the freestream field-averaged mean velocity in

mm/s. This relationship was empirically determined by previous students in the laboratory.
For all experiments, the model was horizontally and vertically centered in the cross-section
of the test section (Section 3.2).

For propulsive performance measurements, the model

was mounted to a near-frictionless linear stage with air bushings above the test section
(Section 3.4). During flow field measurements, the model was mounted to a vertical traverse
above the test section (Section 3.5).

3.4

Propulsive Performance Measurements

The objective of the propulsive performance measurements was to obtain the energy added to
the system and energy extracted from the system in the form of propulsive force. The energy
input can be measured as the electrical energy supplied to the motors or as the mechanical
torque produced by the motors. To avoid complications arising from motor efficiencies, the
motor torque was measured along with the motor angular velocity. The energy output of
the system was measured as freestream oriented force (thrust).
acquired for
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The measurements were

cases that spanned the parameter space (Section 3.1).

The propulsive performance metrics were measured in the same recirculating water tunnel
discussed in Section 3.3 with freestream conditions similar to those discussed in Section 3.5.4.
The true freestream conditions during these measurements were assumed to be consistent
with those measured during the PIV because the same motor frequency was used in both
cases. All measurements were acquired using a National Instruments setup (Section 3.4.7).
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The actual kinematics of the model were measured using an optical encoder on each motor
(Section 3.4.2) as well as using a laser displacement sensor (Section 3.4.3 and Appendix E).
The energy added to the system was measured using a rotary torque sensor mounted inline
with each of the motors (Section 3.4.4). The energy extracted from the system was measured
as a freestream oriented force using an air bearing carriage setup (Section 3.4.1 and 3.4.5).
The frequency response of the force measurement system will be discussed in Section 3.4.6.
Finally, there will be a discussion of removing the inertial effects of the model (Section 3.4.8)
and the data post-processing (Section 3.4.10)

3.4.1 Test Platform
There are several methods of measuring the force produced by a model in a water tunnel
and they can be grouped as direct and indirect measurements. Direct measurement is the
best and simplest method and involves a direct connection between the model and a 6-axis
force transducer that measures three forces and three moments [80, 147, 185]. This method
can only be used for simple models with limited moving parts.

However, in many cases

this is not possible due to lack of access to a water tight sensor or the complexity of the
model not allowing it, making indirect force measurement necessary.

The first restriction

can be alleviated by moving the sensor above the water line using a rigid shaft to connect
the model to the sensor (Figure 2-8F, [255]).

The second restriction may require a more

complex approach to measuring the forces. One method is to mount the model to an air
bearing carriage that allows for near frictionless motion in a single linear direction (Figure 28B, [155]) [40, 66, 198].

The carriage can then mounted to a load cell to measure the

forces. Another method involves mounting the model to a lever with an adjustable fulcrum
(Figure 2-8D, [149]). These methods can be combined to adjust the system dynamics of the
measurement system.
All indirect force measurements require extra consideration so that the experimenter understands the full implication of how the forces are being measured. The implications include

i.e.

dynamic effects (

amplification and phase shift, Bode plot) and changes to the sensitivity

of the load cell. The lever method was rejected because of the difficulty in balancing the
model during setup and its high sensitivity to motor inertial effects. The whole system would
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B

A

9
8
3
7

1

2

4

6

5
Figure 3-7: Experimental setup used for propulsive performance measurements.

A) Side

view, B) Top view. Component list: 1) motion controller, 2) laser displacement sensor, 3)
air bearing carriage, 4) load cell, 5) air bushings, 6) rotary encoder, 7) DC motor, 8) rotary
torque sensor, and 9) air filtration and pressure regulator

need to be balanced perfectly because of the difference in model mass (5 kg≈

49, 000

mN)

and the expected forces (1, 000 mN). Any imbalance could easily exceed the limits of a load
cell that is sensitive enough to measure the small forces being produced by the model. The
current work uses an air bearing carriage and single-axis load cell to measure the thrust produced by the fish model. This method was selected because of the complexity of the model
with its coaxial shafts for actuation. Unfortunately, this method came with substantial dynamic effects that needed to be addressed before accurate measurements could be acquired.
The problem of dynamic effects and the chosen solution will be discussed in Section 3.4.6.
The test platform used for propulsive performance measurements is shown in Figure 3-7.
The model and sting described in Section 3.2 were mounted to a rigid carriage constructed

® 1515 framing.

with 80/20

The motion of the carriage was restricted to near frictionless

linear motion using four 1 inch air bushings (OAV Air Bearings, OAV1000ib and MBi1000)
and two 1 in stainless steel shafts (OAV Air Bearing, OAV1000SHAFT). Rigidity in the
carriage and alignment of the shafts and bushings was crucial to minimizing the friction
in the motion.

The air bushings work with an operating pressure between

40 − 100

psi

where higher pressures are required for larger vertical loads on the bushings. Due the heavy
carriage and model assembly (20 kg) a pressure of
air was supplied by a Husky

20

gal,

200

80psi was used for all measurements.

The

psi electric air compressor (model# C202H) and

conditioned using an oil and water extractor (OAVFILTERSYSTEM).
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3.4.2 Encoder Measurements
An Avago HEDS-5500 I12 optical rotary encoder was used in this work to measure the instantaneous angle of the motors. This information was used to phase-average the remainder
of the measurements.

It also provided a key link to synchronize the transportation mea-

surements with the flow visualization measurements (see Section 3.5.

The encoders were

mounted to the bottom of each motor (see Figure 3-7B, 6). LabVIEW acquires the signal as
encoder counts and converts it to motor angle using a predefined ratio. The measurements
are saved as angles relative to their respective motor axis.
The conversion between encoder counts and rotation angle was analytically determined
and empirically confirmed. A gear was attached to the motor shaft, a gear tooth was marked,
and the marking was aligned with a stationary fixture. The motor was commanded to rotate

𝑁

complete rotations.

confirm

𝑁

During the motor motion, each complete rotation was counted to

rotations and the final position of the mark was compared with the stationary

fixture. This was repeated in the reverse direction. The encoder signals were also sent to
the NI DAQ system and recorded in the measurement files. This processes was also checked
to confirm that a commanded motion was accurately measured in LabVIEW.

3.4.3 Laser Displacement Measurements
A Keyence LK-G402 laser displacement sensor along with a Keyence LK-G3001 controller
and Keyence CA-U4 power supply were used to measure the lateral displacement of the model
during performance measurements. The controller sampled the voltage from the sensor at a
rate of

100

2000

Hz and the DAQ system sampled the voltage from the controller at a rate of

Hz. The full model kinematics and motion parameters were calculated from two point

measurements once the coordinates of the sting axis (origin) was known.

The origin was

determined using two point measurements on the tail section. The laser was mounted such
that it was horizontally level and perpendicular to the water tunnel (see Figure 3-7A, 2).
It was mounted to a manual linear traverse that was horizontally level and parallel to the
freestream. The traverse allowed measurements to be taken at different streamwise locations.
The vertical position of the laser and traverse system was such that the laser intersected the
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C

A

B

E

D

Figure 3-8: Setup used to calibrate the Keyence LK-G402. A) piece of 80/20 suspended in
the tunnel to align the laser.

B) calipers used to measure the transverse displacement of

the crossbar to calibrate the voltage to distance conversion. C) laser intersecting with the
vertical 80/20 for voltage to distance conversion calibration. D) Raw voltage measurements.
E) Linear regression between the measured distance and the predicted.

dorsal finlet located just upstream of the peduncle joint. The laser was calibrated once at the
beginning of data collection due to the need for an extensive setup. The first step ensured
that the laser was level and perpendicular to the freestream. The second step calibrated the
conversion from voltage to linear distance.
The first step begins by creating a mark on both sides of the water tunnel at a known
distance from the upstream end of the test section and from the bottom of the test section
(pen on masking tape). The mounting was adjusted so that the laser intersected both points.
A

1

® was suspended in the tunnel such that the surface facing the laser

m length of 80/20

is parallel to the test section walls and roughly centered in the tunnel as well as horizontally
level (see Figure 3-7A). The surface facing the laser had a horizontal line drawn that is
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parallel to the top surface of the piece.
the alignment.

A bubble level and plastic square were used in

The laser and traverse were moved toward or away from the test section

walls until the laser recognizes the surface of the 80/20

® and the output voltage was near

zero. This ensures that the center of the measurement range aligns with the lateral center
of the test section. The laser was moved along the linear traverse while the displacement
measurement was observed. The traverse and laser were adjusted until the laser intersected
the line on the 80/20

® for the full range of the linear traverse and that the displacement

was constant within a margin of error (±0.5 mm).
The voltage to linear distance conversion was calibrated in the second step. A

2

m piece

® was mounted above the tunnel so that it was fixed in the freestream direction (𝑥)
® was
but allowed to freely slide in the cross-stream direction (𝑦 ). A second piece of 80/20

of 80/20

vertically mounted to the main piece so that it intersected with the laser (see Figure 3-8C).
The crossbar is moved away from the laser source until it is at the end of the measurement
range (−60𝑚𝑚

≤ 𝑦 ≤ 60𝑚𝑚).

Measurements were recorded by the DAQ system while the

crossbar was moved toward the laser source in increments of

0.50

in using calipers as shown

in Figure 3-8B. At each interval, the crossbar was left stationary for
for averaging and easy identification of the intervals.

≈ 20

seconds to allow

Linear regression was performed on

these data points and a linear relationship was calculated and resulted in a conversion of

6.668

mm/V,

𝑅2 > 0.999,

and

𝑅𝑀 𝑆𝐸 = 0.148

mm (see Figure 3-8E).

3.4.4 Torque Measurements
A Futek TRS-600 (2Nm, FSH01995) rotary torque sensor was used to measure the instantaneous torque produced by each of the DC motors. The torque sensor was mounted inline
between the motor shaft and the torque limiter (see Figure 3-7B, 8) with the measurement
side opposite the motor. The torque measurements were extremely sensitive to friction in
the mechanical system of torque transfer. The shaft assembly shown in Figure 3-4 needed
to be carefully assembled to minimize the friction. The friction also caused the sensor to
measure torque even when the motor was stationary and no loads were being applied. This
torque was less than or equal to the static friction in the system that was not relieved by
rotary motion.
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B
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2
3
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4
5

Figure 3-9: Setup used to calibrate the Futek TRS-600. A) Example calibration data with
linear regression. B) Setup used for static torque calibration. Components include: 1) DC
motor, 2) torque sensor, 3) pulley, 4) string, and 5) suspended mass.

A series of weights ([193.1, 500.4, 944.8, 1937.4] g) were measured using an Ohaus Scout
Pro SP2001 digital scale with a maximum load of
weights,

𝐹 = 𝑚𝑔 ,

2000g

and a resolution of

were suspending from a string with a diameter,

wrapped around a pulley with a diameter,
analytically calculated as

(𝑇 𝑜𝑟𝑞𝑢𝑒) =

𝑑𝑝 = 52.6

𝑑𝑠 = 0.6

0.1g.

These

mm, that was

mm (Figure 3-9B). The torque was

𝑑𝑝 +𝑑𝑠
𝑚𝑔 . The resulting voltage (mean and standard
2

deviation over 100 samples) was recorded for each weight collected at

100

Hz.

This was

repeated with the string wrapped in the opposite direction to get negative torque. A linear
regression was performed over the nine data points (including no applied load) between

−510Nmm

and

510Nmm

to obtain a linear relationship between the mean sensor voltage

and torque applied. The standard deviation of the voltage was multiplied by the conversion to
obtain a sense of the measurement noise. The calibration was performed every other day prior
to data collection. Calibration required that the motor mounts be partially disassembled and
due to time constraints and the shown consistency of the calibration it was not performed
daily. Over the sixteen days of data collection, the mean conversion was
a standard deviation of
standard deviation of

6.49

0.05

469.26 Nmm/V with

Nmm/V. The mean measurement noise was

2.79

Nmm with a

Nmm. For all calibrations, the linear fit to the data resulted in

𝑅2 > 0.999.
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3.4.5 Thrust Measurements
A Futek LRF-400 (0.5lb [2.22N], FSH04037) load cell was used along with the Futek IAA-100
(FSH03863) strain gauge analog amplifier to measure the freestream oriented forces produced
by the fish model. The load cell (see Figure 3-7B, 4) was mounted between water tunnel
(rigid) and the air bearing carriage (floating, see Figure 3-7B, 3 and 5). Two

15.9

mm thick

acrylic plates were used as parallel mounting surfaces with one mounted to an 80/20

® tunnel

crossbar and the second mounted to the air bearing carriage. Stainless steel shim stock was
used to adjust the parallelism between the plates. Special attention needs to be taken when
connecting the cables that power the model. These cables should be securely attached to the
air bearing carriage to prevent swaying. They should also be rigidly mounted to the tunnel
so that they are perpendicular to the freestream when the carriage is in a neutral position
while connected to the load cell. This arrangement minimizes the forces produced by the
cables and allows for the bending stiffness of the cable bundle to be neglected. A

24.0

VDC

was supplied to the amplifier by the Keyence CA-U4. The load cell was connected to the
amplifier using a

30

m shielded cable.

The output signal and ground reference from the

amplifier were connected to an analog input in the NI connector block for data acquisition.
The analog amplifier settings were coarsely adjusted to produce

≈ −10V with a compression load of ≈ 0.5lb.
193.1]g = [98, 196, 491, 981, 1894]mN)
Section 3.4.4.

≈ 0V

with no load and

A series of brass weights ([10.0, 20.0, 50.0, 100.0,

were measured using the digital scale described in

These weights were then placed on the active end of the load cell and the

resulting voltage (mean and standard deviation over 100 samples collected at 100Hz) was
recorded (Figure 3-10). A linear regression was performed over the six data points between

0g

and

193.1g

to obtain a linear relationship between the mean sensor voltage and force

applied. The standard deviation of the voltage was multiplied by the conversion to obtain a
sense of the measurement noise. The calibration was performed prior to each session of data
collection. Over the seven days of data collection, the mean conversion was
with a standard deviation of
a standard deviation of

0.16

0.93

mN/V. The mean measurement noise was

242.33
1.48

mN/V

mN with

mN. For all calibrations, the linear fit to the data resulted in

𝑅2 > 0.99.
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A

B

3
2

4

1

Figure 3-10: Setup used to calibrate the Futek LRF-400. A) Example calibration data with
linear regression. B) Setup used for static force calibration. Components include: 1) rigid
optics table, 2) active-end of load cell, 3) brass mass, and 4) load cell.

The static compression load calibration gave a good relationship between the change in
voltage due to a change in force being applied to the load cell. A voltage bias still needs
to be determined in order to have accurate measurements with a common reference. It was
determined that a defined voltage bias was not necessary because a static drag offset would
be determined for each case during measurement collection.

Static drag is defined as the

time-averaged net force while the model is held stationary in the tunnel with the fluid moving
at a constant velocity,

𝑈∞ .

Static drag was measured at

100

Hz for

30

seconds at

≈1

hr

intervals during data collection to capture electrical drift in the voltage signal. The electrical
drift was seemingly arbitrary and did not follow a linear relation over the time between static
drag measurements. To correct for this, the measurements began 𝑡(𝑠𝑡𝑎𝑟𝑡) seconds prior to the
start of motion and extended 𝑡(𝑒𝑛𝑑) seconds after the end of motion to allow static equilibrium
to be established. Figure 3-11 shows the instantaneous thrust for a large amplitude case (A)
and a small amplitude case (B) as a representation of the equilibrium static drag at the start
and end of data collection. In these plots, the red line (

) represents the data averaged at

the start and end of each data run and the dashed line (

) is the resulting average over

that time period. The equilibrium force at the start and end of each dataset was averaged
and plotted (*) over the static drag (*) measurements (Figure 3-12).

Over all the data,

it was observed that the moving average (dashed line) was consistently above the isolated
static drag (*) measurements by an amount of
were determined to be

𝑡(𝑠𝑡𝑎𝑟𝑡) = 2.0

seconds,

𝑠𝑡𝑎𝑡𝑖𝑐
𝐹𝑜𝑓
𝑓

𝑡(𝑒𝑛𝑑) = 8.0
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mN (Figure 3-12B). The constants
seconds, and

𝑠𝑡𝑎𝑡𝑖𝑐
𝐹𝑜𝑓
= −3.0
𝑓

mN.

A

B

Figure 3-11: A) Large amplitude case. B) Small amplitude case. The filtered thrust is black
(-), the range that is averaged at the beginning and end is red (-), and the dashed black line
is the average value over that region (- -).

3.4.6 Frequency Response of the Force Measurement System
In general, oscillatory propulsors create an instantaneous thrust curve that has a dominant
frequency double that of the motion frequency.
work have a fixed motion frequency (𝑓 ) of
have a dominant frequency of of

2𝑓

or

2

1

The test conditions (Section 3.1) for this

Hz. This means that the generated forces will

Hz.

Recall that an imperfect sinusoidal motion

will have infinite harmonics with integer multiples of the base frequency. Additionally, if the

i.e. 𝜃¯ =
̸ 0∘ )

oscillatory propulsor is not perfectly aligned (

then a low amplitude oscillation

with a frequency equal to the motion frequency will be present in the force signal along with
its associated integer multiple harmonics. Thus, the expected sinusoidal force produced by

A

B

C

Figure 3-12: A) Raw measurements. B) Raw measurements minus the isolated static drag.
𝑠𝑡𝑎𝑡𝑖𝑐
C) Raw measurements minus the isolated static drag and a static offset, 𝐹𝑜𝑓 𝑓 . Average net
thrust of the beginning and end of each case (*), isolated static drag (*), linear interpolation
of isolated drag (

), and moving average of case static drag (
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).

B

A

B

Figure 3-13: Results from Appendix I to demonstrate the effectiveness of the inverse filter
where A) instantaneous raw (gray) and filtered (black) force data; B) phase-averaged direct
(red) and filtered (black) forces; and C) error normalized by the total amplitude of the direct
force.

an imperfect oscillating propulsor with a motion frequency of
frequency of

2

Hz and harmonics with frequencies of

1

Hz,

3

1

Hz will have a dominate

Hz,

4

Hz,

5

Hz,

Typically, the amplitude of the integer multiple harmonics will decay quickly.

6

Hz, etc.

However,

issues can arise if the measurement system has a natural frequency near one of the harmonics.
It is possible to model the load cell (𝑘1 ), air bearing carriage (𝑚1 ), sting (𝑘2 ), and
fish platform (𝑚2 ) behave as a two DoF spring-mass-damper system that has two natural
frequencies.

The natural frequencies of the measurement system were determined to be

𝑓𝑛 = [3.85, 10.00] Hz via step impulse analysis by lightly striking the fish with an object and
measuring the response. The frequency response of the system resulted in the
being significantly amplified due to its proximity to the

3.85

perfect experiment, the natural frequencies would be such that

4 Hz harmonic

Hz natural frequency.

2𝑓 ≪ 𝑓𝑛

In a

and the frequency

response of the system could be neglected. However, the current experiment was not able to
be altered such that the ideal situation occurred. The dynamic response of the system was
first mitigated and then corrected.
The dynamic effects were first mitigated by physically altering the measurements system.
The natural frequencies of the system needed to be substantially increased. In the simplest
form, a one DoF spring-mass-damper system will have a natural frequency,

𝜔𝑛 =

√︀
𝑘/𝑚.

The stiffness needed to be increased or the mass needed to be decreased in order to increase
the natural frequency of a system.

A higher stiffness load cell was tried, but the higher

stiffness resulted in lower sensitivity that was deemed unacceptable.
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The mass of the air

bearing carriage could not be reduced without a complete redesign. The next best option is
adjust the natural frequency such that it was an equal distance from all nearby harmonics.
This was done by adding approximately
lower natural frequency to
and

4

Hz harmonics.

3.53

5

kg to the air bearing carriage to decrease the

Hz so that it was approximately halfway between the

This substantially reduced the amplification of the

while increasing the amplification of the

3

4

3

Hz

Hz harmonic

Hz harmonic. Now that the dynamic response

was mitigated to the best of the authors ability, the next step was to correct for the dynamic
response. The dynamic effects associated with the measurement system were corrected using
an inverse filter. Figure 3-13 presents some of the results to demonstrate the effectiveness
of the inverse filter method. Figure 3-13A presents the raw force data measured by the load
cell (gray) and the filtered force (black) after the inverse filter has been applied. Figure 313B compares the expected force (red) and the filtered force (black). Finally, Figure 3-13C
presents the normalized error where it can be see that the standard deviation of the error
was

3.74% of the

total amplitude with a mean error of

0.90%.

These results were deemed to

be acceptable by the author. See Appendix I for complete derivation, implementation, and
validation in the form of a manuscript that has been submitted to

Measurement Science and

Technology.

3.4.7 Measurement Data Acquisition System
A National Instruments PXIe system was used to sample all the measurement signals. The
PXIe system consisted of a PXIe-6363 multifunction DAQ card (16-bit resolution) housed
in a PXIe-1078 chassis. The voltage signals were routed to the DAQ card using an SCB68A shielded connector block.

The PXIe system was run using a Real-Time LabVIEW

environment operating on a standalone PC. Each optical rotary encoder used quadrature
encoding which included a ground reference and two counter signals (channel A and B).
Each torque sensor was strain-gauge based which included a ground reference, signal, and
return.

The output from the laser displacement sensor was a voltage differential which

included a signal voltage and a ground reference.

The output from the load cell was a

voltage differential which included a signal voltage and a ground reference. A stand alone
power supply (Keyence CA-U4) was used to provide a voltage of
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24.0

VDC to both torque

sensors, the load cell, and the laser displacement sensor. The motion controller provided a
voltage of

5.0

VDC to both motor encoders.

3.4.8 Inertial Forces
The inertial forces were removed in order to isolate the hydrodynamic forces in the system.
Each case was performed in the water tunnel with the water flowing as well as in air. The
air measurements were performed by draining the water tunnel until the water level was
below the lowest point on the model. The model was also allowed to dry prior to testing.
The thrust and motor torques measured while the model is operating in air are the inertial
forces. This is a good approximation due to the low density and viscosity of the air.

3.4.9 Data Collection
All propulsive performance measurements were collected simultaneously using the measurement data acquisition system described in Section 3.4.7. The measurements were acquired at

100

Hz. For each run, the fish platform begins aligned with the freestream. Data collection

begins

2.0

seconds before the motion begins to capture the static drag for each case. The

motion began by increasing the maximum lateral oscillation from zero to the desired value
over two motion cycles. The first nine cycles are assumed to be transient flow and are neglected. The subsequent

30 cycles are collected and considered as steady state.

The run was

then concluded by decreasing the maximum lateral oscillation from the desired value to zero
over two motion cycles. The data collection continues for

8.0

seconds to allow the system

to reach static conditions and to measure the static drag of the system. This processes was
repeated six times in water with the tunnel full and six times in air with the tunnel partially
drained. Several cases were repeated on multiple days to show repeatability.

3.4.10 Post-Processing
The raw data was acquired by the NI-DAQ system and processed using MATLAB. The
data was filtered and then phase-averaged using the encoder-based lateral position of the
caudal fin’s trailing-edge,

𝑇 𝐸𝑦 ,

as a reference. The encoder-based
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𝑇 𝐸𝑦

was calculated using

the instantaneous motor angles, four-bar linkage system parameters, and the caudal fin’s
midspan chord length. The encoder measurements were smooth and did not require filtering.
A low pass digital filter was applied to the torque measurements using MATLAB’s

iltilt

function. This function does not introduce a phase shift to the data. A passband frequency
of

10.0

Hz and a stopband frequency of

12.0

Hz were used to eliminate high frequency noise

in the data. The laser displacement measurements were occasionally corrupted by spurious
measurements due to several factors. Large particles in the flow and micro air bubbles on
the surface can cause single data points to jump to an extreme and then resume normal
operation. A custom filter was applied that replaces a data point that is more than

5

mm

from the previous data point with the center-difference value (linear interpolation). A low
pass digital filter was applied to the thrust measurements to eliminated high frequency noise
in the data using MATLAB’s
stopband frequency of

11.0

filfilt

function with a passband frequency of

8.0

Hz and a

Hz. An inverse filter was then applied. See Appendix I for more

details on the derivation, implementation, and verification of this method. The filtered data
was then phase-averaged into
using the physical

𝑇 𝐸𝑦

25

phases.

The start of the cycle

was determined

that was extracted from the laser displacement sensor (Appendix E).

A peak finding algorithm was used to identify the time when
phase-averaged data was then shifted so that

3.5

𝑡/𝑇 = 0

𝑡/𝑇 = 0

𝑇 𝐸𝑦

was maximized.

aligned with the maximum

The

𝑇 𝐸𝑦 .

Flow Field Measurements

The objective of the flow field measurements was to obtain quantitative information about
the flow field in the near-field of the caudal fin.

A dual-window stereo particle image ve-

locimetry (stereo PIV; two-dimensional, three-component; 2D3C) system was used with the
first window along the caudal fin and the second window downstream of the caudal fin
trailing-edge. The first set of data was acquired in

129

cases that were a subset of the

567

3 planes (𝑧 = [0, 35, 70]mm) and included

cases of performance data.

This data provides a

broad view of the flow over the majority of the parameter space. The second set of data was
acquired in

21

planes (𝑧

= [0, 5, 10, ..., 100]mm)

the first set of PIV data.

and included

11

cases that were a subset of

This data provides a full volume representation of the flow for
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select cases of interest. The raw velocity data was phase-averaged into

25

phases per cycle.

The caudal fin kinematics were extracted from phase-averaged raw images (see Appendix F).
Section 3.1 outlines the test conditions for the first and second PIV dataset.

3.5.1 Test Platform
The flow field was measured in the same recirculating water tunnel discussed in Section 3.3
with freestream conditions discussed in Section 3.5.4. Stereo PIV was performed simultaneously over two spatial domains (Figure 3-14A). Each setup included two PCO.edge 5.5
megapixel cameras (resolution of

2560 × 2160

2
pixel ) with

50mm

lenses (Canon EF 50/1.4

IS USM) in angular displacement stereo arrangement and two water filled polycarbonate
prisms (Figure 3-15). The angle between each camera and the normal to the object plane
was

40∘ .

The prisms were manufactured such that the camera line of sight was approximately

perpendicular to the surface in order to minimize image distortion. One setup was on the

+𝑦

side of the tunnel (Figure 3-15A) and the second setup was on the

−𝑦

side of the tunnel

(Figure 3-15B). Both setups were aligned such that the object plane was centered
from the side wall (horizontally centered) and
of the test section.

0.30m

above the bottom (vertically centered)

The upstream setup (window 1,

the streamwise direction such that approximately
downstream setup (window 2,

of the tail section is visible. The

in Figure 3-14A) was oriented in the streamwise direction

3.34𝐿𝐶 × 2.48𝐿𝐶 (323.1 × 240.0

fin trailing edge and a spatial resolution of
(

in Figure 3-14A) was oriented in

0.33𝐿𝐶

such that it overlapped with window 1 by approximately
a total domain of

0.30m

0.33𝐿𝐶 .

mm) with

This arrangement provided

2𝐿𝐶

downstream of the caudal

0.016𝐿𝐶 (1.57 mm) in both the 𝑥 and 𝑦

direction

in Figure 3-14A).
The flow was seeded using polyamid seeding particles with a mean diameter of

Quantel Evergreen

200mJ

Nd-YAG

The laser was located on the

+𝑦

15Hz

20𝜇m.

A

dual cavity laser was used to illuminate the flow.

side of the test section with optics to create a horizontal

laser sheet aligned with the object plane (Figure 3-15A, 1). The laser sheet thickness was
minimized to

Δ𝑧 ≈ 4mm.

The placement of the laser resulted in window 1 being in backward

scatter while window 2 was in forward scatter. The cameras in forward scatter had an

𝑓#

larger than window 1 to help balance the laser light intensity between the two windows. The
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A

B
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y

x

x

3.34LC
Figure 3-14: Total PIV domain is outlined in solid black while window 1 is outlined in red
and window 2 is outlined in blue. A) top view. B) side view. The dashed black lines are the
three planes used for the parametric sweep.

B

A
2
3

3
4

2

5

1

2
Figure 3-15: Experimental setup used for flow field measurements. A)
(window 1, along caudal fin), B)

−𝑦

Component list: 1) laser, 2) camera, 3)

+𝑦

side of the tunnel

side of the tunnel (window 2, downstream wake).
40∘ water filled prism, 4) fish model, and 5) double-

sided, multilevel calibration target

cameras for window 1 had an

𝑓# = 2.8 while an 𝑓# = 5.0 was used for window 2.

kinematics were periodic with a rate of

12.5Hz.

1.0Hz.

The model

The PIV system collected data at a rate of

This frequency was selected to allow for data to be phase-averaged over

where every other phase was collected instantaneously and all

25

25

phases

phases were collected over

two physical periods of motion. This method allows for continuous data collection per plane.
The fish model was mounted to a vertical traverse above that tunnel that allowed the
model to be precisely translated along the

𝑧 -axis.

This method allows for the cameras and

laser to remain stationary so that a calibration was not required for each plane.
collecting data at the

1.08𝐿𝐶

𝑧 = ±100mm

When

plane, the opposite spanwise tip of the caudal fin is

from the bottom/top of the tunnel. The author does not think that significant wall
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effects were present in these extreme spanwise tip planes. The model was actuated by the
same mechanisms as previously discussed in Section 3.2.3.1.
The size and position of a model relative to the test section must be taken into consideration to ensure good results. First, the ratio between the model’s cross-sectional area and the
total cross-sectional area of the test section is known as the blockage ratio. This quantity is
used to quantify the effects of the model on the average flow speed within the test section.
Freestream conditions are measured with no model; however, during data collection, the
model will constrict the flow and increase the flow speed. The blockage ratio for the current
model is

4.82%

if the sting area is included and

3.64%

the average flow speed increases to approximately
the nominal value of

210

without the sting. This means that

220 mm/s around the model compared to

mm/s. The increased flow speed also affects the Strouhal number

such that nominal Strouhal numbers of
The blockage ratio falls within the

0.19

1%–10%

and

0.43

become

0.18

and

0.41,

respectively.

range as proposed by Barlow et al. [22, pg. 329]

for low-speed wind tunnels and can be applied to the current low-speed water tunnel. The
author does not think that the blockage ratio will result in significant effects to the flow
field or the propulsive forces.

A smaller fish platform would have been preferred by the

author, but the larger fish platform was required to produce large enough forces such that
the signal-to-noise ratio was sufficient.
The second effect is related to the wall boundary layer. The flow is assumed to be uniform
such that

U = [𝑈∞ , 0, 0]

outside the boundary layer of each wall.

See Section 3.5.4 for

specifics on the flow quality within this region. Within the boundary layer, the freestreamoriented flow speed is reduced and a wall-normal flow exists such that mass continuity is
satisfied. These effects are mainly confined to the flow within and near the boundary layer.
The wall also acts as a pressure boundary. If the pressure field around the model does not
return to ambient pressure before reaching the wall, then the wall has affected the pressure
field and therefore the flow field. As long as the model and its associated non-trivial pressure
and flow fields are outside the boundary layer, the wall effects are considered to be negligible.
The question is now whether or not the model, flow field, and pressure field are far enough
from the wall to neglect the boundary layer effects.
Unfortunately, the author does not have pressure or flow field data to empirically deter75

mine the thickness of the wall boundary layer in the current water tunnel at the location
of the fish platform. The full volume flow field (Figure 5-1) shows that the major vortices
are all within
PIV domain.

10

mm of the spanwise tips and the lateral extents of the wake are within the

The largest vertical extent of the wake is focused around the spanwise tips

and reduces as the vortices advect downstream. The current PIV setup captures flow field
information in a horizontal plane that is vertically centered in the test section and is approximately

250 mm wide.

The test section is approximately

PIV domain extends to within approximately

610 mm wide and tall such that the

180 mm of the side walls.

The freestream data

does not show a reduction in the freestream velocity or significant lateral velocity that would
indicate the presence of a boundary layer. This suggests that wall effects can be neglected
in the lateral direction.

For propulsive performance measurements, the fish platform was

vertically centered in the tunnel such that the spanwise tips of the caudal fin were approximately

205 mm from the top and bottom.

Assuming that the boundary layer on the top and

bottom walls are similar to the side walls, we can assume that the boundary layer effects
can also be neglected for the top and bottom. For flow field measurements, the fish platform
is vertically displaced by

100

mm such that the bottom spanwise tip of the caudal fin is in

the middle of the tunnel and aligned with the PIV domain. In this configuration, the top
spanwise tip of the caudal fin is

105

mm from the top wall.

The author cannot say with

certainty that this is far enough to neglect boundary layer effects; however, the author thinks
that they can be neglected. This is because the wall is a distance from the main vortices that
is approximately half the total height of the full wake. The author expects the pressure and
flow fields to return to freestream conditions before reaching the boundary layer. Assuming
the boundary layer effects can be neglected, the vertical displacement of the fish platform
between planes of data collection will not affect the vertical symmetry of the wake.

3.5.2 Calibration
Combining multi-window PIV data is a common problem especially when gradient based

e.g.

Eulerian quantities are used (

vorticity or Q-criterion). After the initial alignment and

prior to acquiring calibration images, the cameras were focused on particles in the laser sheet.
Once focused, a set of images was acquired with the quiescent fluid so that the particles were
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nearly stationary. The calibration target was then mounted and aligned in the test section.
A bubble level was used to level the plate and a square was used to ensure that the plate was
parallel to the test section walls. To improve the alignment between windows, the calibration
target was oriented so that both windows could see a sufficient amount of the target for
calibration without moving the target.

A

180 × 240mm

dual-sided multilevel calibration

target was oriented with the long side parallel to the freestream direction (Figure 3-15B).
The alignment was also improved by translating the interrogation areas of each window so
that there is a vector at the origin.

2𝑛𝑑

The calibration was performed with a mixed

order projection map, magnification of

calibration residual was

< 1.2

10.2,

1𝑠𝑡

and

and Tsai camera model. On average, the

pixel. After calibration, the quiescent fluid images were used

to perform a disparity correction to account for the misalignment between the laser sheet
and the calibration target. A thinner laser sheet would result in a better calibration.

3.5.3 Stereo Particle Image Velocimetry
The raw images were processed using PIView3C by PIVtec along with MATLAB. For simplicity, the settings for window 1 will be discussed here because the same settings and methods
were used on window 2.
of

128 × 128

pixel

2

A multi-grid interrogation was implemented with an initial area

and a final area of

32 × 32

pixel

2

with a

50%

overlap. An FFT-based

correlation algorithm with uniform weighting was used to evaluate the images.
accuracy was improved using a

3×3

pixel

2

Sub-pixel

least-squares Gaussian fit to estimate the center

of each particle. A normalized median test, as proposed by Westerweel and Scarano, with
a threshold of

3

mm/s was used to identify spurious vectors [240]. Lower order correlation

peaks were evaluated if a vector was rejected. If none of the peaks were accepted, then a

2𝑛𝑑

order bi-linear interpolation was used to replace the spurious vector.
All images in a given phase were evaluated together. Each phase consisted of
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snap-

shots. A minimum pixel value image was created for the base and cross image, and used
as a background image. This was subtracted from each of the raw images prior to evaluation to remove background noise. The velocity fields were then ensemble averaged to get
the phase-averaged velocity. At this point, there were

𝑧 -plane.

25

velocity files for each window and

The two windows were combined by interpolating both windows onto a uniform
77

Figure 3-16: Mirroring PIV data to reconstruct the full volume data. (
plane and plane of symmetry. (

grid using Matlab’s

) is the midspan

) are individual PIV planes.

interp2 with a cubic spline algorithm.

The uniform grid was generated

by extending the window 1 grid so that it enveloped window 2. In practice, the vector fields
were already well aligned because the target was shared between the windows without having to be moved and because of the translation of the interrogation areas to align with the
origin. The vector field was averaged where both windows overlapped.
The

11

full volume cases (Section 3.1) required a few additional steps beyond the phase-

averaging and stitching of windows. A total of

𝑧 = 0 mm and the bottom spanwise tip of the caudal fin (𝑧 = −100 mm) in increments

plane
of

5.0

mm where the first plane is at

spacing gave a spanwise resolution of
of

21 planes were acquired between the midspan

5.0 mm.

𝑧 = 0.0

mm and the last at

= 0.016𝐿𝐶 ).

The bottom

and the velocity vector changes from
The

𝑧

3.19 times the resolution in the 𝑥 and 𝑦

20 planes were then mirrored about the midspan

plane such that the position vector changes from

16).

mm. This

2.5% of the span (0.052𝐿𝐶 ) or a dimensional resolution

The vertical resolution was approximately

direction (1.56 mm

𝑧 = −100.0

x𝑏𝑜𝑡𝑡𝑜𝑚
𝑝𝑙𝑎𝑛𝑒 = [𝑥, 𝑦, 𝑧]

u𝑏𝑜𝑡𝑡𝑜𝑚
𝑝𝑙𝑎𝑛𝑒 = [𝑢, 𝑣, 𝑤]

to

to

x𝑡𝑜𝑝
𝑝𝑙𝑎𝑛𝑒 = [𝑥, 𝑦, −𝑧]

u𝑡𝑜𝑝
𝑝𝑙𝑎𝑛𝑒 = [𝑢, 𝑣, −𝑤]

(Figure 3-

resolution was then halved for visualization purposes using Matlab’s

with the spline algorithm (𝐶

0.016𝐿𝐶 ×0.016𝐿𝐶 ×0.026𝐿𝐶 .

2

continuity). The final resolution of the full volume data was
The final step was to align the physical origin ([0, 0, 0]) with

the origin in the full volume data. The
based on its physical

𝑧

interp3

𝑧

origin was trivial because each plane was labeled

dimension. Appendix F outlines the process of dewarping the raw

PIV images and extracting the caudal fin location. This information allows for the alignment
of the PIV data in the

𝑥−𝑦

with the kinematics extracted for the performance data.
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3.5.4 Freestream Conditions
At the beginning and end of each day of data collection,

200

stereo PIV snapshots were

collected to determine the mean and standard deviation for each of the three velocity components along with the turbulence intensity. The turbulence intensity is defined as:

𝐼≡
where

𝑢′𝑖

√︁

1
((𝑢′𝑥 )2
3

+ (𝑢′𝑦 )2 + (𝑢′𝑧 )2 )

√︀ 2
𝑢¯𝑥 + 𝑢¯2𝑦 + 𝑢¯2𝑧

is the fluctuation component of velocity and

𝑢¯𝑖

(3.13)

is the mean velocity component.

The turbulence intensity was calculated at each grid point and averaged over the full domain
to get the average turbulence intensity,

𝐼¯.

The velocity mean and standard deviation were

also averaged over the full domain. The resulting values for each day of data collection are
shown in Table A.1. On average, the mean freestream velocity was

[211.72, 1.81, −4.74] mm/s

([100.82%, 0.86%, −2.26%]𝑈∞ ) and the mean standard deviation was

[1.30, 1.18, 0.93]

mm/s

([0.62%, 0.56%, 0.44%]𝑈∞ ). For all intents and purposes, the freestream will be considered
uniform with a velocity of

[210, 0, 0]

mm/s and

𝑈∞ = 210

m/s.

It was reasonable to assume that the flow quality for the propulsive performance measurements were similar to those shown during PIV. The consistency across the beginning
and end of each day along with between days suggests that these values were typical of the
tunnel when used in similar situations.

The water tunnel motor settings and model were

the same for both the propulsive performance and PIV setups. In the absence of fluid flow
information during propulsive performance measurements, the best information available is
that collected during PIV experiments.

3.6

Data Set Comparison

This work is based on the comparison of three individual data sets (performance, PIV planes,
and PIV volumes). The kinematics for each case were used to justify the comparison. The
kinematics were extracted for performance data using the laser displacement measurements
(Appendix E) and raw PIV images were used for the PIV data (Appendix F, PIV planes

79

Figure 3-17: Case grouping for
data colored by

𝐴

ℎ* = 0.26 and 𝜑 = 80.5∘ where red lines represent performance

with larger values being darker, blue lines represent PIV volumes, and

green lines represent PIV planes. The shaded region represents

𝜇 ± 𝜎.

A) thrust, B) lateral

displacement of the peduncle (𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ), D)
tail motor torque, E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and H)
caudal fin motor torque.

i.e.

and PIV volumes). However, the kinematics were highly sensitive to initial conditions (

model alignment) and were not directly comparable between cases with the same prescribed
kinematics.

The shape of the phase-averaged thrust, torque, and angles were found to

be relatively independent of trailing-edge amplitude,
their measured

ℎ*

and

𝜑

𝐴,

and could be grouped based on

values. Note that the scale for each quantity and case was highly

dependent on the trailing-edge amplitude,
be used to investigate the effects of

𝐴.

This resulted in
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kinematic groups that can

ℎ* and 𝜑 on the phase-averaged performance.

compares phase-averaged curves for cases grouped together with
the red lines represent the performance data colored by

𝐴

Figure 3-17

ℎ* ≈ 0.26 and 𝜑 ≈ 81∘ where

with larger values being darker,

blue lines represent kinematic measurements acquired from PIV volumes, and green lines
represent kinematics extracted from PIV planes. The shaded region represents

𝜎

𝜇±𝜎

where

was determined as a combination of sensor uncertainty and phase-averaging uncertainty

(Appendix G). For the remainder of this work,

𝑡/𝑇 = 0

is defined when the lateral position

of the caudal fin’s trailing-edge (𝑇 𝐸𝑦 ) is at the positive

𝑦

extreme.

This region is highly

influenced by irregularities in the motions, so the data was further aligned within each
grouping by matching the

𝑇 𝐸𝑦 = 0

intercept.
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3.7

Actual vs. Prescribed Kinematics

In a perfect experiment, the actual model kinematics would be exactly equal to the prescribed kinematics. This was not the case with the current experiment and the difference
between the actual and prescribed kinematic parameters are shown in Figure 3-18.

The

*
three columns show the trailing-edge amplitude (𝐴), heave-to-pitch ratio (ℎ ), and phase
offset (𝜑), respectively. The three rows show the actual kinematic parameters as a function
propulsive performance cases,

129

PIV plane cases,

PIV volume cases. The diagonal black line represents the ideal

1–1

mapping.

of the prescribed parameters for the
and

11

567

The trends were similar for all three sets of data (performance, PIV planes, and PIV
volumes) and will be described in terms of kinematic parameter. The actual trailing-edge
amplitude (𝐴, column 1) was nearly centered on the

1–1

mapping line with cases that are

*
both larger and smaller than the prescribed value. The heave-to-pitch ratio (ℎ , column 2)
was also nearly centered on the

1–1 mapping line with cases that are both larger and smaller

than the prescribed value. The phase offset (𝜑, column 3) had the worst agreement between
the actual and prescribed values. For small prescribed
the entire range of

−20∘ < 𝜑 < 130∘ .

𝜑 values,

the actual

𝜑 values spanned

Most of this can be accounted for by the flexibility,

slack, and backlash in the physical fish model. The lateral forces on the caudal fin increase
with increasing

ℎ*

and cause

𝜑

to increase well above the prescribed values.
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A1

A2

A3

B1

B2

B3

C1

C2

C3

Figure 3-18:

Actual vs.

prescribed kinematic parameters.

Row A is the 567 propulsive

performance cases. Row B is the 129 three plane PIV cases. Row C is the 11 full volume
*
*
PIV cases. The columns are for 𝐴, ℎ , and 𝜑. Coloring in the third column is by ℎ .
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Chapter 4
Propulsive Performance
The propulsive performance of this two DoF fish model will be discussed in terms of timeaveraged and phase-averaged results. Both provide distinct information that elucidates the
mechanisms that drive the performance of this model. Time-averaged results, such as

𝐶¯𝑃 , and 𝜂 provide large-scale information pertaining to long-term goals. 𝐶¯𝑇
how large a system can be while

𝐶¯𝑃

and

𝜂

𝐶¯𝑇 ,

tells the engineer

tell the engineer how long it can operate or how

far it can travel. On the other hand, phase-averaged thrust and power results provide smallscale information pertaining to specific mechanisms that drive the system. When combined
with flow field data, direct connections between thrust production (or power consumption)
and flow features become visible and help to describe hydrodynamic force production.

A

better understanding of these can help engineers produce high instantaneous thrust for fast
maneuvering or optimize kinematics/geometry to reduce extraneous power consumption.
Overall, the combination of time-averaged performance, phase-averaged performance, and
flow field data are required to have a full understanding of the system.
This chapter is grouped into three main sections that provide a base understanding of the
propulsive performance that will be compared with the flow field in chapter 6. Section 4.1

¯𝑇 ,
discusses the time-averaged results (𝐶

𝐶¯𝑃 , and 𝜂 ) to outline how they are affected by model

kinematics. The phase-averaged thrust is then discussed in Section 4.2 where it is compared
with input power and then decomposed into scalar values that quantify features of each
curve. Because the propulsive performance and flow field data were collected separately, a
robust method of comparison was necessary. The full data was reduced from
83

567

individual

cases to

82

kinematic groups based on their individual

ℎ*

and

𝜑

values. The flow field cases

were then associated with a kinematic group based on their measured kinematics. Section 4.3
discusses the justification, advantages, and disadvantages of kinematic grouping.

4.1

Time-Averaged Thrust Results

The cases were grouped by trailing-edge amplitude,
of

𝜂 , 𝐶¯𝑇 ,

𝐴 < 37

and

𝐶¯𝑃

on

ℎ*

and

𝜑

𝐴, into 7 groups to show the dependence

with a relatively fixed

𝐴.

The first group contains cases with

which are not shown due to the small force amplitudes which resulted in a small

signal-to-noise ratio. Groups

2–7

are shown in Figure 4-4, 4-5, and 4-6. Observations and

trends will be discussed for the three propulsive performance metrics. This will be followed
by a discussion on optimal parameters for time-average performance.
The time-averaged quantities will be displayed as a scatter plot with a full

𝜑–ℎ*

space

approximation displayed as a colored contour plot in the background. The contour plot is a
custom surface fit

1

to all data points displayed on a given plot. The contour levels (unless

otherwise stated) were determined as

10

evenly spaced values between the minimum and

maximum value per plot where red represents high values and blue represents low values.
Each marker is colored by the time-averaged quantity of that data point and the size represents the relative amplitude of each case within the amplitude range. This means that in
Figure 4-5B where
case with

49 < 𝐴 < 61,

𝐴 = 60 will have a

a case with

𝐴 = 49

will have a very small marker while a

large marker. Note that the upper-left corner of each subfigure

does not have any data points.

The contour levels in this region are an extremely rough

approximation of the true values and will not be used to described trends.
The literature on pitching and heaving two-dimensional foils will be compared to the
current work. A direct comparison cannot be performed to the current work because few
studies use the heave-to-pitch ratio,

ℎ* ,

but rather use a heave-to-chord ratio,

ℎ𝑐,

as defined

in Equation 4.1. The use of heave-to-chord ratio is dictated by the prevalence of reduced
frequency instead of Strouhal number. The current work proposes that heave-to-pitch ratio is
a more useful quantity because it allows for the kinematics to easily change while maintaining

1A

custom algorithm was implemented because the data is sparse and it is not uniformly spaced.
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¯𝑇 vs 𝜂 showing effects of trailing-edge amplitude, 𝐴, for
Pareto front for 𝐶
*
∘
∘
*
(0.72 ≤ ℎ < 0.77 and 113 ≤ 𝜑 < 117 ) is optimal
relatively fixed ℎ and 𝜑 values where
*
∘
∘
*
∘
∘
while the (0.30 ≤ ℎ < 0.40 and 75 ≤ 𝜑 < 85 ) and (0.30 ≤ ℎ < 0.50 and 25 ≤ 𝜑 < 50 )
Figure 4-1:

are two arbitrary groups.

the same

𝑆𝑡

because

𝑆𝑡 = 𝑓 𝐴/𝑈∞ .
ℎ𝑐 =

ℎ0
𝐿𝐶

(4.1)

4.1.1 Performance Pareto Front
The optimal performance for any given system is rarely as simple as maximizing thrust or
efficiency. For example, the thrust produced while operating at maximum efficiency may not
be enough to overcome the drag produced by the vehicle at a given velocity. In this situation,
there is a minimum thrust requirement that may limit the possible efficiencies. The system
may have a another requirement to travel a certain distance with a given amount of energy.
Both of these restrictions will require a balance of thrust and efficiency.

These types of

trade-offs are best understand in the form of a pareto front. Figure 4-1 presents all of the
performance cases in the
edge amplitude,

𝐴,

ℎ*

𝐴 = 40

and

𝜑

the optimal parameters with

0.30 ≤ ℎ* < 0.40

space where the marker size represents the relative trailing-

of each case. For example, a case with

marker while a case with
curves of constant

𝐶¯𝑇 –𝜂

and

𝐴 = 100

will have a very large

will have a very small marker. The three colors represent

values with

𝐴

varied.

0.72 ≤ ℎ* < 0.77

75∘ ≤ 𝜑 < 85∘ )

The filled black circles ( ) represent

and

and green ( ,

113∘ ≤ 𝜑 < 117∘

0.30 ≤ ℎ* < 0.50

while the red ( ,

and

25∘ ≤ 𝜑 < 50∘ )

are two arbitrary groups. The plot shows three main features. First, the optimal
values ( ) closely follow the pareto front for

𝐶¯𝑇 > 0.10.
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𝜑

and

ℎ*

This suggests that a vehicle can

A

B

C

D

E

F

¯𝑇 showing dependence on: A) 𝛼𝑚𝑎𝑥 , B) 𝑆𝑡, C) heave-toFigure 4-2: Pareto front for 𝜂 vs 𝐶
chord ratio, ℎ𝑐, D) 𝛼
˙ 𝑚𝑎𝑥 , E) 𝜃𝐶𝑚𝑎𝑥 , F) maximum trailing-edge lateral velocity, 𝑉𝑇𝑚𝑎𝑥
𝐸 .
increase thrust while maintaining nearly constant high efficiency by simply increasing the
trailing-edge amplitude. Second, the optimal ( ) and two arbitrary (

ℎ*

and

values follow a nearly linear curve with a slightly negative slope for

trend is present for any arbitrary set of

𝜑

and

ℎ*

) sets of

𝐶¯𝑇 > 0.10.

𝜑

and
This

values but is only shown for three sets

for clarity. This agrees with Van Buren et al. [217] who show that efficiency decreases with
increasing

𝐶¯𝑇

i.e.

for combined pitch and heave (

negative slope). Finally, the two previous

trends only hold true for

𝐶¯𝑇 > 0.10

𝐶¯𝑇 ≤ 0.10.

trends typically have higher efficiency and have a different set of

The low

optimal parameters.

𝐶¯𝑇

while the data follows substantially different trends for

This is evidenced by the red and green circles that have efficiencies

equal to or greater than the black circles (optimal for

𝐶¯𝑇 > 0.10)

The dependence of performance on derived kinematic quantities is shown in Figure 4-2
to observe general trends in the

𝐶¯𝑇 –𝜂

space.

This is the same plot as Figure 4-1 except

that each case is now be colored by a calculated kinematic quantity. Figure 4-2A shows the
dependence on the maximum angle of attack,

𝛼𝑚𝑎𝑥 , defined in Equation 4.2.

the pareto front is dominated by cases with small
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𝛼𝑚𝑎𝑥

and for a given

𝐶¯𝑇 ,

This shows that
the efficiency is

increased by reducing the

𝛼𝑚𝑎𝑥 .

𝛼=

(︂

𝜃𝐶 + 𝑎𝑡𝑎𝑛2

(︂

𝑑(𝐿𝐸𝑦 ) 𝑑(𝐿𝐸𝑥 )
,
+ 𝑈∞
𝑑𝑡
𝑑𝑡

)︂)︂

(4.2)

The trend shows that for any trailing-edge amplitude (within this domain), the efficiency
is maximized by reducing the maximum

𝛼.

This result was predicted by Magnuson [145, pg.

61] when he stated that, “Within limits, the coefficient of thrust increases directly with angle
of attack, but greater hydromechanical efficiency results at lower angles of attack.” Several
more recent researchers have come to the same conclusion [99, 110, 217]. Figure 4-2B shows
the dependence of performance on the Strouhal number,

𝑆𝑡.

Here we see that for a given

efficiency (horizontal trend), the thrust can be increased by increasing the
a given

𝐶¯𝑇

(vertical trend), the efficiency cannot be increased by reducing

shows that within the domain, there is not an optimal
that

𝑆𝑡

𝑆𝑡.

𝑆𝑡.

However, for
This plot also

𝑆𝑡 that dominates the pareto front and

cannot be used alone as a performance metric. Figure 4-2C shows the dependence

of performance on the heave-to-chord ratio,
respect to

ℎ𝑐.

ℎ𝑐.

Here we see that there are no trends with

Figure 4-2D shows the dependence of performance on the maximum time rate

of change of the angle of attack,

𝛼˙ 𝑚𝑎𝑥 .

The trends are similar to that of

𝛼𝑚𝑎𝑥

where the

pareto front is dominated by small values. This shows that for any trailing-edge amplitude
(within this domain), the efficiency is maximized by reducing the maximum
shows the dependence of performance on maximum caudal fin angle,

𝜃𝐶𝑚𝑎𝑥 .

quantity is strongly affected by trailing-edge amplitude where, in general,
with

𝐴.

This shows up as

𝜃𝐶𝑚𝑎𝑥

increasing with increasing

𝐶¯𝑇

𝛼˙ .

Figure 4-2E

Once again, this

𝜃𝐶𝑚𝑎𝑥

will increase

(left to right). Figure 4-2F

shows the dependence of performance on maximum trailing-edge lateral velocity,
quantity is strongly affected by trailing-edge amplitude where, in general,
with

𝐴.

Unlike the previous quantities that were strongly affected by

here where maximizing

𝑉𝑇𝑚𝑎𝑥
𝐸

𝑉𝑇𝑚𝑎𝑥
𝐸

𝑉𝑇𝑚𝑎𝑥
𝐸 .

This

will increase

𝐴, a trend can be seen

is detrimental to efficiency.

𝑉𝑇 𝐸 =

√︃(︂

𝑑(𝑇 𝐸𝑥 )
𝑑𝑡

)︂2

+

(︂

𝑑(𝑇 𝐸𝑦 )
𝑑𝑡

)︂2

(4.3)

In summary, the pareto front plots in Figure 4-2 show three key trends. First, the use of

𝑆𝑡 alone as

a performance metric is insufficient as Figure 4-2B clearly shows that the pareto
87

front is composed of most
angle of attack,

𝛼,

𝑆𝑡

values. Second, the most influential derived quantity is the

and it’s time derivative,

𝛼˙ .

Figures 4-2A and D show that efficiency is

almost always improved by decreasing the maximum
been observed by [176, 250]. Third, the use of

𝛼 and 𝛼˙ .

The importance of

𝛼 has also

ℎ𝑐 as a performance metric was found to have

no trends that spanned the domain in this work.

4.1.2 Quasi-Propulsive Efficiency, 𝜂
The quasi-propulsive efficiency,

ℎ* , and 𝜑).

𝜂 , was found to vary with all three kinematic parameters (𝐴,

The trends will first be described along biological terms in

to each of the individual amplitude groups.
for most systems.

𝑆𝑡 and then compared

Recall that maximizing efficiency is optimal

It is known that biological swimmers typically have

0.20 < 𝑆𝑡 < 0.40

[202, 206]. Figure 4-3 shows all data points divided into three subgroups where the middle
group includes

0.20 < 𝑆𝑡 ≤ 0.40

the third group includes

𝑆𝑡 > 0.40.

The main group of interest is

shown in Figure 4-3B. The collapse of the
(

) through the optimal parameters ( ,

𝜂

width of the ridge is

0.20 < 𝑆𝑡 ≤ 0.40

and

within this group is good and a diagonal ridge

±0.04

The equation

ℎ*0 = 0.

ℎ* = (0.0093𝜑 − 0.3192) + ℎ*0
ℎ*

and

ℎ* = 0.74 and 𝜑 = 115∘ ) can be seen.

of this ridge is shown in Equaton 4.4 with

The

𝑆𝑡 ≤ 0.20,

(biological range), the first group includes

for

60 < 𝜑 < 140

(4.4)

and is shown as the gray shaded region.

The ridge,

as described here, will be reproduced on Figure 4-3, 4-4, 4-5, and 4-6 as a reference for
comparison and will be referred to as the biological high-efficiency ridge.

The efficiency

remains relatively high across the ridge with a shallow gradient (green arrows along the
black line). The efficiency drops off quickly if you move perpendicular to the ridge where
the gradient is large (green arrows perpendicular to the black line).
The group including

𝑆𝑡 < 0.20

shows a much wider ridge and the fit between the indi-

vidual cases and the fit surface is considerably worse (Figure 4-3A). The bad fit suggests
that efficiency trends cannot be extended to this range and must be grouped into smaller
subgroups. This could also be a result of small forces and small signal-to-noise ratio. The
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A

B

Figure 4-3:

𝜂

as a function of

𝜑

C

and

ℎ*

grouped by Strouhal number.

represents the biological high-efficiency ridge. A)
C)

0.40 < 𝑆𝑡 ≤ 0.55.

group including

𝑆𝑡 > 0.40

0.12 < 𝑆𝑡 ≤ 0.23.

B)

The black line

0.23 < 𝑆𝑡 ≤ 0.40.

shows good agreement between the individual cases and the fit

surface (Figure 4-3C). The ridge appears to be slightly above the biological high-efficiency
ridge with a similar slope. The trend is similar, but the maximum efficiency for this group

𝑆𝑡

was lower than in the main

group.

The quasi-propulsive efficiency,

𝜂,

is shown for amplitude groups

2–7

in Figure 4-4 with

the biological high-efficiency ridge overlaid on the plot. The location of peak efficiency (21%)
is shown as a green circle ( ,

𝜑 = 115∘

and

ℎ* = 0.74)

and the dashed line is a vertically

shifted biological high-efficiency ridge that intersects the peak point. The vertical shift is
denoted as

ℎ*0

in Equaton 4.4. The location of the peak efficiency is within the ridge width

for all groups with

𝐴 > 49

which agrees with the trends observed in the wider biological

range and the group of larger

𝑆𝑡

𝑆𝑡.

4.1.3 Time-Averaged Coefficient of Thrust, 𝐶¯𝑇
The time-averaged coefficient of thrust,
parameters (𝐴,

ℎ* ≥ 0.1.

For

ℎ* , and 𝜑).

In general,

ℎ* < 0.1 , 𝐶¯𝑇

larger and smaller

𝐴.

𝐶¯𝑇

𝐶¯𝑇 ,

was found to vary with all three kinematic

was found to increase monotonically with

obtains a maximum value at

𝐴 ≈ 81

and decreases with both

Data points and a full domain approximation of

Figure 4-5 for amplitude groups

2

-

7.

𝐴 when

𝐶¯𝑇

are shown in

The biological high-efficiency ridge was overlaid on

each subplot as a reference. Recall that maximizing thrust is optimal for most systems.
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A

B

C

D

E

F

𝜂

ℎ* and 𝜑

𝐴 within
each grouping. The black line represents the biological high-efficiency ridge. A) 37 < 𝐴 ≤ 49.
B) 49 < 𝐴 ≤ 61. C) 61 < 𝐴 ≤ 72. D) 72 < 𝐴 ≤ 82. E) 82 < 𝐴 ≤ 93. F) 93 < 𝐴 ≤ 110.

Figure 4-4:

as a function of

The dependence of
of maximum

𝐶¯𝑇

𝐶¯𝑇

on

ℎ*

and

where the marker size indicates the relative

𝜑 was similar to the trends observed for 𝜂 .

The location

is shown as a green circle ( ) and the dashed line is a vertically shifted

biological high-efficiency ridge that intersects this data point. The vertical shift is denoted
as

ℎ*0

in Equaton 4.4. For small amplitudes (37

< 𝐴 ≤ 49), a ridge exists within the width of

the biological high-efficiency ridge but there is also a region of high
and

𝜑 ≈ 55∘ .

As trailing-edge amplitude,

moves upward until
This suggests that

ℎ*0 = 0.14

𝐶¯𝑇

𝐴,

does have a dependence on

i.e.

located at

ℎ* ≈ 0.35

ℎ*0 )

increases, the shifted ridge (defined by

for the largest amplitude group (95

with increasing trailing-edge amplitude (

𝐶¯𝑇

𝐴

< 𝐴 ≤ 110,

where the optimal

ℎ*0

Figure 4-5F).

value increases

shifts up).

The optimal parameter values that result in high

𝐶¯𝑇

are generally restricted to a small

region in the upper-right corner of the domain. The optimal phase offset,
and

115∘

depending on the amplitude. The optimal heave-to-pitch ratio,

and

0.73

depending on the amplitude.

high

𝐶¯𝑇

𝜑,

ℎ* ,

is between
is between

93∘

0.67

Although these are optimal parameters, relatively

can be found within an oval region with the major axis aligned with the shifted

biological high-efficiency ridge (

). The shallow gradient along the ridge gives some param-
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A

B

C

D

E

F

𝐶¯𝑇

ℎ* and 𝜑 where the marker size indicates the relative 𝐴 within
each grouping. The black line represents the biological high-efficiency ridge. A) 37 < 𝐴 ≤ 49.
B) 49 < 𝐴 ≤ 61. C) 61 < 𝐴 ≤ 72. D) 72 < 𝐴 ≤ 82. E) 82 < 𝐴 ≤ 93. F) 93 < 𝐴 ≤ 110.

Figure 4-5:

as a function of

eter flexibility while maintaining relatively high

𝐶¯𝑇 .

A comparison to the two-dimensional

literature will be discussed in Section 4.1.5.

4.1.4 Time-Averaged Coefficient of Input Power, 𝐶¯𝑃
The time-averaged coefficient of input power,
parameters (𝐴,

ℎ* ,

and

𝜑).

In general,

𝐶¯𝑃

𝐶¯𝑃 , was found to vary with all three kinematic
was found to increase monotonically with

Data points and a full domain approximation of
groups

2 - 7.

𝐶¯𝑃

𝐴.

are shown in Figure 4-6 for amplitude

The biological high-efficiency ridge was overlaid on each subplot as a reference.

Recall that minimizing power input is optimal for most systems.
The dependence of
of minimum

𝐶¯𝑃

𝐶¯𝑃

on

ℎ*

and

𝜑 was similar to the trends observed for 𝜂 .

The location

is shown as a green circle ( ) and the dashed line is a vertically shifted

biological high-efficiency ridge that intersects this data point. The vertical shift is denoted
as

ℎ*0

in Equaton 4.4.

For large amplitudes (82

2A

< 𝐴 ≤ 110,

Figure 4-5F), a

𝐶𝑃

2

valley

ridge and valley describe the same feature depending on whether it describes high values or low values,
respectively.
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B

C

D

E

F

𝐶¯𝑃

ℎ* and 𝜑 where the marker size indicates the relative 𝐴 within
each grouping. The black line represents the biological high-efficiency ridge. A) 37 < 𝐴 ≤ 49.
B) 49 < 𝐴 ≤ 61. C) 61 < 𝐴 ≤ 72. D) 72 < 𝐴 ≤ 82. E) 82 < 𝐴 ≤ 93. F) 93 < 𝐴 ≤ 110.

Figure 4-6:

as a function of

exists within the width of the biological high-efficiency ridge. As trailing-edge amplitude,
decreases, the shifted ridge (defined by
amplitude group (37
on

𝐴

ℎ*0

does have a dependence

value increases with increasing trailing-edge amplitude (

shifts up). The dependence on

𝐴

stronger than that observed for

𝐶¯𝑇

|ℎ*0 | = 0.30

ℎ*0 ) moves downward until ℎ*0 = −0.30 for the smallest

< 𝐴 ≤ 49, Figure 4-5A). This suggests that 𝐶¯𝑃

where the optimal

for power and only

is the same for both

0.14

𝐴,

𝐶¯𝑃

and

𝐶¯𝑇 .

The

𝐶𝑃

i.e.

dependence is

because for the same amplitude range, the worst case is
for thrust.

The optimal parameter values that result in low

𝐶¯𝑃

are generally restricted to a small

region on the right-side of the domain. The optimal phase offset,

𝜑,

is approximately

125∘

for this data set but the trend suggest that power consumption will continue to decrease with
larger values of

𝜑.

on the amplitude.
optimal

ℎ*

The optimal heave-to-pitch ratio,
Because the optimal

increases with

𝐴.

𝜑

ℎ* ,

is between

0.55

and

0.85

depending

is relatively constant it can be said that the

Although these are optimal parameters, relatively low

𝐶¯𝑃

can

be found within an oval region with the major axis aligned with the shifted biological highefficiency ridge. The shallow gradient along the
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𝐶𝑃

valley gives some parameter flexibility

while maintaining relatively low

𝐶¯𝑃 .

A comparison to the two-dimensional literature will be

discussed in Section 4.1.5.

4.1.5 Optimal Parameters
¯𝑇 ),
For many applications, the optimal performance would be a combination of high thrust (𝐶
¯𝑃 ). The data here shows that each of these
high efficiency (𝜂 ), or low power consumption (𝐶
quantities is dependent on all three kinematic parameters (𝐴,
of performance on trailing-edge amplitude,
where the trends in the
were observed in the

𝜑–ℎ*

𝜑–ℎ*

𝐴,

ℎ* ,

and

𝜑).

The dependence

was mainly restricted to overall magnitude

space being weakly dependent on the

𝐴.

As such, the trends

space within six groups that each contain similar

𝐴

values. In

general, all three performance quantities exhibit optimal values that exist on a ridge/valley
in the

𝜑–ℎ*

space for any given trailing-edge amplitude (

in each figure). The

0.20 < 𝑆𝑡 < 0.40.

on the trailing-edge amplitude is expressed as the
efficiency ridge.

Within the biological

108∘ < 𝜑 < 114∘

(

0.67 < ℎ* < 0.75

and

𝐶¯𝑃

is optimized for

𝑆𝑡

range,

𝜂

ℎ*

0.75 < ℎ* < 0.85

optimal parameters for

𝜂

(

ℎ*0 ,
𝑆𝑡

0.71 < ℎ* < 0.75

range,

𝐶¯𝑇

𝜑 ≈ 125∘

(

and

is optimized for

in Figures 4-5B–D). Within the biological

and

𝐶¯𝑃

and

from the biological high-

is optimized for

in Figures 4-4B–D). Within the biological

93∘ < 𝜑 < 108∘

𝜂 , 𝐶¯𝑇 ,

The dependence of
offset,

slope

in each figure)

of this ridge/valley is consistent with the biological high-efficiency ridge (
determined from data points where

𝜑–ℎ*

𝑆𝑡

range,

in Figures 4-6B–D). As expected, the

fall between the optimal parameters for

𝐶¯𝑇

and

𝐶¯𝑃

because it is a

ratio of these two quantities.
Let us now compare these to the literature for two-dimensional pitching and/or heaving
airfoils. In the current work,
the frequency,

𝑓,

𝑆𝑡

is proportional to the trailing-edge amplitude,

and freestream velocity,

are directly analogous to trends in

𝐴.

𝑈∞ ,

𝐴,

because

are fixed. Thus, all trends in relation to

𝑆𝑡

It should also be noted that the reduced frequency is

also fixed for the current experiment because the frequency (𝑓 ), freestream velocity (𝑈∞ ),
and chord (𝐿𝑐 ) are fixed. Thus, all trends in reduced frequency will instead be discussed as
trends at a fixed reduced frequency while varying other parameters.
Let us first look at performance trends with respect to Strouhal number,
agreement in the literature that

𝐶¯𝑇

𝑆𝑡.

There is

increases monotonically as a function of Strouhal number,
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C

(𝑛)
2
¯𝑇 , B)
Figure 4-7: Propulsive performance trends as a function of 𝑆𝑡
where A) 𝑆𝑡 vs 𝐶
*
∘
∘
3
¯
𝑆𝑡 vs 𝐶𝑃 , and C) 𝑆𝑡 vs 𝜂 . The (0.72 ≤ ℎ < 0.77 and 113 ≤ 𝜑 < 117 ) are along the
*
∘
∘
*
pareto front while the
(0.30 ≤ ℎ < 0.40 and 75 ≤ 𝜑 < 85 ) and
(0.30 ≤ ℎ < 0.50 and
∘
∘
25 ≤ 𝜑 < 50 ) are two arbitrary groups. These are the same groups as Figure 4-1

𝑆𝑡

[8, 40, 114, 140, 141, 195].

¯𝑇
[8, 176, 206] and nonlinear (𝐶
𝐶¯𝑃

¯𝑇
The relationship has been found to be linear (𝐶
∝ 𝑆𝑡2 )

[72, 195]. There is agreement in the literature that

increases monotonically as a function of Strouhal number,

The agreement stops there where some researchers claim that
claim

𝐶¯𝑃 ∝ 𝑆𝑡3

and

𝑛=1

and

113∘ ≤ 𝜑 < 117∘ )

ℎ* < 0.40

and

𝜂

𝑆𝑡, in a nonlinear relationship.
𝐶¯𝑃 ∝ 𝑆𝑡2

[14, 72] while others

[53, 195] To illustrate the performance trends in the current dataset, each

quantity is plotted in Figure 4-7 as a function of
for

∝ 𝑆𝑡)

𝑆𝑡(𝑛)

where

𝑛=2

for

𝐶¯𝑇 , 𝑛 = 3

based on the trends in the literature. The black circles ( ,

and green circles ( ,

0.30 ≤ ℎ* < 0.50

and

𝐶¯𝑃 ,

0.72 ≤ ℎ* < 0.77

are along the pareto front (Figure 4-1) while the red circles ( ,

75∘ ≤ 𝜑 < 85∘ )

for

0.30 ≤

25∘ ≤ 𝜑 < 50∘ )

are

two arbitrary groups. These are the same groups as those shown in Figure 4-1. This shows
that for the current dataset

𝐶¯𝑇 ∝ 𝑆𝑡2

and

𝐶¯𝑃 ∝ 𝑆𝑡3

for a given set of

ℎ*

and

𝜑 while there is

no obvious trend that holds across the entire domain. The fact that these two trends agree
with two-dimensional pure pitching, two-dimensional pure heaving, and three arbitrary sets
of

ℎ*

and

any set of

𝜑

for a complex three-dimensional system suggests that this trend may hold for

ℎ*

and

𝜑

within this domain.

A comparison of the black circle cases between

the subfigures in Figure 4-7 suggests that efficiency is dominated by the reduction in power
consumption rather than the production of thrust. This is evidenced in that the black circle
cases have the lowest

𝐶¯𝑃

for any given

𝑆𝑡

while it is not the maximum

𝐶¯𝑇

for the same

The current data shows that there is not a single optimal value for phase offset,
heave-to-pitch ratio,

𝜑–ℎ*

ℎ* ,

𝑆𝑡.

𝜑,

or

but rather that theses are optimized along a diagonal ridge in the

space. The global optimal value is

0.67 < ℎ* < 0.85
94

depending on the metric. Let us

first discuss the heave-to-pitch ratio. The relationship between propulsive performance and

ℎ*

shows a slight dependence on trailing-edge amplitude were all three metrics have optimal

values that increase with

𝐴.

changes in

𝐴.

Efficiency appears to have the weakest dependence while

𝐶¯𝑃

with

has the strong

dependence. Thus, this dataset suggests that 1) the global optimal value is between

0.85,

ℎ*0

This dependence is demonstrated by the change in

0.67 and

2) there exists a ridge on which relatively high performance can be maintained, and 3)

there is a slight dependence on

𝐴

𝐴

where larger

As previously mentioned, the use of

values have larger optimal

ℎ*

values.

ℎ* is only used, to the best of the author’s knowledge,

by the Moored group at Lehigh University [15, 16] with most others using heave-to-chord
ratio,

ℎ𝑐.

The use of heave-to-cord ratio makes it very difficult to compare with the literature

because most use a fixed

ℎ𝑐 [99], change ℎ𝑐 to control 𝛼 [110], use passive heave [99], use non-

sinusoidal heave [176], or only use a few values of

ℎ𝑐

[8, 217]. Van Buren et al. [217] simply

states that combined pitch and heave generally achieves better performance than either
individually, but does not specify how much heave. [141] came to the same conclusion. Two
notable papers by Anderson et al. [8] and Read et al. [176] found that efficiency and thrust are
both optimized for large

75∘

or

90∘ ,

respectively.

ℎ*

values in the range of

0.88

to

0.99

with a phase offset of either

In their recent paper Ayancik et al. [16] used three-dimensional

inviscid scaling laws to characterize cetacean flukes. They found that
fluke aspect ratio (𝐴𝑅), amplitude-to-chord ratio (equivalent to
like the current work), and Lighthill number.

ℎ* > 0.80,

𝐴

ℎ*

was dependent on

if chord length is fixed

Their work operated in a narrow range of

but the data shows that efficiency is optimized for

0.88 < ℎ* < 0.98

depending

on the parameters listed above (Figure 4-8). The conclusions of Ayancik et al. [15] do not
agree with the current findings.

ℎ*

They found that increasing

𝐴

will decrease the optimal

ℎ*

was

value is between

0.67

while the current data suggests the opposite. They also found that the optimal

greater than
and

0.85.

0.88

while the current data suggests that the optimal

Their phase offset was fixed at

90∘

that corresponds

ℎ*

ℎ* ≈ 0.55

on the biological

high-efficiency ridge. This value is even further from their proposed optimal

ℎ*

value. The

difference may be a result of viscous effects (their model is inviscid), fin geometry,
Lighthill number.

𝐴𝑅,

or

Their results appear to align with the work of Anderson et al. [8] and

Read et al. [176].
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𝜂 , on ℎ*

Figure 4-8: Dependence of efficiency,

with changes in A)

𝐴𝑅, B) amplitude-to-chord

ratio, and C) Lighthill number.

The second kinematic parameter of interest is the phase offset,

𝜑,

and its relationship

to propulsive performance. The current data shows that all three performance metrics are
optimized along a diagonal ridge with relatively high performance along the ridge and a
quick drop off in the perpendicular direction.
of

93∘ < 𝜑 < 125∘

𝐶¯𝑃

is optimize for

depending on the metric where

𝜑 ≈ 125∘ ,

and

𝜂

𝐶¯𝑇

is optimized on the lower

is optimized in the middle

heave-to-pitch ratio, the dependence on

𝜑

The global optimal values are in the range

𝐴

is quantified by

value decreases for all three performance metrics.

ℎ*0 .

𝜑 ≈ 111∘ .

As

𝐴

𝜑

side,

Similar to the

increases the optimal

A large portion of the literature on

pitching and/or heaving foils assumes that efficiency and thrust are optimized for

𝜑 = 90∘

[8, 15, 99, 120, 171, 176, 195, 249]. The work of Van Buren et al. [217] with a pitching and
heaving airfoil suggests that thrust, input power, and efficiency are optimized for
of

30∘ , 150∘ ,

4.2

and

90∘ ,

𝜑

values

respectively.

Phase-Averaged Thrust Results
e.g.

The phase-averaged quantities (

force, power, torque, etc) give more information related

¯𝑇 ,
to the mechanisms of force generation than the time-averaged performance metrics (𝐶
𝐶¯𝑃 ,

and

𝜂 ).

For example, Figure 4-9 shows two cases with nearly identical time-averaged

¯𝑇
performance metrics (𝐶

≈ 0.26, 𝐶¯𝑃 ≈ 3.60,

and

𝜂 ≈ 7.2) and

thrust curves. The black curve has a peak in thrust at
red curve doesn’t occur until

𝑡/𝑇 ≈ 0.14.

negative thrust but the red does does.

very different phase-averaged

𝑡/𝑇 ≈ 0.04

while the peak in the

Additionally, the black curve does not produce

These are two characteristics that are not visible
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Fx,max

Fx,min

Figure 4-9: Two thrust examples showing similar time-averaged results but very different
*
∘ ¯
¯
, 𝐴 = 73.0, ℎ = 0.87, 𝜑 = 85 , 𝐶
phase-averaged results. Case 389 (
𝑇 = 0.27, 𝐶𝑃 = 3.59,
*
∘ ¯
¯
and 𝜂 = 7.4) and case 343 (
, 𝐴 = 75.1, ℎ = 0.30, 𝜑 = 9 , 𝐶
𝑇 = 0.25, 𝐶𝑃 = 3.63, and

𝜂 = 7.0).
when only time-averaged quantities are used.
In this section, trends in the phase-averaged thrust will be described. The main result
is discussed in Section 4.2.4 where the timing of thrust peaks is described in terms of the
kinematic parameters. Several other topics act as a foundation and must be discussed prior
to the discussion on thrust peak timing. The first topic is concerned with the force produced
by the tail in the absence of the caudal fin and is discussed in Section 4.2.1. The relationship
between the power input and output is discussed in Section 4.2.2 to elucidate the source of
thrust production. Large-scale trends in the minimum and maximum thrust for each cycle
is then discussed in Section 4.2.3. With an understanding of these topics, we can discuss
the timing of thrust peaks in order to quantify how the thrust curve changes in relation to
the kinematic parameters. Section 4.2.4 discusses evidence that supports the idea that two
distinct mechanisms produce thrust.

4.2.1 Tail Only Thrust
The caudal fin was removed from the model and performance metrics were measured for
three tail-only cases with
largest
value,

𝜃𝑇𝑚𝑎𝑥
16∘ ,

for all

567

𝜃𝑇𝑚𝑎𝑥 = [8∘ , 12∘ , 16∘ ].

performance cases was

was selected. Angles less than

8∘

The largest value was selected because the

15.5∘ .

Based on this, the next largest integer

were not used because the force magnitudes

were on the same order of magnitude as the noise. The phase-averaged thrust overlaid on
the normalized

𝜃𝑇

is shown in Figure 4-10A where

𝑡′ /𝑇 = 0

is when

𝜃𝑇 = 𝜃𝑇𝑚𝑎𝑥 .

The shape of the thrust curves was similar for all cases and exhibited single thrust peak
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Figure 4-10: Thrust for three cases without the caudal fin where
12.0∘ (green), and 𝜃𝑇 = 16.0∘ (blue)

per half-cycle.

For all cases, the peak in thrust occurred at

𝜃𝑇 = 8.0∘ (red), 𝜃𝑇 =

𝑡′ /𝑇 ≈ 0.05

which is shortly

𝜃𝑇𝑚𝑎𝑥

after the tail reverses direction. The magnitude of the peak thrust as a function of
shown in Figure 4-10B and overlaid with a

2𝑛𝑑

is

order polynomial curve that was fit to the

data. This shows that the tail produced phase-averaged thrust that scaled with

𝜃𝑇𝑚𝑎𝑥 .

The

time-averaged thrust for each cases is shown in the legend of Figure 4-10A and ranges from

−4.3 < 𝐹¯𝑥 < 1.8

mN. The average uncertainty in these thrust measurements was

which means that essentially no net thrust was produced by the tail for any

9.5

𝜃𝑇𝑚𝑎𝑥 .

mN

These

cases show that 1) phase-averaged thrust was produced by the tail, 2) the peak in thrust
occurred at

𝑡′ /𝑇 ≈ 0.05,

3) thrust scaled with

𝜃𝑇𝑚𝑎𝑥 ,

and 4) almost no time-averaged thrust

was produced. It is assumed that these observations are true even when the caudal fin is
attached.

4.2.2 Comparison of Power Input and Output
The comparison of net force generation and power consumption can help elucidate the physical mechanisms responsible for force generation. A brief review of similar comparisons in
the literature will form a foundation for understanding the current dat set. Figure 4-11A
shows the net thrust (left pane) and power consumption (right pane) for a flexible rectangular foil undergoing pure heave of the leading-edge [174].

This example shows that net

thrust and power consumption have very similar shape but different magnitude and phase.
These trends can be observed in many other experiments and the following examples clearly
show them. Figure 4-11B shows the net vertical force (bottom-left) and power consumption
(bottom-right) for an insect wing undergoing rotation about the root and pitching about
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Figure 4-11: Net thrust and input power for: A) heaving flexible panel [174, Figure 8]; B)
flapping insect wing [163, Figure 12]; C) rectangular plate in simultaneous pitch and heave
[128, Figure 6a]; D) trapezoidal panel in pure pitch [111, modified from data].

the leading-edge (top row) [163].

Figure 4-11C shows the

𝐶𝑇

and

𝐶𝑃,𝑖𝑛

for a finite span

rectangular panel undergoing simultaneous pitch and heave [128]. Figure 4-11D shows the

𝐶𝑇

and

𝐶𝑃

for a trapezoidal panel undergoing pure pitching about the leading edge [111].

i.e.

These works support the hypothesis that the shape (

not phase or amplitude) of power

consumption and force are very similar and that the component that consumes power is
associated with the thrust produced.
This hypothesis can be applied to the to the current experiment to validate the force and
torque measurements as well as elucidate if the tail motor or caudal fin motor is associated
with thrust throughout the cycle. The motor is referred to intentionally because there is a
distinction between the power consumed by the tail motor (𝑃𝑖𝑛,𝑇 ) and the thrust produced
by the tail. The connection is not clear; however, it does give a sense of which kinematics of
the model consumed power and produced thrust. First, the hypothesis states that the force
produced and the power consumed curves have very similar shape. Figures 4-12A-D show
the power output (𝑃𝑜𝑢𝑡

= 𝐹𝑥 𝑈∞ ,

motor power input (𝑃𝑖𝑛,𝐶

= 𝑇𝐶 𝜃˙𝐶𝑚 ,

), tail motor power input (𝑃𝑖𝑛,𝑇
), and total power input (

= 𝑇𝑇 𝜃˙𝑇𝑚 ,

,

), caudal fin

𝑃𝑖𝑛 = 𝑃𝑖𝑛,𝑇 + 𝑃𝑖𝑛,𝐶 )

for

four cases as a representative sample of all 567 cases in the current work. All four cases have
approximately the same trailing-edge amplitude with

76 < 𝐴 < 83.

Figures 4-12E-H show

the total input and output power normalized by their respective maximum value that gives
the reader the ability to compare curve shape independent of curve amplitude. For simplicity,
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Figure 4-12: Power output (𝑃𝑜𝑢𝑡 ,

), tail motor input power (𝑃𝑖𝑛,𝑇 ,

), caudal fin motor

input power (𝑃𝑖𝑛,𝐶 ,
), and total input power (𝑃𝑖𝑛 ,
) for: A/E) case 330 (𝐴 = 78.6,
*
∘
*
ℎ = 0.07, and 𝜑 = 103 ), B/F) case 381 (𝐴 = 76.3, ℎ = 0.73, and 𝜑 = 88∘ ), C/G) case
*
∘
*
384 (𝐴 = 82.2, ℎ = 0.67, and 𝜑 = 108 ), and D/H) case 385 (𝐴 = 82.8, ℎ = 0.67, and
𝜑 = 116∘ ).

the trends in the total output power curve will be referred to as thrust curve trends because
output power and thrust are directly related by the constant freestream velocity.
calculating the input power, the motor torque,
the motor

𝜃˙𝑖𝑚

for

𝑇𝑖 ,

When

was multiplied by the angular velocity of

𝑖 = 𝑇 , for tail, and 𝐶 , for caudal fin.

The power output was used instead of

thrust in order to compare with similar units. These cases support the hypothesis because
the shape of the power output (

) and total power input (

) curves are very similar. This

result helps to validate the parameters used for the low pass filter and the inverse filter.
We can further compare the trapezoidal panel in pure pitch (Figure 4-11D, [111]) with the
current experiment with

ℎ* ≈ 0

(Figure 4-12A) which is very close to pure pitch.

The

agreement between these two examples further supports the accuracy of the measurements
in the current work.
The second application of this hypothesis elucidates whether the force being produced
at any given time was associated with the tail or caudal fin motor. The current experiment
100

i.e.

has the unique ability to differentiate the power consumed by heave (
pitch (

i.e.

caudal fin motor,

tail motor,

) and

). Figure 4-12A/E shows the power curves for approximately

pure pitch and the total power input is nearly equal to the caudal fin motor power. Here we
see that the shape of the rising thrust and input power agree well until the peak thrust is
obtain at

𝑡/𝑇 ≈ 0.13.

to zero at

𝑡/𝑇 ≈ 0.25.

i.e.

negative thrust (

After this, the input power remains high while the thrust decreases
Between

𝑡/𝑇 = 0.25 and 0.50 the

input power decreases to zero while

drag) is being produced until thrust is also zero at

𝑡/𝑇 ≈ 0.50

and

the cycle repeats for the second half-cycle. Figures 4-12B/F–D/H show a transition from

𝜑 = 88∘

to

𝜑 = 116∘

*
with a relatively similar heave-to-pitch ratio (ℎ

≈ 0.7).

In these three

examples, the normalized thrust and input power have remarkably similar shapes as shown
in Figures 4-12F–H.
These three cases have similar
they have similar

𝜃𝑇𝑚𝑎𝑥 .

𝐴 (76 < 𝐴 < 83)

and

ℎ* (0.67 < ℎ* < 0.73)

and therefore

This means that the only substantial difference in tail kinematics

between these three cases is their phase relative to each other. The transition shows that
even though the tail motor was moving the same for these three cases, the power consumed
by the motor varied dramatically in phase and amplitude. The phase was related to
expressed itself as the time between the tail and motor power curves.
the tail motor power consumption was large for
(Figure 4-12B

→

𝜑 = 88∘

𝜑 which

The magnitude of

and decreased with increasing

𝜑

C). This showed that even though the tail was moving the same for these

three cases, the amount of thrust that it was associated with varied drastically. Section 4.2.1
discussed the amount of thrust produced exclusively by the tail. If it is assumed that the
tail makes the same about of thrust for a given motion, independent of caudal fin motion or
lack of motion, then the change in thrust observed in Figure 4-12B–C was not produced by
the tail itself but rather by the caudal fin as a result of the tail motion. This effect could be

e.g.

kinematic (

e.g.

(

tail angle dictates the motion of the caudal fin leading-edge), fluid related

finlet vortex interacting with the caudal fin), or a combination of both.

A comparison between the shape of input and output power curves gives us an idea of
the relative efficiency.

Note that the efficiency of each case is shown above its respective

column. In Figure 4-12F, we see that there was a large discrepancy for

0.13 < 𝑡/𝑇 < 0.5

where the thrust dropped off and produced negative thrust while the input power remained
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positive.
(𝜂

Both of these are detrimental to performance and manifest as a low efficiency

= 2.8%).

In Figure 4-12F-H, the thrust and input power had better agreement and the

efficiency reflected this with

15.7% < 𝜂 < 20.6%.

Figure 4-12G has the best agreement

between thrust and input power while also having the highest efficiency. These observations
suggest that efficiency increases as the thrust and input power curves become more similar
in shape and phase.

4.2.3 Trends in Thrust Minimum and Maximum
Mapping the minimum and maximum thrust for a given parameter set on the

𝜑–ℎ*

space is

another way to understand how the parameters affect performance. It was previously shown
that high efficiency occurs in the upper-right corner of this space (Section 4.1.2). The four
ellipses in Figure 4-13 are in the same location for each pane and envelop the region of high
efficiency (Figure 4-13D is colored by
for each case within
for small

𝜑.

large

ℎ*

61 < 𝐴 < 72.

and increased with

𝜂 ).

Figure 4-13A shows the minimum thrust,

𝐹𝑚𝑖𝑛 ,

One can see that the minimum thrust was most negative

ℎ* .

The minimum thrust also had large magnitudes for

The maximum value was around

𝜑 ≈ 115∘

ℎ* ≈ 0.90.

and

The region of

𝐹𝑚𝑖𝑛 > 0

was partially contained in the high efficiency ellipse but does extend above. This suggests
that

𝐹𝑚𝑖𝑛 > 0

does not necessarily mean high efficiency.

general claim that efficiency increases as

𝐹𝑚𝑖𝑛

i.e.

increases (

negative). Figure 4-13B shows the maximum thrust,
One can see that for both small

ℎ*

and large

𝜑

The data does support a more
becoming more positive or less

𝐹𝑚𝑎𝑥 , for each case within 61 < 𝐴 < 72.

the maximum thrust was large while there

existed a diagonal region with lower maximum thrust. The minimum value was found around

𝜑 ≈ 110∘

and

small values of
low

𝐹𝑚𝑎𝑥

space,
when

ℎ* ≈ 0.65.
𝐹𝑚𝑎𝑥

The high efficiency ellipse contains almost all of the cases with

(blue). This suggests that within a small trailing-edge amplitude range,

corresponds with high efficiency. To observe these trends over the entire parameter

𝐹𝑚𝑖𝑛

can be nondimensionalize by

𝐹𝑚𝑖𝑛 > 0

because

𝐹𝑚𝑎𝑥

𝐹𝑚𝑎𝑥

where positive values of

𝐹𝑚𝑖𝑛 /𝐹𝑚𝑎𝑥

was always greater than zero. Figure 4-13C shows

result

𝐹𝑚𝑖𝑛 /𝐹𝑚𝑎𝑥

with positive values being red and negative values being blue. This shows that the region of

𝐹𝑚𝑖𝑛 /𝐹𝑚𝑎𝑥 > 0
region of

almost aligns with the region of high efficiency. Similar to Figure 4-13A, the

𝐹𝑚𝑖𝑛 /𝐹𝑚𝑎𝑥 > 0

does extend above the high efficiency ellipse even though a large
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A

B

C

D

Figure 4-13: A) Minimum force and B) Maximum force for cases with 61 < 𝐴 < 72 as a
*
*
function of ℎ and 𝜑. C) Ratio of minimum force to maximum force as a function of ℎ and
𝜑. D) 𝜂 as a function of ℎ* and 𝜑 showing single ( ) and double ( ) peaks.

portion is contained within the ellipse.

𝐶¯𝑇

Recalling the conclusion of Section 4.1.3 that the

ridge is typically above the efficiency ridge, a dashed ellipse is shown in Figures 4-13A

and C corresponding to the region of maximized

𝐹𝑚𝑖𝑛 /𝐹𝑚𝑎𝑥 > 0

are better contained within the

the data supports the hypothesis that
when

𝐹𝑚𝑎𝑥

𝐶¯𝑇

𝐶¯𝑇 .

𝐶¯𝑇

It can be seen that the cases with

ellipse than the

is maximized when

𝜂

ellipse. In summary,

𝐹𝑚𝑖𝑛 > 0 while 𝜂

is maximized

is minimized.

4.2.4 Peak Thrust Timing (𝑡𝑝)
The thrust curve for most pitching and/or heaving foils, both 2D and 3D, typically have
one thrust peak per half-cycle.

Figure 4-14 shows three examples from the literature of

instantaneous thrust profiles for pure pitch and pure heave. A vertical blue line has been
added to each subfigure to show

𝑡/𝑇 = 0

from the current work for clarity.

For 2D foils

undergoing pure pitch, the thrust curve is almost sinusoidal with a peak in thrust at

0.04

𝑡/𝑇 ≈

(Figure 4-14A and C). For 2D foils undergoing pure heave, the thrust curve is almost

sinusoidal with a peak in thrust at

𝑡/𝑇 ≈ 0.29

(Figure 4-14B and C). These show that

the mechanism driving pure pitch and pure heave are
kinematics and

180∘

90∘

out-of-phase in relation to the

out-of-phase in relation to the thrust because thrust has a frequency

twice that of the kinematics. Recent work with a trapezoidal panel (very similar shape to
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Figure 4-14: Thrust for pure pitch and pure heave in the literature where the vertical blue
lines represent
Figure 4b].

𝑡/𝑇 = 0

from the current work.

B) Pure heave [7, Figure 7b].

A) Pure pitch about the leading-edge [7,

C) Pure pitch (green), pure heave (red), and

combined (black) [135, Figure 10]. D) Pure pitch trapezoidal panel [111].

the caudal fin in the current work) showed a thrust peak at

𝑡/𝑇 ≈ 0.13

(Figure 4-14D). The

three-dimensional effects of the finite span and swept leading-edge delay the peak in thrust
from

𝑡/𝑇 ≈ 0.04

(2D) to

0.13

(3D) in the third example. It has been proposed that mean

thrust is dominated by added-mass effects (non-circulatory) for pure pitch while pure heave
is dominated by lift-based (circulatory) effects [72].
The cases in the current work are varied combinations of pitch and heave with a few

*
cases that are very similar to pure pitch (ℎ
*
(ℎ

≈ 1

and

𝜑 ≈ 0).

≈ 0)

and no cases representing pure heave

The thrust curves are quantified by the timing of each thrust peak

in the first half-cycle. For most cases, there was only a single distinct peak; however, for
some cases there were two distinct peaks. The first example (case 330, Figure 4-15A) shows
a sinusoidal thrust curve with a single peak at
Figure 4-15B) shows a double peak at

𝑡/𝑇 = 0.14.

𝑡/𝑇 = [0.12, 0.21].

The second example (case 384,

Figure 4-16A shows the timing of

B

A

Figure 4-15: Two examples of thrust. A) Case 330 (𝐴
*
∘
B) case 384 (𝐴 = 82.2, ℎ = 0.67, and 𝜑 = 108 ).
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= 78.6, ℎ* = 0.07,

and

𝜑 = 103∘ )

and

thrust peaks,

𝑡𝑝 ,

for each single (filled circles) and double (filled diamonds) peak for all of

𝜑

the performance cases. Both symbols are colored by
and small values (𝜑

≈ 0∘ )

with large values (𝜑

≈ 140∘ )

in red

in blue. The size of the diamond symbols represents the relative

value of each peak. Using case 384 (Figure 4-15B) as an example, there are two peaks at

𝑡/𝑇 = [0.12, 0.21]

with different thrust values

there will be two diamonds with the same

𝑡/𝑇 = 0.12
for

ℎ* ≈ 0

ℎ*

mN, respectively. This means that

value on Figure 4-16A with the diamond at

being smaller than the diamond at

𝑡/𝑇 = 0.21.

The timing of the thrust peak

agrees with the pure pitching case presented by King (Figure 4-14D) [111]. His

experiment used motion parameters

𝐴.

[141, 151]

ℎ* = 0 and 𝜑 = 0 for a range of trailing-edge amplitudes,

The timing of the thrust peak for these curves was

current work that had a thrust peak at

𝑡/𝑇 ≈ 0.13

for

𝑡/𝑇 = 0.13

ℎ* = 0.07

and

which agrees with the

𝜑 = 103∘ .

This acts as

𝜑 < 70∘

a partial validation of the thrust profiles in the current work. Note that cases with
(blue) only exist for

0 < ℎ* < 0.8

due to the discrepancy between the actual and prescribed

kinematic parameters (Section 3.7). The scatter plot of thrust peak timing (Figure 4-16A)
shows several important trends:

1. There are two branches (early,

; and late,

)

2. Single ( ) and double ( ) thrust peaks exist

3. There is a strong dependence on

𝜑

that is independent of

ℎ*

Each of these trends will be expanded upon in the subsequent sections.

4.2.4.1 Two Branches (Early and Late)
The first trend is the existence of two branches starting at
early branch (

) decreasing with increasing

The early branch (
The late branch (

) decreases from
) increases from

ℎ*

ℎ* = 0

and

and the late branch (

𝑡/𝑇 = 0.13

𝑡/𝑇 = 0.13

at

at

The vertical distance between the two branches at

ℎ* = 0

ℎ* = 0

𝑡/𝑇 = 0.13

with the

) increasing with

ℎ* .

to a value of

0.04

at

ℎ* = 1.00.

to a value of

0.29

at

ℎ* = 1.00.

ℎ* = 1.00

is approximately

0.25.

It is hypothesized that the two branches are evidence of two unique thrust producing
mechanisms where the late branch is related to the caudal fin angle,
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𝜃𝐶 ,

and the early

A

Figure 4-16:

B

A) Timing of the single ( ) and double ( ) thrust peaks colored by

Timing of the thrust peaks (gray) overlaid with timing of peak
of

𝑡/𝑇 = 0.13

𝜃𝐶

(*) and

𝜃𝑇

𝜑.

B)

(*). A delay

was subtracted from the thrust peak times. Both plots are overlaid with the

early branch (

) and the late branch (

branch is related to the tail angle,
overlaid with the timing of peak

𝜃𝑇 .

𝜃𝐶

).

Figure 4-16B shows the timing of the thrust peaks

(*) and

𝜃𝑇

(*). A delay of

𝑡/𝑇 = 0.13

was subtracted

from the thrust peak timing (𝑡𝑝 ) to make the trends more observable. The delay time was
selected because the late branch was observed to typically occur

𝑡/𝑇 = 0.13 after the peak in

caudal fin angle. This is observed as the clustering of (*) along the late branch (
increases above

0.6, the timing of 𝜃𝐶

in the cycle. In this same range of

). As

ℎ*

peaks (*) loses its linear trend and begins to occur later

ℎ* ,

and most are along the early branch (

fewer thrust peaks occur along the late branch (

)

). This suggests that that the mechanism associated

with the late branch may be related to the peak in caudal fin angle.
early branch converges with the peak in tail angle if a

For

ℎ* ≈ 1.00,

the

𝑡/𝑇 = 0.13 offset is included so that it

follows the same pattern as the late branch. This is observed as the clustering of (*) around
the large black dot at

ℎ* = 1.00

and

𝑡/𝑇 = 0.04.

These observations suggest that, for this

two DoF model, there are two mechanisms that produce thrust and they are related to the
tail and caudal fin angles by a delay of
associated with

𝜃𝑇

or

𝜃𝐶

𝑡/𝑇 = 0.13.

will be delayed by

𝑡/𝑇 = 0.13.

Cases with a fixed trailing-edge amplitude,
between the early branch (

) and

𝜃𝑇 .

The delay suggests that a peak in thrust

𝐴,

will be used to explore the relationship

The tail does not move for
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ℎ* = 0,

so every-

thing upstream of the peduncle is stationary.

This suggests that for

ℎ* ≈ 0,

the kine-

matics and performance are dominated by caudal fin pitching and independent of

𝜃𝑇 .

This is observed as the tight cluster at

and therefore the timing of
changes occur.
cause

𝜃𝑇

ℎ* ≈ 0.07

and

peaks varies drastically. As

𝑡/𝑇 ≈ 0.13

ℎ*

𝜑

even though

and

𝜑

(*)

increases, several kinematic

First, for a fixed trailing-edge amplitude, the tail amplitude increases be-

ℎ* = (peduncle

caudal fin angle by

amplitude)/(trailing-edge amplitude). Second, the tail angle leads the

𝜑

and for most cases in the current work

produced by the tail when the tail moves toward
tion 4.2.1). Also recall that for
after the peak in

𝜃𝐶 .

𝜃𝑇 = 0

ℎ* ≈ 0.07 (𝜃𝑇𝑚𝑎𝑥 ≈ 0),

𝜑 > 0.

Recall that thrust is

from either extreme (𝑡

′

/𝑇 > 0,

the peak in thrust occurs

Assuming that both trends hold for

ℎ* > 0,

Sec-

𝑡/𝑇 = 0.13

then the thrust associated

with the tail motion occurs before the thrust associated with the caudal fin because

𝜃𝑇

leads

𝜃𝐶 .

4.2.4.2 Single and Double Thrust Peaks
For most cases within the domain, the thrust curve was characterized by a single peak per
half-cycle. However, there does exist a small subset that have two thrust peaks per half cycle
as shown in Figure 4-15B. This subset almost entirely exists within a small region in the
upper-right corner of the

𝜑–ℎ*

space depicted as an ellipse in Figure 4-17A. In this figure, the

symbols are colored by time-averaged efficiency where the circles ( ) are single peak cases and
the diamonds ( ) are double peak cases. This shows that high efficiency and double thrust
peaks almost always coexist within the current domain. Even within this region, the cases
with double peaks are clustered along a diagonal (double peak ridge,
and above the biological high-efficiency ridge (
The shaded region represents a range of

) that is parallel to

) as defined in Equation 4.4 with

ℎ*0 = ±0.07.

ℎ*0 = 0.05.

The fact that these cases occur in such

a small region suggests that this phenomenon is highly sensitive to kinematic parameters. If

ℎ*

varies by

±0.07

or

𝜑

varies by

±7∘

from the double peak ridge (

) then one of the two

peaks is dominant enough that the second peak is not distinguishable. To demonstrate the
sensitivity of 𝑡𝑝 with respect to

𝜑, four cases were selected with ℎ* ≈ 0.70 and 95∘ < 𝜑 < 115∘

that span the double peak region. These four cases are shown in Figure 4-17B where small

𝜑 values are pink (light red) and large values are black.
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Here we see that the transition from

A

B

Figure 4-17: A)

𝜂

C

as a function of

ℎ*

and

𝜑

showing single ( ) and double ( ) peaks with

) and double peak ridge (
) overlaid. Same plot as
*
∘
∘
Figure 4-13D. B) Thrust curves for ℎ ≈ 0.70 and 95 < 𝜑 < 115 . C) Thrust curves for
𝜑 ≈ 107∘ and 0.57 < ℎ* < 0.81.
the biological high-efficiency ridge (

the first peak being dominant to double peak and then the second peak being dominant
happens over a very small range of

ℎ* ,

four cases were selected with

𝜑.

To demonstrate the sensitivity of

𝜑 ≈ 107∘

and

0.57 < ℎ* < 0.81

𝑡𝑝

with respect to

that span the double peak

region. These four cases are shown in Figure 4-17C where small

ℎ*

values are pink (light

red) and large values are black. Once again, we see the transition occur over a small range
of

ℎ* .
Figures C-67 through 4-25 show further examples of an entire kinematic group that have

double peaks. In these examples, it can be seen that the double peak is not only prominent
in the thrust curves but also in the torque and power curves. This is to be expected because
in Section 4.2.2 it was discussed that the thrust curve and power curves will have very similar
shapes. It can also be seen that even within this group of cases with very similar

ℎ*

and

𝑝ℎ𝑖

values, the presence of the two peaks is not consistent. This again supports the hypothesis
that the presence of double peaks is highly sensitive to kinematic parameters where small
deviations in the kinematic parameters can cause the one peak to be more prominent than
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the other.

4.2.4.3 Dependence on 𝜑
The timing of the thrust peaks shows a dependence on

𝜑

trend can be seen as the difference between the transition from

→

in Figure 4-16A. Only cases with

because small
to cases with

𝜑

values (<

ℎ* > 0.60

50∘ )

ℎ* < 0.60

(

ℎ* < 0.6

→
→

𝜑 < 𝜑𝑐𝑟𝑖𝑡

𝜑 < 70∘ ,

increasing

, up the figure). This means that

𝜑𝑐𝑟𝑖𝑡 ,

𝜑

𝜑 > 70∘ , increasing

, down the figure). For

domain) is a critical phase offset,

behave differently that cases with
The trends for

and the transition

will be used to determine the trends

along with evidence in existing literature. For

increases the timing of the thrust peak (
within the

→

This

only exist in this region. These trends will then be extended

decreases the timing of the thrust peak, 𝑡𝑝 , (

𝜑

ℎ* .

that is independent of

𝜑 = 70∘

𝜑 < 𝜑𝑐𝑟𝑖𝑡

where cases with

𝜑 > 𝜑𝑐𝑟𝑖𝑡 .

will be discussed first. For

𝜑 = 0∘ ,

the tail and caudal fin have

the same phase and we would assume that the timing of the thrust peak would change very
little with changes in
very little for
and

0.11

at

ℎ* .

0 < ℎ* < 0.60

ℎ* = 0.60.

where the thrust peak remains between

Most of these cases have

0∘ < 𝜑 < 40∘

𝑡𝑝 = 0.15

𝜑 = 0∘

then the timing of the thrust peak would also remain unchanged at

𝑡𝑝 = 0.13).

As

𝜑

increases from

in the half-cycle, or down the figure.

𝑡𝑝 ≈ 0.13)

to white (

along

) for

half-cycle because for these small

𝜑

0∘

to

𝜑𝑐𝑟𝑖𝑡 ,

cases ( ) change
at

ℎ* = 0.07

and so do not maintain a

perfectly unchanged peak thrust timing. It is hypothesized that if

line with

𝜑

Figure 4-16A supports this because the small

can be maintained

𝑡𝑝 = 0.13

(horizontal

the peak in the thrust moves earlier

This can be seen as the transition from blue (

0 < ℎ* < 0.60.

The thrust peak is pulled earlier in the

values, the additional thrust caused by the tail motion

(sinusoidal curve) simply shifts the total thrust peak earlier in the cycle because

𝜃𝐶 .

at

The thrust peak is pulled earlier in the cycle for larger

ℎ*

because

𝜃𝑇𝑚𝑎𝑥

𝜃𝑇

leads

is larger and

thus the thrust associated with the tail motion also increases. This means that two cases
with

𝜑 = 𝜑𝑐𝑟𝑖𝑡

case with

will have different thrust peak timings depending on their

ℎ* = 0.20

ℎ*

values. The first

will produce less tail related thrust than a second case with

ℎ* = 0.60

resulting in the second case shifting the total thrust peak earlier in the half-cycle than the
first case. The difference in influence is a function of
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ℎ*

and defines the slope of the early

branch (

).

The trends for

𝜑 > 𝜑𝑐𝑟𝑖𝑡

are opposite of those described for

𝜑 < 𝜑𝑐𝑟𝑖𝑡 .

When

𝜑 > 𝜑𝑐𝑟𝑖𝑡

the

phase offset is large enough that the tail related thrust is not able to pull the total thrust
earlier in the cycle. This means that the total thrust peak shifts closer to the late branch
(

) with increasing

𝜑

(

→

The proposed trends for

).

ℎ* < 0.60

will now be extended to

ℎ* > 0.60

with insight from

the existing literature. Recall that pure heave of a 2D foil results in a sinusoidal thrust curve
with a peak at

𝑡/𝑇 = 0.29

(Figure 4-15A and C). Extending this result to the current 3D

system would suggest that for
peak in thrust would be
branch (

ℎ* = 1.00

𝑡/𝑇 ≈ 0.29.

and

𝜑 = 0∘ (i.e.

pure heave of the caudal fin), the

This is the black dot at the

). Recall that it was previously proposed that for

peak would remain unchanged at

𝑡/𝑇 = 0.13

for

there are
than for

4.3
The

𝜑

𝜑 > 𝜑𝑐𝑟𝑖𝑡

ℎ* < 0.60

𝑡/𝑇 = 0.13 to 0.29.

end of the late

𝜑 = 0∘ , the timing of the thrust

0 < ℎ* < 0.60.

then a drastic change in the thrust peak timing exists between
for the peak to shift from

ℎ* = 1

If both proposals are true,

ℎ* = 0.60

It was also observed that for

and

1.00

in order

0.60 < ℎ* < 0.90,

cases ( ) along the early branch and the late branch. This is different
where there were no

𝜑 > 𝜑𝑐𝑟𝑖𝑡

cases along the early branch.

Kinematic Grouping

567 performance cases were grouped into 82 kinematic groups based on measured ℎ* and

values. This was possible because the shape of the phase-averaged kinematics (𝜃𝑇 ,

and

𝑇 𝐸𝑦 ) and performance (𝐹𝑥 , 𝑇𝑇 ,

of trailing-edge amplitude,

𝐴.

and

𝜃 𝐶 , 𝑝𝑦 ,

𝑇𝐶 ) curves were found to be relatively independent

The distribution of cases and their respective groups can be

seen in Figure 4-18 where cases are colored by group. In this section, variations of each curve
within a group will be discussed to give a comprehensive justification of kinematic grouping.
The thrust curves were subsequently normalized, symmetry enforced, averaged, and scaled
to create a representative curve for each group which will be presented in Section x.x.x.
The group around

ℎ* = 0.26

and

𝜑 = 80∘

will be used to demonstrate the grouping and

normalization process (dashed ellipse in Figure 4-18). The dimensional curves for this group
are shown in Figure C-4 where color is based on the trail-edge amplitude,
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𝐴,

and larger

Figure 4-18:
groupings.

𝜑–ℎ*

space with each of the

Error bars represent

𝜇 ± 𝜎.

82

groups colored arbitrarily to illustrate the

The group within the dashed ellipse is shown in

Figures C-4 through 4-21 while the solid ellipse is shown in Figures C-67 through 4-25

values are darker. The quantities shown are the thrust (𝐹𝑥 ), caudal fin angle (𝜃𝐶 ), caudal
fin torque (𝑇𝐶 ), caudal fin power input (𝑃𝑖𝑛,𝐶 ), tail angle (𝜃𝑇 ), tail torque (𝑇𝑇 ), tail power
input (𝑃𝑖𝑛,𝑇 ), and the total power input (𝑃𝑖𝑛 ). Only a few examples will be shown in the
text while this set of three figures are shown in Appendix C for all of the kinematic groups.

4.3.1 Group Normalization
Each quantity in a kinematic group was reduced to a single symmetric, normalized curve.
Symmetry is enforced by averaging the two half-cycles. For quantities that do not change
sign between half-cycles (𝐹𝑥 ,
half-cycles.

𝑃𝑖𝑛,𝐶 , 𝑃𝑖𝑛,𝑇 ,

and

𝑃𝑖𝑛 ),

the sign is maintained between the two

However, for the remaining quantities (𝜃𝐶 ,

𝑇𝐶 , 𝜃𝑇 ,

and

𝑇𝑇 ),

the sign of the

second half-cycle is reversed for the averaging and then flipped again when the full cycle is
reconstructed from the averaged half-cycle. The symmetric curves were then normalized by
the maximum value of each case. The final curve was then created by ensemble averaging
all the cases in the group. Figure C-5 shows the normalized quantities without the imposed
symmetry with the symmetric, normalized, averaged curve overlaid in blue.

Symmetry is

not imposed for each case to show how the symmetric curve compares to the raw data. The
shaded region around each curve (in the same color) represents the variation within the
group (

i.e. 𝜇 ± 𝜎).

The normalization and averaging does a good job at reducing each individual quantity
within the group but it does not allow for comparison between quantities or between groups
because all magnitude information is lost in the normalization process.
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represents 𝜇 ± 𝜎 .
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Figure 4-19: Dimensional kinematic grouping for
larger values being darker. The shaded region
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Figure 4-20: Normalized kinematic grouping for

ℎ* = 0.26

and

𝜑 = 80∘

larger values being darker and the blue line represents the ensemble averaged thrust. The
shaded region represents

𝜇 ± 𝜎.
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Figure 4-21: Kinematic grouping for
region represents

ℎ* = 0.26, 𝜑 = 80∘ ,

𝜇 ± 𝜎.
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and

𝐴 = 77.0

mm. The shaded
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Figure 4-22: Quantity scaling for the kinematic group with

ℎ* = 0.26

and

𝜑 = 80∘

that is

shown in Figure 4-21.

shown in Figure C-4B and F, the maximum tail angle is
caudal fin angle is

𝜃𝐶𝑚𝑎𝑥 ≈ 28∘

𝜃𝑇𝑚𝑎𝑥 ≈ 5∘

and the maximum

but this is not obvious from the normalized curves because

they both have an amplitude of

1

(Figure C-5B and F). To alleviate this problem, the

maximum value of each quantity used for the normalization is fit with a
as a function of trailing-edge amplitude,

𝐴.

2𝑛𝑑 order polynomial

This model was selected because it gave the

best fit and is shown in Figure 4-22 for the group shown in Figures C-4 through 4-21.
A trailing-edge amplitude of

77.0

mm was then used to scale each quantity.

This value

was selected to match the planar PIV and full volume PIV cases which have trailing-edge

[53, 77, 100]

amplitudes of approximately

mm and approximately

77

mm, respectively. The

resulting curves and uncertainty (shaded region) are shown in Figure 4-21.

This allows

for comparison between quantities and between groups based on a common trailing-edge
amplitude. The dimensional, normalized, and scaled performance curves for the

34 kinematic

groups discussed in Chapter 6 are presented in Appendix C.

4.3.2 Variation of 𝐹𝑥
The dimensional thrust,

𝐹𝑥 ,

curves for the example group are shown in Figure C-4A while

the normalized curves are shown in Figure C-5A. Variation within the thrust curves include
a small phase shift between cases, the presence of a small peak at the end of each halfcycle, and other case specific features. The first two variations are relatively universal for all
groups and will be discussed first. The group specific variations will be individually discussed
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without mention of the universal variations.
The phase shift between cases may be caused by several factors and the actual cause is
unknown. Aligning cases is extremely difficult when

𝑡/𝑇 = 0 is defined as the time when the

TE is at the positive extremum because signal noise can cause artificial peaks near the true
peak. To alleviate this issue, the cases within a group were further aligned using
as a reference point. The time that

𝜃𝐶 = 0∘

𝜃𝐶 = 0∘

is determined for each case and averaged over

the entire group to get a group average. Each case is then shifted such that the timing of

𝜃𝐶 = 0∘

for each case is now equal to the group average.

𝜃𝐶

was used instead of

𝜃𝑇

because

it is generally larger which increases the signal-to-noise ratio and provides better results.
Another possible cause may be found by observing the peak in thrust for each halfcycle. The averaged peak for the first half-cycle (blue curve,

𝑡/𝑇 ≈ 0.14)

is later than the

small amplitude peak (pink) and earlier than the large amplitude peak (dark red) while the
opposite is true for the average peak during the second half-cycle (blue curve,

𝑡/𝑇 ≈ 0.64).

This is most likely an artifact of slight misalignment were the angles (𝜃𝑇 and

𝜃𝐶 )

centered on zero.

were not

The misalignment also shows up in the magnitude of the thrust peaks

where the two peaks have different magnitudes.

The misalignment seen in these cases is

minor and has been determined to be within the uncertainty of the measurement system.
The normalized curves collapse well for most of the cycle exception for the end of each
half-cycle (0.36

< 𝑡/𝑇 < 0.56

for the first half-cycle).

In this time period, the smaller

𝑡/𝑇 = 0.44.

This peak is present in all cases

amplitude cases have a small peak around

but is exaggerated by the normalization process. If we look again at the dimensional data
(Figure C-4A), one can see that there is a small peak at this time for all cases. This occurs
just after the tail angle switches direction and is present in all kinematic groups.
believed to be an artifact of backlash in the model.

It is also visible in the

𝑇𝑇

and

It is

𝑃𝑖𝑛,𝑇

curves (Figure C-4G and H).
A case specific variation exists for the several groups that have double thrust peaks.
The double peaks play a crucial role in thrust production and will be discussed further in
Section 4.2.4.2. That section discusses the sensitivity of this phenomenon that results in a
very small parameter window in which similar double peaks exist. This window contains a
transition from one of the two peaks being larger to the other peak being larger. Because of
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Figure 4-23: Dimensional kinematic grouping for
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Figure 4-24: Normalized kinematic grouping for

ℎ* = 0.69

and

𝜑 = 99∘

larger values being darker and the blue line represents the ensemble averaged thrust. The
shaded region represents

𝜇 ± 𝜎.
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Figure 4-25: Kinematic grouping for
region represents

ℎ* = 0.69, 𝜑 = 99∘ ,

𝜇 ± 𝜎.
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and

𝐴 = 77.0

mm. The shaded

this, the kinematic groups used in this work were too broad and as such sometimes contain
cases that have equal peaks or unequal peaks. The group around

ℎ* = 0.69

and

𝜑 = 99∘

will be used as an example to show this in Section 4.2.4.2 (Figures C-67 through 4-25). The
double peak exists for all cases in this group but is most prominent for large amplitude cases
than for the lower amplitude cases (Figure C-68A). This suggests that either the second
peak is highly sensitive to kinematic parameters as proposed in Section 4.2.4.2 or it has a

𝐴.

strong dependence on trailing-edge amplitude,

A definite cause of this variation within

the group is unknown to the author. This variation is also present in the torque and power
(Section 4.3.4).

4.3.3 Variation of angles (𝜃𝑇 and 𝜃𝐶 )
There is minimal angle variation (𝜃𝑇 and
defined by

ℎ*

and

𝜑

𝜃𝐶 )

within the groups because the groups are

which are based on both angles. The main variations include a minor

phase shift and artifacts of misalignment (

i.e. 𝜃¯𝑖 =
̸ 0∘ ).

The cases are partially aligned

using the caudal fin angle which eliminates any phase shift for this angle. This method of
alignment may cause an artificial phase shift if the angle is not centered on
offset will result in the

𝜃𝐶 = 0∘

0∘ .

The angular

intercept to be shifted and thus causing an opposite phase

shift for the entire case. The small amount of artificial phase shift caused by this method is
considered negligible for the purposes of this experiment.
The tail angle has more variation within the group than the caudal fin angle because
the amplitude of the oscillation is generally smaller and because it is not used in the phase
alignment for the case. Any phase shift in

𝜃𝑇

is a direct result of differences in

𝜑

which is

related to the width of each grouping (horizontal error bars in Figure 4-18). A phase shift
at the

𝜃𝑇 = 0

intercept can be seen in figure C-5F.

The angular velocity was estimated using the motor angles and a

2𝑛𝑑

order central dif-

ference scheme [75]. As such, any variation present in the angles will also manifest in the
angular velocity and power (𝑃

˙ ).
= 𝜃𝑇

The angular variation is minimal and corresponds to

minimal variation for the angular velocity.
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4.3.4 Variation of torque and power (𝑇𝐶 , 𝑇𝑇 , 𝑃𝑖𝑛,𝐶 , 𝑃𝑖𝑛,𝑇 , and 𝑃𝑖𝑛)
The torque provided by each motor and the corresponding power are closely connected
because the power is the product of the torque and the angular velocity.

The angular

velocity has minimal variation within the group as discussed in the previous section. This
means that most of the variation in the power is a result of variation in the torque. Because
of this, only variation in the torque will be discussed as the same features were observed to
exist in the power as well.
The caudal fin torque exhibits minimal phase shift but does exhibit a double peak variation similar to the thrust. For groups with a single thrust peak per half-cycle, the torque has
almost no variation within the group (figure C-5C). For groups with a double thrust peak
per half-cycle, the torque variation can be quite large (figure C-68C). In this example, the
dominant torque peak was the first peak for some cases and was the second peak for others.
The double peak will be discussed in more detail in Section 4.2.4.2.
The tail torque exhibits phase shifts that are of the same order as the phase shift in the
tail angle. The double peak has a much smaller effect on the tail torque (compare Figures C5G and C-68G)). For all cases in this group, the first peak is dominant while the second
peak is substantially smaller.

4.4

Summary

The propulsive performance was measured by acquiring phase-averaged thrust (𝐹𝑥 ) and input
power (𝑃𝑖𝑛 ) for

567 cases that span the parameter space.

The data was non-dimensionalized

and then time-averaged to gain insight into the performance of each case over a long period of

¯𝑇 ), time-averaged coefficient of input power
time. The time-averaged coefficient of thrust (𝐶
¯𝑃 ), and the quasi-propulsive efficiency (𝜂 ) are the resulting quantities that define the time(𝐶
averaged performance of a case. The specific requirements of a platform is not always simple
to define and typically requires a balance of thrust and efficiency.
these two was shown as a performance pareto front of

𝐶¯𝑇

vs

𝜂,

The trade-off between

which showed that high

efficiency can be maintained while increasing and decreasing thrust by simply changing the
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trailing-edge amplitude. Trends across the domain were investigated by mapping the three
metrics onto the

𝜑–ℎ* space within a range of trailing-edge amplitudes.

Strouhal number range of

0.20 < 𝑆𝑡 < 0.40,

Within the biological

the efficiency was locally optimized along the

biological high-efficiency ridge. The time-averaged coefficient thrust was locally optimized

*
along a parallel ridge with slightly larger heave-to-pitch ratio (ℎ ) values for a given phase
offset (𝜑) and the time-averaged coefficient of input power was locally optimized along a
parallel valley with a slightly smaller

ℎ*

value for a given

𝜑.

Overall, The time-averaged

coefficient thrust, time-averaged coefficient of input power, and quasi-propulsive efficiency
were all optimized in an ellipsoid region running along the biological high-performance ridge
centered at

(𝜑, ℎ* ) = (115∘ ± 3∘ , 0.74 ± 0.02).

More detailed information concerning the propulsive performance was detailed by investigating the phase-averaged thrust curves. The thrust curve for each case was reduced to a
scalar value that quantifies individual features of the curve, such as: the minimum value, the
maximum value, and the timing of each thrust peak per half cycle (single and double peaks).
Mapping the maximum value on the

𝜑–ℎ*

space revealed that the maximum thrust value

was decreased as time-averaged thrust and efficiency increased. Mapping the minimum value
on the

𝜑–ℎ*

space revealed that the minimum thrust value was increased as time-averaged

thrust and efficiency increased. Combined, these suggest that the thrust production within
the cycle is more evenly distributed for high efficiency cases. The timing of thrust peaks was
plotted as a function of

ℎ* ,

which revealed an early and late branch. Early branch peaks

moved earlier in the cycle with increasing
with increasing

ℎ* .

ℎ*

while late branch peaks moved later in the cycle

The high efficiency cases were found to have two peaks per half-cycle

with one peak on the early branch and one peak on the late branch.

In summary, each

thrust curve was reduced to several scalar values that each transitioned smoothly across the
parameter space.
The flow field data was not collected concurrently with the propulsive performance data
and so a robust method of comparison is still required.

The time-averaged and phase-

averaged results showed that within the biological Strouhal number range, the trends in the

𝜑–ℎ*

space were independent of trailing-edge amplitude. The performance cases could then

be grouped by their

𝜑

and

ℎ*

values to create kinematic groups. The general shape of each
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performance curve (𝐹𝑥 and

𝑃𝑖𝑛 )

and kinematic curve (𝜃𝑇 ,

𝜃𝐶 , 𝑇 𝐸𝑦 ,

etc) agreed well within

each group with the amplitude increasing with trailing-edge amplitude. The thrust curves
were normalized with symmetry enforced between half-cycles to create an average force curve
for the group. The curve was then scaled to correspond with a trailing-edge amplitude of

𝐴 = 77

mm that matched planar and full volume PIV cases. The scaled normalized thrust

curves were then used as a representative force curve for any case with similar kinematics.
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Chapter 5
Three-Dimensional Vortex Evolution
A brief description of spacial directions in relation to the model will first be discussed, and
shown in Figure 5-1, in order to provide spacial references for the reader. The streamwise
direction is parallel to the model length, freestream flow, and the

𝑥-axis.

The spanwise

direction is parallel to the span of the caudal fin, vertical-axis, and the

𝑧 -axis.

The transverse

or lateral direction is perpendicular to the previous two directions as well as being parallel
to the

𝑦 -axis.

In general, the centroid of the fish model is considered stationary in a uniform

flow moving in the freestream direction while the model kinematics are restricted to lateral
motion.
The wake produced by this two DoF fish model was complex and highly three-dimensional;
however, it can be grouped into four parts (Figure 5-1). The fluid upstream of the model was
considered to be uniform with a constant velocity in the
velocity,

𝑈∞ .

𝑥-direction known as the freestream

This fluid passes over the fish head, tail section, and peduncle regions before

interacting with the caudal fin. The sharp dorsal/ventral finlets along the peduncle region
created a strong streamwise-oriented vortex that will be referred to as the finlet vortex (FV).
The FV is the first part of the wake and will be discussed in Section 5.1. The lateral motion of the caudal fin along with its sharp dorsal/ventral edges causes a vortex to form and
that is typically known as a leading-edge vortex (LEV). The LEV is the second part of the
wake and will be discussed in Section 5.2. The lateral motion of the caudal fin along with
its sharp trailing-edge causes a vortex to form along the edge that is typically known as a
trailing-edge vortex (TEV). The TEV is the third part of the wake that will be discussed in
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Figure 5-1: Fish platform and wake orientation terminology.

Section 5.4. The final and most complex part of the wake is the flow around the spanwise
tips of the caudal fin and will be referred to as the tip region. Each region of the flow field
will be discussed in detail for a single case followed by a description of how the described
features vary with changes in kinematics parameters. The flow field will then be discussion
in relation to the propulsive performance in Chapter 6.

5.1

Finlet Vortex (FV)

The fish model has a dorsal (top) and ventral (bottom) finlet just upstream of the peduncle
joint (peduncle region, Figure 3-1C). This feature provided a flat rigid surface on the tail
section for the laser displacement sensor (Section 3.4.3). Many fish have finlets in this region
of various sizes and shapes. The yellowfin tuna has a series of small, flexible finlets that are
triangular in shape [49] while the Crevalle Jack has a flexible and continuous fin that runs
along the peduncle region [139]. The purpose of these features is a topic of ongoing research
within the community. The formation and evolution of the FV is considerably complex and
will only be described here in broad strokes. A more detailed description of the connections
between the FV and propulsive performance will be provided in Chapter 6.
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Figure 5-2:

Isosurfaces of Q=50 colored by spanwise vorticity for case 384.

0.96(−0.04),

B)

𝑡/𝑇 = 0.04,

C)

𝑡/𝑇 = 0.21,

D)

𝑡/𝑇 = 0.33,

and E)

A)

𝑡/𝑇 = 0.53

𝑡/𝑇 =

while F)

shows the lateral position of the trailing-edge and peduncle.

5.1.1 Formation and Shedding
For cases with

ℎ* > 0,

a vortex forms along the edges of the finlet as the tail moves laterally

and will be henceforth referred to as the finlet vortex (FV). Case 384 (𝐴

ℎ* = 0.67,

and

𝜑 = 105 deg)

= 78.1

mm,

will be used as a representative for all such cases where

Figure 5-2A-E show the evolution of the vortex and Figure 5-2F shows the lateral position of
the trailing-edge (𝑇 𝐸𝑦 ) and peduncle (𝑃𝑦 ). The formation and source of circulation feeding
the vortex will be described first followed by a description of the advection of the vortex
once it is formed. At

𝑡/𝑇 ≈ −0.19 (𝑡/𝑇 ≈ 0.81),

and begins to move into the page (
orientation of the finlet (𝜃𝑇

> 0)

i.e.

negative

the peduncle joint (𝑃𝑦 ) reverses direction

𝑦

direction).

At this time instance, the

is such that the freestream flow opposes the formation

of the FV and is said to be adverse

𝑈∞

conditions.

Between

𝑡/𝑇 = −0.19

and

−0.03,

the peduncle accelerates into the page. At some point, the lateral velocity overcomes the
contribution from the freestream and a shear layer forms along the top and posterior edge
of the finlet as well as the top of the peduncle joint and along the first part of the caudal
fin leading-edge. The shear layer rolls up into a ‘U’ shaped vortex (Figure 5-2A). Between

𝑡/𝑇 = −0.03

and

0.05,

the peduncle continues to accelerate to its maximum velocity into
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A

B

Figure 5-3: Schematic showing a A) adverse

𝑈∞

and a B) favorable

the page while feeding the forming FV (Figure 5-2B). The finlet (
aligned with the freestream. Between

i.e.

𝑈∞ .

tail as a whole) is now

𝑡/𝑇 = 0.05 and 𝑡/𝑇 = 0.29, the peduncle decelerates its

motion into the page as it approaches the maximum lateral position in this direction. During
this time interval, the tail angle is negative and the freestream contribution now feeds the
FV and is referred to as favorable

𝑈∞

conditions (Figure 5-2C). Between

𝑡/𝑇 = 0.29

and

0.53, the peduncle accelerates out of the page with the lateral velocity eventually overcoming
the freestream contribution and the shear layer feeding the current FV is cut off.

As the

peduncle continues to accelerate out of the page, a new FV begins to form on the negative

𝑦

side of the peduncle (Figure 5-2D and E). The leading-edge of the caudal (LE) fin will

approach the FV after the peduncle reverses direction and cut through the FV. The FV can
be seen extending back to the finlet in Figure 5-2D and by Figure 5-2E it has been cut off
by the LE. After

𝑡/𝑇 = 0.53,

the majority of the FV remains perpendicular to the TEV and

typically wraps around the outside of the TEV and does not merge. The FV continues to
advect in the flow and decays over time through viscous diffusion. Overall, a single finlet
vortex (FV) is formed per half-cycle such that it grows for approximately half a cycle that
is delayed from the lateral extremes of the peduncle joint by a time offset.

5.1.2 Stability
The FV is relatively stable throughout most of its lifespan. Stability is defined here as being
stationary relative to the finlet as it moves (Figures 5-2A through D). The fluid and model
are transformed such that the
The

𝑥′ -axis

𝑥′ -axis is along the tail and the 𝑦 ′ -axis is 𝑧 ′ × 𝑥′

(Figure 5-4A).

is now parallel to the axial direction of the FV and allows for identifying the

location of the vortex core and the circulation. The core is here defined as the center of a
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Gaussian surface fit to Q-criterion.

′
The lateral position (𝑦 ) and vertical position (𝑧 ) are

shown in Figure 5-4D and E, respectively.
positive extreme and about to move toward

𝑡′ /𝑇 = 0

In this figure,

𝜃𝑇 = 0

is when

𝜃𝑇

(Figure 5-4B).

′
The FV is initiated near the tip of the finlet after the stroke reversal (𝑡 /𝑇
grows for approximately

40%

of the cycle (0

< 𝑡′ /𝑇 < 0.4).

from the finlet as it develops (Figure 5-4D) until

is at the

𝑡′ /𝑇 ≈ 0.4.

= 0)

and

The FV moves laterally away
The circulation of the vortex

is increasing during this period of time (Figure 5-4F) and the diameter of a vortex typically
increases with increasing circulation. The approximately linear motion is proportional to the
increasing diameter of the vortex that results in the center of the vortex moving away from
the finlet surface. Additionally, a change in slope would be expected if the vortex separated
from the finlet and begins to advect away from the surface. The vertical position of the FV
is approximately constant at
top of the finlet (𝑧

𝑧 ≈ 21mm

during the FV’s growth which is slightly above the

= 20.3mm).

The uniform vertical position and the lateral position that corresponds to the increasing
diameter of the FV suggest that the vortex is stable for these cases. Stability is often associated with a vorticity management mechanism that prevents the vortex from growing too
large and shedding from the surface. These methods include axial transport and annihilation
of vorticity. Both mechanism play an important role in these cases.

5.1.3 Circulation
The circulation of the FV is proportional to

ℎ* .

determined for the eleven full-volume cases.

Of these, only ten form a FV because case

330 has

ℎ* ≈ 0

The circulation of the FV can only be

and does not form a FV. The time history of axial circulation contained

in the FV at a fixed location on the finlet during the first half-cycle is shown in Figure 54F. The FV is initiated after the stroke reversal (𝑡
approximately 40% of the cycle (0
and

0.50.

At

𝑡/𝑇 ≈ 0.4,

< 𝑡′ /𝑇 < 0.4).

′

/𝑇 = 0)

The

𝜃𝑇

with increasing circulation for

decelerates between

𝑡′ /𝑇 = 0.25

the bulk flow over the finlet overcomes the lateral motion as the

tail decelerates, and the circulation stops increasing. The circulation quickly decreases due
to axial flow, bulk advection, and vorticity annihilation. Axial flow within FV constantly
advects vorticity along the vortex in the downstream direction. The bulk flow causes the
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Figure 5-4: Position and axial circulation for the finlet vortex (FV). A) schematic. B) tail
angle. C) maximum circulation. D) lateral position of the FV. E) vertical position of the
′
FV. F) circulation history. Note that 𝑡 /𝑇 = 0 is when 𝜃𝑇 is at the positive extreme and
*
about to move toward 𝜃𝑇 = 0. Colored by ℎ where light red is low values and dark red is
high values.

vortex as a whole to advect downstream. The FV is separated from the finlet surface with
a region of opposite signed vorticity that is entrained by the vortex and reduces the total
circulation.
The total circulation generated during each half-cycle is defined as the maximum circulation contained in the FV during a given half-cycle. The total circulation for each of the
ten cases is shown as a function of heave-to-pitch ratio,

ℎ* ,

the total circulation contained in the FV is proportional to

in Figure 5-4C. This shows that

ℎ* .

5.1.4 Interaction with the LEV
The FV has strong interactions with the LEV that are crucial for understanding the mechanisms of thrust production. The interaction is highly dependent on
(𝐴

= 78.1 mm, ℎ* = 0.67,

and

𝜑 = 105 deg)

ℎ*

and

𝜑.

Case 384

will again be used as a representative case (Fig-

ure 5-2). The newly formed FV extends along the top and downstream edge of the finlet,
across the peduncle joint, and along a section of the caudal fin’s LE (Figure 5-2A). Shortly
125

afterward, the LEV begins to form along the full length of the LE (Figure 5-2B). The LEV
is prevented from adhering to the surface near the peduncle by the FV that is underneath.
This is evidenced by a visible bump in the LEV near the peduncle caused by the FV being
underneath and wrapping around the LEV (Figure 5-2C). The core of the FV continues to
intersect the surface near the LE during this processes (green dot in Figure 5-2C). Additionally, the induced flow associated with the LEV also pushes the FV toward the midspan plane
(𝑧

= 0mm,

Figure 5-2C). As the FV develops it pushes the LEV in the

+𝑧

direction and the

core-surface intersection moves along the LE toward the spanwise tip instead of remaining
near the peduncle (green dot and arrow in Figures 5-2C-E). The FV continues to lift the
LEV and push the LEV axis further toward the tip (Figure 5-2D-E).
The interaction described above occurs for most cases in the investigated parameter space.
It was observed that for small values of

ℎ* the FV does not immediately wrap around the LEV

but rather appears to terminate on the caudal fin surface (Figure 5-5F). This is supported
by the lack of bump in the LEV near the peduncle as is seen in Figures 5-5A,B,C,G, and
H as well. The flow induced by the LEV does draw the surface termination point toward
the LE and eventually wraps around the LEV later in the half-cycle. This happens sooner
in the half cycle as
the LEV. For

ℎ*

ℎ* ≈ 0.7

increases. When
and

𝜑 ≈ 125

ℎ* > 0.5,

the FV almost immediately wraps around

(Figure 5-5D), the FV does not immediately cause the

LEV to lift off the surface near the peduncle. Later in the cycle the FV does appear to wrap
around the LEV.

*
The heave-to-pitch ratio (ℎ ) and the phase offset (𝜑) will alter the particulars of the
interaction described above.

The FV forms earlier in the half-cycle when

because it is associated with the motion of the tail.

𝑡/𝑇 ≈ 0.16

at a fixed

ℎ* ≈ 0.7

and

𝜑

increasing from

𝜑

is increased

Figures 5-5A-D show four cases at

35∘

(A) to

125∘

(D). The development

of the FV can be quantified by the distance between the furthest extent of the vortex and
the trailing-edge where a shorter distance means a more developed vortex. This is a measure
of how long the FV has been able to advect downstream. As
developed at a given

𝑡/𝑇 .

Small values of

𝜑 (e.g. 35∘ )

𝜑

increases, the FV is more

will result in the FV being developed

while the LEV and TEV are still being formed (Figure 5-5A)). For this case, the FV is
relatively small and wraps around the LEV very close to the peduncle.
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Figure 5-5: Isosurfaces of Q-criterion at a value of 50 and colored by spanwise vorticity (𝜔𝑧 )
*
where red is positive vorticity and blue is negative vorticity. A-D) have a ℎ ≈ 0.7 with A)
𝜑 ≈ 35∘ , B) 𝜑 ≈ 70∘ , C) 𝜑 ≈ 105∘ , and D) 𝜑 ≈ 125∘ . E-H) have a 𝜑 ≈ 105∘ with E) 𝜑 ≈ 0,
F)

𝜑 ≈ 70,

G)

𝜑 ≈ 105,

and H)

𝜑 ≈ 125.

observed that the LEV does not bulge away from the surface when the FV wraps around it.
The lack of a bulge is related to the relative strengths of the vortices. If the LEV contains
more circulation than the FV, then the LEV remains relatively straight while the FV wraps
around it (Figure 5-5A). If the FV contains more circulation, then the LEV bends around
the FV causing a visible bulge or bump in the LEV (Figure 5-5C). Larger values of

𝜑 (e.g.

125∘ ) will result in a FV that develops before the LEV and TEV are formed (Figure 5-5D)).
For this case, the downstream end of the FV is over halfway along the caudal fin and closer
to the tips without wrapping around the LEV. Figures 5-5E-H show four cases at
at a fixed

𝜑 ≈ 105∘

and

in strength at a given
increasing

ℎ*

ℎ*

𝑡/𝑇

increasing from

0 (E) to 0.8 (H). As ℎ*

𝑡/𝑇 ≈ 0.16

increases, the FV increases

that results in a stronger interaction with the LEV. In general,

will increase the strength of the FV while increasing

𝜑

will result in the FV

being more developed at the start of each half-cycle.

5.1.5 Interaction between half-cycles
The FV formed during the previous half-cycle interacts with the vortices and forces being
produced during the current half-cycle. Let us first consider the flow around the peduncle in
the absence of a FV. As the peduncle moves from right to left, a pressure field is established
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Figure 5-6: Finlet vortex interaction between the two half-cycles. A) diagram showing the
high pressure region (H) and the influence on the LEV where 1) is the peduncle joint and 2)
is the caudal fin. The peduncle is moving to the left. B) Velocity and C) surface pressure
∘
for a vortex ring impacting a flat surface with an incidence angle of 0 where 𝑥 = 6 is the
center of the vortex ring [45, Figures 14a and 16d].

according to added mass principles. The left side of the peduncle will have high pressure and
the right side will have low pressure. The pressure differential is relieved by fluid moving
around the peduncle from left to right. This pressure distribution and flow field described
here will be referred to as the added mass pressure and flow field. The presence of the FV
can now be considered and its contribution to the pressure and flow field will be referred to
as circulatory. Figure 5-6A depicts a simple representation of the circulatory contribution to
the pressure and flow field around the peduncle joint. The time instant is just after stroke
reversal and the tail is moving to the left.
during the previous half-cycle.

At this time, the visible FVs were generated

The peduncle joint extends

midspan plane while the FV is centered at approximately

6.3

mm above and below the

±20 mm (Figure 5-4E). Note that

the all interactions discussed here occur both downstream of the finlet and inboard of the
finlet tips. As such, these interactions have little effect of the FV being formed during the
current half-cycle. The pressure and the flow fields are two sides of the same coin that show
different aspects of the same reality. For this reason, the interaction between the half-cycles
will be discussed first in terms of pressure and then in terms of the flow field.
The circulatory contribution to the pressure field will be considered first. In Figure 56A, the top and bottom FVs resemble a cross-section of a vortex ring with velocity being
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induced through the ring from left to right. Cheng
a flat surface at several incident angles.

et al.

computed a vortex ring impacting

The velocity and surface pressure are shown in

Figures 5-6B and C, respectively, for an incidence angle of

0∘

and

𝑅𝑒 = 500

[45, Figures 14a

and 16d]. The authors found that as the vortex ring approaches the wall, a region of high
pressure develops on the surface between the two counter-rotating cores with the peak in
the center (𝑥

= 6).

After

𝑇 = 6, the vortices move outward and high pressure becomes more

evenly distributed between the vortex cores. High pressure is located in regions of high-strain
caused by vortex-vortex and vortex-wall interactions while low pressure is located in regions
of high-rotation (

e.g.

a vortex core) [45]. Using the impacting vortex ring as an analogy, a

concentrated high pressure region is expected to exist between the top and bottom FV (H
in Figure 5-6A). The true pressure field is a combination of the added mass and circulatory
pressure fields.
The circulatory contribution to the flow field can be thought of as the flow induced by
the two FVs according to the Biot-Savart law with a stationary peduncle. In Figure 5-6A,
the top FV is above and to the left of the peduncle joint and rotates such that it induces
flow to the right near the peduncle joint. The top of the peduncle joint and the leading-edge
of the caudal fin are positioned below the FV such that part of the induced flow will pass
over them instead of impacting the surface.

The flow over the edge creates a shear layer

that generates circulation that is accumulated in a ‘U’ shaped vortex on the opposite side
of the model (Figure 5-2A). Note that this vortex only exists between the upper and lower
FV on the

−𝑦

side of the model (the FV on this side will look very similar to the FV in

Figure 5-2D).

5.2

Leading-Edge Vortex (LEV)

A shear layer will form along the leading-edge (LE) of the caudal fin as it moves laterally in
the flow. The shear layer will roll up into a vortex that runs along the LE and is referred
to as the leading-edge vortex (LEV). The strength of the shear layer feeding the LEV is
proportional to the lateral velocity and so larger trailing-edge amplitude will result in strong
LEVs. In general, an oscillatory propulsor will generate zero or one LEV per half-cycle. The
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Figure 5-7: Leading-edge vortices in the literature.

Steady delta wing: A) axial velocity

and B) surface pressure [90, Figures 8a and 9]. Pitching flat plate: C,E) isosurfaces of total
pressure and D,F) surface pressure [226, Figures 6d,i and 7d,i]. Unsteady insect wings: G)
isosurfaces of Q-criterion and H) surface pressure [94, Figures 7a and 14b]

formation and evolution of the LEVs produced by this two degree-of-freedom fish model are
discussed in this section. A more detailed description of the connections between the LEV
and propulsive performance will be provided in Chapter 6.

5.2.1 LEVs in the Literature
Leading-edge vortices (LEV) are extremely common in unsteady fluid flows. The literature
covering three applications in which LEV’s are a prominent feature will be summarized as
they relate to the current work. The first and simplest group include steady flows over delta
wings at high angle of attack. A delta, in the broadest sense, is any wing or plate with a
leading-edge that is swept backward by some angle.

The next group includes translating

or translating and pitching flat plates. The third group includes rotating and pitching flat
plates, which includes insect wings. In all three groups, leading-edge vortices are also known
to play a significant role in force production.
In steady aerodynamics, the lift produced by an airfoil will increase with angle of attack
until the flow separates from the top surface resulting in a sudden drop in lift. The angle at
which maximum lift occurs is known as the stall angle. Sweeping the leading-edge backward
was found to increase both the stall angle as well as the total lift produced by a wing [11].
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A delta wing with a sweep angle of

50∘

at a constant angle of attack,

𝛼 = 15∘ ,

will be

used as a representative example to highlight the key features of the LEV (figure 5-7A).
At moderate angles of attack, a conical vortex forms along the swept leading-edge forming
an LEV. The LEV remains attached to the wing near the apex and is straight for most of
the wing but curves downstream slightly as it nears the trailing edge. At moderate to high
angles of attack the LEV is stable, or remains stationary relative to the surface. Transport
of vorticity by fluid flow within the vortex core is the most common explanation for this
stability. Vorticity is constantly being produced in the shear layer and fed into the vortex
which would normally cause the vortex to grow and eventually shed.

However, the axial

flow within the vortex transports vorticity downstream and thus preventing the vortex from
growing too large and shedding into the wake.

Another feature of the LEV is known as

vortex bursting or breakdown. This first occurs near the trailing-edge and moves upstream
with increasing

𝑅𝑒

[43, 121]. This phenomenon is characterized by 1) a sudden increase in

vortex diameter, 2) increase in turbulent kinetic energy, and 3) a reversal in the axial flow
[89, 121].
In unsteady aerodynamics, one of the simplest cases is a flat plate or airfoil in rectilinear
translation or translational pitching. The general formation of the LEV is similar between
the two cases and these will be combined into a single group for the purposes of this study.
Eldredge and Jones [63] provide a more comprehensive discussion on LEVs and flat plates.
Once again, a forming LEV is known to provide substantial lift [62, 63, 226]. A low aspect
ratio flat plate in translational pitching will be used as representative of this group (Figure 57C – E). An LEV forms on the leading-edge as the plate begins to pitch up. The LEV remains
close to the leading-edge at the corners while it advects along and away from the surface
near the midspan (Figure 5-7C). The LEV continues to move away from the surface at the
midspan as the plate continues to pitch and eventually forms an arch vortex with the two legs
remaining attached to the surface. The LEV eventually breaks up and advects downstream.
The LEV in this group is typically considered to be unstable because it moves away from
the surface and advects downstream.
The next group is the most complex and includes flat plates or airfoils that are rotating
and pitching, and are commonly used to investigate insect wings. Once again, the forming
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LEV is thought to provide significant lift throughout the motion cycle [44, 62, 63, 65, 80, 94,
162, 169, 185]. In many ways, this group is a combination of the two previous groups because
it contains a quasi-stable LEV like the first group that eventually sheds into the wake like
the second group. A numerical study of a fruit fly wing will be used as a representative of
this group (Figure 5-7G). At the beginning of the motion cycle, the plate starts to rotate
with a positive angle of attack. An LEV forms with the vortex attached to the surface near
the root of the wing (

i.e.

closest to the axis of rotation).

The vortex remains coherent

until approximately halfway between the root and the tip where it is lost in smaller vortex

i.e.

structures. The LEV remains body-stationary (
the wing reverses direction.

stable) for the most of the rotation until

There are several explanations for the stability of the LEV,

but the most common is axial flow [41, 77, 94, 104]. Other explanations include centripetal
acceleration, stretching, Coriolis tilting [126], and annihilation [245]

5.2.2 General Evolution of the LEV without the FV
The LEV that forms on the leading-edge (LE) of the caudal fin during pure pitch is the
simplest to explain because it does not include the complications that arise with the FV
interactions.
(𝐴

A sample case in Section 5.2.3 will discuss these complications.

= 77.7, ℎ* = 0.10,

and

𝜑 = 85∘ )

Case 330

will be used to describe the evolution of the LEV.

Figure 5-8A–E show every fourth phase of the

𝑦 + -side

of the caudal fin during the first half-

cycle (suction side). Figure 5-8F shows the lateral position of the trailing-edge,
peduncle,

𝑃𝑦 ,

𝑇 𝐸𝑦 ,

and

where the vertical dashed lines highlight the time instants for subplots A–E.

For this case in approximately pure pitch, the LEV did not initially form when

𝑇 𝐸𝑦

reversed direction and began to move toward the centerline. This can be seen in Figure 5-8A
where negative vorticity was not formed along the LE. The LEV began to form at

𝑡/𝑇 ≈ 0.16

(Figure 5-8B). The initial LEV was cone shaped with the narrow end near the peduncle joint
and the wide end near the TE and associated spanwise tip. The conical shape was a result
of the linear variation of LE velocity caused by the caudal fin kinematics. The peduncle is

*
stationary during pure pitching of the caudal fin (ℎ
spanwise tip is

𝑉𝑡𝑖𝑝 = 𝑉𝑚𝑎𝑥 𝑠𝑖𝑛(2𝜋𝑡)

The lateral velocity at any point,

𝑠,

where

𝑉𝑚𝑎𝑥

= 0)

is the maximum TE velocity for a given

along the LE will be
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and the lateral velocity of the

𝑠𝑉𝑡𝑖𝑝

where

𝑠=0

𝐴.

is the peduncle
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= 77.7, ℎ* = 0.10, and 𝜑 = 85∘ ). A) 𝑡/𝑇 = 0.00, B)
𝑡/𝑇 = 0.48, E) 𝑡/𝑇 = 0.68, and F) kinematics. Isosurfaces of

Figure 5-8: LEV for case 330 (𝐴

𝑡/𝑇 = 0.16, C) 𝑡/𝑇 = 0.32, D)
𝑄 = 25 and colored by 𝜔𝑧 where
and

𝑠=1

positive values are red and negative values are blue.

is the spanwise tip. The vortex core on the narrow end of the conical structure

intersects the caudal fin surface near the peduncle joint (core-surface intersection,

). This

point will be used to define the upstream extent of the LEV when comparing different cases.
Note that the conical shape causes the LEV core to be closer to the surface near the peduncle
joint and will be further from the surface near the spanwise tip. This trend will continue as
the LEV grows in strength and size.
The caudal fin LE continues to accelerate into the page from

𝑡/𝑇 = 0.16

to

this time, the LE shear layer remains strong as it feeds the growing LEV. While

0.25.

During

𝜃𝐶 > 0∘ , the

freestream weakens the shear layer feeding the LEV and will be called an adverse freestream.
It is not desired because the component of the freestream that is perpendicular to the surface
(and LE) opposes the fluid motion creating the shear layer and thus weakens the shear layer.
A schematic of this is shown in Figure 5-3A. At
at its fastest velocity.

From

𝑡/𝑇 ≈ 0.25

to

𝑡/𝑇 ≈ 0.25, 𝜃𝐶 ≈ 0∘

0.32,

and the LE is moving

the LE decelerates which weakens the

shear layer feeding the LEV; however, the freestream is now strengthening the shear layer
because

𝜃𝐶 < 0∘ .

The component of the freestream that is perpendicular to the surface (and

LE) is now in the same direction as the shear layer feeding the LEV. This will be called a
favorable freestream and a schematic is shown in Figure 5-3B. During this time period, the
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LEV’s circulation and size grows despite the decelerating LE. Figure 5-8C shows that the
LEV maintains its conical shape and the core-surface intersection remains unmoved near
the peduncle joint.

The wide end of the conical shape terminates near the spanwise tip

where the core appears to turn sharply and intersect with the spanwise tip while a distinct
vortex appears to intersect with the LEV. This complex interaction will be discussed in
Section 5.2.5. The LE continues to decelerate as it approaches its negative position extremum
at

𝑡/𝑇 = 0.50.

Figure 5-8D shows a snapshot just before the extremum is reached. The core-

surface intersection remains unmoved near the peduncle while the conically shaped vortex
is no longer connected to the LE by a strong shear layer. This is evidenced by the absence
of the blue iso-surface between the vortex and the LE. It is thought to be fully detached
from the surface except for the core-surface interface. When

0.25 < 𝑡/𝑇 < 0.50,

remains close to the surface, which implies a low surface pressure.

Along with

the LEV

𝜃𝐶 < 0∘ ,

the low surface pressure is now a source of drag and detrimental to thrust production. The
connection between this and negative thrust production will be discussed in Section 6.3.1.
The LEV remains as a coherent, conical vortex as the caudal fin reverses direction and
approaches the LEV. A cross-section of a vortex ring impacting a flat surface can be used
as an analog of the LEV dorsal/ventral pair as the caudal fin approaches them. A detailed
description of the comparison with this analogous example can be found in Section 5.1.5. As
the caudal fin approaches the vortex pair, a high pressure region is established between the
vortices that would be larger than that from added-mass alone. This additional pressure on

i.e.

the pressure side (

advancing side) of the caudal fin is advantageous to thrust production.

Recall that the vortex pair also acts as boundary between the high pressure region between
the pair and the ambient pressure outside the pair resulting in a strong pressure gradient.
This prevents the high pressure in the center of the caudal fin from being relieved around the

i.e.

LE and forming an LEV on the suction side (

retreating side). This is evidenced by the

lack of an LEV during the first four phases of the half-cycle (0.00

< 𝑡/𝑇 < 0.14, Figure 5-8A–

B) despite a substantial amount of the thrust being produced (Figure 5-9). The LEV remains
coherent and acts as a pressure boundary until

𝑡/𝑇 ≈ 0.68

when it begins to dissipate and

advect downstream (Figure 5-8E). Note that up until this time, the core-surface intersection
has remained unmoved near the peduncle.
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^𝑥 ) for case 330 based on group average. The shaded region is
Figure 5-9: Thrust estimate (𝐹
for

0.00 < 𝑡/𝑇 < 0.14

where thrust is produced but an LEV does not form on the suction

side.

5.2.3 General Evolution of the LEV with the FV
The basic evolution of the LEV was previously discussed in the absence of the FV. The
current discussion will include the complex interaction between the LEV and FV. The focus
will be on this interaction because the evolution of the LEV near the spanwise tip is the
same as previously discussed. This evolution is very similar to the discussion Section 5.1 that
focused on the evolution of the FV while the current discussion will focus on the evolution
of the LEV. Case 383 (𝐴

= 77.9, ℎ* = 0.69,

and

𝜑 = 102∘ )

will be used to describe this

interaction and how it affects the remainder of the LEV. Figure 5-10 shows
the flow field with isosurfaces of

𝑄

5

snapshots of

colored by spanwise vorticity (𝜔𝑧 ). The lateral position

of the TE and peduncle joint are shown in Figure 5-10F where the vertical dashed lines
correspond to the

5

snapshots depicted in (A)–(E). At

𝑡/𝑇 = 0.02,

the TE is approximately

at the positive lateral extremum and the peduncle is moving into the page (Figure 5-10A).
The previous motion of the peduncle initiated a FV along the finlet, peduncle joint, and the
anterior section of the caudal fin. Note that there is a small LEV along the LE that is largest
near the peduncle joint and gets smaller in the posterior direction. This is opposite of the
initial LEV formed in the absence of the FV (Figure 5-8B), and is a result of the peduncle
moving into the page before the TE.
Between

𝑡/𝑇 = 0.02

and

0.10,

the peduncle and TE accelerate into the page. The last

snapshot in this time interval is shown in Figure 5-10B. During this interval, the LEV has
developed along the entire length of the LE and the FV began to twist around the LEV near
the peduncle. This interaction results in a bulge where the LEV is lifted off the surface as the
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= 77.9, ℎ* = 0.69, and 𝜑 = 102∘ ). A)
𝑡/𝑇 = 0.02, B) 𝑡/𝑇 = 0.10, C) 𝑡/𝑇 = 0.18, D) 𝑡/𝑇 = 0.26, E) 𝑡/𝑇 = 0.34, and F) kinematics.
Isosurfaces of 𝑄 = 25 and colored by 𝜔𝑧 where positive values are red and negative values
Figure 5-10: FV-LEV interaction for case 383 (𝐴

are blue.

FV wraps underneath it. The bulge is a characteristic feature of the FV-LEV interaction.
The LEV is relatively uniform along the rest of the LE.
Between

𝑡/𝑇 = 0.10

and

0.18,

the TE continues to accelerate into the page while the pe-

duncle begins to decelerate as it approaches the negative lateral exprema. The last snapshot
in this time interval is shown in Figure 5-10C. Here we see that the bulge is more pronounced
and the anterior end is nearly perpendicular to the surface forming a core-surface intersection ( ).

The remainder of the LEV along the LE continues to grow in size and remains

approximately parallel to the LE.
Between

𝑡/𝑇 ≈ 0.25

𝑡/𝑇 = 0.18

and

0.34,

the TE accelerates to its maximum lateral velocity at

and then begins to decelerate as it approaches the negative lateral extremum.

The peduncle decelerates as it approaches its negative lateral extremum at

𝑡/𝑇 ≈ 0.28

and

begins to accelerate out of the page. Figure 5-10D shows the flow field at

𝑡/𝑇 = 0.26

and

Figure 5-10E shows the flow field at

𝑡/𝑇 = 0.34.

During this time interval, the bulge and

corresponding core-surface intersection ( ) move along the LE toward the spanwise tip. The
bulge moves further from the surface during the process.
The main effect of the FV-LEV interaction is that the FV twists around the LEV near
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Figure 5-11: Vortex tracking using Q-criterion where (* and *) are the LEV core and (*)
is the FV core. Cross-section (A) and iso-surface (B) for
iso-surface (D) for

𝑠 = 0.74;

Cross-section (C) and

𝑠 = 0.26.

the peduncle and lifts the LEV off the surface forming a bulge. As discussed in Section 5.1,
this does not occur for all cases in this study. The LEV on the anterior end of the bulge is
nearly perpendicular to the surface and forms the core-surface intersection point. Both the
bulge and the core-surface intersection point move along the LE during the half-cycle.

5.2.4 LEV Tracking
The LEV core was tracked for the first half-cycle of each of the

11

PIV volume cases to

quantify the evolution of the LEV. The LEV core was determined by fitting a two-dimensional
(2D) Gaussian surface to a 2D slice of the Q-criterion distribution that was approximately
perpendicular to the LEV core (Figure 5-11A and C). The major axis, minor axis, and axis
angle of the Gaussian surface was allowed to changed to get the best fit with the data. The
LEV core was then defined as the geometric center of the Gaussian surface (see Section 2.2.1
for more details). It was determined that the LEV was nearly parallel to the caudal fin LE
for most of its life cycle. The parameter
where

𝑠 = 0

is the peduncle joint and

two orthogonal basis vectors,
passed through the point,

𝑠,

𝑥′

and

𝑦′)

𝑠

is defined as a normalized distance along the LE

𝑠 = 1

is the spanwise tip.

A 2D slice (defined by

of the flow field was extracted such that 1) the slice

′
on the LE and 2) the first basis vector (𝑥 ) was parallel to the

′
caudal fin and the second basis vector (𝑦 ) was perpendicular to the LE and the first basis
vector (Figure 5-11B and D). In this orientation,
caudal fin while

𝑦′

𝑥′

is the distance from the LE along the

is the distance above the caudal fin. A total of

were used to define the evolution of the LEV (0.1
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< 𝑠 < 1.0).
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′
Figure 5-12: LEV core position near the spanwise tip for 11 PIV Volume cases. 𝑥 (A) and
𝑦 ′ (B) for fixed 𝜑 ≈ 102∘ . 𝑥′ (C) and 𝑦 ′ (D) for fixed ℎ* ≈ 0.72. Cases 345 and 361 are
repeated in both sets for comparison.

5.2.5 Evolution of the LEV near the spanwise tips
′
The core location (𝑥 and

𝑦′)

of the LEV just outside the tip region will be discussed to give

an idea of how the LEV behaves near the spanwise tip. Figure 5-12 shows the core location
in a perpendicular plane through the point at
show the core location for
fixed

𝜑

of

102∘ .

0.72.

5

cases with

𝜑

ℎ*

for a fixed

values increasing from

These show the effects of

𝜑 for a fixed ℎ* .

cases (345 and 361) that do not have

(Figure 5-11B). Figure 5-12A and B

values increasing from

These show the effects of

core location for
of

5 cases with ℎ*

𝑠 = 0.74

ℎ* = 0.72

𝜑.

35∘

0.10 to 0.93 and a relatively

Figure 5-12C and D show the

to

123∘

and a relatively fixed

Both sets of figures also have

or

𝜑 = 102∘

ℎ*

2 additional

and will be used for reference.

Note that case 384 appears in both sets of figures because it is the intersection of the two
optimized parameter values.
The effects of

ℎ*

on the LEV core location near the spanwise tip will be discussed first.

Figure 5-12A and B show that for
identical path (

i.e.

both

𝑥′

and

ℎ* ≤ 0.53

𝑦 ′ ).

and

At

ℎ* ≤ 0.52

𝑡/𝑇 = 0.48,

the LEV’s

to approximately

35

𝑥′

the LEV core follows a nearly

For these four cases, the core is the closest of all the

cases to the LE. The core moves further in the

0.93.

𝜑 ≈ 102∘

𝑥′

direction as

ℎ*

increases from

position increases from approximately

mm when

ℎ* ≈ 0.93
138

(

) which is a

75%

20

0.52

to

mm when

increase. The core

𝑦′

also moves in the

𝑦′

ℎ*

increases from

position increases from approximately

when
by

direction as

ℎ* ≈ 0.93

75%

by

75%

which is a

𝑡/𝑇 = 0.48,

20

0.52

mm when

increase. The

𝑥′

and

to

0.93.

At

ℎ* ≤ 0.52

𝑦′

𝑡/𝑇 = 0.48,

𝑦′

mm

displacement of the core increase

𝑥′

but the paths are different. Figure 5-12A shows that the

Figure 5-12B shows that the

35

to approximately

increases much earlier in the cycle and follows an almost linear path between

0.48.

the LEV’s

position

𝑡/𝑇 = 0

and

position initially stays close to the surface and then

rapidly increases to the final position at

𝑡/𝑇 = 0.48.

These observations suggest that the behavior of the LEV core near the spanwise tip is

ℎ*

relatively independent of

𝑦′

directions for

the LE as

ℎ*

ℎ*

when

0.52 < ℎ* < 1.00.

increases. The LEV for the

The effects of

𝜑

𝑥′

and

In general, the position of the core moves away from

ℎ* = 0.93

then decreases as

𝜑

as a result of

case is already at

ℎ* = 0.10

5

mm at the beginning of the

case does not appear until

𝑡/𝑇 = 0.12.

on the LEV core location near the spanwise tip will now be discussed.

Figure 5-12C shows that

𝑥′

but the core substantially moves in the

increases. These figures also show that the LEV forms earlier in the cycle as

half-cycle while the LEV for the

of

ℎ* ≤ 0.52,

𝑥′

increases as

increases from

𝜑

𝜑 increases from 35∘

102∘

(yellow) to

123∘

(solid blue) to

(green). At

𝑦′

decreases as

There does not appear to be a critical

𝜑

𝜑

increases from

35∘

(yellow).

𝑡/𝑇 = 0.48,

changing within this domain is limited to between

Figure 5-12D shows that

102∘

20

the value

mm and

123∘

(solid blue) to

value that changes the trend between

𝜑

𝑥′

30

mm.

(green).

and

𝑦′.

5.2.6 Evolution of the LEV near the Peduncle
′
The core location (𝑥 and

𝑦 ′ ) of the LEV near the peduncle will now be discussed.

shows the core location for a perpendicular plane through the point at
11D). Figure 5-13A and B show the core location for

0.10

to

0.93

and a relatively fixed

𝜑

of

102∘ .

Figure 5-13C and D show the core location for

123∘

and a relatively fixed

of figures also have

2

ℎ*

of

0.72.

5

cases with

ℎ*

𝑠 = 0.26

cases with

𝜑

(Figure 5-

values increasing from

These show the effects of

5

Figure 5-13

ℎ*

for a fixed

𝜑.

35∘

to

values increasing from

These show the effects of

𝜑

for a fixed

additional cases (345 and 361) that do not have

ℎ* .

ℎ* = 0.72

or

Both sets

𝜑 = 102∘

and will be used for reference. Note that case 384 appears in both sets of figures because it
is the intersection of the two optimized parameter values.
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A

B

C

D

Figure 5-13: LEV core position near the peduncle for
∘
′
′
*
(B) for fixed 𝜑 ≈ 102 . 𝑥 (C) and 𝑦 (D) for fixed ℎ ≈

11 PIV Volume cases. 𝑥′ (A) and 𝑦 ′
0.72. Cases 345 and 361 are repeated

in both sets for comparison.

The effects of

ℎ*

on the location of the LEV core near the peduncle with

𝜑

fixed at

will be discussed first using Figure 5-13A and B. For the first part of the cycle (0.00

0.16),

(solid blue), the LEV core does not exist until
(orange) first appears at

𝑡/𝑇 = 0.00.

𝑡/𝑇 = 0.04

𝑡/𝑇 = 0.16

and the cases with

The LEV cores for the three cases with

< 𝑡/𝑇 <

increases. For

ℎ* = 0.10

while the case with

ℎ* = 0.49

the initiation of the LEV occurs earlier in the cycle as

ℎ*

102∘

ℎ* > 0.50

ℎ* ≥ 0.66

are already visible at

(black, purple, and green)

follow a very similar trajectory that moves further from the LE than the other cases. After

𝑡/𝑇 = 0.16,
ℎ*

all three cases begin to move back toward the LE with the cases with larger

moving the slowest.

Looking at the full flow field, it can be seen that the LEV is not

moving toward the LE, per se, but rather the core-surface interface is moving along the LE
toward the spanwise tip (Figure 5-2C–E and Figure 5-10C–E). With this motion, the height
of the LEV at a fixed location on the LE will appear to approach the LE. Because of this,
the trends will only be stated for the first part of the cycle before the core-surface interface
begins to substantially move (0.00

< 𝑡/𝑇 < 0.16).

In this time period and for

the LEV appears sooner in the cycle with increasing
with increasing

ℎ* .

The effects of

For

𝜑

ℎ* ≥ 0.67,

ℎ*

0 < ℎ* < 0.67,

and it moves further from the surface

the LEV follows a similar trajectory.

on the location of the LEV core near the peduncle with
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ℎ*

fixed at

approximately

0.72

will be discussed using Figure 5-13C and D. Let us first look at time-

variation of the LEV core in the
(green,

123∘ )

𝑥′

direction (Figure 5-13C). Initially, in the largest

the LEV core quickly moves along the caudal fin (0.00

returns to the LE (0.08

< 𝑡/𝑇 < 0.08),

𝜑

case

quickly

< 𝑡/𝑇 < 0.20), moves along the caudal fin, and finally returns to the

LE. This double hump is unique to this case because the FV-LEV bulge does not persist over
time (Figure 5-5D). The first hump is the formation of the bulge and subsequent advection
long the LE. The second hump is the LEV forming and the core-surface intersection point
subsequently moving along the LE. For
around

𝑡/𝑇 ≈ 0.14

𝜑 = 105∘

and then steadily decreases.

(solid blue), the bulge peaks later as

𝜑

(Figure 5-13C, black), the bulge peaks

For

𝜑 = 102∘

(yellow) through

𝜑 = 35∘

decreases. After the peak, each case then steadily

i.e.

decreases. These observations suggest that the bulge occurs earlier in the cycle (
to

𝑡/𝑇 = 0)

as

𝜑

closer

i.e.

increases. This is a result of the peduncle starting its lateral motion (

starting the half-cycle at the peduncle) earlier in the cycle with increasing

𝜑,

which also

means that the FV forms earlier in the cycle. The FV forms so early in the cycle for the
case with

𝜑 = 123∘

(green) that the LEV is not strong enough to pull the FV in and twist

around it.

5.2.7 Relation to Surface Pressure
Forming LEV’s are known to augment lift by decreasing the surface pressure. Within this
section,

𝐶𝑃

will be used as the coefficient of surface pressure instead of the coefficient of input

power because the LEV literature uses this nomenclature.

The three numerical examples

discussed in Section 5.2.1 show vortical structures as well as surface pressure. This allows
for observations of the connection between vortex position and surface pressure.
For delta wings, the surface pressure (Figure 5-7B) is lowest near the wing apex where
the LEV is the most concentrated and closest to the surface.
pressure reaches a minimum of

𝐶𝑃 < −2.25.

Near the apex, the surface

The surface pressure under the LEV slowly

rises to near ambient pressure at the trailing-edge. Another observation is that inboard of
the primary attachment line (PA) the surface pressure is just below ambient pressure and
rises above ambient pressure near the trailing-edge.
For a flat plate in translational pitching, the surface pressure under the LEV is uniform
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along the leading-edge as it forms. The LEV grows and the surface pressure directly under
the LEV lowers to

𝐶𝑃 < −3.0.

The LEV eventually lifts off the surface at the midspan, and

that coincides with an increase in the surface pressure below it (Figure 5-7C). Figure 5-7D
shows that near the midspan the surface pressure rises to

𝐶𝑃 > −3.0

𝐶𝑃 ≈ −1.5

while maintaining

near the tips. There is also a strong pressure gradient directly downstream of

the LEV (primary attachment line) where the pressure rises to just below ambient pressure
(𝐶𝑃

≈ −0.3)

and remains just below to the trailing-edge. Note that a trailing edge vortex

is not formed. The tip vortex closely resembles the LEV formed on a delta wing and has
the same trends for the surface pressure directly below the LEV. Later in the pitching cycle,
the LEV is completely lifted off the surface at the midspan and it is no longer attached to
the spanwise tips of the plate. This is sometimes called an arch vortex with the two legs
being nearly perpendicular to the surface (Figure 5-7E). Figure 5-7F shows that the midspan
pressure has risen to

𝐶𝑃 ≈ 0

and the pressure is lowest (𝐶𝑃

≈ −3.0)

where the vortex axis

(leg of the arch vortex) intersects the surface. The pressure increases radially from this point
as to be expected.
For wings in rotational pitching, the LEV initially forms uniformly along the leading-edge
and exhibits similar surface pressure trends as the translational pitching plates previously
discussed.

Later in the cycle, the tip vortex interacts with the LEV causing it to break

up into smaller structures (Figure 5-7G). At this time in the cycle, the LEV remains close
to the surface near the wing root and is progressively further from the surface from root
to tip. Figure 5-7H shows that the surface pressure is lowest (𝐶𝑃

≈ −4.5)

the LEV and near the wing root. The surface pressure remains low (𝐶𝑃

directly under

< −2.0)

between

the LEV and the leading-edge in this region. A strong surface pressure gradient exists near
the attachment point directly behind the LEV where the pressure rises to
and remains at this pressure until the trailing-edge.

−1 < 𝐶𝑃 < 0

Once again, we note that a trailing-

edge vortex is not formed. In the region near the tip (within
structures maintain a relatively uniform surface pressure (𝐶𝑃

0.25𝑠

of the tip), the smaller

≈ −1.5) over a majority of the

region.
These three examples provide several key observations that will be used to relate the
surface pressure to the position and strength of the LEV. First, the lowest surface pressure
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existed where the LEV was closest to the surface and increased with the distance between
the vortex and surface.

This can be seen at the wing apex for the delta wings, at the

spanwise tips for the translational pitching plate, and near the wing root for rotational
pitching wings.

Second, the pressure within a vortex is lowest at the core and increases

radially. This pressure distribution can be applied to the surface pressure when the vortex
axis is close to perpendicular to the surface which can be seen in Figure 5-7F. Finally, there
is a strong gradient in the surface pressure near the primary attachment line that raises
the surface pressure to just below ambient pressure (−0.5

< 𝐶𝑃 < 0).

The surface pressure

remains almost constant between the attachment line and the trailing-edge if no trailing-edge
vortex is being formed.

5.2.8 Axial Flow
Flow along the rotational axis of the LEV (

i.e.

𝑉𝑎𝑥𝑖𝑎𝑙 ) exists for the 11 full volume

axial flow,

kinematic cases. There are two types of the axial flow that exist where the first accelerates
fluid and the second decelerates fluid in the downstream direction. Figure 5-14 shows the
vortical structures around the caudal fin for case 330 (𝐴

= 77.8, ℎ* = 0.10,

and

𝜑 = 85∘ ).

This case was selected because it is the simplest structure due to the lack of a FV. The full
volume is shown Figure 5-14A as an isosurface of
slice is defined such that

𝑥′

𝑄 = 20

colored by

𝜔𝑧 .

The transparent

was the LEV axis projected onto the caudal fin and

perpendicular to the caudal fin surface. Contour plots of

𝑄

and normalized

𝑉𝑎𝑥𝑖𝑎𝑙

𝑦′

was

are shown

in Figure 5-14B and C, respectively. The green line is an approximation of the LEV core
through the plane and is shown as a reference between the two subfigures.
The first type of axial flow can be seen as the red region along the anterior part of the
the LEV in Figure 5-14C. This is a region of fluid that aligns with the LEV core and has
been accelerated to a velocity that is approximately

50%

faster than

𝑈^∞ 1 ,

which is parallel

to the velocity of the surrounding fluid. Axial flow has been shown to play a crucial role
in circulation management for steady delta wings and unsteady insect wings [65]. Locally
generated vorticity is transported downstream by fluid mass instead of accumulating and

1 For

Example: If the LEV axis is

[︁ √

]︁
√
2
2
,
,
0
,
2
2
∘

then it is inclined to the 𝑥-axis by 45∘ . Assuming that

^∞ = 𝑈∞ 𝑐𝑜𝑠(45 ) = 148.5 mm/s
𝑈∞ = 210 mm/s, then 𝑈
143

B

A

D

C

Figure 5-14:

Axial flow in the LEV for case 330 (𝐴

A) Isosurface of

𝑄 = 20

colored by

𝜔𝑧

= 77.8, ℎ* = 0.10,

with slice through LEV core, B)

and

𝑄

𝜑 = 85∘ ).

contours, C)

contours axial velocity, and D) vortex induced axial flow. The green line in (B) and (C) is
an approximation of the vortex core for visualization.

saturating the vortex.

𝑉𝑎𝑥𝑖𝑎𝑙

is difficult to visualize for curved vortices or may not exist to

the extent that it does for straight vortices. As such, accelerated axial flow was only observed
for a few cases that exhibit relatively straight LEVs.
The second type of axial flow can be see as the blue region along the posterior end of
the LEV in Figure 5-14C. This is a region of fluid that has be decelerated along the axis of
the LEV and is even moving upstream along the LEV axis at a velocity that is up to

𝑈^∞ /2.

This drastic reversal in direction is caused by the twisting of two like-sign vortices as shown
in Figure 5-14D. Here, the green line represents the LEV core and the yellow line represents
the tip vortex.

The full evolution of these vortices is discussed in Section 5.3.

Vorticity

is associated with a velocity that is perpendicular to the axis of rotation and given by the
Biot-Savart law (Equation 2.8). This means that the vortex lines depicted in Figure 5-14D
are associated with a fluid velocity along the LEV core in the direction of the peduncle.
The strength of this fluid velocity is substantial, considering that the fluid at the start of
the twisted pair is moving upstream at a velocity that is
observed in all

11

𝑈^∞ /2.

This type of axial flow was

full volume cases and is expected to exists for all cases within the domain

due to the existence of twisted vortices at the spanwise tip in all cases.
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5.2.9 LEV Bursting/Breakdown
In many LEV situations, the vortex will undergo a process known as vortex bursting or
breakdown. Figure 5-15 depicts several examples of LEV bursting and the location of the
phenomenon is shown as a green circle ( ). This was first observed in the LEV that forms
on LE of a delta wing at moderate to high angles of attack. Images from Lambourne and
Bryer [121] will be used as a representative example of a vortex bursting for a delta wing
(Figure 5-15A). Smoke was used to visualize the vortex core that starts near the apex of
the delta wing. The core remains straight and smooth along the LE until there is a sudden
expansion and obvious twisting of the core. The easiest characteristic of vortex bursting is
a sudden expansion of the vortex core as seen in this example. Vortex bursting was more
recently observed with the LEV that forms on insect wings as documented by Garmann and
Visbal [77].

Figure 5-15B shows the motion and isosurfaces of total pressure are used to

visualize the vortex cores in that case. Here we see the same features as the delta wing LEV
but more information is now available for further characterization. Figure 5-15E visualizes
the vortex structure using isosurfaces of total pressure along with the surface pressure on
the plate.

As discussed in Section 5.2.7, there is a low surface pressure region under the

LEV that is strongest near the root where the the LEV is closest to the surface.

In this

figure a sharp increase in surface pressure exists just downstream of the location that the
LEV bursts. Figures 5-15C is a cross-section of the LEV slightly upstream of the bursting
location and shows a strong outboard axial flow within the LEV core (red). Figures 5-15D
is slightly downstream of the bursting location and shows a strong inboard axial flow within
the LEV core (blue). This demonstrates the final characteristic of LEV bursting which is
the reversal of axial flow within the vortex core.
There is a strong resemblance between the LEV structure on the caudal fin LE in case
330 (Figure 5-14D), LE of a delta wing (5-15A), and LE of a rotating plate (5-15B). In all
three, a rapid expansion of the vortex core exists and downstream of the bursting location
the core begins to spiral. Recall that a strong axial deceleration and flow direction reversal
was observed in all volume cases (Section 5.2.8). The existence of these similarities suggest
that the LEV on the caudal’s fin LE in case 330 undergoes vortex bursting. The phenomenon
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C
B

A

D

C

D

E

Figure 5-15: Examples of LEV bursting for a A) Delta wing smoke visualization [121, Figure
5a] and B-E) rotating flat plate. B) shows isosurfaces of total pressure and E) shows the
surface pressure [77, Figures 4 and 5].

marks the location of vortex bursting. C and D)

shows the direction reversal of axial flow within the LEV.

of vortex bursting is thought to occur in all of the full volume cases because flow reversal
was observed in all volume cases. It is further proposed that vortex bursting occurs near the
spanwise tips for cases in the current work. If vortex bursting does occur near the spanwise
tips, then the sharp increase in surface pressure near the location of vortex bursting also
exists.

5.3

Tip Region

The previous section discussed the general evolution of the LEV from the peduncle joint
to just upstream of the spanwise tips of the caudal fin. The spanwise tip of the caudal fin
will henceforth be referred to as the tip or fin tip for brevity.

Downstream of this point

in the flow field, a transition occurs from LEV dominated to TEV dominated and will be
referred to as the tip region. This region extends from slightly upstream of the spanwise tip
to approximately

𝐿𝐶 /2 (𝐿𝐶

is the midspan chord length of the caudal fin) downstream of

the tip (Figure 5-1). The flow in this region is described in terms of the major vortices and
is shown in Figure 5-16 where the pure pitching case (330 where

𝜑 = 85∘ ) is used as a representative of all cases.
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𝐴 = 77.8, ℎ* = 0.10,

and

There are two sides of the caudal fin for any

given snapshot of the flow, there will be a side where the surface pressure is mostly positive
while the surface pressure on the opposite side is mostly negative. For this reason, the first
side is called the pressure side and the opposite side is the suction side. Other terms that are
commonly used are windward and leeward, respectively. As the caudal fin moves from left
to right, the right-hand side will be the pressure side and the left-hand side is the suction
side. The pressure side then becomes the suction side when the caudal fin reverses direction
relative to the surrounding fluid (𝑡/𝑇

e.g.

(

Each row of Figure 5-16 is designated by

e.g.

A) and includes three views of the same snapshot of the flow. The left-hand

e.g.

A:P) shows an angled view of the pressure side of the fin, the right-hand column

a letter (
column (

≈ 0.50).

e.g.

A:S) shows an angled view of the suction side of the fin, and the center column (

shows the suction side from a view parallel to the

𝑦 -axis.

A)

The center column is provided as

a clean view of the flow for the reader without the distraction of the author’s interpretation
of the flow. Note that the

𝑧+

direction is approximately upward for all three columns, which

means that the flow is left to right in the left-hand column and the flow is right to left in the
center and right-hand columns. A filled black circle and two connecting black lines represent
the tip, trailing-edge, and leading-edge to help the reader visualize the caudal fin in relation

e.g.

to the vortices. The colored lines in left-hand and right-hand columns (

A:P and A:S)

are representations of vortex tubes that run everywhere tangent to the core of any given
vortex. The color of each line is unique to each of the major vortices where:

1.

Light/Dark Blue:

2.

Light/Dark Green:

3.

Orange:

Leading-edge vortex (LEV)

Trailing-edge vortex (TEV)

General vortex bundle. This is a vortex bundle rather than an individual

vortex.

The discussion on the evolution of the vortices within the tip region will start at

𝑡/𝑇 =

0.16 when the LEV is first visible on the suction side (light blue, Figure 5-16A:S). The caudal
fin, as displayed in Figure 5-16A, is moving into the page (𝑦

−

direction) with the suction

side visible. In Figure 5-16A:S, a forming TEV (dark green) is visible as an arch extending
from the top spanwise tip to the midspan plane. Note that vortices are only highlighted for
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Pressure Side

−10

A

10

Suction Side

ωz L C
U∞
A:S

t/T = 0.16

A:P

B

B:S

t/T = 0.24

B:P

C

C:S

t/T = 0.32

C:P

D

D:S

t/T = 0.40

D:P

*
Figure 5-16: (1 of 2) Tip region vortex dynamics for case 330 (𝐴 = 77.7, ℎ
𝜑 = 85∘ ). A) 𝑡/𝑇 = 0.16, B) 𝑡/𝑇 = 0.24, C) 𝑡/𝑇 = 0.32, and D) 𝑡/𝑇 = 0.40.
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= 0.10,

and

Pressure Side

E

−10

10

Suction Side

ωz L C
U∞
E:S

t/T = 0.48

E:P

Suction Side

Pressure Side

F

F:P

t/T = 0.56

F:S

G

G:P

t/T = 0.64

G:S

H

H:P

t/T = 0.72

H:S

Figure 5-16: (2 of 2) Tip region vortex dynamics for case 330 (𝐴 = 77.7,
𝜑 = 85∘ ). E) 𝑡/𝑇 = 0.48, F) 𝑡/𝑇 = 0.56, G) 𝑡/𝑇 = 0.64, and H) 𝑡/𝑇 = 0.72.
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ℎ* = 0.10,

and

the top half of the flow (𝑧

> 0).

The dark blue line extending downstream (left) from the

tip is the LEV formed during the previous half-cycle. The light blue, light green, and dark
green lines downstream of the tip are previously generated vortex tubes that are twisted
together to form a vortex bundle and shown as an orange line. The bundle connects most of
the downstream vortices to the caudal fin as required by Helmholtz’s

3𝑟𝑑

vortex theorem (see

Section 2.2.1 for justification). The previous LEV (dark blue) and the bundle (orange) pass
behind the TEV and caudal fin which can be seen on the pressure side (Figure 5-16A:P). It
can be seen that the LEV from the previous half-cycle (dark blue) twists around the bundle
and intersects the caudal fin near the peduncle joint. This interaction was described in detail
in Section 5.2.
The caudal fin continues to move into the page from

𝑡/𝑇 = 0.16

to

0.24

with the last

snapshot shown in Figure 5-16B. In this snapshot, the main wake structure has advected
downstream while the previous LEV (dark blue) is now twisted around the newly formed
LEV (light blue) on the suction side (Figure 5-16B:S). The previous LEV and vortex bundle
have advected downstream while their connection to the caudal fin is no longer visible using
the current

𝑄 isosurfaces (Figure 5-16B:P). These are thought to connect to the twisted LEV

pair on the bottom of the caudal fin to form a closed loop (see Section 5.4.1 for more details).
In both situations, the vortex line does not end in the flow and thus satisfies Helmholtz’s

3𝑟𝑑

vortex theorem. This phenomenon is described more in Section 5.4.1.
Between

𝑡/𝑇 = 0.24

and

0.32,

the caudal fin reaches its maximum velocity and begins

to decelerate as it approaches the negative amplitude extreme.

The last snapshot in this

time period is shown in Figure 5-16C. The overall structure has not changed during this
time period with the exception of the wake advecting downstream.

Note that the vortex

that is twisting around the forming LEV is now represented as the vortex bundle (orange,
Figure 5-16C:S). The LEV is still present but it is joined by the TEV (dark green) that can
be seen twisting around the previous LEV (dark blue) and forming a new vortex bundle
(orange). The previous LEV and previous vortex bundle have also advected downstream as
shown on the pressure side (Figure 5-16C:P).
The caudal fin continues to decelerate from

𝑡/𝑇 = 0.32

to

0.40

with the last snap-

shot shown in Figure 5-16D. The main structure continues to advect downstream with two
150

changes. First, a second TEV (light green) has formed which twists around the vortex bundle (orange) near the tip. Second, the currently forming LEV (light blue) starts to advect
downstream near the tip. This can be seen on both sides as the light blue line extending
downstream of the trailing-edge (black circle and vertical black line in Figure 5-16D:P and
D:S). Note that the twisted LEV and vortex bundle from the previous half-cycle has advected
out of view and is no longer visible on the pressure side (Figure 5-16D:P).
The caudal fin continues to decelerate from

𝑡/𝑇 = 0.40

to

0.48

with the last snapshot

shown in Figure 5-16E. The main structure continues to advect downstream with no changes.
The twisting of the second TEV (light green) and the vortex bundle (orange) is now more
visible. The current LEV (light blue) continues to adject downstream from the trailing-edge
and can be see on both sides (Figure 5-16E:P and E:S).
The caudal fin reverses direction between

𝑡/𝑇 = 0.48

and

0.56

with the last snapshot

shown in Figure 5-16F. Note that the pressure and suction sides have now switched sides
due to the reversal of caudal fin motion. The fish platform remains in the same orientation.
This means that the left-hand column is now the suction side and the right-hand column is
the pressure side even though the physical orientation of both columns remains unchanged.
Otherwise, the main structures continue to advect downstream with no changes. The current
LEV (light blue) continues to advect downstream and is visibly twisting around the vortex
bundle (orange) in Figure 5-16F:S. The TEV’s (light/dark green) have advected downstream
out of the field of view. Note that a new LEV has not yet formed on the suction side (Figure 516F:S) despite the lateral motion of the caudal fin (see Section 5.2.2 for an explanation).
The caudal fin accelerates out of the page between

𝑡/𝑇 = 0.56

and

0.64

with the last

snapshot shown in Figure 5-16G. A new LEV is now formed on the suction side (dark blue)
while the previous LEV (light blue) remains connected to the tip (Figure 5-16G:S). This
snapshot is approximately

𝑡/𝑇 = 0.50

after the first snapshot shown with the pressure and

suction sides on opposite physical sides of the caudal fin due to the stroke reversal (Figure 516A:S

≈ G:S and A:P ≈ G:P). The next snapshot at 𝑡/𝑇 = 0.72 is shown in Figure 5-16G to

show that the trends and vortex interactions described above are periodic between half-cycles
and between cycles.
The vortex interactions in the tip region are complex with all shed vortices eventually
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being combined into a single vortex bundle. The cycle begins with an LEV forming along
the LE on the suction side (Figure 5-16A:S). The LEV lifts off the surface and the previous
LEV becomes twisted around it (Figure 5-16B:S). The previous LEV now forms a horseshoe
vortex that wraps around the TE of the caudal fin and intersects the caudal fin near the
peduncle on both sides (Figure 5-16B:P and B:S). The LEV detaches from the pressure
side of the caudal fin and is swept downstream so that the horseshoe vortex is straightened
(Figure 5-16B:P – D:P, this phenomenon is explained in Section 5.4.1).

A newly formed

TEV wraps around the previous LEV forming a vortex bundle that twists around the new
LEV (Figure 5-16D:S).

5.4

Wake Structure

This section discusses the large-scale structure of the wake downstream of the trailing-edge
with some overlap with the tip region that was discussed in the previous section.

The

individual vortices of interest will be identified in Section 5.4.1 along with a description of
their temporal evolution to provide a foundation on which the following discussion is based.
Section 5.4.2 presents an abstraction of the vortex structure and the physical mechanisms
that drive large-scale deformation.

The large spanwise vortices that dominate the wake

develop spanwise (axial) flow toward the midspan that is discussed in Section 5.4.3.

The

spanwise flow results in substantial vortex compression along the midspan that leads to
an enstrophy sink that destroys the spanwise structures beginning at the midspan.

The

spanwise structures are weakened by the vortex breakdown, which leads to the flattening of
the wake that is discussed in Section 5.4.4.3.

5.4.1 Evolution of Vortices in the Wake
The previous section discussed the general evolution within the tip region that acts as a
transition from the LEV dominated flow (along the caudal fin) to the TEV dominated flow
(wake,

i.e.

downstream of the trailing-edge). The evolution of the three-dimensional vortex

structures in the wake of this two DoF fish platform are discussed in terms of the major
vortices and how they move over time. Figure 5-17 shows isosurfaces of
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Figure 5-17: The evolution of the three-dimensional wake structure for case 330 (𝐴 = 77.7,
ℎ* = 0.10, and 𝜑 = 85∘ ). A) 𝑡/𝑇 = 0.24, B) 𝑡/𝑇 = 0.36, C) 𝑡/𝑇 = 0.48, and D) 𝑡/𝑇 = 0.60.

by spanwise vorticity (𝜔𝑧 ) for four phases of case 330 (𝐴

= 77.7, ℎ* = 0.10,

and

𝜑 = 85∘ )

as a representative of all cases. Each column is a snapshot where moving from left to right
progresses from

𝑡/𝑇 = 0.24

to

0.60.

e.g.

The top row presents the suction side (

e.g.

the caudal fin while the bottom row presents the pressure side (

𝑧+

A:P).

2

A:S) of

Note that the

direction is approximately upward for all both rows, which means that the flow is right

to left in the top row and the flow is left to right in the bottom row. The colored lines are
representations of vortex tubes that run everywhere tangent to the core of any given vortex.
The color of each line is unique to each of the major vortex where:

1.

Light/Dark Green:

2.

Orange:

Trailing-edge vortex (TEV)

General streamwise vortex bundle. This is a vortex bundle rather than an

individual vortex as described in Section 5.3.

Only the vortices downstream of the trailing-edge (TE) will be labeled and discussed because
everything upstream of the TE has been discussed in previous sections.
The discussion begins at

𝑡/𝑇 = 0.24

(Figure 5-17A) as the caudal fin moves into the

page forming an LEV along the leading-edge (LE) and a TEV along the TE (dark green).
The previously shed vortex bundle is shown in orange.

2 Recall

As discussed in Section 5.3, this

the distinction between the pressure and suction sides of the caudal fin as discussed in Section 5.3
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A behind

B in front of

Figure 5-18: Top view of spanwise vortex structure where the downstream vortex bundle
passes A) behind the TEV and B) in front of the TEV (⊗ is flow into the page and
out of the page).

⊙ is flow

vortex bundle (orange) passes behind the forming TEV (dark green, Figure 5-18A) and the
caudal fin where it was initially connected to the caudal fin near the peduncle joint (Figure 517A:P). By

𝑡/𝑇 = 0.24,

the bundle has shed from the caudal fin and joins with the bundle

that formed on the opposite LE to complete a vortex ring that does not terminate in the
flow thus satisfying Helmholtz’s

3𝑟𝑑

vortex theorem (see Section 2.2.1 for justification). The

newly joined vortex tube is advected downstream along the caudal fin by the horizontal flow
tangent to the caudal fin that is represented as a gray arrow.
Between

𝑡/𝑇 = 0.24

and

0.36,

the caudal fin passes through the center plane and begins

to decelerate as it approaches the negative

𝑦

extremum.

The last snapshot in this time

period is shown in (Figure 5-17B). A series of small, vertical vortices can be seen along the
shear layer between the TE and the main TEV. These are secondary vortices and are not
labeled here because they play a minor role in the overall wake structure. The vortex bundle
(orange) still passes behind the TEV (dark green) but has advected downstream of the TE
as seen in Figure 5-17B:P. The gray arrow once again represents the horizontal flow along the
midspan that advects the vortex tube further downstream. Figure 5-19 shows same snapshot
in time (𝑡/𝑇

= 0.24)

where the gray isosurface is the

𝑄-criterion

and the red isosurfaces are

the velocity magnitude (|u|/𝑈∞ ) where the transparent surface is at a value of
the opaque surface is at a value of

1.55𝑈∞

1.30𝑈∞

to show that the flow along the midspan has been

accelerated. This accelerated flow avects the vortex tube further along the midspan (𝑧
than for

𝑧 ̸= 0

Between
the negative

= 0)

as depicted by the curved vortex bundle and gray arrow in Figure 5-17B:P.

𝑡/𝑇 = 0.36
𝑦

and

and

extremum at

0.48,

the caudal fin continues to decelerate as it approaches

𝑡/𝑇 = 0.50.

The last snapshot in this time period is shown

in (Figure 5-17C). A major change to the structure is the coalescing of the small vertical
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vortices into a secondary TEV that persists over time (light green).

The secondary TEV

wraps around the spanwise tips of the primary TEV (dark green) as seen in (Figure 5-17C:P).
Another major change to the wake structure that occurred during this time period is that
the vortex bundle (orange) moved from behind the TEV (dark green) to in front of the
TEV (Figure 5-18A to B). This transition occurs as a result of both the faster flow along
the midspan and the interaction between the vortex bundle (orange) and the TEV (dark
green). The midspan flow advects the vortex bundle until it approaches the TEV at which
point the rotation of the TEV starts to twist the vortex tube around itself (Figure 5-17C:P).
Combined, these two mechanisms sweep the vortex bundle around the downstream end of
the TEV and begins the process twisting the two like-signed vortices.
Between

𝑡/𝑇 = 0.48

and

begins to accelerate in the

0.60,

the caudal fin reverses direction at

𝑦 + -direction.

𝑡/𝑇 ≈ 0.50

and

The last snapshot in this time period is shown in

(Figure 5-17D). During the preceding time interval, the vortex bundle (orange) continues to
twist around the stronger TEV and at least one complete twist can be seen in the current
snapshot. Note that near the midspan, the vortex bundle is nearly horizontal.
This discussion has outlined the process by which the LEV bundle (orange in Figure 517A:P) creates a closed loop and is swept around the TEV to form a twisted pair.
result is the basis for the following two discussions.

This

First, the overall vortex structure in

the wake of this two DoF fish platform can now be described as a chain of interconnected
vortex rings. The first vortex loop is the vortex bundle (orange) and the next is the forming

Figure 5-19: Velocity magnitude (|u|/𝑈∞ ) is shown for
17B). The transparent red surface is at

1.30

𝑡/𝑇 = 0.24

and the opaque red is at

155

of case 330 (Figure 5-

1.55

TEV (dark green). Over time, the TEV ring becomes the vortex bundle ring and a newly
formed TEV takes its place. The evolution of these interconnected vortex rings is discussed
in Section 5.4.2. The second result is that each of the spanwise structures becomes a twisted
pair of like-signed vortex tubes as shown in Figure 5-17D. The consequence of this feature
is discussed in Seection 5.4.3.

5.4.2 Large-Scale Wake Deformation
This section will discuss the large-scale wake deformation that is a result of the interconnected
vortex rings that make up the wake (Figure 5-20A). Similar structures have been observed
and described for other three-dimensional objects undergoing pitching and/or heaving motion
[non-exhaustive list: 29, 38, 88, 117].

A common theme is that the wake consists of an

interconnected chain of oppositely-signed vortex rings that deform over time. Figure 5-20B
shows the side view of an interconnected chain of oppositely-signed vortex rings. The most
basic component of this description is the vortex ring which is a fundamental structure
in three-dimensional fluid flows and has been discussed extensively in the literature [48,
154, 221, 229]. Knowledge of two vortex ring features are required for the purposes of this
discussion.

First, a vortex line must terminate on a boundary or form a closed loop per

Helmholtz’s

3𝑟𝑑

ring (

i.e.

(

i.e.

vortex theorem as discussed in Section 2.2.1. This means that once a vortex

closed loop) has been created it remains a closed ring. Second, a kinematic feature

divorced from forces or causation) of a vortex ring is that it will move according to the

Biot-Savart law (see Section 2.2.1 and [166, pg. 434]). Another way to visualize this is to
say a vortex ring moves in the same direction as the induced flow through the center of the
ring (Figure 5-20C). For more details on the behavior of vortex rings the, reader is directed
to several notable textbooks [4, 23, 166].
An abstraction of the complex three-dimensional wake structure is presented in Figure 520 where each vortex ring is represented as a vortex tube that is formed into a closed loop.
The arrows within the vortex tubes represent the direction of

𝜔,

the arrows through the

center of each vortex ring represents the direction of induced flow, and the colors represent
spanwise vorticity where

𝜔𝑧 > 0

is red and

𝜔𝑧 < 0

is blue.

Figure 5-20B shows the side

view of an interconnected chain of oppositely-signed vortex rings. The shape of each ring is
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A

D

C

H

E

B

G

F

Figure 5-20: Wake abstraction to demonstrate large-scale deformation. A) Isometric view
of the wake. B) Chain of vortex rings. C) Vortex ring model. D) Top View of chain. E)
Independent rings moving. F) Enforced connection overlaid on wake. G) End view of wake.
H) Side view of wake.

visible here along with the corresponding direction of the internal induced flow (⊗ is into the
page and

⊙

is out of the page). Note that each vortex ring is connected to the vortex ring

i.e.

on either side because they share the vertical (

spanwise) structures while the top and

bottom of each ring is independent of any other vortex ring. The shared spanwise structures
can be seen in the physical flow in Figure 5-17D:S as the twisted vortex bundle (orange) and
forming TEV (dark green). Figure 5-20D shows a top view so that the lateral motion of the
rings is more easily viewed.
Let us initially assume that each ring is free to move independent of external forces.
According to the vortex ring features described previously, each ring will move in the direction
of the induced flow through its center. The result can be seen in Figure 5-20E where the
first and third vortex ring moved upward while the second and fourth vortex ring moved
downward. The downstream vortex rings are further from the center line than the upstream
vortex rings because they were generated earlier in the cycle and therefore have had more time
to advect away from the center line. The alternating direction is caused by the oppositely
oriented nature of the interconnected chain. Let us now enforce the requirement that each
ring is connected along the spanwise edge to the vortex ring on either side with the strongest

i.e.

connection at the midspan plane (

vertical center plane of the wake).

Figure 5-20F

shows the orientation of the vortex rings after the connection is enforced. The alternating
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pattern of positively-signed vortices (red) being above the center line and negatively-signed
vortices (blue) being below the center line is the reverse von Kármán vortex street discussed
in Section 2.3.4. The case shown here is thrust producing and so the use of a reverse von
Kármán vortex street is justified.

Despite the spanwise-edges being interconnected and

therefore pulled in opposite directions, the top and bottom edges are free to move in the
transverse direction. This causes the vortex rings to bend over and form ‘C’ shapes when
viewed from the end (Figure 5-20G). The bending continues as the rings advect downstream,
causing what is referred to as transverse expansion (Figure 5-20F) and spanwise compression
(Figure 5-20H) of the wake. The dashed lines in both subfigures highlight the spanwise and
transverse extents of the wake as the vortex structure deforms over time.

Both features

would be more visible if the domain extended further downstream.
The spanwise compression and transverse expansion is commonly seen in other works
involving three-dimensional pitching and/or heaving foils [34, 39, 88, 113, 118, 134]. Though
common, not all situations result in the interconnection of the alternating-signed vortex
rings. When the interconnection does not exist, the vortex rings are free to move laterally
as shown in Figure 5-20E. This results in a bifurcated wake with every other vortex ring
moving in opposite directions [59, 128, 205, 254]. Figure 5-21 presents two such examples.
The bending of each vortex ring into a ‘C’ shape (as viewed from the end) does not occur
because the vertical (

i.e.

spanwise) edges of the vortex rings are not being pulled in the

opposite direction than top and bottom edges.

As a result, the wake exhibits transverse

expansion but not spanwise compression that is a result of the three-dimensional deformation
of the individual vortex rings.

5.4.3 Spanwise (axial) Flow
The large spanwise-oriented vortex structure shown in Figures 5-17C and D is composed of
two same-signed vortices that are twisted together. The twisting of these vortices is the connection of two adjacent vortex loops described in Section 5.4.2. This structure will produce
an spanwise (axial) flow toward the midspan that plays an important role in the wake deformation (Sections 5.4.4 and 5.4.4.3). The phenomenon of spanwise flow within the deforming
wake of a pitching airfoil was first observed by Koochesfahani [114] and also observed in
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B

A

Figure 5-21: Two examples of pitching and/or heaving plates that do not form an interconnected chain of vortex rings: A) Rectangular panel in pitch and heave [128, Figure 5a]. B)
Ellipse panel in pitch and heave [59, Figure 8a].

experiments similar to the current work [111, 113].

𝜑 = 85∘ )

at

𝑡/𝑇 = 0.60

Case 330 (𝐴

= 77.7, ℎ* = 0.10,

and

will be used to demonstrate the physical mechanisms that produce

the spanwise flow. Figure 5-22A shows an isometric view of

𝑄 = 0.01𝑄𝑚𝑎𝑥

isosurfaces col-

ored by spanwise vorticity (𝜔𝑧 ). In this snapshot, a vortex ring on the near side of the wake
curves into the page where the upstream edge wraps around the the downstream edge of
the vortex ring being formed. The spanwise structure has
this is shown in Figure 5-22B where the black line (

𝜔𝑧 > 0

(red). An abstraction of

, near-side) represents a vortex tube

running along the core of the downstream vortex ring and gray line (

, far-side) represents

the upstream vortex ring. By the Biot-Savart Law (see Section 2.2.1), the top-edge of the
near-side vortex ring (

) will induce downward flow on the far-side of the vortex while the

top-edge of the far-side vortex ring (
vortex.
(𝑤/𝑈∞

) will induce downward flow on the near-side of the

Both downward induced flows can be see in Figure 5-22C as the blue isosurfaces

= −0.4)

along the top of the wake. When combined in a twisting motion, as shown

here, a downward flow is induced along the core of the twisted vortex pair, hence the name
axial flow or spanwise flow. The mirror image of this occurs on the bottom half of the wake
(𝑧

< 0) where the induced flow is upward along the core of the twisted pair.

Both directions

of axial flow within the twisted pair can be seen in Figure 5-22C where the isosurfaces are

𝑤/𝑈∞ = 0.4

(red, upward flow) ,

𝑤/𝑈∞ = −0.4

(blue, downward flow), and

𝑄 = 0.01𝑄𝑚𝑎𝑥

(gray).
The evolution of the spanwise flow for case 330 (𝐴
between

𝑡/𝑇 = 0.24

and

0.60

= 77.7, ℎ* = 0.10,

and

is shown in Figure 5-23 where the isosurfaces are
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𝜑 = 85∘ )

𝑤/𝑈∞ = 0.4

B
C

A

*
Figure 5-22: Axial (spanwise) flow is demonstrated using Case 330 (𝐴 = 77.7, ℎ = 0.10,
∘
and 𝜑 = 85 ) at 𝑡/𝑇 − 0.60: A) isometric view of 𝑄 = 0.01𝑄𝑚𝑎𝑥 isosurfaces colored by 𝜔𝑧 , B)

Abstraction showing axial (spanwise) flow with the large spanwise structures, and C) side
view with

𝑄 = 0.01𝑄𝑚𝑎𝑥

(red, upward flow),

isosurfaces and

𝑤/𝑈∞ = −0.4

𝑤/𝑈∞ = ±0.4.

(blue, downward flow), and

𝑄 = 0.01𝑄𝑚𝑎𝑥

(gray). The

four time instances in this figure align with those of Figure 5-17 for a comparison of the wake
structure and the associated spanwise flow. In the earliest snapshot (𝑡/𝑇
23A) a spanwise vortex with

= 0.24,

Figure 5-

𝜔𝑧 < 0 is shown on the left while a spanwise vortex with 𝜔𝑧 > 0

is being formed at the trailing-edge. Here we see that the same physical mechanism described
above exists for the spanwise structures with

𝜔𝑧 < 0.

opposite of that described above because the direction of

Note that the twisting direction is

𝜔𝑧

for this structure is also opposite.

In this snapshot we see that there is no spanwise flow in within the vortex forming along
the TE. In Figures 5-23B – D, the spanwise vortex with

𝜔𝑧 > 0

sheds from the trailing edge

and advects downstream as it deforms per the description from Section 5.4.1. Recall that
between

𝑡/𝑇 = 0.36

and

0.48

the vortex bundle (orange) is swept around TEV (dark green)

from behind to in front as it starts to twist around the TEV (Figures 5-17B–C). This switch
occurs between Figures 5-23B and C where the spanwise flow (red and blue isosurfaces)
substantially increase within the spanwise structure during this time interval. Prior to this
event, the top edge of the downstream vortex ring induces upward flow along the core of
the spanwise structure. An abstraction of this is shown in Figure 5-18 where
flow into the page and

⊙

⊗

indicates

indicates flow out of the page. The colors correspond between the

i.e.

vortex line, vortex rotation, and induced flow. In subfigure A, the vortex bundle (

top

edge of the downstream vortex ring) is behind the TEV with induced spanwise flow directed
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t/T = 0.24

t/T = 0.36

t/T = 0.48

B

A

t/T = 0.60

C

D

Figure 5-23: Axial flow within the spanwise structures for case 330 (𝐴
∘
and 𝜑 = 85 ). A) 𝑡/𝑇 = 0.24, B) 𝑡/𝑇 = 0.36, C) 𝑡/𝑇 = 0.48, and D) 𝑡/𝑇

= 77.7, ℎ* = 0.10,
= 0.60. These four

phases correspond to those in Figure 5-17

out of the page (⊙); while in subfigure B, the vortex bundle is in front of and twisted around
the TEV with induced spanwise flow directed into the page (⊗). The description provided
here for spanwise flow within the spanwise vortex structures shed in the wake of the fish
platform was consistently observed for the

11 full volume cases and is hypothesized to occur

for all cases within the domain explored in this work. The spanwise flow will not occur if
subsequently vortex rings do not become interconnected as shown in Figure 5-21; however,
this does not occur within the current parameter domain.

5.4.4 Wake Breakdown
The wake descriptions in the previous sections outline the large-scale features that dominate
the evolution of the wake for the first several chord lengths downstream of the trailing-edge.
Figure 5-24 shows a side-view of this evolution for case 330 (𝐴

𝜑 = 85∘ )

= 77.7, ℎ* = 0.10,

and

as a representative of all cases. In this figure, the freestream flow is from right to

left. From the side view, it can seen that the wake is compressed in the spanwise direction
as it advects downstream. From the top view (Figure 5-20F), it can be seen that the wake
expands in the transverse direction as it advects downstream.

Both of these are a result

of the large-scale deformation described in Section 5.4.2 where each vortex ring bends in
a ‘C’ shape as it moves downstream. Figure 5-24 shows the evolution of a single spanwise
structure composed of two adjacent vortex rings (green and orange lines) as it deforms in
the wake between

𝑡/𝑇 = 0.36

(A) and

0.84

(D). During this time, a gap in the spanwise

structure (dashed green ellipse) develops along the midspan plane. The vortex tubes are not
thought to break but rather their

𝑄

values simply drop below the current threshold.
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Figure 5-24: Wake breakdown along the midspan for case 460 (𝐴
𝜑 = 35∘ ). A) 𝑡/𝑇 = 0.25, B) 𝑡/𝑇 = 0.41, C) 𝑡/𝑇 = 0.57, and D)

= 84.8, ℎ* = 0.70, and
𝑡/𝑇 = 0.73. The black

dashed box corresponds to the spanwise structure shown in Figure 5-17A.

Green et al. [88] observed this phenomenon using two-component PIV in the wake of
a trapezoidal pitching panel (Figure 5-25E). They called the phenomenon wake breakdown
because it begins the dissolution of the spanwise structures and the wake as a whole. It has
since been observed in the wake of the same panel geometry by King et al. [113] (Figure 525G) and Brooks and Green [34] (Figure 5-25F) using three-component PIV and by BodeOke et al. [29] (Figure 5-25B) with a numerical simulation. Green et al. [88] found that the
streamwise location of the breakdown varied with
edge with larger

𝑆𝑡.

𝑆𝑡 where it occurred closer to the trailing-

The phenomenon was linked to wake deformation and was investigated

using Lagrangian Coherent Structures (LSC). These previous works have identified the wake
breakdown but did not provide a physical mechanism that causes it. The current section
seeks to provide such an explanation.
A similar breakdown of spanwise structures was observed for a rectangular plate undergoing a pure pitching motion in a quiescent fluid by Dehdari Ebrahimi et al. [55].

They

observed the breakdown of spanwise structures and concluded that these govern the shape
of the downstream momentum jet. In their work, the previously generated spanwise structures breakdown at the midspan and at the corners forming two substructures (divided by
the mispan breakdown). They proposed that vorticity does not disappear but simply drops
below the threshold value and becomes a weak hairpin vortex. The hairpin vortex and new
substructures then wrap around the newly formed spanwise structure with opposite vorticity (Figures 5-26A and B). The hairpin vortex in their work is the same structure seen in
Figure 5-17D:S as the downstream vortex bundle (orange line) twisting around the forming
TEV (green line).
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A

E

F

B
G
D
C

Figure 5-25: Examples of wake breakdown and the associated wake flattening in the literature: A) [38, Figure 5c], B) [29, Figure 9b], C) (location of breakdown is unknown) [136,
*
∘
Figure 11d], D) Current study case 460 (𝐴 = 84.8, ℎ = 0.70, and 𝜑 = 35 ) at 𝑡/𝑇 = 0.00,
E) [88, Figure 9a], F) [34, Figure 4b], and G) [113, Figure 4e].

This phenomenon has also been observed in fundamental vortex dynamics [76, 187].
Schoppa et al. [187] found that a vortical structure consisting of twisted vortex tubes (Figure 5-26D) will develop a spanwise (

i.e.

axial) flow directed toward the center plane (Fig-

ures 5-26E and F). This results in vortex compression and they say that, “it can be shown
that

𝜔𝑧

subject to continual compression in

𝑧𝜋

[center plane] decays exponentially” [187,

pg 37]. The fluid at the midspan is then radially ejected forming a “low-|𝜔 | bubble” or enstrophy sink (𝐹𝑠𝑡𝑟𝑒𝑡𝑐ℎ

< 0,

discussed in the next section) because the fluid is incompressible

(Figures 5-26G and H). This bubble is visible in the current work as the gap in the spanwise
structure along the midspan plane. This phenomenon is also observed for polarized vortex
columns [153] and in the transition to turbulence [76].
In the current work, the evolution of the LEV and TEV as described in Section 5.4.1
results in large spanwise structures that consist of two same-signed vortex tubes that are
twisted around each other.

The twisted vortex tubes are then responsible for a spanwise

flow as described in Section 5.4.3. The top half (𝑧
a downward spanwise flow while the bottom half (𝑧

> 0)

of the spanwise structure generates

< 0) generates an upward spanwise flow

similar to the schematic shown in Figure 5-26D and E. The resulting vortex compression
along the midspan will cause the spanwise vorticity (𝜔𝑧 ) to exponentially decay and quickly
drop below the threshold value. This will be demonstrated using isosurfaces of enstrophy
163

D
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E

B
F

G

C

H

Figure 5-26: Wake breakdown for pitching plate in quiescent flow showing the vortex twisting
(A and B) and the flattening of the wake (C) [55, Figures 6b, 6c, and 8a].

Fundamental

vortex dynamics example showing (D) twisted vortex tubes, (E and F) resulting spanwise
flow, and (G and H) low |𝜔 | bubble [187, Figure 13b,13c and 22]

(Section 5.4.4.1), spanwise flow, and

𝑄 in Section 5.4.4.2.

tubes (because of the exponential decay of

The now weakened spanwise vortex

𝜔𝑧 ) forming the twisted spanwise structure begin

to deform differently as evidenced by the change in spanwise compression. This change is
discussed in Section 5.4.4.3.

5.4.4.1 Enstrophy
Enstrophy (𝐸 ), defined as

𝐸 = 1/2 (𝜔 · 𝜔),

is a measure of vortex intensity that is indepen-

dent of rotational sign. This quantity is often used in the turbulence literature to understand
the cascade of energy from large-scale structures to small-scale structures that drives turbulence [24, 146, 200, 211]. When used to understand this energy cascade, the field-averaged
value of

𝐸

is known to be positive and leads to the dissipation of energy [146, 200, 211].

This is largely driven by vortex stretching [24]. In the current work, the spanwise (axial)
flow induced by the twisted vortex tubes (Section 5.4.3) causes vortex compression along the
midspan plane. In turn, this causes an entropy sink within the spanwise structure along the
midspan that drastically reduces the spanwise vorticity along the midspan and eventually
leads to the dissolution of the spanwise structure. The enstrophy transport equation (Equation 5.1) is obtained by taking the dot product of

𝜔

with the vorticity transport equation

(Equation 2.2).

(︀
)︀
𝜕𝐸
+ u · ∇𝐸 = 𝜔 · (𝜔 · ∇u) + 𝜈 ∇2 𝐸 − (∇𝜔)2
𝜕𝑡
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(5.1)

The left-hand side is the familiar Eulerian time derivative and the advection term. On the
right-hand side, the first term is the vortex stretching term; the second term is the viscous
diffusion; and the third term is the viscous dissipation. If the vortex stetching term (𝐹𝑠𝑡𝑟𝑒𝑡𝑐ℎ )
is greater than zero, it is called an enstrophy source and if it is less than zero it is called an
enstrophy sink. The current discussion will focus on the vortex stretching term. This term
contains nine components with the most important being

𝜔𝑥

and

𝜔𝑦

𝜔𝑧 𝜔𝑧 𝜕𝑢𝑧 /𝜕𝑧

for this work because

are very small along the spanwise vortical structures. Recall the spanwise oriented

vortex tube example with spanwise flow in Section 2.2.1, where the material derivative of
vorticity was governed by the vortex stretching term. The same applies here and thus the
temporal evolution of the vorticity magnitude along the midspan is governed by
For a

𝑧 -oriented

occurs when

vortex, vortex stretching occurs when

𝜕𝑢𝑧 /𝜕𝑧 > 0

𝜕𝑢𝑧 /𝜕𝑧 .

and vortex compression

𝜕𝑢𝑧 /𝜕𝑧 < 0.

5.4.4.2 Vortex Structure
Four snapshots of case 460 (𝐴

𝑡/𝑇

values between

= 84.8, ℎ* = 0.70,

and

𝜑 = 35∘ )

are shown in Figure 5-27 for

0.25 (A,E,I) and 0.61 (D,H,L) to illustrate the wake breakdown, spanwise

flow, and the associated enstrophy sink. Each column shows isosurfaces of three different
quantities by row for a single spanwise structure as it deforms and advects downstream. For
a perspective within the whole wake, this spanwise structure is outlined with a dashed black
box in Figure 5-24A. The first row (A-D) shows the evolution of the vortex structures with

𝑄𝑡ℎ = 20.
showing

The second row (E-H) shows the evolution of the spanwise flow with isosurfaces

𝑤/𝑈∞ = 0.40

(red) and

𝑤/𝑈∞ = −0.40

evolution of the enstrophy sink (𝐹𝑠𝑡𝑟𝑒𝑡𝑐ℎ

< 0)

(blue).

The third row (I-L) shows the

that develops along the midspan as a result of

spanwise flow and vortex compression.
The description begins at

𝑡/𝑇 = 0.25

where the spanwise structure consists of a continu-

ous vortex tube (red) with the downstream vortex tube having just been swept around the
TEV to the front but not fully twisting around it (Figure 5-27A). Figure 5-27E shows that
spanwise flow is beginning to occur within the structure. The small amount of spanwise flow
does result in an enstrophy sink along the midspan (Figure 5-27I). At

𝑡/𝑇 = 0.37, the down-

stream vortex tube is now fully twisted around the TEV and the size of the TEV isosurface
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Figure 5-27:

Wake breakdown along the midspan and corresponding change in spanwise
*
∘
compression for case 460 (𝐴 = 84.8, ℎ = 0.70, and 𝜑 = 35 ) for A,E,I) 𝑡/𝑇 = 0.25,

𝑡/𝑇 = 0.37, C,G,K) 𝑡/𝑇 = 0.49, and D,H,L) 𝑡/𝑇 = 0.61.. The first row (A-D)shows
= 20. The second row (E-H) shows 𝑤/𝑈∞ = 0.40 (red) and −0.40 (blue). The third
(I-L) 𝐹𝑠𝑡𝑟𝑒𝑡𝑐ℎ < 0(enstrophy sink).

B,F,J)

𝑄𝑡ℎ
row

at the midspan begins to shrink (dashed green ellipse, dimple at the midspan, Figure 5-27B).
The spanwise location of the downstream vortex tube (green dots) is closer to the midspan
as a result of the ‘C’ bending and spanwise compression. Figure 5-27F shows that the spanwise flow is stronger now that the two vortex tubes are twisted at the top and bottom. The
corresponding enstrophy sink is also stronger along the midspan (Figure 5-27J).
At

𝑡/𝑇 = 0.49, the 𝑄-isosurface at the midspan continues to decrease in size in agreement

with the reduction in spanwise vorticity as a result of vortex compression (dashed green
ellipse, Figure 5-27C) The downstream vortex tube appears to be more coherent near the
midspan as it twists around the TEV. The increase in coherence and strength (𝑄 isosurface
is larger) may be a result of the radial ejection of fluid along the midspan. This additional
flow adds to the rotation of this vortex tube as it becomes horizontal.

Note that in the

previous two snapshots, the TEV maintains a relatively smooth curvature in the spanwise
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direction. However, in the third snapshot, a kink forms in the TEV at the midspan. Above
and below the kink, the remainder of the vortex tube appears to be straighter. This change
suggests that the vortex tube is weakening along the midspan which allows it the bend
more. The downstream vortex tube (green circle) continues to move toward the midspan in
agreement with the spanwise compression. The isosurfaces of spanwise flow have increased,
which suggests that more fluid is being directed toward the midspan (Figure 5-27G). A
strong enstophy sink is still visible along the midspan (Figure 5-27K).
At

𝑡/𝑇 = 0.61,

the TEV isosurface is just barely connected at the midspan while the

downstream vortex tube is stronger and more coherent (Figure 5-27D) than the previous
snapshot. The radial ejection of fluid along the midspan continues to strengthen the downstream vortex tube. The downstream vortex tube continues to move toward the midspan
in agreement with the spanwise compression.

Once again, the TEV’s radius is cusped f

curvature at the midspan is smaller while the sections above and below the midpan are
nearly straight. Now that the TEV and downstream vortex tubes are almost horizontal and
parallel, and they produce even more spanwise flow toward the midspan (Figure 5-27H).
The enstrophy sink along the midspan appears to be slightly smaller in Figure 5-27L. This
is most likely a result of a reduction in

𝜔𝑧

as a result of the vortex compression over the

previous three snapshots and not as a result of reduced spanwise compression (recall that

𝐹𝑠𝑡𝑟𝑒𝑡𝑐ℎ

contains

𝜔𝑧 𝜔𝑧 𝜕𝑢𝑧 /𝜕𝑧 ).

This spanwise structure continues to deform as it advects downstream. As part of this
deformation, the downstream vortex tube and the TEV become nearly horizontal with the
TEV bend at the midspan being almost

180∘ .

This bend is possible because the strength of

the vortex tubes have been drastically reduced by the vortex compression. The evolution of
this spanwise structure demonstrates the effects of the spanwise (axial) flow and resulting
enstrophy sink on a single spanwise structure. The next section takes a step back to evaluate
the effect of this breakdown on the large-scale deformation.

5.4.4.3 Change in the Large-Scale-Deformation
The large-scale deformation of the wake can be divided into two regions. The first region
was described in Section 5.4.2 and characterized by spanwise compression and transverse
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expansion. This occurs as the originally vertical vortex rings bend into ‘C’ shapes as they
advect downstream.

From the side view, the spanwise compression is linear where the

spanwise extents of the wake move toward the midspan at a constat rate as they advect
downstream. In the last section, the wake breakdown was discussed along with the weakening
of spanwise vortices along the midspan leading to a small radius bend.

This weakening

results in a large-scale deformation change where the spanwise compression remains linear
but the slope decreases and becomes horizontal in some situations.

In the current work,

the streamwise location of wake breakdown occurs close to the downstream edge of the
domain so this change is not obvious. However, due to the prevalence of this phenomenon,
other examples can be used to illustrate this effect.

Figure 5-25 presents six examples

[29, 34, 38, 88, 113, 136] and the current work while Figure 5-26C shows a seventh example
[55] already discussed. In each of these figures, the vertical black line shows the streamwise
location of the wake breakdown while the red dashed lines show the initial linear spanwise
compression and linear spanwise compression after the wake breakdown. From these figures
it can be seen that the transition in the linear slopes coincides with wake breakdown. It is
hypothesized that the breakdown disconnects the interlocking vortex rings and thus freeing
them to move laterally without deforming because the upstream and downstream edges are
not being pulled in the opposite direction.

5.5

Time-Averaged Wake

The evolution of the trailing-edge vortex (TEV) will first be discussed in terms of the timeaveraged velocity components.

The time-varying behavior of the wake is critical for un-

derstanding force producing mechanism while the time-averaged wake can be linked to the
performance over a period of time. As such, the time-averaged freestream velocity compo-

¯𝑇 ). The transverse and
nent is often associated with time-averaged coefficient of thrust (𝐶
spanwise components of time-averaged velocity are associated with the time-averaged coeffi-

¯𝑃 ) because energy that is spent moving fluid along axes that are not
cient of input power (𝐶
freestream oriented is energy that is not producing thrust.
In this section, the time-averaged performance metrics introduced in Section 4.1 will be
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discussed in terms of the streamwise (Section 5.5.1), transverse (Section 5.5.2), and spanwise (Section 5.5.3) velocity components. The metrics have been reproduced in Figure 5-28
to highlight the individual cases that have full volume flow field data.

= 102∘ )

the vertical (𝜑

*
and horizontal (ℎ

= 0.72)

In each subfigure,

dashed lines represent the two rela-

tively fixed parameters along which the volume cases were selected. The green circles ( )
represent the parameters of the
noted as

[¯
𝑢, 𝑣¯, 𝑤]
¯

11

full volume cases.

The time-averaged velocity is de-

and will be normalized by the freestream velocity,

𝑈∞ .

The time-averaged

wake will be presented as multiple overlaid isosurfaces with varied threshold values distinguished by color.

For the freestream velocity component, the threshold values will be

𝑢¯/𝑈∞ = [0.95, 1.05, 1.15, 1.25, 1.35]

(Figures 5-29 – 5-31). For the transverse velocity com-

ponent, the threshold values will be

𝑣¯/𝑈∞ = ±[0.05, 0.15, 0.25]

(Figures 5-32 – 5-34). For

𝑤/𝑈
¯ ∞ = ±[0.05, 0.15, 0.25]

the spanwise velocity component, the threshold values will be
(Figures 5-35 – 5-37). Recall that all
ception of case 460 that has
Strouhal number range of

𝐴 = 84.5.

11

72 < 𝐴 < 78

full volume cases have

The

0.34 < 𝑆𝑡 < 0.37

10

cases with similar

𝐴

and the larger case has

with the ex-

therefore cover a narrow

𝑆𝑡 = 0.40.

5.5.1 Streamwise Velocity Component
The time-averaged freestream velocity,
five cases with a relatively fixed
fixed

𝜑

value of

102∘ ,

ℎ*

𝑢¯/𝑈∞ ,

value of

in the wake is visualized in Figure 5-29 for

0.72,

Figure 5-30 for five cases with a relatively

and Figure 5-31 for two cases that do not include either of the op-

timized parameters. The distribution and magnitude of

𝑢¯/𝑈∞

provides information about

the freestream oriented momentum that has been imparted to the fluid [117]. Regions with

A

B

C

Figure 5-28: time-averaged performance metrics: A)
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𝐶¯𝑇 ,

B)

𝐶¯𝑃 ,

and C)

𝜂.

𝑢¯/𝑈∞ > 1

have momentum in excess of the freestream while regions with

𝑢¯/𝑈∞ < 1

momentum deficit. The regions of excess momentum are often organized into

i.e.

like structures that indicate that thrust (

1

have a

or more jet-

freestream-oriented force) has been produced

[117]. For brevity, these structures will simply be referred to as jets. On the other hand,
large regions of momentum deficit often surround the jet and can be a sign that negative
thrust, or drag, was produced. It should be noted that this will be used as a comparative tool
not as a definitive classification. This means that the time-averaged wakes will merely be
compared between cases to highlight general trends rather definitively saying that because of
‘x’ trend therefore ‘y’ thrust was produced. A qualitative comparison of excess momentum
jets and regions of momentum deficit will be described for two sets of five cases each.
The relationship between the time-averaged freestream velocity and
ure 5-29.

The five cases shown have a relatively fixed

increases from

35∘

(A) to

123∘

ℎ*

value of

(E). Starting with the smallest

0.72

𝜑

is shown in Fig-

and

𝜑

values that

𝜑 case (A, 𝜑 = 35∘ ), the excess

momentum is organized into a flat, wide jet along the midspan. This main jet also exhibits
four minor jets located at the corners of the jet cross section that is known as a quadfurcated
jet [111, 215]. This is the only case that includes the highest value isosurface (yellow). The
next case (B,

𝜑 = 62∘ )

also exhibits a rectangular jet that is wider than it is tall. The jet is

slightly taller and not as wide as the previous case and a quadfurcated jet is again present.
The next case (C,
as

𝜑 = 102∘ ) exhibits a central, circular jet.

The first three cases suggest that

𝜑 decreases from 102∘ to 35∘ , the jet transforms from circular to a rectangular jet that gets

thinner and wider as

𝜑

decreases. The next case (D,

𝜑 = 105∘ )

exhibits a slightly elliptical

jet with the major axis being horizontal. It should be noted that the maximum velocity in

i.e.

the core of this jet is smaller than all of the previous cases (
The last case (E,

𝜑 = 123∘ )

lack of purple isosurface).

does not have a central jet but rather two medium jets that

bifurcate along the midspan along with a well defined quadfuracted jet at the corners of the
jet cross section. A horizontal bifurcation has been previously observed for purely pitching
panels by Green et al. [88], Kumar et al. [117], King [111], Lin et al. [134]. Once again, the

i.e.

maximum velocity in the core of these jets is smaller than all of the previous cases (
of green isosurface).
going from (A,

lack

These five cases exist on the horizontal dashed line in Figure 5-28A

𝜑 = 35∘ )

on the left to (E,

𝜑 = 123∘ )
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on the right. It can be seen that

𝐶¯𝑇

B

A

E

D

Figure 5-29:

C

*
(ℎ fixed) Isosurfaces of the time-averaged streamwise velocity component,

𝑢¯/𝑈∞ , with values of 0.95 (blue), 1.05 (red), 1.15 (green), 1.25 (purple), and
*
∘
Shown for ℎ fixed at approximately 0.72 with 𝜑 values of: A) 35 (460), B)
102∘ (383), D) 105∘ (384), and E) 123∘ (386).
B

A

1.35 (yellow).
62∘ (380), C)

C

E

D

Figure 5-30: (𝜑 fixed) Isosurfaces of the time-averaged streamwise velocity component,
with values of
for

𝜑

0.95

1.05 (red), 1.15
102∘ with ℎ*
E) 0.93 (401).

(blue),

fixed at approximately

(384), D)

0.81

(392), and

(green),

1.25

(purple), and

values of: A)

171

0.10

𝑢¯/𝑈∞ ,

1.35 (yellow). Shown
0.49 (366), C) 0.67

(330), B)

B

A

Figure 5-31: Isosurfaces of the time-averaged streamwise velocity component,

𝑢¯/𝑈∞ ,

with

values of 0.95 (blue), 1.05 (red), 1.15 (green), 1.25 (purple), and 1.35 (yellow). Shown for:
*
∘
*
∘
A) ℎ = 0.30 and 𝜑 = 77 (345); and B) ℎ = 0.53 and 𝜑 = 24 (361).

is optimized for the third (C) and fourth (D) cases. These two cases are also the only two
with a circular jet. These observations support the idea that high thrust cases will exhibit
a central, circular jet. The jet core velocity is highest for
decreases with

𝜑

which does not coincide with the

𝐶¯𝑇

𝜑 = 35∘

(A) and monotonically

trends.

The relationship between the time-averaged freestream velocity and
ure 5-30. The five cases shown have a relatively fixed
increase from

0.10

(A) to

0.93

𝜑

value of

(E). Starting with the smallest

ℎ*

102∘

ℎ*

is shown in Fig-

and

case (A,

ℎ*

values that

ℎ* = 0.10),

the

excess momentum is organized into a flat, wide jet along the midspan and a quadfurcated jet.
The next case (B,

ℎ* = 0.49) exhibits a rectangular jet that is wider than it is tall along with

a weak bifurcated jet. The next case (C,

ℎ* = 0.67)

exhibits a circular jet. Note that this is

the same case shown in Figure 5-29D because it is at the intersection of the two optimized
parameters. Up to this point, the maximum core velocity has been decreasing with
next case (D,

ℎ* = 0.81)

ℎ* .

The

exhibits a slightly elliptic jet with the major axis being horizontal.

The maximum core velocity is larger than the previous case (

ℎ* = 0.93)

present). The last case (E,

i.e.

very high core jet velocity (

i.e.

purple isosurface now

exhibits bifurcated jet along the vertical plane with

yellow isosurface). However, the surrounding isosurfaces are

elliptic with the major axis being horizontal. These five cases exist on the vertical dashed
line in Figure 5-28A going from (A,
It can be seen that

𝐶¯𝑇

ℎ* = 0.10)

at the bottom to (E,

ℎ* = 0.93)

at the top.

is optimized for the third case (C). This case is also the optimal case

from the previous description due to it being at the intersection of two optimized parameters

i.e.

(

overall optimal parameter set). The cases with

shorter as

ℎ*

decreases (C

→ A). The cases with ℎ*
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ℎ*

smaller than (C) become wider and

larger than (C) remain relatively circular

but do get wider (C

→

is highest for the high

E) and (E) develops a vertically bifurcated jet. The jet core velocity

ℎ*

case (E) and decreases with

ℎ*

until somewhere around

where the trend reverses and the jet core velocity increases as
tions further support the idea that high

𝐶¯𝑇

ℎ*

ℎ* = 0.50

decreases. These observa-

cases will exhibit a central, circular jet. These

also suggest that the organization of freestream jets is more important than the maximum
velocity in the jet because for both groups the highest

𝐶¯𝑇

case does not have the highest jet

core velocity.
The two non-optimized cases are shown in Figure 5-31. A central, rectangular jet with
high jet core velocity exists with a surrounding quadfurcated jet in (A). A similar wake exists
in (B) except that a vertically bifucated jet with a very high velocity (yellow isosurface) is
present. Based on Figure 5-28A, both cases have moderate to low

𝐶¯𝑇

which agrees with the

previous hypothesis because neither have a central, circular jet while a very high jet core
velocity exists for (B) which has the lower

𝐶¯𝑇

of these two cases.

5.5.2 Transverse Velocity Component
The time-averaged transverse velocity,
cases with a relatively fixed
fixed

𝜑

value of

102∘ ,

ℎ*

𝑣¯/𝑈∞ , in the wake is visualized in Figure 5-32 for five

value of

0.72,

in Figure 5-33 for five cases with a relatively

and in Figure 5-34 for two cases that do not include either of the

optimized parameters. The distribution and magnitude of

𝑣¯/𝑈∞

provides information about

the transverse oriented momentum that has been imparted to the fluid [117].

In a

100%

efficient system all momentum imparted to the fluid would be in the freestream direction;
however, this is not possible in rigid flapping propulsion. As a result, some transverse and
spanwise momentum exists in the wake as a by-product of inefficiencies in the system. We
would therefore expect a low

𝐶¯𝑃

case will have minimal transverse momentum in the wake.

A qualitative description of the time-averaged transverse velocity structure along with an
estimate of the transverse momentum in the wake will be provided for two sets of five cases
each.

The structure of

𝑣¯/𝑈∞

in the wake is qualitatively the same for all

11

cases and

will be described in the following paragraph while later paragraphs will simply refer to this
description for brevity.
The relationship between the time-averaged transverse velocity and
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𝜑

is shown in Fig-

B

A

E

D

Figure 5-32:

C

*
(ℎ fixed) Isosurfaces of the time-averaged streamwise velocity component,

𝑣¯/𝑈∞ , with values of ±0.05 (red/blue), ±0.15 (orange/light purple), and ±0.25 (yellow/dark
*
∘
∘
purple). Shown for ℎ fixed at approximately 0.72 with 𝜑 values of: A) 35 (460), B) 62
∘
∘
∘
(380), C) 102 (383), D) 105 (384), and E) 123 (386).
B

A

D

C

E

Figure 5-33: (𝜑 fixed) Isosurfaces of the time-averaged streamwise velocity component,

±0.05 (red/blue), ±0.15 (orange/light purple), and ±0.25 (yellow/dark pur𝜑 fixed at approximately 102∘ with ℎ* values of: A) 0.10 (330), B) 0.49
0.67 (384), D) 0.81 (392), and E) 0.93 (401).

with values of
ple).

Shown for

(366), C)

𝑣¯/𝑈∞ ,
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B

A

Figure 5-34: Isosurfaces of the time-averaged transverse velocity component,
values of

𝑣¯/𝑈∞ ,

±0.05 (red/blue), ±0.15 (orange/light purple), and ±0.25 (yellow/dark
ℎ* = 0.30 and 𝜑 = 77∘ (345); and B) ℎ* = 0.53 and 𝜑 = 24∘ (361).

with

purple).

Shown for: A)

ure 5-32. There are six distinct regions that are horizontally paired into three groups. The
midspan pair is largest and contains the highest transverse velocities. The top and bottom
pairs are mirror images of each other.
regions that creates an alternating

Each region has an opposite sign as the adjacent

+/−

pattern in the vertical and horizontal directions.

The differences between the cases can be described in terms of the width of the horizontal
pairing (wide/narrow) and the magnitude of the midspan pair (strongest pair in all cases).
The two cases with the lowest

𝜑

values (A and B with

𝜑 = [35∘ , 62∘ ],

respectively) have

both the widest pairing and the strongest transverse velocities with the width and magnitudes decreasing as

𝜑

𝜑 = [102∘ , 105∘ , 123∘ ],

increases.

The three cases with larger

𝜑

values (C, D, and E with

respectively) have similar widths and magnitudes. These five cases

exist on the horizontal dashed line in Figure 5-28B going from (A,
(E,

𝜑 = 123∘ )

on the right. It can be seen that

𝐶¯𝑃

𝜑 = 35∘ )

on the left to

is optimized for increasing

𝜑

with the

third (C), fourth (D), and fifth (E) cases having relatively similar values. These observations
suggest that wider horizontal pairings and stronger magnitudes coincide with higher values
of

𝐶¯𝑃

and are thus less optimal.

The relationship between the time-averaged transverse velocity and
ure 5-33. The qualitative structure of
described.

𝑣¯/𝑈∞

ℎ*

is shown in Fig-

in these wakes is the same as those previously

Therefore, only the trends in horizontal pairing width and magnitudes will be

discussed here. The pairing width is slightly larger for the low (A) and high (E)
slightly smaller for the middle cases. Similarly, the magnitudes are larger (
faces) for the low (A) and high (E)

ℎ*

i.e.

ℎ*

cases and

yellow isosur-

cases in comparison with the middle cases (B – D).

These five cases exist on the vertical dashed line in Figure 5-28B going from (A,
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ℎ* = 0.10)

on the bottom to (E,

ℎ* = 0.93)

on the top. It can be see

𝐶¯𝑃

is optimized for

ℎ* ≈ 0.72

which coincides with the third case (C) while (B) and (D) have higher values and (A) and
(E) have the highest values. These observations agree with the previously described trends
that

𝐶¯𝑃

is optimized for narrow horizontal pairings and lower magnitudes.

The two non-optimized cases are shown in Figure 5-34. The same qualitative structure
exists for these case as previously described.

In both cases, the horizontal pairing width

is hard to compare with the other case but the magnitudes are clearly large (
isosurfaces). Figure 5-28B shows that both cases have high

𝐶¯𝑃

i.e.

yellow

values. These observations

further support the previously described trends.

5.5.3 Spanwise Velocity Component
The time-averaged spanwise velocity,
cases with a relatively fixed
fixed

𝜑

value of

102∘ ,

ℎ*

𝑤/𝑈
¯ ∞,

value of

in the wake is visualized in Figure 5-35 for five

0.72,

in Figure 5-36 for five cases with a relatively

and in Figure 5-37 for two cases that do not include either of the

optimized parameters. The distribution and magnitude of

𝑤/𝑈
¯ ∞

provides information about

the spanwise oriented momentum that has been imparted to the fluid [117]. As described in
Section 5.5.2, the presence of spanwise momentum in the wake is a by-product of inefficiencies
in the system. Therefore, a low

𝐶¯𝑃

case will have minimal spanwise momentum in the wake.

A qualitative description of the time-averaged spanwise velocity and an estimate of the
spanwise momentum in the wake will be provided for two sets of five cases each.
The structure of

𝑤/𝑈
¯ ∞

in the wake is qualitatively the same for all

11

cases and general

trends will be described over the domain instead of by group for brevity.

There are six

distinct regions that are vertically paired into three groups. The middle pair is largest and
contains the highest spanwise velocities. The left and right pairs are mirror images of each
other. Each region has an opposite sign as the adjacent regions that creates an alternating

+/−

pattern in the vertical and horizontal direction. The general structure is the same for

all cases with the major distinction being magnitude of the central pair.
In Figure 5-35, it can be seen that the magnitude is highest in (A) and decreases with

𝜑

until (C) where it remains relatively the same for (D) and (E) even as

Figure 5-36, it can be seen that the magnitude is highest for the lowest
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𝜑

ℎ*

increases.
case (A) (

In

i.e.

B

A

E

D

Figure 5-35:

C

*
(ℎ fixed) Isosurfaces of the time-averaged streamwise velocity component,

𝑤/𝑈
¯ ∞ , with values of ±0.05 (red/blue), ±0.15 (orange/light purple), and ±0.5 (yellow/dark
*
∘
∘
purple). Shown for ℎ fixed at approximately 0.72 with 𝜑 values of: A) 35 (460), B) 62
∘
∘
∘
(380), C) 102 (383), D) 105 (384), and E) 123 (386).
B

A

D

Figure 5-36:

C

E

(𝜑 fixed) Isosurfaces of the time-averaged streamwise velocity component,

𝑤/𝑈
¯ ∞ , with values of ±0.05 (red/blue), ±0.15 (orange/light purple), and ±0.5 (yellow/dark
∘
*
purple). Shown for 𝜑 fixed at approximately 102 with ℎ values of: A) 0.10 (330), B) 0.49
(366), C) 0.67 (384), D) 0.81 (392), and E) 0.93 (401).
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B

A

Figure 5-37: Isosurfaces of the time-averaged streamwise velocity component,
values of

𝑤/𝑈
¯ ∞,

±0.05 (red/blue), ±0.15 (orange/light purple), and ±0.5 (yellow/dark
ℎ* = 0.30 and 𝜑 = 77∘ (345); and B) ℎ* = 0.53 and 𝜑 = 24∘ (361).

with

purple).

Shown for: A)

dark purple isosurface).

Further magnitude comparisons between cases can be described

using the size of the next largest isosurface (light purple) where larger/smaller isosurfaces
correspond to higher/lower magnitudes, respectively. This comparison is not always true,
but for the flows described here a larger isosurface generally means that the interior region
will have higher magnitudes. One example is comparing the light purple isosurfaces between
(A,

ℎ* = 0.10) and (B, ℎ* = 0.49).

The larger isosurface in (A) also contains the dark purple

isosurface and thus has high interior magnitudes. Using this description, (C,
the lowest magnitude and the magnitude increases from (C,
from (C,

ℎ* = 0.67)

to (E,

i.e.

large magnitudes (

ℎ* = 0.93).

ℎ* = 0.67)

has

ℎ* = 0.67) to (A, ℎ* = 0.10) and

In Figure 5-37, it can be seen that both cases have

dark purple isosurface). These observations along with Figure 5-28B

further support the trend that high

𝐶¯𝑃

coincides with large magnitudes in the time-averaged

spanwise velocity.

5.5.4 Summary
In summary, trends in the time-averaged velocity components provide useful information

¯𝑇 and
pertaining to time-averaged performance metrics (𝐶
averaged freestream velocity, that
circular jet.

𝐶¯𝑇

is optimized (

i.e.

𝐶¯𝑃 ).

It was shown, using time-

maximized) for cases with a central,

This claim seems to contradict Van Buren et al. [215] who postulate that a

quadfurcated jet is more efficient than a jet-like wake. The current results do not have a
truly quadfurcated wake because all but one case have a quadfurcated wake surrounding a
jet-like core. The one case (Figure 5-29E) that does not have a central jet-like wake has a
bifurcated wake surrounded by the quadfurcation. As such, the current results do not directly
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contradict the claim of Van Buren et al. [215] because there is not a truly quadfurcated wake
in the current data to compare to. The structure of the time-averaged freestream velocity jet
was more crucial than the core velocity magnitude because cases with non-circular jets and
very high velocity magnitudes had lower

𝐶¯𝑇

than the case with a circular jet even if the core

velocity magnitude was lower. It is hypothesized that if two cases both have central, circular
jets, then the case with higher core velocities will have higher a
transverse and spanwise time-averaged velocity, that

𝐶¯𝑃

low velocity magnitudes and narrow pairing widths.

𝐶¯𝑇 .

It was shown, using both

is optimized (

i.e.

minimized) with

Large magnitudes and wide pairing

widths are evidence of inefficiencies in the system.

5.6

Trailing-Edge Circulation

Circulation (Γ), as defined in Equation 2.6, is useful for describing the strength of a vortex.
Circulation is a vector in space (Γ

= [Γ𝑥 , Γ𝑦 , Γ𝑧 ])

and a scalar quantity when discussing the

strength of a vortex because the value of interest is

Γ·𝜆

where

𝜆

is the unit vector along

the axis of vortex rotation. In this section, the strength of the trailing-edge vortex (TEV)
is of interest and is perpendicular to the midspan plane.

𝜆 = [0, 0, 1]

and the strength is

Γ𝑧 .

As such, the axis of rotation is

The total spanwise oriented circulation is explored to

elucidate its relationship with propulsive performance.

5.6.1 Calculating Spanwise Circulation (Γ𝑧 )
+
The total signed spanwise circulation (Γ and

Γ− ) shed from the trailing-edge per half-cycle

was calculated using an area integral of spanwise vorticity (𝜔𝑧 ) above a threshold value of

|𝜔| > 𝜔𝑡ℎ = 1.0−1

(Section 2.2.1).

Figure 5-38 shows the method over the first half-cycle

where the top row shows contours of
of

𝜔𝑧 < 0

𝜔𝑧 > 0

(red, A–C) and the bottom row shows contours

(blue, D–F). The contour levels are

|𝜔𝑧 | = [4, 9, 16, 25, 36, 49]

with positive values

in red and negative values in blue. In the last column, (G) shows the full time-history of
both signed spanwise circulations and (H) shows the same data but with a half-cycle time
shift for

|Γ+ |

to show symmetry. The vertical dashed black lines represents the timing of

(A/D), (B,E), and (C/F).
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A

B

C

G

D

E

F

H

Figure 5-38:

Example for calculating total spanwise circulation (Γ𝑧 ) where A,D) are the

positive and negative vorticity field for
vorticity field for

𝑡/𝑇 = 0.12,

B,E) are the positive and negative

𝑡/𝑇 = 0.28, C,F) are the positive and negative vorticity field for 𝑡/𝑇 = 0.44,
𝑡/𝑇 = 0.5 offset of Γ+ to show symmetry.

G) is the history, and H) is the history with

Figures 5-38A–C will be used to illustrate the method used to calculate

|Γ+ |.

The time

history is shown in Figures 5-38G and H in red. In Figures 5-38A–C and Figures 5-38D–
F, the vertical dashed black line passes through the trailing-edge, the vertical dashed red
line passes through the point of maximum
through the point of minimum

𝜔𝑧

.

𝜔𝑧 ,

and the vertical dashed blue line passes

These lines were used to define the upstream and

downstreams edges of the integration area. The integration area was laterally bound by the
domain (𝑦

≈ ±1.2𝐿𝐶 ).

The upstream edge (left) was initially defined by the trailing-edge

(𝑇 𝐸𝑥 , vertical dashed black line in Figure 5-38A). The downstream edge (right) was initially
defined by the location of minimum

𝜔𝑧

(vertical dashed blue line). This was used as a proxy

to distinguish between circulation formed during the current cycle and the previous cycle.
This meant that any vorticity contours to the right of the vertical dashed blue lines and
to the left of the vertical dashed black line were not included in the area integral.

This

method continued for the next snapshot shown in Figure 5-38B. Negative vorticity had been
generated at the trailing-edge in Figure 5-38C. This signified the beginning of a new cycle
and so the vertical dashed blue line was then upstream of the maximum

𝜔𝑧 .

As such the

upstream boundary of the integration area was then bound by the blue line instead of the
trailing-edge.

The downstream boundary was then the downstream edge of the domain.

This method works because of the relatively short downstream extent of the domain. If the
domain extended further downstream, the original
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𝜔𝑧

minimum would have been kept to

A

B

ωth

Figure 5-39: Effects of the vorticity threshold (𝜔𝑡ℎ ) on the time-history of calculated circulation (|Γ|). A) current work and B) DeVoria and Ringuette [56, Fgure 3]
define the downstream boundary of the integration domain.
The method described above was also used for calculating the negative signed spanwise

−
circulation (|Γ |) as shown in Figure 5-38E–F. The only difference is that the role of the
vertical blue line is replaced by the vertical red line (opposite extremum of vorticity). The
resulting time history of spanwise circulation is shown in Figure 5-38G. A temporal offset of

𝑡/𝑇 = 0.5

was applied to

Γ+

to show symmetry between the two half cycles. In a perfectly

aligned experiment, these two lines would be directly on top of the each other.
The value of the vorticity threshold (𝜔𝑡ℎ ) is subjective and the effects are shown in Figure 5-39A. The first thing to note is that for

𝜔𝑡ℎ < 3m2 s−1 ,

there are significant differences

between the curves. This is a result of background noise and small-scale structures in the
flow that are not directly associated with the main vortex. Because of this,
to be

4.00m2 s−1

𝜔𝑡ℎ

was selected

so that the circulation calculation is less affected by noise and these small

structures. Similar trends were observed by DeVoria and Ringuette [56] for a rotating trapezoidal panel in a quiescent fluid (Figure 5-39B). Even though the magnitude is different for
each of the

𝜔𝑡ℎ

values, it is expected that trends between cases will remain the same as long

as the same threshold is used for all cases.

5.6.2 Midspan Circulation Trends
The total spanwise circulation shed per half-cycle along the midspan was used to understand
the relationship between circulation production and propulsive performance. The total spanwise circulation was determined to be the maximum value on the time history plot for each

+
−
case. The positive (Γ ) and negative (Γ ) curves are very similar (Figure 5-38H) and so the
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B

A

C

ℎ* and 𝜑 for trailing-edge
94.9 < 𝐴 > 102.2.

+
Figure 5-40: Maximum positive circulation (Γ𝑚𝑎𝑥 ) as a function of

50.1 < 𝐴 > 55.9,

amplitudes of A)

B)

73.7 < 𝐴 > 79.0,

and C)

positive circulation will be used to represent the circulation produced for a given half-cycle.
The total spanwise circulation was calculated for the

129

PIV cases that span the pa-

rameter space. There are three trailing-edge amplitude groups within these cases. The total
spanwise circulation was plotted as a function of

ℎ*

and

𝜑

in Figure 5-40 for each of the

three amplitude groups. The biological high-efficiency ridge is overlaid for reference (Section 4.1.2).

These figures show that efficiency is maximized when midspan circulation is

minimized.
This observation can be further broken down by plotting the total spanwise circulation
as a function of each of the three performance metrics. Figure 5-41A shows

Γ+

as function

¯𝑇 ) and colored by the heave-to-pitch ratio (ℎ* ). Here
of time-averaged coefficient of thrust (𝐶
we see that there is no obvious relationship between midspan spanwise circulation and thrust
production. The coloring does show that for a given amount of
increasing

ℎ* .

This is evidenced by the low

(left-side of the figure) while the larger

Γ+

the figure). Figure 5-41B shows

¯𝑃 ) and colored by
power (𝐶
value of

0.96.

ℎ* .

ℎ*

ℎ*

cases (blue) typically having low

cases (red) have higher

Γ+

as a function of

𝜂

while larger values (red) have larger

Recall that Froude efficiency can be defined as,
(Section 2.3.2).

𝑃𝑤𝑎𝑘𝑒 ∝ Γ

The current

𝐶¯𝑇

𝐶¯𝑃

𝐶¯𝑇

values

values (right-side of

as a function of the time-averaged coefficient of input

Γ

and

and colored by

obvious trends. The coloring shows a similar trends to that of

𝜂

the thrust is increased by

Here we see a linear trend between

Figure 5-41C shows

(blue) have lower

Γ,

𝐶¯𝑇

ℎ* .

𝐶¯𝑃

with an

𝑅2

Here we see no

where small values of

ℎ*

𝜂.

𝜂 = 𝐹𝑋 𝑈∞ /(𝐹𝑋 𝑈∞ + 𝑃𝑤𝑎𝑘𝑒 )

[96, 212]

observation and this definition of efficiency suggest that

where the energy required to generate the wake is proportional to the amount of
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A

B

C

+
Figure 5-41: Maximum positive circulation (Γ𝑚𝑎𝑥 ) scaled by A) time-averaged coefficient

¯𝑇 ), B) time-averaged coefficient of input power (𝐶¯𝑃 ), and C) quasi-propulsive
of thrust (𝐶
*
efficiency (𝜂 ). Each data point is colored by ℎ and the relative size is based on trailing-edge
amplitude,

𝐴.

circulation produced per half-cycle.

5.7

Summary

The time-varying three-dimensional wake surrounding this two degree-of-freedom fish platform can be divided into three regions. The first region surrounds the peduncle joint and
includes the interaction between the finlet vortex and the leading-edge vortex (FV-LEV interaction).

The size and strength of the FV was measured to be proportional to

so its effects on the FV-LEV interaction also increased with
amplitude,

ℎ*

ℎ* .

ℎ*

and

For a fixed trailing-edge

is proportional to maximum tail angle (𝜃𝑇 ) and so the evolution of the FV is

governed by the evolution of the tail angle. The FV-LEV interaction was characterized as
the FV twisting around the LEV as they both form, which lifts the LEV from the surface and
presumably reduces the associated surface suction. This interaction was found to be beneficial at preventing the production of negative thrust. The second region surrounds the caudal
fin and includes the forming LEV and FV after the initial FV-LEV interaction. A forming
LEV is hypothesized to be associated with significant surface suction based on analogies
with the literature on delta wings, insect wings, and canonical pitching and/or heaving foils.
Near the peduncle, the LEV and its associated surface suction are governed by the FV-LEV
interaction and by extension the evolution of the tail angle.

Near the spanwise tips, the

LEV and its associated surface suction are governed by the evolution of the caudal fin angle
and the lateral displacement of the trailing-edge. The evolution of the LEV was the most
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important flow field feature in the production of thrust and will be discussed in Chapter 6.
The third region is characterized by the large-scale deformation of the three-dimensional
vortex structures downstream of the trailing-edge.

Each spanwise structure is composed

of two like-signed vortex tubes twisted around each other such that spanwise flow is induce
within the stucture toward the midspan. The spanwise flow converges on the midspane plane
and results in vortex compression that significantly reduces the strength of the vortex tubes
along the midspan, which is referred to as wake breakdown.
Isosurfaces of the time-averaged velocity provide information regarding the organization of momentum that has been imparted to the fluid. Increased spanwise and transverse
momentum were shown to be wasted energy and resulted in lower efficiency.

Streamwise

momentum in excess of the freestream is a vestige of thrust production, and it was shown
that the organization of the excess streamwise momentum was more important than the
peak magnitude.
Spanwise circulation was calculated along the midspan plane in the wake of the caudal fin.
It was shown that the total spanwise circulation produced during the cycle is proportional
to the time-averaged coefficient of input power required.

This suggests that the energy

imparted to the fluid that does not result in thrust is contained in rotational energy.
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Chapter 6
Discussion
The preceding two chapters described the propulsive performance (Chapter 4) and the threedimensional vortex evolution (Chapter 5) in extensive detail. The current chapter is devoted
to making connections between the flow field and thrust production. Section 6.1 highlights
several key features of the flow field and discusses how they relate to thrust production.
Section 6.2 discusses the
regions.

𝜑–ℎ*

space from a big picture perspective and divides it into five

Each region is then discussed in Section 6.3–6.5 where flow field examples are

compared with scaled thrust curves to make hypothesis about the physical mechanisms that
are responsible for thrust production.

6.1

Important Features

6.1.1 Pressure/Suction Sides
Throughout this dissertation the two sides of the caudal fin have been differentiated as the
pressure side and the suction side. For all discussions within this dissertation, the first halfcycle is used to describe the flow field.
the positive amplitude extreme (𝑦

During this half-cycle, the trailing-edge begins at

= 𝐴/2

mm) and moves in the negative

𝑦

direction. This

motion will be described as the caudal fin moving into the page because the default view will
be looking at the positive

𝑦

side of the caudal fin. This side of the caudal fin is called the

suction side because in canonical unsteady aerodynamics the surface pressure on this side
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is typically less than zero (

i.e.

suction). The opposite side of the caudal fin is the pressure

side because the surface pressure is typically greater than zero.

In other literature, the

pressure/suction sides may be referred to as the windward/leeward or advancing/retreating
sides.

6.1.2 Major Vortices
The near-wake is dominated by three major vortices. First, the trailing-edge vortex (TEV)
forms along the vertical trailing-edge (TE) of the caudal fin. This occurs as fluid flows from
one side to the other such that a shear layer is formed and subsequently rolls up into a
vortex. The flow around an edge is a result of a pressure differential across the edge where
the pressure is balanced by mass transport. Three examples are shown in Figure 6-1 where
the vertical red isosurfaces are TEV’s.

A comprehensive description of the TEV and its

evolution throughout the cycle was presented in Section 5.4
Second, the leading-edge vortex (LEV) forms along the swept leading-edge (LE) of the
caudal fin.

This vortex occurs as a result of the same mechanism described for the TEV

i.e.

except that it’s the LE instead of the TE. With a relatively uniform upstream flow (
upstream body or an upstream body with

ℎ* = 0),

no

the LEV will form into a conical shape

with the narrow end at the peduncle and the wide end near the spanwise tip of the caudal
fin. The narrow end intersects with the surface of the caudal fin (core-surface intersection
point) near the peduncle and this acts as an anchor for the LEV (green circle in Figure 6-1A).
The conical shape is very similar to the LEV that forms on a delta wing aircraft in steady
flow. An example of this basic form of an LEV (blue isosurface along the LE) is shown in
Figure 6-1A for case 330 at

𝑡/𝑇 = 0.28.

A comprehensive description of the LEV and it’s

evolution throughout the cycle was presented in Section 5.2
Third, the finlet vortex (FV) forms along the top and bottom edges of the peduncle
finlets. This vortex occurs as a result of the same mechanism described for the TEV except
that it’s the top/bottom edge of the finlet instead of the TE. The edge of the finlet is
horizontal and so the FV is initially formed such that the axis of rotation is horizontal and
aligned with the tail section.

i.e.

(

It was shown in Section 5.1.3 that the strength of the FV

circulation contained within the vortex) is proportional to the tail angle (𝜃𝑇 ). For a
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A

LEV

B

LEV
FV

TEV

C

LEV
FV

TEV

Figure 6-1: Examples of FV-LEV interactions at

𝑡/𝑇 = 0.28:

TEV
A) case 330, B) case 366, and

c) case 392.

fixed trailing-edge amplitude, this corresponds to a proportional relationship with
larger

𝜃𝑇

is equivalent to larger

ℎ*

ℎ*

where

and a stronger FV. Without the caudal fin, the FV would

quickly become aligned with the freestream. However with the caudal fin present, an LEV
forms such that the FV is deformed by the LEV and can be described using Biot-Savart
law.

Two examples of the FV are shown in Figure 6-1B and C where the two horizontal

vortices on the right-hand side are the FV’s. A comprehensive description of the FV and
it’s evolution throughout the cycle was presented in Section 5.1

6.1.3 FV-LEV Interaction
One of the most important results of this dissertation involves the complex interaction between the FV and LEV that begins near the peduncle. In general, there are two different
interactions that can occur. First, the LEV may deform the FV (per Biot-Savart law) such
that it bends away from the midspan and intersects the surface of the caudal fin. An example
of this interaction is shown in Figure 6-1B. In this example, the LEV remains along the LE
with the FV passing nearby, curving up/down, and intersecting the surface. Note that the
LEV remains relatively close to the surface and looks very similar to the LEV in Figure 6-1A.
The formation of the FV does move the LEV-surface intersection (green circle) along the LE
toward the spanwise tip. A second more common example is shown in Figure 6-1C where
the LEV is strong enough that it bends the FV up/down until it is twisted around the LEV.
The twisting of the FV and the LEV causes the LEV to lift off the surface near the peduncle.
Recall that the LEV is anchored to the caudal fin at the peduncle in cases where there is
no FV. The now-lifted LEV results in the rest of the LEV residing further from the surface.
This can be seen in Figure 6-1C where the LEV appears to be further from the LE. All three
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cases are shown at the same time instance of

𝑡/𝑇 = 0.28.

A comprehensive description of

the FV-LEV interaction was presented in Section 5.1 and 5.2.

6.1.4 Relation to Surface Pressure
Many of the arguments in this section are based on average pressure differences across the
peduncle/finlets and caudal fin. However, experimental pressure data is nearly impossible
to collect and this dissertation does not include pressure measurements.

Because of this,

several analogies will be made based on delta wing, insect wing, and vortex ring literature.
A comprehensive description of the theoretical relationship between an LEV and surface
pressure was presented in 5.2.7.

This section showed that an LEV that is forming close

to a surface will strongly affect the surface pressure below the vortex.

This interaction

will be called LEV suction, and the magnitude of this suction will increase if the LEV is
stronger or closer to the surface. Once the LEV has detached, shed, or separated from the
surface; the LEV suction is drastically reduced such that the surface pressure approaches
ambient pressure. There is no exact, objective definition of a detached vortex that is agreed
upon within the literature. For the purposes of the current work, the LEV will merely be
described by its strength and distance from the surface in comparison with other cases. The
comparative strength of a vortex will be determined as a combination of the
a closed

𝑄

contour and the relative area of the contour. This means that two vortices with

similar areas but the first has larger values of

𝑄

within the contour, then the first vortex is

said to be stronger. Alternatively, if two vortices have similar
closed

𝑄

𝑄 values within

𝑄

contour values inside the

contour but the first has a larger area, then the first vortex is said to be stronger.

This method is crude, but calculating the circulation of a complex three-dimensional vortex
is difficult and sensitive to calculation parameters. Due to time constraints, the circulation
was not calculated for every vortical structure but rather the described method was used to
compare vortex strengths.
The FV-LEV interaction was previoulr described and characterized as the FV twisting
around the LEV near the peduncle and lifting the LEV from the surface near the peduncle.
This lifting has two effects on the surface pressure. First, the lifting of the LEV increases
the distance between the LEV core and the surface and thus decreases the magnitude of
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the LEV suction. Second, the lifted LEV near the peduncle now pulls the remainder of the
LEV further from the surface and thus decreasing the LEV suction for the remainder of the
LEV. This can be seen by comparing the LEVs in Figure 6-1A, B, and C. The LEV in (C)
is significantly further from the surface.
Section 2.5.3 described the flow field, lift forces, and surface pressure for a flat plate
translating with a constant angle of incident.

This included a description of a large low

pressure region (suction) along the posterior end of the plate while the TEV is being formed.
The magnitude of the suction drastically reduces to near ambient values as soon as the TEV
is shed from the trailing-edge (TE). The area of suction is said to be maintained by the TEV
and will be referred to as TE suction.

6.1.5 Vortex Ring Analogy
An example of a vortex ring impinging on a flat surface was described in Section 5.1.5 where
a high surface pressure is established along the central axis of the vortex ring. The surface
directly below the vortex, as it approaches the surface, does not exhibit the LEV suction
described above. It rather acts as a pressure boundary where the surface pressure on the
outside of the vortex is slightly negative with a steep gradient under the vortex ring to the
high pressure inside the ring. The pressure is relieved by an increase in area as the diameter
of the vortex ring increases.

Taking a vertical slice of this example, we see two counter

rotating point vortices where the induced flow between them is directed toward the surface
(Biot-Savart law). This can then be extended to two parallel vortex tubes approaching a
surface, which can be extended to the finlets and/or caudal fin approaching the paired FVs.
Using this analogy, a high pressure zone is established between the FV as the tail and caudal
fin approach them. Additionally, the high pressure is prevented from being relieved under
the FV similar to the vortex ring example. The FV are also prevented from moving apart
to relieve the pressure because they are initially anchored to the finlets and the freestream
constantly pushes FV to be horizontal.

The paired FV are finally allowed to move apart

and relieve the pressure when the LE cuts through the FV and thus breaks its anchor to
the finlet. This analogy and description will be clarified with an example. This mechanism
makes the pressure side of the caudal fin extremely important in thrust production under
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A

B

Figure 6-2: Schematic showing an A) adverse
suction side pressure,

𝑃𝑃

𝜃𝐶

and a B) favorable

is the pressure side pressure, and

Δ𝑃

𝜃𝐶

where

𝑃𝑆

is the

is the magnitude of the

average pressure differential across the caudal fin.

certain conditions.

6.1.6 Favorable/Adverse Angles
The last feature to be discussed is the classification of a favorable vs adverse angle, which will
typically be used to reference the caudal fin angle but may be used to describe the tail angle.
Figure 6-2 shows two time instances for a caudal fin that is moving from top to bottom. The
top surface is the suction side and the bottom surface is the pressure side with an average
pressure distributions of

Δ𝑃 = 𝑃𝑆 + 𝑃𝑃 .

If

𝑃𝑆

and

𝑃𝑃 ,

respectively. Let the average pressure differential be

Δ𝑃 > 0 and 𝜃𝐶 > 0,

then the pressure force is inclined such that positive

thrust is produced (Figure 6-2A). This combination of pressure and caudal fin angle is called
favorable

𝜃𝐶

conditions. If

Δ𝑃 > 0

and

𝜃𝐶 < 0,

then the pressure force is inclined such that

negative thrust is produced (Figure 6-2B). This combination of pressure and caudal fin angle
is called adverse

𝜃𝐶

conditions. Note that the use of these descriptions requires knowledge of

exact pressure differences across the caudal fin, which are not available. All future uses will
include arguments to justify the predicted pressure difference based on theoretical analogies.

6.2

Regions of the 𝜑–ℎ* Space

The shape of the thrust curves was found to be independent of trailing-edge amplitude
(𝐴) and thus it was possible to simplify the entire parameter space to the two remaining

*
kinematic parameters (Section 4.3): heave-to-pitch ratio (ℎ ) and phase offset (𝜑). The
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𝜑–ℎ*

space will be summarized for a small range of trailing-edge amplitudes (73
The parameter space spans

29

covered by

0.10 < ℎ* < 0.95

planar PIV cases and

11

and

23∘ < 𝜑 < 136∘ .

< 𝐴 < 78

1

mm ).

The parameter space was

full volume PIV cases. Figures 6-3 – 6-15 present

several pieces of information about each case. Each of these figures is divided into a grid with

7 rows representing cases from bottom to top with ℎ* ≈ [0.10, 0.30, 0.52, 0.60, 0.72, 0.82, 0.95]
and

8 columns with cases from left to right with 𝜑 ≈ [30∘ , 60∘ , 85∘ , 95∘ , 105∘ , 115∘ , 125∘ , 135∘ ].

Not all combinations have a corresponding flow field case so

16

of the

56

spaces are empty.

The green circle in the upper-left corner of a space means that this is a full volume PIV case.
Otherwise the data shown is for a planar PIV case. Note that 3D
from full volume PIV cases while only 2D

𝑄

𝑄

values was available

values were available from the planar PIV

cases. This will effect the size and magnitude of the vortex structures when the vortex is
not perpendicular to the plane. This occurs for almost every FV, LEV, and vortex bundle
near the spanwise tips (70 mm plane). The TEV is the only vortex that is approximately
perpendicular to the planes shown.
Figure 6-3 presents the scaled normalized thrust (normalization is described in Sec-

^𝑥 ) for the
In each subfigure, the black curve is the scaled normalized thrust (𝐹

tion 4.3).

kinematic group that the case belongs and the shaded gray area is
There is no thrust curve for

6

𝜇±𝜎

for each time step.

of the planar PIV cases which signifies that the kinematic pa-

rameters did not align well with a group and therefore that case does not have an associated
scaled thrust curve. The horizontal black line represents

𝐹^𝑥 = 0

such that thrust is being

^𝑥 ) is above the horizontal black line and drag is being
produced when the black curve (𝐹
produced (

i.e.

lines are at
and

0.20.

negative thrust) when it is below. The vertical dashed red, blue, and green

𝑡/𝑇 = 0.08, 0.13,

The

𝑡/𝑇 = 0.13

and

0.20,

respectively. Flow field data is shown for

𝑡/𝑇 = 0.08

represents the thrust peak timing for pure pitching cases as dis-

cussed in Section 4.2.4 and is used here as a reference that divides the early branch thrust
peaks and the late branch thrust peaks. The vertical dashed black line is at

𝜃𝐶 = 0∘ .

Note

that the dashed black line is at a different non-dimensional time for each case. Figure 6-4
presents the actual kinematic parameters (𝐴,

ℎ* ,

1 Case

and

𝜑)

for the planar or full volume PIV

460 has 𝐴 = 84.8 but is included in the group because it was a volume case that ended up having
an actual 𝐴 value that was larger than the prescribed value.
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case for each cell and the average efficiency for the kinematic group (𝜂
¯

= 𝜇 ± 𝜎 ).

The case

number and group number (in parentheses) are shown for reference. If the group number
is zero then it does not have an assigned group and therefore does not have a scaled thrust
curve or averaged efficiency.
The flow field for each case is presented in a series of
case,

11

figures. For each planar PIV

𝑄 contours are shown for 𝑡/𝑇 = 0.08 on the 35 mm plane (Figure 6-5) and 70 mm plane

(Figure 6-6);
as well as for

𝑡/𝑇 = 0.20
𝜃𝐶 = 0∘

on the

on the

35

35

mm plane (Figure 6-7) and

mm plane (Figure 6-9) and

For each full volume PIV case, the suction side (positive
shown for

𝑡/𝑇 = 0.08

well as the pressure side (negative
(Figure 6-14),

𝑡/𝑇 = 0.20

(Figure 6-11),

𝑦

70

𝑄 = 20

mm plane (Figure 6-8);

mm plane (Figure 6-10).

side) of the

(Figure 6-12), and

side) of the

𝑡/𝑇 = 0.20 (Figure 6-15).

𝑦

70

𝑄 = 20

𝜃𝐶 = 0∘

isosurface is

(Figure 6-13) as

isosurface is shown for

𝑡/𝑇 = 0.08

The full volume PIV cases give the reader a glimpse

into the entire flow field and the planar PIV cases allow for an extension of the features to
the remainder of the

𝜑–ℎ*

space.

Note that the full volume PIV figures have a reduced

number of rows and columns. This is to reduce the amount of white space and increase the
size of each subfigure. A sequence of planar PIV snapshots on the

0, 35,

and

70

mm planes

along with a sequence of full volume PIV snapshots for the suction side and pressure side
are presented in Appendix D (0.00
Each case in the

𝜑–ℎ*

< 𝑡/𝑇 < 0.64).

space will not be discussed individually but rather general regions

in the space are discussed. Let us first place pure pitching and pure heaving kinematics in
the space (Figure 6-16A). Recall that pure pitch is defined as

ℎ* = 0

while

𝜑

is not defined

because there is no tail motion. This places pure pitching kinematics along the entire bottom
edge. Recall that pure heaving is defined as

ℎ* = 1.00

and

𝜑 = 0∘ .

This places pure heaving

kinematics in the upper-left corner. Note that the entire upper-left corner is marked with
‘ ??’ to depict the region where no PIV or performance cases exist. The trends in this region
are unknown and educated guesses are used to infer relevant dynamics.
Let us now overlay the general timing of the thrust peaks as discussed in Section 4.2.4
(early and late branch).
peaks occurred at

*
Recall that for approximately pure pitching (ℎ

𝑡/𝑇 ≈ 0.13.

peak, and the region in the

≈ 0)

the thrust

For the current chapter, this will be referred to as the ‘Middle’

𝜑–ℎ*

space where this applies is marked as such along the bottom
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^𝑥 , black line) as a function of non-dimensional
Figure 6-3: Scaled thrust curves by group (𝐹
time (𝑡/𝑇 ) where the red, blue, and green dashed lines are
∘
dashed line is the timing of 𝜃𝐶 = 0 for each case.
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𝑡/𝑇 = [0.08, 0.13, 0.20], and black

Figure 6-4: Shows the case number (group number), kinematic parameters (𝐴,
and the time-averaged performance values

¯𝑇 , 𝐶¯𝑃 ,
(𝐶
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and

𝜂 ).

ℎ* ,

and

𝜑),

Figure 6-5:

𝑡/𝑇 ≈ 0.08 (35

mm plane): Contour plot of

195

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure 6-6:

𝑡/𝑇 ≈ 0.08 (70

mm plane): Contour plot of

196

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure 6-7:

𝑡/𝑇 ≈ 0.20 (35

mm plane): Contour plot of
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𝑄 = [20, 100, 200, 400, 700, 1100].

Figure 6-8:

𝑡/𝑇 ≈ 0.20 (70

mm plane): Contour plot of

198

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure 6-9:

𝜃𝐶 = 0∘ (35

mm plane): Contour plot of

199

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure 6-10:

𝜃𝐶 = 0∘ (70

mm plane): Contour plot of

200

𝑄 = [20, 100, 200, 400, 700, 1100].

z

x
y
Figure 6-11:

𝑡/𝑇 ≈ 0.08

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
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z

x
y
Figure 6-12:

𝑡/𝑇 ≈ 0.20

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
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z

x
y
Figure 6-13:

𝜃𝐶 = 0∘

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity (𝜔𝑧 )

where positive values are red and negative values are blue.
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x
y

z
Figure 6-14:

𝑡/𝑇 ≈ 0.08

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
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x
y

z
Figure 6-15:

𝑡/𝑇 ≈ 0.20

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
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A

B

Figure 6-16: Abstractions of the

𝜑–ℎ*

space where: A) shows the timing of single and double

thrust peaks; and B) shows the six regions of interest.

edge of Figure 6-16A and as the vertical dashed blue line acting as a reference in Figure 6-3.
Thrust peaks that move earlier in the cycle as

ℎ*

increases are on the early branch. These

cases are in the upper-left triangular region marked as ‘Early’ in Figure 6-16A. Thrust peaks
that move later in the cycle as

ℎ*

increases are on the late branch. These cases are in the

lower-right triangular region marked as ‘Late’ in Figure 6-16A. Finally, it was discussed in
Section 4.2.4 that two thrust peaks occurred within a single half-cycle for a select group of
kinematic parameters. These are referred to as having a ‘Double Peak’ and they exist in an
oval region in the upper-right of Figure 6-16A.
The shape of the thrust curves, the timing and magnitude of thrust peaks, and the
corresponding flow fields will be discussed for five regions in the

𝜑–ℎ*

space. Each region

is marked in Figure 6-16B. The first and second regions are characterized by quarter-cycle

i.e.

intervals (

half of a half-cycle) of negative thrust while the remainder of the

𝜑–ℎ*

space

has minimal negative thrust being produced during the cycle. The shading in these regions
represents the relative magnitude of the negative thrust where darker means more negative
thrust and lighter means less negative thrust. In both regions, the amount of negative thrust
decreases with

ℎ* .

Both regions are discussed in Section 6.3. The third and fourth regions

are characterized by an sharp early peak that quickly drops off to approximately zero thrust
for a quarter-cycle. Both regions are discussed in Section 6.4. The fifth and final region is
an oval region that encompasses the biological high-efficiency ridge (Section 4.1.2), contains
all cases with

𝜂 > 18%,

and contains all double thrust peak cases. This region is discussed

in Section 6.5. The relationship between the flow field physics and the production of thrust
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for each of these regions is discussed in the following sections.
The flow field around the tail, peduncle, and caudal fin is complex and involves multiple
significant vortices. Because of this, it is generally difficult to make robust direct connections
between the flow field and the thrust performance. Region 1 is unique in that only the LEV
was present along the caudal fin because the FV was not significant for

ℎ* < 0.35,

which

makes it easier to provide direct connections between the flow field and the thrust production.
For regions 2 though 5, several possible explanations will be presented to help explain the
relationship between the thrust production and the flow field. The actual explanation is most
likely a combination of the proposed ideas and other mechanisms that were not quantified.

6.3

Regions of Negative Thrust (1 and 2)

The first two regions exist along the bottom edge (1,
edge (2,

𝜑 > 130∘ )

of the

𝜑–ℎ*

ℎ* < 0.35)

and along the right-hand

space. Figures 6-3–6-15 show region 1 outlined in red and

region 2 outlined in orange. Note that none of the full volume PIV cases exist in region 2.
These regions are similar in that they produce substantial negative thrust (

i.e.

drag) for

approximately a quarter of the cycle (Figures 6-3). The cases in the remainder of the

𝜑–ℎ*

space may and may not have short intervals of time where small amounts of negative thrust
are being produced, but the magnitudes are much smaller. Region 1 and 2 are different in
the timing of thrust peaks as well as several flow field features.

6.3.1 Region 1 (ℎ* < 0.35)
The approximately pure pitching case (330:

ℎ* = 0.10

and

𝜑 = 85∘ )

within region 1 and is shown along the bottom row and in the
that as

ℎ* → 0,

is the clearest example

𝜑 = 105∘

column.

Recall

the tail angle (𝜃𝑇 ) also approaches zero which has two consequences: 1)

is hard to accurately determine because of mechanical slop/noise and 2)

𝜑

𝜑

has little affect

on the kinematics. The second consequence means that this case would fit into any of the
spaces in the bottom row, but it was placed in the

𝜑 = 105∘

column because it has been

compared with the other volume cases in this column for the entirety of this dissertation.
Figure 6-17 presents the scaled thrust (Figure 6-17A,
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𝐹^𝑥 ),

kinematic angles (Figure 6-17B,

t/T = 0.00

t/T = 0.12

t/T = 0.20

t/T = 0.36

A

C:S

D:S

E:S

F:S

B

C:P

D:P

E:P

F:P

^𝑥 ), B) kinematic angles (𝜃𝑇
Figure 6-17: Region 1 example (Case 330): A) scaled thrust (𝐹
and

𝜃𝐶 ),

C)

𝑡/𝑇 = 0.00,

D)

𝑡/𝑇 = 0.12,

E)

𝑡/𝑇 = 0.20,

and F)

𝑡/𝑇 = 0.36

where the top

row is the suction side (S) and the bottom row is the pressure side (P) of the caudal fin.

𝜃𝑇

and

𝜃𝐶 ),

and the suction(S)/pressure(P) sides of the caudal fin for four snapshots of the

full volume flow field (Figure 6-17C–F). In Figure 6-17A and B the vertical blue lines mark
the time when

𝜃𝐶 = 0

and the four vertical black dashed lines mark the timing of the four

flow field snapshots. The caudal fin motion will be referenced using the suction side (

i.e.

top row) for the purposes of this discussion. This means that the caudal fin moving into the
page corresponds to it moving in the negative

𝑦

direction. This motion corresponds to the

caudal fin moving out of the page for views of the pressure side (

i.e.

bottom row).

The discussion begins at the beginning of the first half-cycle when the TE is at the
positive amplitude extremum (𝑡/𝑇

= 0.00).

At this instance in the cycle,

𝐹^𝑥 ≈ 0

and

𝜃𝐶

is

close to its largest angle (Figure 6-17A and B). Figure 6-17C shows the suction (C:S) and
pressure (C:P) sides of the caudal fin. The flow field shows that a large straight LEV exists
on the pressure side (C:P) and there are no vortices on the suction side (C:S). Note that
the pressure side LEV was generated during the previous half-cycle (0.50
and persists near the caudal fin into the current half-cycle (0.00

≤ 𝑡/𝑇 < 1.00)

≤ 𝑡/𝑇 < 0.50).

Recall

from Section 6.1.2 that the LEV is anchored to the caudal fin near the peduncle where the
LEV intersects the surface. The anchor prevents the LEV from being advected downstream
by the freestream once it sheds from the leading-edge (LE). We can tell that the LEV is
not providing significant suction because
conditions and thus produce drag.

𝜃𝐶 > 0

and LEV suction would create adverse

𝜃𝐶

The data shows that the thrust is approximately zero

at this time instance. Because of this, we can infer that
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¯ ≈ 0.
Δ𝑃

The suction side has an

average pressure that is zero or slightly positive because the caudal fin is angled toward the
incoming freestream and has no visible vortices. Combined, we can thus infer that the LEV
suction is minimal.
Between

𝑡/𝑇 = 0.00 and 0.12,

the caudal fin begins to accelerate into the page. The flow

field for the last snapshot in this time interval is shown in Figure 6-17D. During this time
interval, the thrust increases to almost its peak value.

The flow field reveals that only a

small amount of vorticity has been generated near the tips on the suction side (D:S) while
the LEV on the pressure side (D:P) remains coherent and anchored at the peduncle. Taking

i.e.

a vertical slice of the flow field, we would see a surface (
counter-rotating vortices (

i.e.

caudal fin) moving towards two

top and bottom previous LEV). This can also be viewed as two

counter-rotating vortices moving towards a stationary surface if we use a caudal fin frame
of reference. An analogy has been made between this scenario and a vortex ring impinging
on a flat surface as discussed in Section 6.1.5.

This analogy leads us to infer two things:

1) a high-pressure region develops on the surface between the two vortices and 2) the two
vortices act as a pressure boundary that prevent the high-pressure region from being relieved
to outside the LEVs. These two features can explain the thrust production during this time
interval and the lack of a suction side LEV.
The first feature implies that a high-pressure region develops on the pressure side between
the two previously generated LEVs. The caudal fin angle is greater than zero until

𝑡/𝑇 ≈ 0.25

and so increased pressure on the pressure side is advantageous to thrust production (favorable

𝜃𝐶 ).

The flow field shows that an LEV has only recently formed at the spanwise tips due

to its small size. The lack of an LEV means that there was no LEV suction on the suction
side. Together, these suggest that the thrust produced between

𝑡/𝑇 = 0.00

and

0.12

is a

result of high-pressure on the pressure side as the caudal fin moves against the previously
generated LEVs.

This explanation is supported by the numerical simulation of a purely

pitched trapezoidal panel by Bode-Oke et al. [29]. They showed that at the time of maximum
thrust production the pressure related force is maximum in the center of a panel.
The second feature says that the pressure between the previously generated LEVs and
the LE is approximately ambient or slightly negative.

This lack of high pressure on the

pressure side means that fluid does not flow around the LE and an LEV will not form on the
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suction side. The flow field confirms this hypothesis because a suction side LEV does not

i.e.

exist (Figure 6-17D:S). The high-pressure on the pressure side (
lack of suction on the suction side (
between

𝑡/𝑇 = 0.00

and

0.12

i.e.

vortex ring analogy) and

no LEV suction) suggest that the thrust produced

is a result of high-pressure on the pressure side as the caudal

fin moves against the previously generated LEV’s.
The second feature from the vortex ring analogy tells us that the pressure between the
LEVs is high and the pressure outside the LEVs is close to ambient or slightly negtive. This
suggests that the pressure difference across the LE is close to zero and thus fluid does not
flow from the pressure side to the suction side. No flow across the LE means that no vorticity
is generated and an LEV does not form on the suction side. This is supported by the flow
field in Figure 6-17D:S. The small LEV near the tip was only just created and no vorticity
was present at the LE for

0.00 < 𝑡/𝑇 < 0.08.

The caudal fin continues to move into the page during the next time interval between

𝑡/𝑇 = 0.12

and

0.20.

The flow field for the last snapshot in this time interval is shown in

Figure 6-17E. Here was see that the suction side LEV (E:S, current LEV) has grown in size
and strength while the pressure side LEV (E:P, previous LEV) has lost coherence and is no
longer anchored at the peduncle. During this time interval, the thrust achieves its maximum
value (𝑡/𝑇

≈ 0.135)

and has subsequently decreased to approximately half of the maximum

value.
It is thought that two mechanisms contribute to the increase and then decrease in thrust.
First, the caudal fin angle is continuously decreasing which leads to a decrease in thrust
for the same pressure difference across the caudal fin because
thought that after the initial change in direction between

𝐹𝑥 = Δ𝑃 (𝑆𝑃 ) sin(𝜃𝐶 ).

𝑡/𝑇 = 0.00

and

0.08,

It is

the pressure

difference cannot overcome the reduction in angle. This corresponds to the inflection point
of the thrust curve at

𝑡/𝑇 = 0.08.

Second, the pressure side LEV begins to diffuse and

it disconnects from the caudal fin between

𝑡/𝑇 = 0.16

and

0.20.

The detached and less

coherent LEV can be seen in Figure 6-17E:P. This contributes to the pressure being relieved
toward the LE on the pressure side and subsequent growth of the suction side LEV.
The caudal fin accelerates to its maximum lateral velocity at

𝑡/𝑇 ≈ 0.25

(vertical blue line in Figure 6-17A and B). This corresponds with
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𝐹^𝑋 ≈ 0.

when

𝜃𝐶 = 0∘

Thrust cannot

be produced as a result of a pressure difference across the caudal fin when
pressure acts perpendicular to the surface.
before

𝑡/𝑇 ≈ 0.25 is pressure related.

𝜃𝐶 = 0∘

because

This suggests that the thrust generated just

Pitt Ford and Babinsky [170, pg. 30] stated that, “the

reaction force on account of added mass acts in a direction that is normal to the plate,” while
investigating the lift of a translating flat plate. The current thrust production is therefore a
result of added-mass effects.
Between

𝑡/𝑇 ≈ 0.25

and

0.36,

the caudal fin decelerates as it moves into the page.

During this time, the suction side LEV remains coherent and relatively close to the surface.
The close proximity corresponds to surface suction though not as strong as a forming LEV
that is significantly closer to the surface.

The caudal fin angle is now negative during a

time with significant suction on the suction side. This corresponds to adverse

𝜃𝐶

conditions

and results in drag. The LEV remaining close to the surface accounts for the drag being
produced between

𝑡/𝑇 ≈ 0.25 and 0.50.

The magnitude of the drag is smaller than the thrust

magnitude because the LEV is further from the surface and thus results in less suction on
the surface.
These mechanisms can be extended to the other cases in region 1 (red outline in Figure 63). For all of the cases in this region, it was observed for the first half-cycle that:

1.

𝐹^𝑥 ≈ 0

when

𝜃𝐶 = 0

(vertical dashed black line)

2. significant negative thrust is produced when

𝜃𝐶 < 0∘

3. the magnitude of the negative thrust decreases with increasing

4. for

ℎ* ≈ 0.30,

ℎ*

(bottom to top)

the magnitude of the negative thrust increases with increasing

𝜑

(left to

the magnitude of the positive thrust increases with increasing

𝜑

(left to

right)

5. for

ℎ* ≈ 0.30,

right)

The first observation suggests that this entire region is governed by added-mass effects. It
is postulated that the second observation is a result of the suction side LEV remaining near
the caudal fin surface during the subsequent half-cycle. Figures 6-9 and 6-10 show the
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35

and

70

𝜃𝐶 = 0.

mm planes for the snapshot nearest to the time when

These figures show

that a strong LEV exists near the surface. It is hypothesized that these remain close to the
surface and result in drag for the remainder of the half-cycle.
be explained by comparing the two cases in this region in the

The third observation can

𝜑 = 105∘

column. The LEV

in the top case (case 348) is further from the surface than the bottom case (case 330) in
Figure 6-10. The fourth and fifth observations are due to similar mechanisms and can be
explained using caudal fin kinematics. First, the flow fields as shown in Figures 6-9 and 6-10
are nearly identical which suggests that it is not a result of different fluid mechanisms. What
does change is the maximum caudal fin angle. For fixed
figures), the maximum caudal fin angle increases with

ℎ*

and

𝐴 values (e.g.

𝜑 (Figure B-5).

time history of the surface pressure is relatively similar for these

6

a row in these

If we assume that the

cases because the flow

fields are similar, then the comparative thrust, both positive and negative, is proportional
to caudal fin angle. Thus, the cases with larger caudal fin angles will produce higher peaks
and lower valleys which is consistent with observations four and five.

6.3.2 Region 2 (𝜑 < 130∘)
The second region includes cases with

ℎ* > 0.35

and

𝜑 > 130∘

(orange outline in Figures 6-

3–6-15). These cases will produce a finlet vortex (FV) with circulation proportional to

ℎ* .

As such, the complexity of the flow field increases because the FV and LEV exist near the
caudal fin. A full volume PIV case does not exist within this region and so the planar PIV
cases will be exclusively used to represent the flow field.
terms of observations and trends to show how

ℎ*

This region will be discussed in

affects the thrust curve in this region. For

all of the cases in region 2, it was observed that:
1. significant negative thrust was being produced

2.

𝐹^𝑥 ̸= 0

when

𝜃𝐶 = 0

(vertical dashed black line)

3. the large negative thrust valley after

𝜃𝐶 = 0

goes away

4. the magnitude of negative thrust decreases with increasing

5. the magnitude of positive thrust decreases with increasing
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ℎ*
ℎ*

(bottom to top)

(bottom to top)

6.

𝑡𝑝

increases with increasing

ℎ*

(bottom to top)

The first observation simply recognizes that these cases are distinct from the lower

𝜑

cases because they produce a significant amount of negative thrust during the cycle. The
mechanism for producing negative thust is the same as region 1, in that the suction side

i.e.

LEV (

LEV from the current half-cycle) persists near the caudal fin creating adverse

conditions. The second observation states that

𝐹^𝑥 ̸= 0

line in Figure 6-3). It was shown in region 1 that

when

𝐹^𝑥 = 0

𝜃𝐶 = 0

when

𝜃𝐶

(vertical dashed black

𝜃𝐶 = 0.

The thrust at this

time would be perpendicular to the surface and therefore assumed to be caused by addedmass effects. The current region has

𝐹^𝑥 > 0

when

𝜃𝐶 = 0

which suggests that this thrust is

not caused by added-mass effects but rather by circulatory effects. This is based on the idea
proposed by Wagner [227] and Theodorsen [204] that thrust from a pitching and/or heaving
foil can be decomposed into circulatory and non-circulatory (

i.e.

added-mass) effects.

The third observation notes that there is a general shape change between the negative
thrust curve produced by region 1 cases and those produced by region 2 cases (Figure 6-18).

′
In region 1 (red curves), the thrust drops to a low valley (𝑡 /𝑇
′
near zero (𝑡 /𝑇
half-cycle (𝑡

′

≈ 0.35)

/𝑇 ≈ 0.38).

≈ 0.35)

then increases to

and levels out before sharply increasing at the beginning of the next
In region 2 (orange curves), the thrust does not have the deep valley

but rather a short flat region before quickly dipping (𝑡

′
(𝑡 /𝑇

≈ 0.20)

′

/𝑇 ≈ 0.28)

then rising to near zero

and leveling out before sharply rising at the beginning of the next half-cycle.

This shape change is thought to be a result of the increasing size of the FV with increasing

ℎ* .

ℎ*

such that

values. The third row in Figure 6-12 (fixed

ℎ* ≈ 0.72)

Section 5.1.3 showed that the circulation of the FV is proportional to

the FV will be stronger for larger

ℎ*

shows that the FV extends further downstream with increasing

𝜑 ≈ 105∘

and

125∘

𝜑.

It also shows that between

the FV no longer wraps around the LEV but rather intersects the caudal

fin. The core-surface intersection point of the LEV is pushed toward the spanwise tip such
that it is above the

35

mm plane and is not visible in Figures 6-5 and 6-7. This essentially

breaks the LEV anchor to the peduncle and reduces the total LEV suction by reducing the
area and causing the LEV to be more perpendicular to the surface. When the angle between
the LEV and the surface increases (

i.e.

becoming more perpendicular) the distance between

the LEV and the surface increases and thus the LEV suction also decrease. These can be
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Figure 6-18: Normalized group thrust showing the shape change between region 1 (red) and
*
2 (orange) with increasing ℎ .

extended to larger
(the

𝜑

𝜑

values to say that the FV does not twist around the LEV for

𝜑 ≈ 135∘

value for region 2). The FV can only push the core-surface intersection point so far

because the FV’s

𝑧

position (

i.e.

vertical) is fixed for all

means that as soon as the FV is fully formed (0.30
is minimally affected as

ℎ*

ℎ*

as shown in Figure 5-4E. This

< ℎ* < 0.50) the core-surface intersection

increases. This initial formation of the FV is thought to cause the

negative thrust shape change between regions 1 and 2. The change in shape and loss in LEV
suction correspond to a decrease in the magnitude of the negative thrust and a decrease in
the magnitude of the positive thrust peaks as described in the fourth and fifth observation.
An LEV is not present in the

35

mm plane (Figures 6-5 and 6-7) because it has been

pushed above this plane by the formation of the FV. However, it can be seen in the
plane (Figure 6-8).

70

Here we see that the LEV also decreases in size with increasing

The stronger LEV and TEV for small

ℎ*

mm

ℎ* .

values create more suction and will result in

more positive thrust. This helps to explain the fifth observation where the positive thrust
magnitude decreases with increasing

ℎ* .

The effects of this on the negative thrust can be

best seen in Figure 6-10 that shows the flow field for
remains close to the surface as

𝜃𝐶

𝜃𝐶 = 0.

Here we see that the LEV

becomes negative and creates adverse

thus produces drag. The LEV appears to be weaker for increasing

ℎ*

𝜃𝐶

conditions and

which supports the

fourth observation that the magnitude of negative thrust decreases with increasing

ℎ* .

The previous explanation only includes changes in the FV and the LEV. There are also
notable changes in the TEV as
at

𝑡/𝑇 = 0.20

ℎ*

increases in this region. Figure 6-7 shows the

that approximately correspond with the thrust peak at
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𝑄

contours

ℎ* = 0.52

and is

slightly before the thrust peak for

ℎ* = 0.82.

Here we see that the TEV decreases in size

with increasing

ℎ* .

Another interpretation of this is that the TEV forms later in the cycle

with increasing

ℎ* .

The initiation of the TEV corresponds with the direction reversal of the

caudal fin angle instead of the tail angle as was seen in region 1.

The

ℎ* = 0.72

row of

Figure 6-14 shows that the LE cuts through the FV earlier in the cycle with increasing
and that by

𝑡/𝑇 = 0.08

𝜑

the FV has already been cut for cases in the current region. The

thrust curves in the current region show that thrust is near zero before

𝑡/𝑇 = 0.8,

which

suggests that the FV does not produce significant thrust. However, with the reversal of

𝜃𝐶

the posterior portion of the caudal fin can push against the previously generated FV and
LEV that are closer to the TE. The corresponding high pressure along the midspan (vortex
ring analogy) causes fluid to flow around the TE and the TEV is formed.
explain why the TEV is larger and forms earlier in the cycle on the
7) than on the

70

mm plane (Figure 6-

mm plane (Figure 6-8). The caudal fin angle reverses direction later in

the cycle with increasing
cycle for increasing

6.4

35

This helps to

ℎ*

ℎ* ,

which helps to explain why the thrust peak occurs later in the

(sixth observation).

Regions of Minimal Thrust (3 and 4)

The third and fourth regions exist along the top edge (3,

1.00) and along the left-hand edge (4, 0∘ < 𝜑 < 90∘

and

90∘ < 𝜑 < 110∘

and

0.75 < ℎ* <

0.40 < ℎ* < 0.75) of the 𝜑–ℎ*

Figures 6-3 – 6-15 show region 3 outlined in green and region 4 outlined in cyan.

space.
These

regions are similar in that they produce thrust early in the cycle for a quarter-cycle and then
produce minimal thrust for a quarter-cycle.

(Figures 6-3).

As previously mentioned, the

flow field is complex and it was not possible to identify exact relationships between the flow
field and the thrust. As such, a few example cases will be described to highlight possible
explanations for the thrust production within these regions. A list of observations and trends
is then given followed by explanations for the trends. The actual physical explanations are
most likely a combination of several mechanisms.
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t/T = 0.06

t/T = 0.10

t/T = 0.22

t/T = 0.38

A

C:S

D:S

E:S

F:S

B

C:P

D:P

E:P

F:P

^𝑥 ), B) kinematic angles (𝜃𝑇
Figure 6-19: Region 3 example (Case 401): A) scaled thrust (𝐹
and

𝜃𝐶 ),

C)

𝑡/𝑇 = 0.06,

𝑡/𝑇 = 0.10,

D)

E)

𝑡/𝑇 = 0.22,

and F)

𝑡/𝑇 = 0.38

where the top

row is the suction side (S) and the bottom row is the pressure side (P) of the caudal fin.

6.4.1 Region 3 (ℎ* > 0.75)
Region 3 exists on the top edge of the

𝜑–ℎ*

space with

90∘ < 𝜑 < 110∘

and

0.75 < ℎ* < 1.00.

This region is outlined in green in Figures 6-3 – 6-15. Two full volume PIV cases exist in
this region and will be used to explain the mechanisms that produce thrust. Case 401 has
the highest

ℎ*

value and will be discussed first followed by case 392, which has a smaller

ℎ*

value.

*
Case 401 (ℎ

= 0.93

and

𝜑 = 105∘ )

will be used to explain the thrust production on the

top edge of this region. Figure 6-19 presents the scaled thrust (Figure 6-19A,
angles (Figure 6-19B,

𝜃𝑇

and

𝜃𝐶 ),

𝐹^𝑥 ), kinematic

and the suction(S)/pressure(P) sides of the caudal fin for

four snapshots of the full volume flow field (Figure 6-19C–F). In Figure 6-19A and B the
vertical blue lines mark the time when

𝜃𝐶 = 0

and the four vertical black dashed lines mark

the timing of the four flow field snapshots.
The discussion begins at the beginning of a half-cycle when the TE is at the positive
amplitude extremum (𝑡/𝑇

= 0.00).

Note that

𝐹^𝑥 > 0

where as it was approximately zero

in region 1 (Figure 6-17). The positive thrust is a result of the peduncle moving into the
page prior to

𝑡/𝑇 = 0

because

ℎ* > 0

and

𝜑 > 0∘ .

The peduncle and the anterior section of

the caudal fin move toward the paired FVs on the pressure side (vortex ring analogy). This
creates a high pressure zone between them while the

𝜃𝑇 > 0, creating favorable 𝜃𝑇

conditions

and producing thrust. The caudal fin angle is very close to zero and so it is not expected to
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produce much thrust via added-mass effects but it may be producing circulatory thrust.
Between

𝑡/𝑇 = 0.00

and

0.06,

the peduncle and TE accelerate into the page with

𝜃𝐶

increasing. During this time interval, the scaled thrust has increased to near its maximum
value and the last snapshot is shown in Figure 6-19C. On the suction side (C:S), we see a
TEV forming along the TE and an LEV along the LE. The TEV will maintain low surface
pressure near the TE (TE suction) and the LEV is associated with LEV suction. Combined
with the high pressure from the vortex ring analogy, these three mechanisms are thought to
produce the large amount of the thrust during this time interval (favorable
thrust peak has the highest magnitude of all the cases shown in the
The thrust curve exhibits an inflection point at

𝑡/𝑇 ≈ 0.05

𝜑–ℎ*

𝜃𝐶 ).

The current

space (Figure 6-3).

where the slope of the thrust

curve is no longer increasing. This is thought to coincide with the twisting of the FV and
the LEV that lifts the LEV and reduces the overall LEV suction.

The reduced suction

decreases the LEV’s contribution to thrust. On the pressure size (Figure 6-19C:P), we see
the previous LEV and FV where the FV is still coherent. It is hard to see in this view, but
the LE near the peduncle is cutting the FV instead of pushing against it. The cut FV is
no longer anchored to the finlets with two consequences: 1) the FVs are now free to move
in the spanwise direction and 2) the high pressure zone can be relieved by the separating
paired FV. The cutting of the FV and the twisting of the LEV and FV are thought to slow
the growth of thrust and leads to the maximum thrust occurring a short time after this
snapshot.
The maximum thrust occurs at

𝑡/𝑇 ≈ 0.08

while the peduncle and TE continue to

accelerate into the page. The flow field is shown in a snapshot shortly after the maximum
thrust is produced while thrust is now decreasing (𝑡/𝑇

= 0.10,

Figure 6-19D). The caudal

fin continuing to press against the paired FVs and the LEV suction both contribute to a
favorable

𝜃𝐶

and thrust production. The thrust is thought to be decreasing because the 1)

current FV continues to lift the LEV and 2) the previous paired FVs are no longer anchored
to the finlet and are free to move in the spanwise direction to relieve the high-pressure zone
between them.
Between

𝑡/𝑇 = 0.10 and 0.22, the thrust continues to decrease until it is at approximately

zero. The last snapshot in this time interval is shown in Figure 6-19E. At this time instance,
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t/T = 0.04

t/T = 0.09

t/T = 0.21

t/T = 0.36

A

C:S

D:S

E:S

F:S

B

C:P

D:P

E:P

F:P

^𝑥 ), B) kinematic angles (𝜃𝑇
Figure 6-20: Region 3 example (Case 392): A) scaled thrust (𝐹
and

𝜃𝐶 ),

C)

𝑡/𝑇 = 0.04,

D)

𝑡/𝑇 = 0.09,

E)

𝑡/𝑇 = 0.21,

and F)

𝑡/𝑇 = 0.36

where the top

row is the suction side (S) and the bottom row is the pressure side (P) of the caudal fin.

the caudal fin is inclined at its maximum angle and the peduncle is decelerating its lateral
motion. On the suction side (E:S), we see a strong LEV, the FV twisting around the LEV,
and that the TEV has shed from the TE. The previously generated LEV and FV have
mostly advected beyond the caudal fin by this time instance (E:P). The large

𝜃𝐶

and strong

LEV were expected to generate thrust, but the data shows that almost no thrust is being
produced.

This may be a result of 1) the shed TEV no longer maintains the TE suction

or 2) the LEV is far enough from the surface that its influence on the surface pressure is
negligible. The second explanation is similar the argument made in Section 6.3.1 to justify
that the LEV suction is minimal.
Between

𝑡/𝑇 = 0.22

and

0.38,

the thrust remains near zero and the last snapshot is

shown in Figure 6-19F. During this time interval, the peduncle decelerates until it reaches
its negative lateral extremum and the TE is decelerating as it approaches the negative
amplitude extremum at

𝑡/𝑇 ≈ 0.50.

There are no vortices on the pressure side of the caudal

fin (F:P). On the suction side (F:S), the LEV is clearly arching in the flow while remaining
attached at the tip and the LE. Once again, the positive

𝜃𝐶

and strong LEV do not produce

significant thrust as the thrust remains near zero.
A second example (Case 392:

ℎ* = 0.81

demonstrate the changes with a similar

𝜑

and

𝜑 = 101∘ )

and a lower

1) the maximum thrust is reduced from approximately

is shown in Figure 6-20 to

ℎ* .

The main differences are that

300

mN to approximately

200

mN

(33% reduction) and 2) the time interval of nearly zero thrust production produces positive
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thrust at lower

ℎ*

values. The lower maximum thrust is attributed to the smaller LEV that

provides less LEV suction, to the pressure side where the FV is cut by the LE earlier in
the cycle, and to a reduction in the maximum tail angle. The increased thrust production
between

𝑡/𝑇 = 0.18 and 0.38 is attributed exclusively to the LEV. Comparing Figure 6-19E:S

and Figure 6-20E:S, it can be seen that the LEV remains closer to the surface for the lower

ℎ*

case (392) where the FV-LEV twisting is limited to a small amount of bulging near the

peduncle. These two trends continue as

ℎ*

is decreased to

0.67

for case 384. A cross section

of this comparison between the three cases can be seen in Figures 6-7 and 6-8.
The relationship between the flow field and thrust is expected to be similar for the
column with minimal effects as

𝜑

∘
varies within this narrow range (90

majority of the changes are related to changes in

ℎ* .

𝜑 = 95∘

< 𝜑 < 110∘ ).

The

For all of the cases in region 3, it was

observed that:

1. the thrust curve is characterized by a quarter-cycle of thrust production followed by a
quarter-cycle of minimal thrust production

2. no significant negative thrust is produced

3. the magnitude of the thrust peak increases with

ℎ*

The quarter-cycle of thrust production is attributed to a combination of high-pressure
from the previously generated LEV and FV, LEV suction, and TE suction (first observation).
The combination of all three mechanisms coincides with the observation that the thrust peak
magnitude is the largest within the measured
coincides with strong FVs.

𝜑–ℎ*

space. The large

ℎ*

values for this region

The FV twists around the LEV causing the LEV to separate

from the LE and thus alleviate the LEV suction before adverse

𝜃𝐶

conditions are met. This

prevents the LEV suction from generating substantial negative thrust (second observation).
The magnitude of the thrust peak increases with
1) The LEV increases in size with increasing

ℎ*

ℎ* ,

as a result of three possible mechanisms.

which will lead to more LEV suction and

more thrust. 2) The maximum tail angle also increases with

ℎ* , which would lead to a larger

high-pressure region by the vortex ring analogy. 3) The LE also cuts through the FV later
in the cycle with increasing

ℎ* ,

which delays the alleviating of the high-pressure zone and
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thus increasing thrust. The caudal fin angle decreases with increasing

ℎ* ,

which makes it

more difficult to connect pressure arguments to the increase in thrust production. None of
these explanations are considered to be fully demonstrated by the results in the dissertation.
A final explanation could be that circulatory effects are at play.

6.4.2 Region 4 (𝜑 < 90∘)
Region 4 exists on the left-hand edge of the

0.75.

𝜑–ℎ*

space with

0∘ < 𝜑 < 90∘

and

0.35 < ℎ* <

This region is outlined in cyan in Figures 6-3 – 6-15. Two full volume PIV cases exist

in this region and will be used to explain the mechanisms that produce thrust. Case 460 has
a lower

𝜑

value and will be discussed first followed by case 380, which has a larger

*
Case 460 (ℎ

= 0.70

and

𝜑 = 35∘ )

𝜃𝑇

and

𝜃𝐶 ),

value.

will be used to explain the thrust production in this

region. Figure 6-21 presents the scaled thrust (Figure 6-21A,
21B,

𝜑

𝐹^𝑥 ), kinematic angles (Figure 6-

and the suction/pressure sides of the caudal fin for four snapshots of the

full volume flow field (Figure 6-21C–F). In Figure 6-21A and B the vertical blue lines mark
the time when

𝜃𝐶 = 0

and the four vertical black dashed lines mark the timing of the four

flow field snapshots.
The discussion begins at the beginning of a half-cycle when the TE is at the positive
amplitude extremum (𝑡/𝑇

= 0.00).

Note that

𝐹^𝑥

is slightly positive. This is attributed to

the lateral motion of the peduncle as it moves into the paired FV (vortex ring analogy).
Between

𝑡/𝑇 = 0.00 and 0.04, the caudal fin angle increases while the tail angle and trailing-

edge accelerate into the page. The scaled thrust is shown to increase to close to its maximum
value. The last snapshot in this time interval is shown in Figure 6-21C. During this time
interval, the peduncle continues to move toward the paired FVs which increases the positive
pressure on the pressure side of the caudal fin (C:P). On the suction side, a small LEV is
visible and a FV is not visible (C:S). A TEV is also forming along part of the TE such that
the TE suction is maintained.

Combined, these are responsible for the initial increase in

thrust.
During the next time interval the maximum thrust is obtain at

𝑡/𝑇 ≈ 0.09

and the flow

field is shown in Figure 6-21D. The LEV and TEV have grown in size and remain close to the
surface such that their associated suction is maintained. The FV is beginning to form and
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t/T = 0.09

t/T = 0.21

t/T = 0.36

A
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D:S
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B
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Figure 6-21: Region 4 example (Case 460): A) scaled thrust (𝐹
and

𝜃𝐶 ),

C)

𝑡/𝑇 = 0.04,

D)

𝑡/𝑇 = 0.09,

E)

𝑡/𝑇 = 0.21,

and F)

𝑡/𝑇 = 0.36

where the top

row is the suction side (S) and the bottom row is the pressure side (P) of the caudal fin.

lift the LEV near the peduncle joint resulting in a reduction in LEV suction at this point.
The paired FVs remain anchored to the finlets and maintain the high pressure zone between
them (vortex ring analogy). Between
maximum lateral velocity at

𝑡/𝑇 = 0.09

𝑡/𝑇 ≈ 0.22

and

0.21,

The peduncle accelerates to its

and the TE continues to accelerate into the page.

The thrust has been reduced to near zero by the end of this time interval. The last snapshot
in this time interval is shown in Figure 6-21E. The reduction in thrust is a result of 1) the
FV continuing to lift the LEV and reducing the LEV suction (E:S), 2) the TEV being shed
from the TE and the loss of the TE suction (E:S), and 3) the LE cutting through the paired
FVs with a reduction in their associated high-pressure zone (E:P).
The thrust remains at approximately zero until just before the start of the next half-cycle
(𝑡/𝑇

≈ 0.50).

The flow field is shown for

𝑡/𝑇 = 0.36

in Figure 6-21F. At this time instance,

the peduncle is decelerating as it approaches its negative lateral extremum and the caudal
fin angle is now negative. The previous LEV and FV have since been advected beyond the
TE and are not visible on the pressure side (F:P). A strong LEV with a twisted FV are
visible on the suction side (F:S). The strong LEV and negative caudal fin angle would create
adverse

𝜃𝐶

conditions if the LEV was close enough to strongly influence the surface pressure.

The data shows that thrust is near zero indicating the LEV does not influence the surface
pressure.
A second example with a larger

0.75,

and

𝜑 = 62∘ ).

𝜑

value of

62∘

is shown in Figure 6-22 (Case 380:

ℎ* =

This case follows a nearly identical evolution with the exception that
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t/T = 0.04

t/T = 0.09

t/T = 0.21

t/T = 0.36

A

C:S

D:S

E:S

F:S

B

C:P

D:P

E:P

F:P

^𝑥 ), B) kinematic angles (𝜃𝑇
Figure 6-22: Region 4 example (Case 380): A) scaled thrust (𝐹
and

𝜃𝐶 ),

C)

𝑡/𝑇 = 0.04,

D)

𝑡/𝑇 = 0.09,

E)

𝑡/𝑇 = 0.21,

and F)

𝑡/𝑇 = 0.36

where the top

row is the suction side (S) and the bottom row is the pressure side (P) of the caudal fin.

Figure 6-23: Normalized group thrust showing the shape change between region 1 (red) and
*
2 (orange) with increasing ℎ .

the LEV remains slightly closer to the surface near the tips at

𝑡/𝑇 = 0.21

(Figure 6-22E:S).

The smaller distance increases the LEV suction and results in a thrust increase between

𝑡/𝑇 = 0.09

and

0.30.

This trend continues for a case with a still larger

𝜑

value of

89∘

(Case

382). The trend in LEV location can be seen in Figure 6-8. The slight changes in thrust are
shown in Figure 6-23 where the thrust peaks have been aligned with

𝑡′ /𝑇 = 0.00 to highlight

the increase in thrust during the time interval after the thrust peak.
The relationship between the flow field and thrust is expected to be similar for all cases
within this region. For all of the cases in region 4, it is observed that:

1. no significant negative thrust is produced

2. the thrust history is characterized by a a quarter-cycle of thrust production followed
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by a quarter cycle of minimal thrust production

3. the magnitude of the thrust peak is relatively independent of

4. the magnitude of the thrust peak decreases with increasing

ℎ*

𝜑

The lack of significant negative thrust is attributed to the FV-LEV interaction that results
in the LEV being shed before adverse

𝜃𝐶

conditions are met (first observation). The quarter-

cycle of near zero thrust product is attributed to the early shedding of the LEV as a result
of the FV-LEV interaction (second observation). Figure 6-23 shows that the thrust curve
amplitude and shape are more sensitive to changes in

𝜑

than to changes of

fourth observation). This figure shows that the 2 or 3 cases at each
despite their different

6.5

ℎ*

𝜑

ℎ*

(third and

value are very similar

values.

Region of Optimal Performance (5)
𝜑–ℎ*

The four regions previously discussed exist on the four boundaries of the

¯𝑇 ,
represent bounding conditions. Recall that all three performance metrics (𝐶

space and

𝐶¯𝑃 ,

and

𝜂)

have suboptimal performance on the boundaries (Section 4.1). It was shown that efficiency
was optimized along a diagonal ridge here referred to as the biological high-efficiency ridge
that runs between

(𝜑, ℎ* ) = (60∘ , 0.24)

∘
and (135 ,

efficiency was found to be approximately

21%

0.94).

∘
for (115

Along this ridge, the maximum

± 2∘ , 0.74 ± 0.02)

with a shallow

gradient along the ridge and a steeper gradient perpendicular to the ridge.

The broader

region surrounding the biological high-efficiency ridge with efficiency greater than or equal
to

18%

is defined as region 5 and is outlined in blue for Figures 6-3–6-15. For the purposes

of this discussion, the optimal flow field is represented by case 384 that is in the
row and the

𝜑 = 105∘

ℎ* = 0.72

column in Figures 6-3–6-15. There are several observations about the

thrust curves and the flow field that are discussed here to elucidate the relationship between
the flow field and the propulsive performance for this two degree-of-freedom fish platform.
Let us first discuss the thrust curves shown in Figure 6-3. The trends in
slightly throughout the entire

𝜑–ℎ*

𝜑 and ℎ*

change

space but the main trends can be observed and described

for two groups where the first group has a fixed
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ℎ*

value and the second group has a fixed

𝜑

value. The first group will have

ℎ*

fixed at approximately

row of Figures 6-3–6-15. This group spans

𝜑 = 35∘

to

131∘

0.72

and is shown in the third

and includes both planar and full

volume PIV cases. The general relationship between the flow field and thrust for isolated
changes in

𝜑

are illustrated with the first group. The second group will have a

approximately

105∘

𝜑

fixed at

and is shown in the fifth column of Figures 6-3–6-10 and the fourth

column in Figures 6-11–6-15. This group spans

ℎ* = 0.10

to

0.93

and includes both planar

and full volume PIV cases. The general relationship between the flow field and thrust for
isolated changes in

ℎ*

are illustrated with the second group.

6.5.1 Trends in 𝜑 (Group 1)
The first group includes the transition from region 4 (cyan, left-hand side) through region 5
(optimal parameters, blue) to region 2 (orange, right-hand side). Figure 6-24 shows the scaled
thrust curves (Figure 6-24A) as well as select parts of the flow field to highlight significant
features (Figure 6-24B–D). In Figure 6-24A, the vertical dashed red line corresponds to the
flow field in Figure 6-24D (𝑡/𝑇

= 0.08), the vertical dashed green line corresponds to the flow

field in Figure 6-24B and C (𝑡/𝑇

𝜃𝐶 = 0∘ .

The smallest

𝜑

= 0.24),

and the vertical dashed black line corresponds to

case in this first group is in region 4 (cyan, left-hand side). Recall

that region 4 is characterized by an early thrust peak (red circle,

𝑡𝑝 < 0.13)

that produces

thrust for approximately a quarter cycle followed by a quarter cycle with approximately zero
thrust. The largest

𝜑

case in this first group is in region 2 (orange, right-hand side). Recall

that region 2 is characterized by a late thrust peak (green circle,

𝑡𝑝 > 0.13)

that produces

thrust for approximately a quarter cycle followed by a quarter cycle of negative thrust. the
six intermediate cases show a smooth transition between these two extreme cases.
Let us start with a discussion on the effects of increasing
case (𝜑

≈ 30∘ ).

𝜑

starting with the lowest

𝜑

The rise in thrust at the beginning of a half-cycle is initiated by the stroke

reversal of the tail. The peduncle, finlets, and anterior section of the caudal fin move toward
the paired FV creating a high pressure zone between them and producing thrust (vortex
ring analogy). Soon afterward, the pressure is relieved around the LE and an LEV begins to
form with its associated LEV suction. As

𝜑

increases from approximately

30∘

to

135∘ ,

the

magnitude of the peak decreases (left to right). The peak is no longer visible in the largest
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performance.

≈ 0.72)

illustrates the effects of
225

𝜑

D

C

B

A
*
Figure 6-24: Group 1 (ℎ

on the flow field and propulsive

𝜑

case because its magnitude is approximately zero. The timing of the thrust peak remains

constant between

𝜑 ≈ 30∘

and

105∘ .

After

𝜑 ≈ 105∘ ,

the thrust peak moves to

Figure 6-24D shows the suction side of the caudal fin at

𝑡/𝑇 = 0.08.

𝑡/𝑇 ≈ 0.02.

Note that for

𝜑 = 30∘

𝜑 ≈ 125∘

(second

(left-most case) this snapshot coincides with the peak in thrust while for

to last case on the right) this snapshot coincides with a thrust valley. The thrust valley is
still positive. So what is different about the flow field that can account for the difference in
thrust curves? First, we can see that the LEV decreases in size from left to right. However,
the caudal fin angle is positive and it increases from left to right (favorable
thrust is produced). Recall that

𝐹𝑥 = (𝑆𝑃 Δ𝑃 )𝑠𝑖𝑛(𝜃𝐶 )

decrease thrust while increasing

𝜃𝐶

must assume that

𝜃𝐶

𝜃𝐶

conditions so

and so decreasing LEV suction will

will increase thrust. Since the thrust is decreasing we

is not able to overcome the loss in suction. In addition, the influence of

the FV increases from left to right as

𝜑

increases. This means that the FV-LEV interaction

near the peduncle becomes more important from left to right and as a result the LEV is
lifted and the LEV suction is reduced. The effects of the FV-LEV become more visible at
later times in the cycle. Figure 6-24C shows the suction side of the caudal fin at
where the changes in FV-LEV interaction as a result of increasing
series of events explains the decrease in the first peak as

𝜑

𝑡/𝑇 = 0.24

𝜑 are clearly visible.

increases from

30∘

to

This

125∘ .

In Section 6.4.2 (Region 4), it was shown that between cases the thrust generated during
the quarter cycle after the thrust peak increases as

𝜑

increases. This was associated with

the LEV remaining closer to the caudal fin surface near the tip and thus increasing the
LEV suction. This trend continues across the rest of the domain. Figure 6-24B presents the

35

mm and

𝑡/𝑇 = 0.24

70

mm planes and Figure 6-24C presents the suction side of the caudal fin at

(vertical green line in Figure 6-24A). These show that the LEV sits closer to the

surface with increasing

𝜑 and that 𝜃𝐶

is positive and increasing (left to right). Combined, we

would expect that the thrust would increase. The thrust curves agrees with this expectation
as the thrust at

𝑡/𝑇 = 0.24

steadily increases from left to right. This suggests that the LEV

suction is minimal. Note that for

60∘ < 𝜑 < 125∘ , thrust remains positive even when 𝜃𝐶 = 0.

This suggests that circulatory effects are at work.
A major change occurs between
thrust in the

𝜑 = 135∘

𝜑 = 125∘

and

135∘

evidenced by the region of negative

case. It is postulated that the major change is associated with the
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FV no longer wrapping around the LEV. As described in Section 6.3.2, this case begins by
moving through the flow without generating significant vorticity at the LE or TE and then
generates positive thrust as the caudal fin angle reverses direction. During this rotation of
the caudal fin, a TEV is formed that supports TE suction. Thrust is positive when

𝜃𝐶 = 0

in this case, which again suggests circulatory effects are at play.

6.5.2 Trends in ℎ* (Group 2)
The second group includes the transition from region 1 (red, bottom) through region 5
(optimal parameters, blue) to region 3 (green, top).

Figure 6-25 shows the scaled thrust

curves (Figure 6-25A) as well as select parts of the flow field to highlight significant features
(Figure 6-25B–D). In Figure 6-25A, the vertical dashed red line corresponds to the flow field
in Figure 6-25D (𝑡/𝑇

= 0.12)

and the vertical dashed black line corresponds to

ℎ*

(Figure 6-25B and C). The smallest

𝜃𝐶 = 0∘

case in this group is in region 1 (red, left-hand side).

Recall that region 1 is characterized by the large time interval of negative thrust and that
most of the positive thrust is a result of the caudal fin moving toward the previous generated
LEV.
The flow field for

𝑡/𝑇 = 0.12

is shown in Figure 6-25D. This snapshot corresponds

approximately with the thrust peak for all seven cases in this group. Note that
slightly before the

ℎ* = 0.10

means that for small
large

ℎ* ,

ℎ* ,

thrust peak and slightly after the

ℎ* = 0.95

𝑡/𝑇 = 0.12 is

thrust peak. This

the shown snapshot is during increasing thrust production; and for

the shown snapshot is during decreasing thrust production.

Let us explore the effects of increasing

ℎ* starting with the case with the smallest ℎ* value

(0.10, far left, red) The thrust curve (Figure 6-25A) shows that the thrust peak (red circle)
initially decreases in magnitude from
until the last case where

ℎ* = 0.95.

ℎ* = 0.10

to

0.72

and then increases in magnitude

For both extremes, it is thought that the majority of

the thrust is generated as the peduncle reverses direction and moves toward the pressure
side vortices. For

ℎ*

between

0.10

and

0.72,

the pressure side becomes less coherent and the

paired FV become more separated with increasing

ℎ* .

This may account for the reduction

in thrust. Contrary to this, the LEV appears to become stronger with increasing

𝜃𝐶

remains constant at approximately

19∘ .

ℎ*

while

This would suggest that thrust should increase.
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≈ 105∘ )

D

C

B

A
Figure 6-25: Group 2 (𝜑

illustrates the effects of

228

ℎ*

on the flow field and propulsive

These two contradictory predictions for the thrust production do not provide a convincing
explanation for the decrease in thrust magnitude.

ℎ* = 0.72

and

0.95

The rise in thrust magnitude between

is also difficult to explain. Within this range, the pressure side vortices

are approximately equivalent and thus do not provide a convincing justification. The LEV
does increase in size and therefore more LEV suction is expected. However, the caudal fin
angle decreases with increasing

ℎ* .

The LEV suction may overcome the decrease in angle, but

it is impossible to know for certain. Lastly, the TEV does become stronger with increasing

ℎ* .

The combination of increasing TEV and LEV may overcome the decreasing angle, but

once again it is impossible to know for sure. The author does not have a good explanation
for the transition from large magnitude thrust peaks to small magnitude and back to large
magnitude with increasing

ℎ* .

Figures 6-25B and C present the flow field for the nearest snapshot when
show that the LEV quickly moves away from the surface with increasing
the LEV suction before adverse
only the two lowest

6.6

ℎ*

𝜃𝐶

ℎ*

𝜃𝐶 ≈ 0.

These

which alleviates

conditions can generate negative thrust. Because of this,

cases produce substantial negative thrust.

Summary

In summary, determining direct relationships between the flow field and thrust production
for all parameter sets within the domain is extremely difficult and requires more information
than what is available in the current work. This is a prime opportunity for collaboration
with a research group that specializes in computational fluid dynamics (CFD). When a
direct connection could not be determined, several possible arguments were made to provide
insight. The actual connections are most likely a combination of the proposed arguments and
others that the author could not quantify. The observations and explanations were possible
by reducing the entire parametric domain of
for a single trailing-edge amplitude (𝐴

≈ 77

full volume PIV cases were included. The

567

cases to

40

cases that span the

𝜑–ℎ*

space

mm). The cases were selected such that all the

𝜑–ℎ*

space was then grouped into five regions with

one on each boundary with a fixed parameter, and with the last group encompassing all cases
with efficiency greater than

18%

in a central region. It was shown that significant negative
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*
thrust was temporarily produced for cases with small heave-to-pitch ratios (ℎ
cases with large phase offsets (𝜑

> 130∘ ).

< 0.35)

and

These cases produced negative thrust as a result

of vortical structures remaining close to the surface where their associated surface suction
generated drag (

i.e.

negative thrust) rather than positive thrust. The remainder of the

space did not produce significant negative thrust.

𝜑–ℎ*

It was shown that this was a result of

the interaction between the finlet vortex and leading-edge vortex (FV-LEV interaction) that
lifts the LEV off the surface and causes the LEV to detach from the leading-edge before its
associated surface suction can produce drag. A smooth transition in thrust curve features
was observed for changes in

𝜑 with a fixed ℎ* and for changes in ℎ* with a fixed 𝜑.

the thrust peaks had large amplitudes along the boundary of the
value as they transitioned to the central, high efficiency region.
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𝜑–ℎ*

In general,

space that lowered in

Chapter 7
Applications
This dissertation began with the objective to learn how biological swimmers can move quickly
and efficiently, and apply the results to manufactured vehicles to improve their design. The
biological inspiration directed the geometric design of the fish platform and the range of
kinematic parameters. The propulsive performance and flow field information acquired using
this platform has provided several insights into optimal kinematic parameters as well as
connections between the flow field and thrust production. These insights are used to explain
the function of biological features in Section 7.1 where the role of finlets and trailing-edge
shaper are discussed. The insights are then used to provide design insights for manufactured
vehicles in Section 7.2.

7.1

Comparison to Biology

7.1.1 Finlets
Many fish have finlets along the posterior section of their body leading up to the peduncle
joint. The finlets can be a series of small triangular fins such as the yellowfin tuna (Figure 71A) or a long continuous fin similar to to the southern yellowtail (Figure 7-1B). Both types of
finlets have been investigated in the literature, but their purpose is yet to be fully determined.
The current discussion will apply the current result to the understanding of the finlet’s role
in biology and propulsive performance.
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A

B

Figure 7-1: Two types of finlets found in biology: A) series of small triangular finlets (Yel-

Thunnus albacares )
Seriola lalandi ) [168].
lowfin tuna,

[49] and B) long, continuous finlet (Southern yellowtail,

One hypothesis is that small triangular finlets redirect lateral flow over the body into the
freestream direction [137, 164, 230]. A recent numerical study by Wang et al. [232] used

in

vivo motion capture of yellowfin tuna finlets and then performed numerical simulation using
the geometry and kinematics to understand the role of finlets. They found that the finlets
themselves produce drag, but they significantly alter the flow which might affect performance
of the downstream caudal fin. Zhong et al. [255] used a two DoF fish platform with variable
dorsal fin sharpness to investigate the effects of finlets on propulsive performance.

Their

platform used a long, rigid, continuous finlet. They postulated that the finlets stabilize the
LEV by enhancing the crossflow and keeping the LEV attached longer similar to the role of
aircraft strakes.
The current study uses a fish platform that includes a dorsal and ventral finlet near the
peduncle joint. These finlets are very similar to the long continuous finlet of the southern
yellowtail and sheds some light on their possible function in biology. Section 5.1 described
the formation and evolution of the vortex (FV) that is formed on both finlets and Section 5.2
described its interaction with the LEV. The results shown in these two sections suggest that
long continuous finlets create a streamwise-oriented vortex (FV) that persists over time and
plays a significant role in the evolution of the caudal fin LEV. This conclusion is partially
in agreement with Zhong et al. [255] in that a strong freestream-oriented FV is formed but
disagrees with their conclusion that it stabilizes the LEV. The current conclusion is that the
FV twists around the LEV near the peduncle causing it to detach from the surface and thus
destabilize the LEV. Chapter 6 shows how vital the FV-LEV interaction is in the production
of thrust where it is advantageous in some situations and detrimental in others.
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Figure 7-2: Abstractions of caudal fin shapes found in biology [82, Figure 2].

7.1.2 Caudal Fin Planform
Nearly all fish have a caudal fin; however, the the role of this fin depends on the species
and swimming mode (Section 2.1).

Figure 7-2 presents nine abstractions that encompass

most of the caudal fin planforms found in biology.

The current study draws inspiration

from the yellowfin tuna (Figure 7-1A) that has a lunate caudal fin. The biological literature
suggests that large aspect ratio lunate caudal fins are used by many high performance fish
and mammal species and thus the optimal planform [46, 47, 131]. Recent experimental work
by Van Buren et al. [215] found that a pointed planform operated at higher efficiency than
a lunate planform. This conclusion was also supported by King [111].
The current results will now be applied to provide some insight into possible advantages
and disadvantages of truncate and lunate planforms.

Section 5.2 described the formation

and evolution of the LEV that forms along the swept leading-edge and then Chapter 6 made
connections between the flow field and thrust production. It was shown that pure pitching
kinematics produce thrust in the center of the caudal fin by the vortex ring analogy. This
conclusion is supported by the numerical simulation of a pitching trapezoidal panel by BodeOke et al. [29]. They showed that the pressure related force is maximum in the center of a
panel at the time of maximum thrust production (D). The other examples shown in Figure 2233

14 included heave in addition to pitch and thus are governed by different mechanisms. For
pure pitch kinematics, the thrust is produced in the center pressure side and thus truncate
and pointed planforms will produce more thrust than lunate shapes.

For combined pitch

and heave kinematics, the thrust transitions to being produced as a result of LEV suction
and thus lunate shapes are more advantageous.

7.1.3 Where Do We Fall Short?
The fish platform used in the current work is a simple approximation of a real biological
swimmer. The advantages of such a simple platform is the relative ease of manufacture and
the reproducibility of the kinematics. With that said, there are several key areas where the
platform could be improved to better mimic biology. First, flexibility exists in almost all areas
of biological swimmers. The introduction of flexibility may improve the pareto front of the
vs

𝜂

𝐶¯𝑇

plot and enable efficiencies that rival that of screw propellers and biological swimmers.

This single feature is extremely complex to investigate in a tractable fashion because of the
multiple degrees-of-freedom that are introduced into the system. This is an ongoing area of
research within the community. Second, caudal fin planform still needs to be fully understood
because of the disconnect between seemingly optimal lunate planform found in nature and
the literature that suggests a pointed tail performs better [111, 215].

The current results

provide an explanation for this difference, but further investigation is necessary. Is biology
suboptimal for mechanical performance? Or are our objectives very different? Finally, the
inclusion of finlets would further improve the performance of oscillatory swimmers as shown
by Liu et al. [139].

7.2

Unmanned Underwater Vehicle (UUV) Controls

This section discusses four applications of the current results to the geometry and control
of unmanned underwater vehicles (UUV’s). First, the results here have shown that this two
degree-of-freedom (DoF) fish platform performs at optimal efficiency for
with the same

𝐴 < 72

𝜑

and

ℎ*

40 < 𝐴 < 90

mm

values. The time-averaged performance for a narrower range (61

mm) is shown in Figure 7-3 where the optimal case is green. Here we see that
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<

𝐶¯𝑇

η

C̄T
A

C̄P

B

C

61 < 𝐴 < 72

Figure 7-3: Time-averaged performance metrics for

𝐶¯𝑃

mm: A)

𝐶¯𝑇 ,

B)

𝜂,

and C)

. The diagonal black line is the biological high-efficiency ridge.

can be slightly increased at the expense of a higher
On the other hand,

𝜑(

𝐶¯𝑃

𝐶¯𝑃

by decreasing

𝜑

(

can be slightly decreased at the expense of a lower

𝐶¯𝑇 , 𝐶¯𝑃 , and 𝜂

in Figure 7-3C). In general,

with minor improvement in

𝐶¯𝑇

and

𝐶¯𝑃

are all optimized for

in Figure 7-3A).

𝐶¯𝑇

by increasing

(115∘ ± 2∘ , 0.74 ± 0.02)

possible but at the expense of the other.

Second, the time-averaged performance surface has relatively shallow gradients along the
biological high-efficiency ridge (Sectino 4.1.2) and steep gradients perpendicular to the ridge
(green arrows in Figure 7-3B). The shallow gradient along the diagonal ridge is advantageous
for UUV’s because it narrows the parameter options for the control system and provides
insight for the geometric design.
when

𝜑

or

ℎ*

The control system may find a time during operation

is prevented from obtaining the optimal values due to some system failure.

In this case, a new set of parameters can be selected along the ridge that is closest to the
optimal parameters. The geometric design or method of actuation may limit the available
kinematics parameters. If the limitation cannot be overcome, then the engineers can select
optimal kinematic parameters along the ridge that are physically possible by the design.
Third, we can apply the relationship between
speed. Figure 7-4A shows

𝜂

as a function of

𝐶¯𝑇

𝜂

and

𝐶¯𝑇

to optimally change thrust and

and colored by trailing-edge amplitude (𝐴)

where large values are red and small values are blue. The black circles are individual cases
with globally optimal parameters of

(𝜑ℎ* ) = (115∘ ±2∘ , 0.74±0.02) with different values of 𝐴.

This figure shows 1) the optimal efficiency for this two DoF fish platform and 2) that optimal

𝜑

and

is

21%

ℎ*

values are relatively independent of

and then drops to below

values up to

24%

19%

for

𝐴.

The highest efficiency for

𝐶¯𝑇 > 0.7.

For

𝐶¯𝑇 < 0.1,

0.1 < 𝐶¯𝑇 < 0.7

the efficiency can reach

but the optimal parameters change and this region of small thrust is less
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A

B

Figure 7-4: A) Biological data shows that fish vary speed using motion frequency alone [72,
Figure 9a adapted from [180]]. B)

𝜂

𝐶¯𝑇 showing pareto front with black
0.72 < ℎ* < 0.77 and 113∘ < 𝜑 < 117∘ .

as a function of

dots showing optimal kinematic parameters of

desirable so this region will not be considered optimal for the system. These values define
the pareto front for optimal propulsive performance.
For steady cruising, the thrust and drag are exactly equal in magnitude and opposite in
direction. The drag will scale with squared velocity such that higher speeds result in more
drag. This means that increasing thrust will increase the steady swimming speed until the
thrust and drag are balanced.

The middle range of

0.1 < 𝐶¯𝑇 < 0.7

be varied without changing the efficiency by using the same

ℎ*

and

𝜑

shows that

𝐶¯𝑇

can

values while merely

changing the trailing-edge amplitude to increase or decrease thrust. This is advantageous for
UUV’s because the optimal

ℎ*

and

𝜑

values can be fine-tuned by the manufacturer and the

control system can simply increase or decrease the trailing-edge amplitude to adjust speed.
This can be used in collaboration with the biological data that shows that fish change speed
by adjusting kinematic frequency as shown in Figure 7-4B. Combined, a control system can
adjust speed by either changing trailing-edge amplitude or kinematic frequency.
Fourth, the geometric design of the oscillatory propulsor and upstream body can use
the results of this work during the design process.

The results clearly show that vortices

formed upstream of the propulsor have significant effects on performance. This must be taken
into account when designing the upstream body where any sharp edge has the potential of
creating unwanted vortices. The design of the propulsor planform is linked to the kinematics
as discussed in Section 7.1.2 where a truncate or pointed trailing-edge is advantageous for
pure pitching kinematics while the addition of heave favors a forked or lunate shape. A final
geometric consideration for the propulsor is the leading-edge.

The current results outline

the vortical structures formed by a swept leading-edge in combined pitch and heave. The
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insight into the LEV evolution for this two degree-of-freedom fish platform and its connection
to thrust production will be valuable during the geometric and kinematic design of future
oscillatory propulsors.
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Chapter 8
Concluding Remarks
8.1

Conclusions

The objective of this dissertation was to elucidate the relationship between propulsive performance and the fluid flow around this two degree-of-freedom fish platform. This was pursued
by experimentally acquiring input power to the system, thrust output of the system to the
surrounding fluid, and the resulting fluid structures. The data was acquired in three sections. A parametric sweep of three kinematic parameters was performed with performance
measurements to gain insight into a large parameter space.
cluded a total of

567

cases with

7

*
heave-to-pitch ratios (ℎ ) between

The full parameter space in-

trailing-edge amplitudes (𝐴) between

567

129

trailing-edge amplitudes,

8

100

and

mm,

120∘ .

9

The

cases. A more coarse parametric

sweep was performed for planar PIV (3 spanwise planes per case,

3

and

0 and 1, and 9 phase offsets (𝜑) between 0∘

propulsive performance metrics were collected for all

included

30

heave-to-pitch ratios, and

7

𝑧 = [0, 35, 70]

mm) that

phase offsets that total

cases. The performance data showed that the shape of the time-averaged coefficient of

¯𝑇 ) and input power (𝐶¯𝑃 ) curves were relatively independent of trailing-edge amthrust (𝐶
plitude and so the final
approximately

75

11

cases were all selected with the same trailing-edge amplitude of

mm. The first of the

11

cases represents the best performing case with

the optimal heave-to-pitch ratio and phase offset. The next four cases form a group with
the optimal heave-to-pitch ratio and two phase offsets larger than the optimal value and two
values less than the optimal value. Four more cases were selected to form a second group
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with the optimal phase offset and two heave-to-pitch ratios larger than the optimal value and
two values less than the optimal value. The remaining two cases were selected with neither
parameter being optimal. Full volume three-component PIV was acquired for these

11 cases.

All reported trends and observations were in relation to the actual kinematics rather than
the prescribed kinematics.
This dissertation sought to elucidate i) the optimal kinematic parameters and corresponding performance trends for this platform, ii) the role of the leading-edge vortex in the
production of thrust, iii) the physical mechanisms that govern the three-dimensional wake
deformation of this platform, and iv) how these results can be applied to manufactured vehicles. Each of these have been discussed in detail within the body of this dissertation. The
following includes a summary of the key contributions from each chapter that fulfill the aim
of this work.

8.1.1 Time-Averaged Performance
¯𝑇 ), time-averaged coefficient of input power (𝐶¯𝑃 ),
The time-averaged coefficient of thrust (𝐶
and quasi-propulsive efficiency (𝜂 ) were mapped onto the

𝜑–ℎ* space to show the relationship

between kinematic parameters and time-averaged performance metrics. A case was uniquely
defined by its kinematic parameters, shown as (𝜑,
biological Strouhal number range (0.20

∘
optimized for (115

± 2∘ , 0.74 ± 0.02),

ℎ* )

< 𝑆𝑡 < 0.40),

It was measured that, within the
the quasi-propulsive efficiency was

∘
the coefficient of thrust was optimized for (100

0.71±0.04) , and the coefficient of input power was optimized for (125∘ ±1∘ , 0.80±0.05).
shows that cases with maximum thrust have slightly smaller

ℎ*

and slightly larger

𝜑

± 7∘ ,
This

values

than cases optimized for minimum input power. As expected, maximum efficiency is directly
between these two cases because it is calculated as the ratio of

𝐶¯𝑇

to

𝐶¯𝑃 .

In a broad view,

the efficiency is generally optimized along a diagonal ridge here referred to as the biological
high-efficiency ridge that runs between

(60∘ , 0.24)

and

maximum efficiency was measured to be approximately

(135∘ , 0.94).

Along this ridge, the

21% for (115∘ ± 2∘ , 0.74 ± 0.02).

In a

similar manner, the coefficient of thrust has been shown to be optimized on a parallel ridge
with a larger

ℎ*

for a given

valley with a smaller

ℎ*

𝜑

and the coefficient of input power is optimized on a parallel

for a given

𝜑.

Each case was then plotted as a function of
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𝐶¯𝑇

and

𝜂

revealing that high efficiency (𝜂

≈ 21%)

can be obtained for

0.1 < 𝐶¯𝑇 < 0.7

using the

optimal efficiency kinematic parameters and simply increasing or decreasing the trailing-edge
amplitude to adjust the coefficient of thrust without significantly changing the efficiency. In
summary, the coefficient of thrust, coefficient of input power, and quasi-propulsive efficiency
are all optimized in an ellipsoid region running along the biological high-performance ridge

∘
centered at (115

± 2∘ , 0.74 ± 0.02)

8.1.2 Phase-Averaged Performance
The phase-averaged thrust (𝐹𝑥 ) and input power (𝐶𝑃 ) curves were compared over the entire
domain. It was shown that the thrust and input power curves have similar shapes allowing
for the decoupling of the thrust into tail motor and caudal fin motor contributions.

The

thrust curves were then reduced to their minimum value, maximum value, and the timing of
each thrust peak (single and double peaks). It was shown that the minimum value increased
and the maximum value decreased as efficiency and time-averaged thrust were increased.
The increasing minimum thrust was intuitive for increased time-averaged thrust but the
decreasing maximum value was not. The decreasing maximum value and increasing timeaveraged thrust were determined to occur because the instantaneous thrust is more evenly
distributed throughout the cycle. This results in lower peaks and higher valleys.
The timing of the thrust peaks provided additional information related to this even
distribution. The timing was determined to be a function of
of

𝐴.

The data showed that for increasing

ℎ*

from

ℎ* ≈ 0,

ℎ* and 𝜑 while being independent
the peak either moved earlier in

the cycle (early branch) or later in the cycle (late branch). For
peak between the two branches. The peak begins at
as

𝜑

ℎ* < 0.60, 𝜑

𝑡/𝑇 ≈ 0.13 for 𝜑 = 0∘

shifts the single

and moves earlier

increases to a critical value when the peak is at its earliest (early branch). The peak

then shifts later in the cycle as

𝜑

increases from the critical value to the maximum value in

∘
the domain (135 ) and reaches its latest timing on the late branch. For
peak occurs either along the early (𝜑
shifts. For

ℎ* > 0.90,

0.6 < ℎ* < 0.90,

the

< 115∘ ) or late branch (𝜑 > 115∘ ) with no intermediate

the peak always occurred along the early branch. The high efficiency

cases often exhibited two thrust peaks per half-cycle instead of a single peak as described so
far. This double peak was determined to be a consequence of the even distribution of thrust
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previously noted.

8.1.3 Kinematic Grouping
The shape of the phase-averaged thrust (𝐹𝑥 ) and input power (𝐶𝑃 ) curves were shown to
be relatively independent of trailing-edge amplitude (𝐴).

This is in agreement with the

time-averaged performance metrics where efficiency, thrust, and input power trends were
independent of

𝐴

within the biological Strouhal number range. This allowed for the perfor-

*
mance cases to be grouped by their heave-to-pitch ratio (ℎ ) and phase offset (𝜑). A total of

82 kinematic groups were formed.

For each case in a group, the thrust and power curves were

normalized by the maximum value and symmetry between half-cycles was enforced. The normalized curves were then averaged to create an average normalized curve for the group. The
average normalized curve was then scaled to represent an amplitude of approximately

77 mm

to coincide with one of the amplitudes used for the planar and full volume PIV cases. The

^𝑥 ) and was used as the thrust curve for
resulting thrust curve was called the scaled thrust (𝐹
any flow field case (planar or full volume) where the actual kinematic parameters were close
to the average values for the kinematic group. This process was necessary because of the

i.e.

sensitivity of this system to initial conditions (

fish platform alignment). The kinematic

parameters did not always align perfectly between the performance cases and the flow field
cases. The problem was alleviated through the use of kinematic groups.

8.1.4 Three-Dimensional Wake Structure
The three-dimensional wake structure is extremely complex and can be divided into three
regions. The first region includes the finlet vortex (FV) and its interaction with the leadingedge vortex (LEV). The FV forms on the top and bottom edge of the finlets as the peduncle
moves laterally.

The FV then advects downstream and interacts with the LEV forming

on leading-edge of the caudal fin.

The FV either intersects with the caudal fin or twists

around the LEV near the peduncle joint. When it twists around the LEV, the LEV is lifted
from the surface and the LEV suction is reduced. This is advantageous at some times and
detrimental in others. Like most things, a balance is required to obtain optimal performance.
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The evolution of the LEV near the spanwise tips reacted oppositely. As the LEV was lifted
by the FV near the peduncle it became closer to the surface near the spanwise tip.

The

FV-LEV interaction near the peduncle region was the most critical in determining thrust
production.
The second region exists near the spanwise tips of the caudal fin. This region is responsible
for transitioning the flow from being dominated by the LEV to being dominated by the
trailing-edge vortex (TEV). It was shown that the previously shed LEV and FV merge to
create a vortex bundle that eventually twists around the forming TEV to create the spanwiseoriented structures that dominate the downstream wake. These structures form the reverse
von Kármán vortex street that has been studied in the past and is often associated with
thrust production. The three-dimensional wake downstream of the caudal fin consists of a
series of interlocking vortex rings. The top and bottom edges move in opposite directions
as a result of Biot-Savart law resulting in the vortex rings bending into ‘C’ shapes as they
advect downstream. This results in the spanwise compression and transverse expansion of
the wake.

The twisted vortices in the spanwise-oriented structures induce spanwise flow

within the structure that is directed toward the midspan. This causes vortex compression
along the midspan and leads to a drastic decrease in the spanwise vorticity and begins the
breakdown of the wake.
The total positive and negative spanwise circulation generated per half-cycle was calculated along midspan. It was then compared with the coefficient of input power. This showed
a strong linear relationship where the coefficient of input power was proportional to the total
circulation produced. It has been postulated that the total input power can be decomposed

i.e. 𝐹𝑥 𝑈∞ )

into the useful work (

and wasted work that is necessary to create the wake

(𝑃𝑤𝑎𝑘𝑒 ). The current data suggests that the power consumed in generating the wake (𝑃𝑤𝑎𝑘𝑒 )
is directly proportional to the amount of circulation produced.

8.1.5 Relationship Between the Flow Field and Performance
The most complex part of this dissertation was the relationship between the flow field and
the propulsive performance. There are numerous mechanisms at work that each appear to
follow slightly different trends depending on the location in the
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𝜑–ℎ*

space, and as such,

several possible mechanisms were presented to help elucidate these relationships. The actual
relationship between the flow field and thrust production for any given set of

𝜑 and ℎ*

values

is most likely a combination of the proposed mechanisms and other mechanisms that were
unable to be quantified.
The most clear relationship exists for cases with approximately pure pitch kinematics

*
(ℎ

< 0.35,

influence.

region 1 in Figure 6-16) because the finlet vortex (FV) is small and has little

These cases are characterized by significant generation of negative thrust as a

result of the leading-edge (LEV) remaining close to the surface as the caudal fin angle (𝜃𝐶 )
is such that the LEV suction produces drag during a quarter of the cycle. This is referred
to as adverse
larger

ℎ*

𝜃𝐶

conditions. This feature is alleviated by the introduction of the FV with

cases. The majority of the thrust is produced as the caudal fin moves toward the

previously generated LEVs on the pressure side by the vortex ring analogy introduced in
Section 6.1.5.
Cases with

𝜑 < 130∘

(region 2 in Figure 6-16) were also characterized by the production

*
of negative thrust, however to a much smaller extent than region 1 (ℎ

< 0.35).

These

cases start each half-cycle producing negative thrust as they move through the flow without
generating significant vorticity at the leading-edge or trailing-edge (TE). The caudal fin
angle (𝜃𝐶 ) then reverses direction and initiates the formation of the LEV and trailing-edge
vortex (TEV). These generate LEV suction and TE suction with a caudal fin angle such
that favorable

𝜃𝐶

conditions exist. This mechanism continues to produce thrust until

and the conditions switch to adverse

𝜃𝐶

𝜃𝐶 = 0

conditions. At this point, drag is produced until

𝜃𝐶

reverses direction during the next half-cycle.
Cases with

ℎ* > 0.75

(region 3 in Figure 6-16) and cases with

𝜑 < 90∘

(region 4) are

characterized by an early thrust peak followed by approximately a quarter-cycle of minimal
thrust. The thrust is initiated by the direction reversal of the tail angle (𝜃𝑇 ) as it moves
toward the paired FV producing a high-pressure zone between them (vortex ring analogy).
The high pressure is relieved around the leading-edge (LE) and forms an LEV. The LEV suction and caudal fin angle combine such that favorable

𝜃𝐶

conditions exist. Thrust increases

until the LEV is shed from the LE as a result of the FV-LEV interaction. The LEV suction is
drastically reduced once the LEV sheds and causes a drop in the thrust. The thrust remains
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near zero until the direction reversal of the tail angle during the next half-cycle.
Propulsive performance was optimized in an ellipsoid region around the biological highefficiency ridge (region 5 in Figure 6-16). The ridge defined the transition between regions
1 and 3 with respect to changes in
in

𝜑.

ℎ*

and between regions 2 and 4 with respect to changes

It was observed that cases with higher (

i.e.

shallower) thrust valleys and lower thrust

peaks exist in this region along with double peaks. The diagonal nature of this ridge makes
the trends described above hard to visualize because it is hypothesized that the true trends
are perpendicular to the biological high-efficiency ridge. This means that the most dramatic
trends include simultaneous changes in both

𝜑 ℎ* .

Trends are made more complicated

because the trailing-edge amplitude does play a minor role that is beyond the scope of this
work. In summary, the pressure side (

i.e.

vortices along the caudal fin that were generated

during the previous half cycle) and the FV-LEV interaction are the two most important
features in describing the relationship between the flow field and thrust production.

8.1.6 Applications
The results presented here can shed light on the role of biological features as well as be applied
to the design of future aquatic vehicles. The detailed discussion on the FV-LEV interaction
and its role in thrust production helps us understand the possible role of continuous finlets
found in biology.

The clear connection between previously generated LEVs and current

thrust production for pure pitching cases possibly explains why Van Buren et al. [215] and
King [111] found that pointed caudal fins performed better for pure pitching kinematics
than the lunate shape found in biology. Manufactured vehicle design can also benefit from
the current results. The time-averaged performance results will guide kinematic parameter
selection and actuation methods.

The flow field data provides insight into the effects of

vortices generated upstream of the oscillatory propulsor to guide the design of vehicle body
design and propulsor placement.
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8.2

Future Work

The results presented in this dissertation add substantial knowledge to the literature concerning the three-dimensional wake evolution and propulsive performance of combined pitching
and heaving foils.

However, the relationship between the three-dimensional vortices and

thrust production is extremely complex and will require future researchers to better explain
the mechanisms at play. The current work can be meaningfully expanded by performing a
few key numerical simulations using the fish platform and actual kinematics for cases that
include full volume flow field data. This would take advantage of the pressure data available
in numerical simulations to verify the hypotheses made in the current work. These hypotheses include 1) the effect of the FV-LEV interaction on surface pressure, 2) the relationship
between LEV circulation, diameter, distance from surface, and LEV suction, and 3) the
high pressure zone created on the pressure side between the paired FV. The current work
can be meaningfully expanded by performing a few more experimental measurements that
exist on the extremes of the motion, such as: various

𝜑 = 0∘ .

These cases would take substantial effort (

ℎ*

i.e.

values between

0.00

and

1.00

with

trial and error method) to tweak

the prescribed kinematics to get the desired actual kinematics. A combination of the several
numerical and experimental cases would substantially add to the arguments made in this
dissertation.
Future work that goes beyond the scope of this dissertation include a systematic exploration of finlet geometry, caudal fin flexibility, passive peduncle joint with tunable stiffness,
and caudal fin geometry. The current work shows the importance of the upstream vortices

e.g.

that interact with the leading-edge vortex. The type of finlets (
and geometry (

e.g.

continuous vs series)

horizontal, angled, sharpness, etc) will play a crucial role in their ben-

efit to manufactured vehicles as well as understanding biology. Flexibility exists in almost
all aquatic swimmers and has been shown to provide benefits to propulsive performance.
Simplicity is essential in the manufacture of reliable unmanned vehicles. As such, reducing
the complexity of the platform from two active degrees-of-freedom (DoF) to one active DoF
(tail) and one passive DoF (caudal fin) could significantly reduce complexity. The passive
DoF would need to be tunable because thrust/speed are changed using changes in trailing245

edge amplitude and kinematic frequency with the same heave-to-pitch ratio and phase offset.
The lateral forces will significantly change with both a change in trailing-edge amplitude and
kinematic frequency. As such, the stiffness of the peduncle joint would need to maintain the
same

𝜑

and

ℎ*

values under different lateral loads. This is a complex problem best left to

the robotic community. Natural swimmers that are fast and efficient typically have lunate
shaped caudal fins while the fish platform in the current work uses a truncate planform.
This was done for simplicity, but future work could incorporate different planform shapes.

e.g.

The current work proposes that a large central caudal fin area (

truncate or pointed)

is advantageous for pure pitching motion because the majority of the thrust is produced
in the center as the caudal moves toward the previous generated vortices.

However, it is

hypothesized that for combined pitch and heave, a more uniform local chord length will
take advantage of forming LEVs but force them to detach before they contribute to adverse

𝜃𝐶

conditions and produce drag. The results and hypotheses presented in this dissertation

provide both insight and new questions for future researchers.

8.3

Lessons Learned

The process of completing this dissertation included numerous challenges that provided
countless frustrations and many lessons learned.

The challenges were both experimental

and theoretical. Experimentally, the challenges in this work included:



the learning curve for acquiring and processing multi-plane stereo particle image velocimetry (stereo PIV) data using Dantec Dynamics



the initial setup of a new dual window stereo PIV system (ILA_5150 GmbH and
PIVTec) including new camera orientations, liquid prisms, and calibration method



the design, manufacture, and validation of a two degree-of-freedom fish platform with
three iterations: 1) Brooks and Green [35], 2) manuscript for the

Experiments, and 3) current dissertation and future papers


custom motion control scripts (c++ and *.dll)
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the design of custom LabVIEW VI’s for data acquisition



the learning curve associated with the setup and calibration of new sensors (rotary
torque sensor, load cell, and laser displacement sensor)



overcoming frequency response effects in the thrust measurement system (manuscript
under review with



Measurement Science and Technology, Appendix I)

the coordination of extensive computational resources (5 virtual machines running
custom MATLAB scripts and approximately



90TB

of raw PIV images)

finding a robust method of comparing different datasets (performance, planar PIV,
and full volume PIV)

Theoretically, the largest challenge was understanding the limitations of experimental data.
This was most evident in the lack of surface pressure data and imperfect data (noise, setup
error, and mechanical failures).

The challenges had the benefit of teaching me countless

lessons that I will take with me to overcome future challenges. Persistence was necessary to
push through the challenges and not give up. Many seemed insurmountable, but I learned
to take large issues and break them up into multiple manageable pieces that could be individually understood and resolved. This skill will allow me to tackle even larger and more
complex situations in the future.

This project has reminded me that scope creep will in-

evitably appear and it must be held at bay in order to maintain manageable projects that
do not continue indefinitely.
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Date
2021/01/19
2021/01/20
2021/01/23
2021/01/25
2021/01/26
2021/01/27
2021/01/28
2021/01/29
2021/03/22
2021/03/24
2021/03/25
2021/03/26
Average

ū [ 𝑚𝑚
]
𝑠
[211.21, 2.05, −4.09]
[212.04, 1.43, −5.27]
[211.00, 1.26, −6.02]
[211.74, 1.13, −5.72]
[210.47, 1.30, −5.74]
[211.73, 1.43, −5.46]
[211.17, 1.74, −3.33]
[212.19, 1.51, −2.94]
[211.08, 2.54, −5.06]
[212.23, 2.68, −4.68]
[212.66, 2.12, −5.76]
[212.49, 1.90, −4.63]
[211.72, 1.81, −4.74]

𝜎 [ 𝑚𝑚
]
𝑠
[1.64, 1.68, 1.33]
[1.68, 1.87, 1.53]
[1.69, 1.56, 1.19]
[0.93, 1.00, 0.77]
[1.44, 1.04, 1.06]
[0.97, 1.05, 0.57]
[1.10, 1.26, 0.80]
[0.97, 1.01, 0.96]
[1.54, 1.00, 0.90]
[1.32, 0.90, 0.85]
[1.59, 0.74, 0.66]
[1.18, 1.01, 0.71]
[1.30, 1.18, 0.93]

𝐼¯
1.48
1.44
1.54
1.62
1.84
1.61
1.69
1.92
1.92
2.28
1.70
1.80
1.72

Table A.1: Freestream quality information.

Case#

A [mm]

ℎ*

𝜑

330

77.8

0.10

85

366

76.6

0.49

102

384

78.1

0.67

105

392

76.3

0.81

101

401

74.8

0.93

105

460

84.8

0.70

35

380

73.3

0.75

62

383

77.9

0.69

102

386

76.1

0.74

123

361

72.3

0.53

24

345

74.9

0.30

27

Table A.2: Actual kinematic for the
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11

[deg]

full volume PIV cases.

Appendix B
Figures
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Figure B-1:

𝐴 ≈ 75

mm:

^𝑥 , black line) as a funcScaled thrust curves by group (𝐹

tion of non-dimensional time (𝑡/𝑇 ) where the red,

𝑡/𝑇 =

and green dashed lines are
[0.08, 0.13, 0.20], and black dashed line is the timing of 𝜃𝐶 = 0∘ for each case.
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blue,

Figure B-2:

𝐴 ≈ 75

mm: Kinematic information for each specific planar or full volume PIV

case and average efficiency for the kinematic group.
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Figure B-3:

𝐴 ≈ 75

mm: Angle of Attack (𝛼) for different spanwise locations.
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Figure B-4:

𝐴 ≈ 75

mm: Lateral displacement of the trailing-edge of the caudal fin (𝑇 𝐸𝑦 ).
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Figure B-5:

𝐴 ≈ 75

mm: Tail (𝜃𝑇 ) and caudal fin (𝜃𝐶 ) angles.
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A

B

C

D

E

F

G

H

Figure B-6: Example grouping for
mance data colored by

𝐴

ℎ* = 0.06

and

𝜑 = 82∘

where red lines represent perfor-

with larger values being darker, blue lines represent PIV volumes,

and green lines represent PIV planes. The shaded region represents

𝜇 ± 𝜎.

A) thrust, B)

lateral displacement of the peduncle (𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ),
D) tail motor torque, E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and
H) caudal fin motor torque.

A

B

C

D

E

F

G

H

Figure B-7: Example grouping for
mance data colored by

𝐴

ℎ* = 0.26

and

𝜑 = 80∘

where red lines represent perfor-

with larger values being darker, blue lines represent PIV volumes,

and green lines represent PIV planes. The shaded region represents

𝜇 ± 𝜎.

A) thrust, B)

lateral displacement of the peduncle (𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ),
D) tail motor torque, E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and
H) caudal fin motor torque.
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A

B

C

D

E

F

G

H

ℎ* = 0.52

Figure B-8: Example grouping for
mance data colored by

𝐴

and

𝜑 = 20∘

where red lines represent perfor-

with larger values being darker, blue lines represent PIV volumes,

and green lines represent PIV planes. The shaded region represents

𝜇 ± 𝜎.

A) thrust, B)

lateral displacement of the peduncle (𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ),
D) tail motor torque, E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and
H) caudal fin motor torque.

A

B

C

D

E

F

G

H

Figure B-9: Example grouping for
mance data colored by

𝐴

ℎ* = 0.45

and

𝜑 = 103∘

where red lines represent perfor-

with larger values being darker, blue lines represent PIV volumes,

and green lines represent PIV planes. The shaded region represents

𝜇 ± 𝜎.

A) thrust, B)

lateral displacement of the peduncle (𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ),
D) tail motor torque, E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and
H) caudal fin motor torque.
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A

B

C

D

E

F

G

H

Figure B-10: Example grouping for
mance data colored by

𝐴

ℎ* = 0.75

and

𝜑 = 39∘

where red lines represent perfor-

with larger values being darker, blue lines represent PIV volumes,

and green lines represent PIV planes. The shaded region represents

𝜇 ± 𝜎.

A) thrust, B)

lateral displacement of the peduncle (𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ),
D) tail motor torque, E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and
H) caudal fin motor torque.

A

B

C

D

E

F

G

H

Figure B-11: Example grouping for
mance data colored by

𝐴

ℎ* = 0.74

and

𝜑 = 67∘

where red lines represent perfor-

with larger values being darker, blue lines represent PIV volumes,

and green lines represent PIV planes. The shaded region represents

𝜇 ± 𝜎.

A) thrust, B)

lateral displacement of the peduncle (𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ),
D) tail motor torque, E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and
H) caudal fin motor torque.
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A

B

C

D

E

F

G

H

Figure B-12: Example grouping for
mance data colored by

𝐴

ℎ* = 0.69

and

𝜑 = 99∘

where red lines represent perfor-

with larger values being darker, blue lines represent PIV volumes,

and green lines represent PIV planes. The shaded region represents

𝜇 ± 𝜎.

A) thrust, B)

lateral displacement of the peduncle (𝑃𝑦 ), C) lateral displacement of the trailing-edge (𝑇 𝐸𝑦 ),
D) tail motor torque, E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter space, and
H) caudal fin motor torque.

Figure B-13:

A

B

C

D

E

F

G

H

Example grouping for

performance data colored by

𝐴

ℎ* = 0.66

and

𝜑 = 1060∘

where red lines represent

with larger values being darker, blue lines represent PIV

volumes, and green lines represent PIV planes.

The shaded region represents

𝜇 ± 𝜎.

A)

thrust, B) lateral displacement of the peduncle (𝑃𝑦 ), C) lateral displacement of the trailingedge (𝑇 𝐸𝑦 ), D) tail motor torque, E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter
space, and H) caudal fin motor torque.
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A

B

C

D

E

F

G

H

Figure B-14: Example grouping for
performance data colored by

𝐴

ℎ* = 0.82

𝜑 = 104.0∘

and

where red lines represent

with larger values being darker, blue lines represent PIV

volumes, and green lines represent PIV planes.

The shaded region represents

𝜇 ± 𝜎.

A)

thrust, B) lateral displacement of the peduncle (𝑃𝑦 ), C) lateral displacement of the trailingedge (𝑇 𝐸𝑦 ), D) tail motor torque, E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter
space, and H) caudal fin motor torque.

Figure B-15:

A

B

C

D

E

F

G

H

Example grouping for

performance data colored by

𝐴

ℎ* = 0.76

and

𝜑 = 132∘

where red lines represent

with larger values being darker, blue lines represent PIV

volumes, and green lines represent PIV planes.

The shaded region represents

𝜇 ± 𝜎.

A)

thrust, B) lateral displacement of the peduncle (𝑃𝑦 ), C) lateral displacement of the trailingedge (𝑇 𝐸𝑦 ), D) tail motor torque, E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter
space, and H) caudal fin motor torque.
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Figure B-16:

A

B

C

D

E

F

G

H

Example grouping for

performance data colored by

𝐴

ℎ* = 0.92

and

𝜑 = 101∘

where red lines represent

with larger values being darker, blue lines represent PIV

volumes, and green lines represent PIV planes.

The shaded region represents

𝜇 ± 𝜎.

A)

thrust, B) lateral displacement of the peduncle (𝑃𝑦 ), C) lateral displacement of the trailingedge (𝑇 𝐸𝑦 ), D) tail motor torque, E) caudal fin angle (𝜃𝐶 ), F) tail angle (𝜃𝑇 ), G) parameter
space, and H) caudal fin motor torque.
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Appendix C
Kinematic Groupings
The following pages are a collection of the
group per page. Each page contains

3

34 kinematic groups (out of the 82 total) with one

figures for each group. The first figure is dimensional

and includes all performance cases that are in a given group.

The second figure includes

the normalized performance cases in a given group with the symmetric, normalized, and
averaged curve overlaid in blue. The third figure is the symmetric, normalized, and averaged
curve scaled for a theoretical trailing-edge amplitude,
groups.
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𝐴, of 77.0 mm for comparison between

A

(ℎ*

Kinematic Group 06

B

E

F

= 0.06

C

and

𝜑 = 82∘)

G

D
H

ℎ* = 0.06 and 𝜑 = 82∘ colored
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 ,

Figure C-1: Dimensional kinematic grouping for

by

larger values being darker. The shaded region

C)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-2: Normalized kinematic grouping for

ℎ* = 0.06

and

𝜑 = 82∘

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-3:
E)

Kinematic grouping for

ℎ* = 0.06

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 82∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 24

B

E

F

= 0.26

C

and

𝜑 = 80∘)

G

D
H

ℎ* = 0.26 and 𝜑 = 80∘ colored
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 ,

Figure C-4: Dimensional kinematic grouping for

by

larger values being darker. The shaded region

C)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-5: Normalized kinematic grouping for

ℎ* = 0.26

and

𝜑 = 80∘

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-6:
E)

Kinematic grouping for

ℎ* = 0.26

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 80∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 25

B

E

F

= 0.26

C

and

𝜑 = 90∘)

G

D
H

ℎ* = 0.26 and 𝜑 = 90∘ colored
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 ,

Figure C-7: Dimensional kinematic grouping for

by

larger values being darker. The shaded region

C)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-8: Normalized kinematic grouping for

ℎ* = 0.26

and

𝜑 = 90∘

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-9:
E)

Kinematic grouping for

ℎ* = 0.26

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 90∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 26

B

E

F

= 0.26
C

and

𝜑 = 100∘)

G

D
H

ℎ* = 0.26 and 𝜑 = 100∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-10: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-11: Normalized kinematic grouping for

ℎ* = 0.26

and

𝜑 = 100∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-12: Kinematic grouping for
E)

ℎ* = 0.26

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 100∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 27

B

E

F

= 0.25
C

and

𝜑 = 110∘)

G

D
H

ℎ* = 0.25 and 𝜑 = 110∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-13: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-14: Normalized kinematic grouping for

ℎ* = 0.25

and

𝜑 = 110∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-15: Kinematic grouping for
E)

ℎ* = 0.25

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 110∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 37

B

E

F

= 0.35
C

and

𝜑 = 121∘)

G

D
H

ℎ* = 0.35 and 𝜑 = 121∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-16: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-17: Normalized kinematic grouping for

ℎ* = 0.35

and

𝜑 = 121∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-18: Kinematic grouping for
E)

ℎ* = 0.35

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 121∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 38

B

E

F

= 0.35
C

and

𝜑 = 130∘)

G

D
H

ℎ* = 0.35 and 𝜑 = 130∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-19: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-20: Normalized kinematic grouping for

ℎ* = 0.35

and

𝜑 = 130∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-21: Kinematic grouping for
E)

ℎ* = 0.35

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 130∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 39

B

E

F

= 0.52

C

and

𝜑 = 20∘)

G

D
H

ℎ* = 0.52 and 𝜑 = 20∘ colored by 𝐴 with
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

Figure C-22: Dimensional kinematic grouping for
larger values being darker. The shaded region

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-23: Normalized kinematic grouping for

ℎ* = 0.52

and

𝜑 = 20∘

colored by

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-24:
E)

Kinematic grouping for

ℎ* = 0.52

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 20∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 40

B

E

F

= 0.51

C

and

𝜑 = 50∘)

G

D
H

ℎ* = 0.51 and 𝜑 = 50∘ colored by 𝐴 with
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

Figure C-25: Dimensional kinematic grouping for
larger values being darker. The shaded region

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-26: Normalized kinematic grouping for

ℎ* = 0.51

and

𝜑 = 50∘

colored by

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-27:
E)

Kinematic grouping for

ℎ* = 0.51

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 50∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 42

B

E

F

= 0.47

C

and

𝜑 = 86∘)

G

D
H

ℎ* = 0.47 and 𝜑 = 86∘ colored by 𝐴 with
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

Figure C-28: Dimensional kinematic grouping for
larger values being darker. The shaded region

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-29: Normalized kinematic grouping for

ℎ* = 0.47

and

𝜑 = 86∘

colored by

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-30:
E)

Kinematic grouping for

ℎ* = 0.47

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 86∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 43

B

E

F

= 0.46

C

and

𝜑 = 95∘)

G

D
H

ℎ* = 0.46 and 𝜑 = 95∘ colored by 𝐴 with
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

Figure C-31: Dimensional kinematic grouping for
larger values being darker. The shaded region

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-32: Normalized kinematic grouping for

ℎ* = 0.46

and

𝜑 = 95∘

colored by

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-33:
E)

Kinematic grouping for

ℎ* = 0.46

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 95∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 44

B

E

F

= 0.45
C

and

𝜑 = 103∘)

G

D
H

ℎ* = 0.45 and 𝜑 = 103∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-34: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A
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C

D

E

F

G

H

Figure C-35: Normalized kinematic grouping for

ℎ* = 0.45

and

𝜑 = 103∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-36: Kinematic grouping for
E)

ℎ* = 0.45

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 103∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 49

B

E

F

= 0.62

C

and

𝜑 = 56∘)

G

D
H

ℎ* = 0.62 and 𝜑 = 56∘ colored by 𝐴 with
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

Figure C-37: Dimensional kinematic grouping for
larger values being darker. The shaded region

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A
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D

E

F

G

H

Figure C-38: Normalized kinematic grouping for

ℎ* = 0.62

and

𝜑 = 56∘

colored by

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-39:
E)

Kinematic grouping for

ℎ* = 0.62

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 56∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 50

B

E

F

= 0.59

C

and

𝜑 = 82∘)

G

D
H

ℎ* = 0.59 and 𝜑 = 82∘ colored by 𝐴 with
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

Figure C-40: Dimensional kinematic grouping for
larger values being darker. The shaded region

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-41: Normalized kinematic grouping for

ℎ* = 0.59

and

𝜑 = 82∘

colored by

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-42:
E)

Kinematic grouping for

ℎ* = 0.59

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 82∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 52

B

E

F

= 0.56

C

and

𝜑 = 97∘)

G

D
H

ℎ* = 0.56 and 𝜑 = 97∘ colored by 𝐴 with
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

Figure C-43: Dimensional kinematic grouping for
larger values being darker. The shaded region

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A
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D

E

F

G

H

Figure C-44: Normalized kinematic grouping for

ℎ* = 0.56

and

𝜑 = 97∘

colored by

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-45:
E)

Kinematic grouping for

ℎ* = 0.56

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 97∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 53

B

E

F

= 0.56
C

and

𝜑 = 105∘)

G

D
H

ℎ* = 0.56 and 𝜑 = 105∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-46: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A
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C

D

E

F

G

H

Figure C-47: Normalized kinematic grouping for

ℎ* = 0.56

and

𝜑 = 105∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-48: Kinematic grouping for
E)

ℎ* = 0.56

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 105∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 54

B

E

F

= 0.55
C

and

𝜑 = 113∘)

G

D
H

ℎ* = 0.55 and 𝜑 = 113∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-49: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .
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H

Figure C-50: Normalized kinematic grouping for

ℎ* = 0.55

and

𝜑 = 113∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-51: Kinematic grouping for
E)

ℎ* = 0.55

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 113∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 55

B

E

F

= 0.56
C

and

𝜑 = 122∘)

G

D
H

ℎ* = 0.56 and 𝜑 = 122∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-52: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .
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H

Figure C-53: Normalized kinematic grouping for

ℎ* = 0.56

and

𝜑 = 122∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-54: Kinematic grouping for
E)

ℎ* = 0.56

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 122∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 56

B

E

F

= 0.57
C

and

𝜑 = 131∘)

G

D
H

ℎ* = 0.57 and 𝜑 = 131∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-55: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .
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Figure C-56: Normalized kinematic grouping for

ℎ* = 0.57

and

𝜑 = 131∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-57: Kinematic grouping for
E)

ℎ* = 0.57

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 131∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 57

B

E

F

= 0.75

C

and

𝜑 = 39∘)

G

D
H

ℎ* = 0.75 and 𝜑 = 39∘ colored by 𝐴 with
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

Figure C-58: Dimensional kinematic grouping for
larger values being darker. The shaded region

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .
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Figure C-59: Normalized kinematic grouping for

ℎ* = 0.75

and

𝜑 = 39∘

colored by

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A
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D

E

F

G

H

Figure C-60:
E)

Kinematic grouping for

ℎ* = 0.75

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 39∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 58

B

E

F

= 0.74

C

and

𝜑 = 67∘)

G

D
H

ℎ* = 0.74 and 𝜑 = 67∘ colored by 𝐴 with
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

Figure C-61: Dimensional kinematic grouping for
larger values being darker. The shaded region

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-62: Normalized kinematic grouping for

ℎ* = 0.74

and

𝜑 = 67∘

colored by

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-63:
E)

Kinematic grouping for

ℎ* = 0.74

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 67∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 59

B

E

F

= 0.72

C

and

𝜑 = 87∘)

G

D
H

ℎ* = 0.72 and 𝜑 = 87∘ colored by 𝐴 with
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

Figure C-64: Dimensional kinematic grouping for
larger values being darker. The shaded region

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-65: Normalized kinematic grouping for

ℎ* = 0.72

and

𝜑 = 87∘

colored by

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-66:
E)

Kinematic grouping for

ℎ* = 0.72

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 87∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 61

B

E

F

= 0.69

C

and

𝜑 = 99∘)

G

D
H

ℎ* = 0.69 and 𝜑 = 99∘ colored by 𝐴 with
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

Figure C-67: Dimensional kinematic grouping for
larger values being darker. The shaded region

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-68: Normalized kinematic grouping for

ℎ* = 0.69

and

𝜑 = 99∘

colored by

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-69:
E)

Kinematic grouping for

ℎ* = 0.69

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 99∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 62

B

E

F

= 0.66
C

and

𝜑 = 106∘)

G

D
H

ℎ* = 0.66 and 𝜑 = 106∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-70: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-71: Normalized kinematic grouping for

ℎ* = 0.66

and

𝜑 = 106∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-72: Kinematic grouping for
E)

ℎ* = 0.66

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 106∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 64

B

E

F

= 0.67
C

and

𝜑 = 122∘)

G

D
H

ℎ* = 0.67 and 𝜑 = 122∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-73: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-74: Normalized kinematic grouping for

ℎ* = 0.67

and

𝜑 = 122∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-75: Kinematic grouping for
E)

ℎ* = 0.67

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 122∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

288

and

A

(ℎ*

Kinematic Group 65

B

E

F

= 0.68
C

and

𝜑 = 131∘)

G

D
H

ℎ* = 0.68 and 𝜑 = 131∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-76: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-77: Normalized kinematic grouping for

ℎ* = 0.68

and

𝜑 = 131∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-78: Kinematic grouping for
E)

ℎ* = 0.68

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 131∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 68

B

E

F

= 0.83

C

and

𝜑 = 94∘)

G

D
H

ℎ* = 0.83 and 𝜑 = 94∘ colored by 𝐴 with
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

Figure C-79: Dimensional kinematic grouping for
larger values being darker. The shaded region

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-80: Normalized kinematic grouping for

ℎ* = 0.83

and

𝜑 = 94∘

colored by

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-81:
E)

Kinematic grouping for

ℎ* = 0.83

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝜇 ± 𝜎.

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 94∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 70

B

E

F

= 0.82
C

and

𝜑 = 104∘)

G

D
H

ℎ* = 0.82 and 𝜑 = 104∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-82: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-83: Normalized kinematic grouping for

ℎ* = 0.82

and

𝜑 = 104∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-84: Kinematic grouping for
E)

ℎ* = 0.82

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 104∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 72

B

E

F

= 0.74
C

and

𝜑 = 115∘)

G

D
H

ℎ* = 0.74 and 𝜑 = 115∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-85: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A
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C

D
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F

G

H

Figure C-86: Normalized kinematic grouping for

ℎ* = 0.74

and

𝜑 = 115∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-87: Kinematic grouping for
E)

ℎ* = 0.74

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 115∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 73

B

E

F

= 0.76
C

and

𝜑 = 124∘)

G

D
H

ℎ* = 0.76 and 𝜑 = 124∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-88: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .
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Figure C-89: Normalized kinematic grouping for

ℎ* = 0.76

and

𝜑 = 124∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-90: Kinematic grouping for
E)

ℎ* = 0.76

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 124∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 74

B

E

F

= 0.76
C

and

𝜑 = 132∘)

G

D
H

ℎ* = 0.76 and 𝜑 = 132∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-91: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .
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Figure C-92: Normalized kinematic grouping for

ℎ* = 0.76

and

𝜑 = 132∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-93: Kinematic grouping for
E)

ℎ* = 0.76

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 132∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)

294

and

A

(ℎ*

Kinematic Group 75

B

E

F

= 0.92
C

and

𝜑 = 101∘)

G

D
H

ℎ* = 0.92 and 𝜑 = 101∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-94: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-95: Normalized kinematic grouping for

ℎ* = 0.92

and

𝜑 = 101∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-96: Kinematic grouping for
E)

ℎ* = 0.92

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 101∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 78

B

E

F

= 0.84
C

and

𝜑 = 122∘)

G

D
H

ℎ* = 0.84 and 𝜑 = 122∘
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 ,

Figure C-97: Dimensional kinematic grouping for

colored by

larger values being darker. The shaded region

B)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

and H)

𝑃𝑖𝑛,𝑇 .

A

B

C

D

E

F

G

H

Figure C-98: Normalized kinematic grouping for

ℎ* = 0.84

and

𝜑 = 122∘

𝜃𝐶 ,

C)

colored by

𝐴 with
𝑇𝐶 , D)

𝐴

with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-99: Kinematic grouping for
E)

ℎ* = 0.84

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

𝜑 = 122∘ that has been scaled to a
represents 𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 , D)
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and

A

(ℎ*

Kinematic Group 79

B

E

F

= 0.85
C

and

H

ℎ* = 0.85

with larger values being darker. The shaded region represents

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

D

G

Figure C-100: Dimensional kinematic grouping for
D)

𝜑 = 131∘)

and H)

𝑃𝑖𝑛,𝑇 .

𝜑 = 131∘ colored by 𝐴
𝜇 ± 𝜎 . A) 𝐹𝑥 , B) 𝜃𝐶 , C) 𝑇𝐶 ,
and

A

B

C

D

E

F

G

H

Figure C-101: Normalized kinematic grouping for

ℎ* = 0.85 and 𝜑 = 131∘

colored by

𝐴 with

larger values being darker and the blue line represents the symmetric, normalized, average.
The shaded region represents
and H)

𝑃𝑖𝑛,𝑇 .

𝜇 ± 𝜎.

A)

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

𝑃𝑖𝑛,𝐶 ,

E)

𝑃𝑖𝑛 ,

A

B

C

D

E

F

G

H

Figure C-102: Kinematic grouping for
E)

ℎ* = 0.85

𝐴 = 77.0 mm. The shaded region
𝑃𝑖𝑛 , F) 𝜃𝑇 , G) 𝑇𝑇 , and H) 𝑃𝑖𝑛,𝑇 .

theoretical

𝑃𝑖𝑛,𝐶 ,

𝐹𝑥 ,

𝜑 = 131∘
represents 𝜇 ± 𝜎 .
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and

F)

𝜃𝑇 ,

G)

𝑇𝑇 ,

that has been scaled to a
A)

𝐹𝑥 ,

B)

𝜃𝐶 ,

C)

𝑇𝐶 ,

D)

Appendix D
PIV Data
This appendix includes five sequences of flow field measurements with a temporal resolution
of

𝑡/𝑇 = 2/25 = 0.08.

The first three sequences are the three planar PIV planes (𝑧

=

[0, 35, 70] mm) and the remaining two sequences are the full volume cases showing th suction
side and then the pressure side. These are provided to show the temporal evolution the flow
field that goes beyond the limited snapshots presented in the body of this dissertation.

D.1

Planar PIV: Q contours (0mm Plane)

The first sequence shows
the

𝜑–ℎ*

𝑄 = [20, 100, 200, 400, 700, 1100]

space with a fixed trailing-edge amplitude of

298

contours on the

𝐴 ≈ 77

mm.

0

mm plane for

Figure D-1:

𝑡/𝑇 ≈ 0.00 (0

mm plane): Contour plot of

299

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-2:

𝑡/𝑇 ≈ 0.08 (0

mm plane): Contour plot of

300

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-3:

𝑡/𝑇 ≈ 0.16 (0

mm plane): Contour plot of

301

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-4:

𝑡/𝑇 ≈ 0.24 (0

mm plane): Contour plot of

302

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-5:

𝑡/𝑇 ≈ 0.32 (0

mm plane): Contour plot of

303

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-6:

𝑡/𝑇 ≈ 0.40 (0

mm plane): Contour plot of

304

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-7:

𝑡/𝑇 ≈ 0.48 (0

mm plane): Contour plot of

305

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-8:

𝑡/𝑇 ≈ 0.56 (0

mm plane): Contour plot of

306

𝑄 = [20, 100, 200, 400, 700, 1100].

D.2

Planar PIV: Q contours (35mm Plane)

The second sequence shows
for the

𝜑–ℎ*

𝑄 = [20, 100, 200, 400, 700, 1100]

space with a fixed trailing-edge amplitude of

307

contours on the

𝐴 ≈ 77

mm.

35

mm plane

Figure D-9:

𝑡/𝑇 ≈ 0.00 (35

mm plane): Contour plot of

308

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-10:

𝑡/𝑇 ≈ 0.08 (35

mm plane): Contour plot of

309

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-11:

𝑡/𝑇 ≈ 0.16 (35

mm plane): Contour plot of

310

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-12:

𝑡/𝑇 ≈ 0.24 (35

mm plane): Contour plot of

311

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-13:

𝑡/𝑇 ≈ 0.32 (35

mm plane): Contour plot of

312

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-14:

𝑡/𝑇 ≈ 0.40 (35

mm plane): Contour plot of

313

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-15:

𝑡/𝑇 ≈ 0.48 (35

mm plane): Contour plot of

314

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-16:

𝑡/𝑇 ≈ 0.56 (35

mm plane): Contour plot of

315

𝑄 = [20, 100, 200, 400, 700, 1100].

D.3

Planar PIV: Q contours (70mm Plane)

The third sequence shows
the

𝜑–ℎ*

𝑄 = [20, 100, 200, 400, 700, 1100]

space with a fixed trailing-edge amplitude of

316

contours on the

𝐴 ≈ 77

mm.

70

mm plane for

Figure D-17:

𝑡/𝑇 ≈ 0.00 (70

mm plane): Contour plot of

317

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-18:

𝑡/𝑇 ≈ 0.08 (70

mm plane): Contour plot of

318

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-19:

𝑡/𝑇 ≈ 0.16 (70

mm plane): Contour plot of

319

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-20:

𝑡/𝑇 ≈ 0.24 (70

mm plane): Contour plot of

320

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-21:

𝑡/𝑇 ≈ 0.32 (70

mm plane): Contour plot of

321

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-22:

𝑡/𝑇 ≈ 0.40 (70

mm plane): Contour plot of

322

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-23:

𝑡/𝑇 ≈ 0.48 (70

mm plane): Contour plot of

323

𝑄 = [20, 100, 200, 400, 700, 1100].

Figure D-24:

𝑡/𝑇 ≈ 0.56 (70

mm plane): Contour plot of

324

𝑄 = [20, 100, 200, 400, 700, 1100].

D.4

Full Volume PIV: Q Isosurfaces (Suction Side)

The fourth sequence shows full volume
fin for the

𝜑–ℎ*

𝑄 = 20 isosurfaces from the suction side of the caudal

space with a fixed trailing-edge amplitude of

325

𝐴 ≈ 77

mm.

𝑧

𝑥
𝑦
Figure D-25:

𝑡/𝑇 ≈ 0.00

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
326

𝑧

𝑥
𝑦
Figure D-26:

𝑡/𝑇 ≈ 0.08

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
327

𝑧

𝑥
𝑦
Figure D-27:

𝑡/𝑇 ≈ 0.16

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
328

𝑧

𝑥
𝑦
Figure D-28:

𝑡/𝑇 ≈ 0.24

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
329

𝑧

𝑥
𝑦
Figure D-29:

𝑡/𝑇 ≈ 0.32

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
330

𝑧

𝑥
𝑦
Figure D-30:

𝑡/𝑇 ≈ 0.40

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
331

𝑧

𝑥
𝑦
Figure D-31:

𝑡/𝑇 ≈ 0.48

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
332

𝑧

𝑥
𝑦
Figure D-32:

𝑡/𝑇 ≈ 0.56

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
333

𝑧

𝑥
𝑦
Figure D-33:

𝑡/𝑇 ≈ 0.64

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
334

𝑧

𝑥
𝑦
Figure D-34:

𝑡/𝑇 ≈ 0.72

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
335

𝑧

𝑥
𝑦
Figure D-35:

𝑡/𝑇 ≈ 0.80

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
336

𝑧

𝑥
𝑦
Figure D-36:

𝑡/𝑇 ≈ 0.88

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
337

𝑧

𝑥
𝑦
Figure D-37:

𝑡/𝑇 ≈ 0.96

(Suction side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
338

D.5

Full Volume PIV: Q Isosurfaces (Pressure Side)

The fifth sequence shows full volume
fin for the

𝜑–ℎ*

𝑄 = 20 isosurfaces from the pressure side of the caudal

space with a fixed trailing-edge amplitude of

339

𝐴 ≈ 77

mm.

𝑥
𝑦

𝑧
Figure D-38:

𝑡/𝑇 ≈ 0.00

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
340

𝑥
𝑦

𝑧
Figure D-39:

𝑡/𝑇 ≈ 0.08

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
341

𝑥
𝑦

𝑧
Figure D-40:

𝑡/𝑇 ≈ 0.16

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
342

𝑥
𝑦

𝑧
Figure D-41:

𝑡/𝑇 ≈ 0.24

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
343

𝑥
𝑦

𝑧
Figure D-42:

𝑡/𝑇 ≈ 0.32

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
344

𝑥
𝑦

𝑧
Figure D-43:

𝑡/𝑇 ≈ 0.40

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
345

𝑥
𝑦

𝑧
Figure D-44:

𝑡/𝑇 ≈ 0.48

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
346

𝑥
𝑦

𝑧
Figure D-45:

𝑡/𝑇 ≈ 0.56

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
347

𝑥
𝑦

𝑧
Figure D-46:

𝑡/𝑇 ≈ 0.64

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
348

𝑥
𝑦

𝑧
Figure D-47:

𝑡/𝑇 ≈ 0.72

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
349

𝑥
𝑦

𝑧
Figure D-48:

𝑡/𝑇 ≈ 0.80

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
350

𝑥
𝑦

𝑧
Figure D-49:

𝑡/𝑇 ≈ 0.88

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
351

𝑥
𝑦

𝑧
Figure D-50:

𝑡/𝑇 ≈ 0.96

(Pressure side): Isosurface of

𝑄 = 20

colored by spanwise vorticity

(𝜔𝑧 ) where positive values are red and negative values are blue.
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Appendix E
Fish Platform Kinematics using Laser
Displacement Sensor
The complexity of the two degree-of-freedom fish platform presented difficulty in empirically
determining the kinematics.

The motor encoders provided accurate measurements of the

motor positions but the motors are fairly distant from the actual platform.

The distance

between the motors and the platform resulted in motor positions that did not map directly
to platform positions. This required a secondary method of measuring the actual kinematics
of the fish platform. For propulsive performance measurements, a single-point laser displacement sensor was used to calculate the phase-averaged kinematics. The data acquisition will
be discussed in order to understand what data was needed to calculate the kinematics. A
justification for using single-point measurements between multiple runs is presented.

The

post processing will be discussed that converts three single-point measurements over multiple runs into a single, ensemble-averaged kinematic profile. Finally, the uncertainty in the
measurements will be discussed.

E.1

Data Acquisition

The data acquisition is divided into two parts. The first part is performed during platform

i.e.

alignment with the goal of determining the the sting location (

origin). The second part

is part of the main data collection campaign with the goal of measuring a single point on
353

the tail section and a single point on the caudal fin.

Once the origin is established, the

single point on the tail section along with the tail length provides sufficient information to
calculate the peduncle joint (𝑥𝑝 ,

𝑦𝑝 ).

Once the peduncle joint is known, the single point on

the caudal fin along with the midspan chord length of the caudal fin is sufficient to calculate
the trailing-edge of the caudal fin (𝑥𝑇 𝐸 ,

𝑦𝑇 𝐸 ).

The laser displacement sensor is mounted on a linear traverse that is parallel to the
freestream and horizontally level (see Section 3.4.3 for more details).
allows for the sensor to be moved in the freestream direction,

𝑦 -direction,

The linear traverse

𝑥-direction,

so that lateral,

measurements can be taken at different position on the fish platform. There are

a total of three

𝑥

locations used during this process where two are on the tail finlet (𝑥1 and

𝑥2 ) and the third is on the caudal fin (𝑥3 ,

see Figure E-1). The first two location are used in

the first step to identify the origin. The second two locations are used to calculate the full
kinematics of the fish platform. The easiest way to measure changes in the
sensor is to compare with a common point,

𝑋𝐿 ,

𝑥1 .

𝑥1 = 0

mm. All of the

𝑥

locations

Three L-brackets were attached to three sides of an 80/20 extruded

aluminum bar improving the repeatability in the

E.2

of the

as shown in Figure E-2. For all cases, the

end of the linear traverse is used as a reference such that
are in relation to

𝑥-position

𝑥-position

of the sensor.

Post Processing

The fish platform is aligned with the freestream direction at the beginning of each session
of propulsive performance measurements.

The first step in this process is to identify the

y
yT E
yp

..

.

xp

x1 x2

xT E

x

x3

Figure E-1: Setup used for measuring the pointwise lateral displacement of the fish platform
using the laser displacement sensor. The laser is represented as the dashed red line (- -)
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Figure E-2: Experimental setup for traversing the laser displacement sensor in the freestream
direction.

𝑋𝐿

a the distance from the end of the traverse.

A

C

B

D

Figure E-3: Process of calculating the origin. A)
based on the intersection of two time instances.

𝑥¯ ± 𝜎

and

𝑦¯ ± 𝜎 .

D) Origin locations for

position of the origin (

i.e.

𝑛

𝜎𝑦1 = 0.13

and

𝑥2 .

B) Origin

C) All intersections for a given set with

±𝜎 .

𝑛

sets of

𝑚

with the sensor at

cycles of motion are collected for

𝑥1

and then with the sensor at

𝑥2 .

for positions 1 (𝑦¯1 , red line) and position 2 (𝑦¯2 , black line) are shown

with shaded areas representing
with

𝑥1

the axis of the sting and the pivot point for the tail section)

𝐴 = 60 mm, ℎ* = 0.60, and 𝜑 = 90 deg
𝑦

for positions

sets with the mean location and

in relation to the laser displacement sensor.

The phase-averaged

𝑦¯ ± 2𝜎

mm and

±2𝜎 in Figure E-3A. This shows that the motion is repeatable

𝜎𝑦2 = 0.22

with the phase-averaged values of

𝑦¯1

mm. The remainder of the calculations are performed
and

𝑦¯2 .

A line is fit between

(𝑥1 , 𝑦¯1 )

and

(𝑥2 , 𝑦¯2 ).

The

intersection of all combinations of two time instances is found (Figure E-3B) and plotted

𝑛

sets

𝜎𝑥 = 1.73mm

and

(Figure E-3C) to find the position of the true origin. This is repeated for each of the
and shown in Figure E-3D. For this calibration the origin was found with

𝜎𝑦 = 0.03mm.

At this point, the origin has been found for this session’s alignment. Model

alignment can continue until the tail section and the caudal fin are aligned with the now
known

𝑦 -position

of the sting in relation to the sensor.

The second part occurs during the propulsive performance measurement session so that
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the kinematics are known for these measurements.
repeated

2𝑁

times with the sensor in position

each time instance, the peduncle position

𝑥2 for 𝑁

(𝑥𝑝 , 𝑦𝑝 )

During a given session, each case is
sets and in position

and the trailing-edge position

are calculated as shown in Figure E-4. A line is fit to
axis) and

(𝑥1 , 𝑦1 ).

a distance

(𝑥𝑝 , 𝑦𝑝 ).

𝐿𝑇

The tail length,

𝐿𝑇 ,

(𝑥𝑝 , 𝑦𝑝 ) and (𝑥𝑝 , 𝑦𝑝 ).

(𝑥1 , 𝑦1 ).

This newly defined point is

(𝑥𝑇 𝐸 , 𝑦𝑇 𝐸 )

tail pivot location, sting

This newly defined point is

The midspan caudal fin length,

used to define a point along this line that is a distance

(𝑥3 , 𝑦3 ).

(0, 0) (i.e.

sets. For

is then used to define a point along this line that is

from the origin and in the direction of

A line is then fit to

𝑥3 for 𝑁

𝐿𝐶

from

(𝑥𝑝 , 𝑦𝑝 )

𝐿𝐶 , is then

in the direction of

(𝑥𝑇 𝐸 , 𝑦𝑇 𝐸 ).

Figure E-4: Kinematics from point measurements. The dashed black lines at every

10𝑡ℎ

time

instance with the solid black line being a single time instance. The red and blue arcs are the
path of the peduncle and trailing-edge, respectively. The vertical red line and dot represent
the laser displacement sensor and associated lateral position.
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Appendix F
Fish Platform Kinematics using PIV
images
The complexity of the two degree-of-freedom fish platform presented difficulty in empirically
determining the kinematics.

The motor encoders provided accurate measurements of the

motor positions but the motors are fairly distant from the actual fish platform. The distance
between the motors and the fish platform resulted in motor positions that did not map
directly to fish platform positions.

This required a secondary method of measuring the

actual kinematics of the fish platform.

For flow-field measurements, phase-averaged PIV

images were used to extract the caudal fin position. These were used in collaboration with
geometric dimensions to calculate the peduncle location (𝑥𝑝 ,
caudal fin (𝑥𝑇 𝐸 ,

F.1

𝑦𝑇 𝐸 )

𝑦𝑝 ) and the trailing-edge of the

at a given phase.

Data Acquisition and Initial Processing

The raw images were acquired during flow-field measurement sessions.

The images were

phase-averaged into 25 phases per cycle with each pixel representing the minimum value
over all images in that phase. PIV snapshots include two frames that are separated by
Only the first frame (

i.e.

base frame) is used in the kinematic extraction process.

Δ𝑡.
The

phase-averaged images are then dewarped using the stereo PIV calibration as described in
Section 3.5. A matrix is generating that relates the pixels in dewarped images to physical
357

B

A

Figure F-1: Plots showing the method used to extract kinematics from phase averaged PIV
images. A) Caudal fin overlayed on image where the red line is the caudal fin and the white
dots are the points used to find the red line. B) The pixel values are interpolated on to the
caudal fin line and to find the leading edge and the trailing edge. The horizontal red line is
a lower limit of pixel brightness.

𝑥

and

𝑦

positions using dewarped images of the calibration plate. A sample image is shown

in Figure F-1A. This process was repeated for three spanwise planes (𝑧

= [0, 35, 70]

mm).

At this point, there are three sets of 25 images representing the location of the caudal fin
for each of the 25 phases per cycle along with a matrix that maps pixel position to physical
position.

F.2

Post Processing

The process of extracting the position of the caudal fin is the same for all images independent
of the phase or spanwise plane. During PIV, a high-power laser sheet illuminates a sheet of
thickness

Δ𝑧 ≈ 4 mm in the fluid and on the caudal fin.

The laser reflects off the surface and

results in pixels in the PIV images that are noticeably brighter than the bulk values of the
image. The first step in the process is the determine a minimum pixel brightness that only
highlights pixels caused by the reflection of the laser sheet on the caudal fin. This value is
relatively constant for all images, but manual supervision is required to adjust the value as
needed. Linear regression is used to fit a line through all the pixels above the stated minimum
(Figure F-1A). The pixel values were then interpolated onto the line using a bi-cubic spline
algorithm (MATLAB’s interp2(..., ’spline’) function) and displayed (Figure F-1B). A second
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minimum brightness (horizontal red line in Figure F-1B) is used to identify the start and end
of the region containing the caudal fin reflections. These two point represent the leadingand trailing-edge of the caudal fin.
Now that the trailing-edge and angle of the caudal fin is known, the midspan chord
length can be used to calculate the position of the peduncle.
point that satisfies three conditions:
trailing-edge, 2) it is a distance,

𝐿𝐶 ,

The peduncle joint is the

1) it is on the line that intersects the leading- and
from the trailing-edge, and 3) it has an

𝑥-position

less

than that of the trailing-edge (Figure F-2). This procedure was repeated for all phases and
planes.

The results were phase-averaged across all planes (Figure F-3).

The uncertainty

in these positions is a combination of the plane-to-plane averaging and the uncertainty in
the leading- and trailing-edge extraction technique. The uncertainty in the technique will
be assumed at half the thickness of the caudal fin,

𝜎𝑥 = 𝜎𝑦 = (1.59)/2 = 0.80

mm. This

uncertainty will be assumed as constant for all cases and planes.
Up to this point the

𝑥 and 𝑦

positions are relative the the origin on the calibration plate.

The peduncle and trailing-edge kinematics were compared with the kinematics determined
using the laser displacement sensor to establish a best fit for a linear

𝑥-

and

𝑦 -translation

3𝑟𝑑

time instance

for each calibration. These translations are included in Figure F-2

Figure F-2: Kinematics from PIV images. The dashed black lines at every

with the solid black line being a single time instance. The red and blue arcs are the path
of the peduncle and trailing-edge, respectively. The red dashed line and dots represent the
leading- and trailing-edge of the caudal fin for the same time instance as the solid black line
and from the

35

mm plane.
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A

B

C

D

E

Figure F-3: Averaged kinematics for case 346. A) The peduncle and trailing-edge location

𝑧 = [0, 35, 70] mm planes and
𝑇 𝐸𝑦 ± 𝜎 . 𝜎 is the standard deviation

for the

the average. B)

𝑝𝑥 ± 𝜎 .

C)

𝑝𝑦 ± 𝜎 .

in the plane-to-plane measurements.
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D)

𝑇 𝐸𝑥 ± 𝜎 .

E)

Appendix G
Uncertainty Quantification
Uncertainty quantification in experimental measurements depend on the precision of the
instruments used to measure as well as the formula used to calculate derived quantities.
The precision of each instrument was determined during calibration as a single standard
deviation (Equation G.1).

𝑛

𝑠2𝑥

1 ∑︁
=
(𝑥𝑖 − 𝑥¯)2
𝑛 − 1 𝑖=1

(G.1)

The standard deviation will be averaged over all calibration sessions and assumed to be
relatively constant over the full measurement range and for all measurement sessions. For
measurements with multiple sources of uncertainty, it will be assumed that they are independent of each other and can be summed in quadrature to determine the combined uncertainty
(Equation G.2).

√︁
𝜎𝐹 = 𝜎𝑎2 + 𝜎𝑏2 + ... + 𝜎𝑛2

(G.2)

The uncertainty of derived quantities will be determined using the propagation of error as
outlined by Ku [116]. For a quantity of one variable,
using Equation G.3.

𝑠2𝑤(¯
^ 𝑥)

[︃

𝜕𝐹
=
𝜕𝑥
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]︃2

𝑤(¯
^ 𝑥), the uncertainty of 𝑤^
𝑠2𝑥
𝑛

is calculated

(G.3)

For a quantity of two variables,

𝑠2𝑤(¯
^ 𝑥,¯
𝑦)

𝑤(¯
^ 𝑥, 𝑦¯), the uncertainty of 𝑤^ is calculated using Equation G.4.

[︃

𝜕𝐹
=
𝜕𝑥

The author further assumes that

G.1

]︃2
𝑥

[︃
]︃2
[︃
]︃[︃
]︃
𝑠2𝑥
𝜕𝐹 𝑠2𝑦
𝜕𝐹
𝜕𝐹 𝑠𝑥𝑦
+
+2
𝑛
𝜕𝑦 𝑛
𝜕𝑥
𝜕𝑦 𝑛

and

𝑦

(G.4)

are independent of each other and thus

𝑠𝑥𝑦 = 0.

Derivative Estimations

Many of the quantities used in the current work require the estimation of both spatial
and temporal derivatives. In most cases, only first-order derivatives are required, but some

e.g.

quantities may require higher derivatives (

inverse filter).

derivatives, for all situations, are estimated using

2𝑛𝑑

Both spatial and temporal

order central difference schemes based

on the work by Fornberg [75] and shown in Equations G.5–G.8 where
derivative of

𝑓 (ℓ)with

respect to

(1)

𝑓(𝑖)

(2)

𝑓(𝑖)

(3)

𝑓(𝑖)

(4)

𝑓(𝑖)

G.2

ℓ (ℓ = 𝑡, 𝑥, 𝑦 ,

or

𝑓 (𝑛) (ℓ)

is the

𝑛𝑡ℎ

𝑧 ).

−𝑓(𝑖−1) + 𝑓(𝑖+1)
2(Δℓ)
𝑓(𝑖−1) − 2𝑓(𝑖) + 𝑓(𝑖+1)
=
(Δℓ)2
−𝑓(𝑖−2) + 2𝑓(𝑖−1) − 2𝑓(𝑖+1) + 𝑓(𝑖+2)
=
2(Δℓ)3
𝑓(𝑖−2) − 4𝑓(𝑖−1) + 6𝑓(𝑖) − 4𝑓(𝑖+1) + 𝑓(𝑖+2)
=
(Δℓ)4

=

(G.5)

(G.6)

(G.7)

(G.8)

PIV

Quantifying the uncertainty in PIV is very difficult and is a results of numerous sources.
Two broad categories for sources of uncertainty are in determining the exact position of
particles and physical limits in the image acquisition system.

The first category includes

optical contributions due to particle image diameter, particle image density, background
noise, particle displacement, flow gradients, camera observation angle, laser alignment, and
optical distortions [175].

The second category includes contributions due to the physical
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setup that mostly affect the synchronization between the cameras and between the cameras
and the laser. The current system has two nearly identical stereo particle image velocimetry
(stereo PIV) setups and as such it will be assumed that both have similar uncertainty. All
uncertainties will be discussed in terms of standard deviations,

𝜎,

from the mean.

The physical contributions to uncertainty are impossible to quantify with the tools currently available to the author; however, one factor will be discussed. Synchronization between the laser and the cameras is of paramount importance. The author trusts that the
ILA_5150 synchronizer provides sufficient temporal resolution and timing. The signal from
the synchronizer travels through separate coaxial cables to the laser and to each of the four
cameras. To minimize electrical delay, the type and length of all cables between the source

i.e.

(

i.e.

synchronizer) and the instrument (

camera or laser) was the same.

The optical source are numerous and do not evenly effect the entire domain.

Each

source will be discussed to quantify its magnitude and areas of applicability. Monte Carlo
simulations were performed using synthetic PIV images in order to understand the influence
of particle image location on velocity uncertainty and will be used to quantify the PIV
uncertainty in this experiment [175]. An interrogation window of
with an overlap of 50% and a multi-grid algorithm.

Based on [175, Figure 6.12], the

𝜎Δ𝑥 ≈ 0.003px.

Based on [175, Figure 6.18

and 6.19], the uncertainty due to particle image density ranges between
high density and

0.01px for a low density.

image density but assumes a value of

𝜎Δ𝑥 = 0.002px.
to be

pixels was used

The particle image diameter varied

between 2 pixels and 5 pixels due to image dewarping.
uncertainty due to the particle image diameter is

32 × 32

𝜎Δ𝑥 = 0.0012px for a

The author cannot determine an accurate particle

𝑁𝑝𝑝𝑝 ≈ 0.05

which corresponds to an uncertainty of

Based on [175, Figures 6.20 and 6.21], the background noise was determined

𝜎𝑛 /𝐼𝑜 ≈ 0.10

which corresponds to an uncertainty of

𝜎Δ𝑥 ≈ 0.018px.

Dased on [175,

Figures 6.22], the uncertainty is relatively indifferent to due to particle image displacement
and constant at
with values of

𝜎Δ𝑥 ≈ 0.003px.

The flow gradients were highly localized in the shear layers

0.28px/px and are considerably lower in the bulk flow with values of 0.01px/px.

Based on [175, Figures 6.25], the uncertainty due to flow gradients is
bulk flow and
to get

0.10px.

𝑏𝑢𝑙𝑘
𝜎Δ𝑥
≈ 0.019

𝜎Δ𝑥 ≈ 0.004px

in the

Assuming that the uncertainties are linear, we can sum in quadrature

and

𝑠ℎ𝑒𝑎𝑟
𝜎Δ𝑥
≈ 0.102.

The particle image displacement is
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≈ 4px

in the

bulk flow and

≈8

uncertainty of

0.50% (1.1 𝑚𝑚/𝑠)

in regions of high shear. These values correspond to an in-plane velocity
in the bulk flow and

1.3% (2.7 𝑚𝑚/𝑠)

in the shear flow.

The three remaining sources of optical uncertainty are more subjective and hard to
quantify. As such a brief description will be provided to understand the implications of each
and how they were mitigated.

Laser sheet thickness and alignment are highly important

but hard to quantify. According to Raffel

et. al, the laser sheet thickness should be thinner

than the interrogation window [175, pg. 301]. The author was unable to do this with the
available laser optics and used the minimum thickness possible that was

≈ 4mm

which is

nearly double the interrogation window. The thicker laser sheet results in a larger number
of out-of-plane particles being illuminated which makes a disparity correction harder to
perform. With a perfectly thin laser sheet a disparity correction will be able to adequately
correct for misalignment between the calibration plate and the laser sheet; however, with a
thicker laser sheet the disparity correction become considerably harder. This leads to a less
than ideal dewarping for the stereo PIV algorithm. The camera observation angle,

i.e.

to the angle between the surface normal vector of the object plane (

𝜓,

refers

calibration plate)

and the camera axis. This angle can used to essentially distribute the error between in-plane
error (𝜎Δ𝑥 and

𝜎Δ𝑦 ) and out-of-plane error (𝜎Δ𝑧 ) with 45 deg being an even distribution [175,

Figure 6.32]. The current setup has

𝜓 ≈ 52 deg

which results in

Δ𝑧/Δ𝑥 ≈ 0.80;

in other

terms, with everything else being the same the in-plane uncertainty will be larger than the
out-of-plane uncertainty.
A final source of uncertainty comes in the form of optical distortion due to the optical
path between the image sensor in the camera and the object plane. Stereo PIV requires that
the observation angle,

𝜓 , is greater than zero which results in image distortion by Snell’s law.

This was mitigated with a liquid prism that matched

𝜓

so that the camera axis is perpen-

dicular to the material interface. This does not eliminate distortion but merely minimizes
it’s influence. The prisms were constructed with

3/16

in. thick clear, polycarbonate sheets

and filled with water. The water tunnel walls are

25.4

mm thick clear, acrylic and the fluid

medium is water. The water, polycarbonate, acrylic, and air do not have the same index
of refraction but the influence of refraction is dramatically reduced when a prism is used
[175]. Surface smudges, air bubbles, and scratches can all create optical distortions and were
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reduced when possible. For all quantities derived from velocity the in-plane velocity uncertainties were
was

𝜎𝑢 = 2.7

mm/s and

𝜎𝑤 = 0.80(2.7) = 2.2

G.3

𝜎𝑣 = 2.7

mm/s while the out-of-plane velocity uncertainty

mm/s.

Measurements

G.3.1 Laser Displacement
The uncertainty associated with the lateral measurements from the laser displacement sensor
are a combination of the precision of the sensor and the mounting uncertainty. The sensor
precision was found to be

0.15

mm during linear calibration. The actual uncertainty in the

sensor mounting is unknown but the author will assume an angular uncertainty of
in two directions that results in an uncertainty of
results in a combined sensor uncertainty of

0.12

2 deg

mm. Summing these in quadrature

𝜎𝑦 = 0.19mm.

G.3.2 Thrust
Thrust was measured as a time-varying voltage differential of the load cell mounted between
the tunnel and the air bearing carriage. A low-pass filter (MATLAB’s

filtfilt) was applied

and followed by an inverse filter to correct for the dynamic response of the system.

The

uncertainty of the final signal will depend on the precision of the sensor, the inverse filter,
and the cycle-to-cycle variation. The sensor precision was determined during calibration as
the standard deviation of the signal. These were then average over all calibration sessions
with a average value of

𝜎 = 1.79

mN with a standard deviation of

0.60

mN. The average

standard deviation will be considered constant for all thrust measurements. The mounting
of the load cell along with the alignment of the tunnel, model, and air bearing carriage all
introduced uncertainty to the thrust measurement. The exact value of this uncertainty in
unknown and will be assumed to be

𝜎 = 2.00 mN which is of the same order of magnitude as

the noise. The inverse filtering process introduces an uncertainty of

3.52% of the mean signal

amplitude as derived in Appendix I. This means that if the mean signal has a maximum
value of

50

mN and a minimum value of

−50

mN then the amplitude is
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100

mN and the

uncertainty is

(100)(3.52%) = 3.52

mN. The uncertainty of the phase-averaged thrust is

the quadrature sum of the standard deviation of the signal at each phase, the inverse filter
uncertainty, and the sensor uncertainty. The uncertainty of the time-averaged torque is the
quadrature sum of the standard deviation of the mean signal of each cycle, the inverse filter
uncertainty, and the sensor uncertainty.

G.3.3 Torque
Torque was measured as a time-varying voltage differential of a rotary torque sensor mounted
inline with the DC motors. A low-pass filter (MATLAB’s filtfilt) was then applied to eliminate high frequency noise in the signal. The uncertainty of the final signal will depend on the
precision of the sensor and the cycle-to-cycle variation. The sensor precision was determined
during calibration as the standard deviation of the signal. These were then average over all
calibration sessions. The precision of the torque sensor was

𝜎 = 2.79

𝜎 = 2.79

Nmm for the tail and

Nmm for the caudal fin. These values will be considered constant for all torque

measurements due to the standard deviation of these values over seven calibration sessions
was

0.05 Nmm

and

0.13 Nmm.

The uncertainty of the phase-averaged torque is the quadra-

ture sum of the standard deviation of the signal at each phase and the sensor precision. The
uncertainty of the time-averaged torque is the quadrature sum of the standard deviation of
the mean signal of each cycle and the sensor precision.

G.3.4 Encoder Position
The encoders are operated as digital quadrature encoders with a resolution of 2048 encoder
counts per revolution and an uncertainty of

1

encoder count.

The tail motor had a 36:1

gearhead and the caudal fin motor had a 20:1 gearhead. Combined, these give uncertainties
of

0.005 deg

and

0.009 deg,

respectively.

The uncertainty of the phase-averaged encoder

position is the quadrature sum of the standard deviation of the signal at each phase and the
sensor precision.
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G.4

Derived Quantities

G.4.1 Vorticity
Vorticity (𝜔

= [𝜔𝑥 , 𝜔𝑦 , 𝜔𝑧 ])

is a vector quantity that is defined as the curl of the velocity

field (Equation (G.9)). Each component (𝜔𝑖 ) is calculated from the measured velocity field

V = [𝑢, 𝑣, 𝑦]
(Δ𝑥

using

≈ Δ𝑦 ≈ Δℓ)

variables and

𝜔𝑖

2𝑛𝑑

order central difference schemes (Equation G.5). The data spacing

are known constant and thus each derivative (𝜕[·]/𝜕ℓ) depends on two

depends on four variables. The in-plane velocity uncertainties were

𝜎𝑢 =

2.7 mm/s and 𝜎𝑣 = 2.7 mm/s while the out-of-plane velocity uncertainty was 𝜎𝑤 = 2.2 mm/s.
For simplicity, we will assume that

𝜎𝑢 ≈ 𝜎𝑣 ≈ 𝜎𝑤 ≈ 2.7

mm/s.

𝜔 =∇×𝑉
[︃
]︃
(︁ 𝜕𝑤 𝜕𝑣 )︁ (︁ 𝜕𝑢 𝜕𝑤 )︁ (︁ 𝜕𝑣 𝜕𝑢 )︁
=
−
,
−
,
−
𝜕𝑦
𝜕𝑧
𝜕𝑧
𝜕𝑥
𝜕𝑥 𝜕𝑦

(G.9)

The uncertainty for each vorticity component (𝜎𝜔 ) is therefore calculated using Equation G.4 with each variable being independent of the others. The resulting uncertainty is
calculated with

Δℓ = 1.57

mm and shown in Equation (G.10).

𝜎𝜔 =

𝜎𝑢
2.7mm/s
=
= 1.72s−1
Δℓ
1.57mm

(G.10)

The uncertainty for all components of vorticity was calculated to be

𝜎𝜔 = 1.72𝑠−1 .

G.4.2 Circulation
Circulation (Γ

= [Γ𝑥 , Γ𝑦 , Γ𝑧 ])

is vector quantity that is defined (per Stokes theorem) as the

area integral of calculated vorticity (Equation (G.11)). The data spacing (𝐴

= [𝐴𝑥 , 𝐴𝑦 , 𝐴𝑧 ])

is constant and thus each component of circulation (Γ𝑖 ) depends on one variable (𝜔𝑖 ). The
vorticity uncertainty was previously determined to be

𝐴𝑦 = (5.00mm)(1.57mm) = 7.85

mm

2

and

𝜎𝜔 = 1.72𝑠−1

and the areas are

𝐴𝑧 = (1.57mm)(1.57mm) = 2.46
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2
mm .

𝐴𝑥 =

Γ=
=

∫︁

𝜔 · 𝑑𝐴

𝑆
𝑆
∑︁

(G.11)

[𝜔𝑥,𝑖 𝐴𝑥 , 𝜔𝑦,𝑖 𝐴𝑦 , 𝜔𝑧,𝑖 𝐴𝑧 ]

𝑖=1

The uncertainty for each circulation component (𝜎Γ𝑖 ) is therefore calculated using Equation G.4 with a single variable. The resulting uncertainty is calculated as shown in Equation G.12.

𝜎Γ𝑖 = 𝐴𝑖 𝜎𝜔𝑖

(G.12)

The uncertainty for each component of circulation was calculated to be

1.35 × 10−5

2
mm /s and

𝜎Γ𝑧 = 4.23 × 10−6

𝜎Γ𝑥 = 𝜎Γ𝑦 =

2
mm /s.

G.4.3 Kinematics from the Laser (𝑥𝑝, 𝑦𝑝, 𝑥𝑇 𝐸 , and 𝑦𝑇 𝐸 )
The uncertainty in the kinematics as measured by the laser displacement sensor are a combination of the uncertainty in the position of the origin, sensor uncertainty (a combination
of sensor precision and alignment uncertainty), and mounting uncertainty (
On average, the origin position is known with an uncertainty of
and
be

0.03mm

in the

𝜎𝑦 = 0.19mm.

𝑦 -direction

1.73mm

i.e. 𝑥2

in the

and

𝑥3 ).

𝑥-direction

(See Appendix E.2). The sensor uncertainty was found to

The mounting uncertainty was estimated to be

𝜎𝑥 = 0.50mm.

A script

was used to iterate through all possibilities, for a single case, in order to determine an average uncertainty across the entire cycle (Figure G-1). The uncertainties were determined
to be

𝜎𝑥,𝑝 = 1.42mm

and

𝜎𝑦,𝑝 = 0.36mm

𝜎𝑦,𝑇 𝐸 = 1.14mm at the trailing-edge.

at the peduncle joint and

𝜎𝑥,𝑇 𝐸 = 1.12mm

and

This procedure was not repeated for all cases, but these

uncertainties can be thought of as a representation for all the cases. These uncertainties had
no effect on the phase.

G.4.4 Kinematics from the PIV images (𝑥𝑝, 𝑦𝑝, 𝑥𝑇 𝐸 , and 𝑦𝑇 𝐸 )
The uncertainty in the kinematics as measured by PIV image extraction is equivalent to
the method uncertainty.

As discussed in Appendix F, the method has an uncertainty of
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A

B

C

D

Figure G-1: Uncertainty in the kinematics calculated from single-point laser displacement
sensor. All possibilities are shown with the phase-averaged value in black and the red filled
area representing

𝜎𝑥 = 𝜎𝑦 = 0.80

±𝜎 .

A)

𝑥𝑝 .

B)

𝑦𝑝 .

C)

𝑥𝑇 𝐸 .

D)

𝑦𝑇 𝐸

𝜎𝑥,𝑝 = 𝜎𝑥,𝑇 𝐸 = 𝜎𝑦,𝑝 = 𝜎𝑦,𝑇 𝐸 = 0.80

mm. This corresponds to

mm.

G.4.5 Kinematic parameters (𝐴, ℎ*, and 𝜑)
The kinematic uncertainties can be extended to the derived parameters. A single example
The trailing-edge amplitude,
ratio,

ℎ* = ℎ/𝐴,

𝐴,

will have an uncertainty of

𝜎𝐴 = 2𝜎𝑦 .

will have an uncertainty defined in Equation G.13.

The heave-to-pitch
The uncertainties

described here have no effect on the phase and as such they add no contribution to the
uncertainty of

𝜑.

The uncertainty in

lution of the data (

i.e.

𝜑

will be a combination of twice the temporal reso-

jitter) and the method of determining the phase of a given signal.

The jitter uncertainty for laser measurements was
measurements was

𝑃 𝐼𝑉
𝜎𝑗𝑖𝑡𝑡𝑒𝑟
= 2(360)/25 = 29∘ .

𝐿𝑎𝑠𝑒𝑟
𝜎𝑗𝑖𝑡𝑡𝑒𝑟
= 2(360)/100 = 7∘

and for PIV

These estimates will be substantially larger

than the uncertainty from repeated experiments and so the actual uncertainty of

𝜑

will be

lower for a given case.

𝜎ℎ* =

1 2 ℎ2 2
𝜎 +
𝜎
𝐴2 ℎ 𝐴4 𝐴
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Abstract
Oscillatory modes of swimming are used by a majority of aquatic swimmers to generate
thrust. This work seeks to understand the phenomenological relationship between the body
and caudal fin for fast and efficient thunniform swimming.

Phase-averaged velocity data

was collected and analyzed in order to understand the effects of body-fin kinematics on
the wake behind a two degree-of-freedom fish model. The model is based on the yellowfin

Thunnus albacares )

tuna (

which is known to be both fast and efficient. Velocity data was

obtained along the side of the tail and caudal fin region as well as in the wake downstream
of the caudal fin. Body-generated vortices were found to be small and have an insignificant
effect on the caudal fin wake. The evolution of leading edge vortices formed on the caudal
fin varied depending on the body-fin kinematics. The circulation produced at the trailing
edge during each half-cycle was found to be relatively insensitive to the freestream velocity,
but also varied with body-fin kinematics. Overall, the generation of vorticity in the wake
was found to dependent on the trailing edge motion profile and velocity.

Even relatively

minor deviations from the commonly used model of sinusoidal motion is shown to change
370

the strength and organization of coherent structures in the wake, which have been shown in
the literature to be related to performance metrics such as thrust and efficiency.
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1. Introduction
A majority of aquatic animals use oscillations of their body and fins to produce thrust for locomotion.
The varying geometries and kinematics of these animals influence performance metrics such as efficiency,
power, and maneuverability. The connections among these have been extensively investigated through
various simplifications of the system. There are numerous forms of oscillatory motions that are used in
aquatic swimming; however, thunniform swimmers are most commonly studied for their ability to swim
efficiently and quickly [1–3]. This form of swimming is characterized by a relatively stiff body with the
majority of lateral motion restricted to the posterior 10% of the body, which consists of the peduncle region
and caudal fin [2]. The peduncle is the narrowest part of the body located in the posterior section and
connects the main part of the body to the caudal fin, the most posterior fin. The fact that the lateral motion is
concentrated in the posterior portion of the body has led many researchers to eliminate the complexity that
arises from fin-fin and body-fin interaction by studying the caudal fin in isolation. In these cases, the caudal
fin is typically modeled as a relatively simple pitching and/or heaving airfoil or thin plate, both rigid and
flexible, in experiments and simulations. Several recent numerical works, however, have modeled the entire
body of fish to understand thrust generation.
Early experimental work simplified the system to a symmetric rigid airfoil undergoing pure pitching,
such as the work of Koochesfahani [4]. In the following years, researchers began using Strouhal number,
St = f A/U, as the principal nondimensional parameter governing oscillatory propulsion where f is the
pitching frequency; A is the width of the wake (maximum excursion of the trailing edge is commonly used);
and U is the freestream velocity. Heave was later added to the motion by both Triantafyllou et al., and
Read et al. [5,6]. Buchholz and Smits extended the two-dimensional understanding by investigating finite
aspect ratio propulsors using a rectangular panel pitched about its leading edge [7]. Green et al., and
King et al., took this a step closer to its bio-inspiration by modeling the isolated propulsor as a trapezoidal
panel [8,9]. In the past decade, the field has divided into two groups that focus on either two-dimensional
models for parametric studies or three-dimensional models with fewer cases. Within the two-dimensional
group, there has been a recent push to understand fish propulsion through nondimensional scaling with a
symmetric airfoil representing the caudal fin [10–13] or a flexible thin foil representing the undulating fish
body [14–16]. Within the three-dimensional group, there are physical systems that mimic the motions of
fish [17–19] as well as numerical works that investigate the fluid dynamics around full fish models [20–24].
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Due to the complexity of recreating fish kinematics, much of the work in understanding the interaction
between the median fins (dorsal, ventral, and caudal fins) has been done by experimental biologists [19,25–28].
Several studies on live fish suggest that the spacing between the dorsal/ventral fin and the caudal fin
is significant when understanding the flow interaction between them [25–28]. Mignano et al., used a
physical model to show that the distance between the median fins as well as the phase offset between the
dorsal/ventral fin and caudal fin pitching motion can significantly affect thrust production [19]. Other
studies use two-dimensional inline tandem foils to simulate the interaction between fins [29–32]. They all
show that with proper phase offset and physical spacing between the two foils, the performance of the
hind foil (caudal fin) can be substantially enhanced by the forefoil (dorsal/ventral fin), thus supporting the
hypotheses of experimental biologists. A recent numerical investigation by Liu et al., used reconstructed
geometries and kinematics from video of swimming crevalle jack (Caranx hippos) to investigate the effects of
the body and fins on caudal fin thrust. They found that including the dorsal/ventral fins could improve the
caudal fin thrust by 13.4% when compared to a model with the body and caudal fin only or by 43.2% when
compared to an isolated caudal fin [22]. These works suggested that the dorsal/ventral fins have the ability
to significantly increase the performance of the caudal fin and the entire fish as a whole.
The importance of body kinematics has also been shown to be important [14–16,22,23,33–36].
Wu analytically found that a flexible two-dimensional panel deforming with a transverse traveling wave
is preferable to a rigid panel [33]. This was experimentally supported by Katz and Weihs who found that
chordwise flexibility can increase efficiency by up to 20% without significant thrust reduction as compared to
a rigid panel [34]. Wolfgang et al., used 3D numerical models to show that fish use flexure of their bodies to
control body-generated vortices to increase thrust in collaboration with the caudal fin [35]. Using a nonlinear,
inviscid flow solver, Zhu et al., studied the interaction of body-generated and caudal-fin-generated vortices.
They found that by coordinating the interaction to be either constructive or destructive, the thrust could
be improved or efficiency could be improved, respectively [23]. Schouveiler et al., noted that the high
performance of thunniform swimmers cannot be attributed to the caudal fin only but must also include the
interaction between the body and the caudal fin [36]. More recent work has investigated body flexibility
using the simplified model of a flexible thin foil [14–16]. Numerical full fish simulations by Liu et al., found
that the inclusion of the body could increase the thrust produced by the caudal fin by 29.8% when compared
to an isolated caudal fin [22].
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In addition to geometry and simple sinusoidal motion, several works have investigated the effects of
nonsinusoidal motion [4,6,37–40]. Koochesfahani performed some of the earliest work in this area and found
that deviating from a sinusoidal motion has significant effect on the wake structure [4]. Read et al., and
Kaya et al., found that performance metrics can be improved through the use of nonsinusoidal motion [6,37].
Recent experimental work by Van Buren et al., investigated a wide range of nonsinusoidal motions using
Jacobi elliptic functions in order to generate nondimensional scaling laws. They found that performance was
primarily dependent on the peak trailing edge velocity [38]. Das et al., furthered this work using numerical
simulations of a self-propelled airfoil. They found that maximum speed was attained with a square-like
wave while the energetic efficiency was maximized with a triangle-like wave [39]. Qi et al., found that for
small amplitude oscillations, altering the waveform from sinusoidal motion toward a square-like waveform
improves performance [40].
Together, these works suggested that optimal thrust and/or efficiency for a given fish is due to some
combination of body geometry, dorsal/ventral/caudal fin geometry, and body-fin kinematics. The majority
of the experimental work has used two-dimensional velocity data or three-dimensional flow visualization.
Several numerical studies have been done on three-dimensional models providing a substantial amount
of valuable information. This work seeks to understand the underlying phenomenological relationship
between the body and the caudal fin using a fundamental approach with a two degree-of-freedom model
and three-dimensional velocity data.
2. Materials and Methods
2.1. Model
The model used in these experiments is based on the shape and dimensional ratios of the yellowfin tuna
(Thunnus albacares) and has two degrees-of-freedom. The model, with detailed views and descriptions of its
actuation, dimensions, and kinematic parameters, is shown in Figures 1 and 2. The ratios were found from
publicly available images of yellowfin tuna as well as from Idyll and Sylva [41]. Maximum body width and
body height relative to body length as well as body height to caudal fin span were used to establish the large
scale proportions. It was then scaled to fit in our tunnel. The model is composed of four main components;
head, sting, tail, and caudal fin. The sting is a stainless steel assembly for rigidity and for the minimization
of corrosion due to long exposure to water. The head and tail are 3D printed acrylonitrile butadiene styrene
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Figure 1. (A) Exploded view of the model showing the drive system. (B) Front view of model showing
dimensions. (C) Side view of model showing dimensions and main components.

(ABS) material. The caudal fin is laser cut from a 1.59 mm thick optically clear acrylic sheet. Other internal
parts were made from brass to minimize corrosion.
The sting contains an outer tube (for mounting), middle tube (for tail actuation), and inner shaft (for
caudal fin actuation). The outer tube acts as a sting for the model and has an outer diameter of 19.05 mm
and wall thickness of 1.65 mm. The head is rigidly mounted to the outer tube of the sting and remains
stationary for all kinematics. It is symmetric about the xy and xz planes with a concave posterior surface
to mate with the anterior surface of the tail. The tail is composed of three separate pieces for assembly of
internal components and assembled using screws. The tail is rigidly mounted to the middle tube of the sting
for actuation. The middle tube is inside the outer tube and has an outer diameter of 12.70 mm and wall
thickness of 1.65 mm. The caudal fin is mounted to a 6.35 mm diameter brass cylinder at the posterior end of
the tail using two screws. This allows for easy removal of the caudal fin without the need to disassemble the
rest of the model. The actuation of the caudal fin is done through a pulley system between the posterior
brass cylinder and the inner shaft of the sting. The inner shaft has a diameter of 6.35 mm and is attached to a
pulley for transferring torque from this shaft to the posterior cylinder for caudal fin actuation. A rubber belt
with a nylon core is used to transfer the torque through a series of three pulleys arranged such that two are
rigid and the third can be moved to tension the belt during assembly (Figure 1A). The drive belt serpentines
around the three internal pulleys, the inner shaft pulley, and the posterior cylinder.
Above the tunnel, the sting is rigidly mounted to a vertical traverse (Dantec Dynamics model 9041T031)
for moving the model between datasets. Above the mounting, the middle tube is driven by a DC motor
(Faulhaber Series 3863 CR with a 36:1 planetary gearhead) using a plastic roller chain with a gear ratio of
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12:23. The inner shaft continues above the middle tube gear and is driven by a second DC motor (Same
model with a 20:1 planetary gearhead) through a plastic roller chain with a gear ratio of 12:23. Both DC
motors are controlled using a Galil DMC-4123 motion controller. The position of each motor is recorded
using an optical encoder with a resolution of 1024 counts per revolution.
2.2. Kinematics
Four kinematic motion profiles with the same trailing edge amplitude were created to span a range
between pure sinusoidal pitching of the caudal fin and pure sinusoidal pitching of the whole posterior
section with the fin acting as an extension of the tail. Each case is governed by three parameters (θ T,o , θC,o ,
and φ), as shown in Equations (1) and (2) in combination with Figure 2B where c is the midspan chord length
of the caudal fin, L T is the tail length, and a(t) is the time varying trailing edge amplitude. The angular
pitching amplitude between the head centerline and the tail centerline, θ T,o , ranges between 0.00◦ and 3.63◦ .
The angular pitching amplitude between the tail centerline and the fin centerline, θC,o , ranges between 0.00◦
and 12.90◦ . The time varying equations of motion for the tail and caudal fin are shown in Equation (1).
The third parameter, φ, is the phase offset between θ T and θC where θ T leads θC by φ. Several previous
studies have found that peak efficiency occurs when φ = 90◦ [6,42,43] and Van Buren et al., found that peak
thrust occurs when φ = 30◦ [43]. A nominal value of φ = 70◦ was used for cases 2, 3, 6, and 7 while cases 1,
4, 5, and 8 do not have a phase offset because either θ T,o or θC,o is zero. The motion was regular enough to
allow for kinematic information to be obtained from phase-averaged particle image velocimetry raw image
files. The location of the peduncle joint and the trailing edge were visually tracked to obtain the kinematic
information in Figure 3 and Table 1.
θ T (t) = θ T,o sin(2π f t + φ),

θC (t) = θC,o sin(2π f t)

a(t) = L T sin(θ T (t)) + c sin(θ T (t) + θC (t))

(1)
(2)

Ideally, the model’s measured kinematics would be the same as the kinematics prescribed to the motion
controller. This was not always true for our experiments due to unintended flexibility in the belt drive system
as well as a slight misalignment between the model components and the freestream. The misalignment for
each case is shown in Table 1 where ∆θ T and ∆θC are the misalignment angles for the tail and caudal fin,
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Figure 2. (A) Image of the model. (B) Schematic depicting the kinematic parameters.

respectively. The tail motion agrees well with the prescribed profiles because the actuation is performed
through a direct connection between the middle tube of the sting and the tail with minimal slop. The time
history of the tail angle, θ T , for case 4, where θ T,o = 3.44◦ and θC,o ≈ 0◦ , is shown in Figure 3A as a
representative example of the tail motion for cases 2, 3, 4, 6, 7, and 8. Cases 1 and 5 are not included because
they have negligible tail motion. The measured tail angle, θ T , is shown with circles; the black curve is a
fitted sinusoidal curve for comparison; and the dot-dashed line is the angular misalignment, ∆θ T . The fitted
sinusoidal curve matches the amplitude and misalignment offset of the measured data with the prescribed
phase offset.
The unintended flexibility in the belt drive system caused a kinematic discrepancy in the caudal fin
angle, θC . It became more apparent as θC,o increased and was most noticeable in pure caudal fin motion (cases
1 and 5). The time history of the caudal fin angle, θC , for case 1, where θ T,o ≈ 0◦ and θC,o = 12.90◦ , is shown
in Figure 3B as a worst case example for all eight cases. Cases 5 and 8 are included despite having θC,o ≈ 0
because the discrepancy still manifests due to the forces on the fin and belt drive system. The measured
caudal fin angle, θC , is shown with circles; the black curve is a fitted sinusoidal curve for comparison; and
the dot-dashed line is the angular misalignment, ∆θC . The fitted sinusoidal curve matches the amplitude
and misalignment offset of the measured data with the prescribed phase offset. As the fin sweeps from
one extreme to the other, the belt stretches on the pressure side (facing the direction of motion) while the
suction side becomes loose. During the change in direction at the motion extrema, the loose side begins to
tighten, which eventually leads to a stretched belt on that side. The cycle of stretching in the belt caused the
nonsinusoidal profile seen in Figure 3B. The kinematic discrepancy was present in all cases and its effects on
the vorticity production and organization in the wake are discussed in Section 3.4.
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Figure 3. Tail and caudal fin angle for two representative cases. Circles represent the measured angles; the
black curve is a fitted sinusoidal curve for comparison; the dotted line is at zero; and the dot-dashed line is
the angular misalignment, ∆θ T in (A) and ∆θC in (B). (A) Tail angle, θ T , for case 4. (B) Caudal fin angle, θC ,
for case 1.

2.3. Experimental Methods
The model was tested in a recirculating water tunnel located at the Syracuse Center of Excellence.
The test section has a cross-sectional area of 0.60 m by 0.60 m and a length of 2.44 m with a partial free
surface. Upstream of the test section, the flow is conditioned by a honeycomb flow straightener, three screens
of increasing fineness, and a contraction. These result in an average freestream turbulence intensity of 0.46%
and 1.15% for freestream velocities of 81.5 mm/s and 59.5 mm/s, respectively.
Both two-dimensional, two-component (2D2C) and two-dimensional three-component (2D3C) particle
image velocimetry were performed simultaneously over two spatial domains (Figure 4B). The 2D3C setup
included two PCO.edge 5.5 megapixel cameras (resolution of 2560 × 2160 pixels2 ) with 35 mm lenses
(Canon EF 35/2.0 IS USM) in angular displacement stereo arrangement above the tunnel. The angle between
each camera and the normal to the object plane was 30◦ at the camera and 22◦ at the object plane due to
refraction at the air-acrylic and acrylic-water interfaces. The cameras were positioned such that the object
plane was 0.30 m above the bottom of the tunnel (vertically centered) and centered 0.30 m from each side
wall (horizontally centered). The streamwise position of the domain was such that part of the model caudal
fin was visible while maximizing the amount of the wake visible. This arrangement provided a domain of
0.23 m × 0.28 m with a spatial resolution of 1.78 mm in both the x and y directions. The 2D2C setup included
a single camera, of the same make and model, arranged perpendicular to the object plane and above the
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Table 1. Kinematic parameters for each of the cases investigated. SG is the Strouhal number group and KG
is the kinematic group. ±θ T,o is the measured tail angle amplitude with a misalignment of ∆θ T . ±θC,o is
the measured caudal fin angle amplitude with a misalignment of ∆θC . φ is the phase offset with positive
φ representing the tail leading the caudal fin. A is the maximum excursion of the trailing edge. St is the
Strouhal number where St = f A/U∞ .
Case

SG

KG

θT,o (◦ )

∆θT (◦ )

θC,o (◦ )

∆θC (◦ )

φ(◦ )

A(mm)

u∞ ( mm
s )

f ( s −1 )

St

1
2
3
4
5
6
7
8

1
1
1
1
2
2
2
2

1
2
3
4
1
2
3
4

0.24
2.01
3.08
3.44
0.22
2.06
3.04
3.63

0.09
0.20
0.18
0.09
−0.07
−0.04
−0.09
−0.12

12.90
9.03
5.48
0.18
11.18
9.12
4.91
0.68

−3.4
−2.1
−1.3
−0.9
−1.5
−0.7
0.0
−1.0

70
70
70
70
-

25.1
22.7
23.3
22.1
22.1
24.0
21.9
22.5

81.5
81.5
81.5
81.5
59.5
59.5
59.5
59.5

1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0

0.308
0.279
0.286
0.271
0.371
0.403
0.368
0.378

tunnel. This camera is further upstream than the 2D3C cameras and positioned to view the flow along the
laser side of the tail and caudal fin. This arrangement provided a domain of 0.20 m × 0.23 m with a spatial
resolution of 1.48 mm in both the x and y directions.
The flow was seeded using polyamid seeding particles with a mean diameter of 20 µm. To mitigate
surface waves an acrylic cover was placed on roughly half of the test section such that all three cameras
viewed the object plane through the acrylic rather than the free surface. A Quantel Evergreen 200 mJ Nd-YAG
15 Hz dual cavity laser was used to illuminate the flow. The laser was located beside the tunnel with optics
to create a laser sheet centered on the object plane. A schematic of the setup can be seen in Figure 4A.
The model kinematics were periodic with a rate of 1.0 Hz. The PIV system, including both 2D2C and 2D3C
setups, collected data simultaneously at a rate of 12.5 Hz. This frequency was selected to allow for the data
to be phase averaged over 25 phases where every other phase is collected instantaneously and all 25 phases
were collected over two physical periods of motion. This method allows for continuous data collection per
plane. After data is collected for a given plane, the model is displaced vertically using a traverse mounted
above the tunnel. Traversing the model allows for the cameras and laser to be held stationary and calibration
is not required for each individual plane. A to-scale depiction of the five data planes is shown in Figure 4C.
When collecting data at the 40 mm plane, the negative spanwise tip of the caudal fin is 0.20 m from the
bottom of the tunnel. The positive spanwise tip is 0.20 m from the top of tunnel when collecting data at the

−40 mm plane.
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Figure 4. (A) Schematic of the water tunnel and experimental setup. (B) Top view of the domain relative to
the model. (C) Five planes where data was collected.

The raw images were processed using PIVview2C/3C v3.6 by PIVtec. An interrogation window of 32

× 32 pixel2 with an overlap of 16 pixels was used for both the 2D2C and 2D3C setups. The image evaluation
was performed using an FFT correlation algorithm with multi-grid interrogation starting with a 96 × 96

pixel2 window. All post-processing was performed in MATLAB. The 2D2C and 2D3C instantanenous
datasets were stitched together into a final domain of 0.34 m × 0.26 m with a spatial resolution of 1.78 mm in
both the x and y directions. These were then phase averaged based on the image sequence into 25 phases.
Experiments included two Strouhal number groups (SG), one at St ≈ 0.27 and one at St ≈ 0.37. Four
unique body kinematic groups (KG) resulted in the eight cases detailed in Table 1. For each case, the 0 mm
plane (midspan), ±20 mm planes, and ±40 mm planes were collected to capture three-dimensional wake
dynamics (see Figure 4C). For cases 1 and 4, the ±40 mm planes were not collected due to experimental
constraints. Freestream velocities of 59.5 mm/s and 81.5 mm/s were used to obtain the two Strouhal number
groups near 0.37 and 0.27, respectively. These freestream velocities yielded Reynolds numbers (Re = UL/ν)
based on body length of 17,000 and 23,000, respectively.
3. Results
Three-dimensional visualizations of the velocity data at the five planes for cases 5, 6, 7, and 8 are shown
in Figure 5 at two representative phases of the model motion profile. Vortex structures are depicted using
contours of spanwise vorticity, thresholded for magnitude values less than 5s−1 . We are clearly capturing a
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Case 5

Case 6

Case 7

Case 8

t/T=0.32

t/T=0.80

Figure 5. Five planes of spanwise vorticity data for the second kinematic group (cases 5, 6, 7, and 8). Positive
spanwise vorticity is shown in red and negative in blue. The top row is at t/T = 0.32 where the TE is moving
out of the page and highlights the trailing edge vortex. The bottom row is at t/T = 0.80 where the TE is
moving into the page and highlights the leading edge vortex.

number of coherent phenomena in these wakes: boundary layers and discrete vortices along the body and
tail portion of the model, coherent vortices being generated by the motion of the anterior, or leading, swept
edge of the caudal fin, and strong spanwise vortices and shear layers being generated by and shed from
the caudal fin trailing edge. All these structures show some variation in organization or timing among the
different kinematic groups, and will be discussed in the following sections.
3.1. Effect of the Body-Generated Vortices
The body of the fish model is composed of the stationary head, stationary sting, and pitching tail section.
Each component generates a boundary layer and has the potential to generate vortices that can interact
with the caudal fin downstream. The Q-criterion, also referred to as Q, is an Eulerian scalar used for vortex
identification as proposed by Hunt et al., and its definition is shown in Equation (3). The velocity gradient


tensor, ∇u, can be decomposed such that ∇u = S + Ω, where S = 12 ∇u + (∇u) T is the symmetric rate


of strain tensor and Ω = 12 ∇u − (∇u) T is the anti-symmetric rate of rotation tensor. ||Ω|| represents the
Euclidean (Frobenius) norm of Ω.

Q=

1
(||Ω||2 − ||S||2 )
2

(3)

Any region with values of Q larger than zero are regions where the local rate of rotation, Ω, is dominant
over the local rate of strain, S [44]. In Figures 6–9, the lowest contour is set to 1s−2 , which is approximately
1% of the global maximum value. The value is set above zero to eliminate experimental noise in the
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Figure 6. Three planes for case 8, where θ T,o = 3.63 and θC,o ≈ 0, are shown here. Body (and sting) generated
vortices between the body and the caudal fin are visualized using two-dimensional Q-criterion (Q) contours
(Q = [1, 5, 20, 50]s−2 ). (A) midspan plane (0 mm). (B) +20 mm plane. (C) +40 mm plane.

visualization. Figure 6A shows the wake beside the body and caudal fin at the midspan plane (0 mm) for
case 8 (θ T,o = 3.63◦ , θC,o ≈ 0◦ ). There are several small structures forming in the boundary layer of the
tail, but none of these structures are strong enough to persist downstream and interact with the caudal fin.
Figure 6B shows the wake between the body and caudal fin at the +20 mm plane. Small structures in the
boundary layer are also visible in this plane, but none of them persist long enough to interact with the caudal
fin. Figure 6C shows the wake between the body and caudal fin at the +40 mm plane. We believe that the
vortices shown here are generated by the sting, and they appear to dissipate in the flow before being able
to interact with the caudal fin as discrete vortices. The sting did generate more turbulence in the flow that
caused more uncertainty in the phase-averaged data. For this reason, the two negative planes are used in
future sections to describe the flow at the ±20 mm and ±40 mm planes. The flow between the body and
caudal fin could not be observed below the midspan plane due to the body shadow (−20 mm and −40 mm
planes). Overall, the body-generated vortices are not strong enough to persist in the flow and interact with
the caudal fin. This is in agreement with the recent numerical work by Liu et al., who observed that the
body-generated vortices of a crevalle jack fish without the dorsal/ventral fins were not strong enough to
interact with the caudal fin in a meaningful way [22]. Observations described here are consistent across all
eight cases.
3.2. Leading Edge Vortex Formation
As the fin moves relative to the surrounding fluid, a shear layer forms along each edge of the fin as fluid
flows around the edge. We refer to the anterior swept edge of the caudal fin as the leading edge, and a vortex
that forms along this edge as a leading edge vortex (LEV). Borazjani and Dghooghi [24] and Liu et al. [22]
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Figure 7. Two-dimensional Q-criterion (Q) contours (Q = [1, 5, 20, 50]s−2 ) are used to identify leading edge
vortices during the second half-cycle. These plots show the typical life-cycle of a caudal fin LEV for case 7 at
the −40 mm plane between t/T = 0.48 and 1.40.

have previously identified LEVs forming on the caudal fin of carangiform swimmers. Our results are
consistent with those, identifying LEVs using Q at the z = −40 mm plane (Figure 7) and z = −20 mm plane
(Figure 8). We only present the planes below the midspan (z < 0) as they are less affected by the wake of the
sting. The LEVs described here are on the +y side of the fin, which is not in the shadow of either the fin or
the body/tail. The 0 mm plane does not form an LEV because the body connects to the fin in this region
(−6mm < z < 6mm), eliminating the leading edge.
During each half-cycle, an LEV forms along the swept leading edge of the fin due to a shear layer whose
strength is proportional to the edge’s velocity relative to the surrounding fluid. For all cases, the edge’s
velocity is smallest at the peduncle joint and increases along the chord of the rigid fin. This creates an LEV
with nonuniform circulation that is weakest at the peduncle joint and strongest near the spanwise tips.
Buchholz and Smits [7] linked a nonuniform chordwise edge vortex to a chordwise pressure gradient on the
surface of the fin. Simply for illustrative purposes, we use case 7 as an example here to describe the life-cycle
of an LEV forming on the caudal fin. Videos of all eight cases for the −20 mm and −40 mm planes (where
applicable) are available in Supplementary Videos S1 through S14. The −40 mm and −20 mm planes are
shown in Figures 7 and 8, respectively.
The example starts at t/T = 0.50 with the caudal fin at the positive amplitude extreme and starting
to move downward (between Figure 7A,B). The LEV forms at t/T ≈ 0.52 and can be seen in Figure 7B
(t/T = 0.64). It continues to grow in size and strength until t/T ≈ 0.80 (Figure 7C). The relative strength
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Figure 8. Two-dimensional Q-criterion (Q) contours (Q = [1, 5, 20, 50]s−2 ) are used to identify leading edge
vortices during the second half-cycle. These plots show the typical life-cycle of a caudal fin LEV for case 7 at
the −20 mm plane between t/T = 0.48 and 1.40.

of LEVs is determined using Q contours to compare the size and magnitudes within the structures. If two
structures have similar Q values throughout and one is larger than the other, we infer that the larger structure
contains more circulation and is considered “stronger”. Similarly, if two structures have similar size and one
has higher peak magnitudes of Q, then the structure with higher Q magnitudes is assumed to contain more
circulation and is considered stronger. At t/T = 0.80 (Figure 7C), the LEV has already detached from the
surface at the ±40 mm planes, but remains attached at the ±20 mm planes (compare Figures 7C and 8C). We
consider the LEV to no longer be attached if a gap is present between the lowest contour level and the fin. At
the ±40 mm planes, the shear layer feeding the vortex is pinched-off between t/T = 0.80 and 0.88, allowing
the shed LEV to advect along the fin (Figure 7D,E) and eventually merge with the forming trailing edge
vortex (TEV) of the same sign (1.00 < t/T < 1.20, Figure 7F). After the merging, the trailing edge continues
to move upward generating additional vorticity that is not entrained in the primary vortex (Figure 7G,H). At
the ±20 mm planes, the LEV remains attached (Figure 8C–E) and does not appear to advect along the fin.
Instead, it dissipates, or is swept back around the leading edge as an LEV is formed on the opposite side
during the next half-cycle (Figure 8F–H). Some combination of these two behaviors is also possible.
A few trends are observed across the four kinematic groups. The first is a result of the fact that the
relative velocity of the leading edge, for a given nondimensional time and distance from the fin’s pitching
axis, obviously increases with maximum tail amplitude (θ T,o ) as this angle is related to the motion of the
peduncle. The size and strength of the LEV increases accordingly as can be seen in Figure 9 (both −40 mm
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and −20 mm planes). In these plots, case 5 (Figure 9A,E) has the smallest LEV and case 8 (Figure 9D,H) has
the largest LEV.
Second, the numerical investigation of crevalle jack fish with video-captured geometry and kinematics
by Liu et al., observed that the entire LEV was advected along the fin chord and merged with the TEV.
In the current work, and for all cases, this behavior is only observed at the ±40 mm planes while the LEV
at the ±20 mm planes appears to dissipate, is swept back across the leading edge, or some combination
of these two. For all cases at the ±40 mm planes, the LEV begins to merge with the TEV around the same
nondimensional time (t/T = 1.00) and continues through t/T = 1.20 (mid-merge is shown in Figure 7F).
Third, with increasing maximum tail amplitude the LEV forms along the entire leading edge earlier
in the half-cycle. At the ±40 mm planes, the LEV also detaches from the surface earlier in the half-cycle
with increasing maximum tail amplitude. For cases 5 and 6, the LEV detaches from the surface between
t/T = 0.88 and 0.96. For cases 7 and 8, which have larger tail amplitude, the detachment occurs between
t/T = 0.64 and 0.80. The top row of Figure 9 shows that at t/T = 0.88, the LEVs in cases 5 and 6 are still
attached (Figure 9A,B) while in cases 7 and 8, they are already detached (Figure 9C,D). We note here that in
general, the relative velocity of the leading edge and the strength of the resulting LEV would decrease as
phase offset between tail and caudal fin motion (φ) increased from 0◦ to 180◦ , if TE amplitude (A) were kept
constant.
The numerical simulations by Liu et al., linked the presence of attached LEVs to peaks in thrust, showing
the significance of LEVs in the generation of thrust [22]. The data shown in the current work suggests that
the phenomenon of LEV attachment and detachment is also related to the leading edge velocity, which
is governed by the body-fin kinematic parameters (θ T,o , θC,o , and φ). We acknowledge that the kinematic
discrepancy (discussed in Section 2.2) may have an effect on the formation and shedding of the LEVs, but the
connection has not been determined. We believe that the link is less obvious because only one LEV is formed
per half-cycle unlike the TEV where multiple vortices are shed per half-cycle.
3.3. Circulation Production in the Wake
The amount of circulation generated per half-cycle at the midspan in these experiments is similar among
cases with similar kinematics despite having different freestream velocities. This supports the hypothesis
that the magnitude of circulation production is insensitive to freestream velocity as proposed by Buchholz
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Figure 9. Two-dimensional Q-criterion (Q) contours (Q = [1, 5, 20, 50]s−2 ) are used to identify leading edge
vortices during the second half-cycle. Cases 5 through 8 are shown when t/T = 0.88. The −40 mm plane is
shown in (A–D) and the −20 mm plane is shown in (E–H). The size and strength of the LEV increases with
increasing maximum tail amplitude.

et al. [45]. The first and second Strouhal number groups have a nominal Strouhal number (St) of 0.27 and
0.37, respectively. In our experiments, U∞ was varied to change St. Within each Strouhal number group, St
varies slightly due to experimental variation in A; but between the two groups, the freestream velocity is the
dominant distinguishing parameter.
A time history of circulation produced by the trailing edge at the midspan was calculated by considering
a rectangular region downstream of the TE. The region is tall enough to capture the full transverse extent
of the wake and extends far enough downstream to contain the total amount of circulation shed in one
half-cycle. To do this, the upstream and transverse boundaries of the region are held stationary while the
downstream boundary moves with the approximate vortex advection speed. Case 5 is used in Figure 10
as an illustrative example for the method of calculating the circulation history. This figure shows the
first phase with vorticity present (Figure 10A, t/T = −0.12), the phase with peak circulation (Figure 10B,
t/T = 0.32), and a later phase (Figure 10C, t/T = 0.64) once positive (red) vorticity is no longer being
generated. The phase t/T = −0.12 is before the half-cycle begins and it is shown because it is the beginning
of vorticity generation for the given half-cycle. Each half-cycle is defined by the trailing edge reaching
an amplitude maximum or minimum. An area integral of the vorticity magnitude above a threshold of
1s−1 within the region was used to calculate the circulation, and the time history of positive and negative
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Figure 10. Rectangular region used for calculating positive circulation for case 5. Vorticity contours of
ωz = ±[1, 4, 9, 16]s−1 where positive values are shown in red and negative values in blue. The time history
for this case can be seen in Figure 11B as the solid red curve. (A) t/T = −0.12. (B) t/T = 0.32 (peak positive
circulation). (C) t/T = 0.64.

circulation for this case can be seen in Figure 11B as the solid red and blue curves, respectively. The positive
and negative circulation time histories for the other seven cases are shown in Figures 11B through 11E.
For each case, the circulation rises during the beginning of the half-cycle, reaches a maximum value, and then
plateaus. The plateau indicates that the amount of circulation, of that sign, remains relatively constant with a
slow decrease due to viscous dissipation and interaction with neighboring structures. The maximum value
at the beginning of the plateau region is considered the total circulation produced during that half-cycle.
For each time history (Figures 11B through 11E), the positive and negative circulation produced per
half-cycle match reasonably well with some variation during the beginning of the half-cycle. The consistency
supports experimental symmetry. The maximum circulations produced per half-cycle within each kinematic
group are compared in Figure 11A, and the values align well for kinematic groups 2, 3, and 4. Kinematic
group 1 does not match as well between the two Strouhal numbers. One possible explanation for this is that
the motion profile in kinematic group 1 is characterized by entirely caudal fin motion and, as discussed in
Section 2.2, the kinematic discrepancy is most noticeable in this motion.
The discrepancy-caused variation in the trailing edge amplitude, A, among all cases was summarized
in Table 1. In each kinematic group, this resulted in a difference between the two St cases, but it was not
always true that the larger A corresponded to the higher St (recalling that St was set by adjusting the
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freestream velocity and nominally holding A constant). In kinematic groups 2, 3, and 4, the larger trailing
edge amplitude between the two cases was 5.7%, 6.4%, and 1.8% higher than the lower one, respectively,
while for kinematic group 1 the difference was 13.6%. Of this kinematic group, case 1 (dashed lines) and
case 5 (solid lines) are shown in Figure 11B. Despite its lower St, case 1, which had A = 25.1 mm, had a larger
trailing edge amplitude and produced more circulation than case 5, which had A = 22.1 mm. The differences
of A between the cases in kinematic groups 2, 3, and 4 are smaller than in kinematic group 1, and the time
histories of circulation produced are more similar. The fact that there is not a large difference between the
cases in kinematic groups 2, 3, and 4 indicates that the amount of circulation produced per half-cycle is
relatively insensitive to freestream velocity. The large difference in circulation produced between cases 1 and
5 suggests that circulation production is sensitive to A and by extension trailing edge velocity. The pitching
frequency ( f ) is held constant for all cases so an increase in A corresponds to an increase in trailing edge
velocity.
3.4. Effect of Nonsinusoidal Trailing Edge Kinematics
The vorticity in the wake of the fish model is arranged in a series of vortices that each originates in a
shear layer created by the relative motion of the caudal fin trailing edge (TE) and the surrounding fluid.
For this reason, the generation and arrangement of vorticity in the wake behind this two degree-of-freedom
model is sensitive to the trailing edge kinematics. The experimental data is composed of four kinematic
groups, which result in four distinct wake structures. Each will be explained in relation to their TE kinematics.
Cases 1 and 4 will be discussed in more depth to exemplify the differences between a square-like (case 1)
and a sinusoidal (case 4) waveform.
The TE amplitude is held relatively constant in cases 2 through 4 while case 1 has a TE amplitude
that is larger due to experimental error. Despite this, the main difference between the cases is the amount
of the TE amplitude that is contributed by either the tail or the caudal fin. To better understand how this
affects the motion waveform we consider a simple example (Figure 12) of adding two sinusoids (a model tail
motion T, dotted curve, and a model caudal fin motion C, dashed curve) with a fixed offset between them
(φ) that results in a third sinusoid (the trailing edge excursion A, solid curve). The vertical lines in the figure
represent the timing of each peak. φ is equal to the distance between the vertical dashed and dotted lines,
and is the same in both figures.
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Figure 11. Circulation magnitude of both positive (red) and negative (blue) circulation versus nondimensional
time over a pitching half-cycle. (A) Total same-sign circulation shed per half-cycle by kinematic group. (B)
Kinematic Group 1 (θ T,o ≈ 0◦ and θC,o ≈ 11◦ ). (C) Kinematic Group 2 (θ T,o ≈ 2◦ and θC,o ≈ 9◦ ). (D) Kinematic
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The phase offset between the model resultant curve (A) and the model caudal fin curve (C) is the
distance between the vertical solid and dashed lines. Figure 12 shows two examples where the resultant
curves (A) have the same peak amplitude. In Figure 12A, the majority of A is from T; while in Figure 12B,
the majority of A is from C. From these examples, we can see that the phase offset between C and A is
dependent on the relative peak amplitudes of T and C. In the experiments, the phase offset between the tail
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and caudal fin motion (φ) is fixed at 70◦ and the TE excursion is fixed at approximately 22 mm, but the phase
offset between the caudal fin and the TE motion thus varies. The actual waveform of the caudal fin in our
experiments is square-like due to the kinematic discrepancy. This additionally causes the waveform of the
TE motion to vary depending on how much of the amplitude is contributed by the caudal fin. Both effects
are observed to have a significant impact on the vorticity generated at the trailing edge.
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Figure 12. Sample sinusoid summation showing the phase offset between the trailing edge excursion (A) and
the caudal fin (C) motion: (A) Motion mainly due to the tail (T). (B) Motion mainly due to the caudal fin (C).

The actual experimental waveforms can be seen in Figure 13. In this figure, the TE amplitude is
represented by the solid curve and the TE velocity is represented by the dashed curve. These curves are
overlaid with colored regions representing time periods of TE acceleration (red) and TE deceleration (blue)
as well as yellow circles representing the approximate timing of vortex shedding. The diameter of the circles
is equal to the temporal resolution of the dataset. Due to the discrete nature of experimental data, we are
unable to pinpoint the exact timing of events, but we can identify a time period during which the event took
place. For the purposes of this discussion, the yellow circles will be identified by the center time that occurs
between the experimental time steps.
Figure 14 shows the vorticity arrangement for cases 1 through 4 at t/T = 1.00. In cases 1 through 3,
the primary vortices (P1 and P2) are shed during periods of TE deceleration; while in case 4, the primary
vortex is shed during a period when the TE is still accelerating. This suggests that two different shedding
mechanisms may be involved. In case 1, the TE is weakly accelerating between t/T = 0.50 and 0.60
(Figure 13A). During this time period, the TE is nearly stationary as previously described and results in
a weak shear layer that rolls up into discrete vortices due to what we assume are general shear layer
instabilities. These early vortices will be referred to as secondary vortices (S1, S2, etc.). The primary vortex
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grows during a period of TE acceleration (0.60 < t/T < 0.78) and is shed at t/T ≈ 0.81 during a period of
TE deceleration. The full half-cycle can be seen in Figure 16 and the vorticity arrangement at the end of the
half-cycle can be see in Figure 14A. In case 2, the first primary vortex (P1) is formed during a period of TE
acceleration (0.50 < t/T < 0.62) and is shed at t/T ≈ 0.66. The second primary vortex (P2) is also formed
during a period of TE acceleration (0.68 < t/T < 0.88) and is shed at t/T ≈ 0.90. Both vortices are shed
during periods of TE deceleration (Figures 13B and 14B). In case 3, the first primary vortex (P1) is formed
during a period of TE acceleration (0.50 < t/T < 0.65) and is shed at t/T ≈ 0.66. The second primary vortex
(P2) is also formed during a period of TE acceleration (0.75 < t/T < 0.80) and is shed at t/T ≈ 0.86. Both
vortices are shed during periods of TE deceleration (Figures 13C and 14C). In case 4, the primary vortex
(P1) is formed during a period of TE acceleration (0.50 < t/T < 0.73) and is shed at t/T ≈ 0.70 while the
remaining shear layer rolls up into trailing secondary vortices (S1 and S2). Unlike the previous three cases
where the primary vortices are shed during periods of TE deceleration, the primary vortex in this case is
shed during the initial period of TE acceleration. The full half-cycle can be seen in Figure 15. In cases 1
through 3, the deceleration of the TE results in the shedding of a forming vortex while in case 4 we believe
the vortex becomes saturated and subsequently sheds during a period of TE acceleration. The mechanism in
case 4 may be consistent with DeVoria and Ringuette who suggested that a steadily forming vortex will shed
once it has become saturated and any remaining circulation is collected into a series of small vortices in the
wake of the primary vortex [46].
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A second trend in cases 1 through 4 concerns the distribution of vorticity between the vortices that are
shed per half-cycle. In case 1, The TE motion is entirely a result of the caudal fin and the wake consists of a
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weaker first vortex and a stronger second vortex. As tail motion is added, the first vortex becomes stronger
and the second vortex becomes weaker. This is seen in cases 2 and 3 where the case 2 wake has two vortices
of similar strength and case 3 has a stronger first vortex and a weaker second vortex. We hypothesize that if
more cases are generated between these cases a clear transition will be observed. This transition may not
be caused by the addition of tail motion itself, but is more likely the result of two factors: the short periods
of deceleration due to the kinematic discrepancy, which weakens as the motion shifts from all caudal fin
contribution to all tail contribution; as well as the changing phase offset between the total TE motion and the
caudal fin motion.
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Figure 14. Spanwise vorticity (ωz = ±[1, 4, 9, 16]s−1 ) contours are shown here for cases 1 through 4 when
t/T = 1.00. Positive spanwise vorticity is shown in red and negative in blue: (A) Case 1. (B) Case 2. (C) Case
3. (D) Case 4.

Case 4 is shown in Figure 15, where St = 0.27 and the kinematics are characterized by a large amplitude
tail motion (±3.44◦ ) and negligible caudal fin motion (≈ 0◦ ). Phase-averaged TE amplitude and velocity
curves versus nondimensional time are shown in Figure 13D. The kinematic discrepancy is barely apparent
in this case due to the negligible caudal fin motion, and therefore this case represents nearly ideal sinusoidal
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trailing edge motion as is used in many previous studies in the literature. At t/T = 0.40 (figure 15A), the TE
is decelerating as it approaches the positive amplitude extreme at the beginning of the second half-cycle
(0.50 < t/T < 1.00). The previously generated negative vortices (blue) have been shed while a small
amount of positive vorticity (red) has started to form and is already visible at the TE. Between t/T = 0.40
and 0.50, the TE decelerates until it reaches the positive amplitude extreme at the beginning of the second
half-cycle (Figure 15B). At this time the TE reverses direction and starts to form a strong shear layer.
Between t/T = 0.50 and 0.75, the fin accelerates to its largest downward velocity while the shear layer
continues to feed the attached forming vortex (Figure 15B,C). The velocity is here 90◦ out-of-phase with
the TE amplitude as expected for an ideal sinusoid and therefore the velocity peak coincides with the TE
amplitude zero crossing. At t/T ≈ 0.72 (yellow circle in Figure 13D), the vortex is shed and is visible in
Figure 15D. Between t/T = 0.75 and 1.00, the TE decelerates as it moves downward toward the negative
amplitude extreme at the end of the current half-cycle. During this time interval, the shear layer weakens
and part of the remaining vorticity rolls up into a secondary vortex that trails the primary vortex (Figure 15E).
At some point before t/T = 1.00, the fluid above the fin starts to impinge on its top surface and travel from
top to bottom around the TE generating negative vorticity (blue) as seen in (Figure 15F). From there, similar
but opposite kinematics and vorticity arrangement are seen in the next half-cycle.
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which has θ T,o ≈ 3.44◦ , θC,o ≈ 0◦ , and St = 0.27. Positive spanwise vorticity is shown in red and negative
in blue. The trailing edge motion profile can be found in Figure 13A: (A) t/T = 0.40. (B) t/T = 0.52. (C)
t/T = 0.64. (D) t/T = 0.76. (E) t/T = 0.84. (F) t/T = 1.00.

Case 1 is shown in Figure 16, where St = 0.31 and the kinematics are characterized by a negligible tail
motion (≈0.0◦ ) and a large amplitude caudal fin motion (±12.90◦ ) that exhibits the discrepancy described
in Section 2.2. Phase-averaged TE amplitude and velocity curves versus nondimensional time are shown
in Figure 13A. At t/T = 0.40, the TE is decelerating as it approaches the positive amplitude extreme at the
beginning of the second half-cycle (0.50 < t/T < 1.00). Figure 16A shows that the previously generated
negative vortices (blue) have been shed and positive vorticity (red) is visibly being created at the TE as the fin
decelerates its upward motion. As in case 4, the fluid below the fin wants to continue moving upward due to
its inertia, causing it to impinge on the fin and travel upward around the TE, generating a shear layer. In this
case, between t/T = 0.40 and 0.64 the TE decelerates but then remains almost stationary at the positive
amplitude extreme due to the kinematic discrepancy. Although the fin is almost stationary, the surrounding
fluid continues to move upward due to its inertia. The fluid near the TE continues to travel around the TE,
forming a relatively weak shear layer that extends linearly into the wake and can be seen in Figure 16B,C.
As a result of instabilities in the shear layer, it rolls up into several small vortices (Figure 16C). The largest
of these vortices remains coherent and advects downstream following a linear path inclined relative to the
x-direction (see dashed arrows in Figure 16). Van Buren et al., also observed a small preliminary vortex being
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formed and shed at the beginning of their square-like profile case [38]. After t/T = 0.64, the TE begins to
accelerate as it moves downward, generating a stronger shear layer that rolls up to form an attached vortex.
At t/T = 0.78, the TE reaches its largest negative velocity at the centerline while continuing to generate
vorticity that feeds the attached vortex. The TE then begins to decelerate and the primary vortex is shed at
t/T ≈ 0.81 (yellow circle in Figure 13A). Figure 16E shows the primary vortex after it has been shed from
the TE. The TE continues to decelerate, weakening the shear layer until at sometime between t/T = 0.84
and 1.00, the tendency of the fluid on top of the fin to continue downward with its own inertia overcomes
the previous flow from bottom to top, and negative vorticity is then generated. The final arrangement of
vorticity at the end of the half-cycle is shown in Figure 16F. At this time (t/T = 1.00), the negative amplitude
extreme has been reached and the next half-cycle begins. From there, similar but opposite kinematics and
vorticity arrangement are seen in the next half-cycle.
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Figure 16. (Case 1: SG1, KG1) Spanwise vorticity (ωz = ±[1, 4, 9, 16]s−1 ) contours are shown here for case 1
which has θ T,o ≈ 0.00◦ , θC,o = 12.90◦ , and St = 0.31. Positive spanwise vorticity is shown in red and negative
in blue. The dashed arrow highlights the linear trajectory of the secondary vortex. The trailing edge motion
profile can be found in Figure 13A: (A) t/T = 0.40. (B) t/T = 0.52. (C) t/T = 0.64. (D) t/T = 0.76. (E)
t/T = 0.84. (F) t/T = 1.00.
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Figure 17. Time averaged x-direction velocity (U/U∞ − 1 = ±[0.05, 0.10, 0.15, 0.20, 0.30]) contours are shown
here for cases 1 through 4 where velocity surplus is red and velocity deficit is blue: (A) Case 1. (B) Case 2. (C)
Case 3. (D) Case 4.

The two intermediate cases in this Strouhal number grouping (cases 2 and 3) exhibit similar vortex
shedding dynamics. A thorough description is not included here for brevity, but associated figures are
included in Supplementary Figures S1 through S8, which highlight the vorticity generation and organization
for all eight cases. As described, in case 1 a shear layer rolls up into a secondary vortex before the trailing
edge begins to accelerate and form the primary vortex. In case 4, the panel begins to accelerate sooner, so the
shear layer stays attached and forms the primary vortex first. It saturates and sheds, and the trailing shear
layer rolls up into secondary structures. In the intermediate cases, the timing of the TE acceleration does
move earlier, but the periods of deceleration due to the kinematic discrepancy cause the first vortex to pinch
off before saturation, and leaves time for a stronger secondary vortex. As the discrepancy lessens, this effect
lessens.
It is deduced that the kinematic discrepancy is not only affecting the magnitude and distribution
of vorticity shed from the trailing edge, but likely also the forces generated as well. The time-averaged
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normalized streamwise velocity for cases 1 through 4 are shown in Figure 17 while cases 5 through 8 are
shown in Supplementary Figure S9. This quantity is used to visualize regions where momentum has been
added to the wake to produce thrust (U/U∞ − 1 > 0, red) and regions of momentum deficit (blue). It is clear
that the segmentation of the primary vortex in case 2 (Figure 17B) cases a bifurcation in the higher velocity
jet generated in the wake, and from both the smaller area of momentum surplus, and its relatively lower
magnitude, we may assume that a lower force was generated as well. There is also some jet bifurfaction
seen in case 1. Cases 3 and 4 exhibit a coherent jet core in the midspan plane, and the magnitude and area is
largest in case 4. While we are not able to infer anything specific about the force and efficiency of the fish
model, the connections are apparent among body kinematics, trailing edge velocity, vorticity production and
organization, and momentum organization.
4. Discussion
A two degree-of-freedom experimental model of simplified generic fish body swimming motion was
designed and built for water tunnel experiments. A combination of two-component and three-component
phase-averaged PIV was acquired around the posterior of the model and in its wake. The model was actuated
to achieve similar trailing edge motions with different combinations of tail and caudal fin contributions,
to investigate the effects of the body kinematics on the wake structure, and potentially performance, of the
modeled swimmer.
A particular discrepancy in the actual motion of the trailing edge, compared with the expected ideal
sinusoidal motion, was noted and described. While not intended, the results were informative. Pure
sinusoidal motion is commonly used in the bio-inspired fluid dynamics field as models of fin motion,
but from these results we learned that relatively minor deviations from a sinusoidal motion profile can result
in large-scale changes in the organization and shedding of wake vortex structures. Considering that real
fish and aquatic mammals likely do not articulate their fins in perfectly periodic sinusoids, we pursued an
inspection of what features of the kinematic discrepancy actually led to the changes in wake structure. This
understanding may lend insight into how applicable lab results are, and give some guidance to experimental
strategy in the future. It is important to note that our observations are consistent with others in the literature
who have studied changing motion profiles in particular, and found that performance metrics can be
optimized by manipulating the waveform of an airfoil undergoing pitch and/or heave [6,37]. More recent
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studies by Das et al. [39] and Van Buren et al. [38] have shown that thrust is maximized with a square-like
waveform while efficiency is maximized with a sinusoidal [38] or triangular [39] waveform. In the work
presented here, we present a more detailed look at the flow field evolution due to particular features of the
body motion, and how that may be contributing to the changes in performance. This understanding could
lead to generalized insights about how to design more powerful or efficient swimming motions.
The following observations were made and described in detail: vorticity creation around the body itself,
the creation and dynamics of vortices generated around the leading edge of the caudal fin, the amount of
circulation generated, and the generation and organization of vortices at the caudal fin trailing edge.
Previously, Liu et al., found that the inclusion of the body increased the thrust of the caudal fin when
compared to an isolated caudal fin undergoing the same motion. In their work and the work we presented
here, the body alone does not generate coherent vortices that advect downstream and interact with the
caudal fin. The presence of sharp trailing edges on either the body or dorsal/ventral fins would likely be
required. The benefit to the performance of the swimmer is then assumed to be related to the overall pressure
field around the body surface, or another yet unexplained phenomenon.
At the leading edge, attached leading edge vortices (LEVs) are known to create low pressure zones on
wing surfaces and would increase thrust if the surface is angled appropriately with the low pressure side
facing upstream, which occurs during the early stages of the half-cycle. Liu et al., linked the presence of
stable attached LEVs to peaks in thrust [22], and Anderson et al., and Read et al., both found that thrust
is optimized when the LEV and trailing edge vortices coalesce in a beneficial way. In our results, it was
observed that the leading edge vortex (LEV) forms earlier in the half-cycle when the maximum tail (as
opposed to caudal fin) amplitude is increased (from case 1 to 4 or case 5 to 8). The LEVs also detach from
the surface earlier in the cycle (with increased maximum tail amplitude) before the orientation of the fin is
reversed and the low pressure zone causes drag.
While direct time-resolved thrust measurements were outside the scope of this work, it is clearly seen
that the body kinematics do have specific large-scale effects on the wake, from which we can infer changes
in performance as well. In addition to the timing of LEV generation and shedding, the changing kinematics
were shown in this paper to have a strong effect on the organization of vorticity shed from, and amount
of circulation generated at the trailing edge. In Section 3.4, it was shown that across the kinematic groups,
different numbers of vortices were shed at different times in the model motion, and traveled along different
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trajectories in the wake. The circulation generated at the midspan was significantly higher for one of the
cases, despite having similar Strouhal numbers, freestream velocities, and trailing edge amplitudes. Lastly,
the organization of momentum surplus, used as a way to determine where and how the thrust generated by
the model motion added momentum into the wake, could have entirely different structure and magnitude
across the four kinematic groups (and was consistent with the vortex dynamics).
Lastly, it was noted across the results here, and elsewhere in the literature [12,47,48], that some of the
significant trends in unsteady flapping-like fluid dynamics applications are relatively insensitive to the
freestream velocity, but particularly sensitive to the trailing edge velocity. This would imply that the Strouhal
number, which is commonly used as the most relevant non-dimensional parameter, may indeed not be the
most effective when also considering changing motion kinematics.
Supplementary Materials: The following are available online at http://www.mdpi.com/2313-7673/xx/1/5/s1, Figure
S1: Case 1 motion profile and vorticity arrangement, Figure S2: Case 2 motion profile and vorticity arrangement, Figure
S3: Case 3 motion profile and vorticity arrangement, Figure S4: Case 4 motion profile and vorticity arrangement, Figure
S5: Case 5 motion profile and vorticity arrangement, Figure S6: Case 6 motion profile and vorticity arrangement, Figure
S7: Case 7 motion profile and vorticity arrangement, Figure S8: Case 8 motion profile and vorticity arrangement, Figure
S9: time-averaged velocity at midspan, Video S1: Case 1 caudal fin LEV life-cycle (n20 mm), Video S2: Case 2 caudal fin
LEV life-cycle (n20 mm), Video S3: Case 2 caudal fin LEV life-cycle (n40 mm), Video S4: Case 3 caudal fin LEV life-cycle
(n20 mm), Video S5: Case 3 caudal fin LEV life-cycle (n40 mm), Video S6: Case 4 caudal fin LEV life-cycle (n20 mm),
Video S7: Case 5 caudal fin LEV life-cycle (n20 mm), Video S8: Case 5 caudal fin LEV life-cycle (n40 mm), Video S9:
Case 6 caudal fin LEV life-cycle (n20 mm), Video S10: Case 6 caudal fin LEV life-cycle (n40 mm), Video S11: Case 7
caudal fin LEV life-cycle (n20 mm), Video S12: Case 7 caudal fin LEV life-cycle (n40 mm), Video S13: Case 8 caudal fin
LEV life-cycle (n20 mm), Video S14: Case 8 caudal fin LEV life-cycle (n40 mm).
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Abbreviations
The following abbreviations are used in this manuscript:
LE

Leading edge

LEV

Leading edge vortex

TE

Trailing edge

TEV

Trailing edge vortex

2D2C

Two-dimensional two-component

2D3C

Two-dimensional three-component
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Abstract
Accurate time-resolved force measurements for complex experimental systems are important
for minimizing erroneous and misleading data. These measurements become difficult when
a natural frequency of the system is in or near the expected frequency domain of the timevarying force being applied. In the cases where it is not possible to avoid this occurrence, the
experimenter typically abandons the setup. This work presents an inverse filter method to
compensate for the dynamic response of the measurement system. A two degree-of-freedom
measurement system is used to obtain force measurements with dominant forcing frequencies
above and below the first natural frequency of the system. The results show that inverse
filtering can be used along with digital low pass filters to correct amplification and phase
shift due to the dynamic response of the measurement system to within ±4.0% of total
∘
forcing amplitude and ±5.0 . A simple cam follower mechanism is proposed as a method of
low-frequency dynamic testing.
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1. Introduction
Measuring the forces generated by complex systems is notoriously difficult and often involves
indirect measurements. Some situations allow for sensors to be placed at or near the point
that forces are being applied [1, 2, 3]. The applied force is then being measured by the
sensor. However, for more complex systems the force is applied at some distant location and
transferred to the sensor through a dynamical system [4, 5, 6, 7, 8]. The dynamics of the
system need to be addressed in order to have accurate measurements. This work will focus
on small scale force measurements in fluid dynamics experiments where forces are measured
indirectly by strain-based force transducers.
Theoretically evaluating the dynamics of a measurement system requires intricate
knowledge of all components and quickly escalates with the complexity of the system. On the
other hand, the complexity of empirical evaluation does not increase with the complexity
of the model but merely requires a method of evaluation. Many experimentalists do not
check the system dynamics or do not document them in their published work. One must
assume that some form of dynamic calibration was performed to check the effect of the
system dynamics on the measurements. Alternatively, the mass and stiffness of the system
could be estimated and a rough estimate of the natural frequency could be calculated. If
it were far enough away from the forcing frequency, one could assume the measured forces
were equal to the applied forces and nothing is documented. In cases where the natural
frequency is too low, one may be able to increase it by increasing the system stiffness at the
expense of sensitivity or adjusting the mass of the model. A lever with a variable fulcrum
can often be used to adjust the stiffness but it adds complexity to the system that is not
always considered [4, 5]. Large changes to the natural frequency by altering the mass are
difficult because they will have other large-scale effects on the system dynamics. Checking
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the natural frequency through impulse or step input testing is a good first step, and if the
theoretical model is accurate then it may be a good assumption that the measured force
is approximately equal to the applied force. However, the only way to definitively know if
the dynamics of the measurement system are affecting the measured force is to empirically
determine if the measured and applied force are in agreement. The problem with empirical
investigation is the lack of a simple and reliable method, and one key contribution of this
paper is the demonstration of such a low-frequency dynamic testing method.
In cases where a linear dynamic model of the system can be derived, system theory can
be used to design an inverse filter to negate the dynamics of the measurement system so that
the input signal can be clearly seen. Inverse filters have been used for decades for various
applications including: room acoustics [9], estimation of measurement uncertainty [10, 11],
real-time signal processing [12], speech processing [13], and open-loop system control [14]. In
the measurement of forces, a thorough review of inverse analysis for impact force has been
done [15] and most recently, inverse filters have been used to estimate cutting forces in highspeed mills [16, 17, 18, 19, 20]. A key contribution of this paper is the demonstration
of the application of this method to small scale force measurements in fluid dynamics
experiments. We will describe and demonstrate the method in the context of model fish
propulsion experiments in a water tunnel.

2. Inverse Filter
It is well known that any dynamic system can be described with a transfer function if it
is linear and time-invariant [21]. There are several methods for dealing with nonlinear and
time-varying systems which will not be described in detail here, but interested readers can
see [22]. There are generally two means of finding a transfer function for a system. The first
method uses first principles and the second is empirical.
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When using first principles, the first step in generating a transfer function is to derive
the differential equations which govern the desired system dynamics. For this paper, these
dynamics are the equations of motion that model the physical measurement system. The
Laplace transform is then used to transform the equations from the time domain, t, to the
complex frequency domain, s, assuming all initial conditions to be zero. It can then be
rearranged into a transfer function that represents the ratio of the Laplace transform of the
output signal, Fout , to the Laplace transform of the input signal Fin , as shown in Equation
(1).
G(s) =

Fout (s)
b0 + b1 s + ... + bn1 sn1
N (s)
=
=
n
2
Fin (s)
a0 + a1 s + ... + an2 s
D(s)

(1)

These dynamic effects manifest as an amplification and phase shift based on the frequencies
of the input signal and are commonly presented as a Bode plot.
The second method is a black box approach in which the impulse response of the system
is obtained and the inverse Laplace transform is taken to estimate the transfer function or
input signals. To do this, various single frequencies are presented to the system as inputs, and
the resulting outputs are measured – both amplitude and phase – to determine an empirical
Bode plot.
These two methods can also be combined to identify the order of the transfer function
using first principles and then to identify the parameter values empirically. Regardless of the
method used for our measurement system, we are left with a transfer function G(s) which
describes the system dynamics. We would ideally like our measurement system to have
G(s) ≈ 1, ∀s, so that the dynamic effects of the system are minimal and the output is close
to the input we are trying to measure. However, this is not true in many real systems with
nontrivial mass, stiffness, and/or dampening. As a result, we implement an inverse filter,
G−1 (s) to process the collected data, Fout (s), to remove any measurement system dynamics
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Figure 1. The ideal inverse filter applied to the raw data, Fout , results in filtered data,
F̂in , which are identical to the direct input, Fin .

so that the net transfer function G(s)G−1 (s) ≈ 1 as shown in Figure 1.
2.1. Inverse Filter Design
In designing the digital inverse filter, there are several factors to consider: 1) system
dynamics, 2) noise, and 3) sampling rate. The system dynamics are provided by the system
transfer function. Before collecting data and applying the inverse transfer function, we
first must do some basic calculations and low pass filtering. The signals which can be
accurately measured by our system are those whose frequencies are less than the system
bandwidth. The bandwidth is typically defined as the highest frequency for which the
Bode magnitude plot is above -3 dB. For input signals with frequencies higher than this
bandwidth frequency, the system dynamics inherently provide significant attenuation and
often measurement noise overwhelms the meaningful signal. The system bandwidth therefore
determines acceptable sampling rates and low pass filtering. This can be found simply by
looking at the Bode magnitude plot using our measurement system’s transfer function and
identifying the frequency at which it drops below -3dB.
Much of the sensor signal is measurement noise beyond the measurement system
bandwidth. To reduce the impact of this noise, it is generally advisable to low pass filter
the data. This filter can be implemented in either the analog or digital domain depending
on the measurement system architecture.
The well-known Nyquist-Shannon sampling theorem states a bandlimited continuous
signal can be fully reconstructed from its digital samples as long as the sampling rate is
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at least twice the highest frequency in the original signal. This theorem then provides a
minimum sampling rate for our analysis.
After the low pass filtering and sampling rate selection, the digital representation of our
signal, fout , is ready to pass through the inverse filter. This filter implements the algebraic
inverse of the system transfer function in order to achieve the near unity net transfer function
as discussed previously. This inverse filter in the s-domain can be implemented a number
of different ways. The simplest is to estimate the signal’s time derivatives using the digital
samples. The digital samples could also be fed directly into the approximate z-transform
of the inverse transfer function using an appropriate transform (e.g. Tustin/bilinear). Note
that we are assuming the data collection will take place prior to the signal processing and
filtering, and so we are not concerned with causality.

2.2. Model of the Measurement System
A two degree-of-freedom model of a swimming fish was designed for force and flow field
measurement in a water tunnel. This system was used to measure the thrust generated by
a complex fish model (Figure 2A) that can be simplified to a two degree-of-freedom springmass-damper system (Figure 2B). The components of the simplified model are as follows:
m1 is the mass of the air bearing carriage and motor assembly, m2 is the mass of the fish
model, k1 is the linear stiffness of the load cell, k2 is the bending stiffness of the sting, k3 is
the bending stiffness of the control cables, c1 is the combined linear damping coefficient of
air resistance and friction acting on m1 , and c2 is the linear damping coefficient of the water
resistance on the fish model. Ideally, the damping would be quadratic, but linear damping is
used to maintain the model linearity. The model is assumed to be restricted to linear motion
in the x-direction. The x-direction forces on the fish model (thrust) is considered the input,
fin , to the system while the force measured by the load cell (fout = k1 x1 ) is the output.
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A

B

Figure 2. Dynamic model of the measurement system. A) Model overlaid on the physical
system. B) Simplified model.

The transfer function relating the output force to the input force by means of the Laplace
transform is shown in Equations (2)–(8). The values of all parameters were empirically
determined when possible or otherwise estimated. See Appendix A for a full derivation of
the transfer function and parameter estimation.
G(s) =

Fout (s)
1
= 0 4
0 3
Fin (s)
a4 s + a3 s + a02 s2 + a01 s + a00

kg 2
b0 = k2 (k1 + k3 ) = 1.48 × 108 4
s


a4
1
a04 =
=
m1 m2 = 4.66 × 10−7 s4
b0
b0

a
1
3
=
c1 m2 + c2 m1 = 7.57 × 10−7 s3
a03 =
b0
b0

a
1
2
a02 =
=
m2 (k1 + k2 + k3 ) + c1 c2 + m1 k2 = 2.25 × 10−3 s2
b0
b0
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(2)

(3)
(4)
(5)
(6)


a1
1
=
c2 (k1 + k2 + k3 ) + c1 k2 = 1.11 × 10−3 s
b0
b0

a0
1
0
a0 =
=
k2 (k1 + k3 ) = 1.00
b0
b0

a01 =

(7)
(8)

2.3. Filter Implementation
The inverse of G(s) (Equation (2)) is
G−1 (s) = a04 s4 + a03 s3 + a02 s2 + a01 s + a00

(9)

Note that it has four zeros and no poles, which makes it an improper transfer function.
The inverse Laplace transform is applied to Equation (9) to transform it from the complex
(n)

frequency domain, s, to the time domain, t. This results in Equation (10) where fout (t) is
the nth time derivative of the output signal and a0i are the original coefficients. The time
derivatives are estimated using a 2nd order central-difference scheme (Equations (11)–(14),
[23]) where a low pass filter is first used to remove high-frequency noise which allows for
the calculation of higher-order time derivatives. The implementation then becomes a simple
summation. The signal used in this paper is the force measured by a strain-based load cell.

(4)
(3)
(2)
(1)
(0)
fˆin (t) = a04 fout (t) + a03 fout (t) + a02 fout (t) + a01 fout (t) + a00 fout (t)

(1)

−f(i−1) + f(i+1)
2(∆t)
f(i−1) − 2f(i) + f(i+1)
=
(∆t)2
−f(i−2) + 2f(i−1) − 2f(i+1) + f(i+2)
=
2(∆t)3
f(i−2) − 4f(i−1) + 6f(i) − 4f(i+1) + f(i+2)
=
(∆t)4

f(i) =
(2)

f(i)

(3)

f(i)

(4)

f(i)
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(10)

(11)
(12)
(13)
(14)
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C

D

E

Figure 3. Cam follower mechanism. A) isometric-view of the mechanism with the mass
and motor. B) Cam 1. C) Cam 2. D) Cam 3. E) Cam 4. F) Cam follower schematic. The
small triangular marker on the left side of each cam indicates the location of the minimum
radius.

3. Experimental Methods
The inverse filter was tested by applying a deterministic, time-varying force to the physical
measurement system and then comparing the output to the applied input. The force was
produced using a flexible cord, mass, and cam follower mechanism. The applied force, fin ,
was directly measured by a load cell to capture the generated force and will be referred to
as the direct force. It was then applied to the fish model and the output force, fout , was
measured at the carriage and will be referred to as the raw force. The inverse filter was
then applied to the raw force to extract a force estimate, fˆin , which will be referred to as
the filtered force. The effectiveness of the method can then be determined by comparing the
filtered force, fˆin , with the direct force, fin .

3.1. Time-Varying Force Generation
The deterministic, time-varying force was generated using two pulleys, elastic multi-strand
jute cord, brass mass, and cam follower mechanism (Figure 3F). The cord stretches by a
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length ∆zT when a tension of fT is applied such that fT = f (∆zT ). Note that the cord
stiffness is not assumed to be linear but merely deterministic.
A static tension can be generated by suspending a known mass, m, by the cord such
that fT = f0 = mg, where g is the acceleration due to gravity. To generate a time-varying
tension, the vertical position, z(t), of the mass is varied such that 0 < z(t) < ∆z0 , where ∆z0
is the static displacement of the cord due to the mass, and assuming z(t) = 0 when fT (t) = 0
(Figure 3F). fT (t) is then a function of z(t) because the cord is constantly in tension within
the domain of z used during force generation (See Figure 4 and Appendix B for the cord’s
force-displacement curve). A simple cam follower mechanism was used to vary the vertical
position of the mass and by extension the tension, fT , in the cord.
A 100.0g brass mass was used to establish the static tension, f0 . The multi-strand jute
cord was 1.41 m in length, weighed 1.1 g, and stretched 29.7 mm with a tension of 981 mN
(weight of 100.0 g mass, Figure 4). Four cams (Figure 3B-E) were designed such that the
follower had a maximum displacement of ∆zc = 3.2 mm and a starting position, zc , such that
∆zc < zc < ∆z0 . This limits the motion so that the mass always remains in contact with
the follower. The starting position was determined during setup such that fTo = f (zc ). Each
cam produces a different periodic displacement curve that is the sum of n cosine waves with
non-dimensional amplitude Ai , frequency of ωi , and phase φi (Equation (15)). ω typically
refers to an angular frequency in rad/s, but for clarity within this paper it will be used for
a frequency in Hz. z(t) is then normalized by the maximum displacement and multiplied
by ∆zc . The values of Ai and ωi used for each cam are shown in Table 1 while φi was fixed
at zero. The output displacement of the follower, z(ωmotor , t), is then determined by the
constant angular velocity of the motor, ωmotor , in revolutions per second. The cams were
made using polylactic acid (PLA) material on a Fusion3 F410 Fused Deposition Modeling
(FDM) printer.
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Figure 4. Force-displacement curve under loading and unloading for the multi-strand jute
cord showing elastic hysteresis and nonlinear stiffness.
Table 1. Non-dimensional amplitude (Ai ) and frequency (ωi ) in Hz for each cam. These
values were used in Equation (15).

Cam A1
1
1
2
1
1
3
4
1

z(ωmotor , t) =

ω1
8
2
2
2

n
X
i=1

A2 ω2
0.5 4
0.1 3
0.1 3

A3 ω3
0.5 4
0.1 4

A4 ω4
0.1 5
0.6 5



Ai cos ωmotor (2πωi )t + φi

A5 ω5
0.5 6
0.1 6

(15)

Measurements were collected in two configurations: 1) internal and 2) external to the
tunnel. The cord was attached to the front of the fish model for the internal configuration.
In this configuration, the load cell was mounted between the air bearing carriage and the
water tunnel where the tension in the cord represents the force applied to the fish model (i.e.
thrust; Figure 5A). In the external configuration, the cord was directly attached to the load
cell (Figure 5B). The lower pulley was adjusted so that the cord between it and the load
cell (external configuration) or fish model (internal configuration) was horizontal and aligned
with the x-direction. The upper pulley was adjusted so the cord was vertical with the mass
sitting on the follower. The follower is vertical and intersects the rotation axis of the cam.
The initial tension in the cord, FTo , when z(t) = zc is crucial for accurate measurements due
to the nonlinear stiffness and elastic hysteresis of the cord (Figure 4). The upper pulley
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A

B

Figure 5. Experimental configurations. A) Internal configuration (filtered force). B)
External configuration (direct force). Components: 1) cam follower mechanism, 2) multistrand jute cord (blue lines), 3) pulley (blue circles), 4) load cell, 5) fish model, and 6) DC
motor. The same cord is used for both configurations.

was adjusted so that tension in the cord was fTo with the mass in the lowest position (i.e.
maximum tension). A marker was added to each cam where the radius is the smallest to help
identify the cam position with the maximum tension. Several iterations of motor rotation and
pulley adjustments were performed until steady, periodic forcing was established to account
for the elastic hysteresis. The motor was then rotated at a constant angular velocity, ωmotor ,
in revolutions per second while acquiring load cell and motor encoder measurements. The
force measured by the load cell in the external configuration will be called the direct force,
fin ; and while in the internal configuration, it will be called the raw force, fout . Assuming
that a deterministic, time-varying tension in the cord can be produced, the direct force,
fin , is equal to the force being applied to the fish model when the raw force, fout , is being
acquired. The same cord was used for both configurations.
The DC motor (Faulhaber Series 3863 CR with a 36:1 planetary gearhead) with optical
rotary encoder (Avago HEDS-5500 I12) was controlled using a Galil DMC-4123 motion
controller and custom LabVIEW interface. A National Instruments PXIe system was used
to sample the force and encoder measurement signals. The PXIe system consisted of a PXIe414

6363 multifunction DAQ card (16-bit resolution) housed in a PXIe-1078 chassis. The voltage
signals were routed to the DAQ card using an SCB-68A shielded connector block. The PXIe
system was run using a Real-Time LabVIEW environment operating on a standalone PC.
All measurements were sampled at 1000Hz. A Futek LRF-400 (0.5lb [2.22N], FSH04037)
load cell was used along with the Futek IAA-100 (FSH03863) strain gauge analog amplifier
to measure the forces.

3.2. Static Calibration
A static calibration of the load cell was performed before the dynamic testing. The analog
amplifier settings were coarsely adjusted to produce approximately 0V with no load and
approximately −10V with a compression load of approximately 2.22N. A series of brass
masses ([10.0, 20.0, 50.0, 100.0, 193.1]g) were measured using a Ohaus Scout Pro SP2001
digital scale with a maximum load of 2000g and a resolution of 0.1g. While the load cell was in
a vertical orientation, each mass was placed on the active end of the load cell and the resulting
voltage (mean and standard deviation over 100 samples) was acquired at 100Hz. A linear
regression was performed over the six data points between 0.0g and 193.1g to obtain a linear
relationship between the mean sensor voltage and applied force. The standard deviation of
the voltage was multiplied by the conversion to obtain a sense of the measurement noise. The
calibration was performed prior to data collection and the outcome was a mean conversion
of 242.13 mN/V and a noise estimation of 1.98 mN. The linear fit resulted in R2 > 0.99.

3.3. Test Conditions
A total of 11 cases were investigated using four cams, photos of which can be found in
Figure 3B-E. These cams, run at different motor frequencies, generated the test cases
summarized in Table 1. Cases 1-8 used cam 1 with ωmotor,j = j/8 for j = 1, 2, ...8 to
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create forces with integer frequency values between 1 and 8 Hz. This was used to recreate a
Bode plot to compare the empirical with theoretical values (Figure 7). The remaining three
cams were used as test cases with ωmotor = 1.0 (Figure 8).
Three sets of approximately 40 second-long force data runs were performed external to
the tunnel (direct force) and internal to the tunnel (raw force) for each of the 11 cases. Prior
to collecting data for each configuration, a reference force, fref , was measured for the load
cell with no applied load. For the external configuration, this meant that the load cell was
in the proper orientation but not connected to the cord. For the internal configuration, the
load cell was connected to the air bearing carriage but the cord was not attached to the fish
model. These were subtracted from the respective forces after filtering so that they had the
same reference force.

3.4. Signal Processing
The raw force measured by the load cell required processing before and after the inverse filter
was applied. A raw force run for Cam 4 will be used to demonstrate the process (Figure 6).
For all results, the force was downsampled to 100 Hz by using every 10th sample except
those in Section 4.3 where the effects of sampling rate will be discussed. A force offset was
determined by averaging the first 100 samples, and subtracting that from the raw force to
satisfy x(0) = 0 (Figure 6A). The necessary initial conditions will be discussed in Section 4.4.
High-frequency noise was then removed by a low pass FIR filter with a passband frequency
of 11 Hz and a stopband frequency of 12 Hz using MATLAB’s iltilt command, which
does not introduce a phase shift (Figure 6B). The time-derivatives were estimated and the
inverse filter was applied (Figure 6C). The force offset was added and the respective reference
force, fref , was subtracted from the result. Subtracting the reference force is equivalent to
taring/zeroing the sensor, while subtracting/adding the force offset satisfies the x(0) = 0
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Figure 6. Signal processing of a single filtered force run using Cam 4. A) Applying the
force offset. B) Applying the low pass filter. C) Applying the inverse filter. D) Final phaseaveraged (black line) overlaid on all cycles.

initial condition. The forcing was periodic with a period, T , of 1.0 seconds which allowed
for phase-averaging. To phase-average, every 100th sample of the steady state force was
averaged (Figure 6D). For both configurations and all cases, the start of the steady state
forcing was determined as the forcing after 1 full rotation of the cam. The phase-averaged
results were averaged over the three sets.

4. Results
The inverse filter was applied to the raw force and compared with the direct force as a means
to quantify the effectiveness of the method. The empirical frequency response of the system
will be discussed to understand the model fit. Three test cases will be discussed to quantify
how well the direct force, fin , can be estimated by the filtered force, fˆin . The effects of
sampling frequency and initial conditions are then discussed to inform experimentalists on
necessary test conditions.
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4.1. Frequency Response (Bode Plot)
A Bode plot is commonly used to represent the frequency response of a dynamic system. The
first 8 cases had sinusoidal forcing with integer frequency values between 1 Hz and 8 Hz. The
direct and filtered forces were compared on a Bode plot with the amplification magnitude
in Figure 7A and the phase in Figure 7C. The error bars represent 1.0 σ of the three sets.
The magnitude and phase error between the theoretical and empirical values are shown in
Figures 7B and D, respectively.
For the Bode magnitude plot, the theoretical and measured values agreed within 15%
when the forcing frequency was less than 8 Hz. The agreement was within 7% for frequencies
below 6 Hz with exception of 3 Hz, which is near the first natural frequency (3.52 Hz). The
slope of the Bode magnitude plot is steep near a natural frequency and small errors in
the measured natural frequency can result in large discrepancies in the Bode plot. For
the Bode phase plot, the theoretical and measured values agree within 10◦ for all cases
measured and within 5◦ for frequencies below 8 Hz. The worst agreement was near the
first natural frequency and for frequencies above 7 Hz. Once again, the error near the first

A

B

C

D

Figure 7. Theoretical and empirical Bode plot: A) magnitude plot, B) percent error of
magnitude, C) phase plot, and D) absolute error of phase.
418

natural frequency was to be expected. Overall, the Bode plot agreement was well within the
uncertainty of the measurement method.

4.2. Test Cases
The phase-averaged forces were compared between the direct and filtered forces for the
three test cases. Figure 8 shows the results where the first row shows the Cam 2 case,
the second row shows the Cam 3 case, and the third row shows the Cam 4 case. The left
column shows the instantaneous raw (fout , gray line) and filtered (fˆin , black line) force for
a single measurement run. The middle column shows the final phase-averaged direct (red)
and filtered (black) forces while the shaded regions are µ ± σ. The right column shows the
error between the two mean forces as a percent of the total amplitude. Because of the nonsinusoidal nature of the direct force, we define the total amplitude as the difference between
the maximum and the minimum over the phase-averaged period.
Overall, the error between the direct and filtered force had a standard deviation between
3.20% and 3.92% and there was a significant bias ranging between −5.85% and 0.90%. The
majority of this bias can be accounted for by the difference in fTo between the internal and
external configurations where fTo is the initial tension. Using a single Cam 2 run as an
example, fTo = 659.68 mN for the external configuration (direct) while fTo = 638.04 mN for
the internal configuration (raw). This means that the raw force was biased by −21.64 mN
which is −4.17% of the total amplitude (519.50 mN) and the bias in the results were −5.85%.
For this example, 71% of the bias in the results is accounted for by the difference in fTo
between the internal and external configurations. The remainder of the bias may be a result
of the nonlinear cord stiffness (see Appendix B) or errors in the angular initial condition of
the motor.
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A1

A2

A3

B1

B2

B3

C1

C2

C3

Figure 8. Results by row: A) Cam 2, B) Cam 3, and C) Cam 4. The first column is the
instantaneous raw (gray) and filtered (black) forces; the second column is the phase-averaged
direct (red) and filtered (black) forces; and the third column is the error normalized by the
total amplitude of the direct force.

4.3. Effects of Sampling Frequency
While instrumentation may be able to collect data at a high rate, it may exceed the
requirements of the analysis task at hand. Having extra data results in large storage and
processing requirements. The sampling frequency needs only to be twice as high as the
highest frequency in the measured force. In this case, this highest frequency is practically
the measurement system bandwidth as discussed previously. For this paper, the bandwidth
is approximately 11Hz as seen in Figure 7. This suggests that the minimum sampling rate
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Figure 9. Phase-averaged results (top row) and error (bottom row) using different sampling
rates by column: A) 25Hz (7.08%), B) 50Hz (-2.45%), C) 200Hz (-2.38%), D) 500Hz (2.37%), and E) 1kHz (-2.90%)

should be at least 22Hz. Since the base instrumentation collected data at 1kHz, the closest
integer decimation gives 25Hz. This minimum sampling result is compared with higher
sampling rates in Figure 9 for case using Cam 4.
We can see that the average error is 2.37 – 2.90% of the total amplitude for sampling
rates between 50 and 1kHz while 25Hz sampling rate has larger error of 7.08%, but these
may be acceptable depending on the application. The computation time to process the data
for this case was reduced from 109.3 seconds for the full 1kHz data down to 3.75 seconds for
25Hz downsampled data (a 96.6% reduction) while the storage requirement was reduced by
a factor of 40 (a 97.5% reduction).

4.4. Effects of Initial Conditions
The derivation of the transfer function (Equation (2)) assumed static initial conditions.
In reality, static initial conditions are impossible to achieve so the practical guidelines for
sufficiently static initial conditions need to be established. Static conditions are typically
achieved by allowing the measurement system to settle (e.g. between measurement runs).
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During this waiting time, the force is dominated by the unforced system dynamics and
noise. An example is shown in Figure 10A where the vertical red line represents the end of
the forcing input. The force to the right of the red line behaves like an underdamped system
that is dominated by large amplitude oscillations that decay over time until all that is left is
noise with a mean value equal to the force offset. After only short waiting times, the force
will still have large oscillations dominated by the unforced system dynamics, but after a long
enough waiting time, the force will only have small amplitude oscillations associated with the
noise. A single raw force run with Cam 4 was used to demonstrate: 1) whether subtracting
the force offset is required and 2) how long the system needs to settle (i.e. waiting time)
before sufficient static initial conditions are met.
The force offset is applied to the force by subtracting it to satisfy the x(0) = 0 initial
condition and then adding it back to the filtered force at the end of the signal processing. To
demonstrate the importance of this step, the first 5 seconds of the raw force and the phaseaveraged filtered force are shown in Figure 10B and C, respectively, for both applying (black)
and not applying (gray) the force offset. Recall that the result with the force offset applied
(black) was compared with the direct force in Figure 8C and is considered an accurate result.
The initial force offset was 861 mN while the phase-averaged force profile is nearly identical
between the two with an offset of 101 mN (Figure 10C). This shows that applying the force
offset (to enforce x(0) = 0 initial condition) is necessary to achieve accurate results. This
initial condition does not affect the phase-averaged force profile but it does affect the mean.
The length of the waiting time will determine how static the system is at the beginning of
a measurement run and also corresponds to the higher order initial conditions (dx/dt(0) = 0,
d2 x/dt2 (0) = 0, and d3 x/dt3 (0) = 0). To demonstrate the effects of waiting time on the
filtered force, the first 3.6 seconds of data were artificially amplified after the force offset was
applied to mimic either a shorter waiting time (i.e. larger amplitude oscillations) or more
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Figure 10. Force offset of a single filtered force run using Cam 4. A) Last 8 seconds
with an inlay showing the first 1.5 seconds after the forcing stops. B) First 5 seconds. C)
Phase-averaged filtered force.

noise. For this measurement run, the forcing input started at t = 2.67 and the first cycle
used for phase-averaging starts at t = 3.67 with unaltered data.
Larger amplitude oscillations were investigated by point-wise multiplying the raw force,
after the offset was applied, by a positive value greater than 1 that was then decreased
to 1 via a linear ramp (Figure 11B). This amplified the existing initial oscillations, but
decreased that effect before the start of phase-averaging (Figure 11A). The amplitude of the
oscillations for the largest scalar multiple (50, dark blue) clearly exceeds the amplitude of
the unaltered force to the right of the red line. Despite the drastic change in the initial
conditions between the dark and light blue lines, the phase-averaged filtered force, fˆin ,
was nearly identical (Figure 11E). It should be noted that the time period of amplification
overlaps with the forcing input by 1 second and terminates just prior to the first cycle
used in phase-averaging. Once again, Figure 11E shows that not even the first cycle used
in phase-averaging is strongly influenced by the considerably larger amplitude oscillations
caused by the artificial amplification. The large oscillations present in the force as it settles
do not affect the final phase-averaged filtered force, fˆin , and the experimenter can shorten
the waiting time without adversely affecting the result. The waiting time may affect the
force offset so it remains important to ensure that the effects are known before shortening
the waiting time.
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Figure 11. Effect of waiting time on initial conditions where the data after the red dashed
line is unaltered. A) First 8 seconds of data multiplied by an amplification function (B). C)
60 dBW Gaussian white noise added to the first 2 seconds. D) First 8 seconds of data with
the first 6 seconds removed. E) Every cycle of fˆin overlaid with the phase-averaged result
for the 6 amplified cases (A), 1 white noise case (C), and 1 trimmed case (D).

The effects of noise on the initial conditions were investigated by adding 60 dBW
Gaussian white noise to the raw force (Figure 11C) using a similar multiplicative function
as Figure 11B. The added noise overlaps with the input forcing but ends just before the first
cycle used in phase-averaging. The amplitude of the noisy force to the left of the red dashed
line is larger than the unaltered force to the right. Despite the large amplitude noise during
the initial waiting time, the resulting phase-averaged filtered force (fˆin , dark green line) was
nearly identical to the previous 6 examples (Figure 11E).
A final example involves removing the first 6 seconds of data before applying the inverse
filter (Figure 11D). This represents an event where the experimenter does not collect data
during the initial transient period but merely starts measurements once the system was
considered to be in a steady state. In this example, none of the initial conditions are static in
any sense. Despite the lack of static initial conditions, the resulting phase-averaged filtered
force (fˆin , black line) was nearly identical to the previous 7 examples (Figure 11E). This
shows that under circumstances where the static equilibrium of the system is truly at zero
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(i.e. no force offset to correct) then it is not necessary to measure the transient period and
only the data of interest needs to be acquired. Under these circumstances the force offset is
zero and thus does not affect the results.
Based on the examples presented here, the only requirement for the initial conditions
is knowing the force offset. The larger oscillations that occur during the waiting time and
additional Gaussian white noise did not significantly affect any of the cycles used in phaseaveraging. This can be beneficial to an experimenter if the data is corrupted in the middle
of a measurement run. In this situation, the experimenter would be able to start filtering
the data after the corrupted section without the need for the initial transient period.

5. Conclusions
An inverse filter method was presented and validated here that can be used for quasilinear systems even when the dominant forcing frequencies are near a natural frequency
of the measurement system. Once an accurate transfer function of the measurement system
is derived, the sampling rate, low pass filter, and inverse filter design follow. 2nd order
measurement systems will require 4th order time-derivatives which can be calculated using
central difference schemes [23].
A simple method was presented for low-frequency dynamic force testing that can be
used to perform dynamic calibrations of force measurement systems. The method uses a
cam follower mechanism to vary the vertical position of a mass in a vertically oriented
spring-mass system. The force applied by the spring to oppose the mass is a function of
the displacement of the mass. The method can be improved with the use of two load cells
simultaneously measuring both the output force, fout , and the input force, fin , between the
mass and the cord. The simultaneous measurements will drastically reduces the bias error
caused by comparing two configurations.
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It was shown that the empirical Bode plot agreed with the theoretical values within
15% for amplification magnitude and 5◦ for phase when the forcing frequency was less than
8 Hz. The three test cases showed that inverse filtering can be used along with digital low
pass filters to correct the dynamic response of the measurement system to within 4.0% of
total forcing amplitude. Having a measurement system transfer function allows us to identify
the bandwidth and thus the sampling requirements. Significant memory and computation
resources can be conserved (up to 96% reduction) with limited impact to the mean error. By
artificially adjusting the initial conditions, it was shown that the initial force offset (x(0) = 0)
was the only initial condition necessary to accurately estimate the applied force, fˆin , while
the oscillations and moderate noise in the initial waiting time had negligible effect on the
estimation. Finally, it was shown that if the static equilibrium of the measurement system
is zero, then the inverse filter can be applied directly to the timeframe of interest without
enforcing static initial conditions.
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Appendix A. Derivation of the 2 degree-of-freedom model
The full system used to measure the force acting on the fish model (Figure 2A) can
be simplified to a two degree-of-freedom spring-mass-damper system (Figure 2B). The
components of the simplified model are as follows: m1 is the mass of the air bearing carriage
and motor assembly, m2 is the mass of the fish model, k1 is the load cell stiffness, k2 is
the bending stiffness of the sting, k3 is the bending stiffness of the cables (bundle including
the motor, encoder, and torque cables), c1 is the combined linear damping coefficient of air
resistance and friction acting on m1 , and c2 is the linear damping coefficient of the water
resistance on the fish model. Ideally, the damping would be quadratic, but linear damping
is used to maintain the model linearity.
The model is assumed to be restricted to linear motion in the x-direction. The force
acting on the fish model in this direction (i.e. thrust) is considered the input to the system
while the force measured by the load cell is the output to the system. The load cell is a straingauge based displacement sensor that measures the force applied, fin , as the displacement of
the sensor active-end, x1 , multiplied by a stiffness, k1 . The equation of motion for mass 1 and
mass 2 (Equations (A.1) and (A.2)) can be easily obtained from the simplified model shown
in Figure 2B. The Laplace transform is applied to each of the terms in (A.1) and (A.2). Force
measurements begin with the model in a quasi-steady state allowing for the approximation
that x(0) = 0 and d(n) x(0)/dt(n) = 0 for n = 1 and 3. The displacement of the fish model,
X2 (s), is solved for in both equations of motion after the Laplace transform is performed
(Equation (A.3)). These expressions are set equal to each other and k1 X1 (s)/F2 (s) is solved
for. The numerator is the force measured by the load cell and the denominator is the external
force applied to mass 2 (i.e. fish model) (Equation (A.4)).
The seven model parameters were either empirically determined or estimated. The
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value of k1 was empirically determined; the values of m1 , c1 , and c2 were estimated; k3 was
assumed to be zero; and m2 and k2 were calculated using an inverse-eigenvalue problem.

m1 x¨1 (t) = − [(k1 + k3 )x1 (t) + c1 x˙1 (t)] − k2 x1 (t) + k2 x2 (t)

(A.1)

m2 x¨2 (t) = Fin (t) + k2 x1 (t) − [k2 x2 (t) + c2 x˙2 (t)]

(A.2)

X2 (s) =

X1 (s)
Fin (s) + k2 X1 (s)
[m1 s2 + c1 s + (k1 + k2 + k3 )] =
k2
[m2 s2 + c2 s + k2 ]

k1 X1 (s)
Fout (s)
=
Fin (s)
Fin (s)
b0
=
a4 s 4 + a3 s 3 + a2 s 2 + a1 s + a0

(A.3)

G(s) =
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(A.4)

kg 2
s4

b0 = k2 (k1 + k3 ) = 1.48 × 108

(A.5)

a4 = m1 m2 = 68.8 kg 2
a3 = c1 m2 + c2 m1 = 111.7

(A.6)
kg 2
s1

(A.7)

a2 = m2 (k1 + k2 + k3 ) + c1 c2 + m1 k2 = 3.33 × 105
a1 = c2 (k1 + k2 + k3 ) + c1 k2 = 1.64 × 105
a0 = k2 (k1 + k3 ) = 1.48 × 108

kg 2
s4

kg 2
s3

kg 2
s2

(A.8)
(A.9)
(A.10)

Appendix A.1. Load cell stiffness estimation (k1 )
The stiffness of the load cell was measured using a natural frequency analysis. The load cell
(Futek LRF-400) was rigidly mounted in a vertical orientation and connected to a 1000 Hz
DAQ system. This configuration can be modeled as a spring-mass-damper system with a
mass of m = (mo + mi ), stiffness of k, and a damping coefficient of c where mo is the
interactive mass of the active end and mi is a known mass placed on the active end. The
mass was lightly struck by a metal object and the fluctuating voltage signal was recorded.
The damped natural frequency, ωd , and logarithmic decrement, δ, were then calculated. Both
were used to calculate the undamped natural frequency of the system (Equation (A.12)).
This was repeated for six brass masses mi = [0, 10.0, 20.0, 50.0, 100.0, 193.1] g placed on
the active end of the load cell. It is known that the undamped natural frequency of a
p
spring-mass-damper system is defined as ωn = k/m. In the current setup there are two

unknowns (k and mo ) that can be determined by solving a linear system of equations as
defined in Equation (A.14). This method resulted in a stiffness of k1 = 11, 867 N/m and an
interactive mass of mo = 10.2 g. This process was repeated and resulted in the same values.
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x(t)
1
δ = log
n
x(t + nT )
p
ωn = ωd 1 + (δ/2π)2
ωn,i =

[ ω12

n,i

(A.11)
(A.12)

p

k1 /(mo + mi )
"
#
k1
−1 ]
= [ mi ]
mo

(A.13)
(A.14)

Appendix A.2. Carriage estimation (mmin
1 , k1 , and c1 )
A lower limit for the mass of the air bearing carriage, mmin
1 ; the load cell stiffness, k1 ; and air
bearing damping coefficient, c1 , were determined using a natural frequency analysis similar
the that described in Subsection Appendix A.1. The air bearing carriage was confined to
a single degree of linear motion by the air bushings and connected to the load cell (Futek
LRF-400) such that it can be modeled as a spring-mass-damper system. The load cell was
connected to a 100 Hz DAQ system. The carriage was lightly struck by a metal object and
the fluctuating voltage signal was recorded. A series of masses were placed on the carriage to
systematically change the mass of the system (mi = [0, 0.893, 1.801, 2.693, 3.582, 4.938] kg).
The undamped natural frequency was calculated for each mass using the measured damped
natural frequency and logarithmic decrement. The two unknowns (k1 and mmin
1 ) were
determined by solving a linear system of equations as defined in Equation (A.15). This
method resulted in a stiffness of k1 = 11, 543 N/m and a mass of mmin
= 16.02 kg. This
1
process was repeated and resulted in the same values. The logarithmic decrement was used
to calculate the damping ratio, ζ, for each mass (Equation (A.16)). The averaged damping
ratio was then used to estimate the damping coefficient, c1 , as defined in Equation (A.17).
This resulted in a damping coefficient of c1 = 3.44.
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A

B

C

Figure A1. c2 estimation: A) Phase-averaged fˆin . B) Power spectral density (PSD) for
all c2 values. C) Theoretical and empirical PSD for the selected c2 value.

[ ω12

n,i

−1 ]

ζ=p

"

k1
mmin
1

#

= [ mi ]

(A.15)

δ

(A.16)

(2π)2 + δ 2
q
c1 = 2ζ k1 mmin
1

(A.17)

Appendix A.3. Estimation of m1 and c2
The authors could not directly estimate m1 or c2 so estimations were performed. The total
= 16.02 kg), the sting (msting = 1.46 kg),
mass of m1 included the air bearing carriage (mmin
1
and additional mass used to lower the natural frequency (madded = 3.81 kg). Based on
these values and an estimated sting mass distribution, the total mass was estimated to be
m1 = 20.00 kg. The value of c2 was estimated as a best fit between the empirical impulse
response from lightly striking the fish model and the theoretical impulse response of the
derived transfer function (Equation (1)) by trial and error. The exact value of c2 has minimal
effect on the phase-averaged fˆin and the optimal values was c2 = 5.0.
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Appendix A.4. Inverse eigenvalue problem to determine m2 and k2
The Cayley-Hamilton theorem is used to solve an inverse eigenvalue problem to estimate m2
and k2 based on known values of m1 and k1 along with the empirically determined natural
frequencies, ω1 and ω2 (in Hz) [24]. The eigenvalues of the system are then λi = −(2πωi )2 .
This method assumes an undamped system and results in Equations (A.18) and (A.19).
Prior to data collection, the fish model is lightly struck by a hard object to determine the
two natural frequencies of the system. Once these are known, m1 and k1 are used to estimate
m2 and k2 .

− (m21 λ1 λ2 + k12 + (λ1 + λ2 )m1 k1 )
m1 λ1 λ2
− (m21 λ1 λ2 + k12 + (λ1 + λ2 )m1 k1 )
k2 =
k1

m2 =

(A.18)
(A.19)

Appendix B. Force vs. Displacement
The force-displacement curve was obtained in order to better understand the dynamics of
the low-frequency dynamic testing method. The multi-strand jute cord was fixed at one
end and attached to the load cell at the other (Figure B1B). A horizontal orientation was
used as a simplified approximation of the conditions for both the internal and external
configuration (Figure 5). The weight of the cord will cause the cord to sag in the middle
for both configurations and in this test. The load cell was mounted to a linear traverse that
allowed for accurate measurements of the linear displacement.
A reference force was obtained before the cord was attached to the load cell that was
subtracted from the measured force. The cord was attached to the load cell and the load
cell was moved to a starting location (x = 0) when the tension was approximately equal
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to the reference force. At this location, the cord was substantially sagging and touched the
lower surface. The load cell was moved in increments of 5.0 mm until the displacement was
30.0 mm (loading, red). The load cell was then moved in the negative direction in increments
of 5.0 mm until the displacement was back at 0.0 mm (unloading, blue). The average and
standard deviation of the force at each location was measured over 25 seconds. The cycle
was repeated 3 times and shown in Figure B1A.
The instantaneous slope of the curve is the stiffness of the cord for a given displacement.
The curve shows that the stiffness is not linear and the stiffness is larger for larger
displacements. The nonlinear stiffness will amplify the error due to differences in fTo between
the internal and external configuration. This error can be eliminated by using two load cells
that allow for simultaneous measurement of the applied force, fin , and the output force, fout .
Elastic hysteresis was observed as the difference between the loading (red) and unloading
(blue) curves.

Care must be taken during setup to ensure that a repeatable force-

displacement curve exists. Performing multiple cycles of loading and unloading will bring
the force-displacement curve to a repeatable curve.
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A

B

2
1

Figure B1. Force-displacement curve for the multi-strand jute cord showing elastic
hysteresis and nonlinear stiffness. A) Force vs. displacement under loading and unloading.
B) Physical setup where 1) is the load cell and 2) is the cord.
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