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Abstract
The connected components of the induced graphs on each subconstituent of the dual polar graph of the odd dimensional orthog-
onal spaces over a ﬁnite ﬁeld are shown to be amply regular. The connected components of the graphs on the second and third
subconstituents are shown to be distance-regular by elementary methods.
© 2006 Elsevier B.V. All rights reserved.
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The subconstituents of the dual polar graphs arising in the geometry of classical groups over ﬁnite ﬁelds have
been studied in [1–7]. In this paper we study further properties of the connected components of the induced graphs
on each subconstituent of the dual polar graph  of the odd dimensional orthogonal space over a ﬁnite ﬁeld. This
paper is organized as follows. In Section 1 we recall the construction of  from [5] and some results concerning its
subconstituents from [3]. In particular, we recall that every connected component of the mth subconstituent m(P ) is
isomorphic to a graph (m). In Section 2 the orbits of (m) under some automorphism groups are described. In Section
3, we described the distance-function on (m), and in Section 4 we show that the (m) are amply regular. Finally, in
Section 5 we give a new, elementary proof that (2) and (3) are distance-regular.
1. Dual polar graphs from orthogonal spaces
In this section we recall some facts concerning certain dual polar graphs from the odd dimensional orthogonal spaces.
Let Fq be a ﬁnite ﬁeld with q elements, where q is a power of a prime. Denote by Mmn(Fq) the set of all m × n
matrices over Fq , and Mnn(Fq) is denoted by Mn(Fq) for simplicity. An n × n matrix K = (kij )1 i,jn is said to be
alternate if kij =−kji for i = j , 1 i, jn, and kii = 0 for i = 1, 2, . . . , n. Denote by Kn the set of all n×n alternate
matrices over Fq . Two matrices A and B in Mn(Fq) are said to be congruent modKn, denoted by A ≡ B(modKn), if
A − B ∈ Kn. Clearly, ≡ is an equivalence relation on Mn(Fq). Denote by [A] the equivalence class which contains A.
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Two matrix classes [A] and [B] are said to be cogredient if there is a Q ∈ GLn(Fq) such that [A] = [QBQt], where
Qt denotes the transpose of Q. Note that [A] = [0] means that A is alternate for any square matrix A.
Let F(n)q be the row vector space of dimension n over Fq , where n=2+1 and 0 is an integer. Denote by S2+1,
the matrix
S2+1, =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
( 0 I ()
I () 0

)
if char Fq = 2 and = (1) or (z),
(0 I ()
0
1
)
if char Fq = 2,
where z is a ﬁxed non-square element of Fq . It is easy to verify that the set
O2+1,(Fq) =
{
T ∈ GLn(Fq) | [T S2+1,T t] = [S2+1,]
}
forms a subgroup ofGLn(Fq), called the orthogonal group of degree n=2+1with respect to S2+1, over Fq . The row
vector space F(2+1)q together with the right action of O2+1,(Fq) is called the (2+ 1)-dimensional orthogonal space
over Fq with respect to S2+1,. The groupO2+1,(Fq) acts on subspaces of F(2+1)q in a natural way. These subspaces
are partitioned into orbits under the group action. The details can be found in [5], for example. Here, we concern only
with the maximal totally isotropic subspaces, i.e., -dimensional subspaces P satisfying [PS2+1,P t]= [0]. Note that
we use the same letter P to denote a subspace P as well as its matrix representation which is formed by a basis of P as
rows.
The dual polar graph  of the (2 + 1)-dimensional orthogonal space over Fq has its vertices the set of maximal
totally isotropic subspaces in F(2+1)q , where two vertices P,Q are adjacent whenever dim P ∩ Q =  − 1. It is easy
to verify that when charFq = 2, the mapping
(A B C) −→ (zA B zC)
is an isomorphism from the dual polar graph determined by=(z) to that determined by=(1), whereA,B ∈ M(Fq)
and C ∈ M1(Fq). So we always take = (1) when char Fq = 2, and in the sequel O2+1,(Fq) is denoted simply by
O2+1(Fq) for char Fq = 2 or not.
In [3] we studied all subconstituentsm(P ) (1m) of the dual polar graph of (2+1)-dimensional orthogonal
space over ﬁnite ﬁelds, where P is any vertex of . In particular, it is proved that m(P ) is isomorphic to [ m ]q ·(m),
a union of [ 
m
]q many disjoint copies of (m). Here[

m
]
q
=
∏
i=−m+1(qi − 1)∏m
i=1(qi − 1)
,
and (m) is the graph with vertices (X Z) satisfying{
X + Xt + ZZt = 0 if charFq = 2,
[X + ZZt] = [0] if charFq = 2, (1)
whereX ∈ Mm(Fq),Z ∈ Mm1(Fq) and two vertices (X Z), (X1 Z1) are adjacent whenever rank (X−X1 Z−Z1)=1.
2. Actions of automorphism groups on (m)
In this section we consider actions of some automorphism groups of (m). It is shown in [3] that for any vertex P
of ,
(m)m(P, U),
where U is a (− m)-dimensional subspace of P and
m(P, U) = {Q ∈  |Q ∩ P = U }.
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Since O2+1(Fq) acts transitively on each set of subspaces of the same type, we can choose that P = (I () 0(, +1))
and U = (I (−m) 0(−m,+m+1)). Then any vertex of m(P, U) can be written as
Q(X,Z) =
(
I (−m) 0 0 0 0
0 X 0 I (m) Z
)
,
whereX,Z satisfy (1) (see [3]). Now consider the action ofO2+1(Fq) on which leaves the subspaces P and U ﬁxed,
we can construct an automorphism of m(P,U) as follows:
Q(X,Z) −→
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Q(X,Z)
⎛
⎜⎜⎜⎝
I (−m) 0 0 0 0
0 A 0 0 0
0 0 I (−m) 0 0
0 C 0 (At)−1 D
0 −DtA 0 0 1
⎞
⎟⎟⎟⎠ if charFq = 2,
Q(X,Z)
⎛
⎜⎜⎜⎝
I (−m) 0 0 0 0
0 A 0 0 0
0 0 I (−m) 0 0
0 C 0 (At)−1 D
0 0 0 0 1
⎞
⎟⎟⎟⎠ if charFq = 2,
where A ∈ GLm(Fq), C ∈ Mm(Fq), D ∈ Mm1(Fq) and{
AtC + CtA + AtDDtA = 0 if charFq = 2,
[AtC + AtDDtA] = [0] if charFq = 2. (2)
Correspondingly, we have an automorphism of the graph (m) deﬁned as follows:
f(A,C,D): (X Z) −→
{
(AtXA + AtC − AtZDtA AtD + AtZ) if charFq = 2,
(AtXA + AtC AtD + AtZ) if charFq = 2, (3)
where A,C,D satisfy (2). Denote by G(m) the set of all automorphisms of the form (3), then G(m) is an automorphism
group of (m). Let G(m)0 be the stabilizer of 0(m, m+1) in G(m), then G
(m)
0 = {f(A, 0, 0) |A ∈ GLm(Fq)}. Note that rank
of any element in (m) is invariant under G(m)0 .
Let Ei be the m × 1 matrix whose (i, 1)-entry is 1 and all other entries are zeros. Denote by [X1, X2, . . . , Xt ] a
block diagonal matrix whose blocks along the main diagonal are square matricesX1, X2, . . . , Xt in succession. Denote
by A2r the 2r × 2r alternate matrix [K2,K2, . . . ,K2] of rank 2r , whereK2 is the 2 × 2 matrix having 1 as its
(1,2)-entry, −1 as its (2,1)-entry and all other entries 0’s. In particular,A2 =K2.
For any two vertices (X C), (Y D) of (m), f(I,X+Y,C+D) and f(I,Y+Xt+CDt,D−C), which belong to G(m) corre-
sponding to charFq = 2 or not, respectively, carry (X C) into (Y D). This yields
Theorem 2.1. The group G(m) acts transitively on (m).
In the following we always take  = 1 or − 12 according to char Fq = 2 or not, respectively. Choose a ﬁxed vertex
P1 = (E1Et1 E1) in (m) and let
G
(m)
1 = {f(T , 0, 0) ∈ G(m)0 |f(T , 0, 0)(P1) = P1},
then G(m)1 is a subgroup of G
(m)
0 . It is easy to verify that for any f(T , 0, 0) ∈ G(m)1 , T is of the form as(
1 0
T21 T22
)
, (4)
where T22 ∈ GLm−1(Fq).
Lemma 2.2. Let A be any m×m alternate matrix with rank r. Then there exists a T which is of the form (4) such that
T tAT = [0(1),Ar , 0(m−r−1)] or [Ar , 0(m−r)].
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Proof. Write
A =
(
0 A12
−At12 A22
)
,
whereA22 is an (m−1)×(m−1) alternatematrix overFq . Since rankA=r and r is even,wehave that rankA22=r−i, i=0
or 2. Hence there exists a T1 ∈ GLm−1(Fq) such that T t1A22T1 =[Ar−i , 0(m−r+i−1)].WriteA12T1 = (B12 B13), where
B12 and B13 are 1 × (r − i) and 1 × (m − r + i − 1) matrices, respectively. Let
T =
(
1
T1
)⎛⎝ 1−Ar−iB t12 I (r−i)
I (m−r+i−1)
⎞
⎠ ,
then T is of the form (4) and
T tAT =
( 0 0 B13
0 Ar−i 0
−B t13 0 0(m−r+i−1)
)
.
If rankA22 = r , then B13 = 0 and T tAT = [0(1),Ar , 0(m−r−1)]. If rankA22 = r − 2, then B13 = 0 and there is a
T2 ∈ GLm−r+1(Fq) such that B13T2 = (1 0(1, m−r)). Let
S =
(
I (r−1)
T2
)⎛⎜⎝
1
0 I (r−2)
1 0
I (m−r)
⎞
⎟⎠ ,
then TS is of the form (4) and (T S)tA(T S) = [Ar , 0(m−r)]. 
It follows from [3] that any vertex of (m) can be written as (A + CCt C), where A is an m × m alternate matrix
and C ∈ Mm1(Fq). We have
Theorem 2.3. Let Q = (A + CCt C) ∈ (m) and rankQ = r > 0. Then Q can be changed into one of the following
forms under G(m)0 :
([Ar , 0(m−r)] 0), ([,Ar−1, 0(m−r)] E1), ([Ar , 0(m−r)] + E1Et1 E1). (5)
Moreover, the matrices listed in (5) lie in distinct orbits under the action of G(m)0 .
Proof. If C = 0, then A is an alternate matrix of rank r, so there is a T ∈ GLm(Fq) such that T tAT = [Ar , 0(m−r)].
Clearly, f(T ,0,0) ∈ G(m)0 carries Q into the ﬁrst matrix of (5). If C = 0, then there is an S ∈ GLm(Fq) such that
StC =E1. Let rank StAS = s. Note that StAS is alternate, from Lemma 2.2 we know that there exists a f(T ,0,0) ∈ G(m)1
such that T t(StAS)T is [0(1),As , 0(m−s−1)] or [As , 0(m−s)]. Then f(ST ,0, 0) carries Q into ([,As , 0(m−s−1)] E1) or
([As , 0(m−s)] + E1Et1 E1). Note that r = rank f(ST ,0,0)(Q), we have in respective case that s = r − 1 or s = r . Thus,
we obtain the latter two matrices listed in (5). Clearly, the matrices listed in (5) lie in distinct orbits under the action
of G(m)0 . 
3. Distance between vertices
In this section we study the distance between vertices in (m). Denote by (m)i (P ) the set of vertices of 
(m) which
have distance i from P. In particular, we write (m)(P ) = (m)1 (P ).
Lemma 3.1 (Li and Wang [3]). For any vertex P = (A C) of (m), the neighborhood of P is the set
(m)(P ) = {P + ((DDt + 2DCt) D) | 0 = D ∈ Mm1(Fq)}.
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Let dis(P,Q) denote the distance between the vertices P and Q. Clearly, dis(P,Q)r for any two vertices P,Q ∈
(m) with rank(Q − P) = r . Now we have
Lemma 3.2. Assume that Q = (A C) ∈ (m), C = 0 and rankQ = r . Then dis(0(m,m+1),Q) = r .
Proof. We proceed by induction on r. The case r = 1 is trivial. Suppose r2. By Theorem 2.3 we may assume Q to
be of the form ([,Ar−1, 0(m−r)] E1) or ([Ar , 0(m−r)] + E1Et1 E1). Correspondingly, we take Q1 to be
([0(1),Ar−1, 0(m−r)] − (E1Et2 − E2Et1 − E2Et2) E2)
or
([0(2),Ar−2, 0(m−r)] + −1E2Et2 −1E2),
respectively. Then Q1 is adjacent to Q, rankQ1 = r − 1 and the (m + 1)th column of Q1 is not zero. The induction
hypothesis applied to rankQ1 implies dis(0(m,m+1),Q1) = r − 1. Hence dis(0(m,m+1),Q) = r . 
Lemma 3.3. Assume that Q = (A 0) ∈ (m) with rankQ = r . Then r must be even and dis (0(m, m+1),Q) = r + 1.
Proof. Since r = rankQ = rankA and A is alternate, r must be even. By Theorem 2.3, we can take that Q =
([Ar , 0(m−r)] 0). ChooseQ1 = ([Ar , 0(m−r)]+ E1Et1 E1). ThenQ1 is adjacent to Q, rankQ1 = r and the (m+ 1)th
column of Q1 is not zero. By Lemma 3.1, dis(0(m,m+1),Q1)= r . Hence dis(0(m,m+1),Q)r + 1. Let R be any vertex
of (m)(Q). By Lemma 3.1 we can assume that R = Q + (CCt C) with C = 0. From
rankR = rankR
(
I (m) 0
−Ct 1
)
= rank ([Ar , 0(m−r)] C)r
we know that dis (0(m,m+1), R)r . Hence, dis(0(m,m+1),Q)r + 1 as desired. 
Theorem 3.4. LetP =(A C) andQ=(B D) be any two vertices of(m) with rank(Q−P)=r > 0.Then dis(P,Q)=r
or r + 1 depending on C = D or C = D, respectively. Moreover, r is even when C = D.
Proof. By Theorem 2.1, we may assume that P = 0(m,m+1). The result follows from Lemmas 3.2 and 3.3. 
4. Ample regularity
A regular graph G with v points and valency k is called edge-regular with parameters (v, k, ) if any two adjacent
vertices have precisely =(G) common neighbors.An edge-regular graphGwith parameters (v, k, ) is called amply
regular with parameters (v, k, , ) if any two vertices at distance 2 have precisely = (G) neighbors. It is shown in
[3] that the graph (m) is edge-regular. Here we have
Theorem 4.1. Assumem2. Then the graph(m) is amply regular with parameters (v, k, , ),where v=qm(m+1)/2,
k = qm − 1, = q − 2 and = q.
Proof. The parameters v, k,  are given in [3]. Now we compute the parameter . Let P,Q ∈ (m) and Q ∈ (m)2 (P ).
By Theorem 2.1, we may take P = 0(m,m+1). By Theorems 2.3 and 3.4 we can assume that Q = (E1Et1 + E1Et2 −
E2E
t
1 E1). Let Y ∈ (m)(P ) ∩ (m)(Q). By Lemma 3.1 we can write
Y = (CCt C) = Q + ((DDt + 2DEt1) D),
whereC,D ∈ Mm1(Fq) and rankC= rankD=1. This yields thatC=E1+D andCEt1−E1Ct =−1(E2Et1−E1Et2).
Hence we have C = xE1 + −1E2 with x ∈ Fq . So
(m)(P ) ∩ (m)(Q) = {(CCt C) |C = xE1 + −1E2, x ∈ Fq}
and |(m)(P ) ∩ (m)(Q)| = q as desired. 
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Lemma 4.2 (Brouwer et al. [2]). In an amply regular graph, the number k2 of points at distance 2 from a vertex  is
independent of  and satisﬁes the relation k2= k(k − 1 − ).
Corollary 4.3. Assumem2. Then the number of vertices at distance 2 from a vertex P of(m) is (qm−1)(qm−1−1),
which is independent of choices of P.
Proof. Immediate from Theorem 4.1 and Lemma 4.2. 
5. Distance-regularity of (m) for m= 2, 3
In this section we study distance-regularity of (2) and (3) by elementary methods.
Lemma 5.1. Let P and Q be any two vertices of(m) with dis(P,Q)=2,wherem=2 or 3. Then |(m)3 (P )∩(m)(Q)|
is equal to 1 if m = 2 and is equal to (q − 1)q2 + 1 if m = 3. In particular, this number is independent of P and Q.
Proof. By Theorem 2.1 we may choose P = 0(m,m+1). By Theorems 2.3 and 3.4 we can assume that Q = (E1Et1 +
E1E
t
2 − E2Et1 E1). Let X ∈ (m)(Q). By Lemma 3.1 we can write X = Q + ((DDt + 2DEt1) D), where 0 = D ∈
Mm1(Fq). Ifm=2, then we know from Theorem 3.4 that dis(P,X)=3 if and only if rank(X−P)=2 andE1 +D=0.
So (2)3 (P ) ∩ (2)(Q) = {(E1Et2 − E2Et1 0)}, and |(2)3 (P ) ∩ (2)(Q)| = 1. If m = 3, again from Theorem 3.4 we
know that dis(P, X)= 3 if and only if rank(X−P)= 3, or rank(X−P)= 2 but E1 +D= 0.Write D= (d1, d2, d3)t .
From
rank(X − P) = rankX
(
I (3) 0
−(Dt + 2Et1) 1
)
= rank
(−(1 + d1) 1 − d2 −d3 1 + d1
−1 0 0 d2
0 0 0 d3
)
we know that dis(P,X) = 3 if and only if d3 = 0 or (d1, d2, d3) = (−1, 0, 0). So (3)3 (P ) ∩ (3)(Q) is the set
{Q + ((DDt + 2DEt1) D)|D = (d1, d2, d3)t with d3 = 0 or D = (−1, 0, 0)t}
and |(3)3 (P ) ∩ (3)(Q)| = (q − 1)q2 + 1. 
Lemma 5.2. Let P andQ be any two vertices of(m) with dis(P,Q)=3,wherem=2 or 3.Then |(m)2 (P )∩(m)(Q)|=
q2 − 1, which is independent of the choice of P and Q.
Proof. ByTheorem 2.1wemay takeP =0(m, m+1). ByTheorems 2.3 and 3.4we can assume thatQ=(E1Et2−E2Et1 0)
when m = 2, and Q is (E1Et2 − E2Et1 0) or (E1Et1 + E2Et3 − E3Et2 E1) when m = 3. We distinguish the following
two cases.
Case 1 (m = 2): Let X = Q + (DDt D) be any element of (2)(Q), where 0 = D = (d1, d2)t ∈ M21(Fq). From
rank(X − P) = rankX
(
I (2) 0
−Dt 1
)
= rank
(
0 1 d1
−1 0 d2
)
= 2
and D = 0 we know dis(P,X) = 2. Hence (2)2 (P ) ∩ (2)(Q) = (2)(Q), which has exactly q2 − 1 points.
Case 2 (m = 3): If Q = (E1Et2 − E2Et1 0), let X = Q + (DDt D) be any element of (3)(Q), where 0 =
D = (d1, d2, d3)t ∈ M31(Fq). Then we know from Theorem 3.4 that dis(P,X) = 2 if and only if rank(X − P) = 2.
From
rank(X − P) = rankX
(
I (3) 0
−Dt 1
)
= rank
( 0 1 0 d1
−1 0 0 d2
0 0 0 d3
)
we know that dis(P,X) = 2 if and only if d3 = 0 and (d1, d2) = (0, 0). Hence,
(3)2 (P ) ∩ (3)(Q) = {Q + (DDt D)|D = (d1, d2, 0)t with (d1, d2) = (0, 0)}
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and |(3)2 (P )∩(3)(Q)| = q2 − 1. If Q= (E1Et1 +E2Et3 −E3Et2 E1), then we can deduce in a similar way as above
that (3)2 (P ) ∩ (3)(Q) is the set
{Q + ((DDt + 2DEt1) D)|D = (−1, d2, d3)t with (d2, d3) = (0, 0)}
and we also have |(3)2 (P ) ∩ (3)(Q)| = q2 − 1. 
A connected graph G is called distance-regular if, for any vertices x, y with y ∈ Gi(x), |Gi+1(x)∩G(y)| = bi and
|Gi−1(x) ∩ G(y)| = ci hold, where bi and ci depend only on i and independent of the vertices x, y. If G has diameter
d, then {b0, b1, . . . , bd−1; c1, c2, . . . , cd} is called the intersection array of the distance-regular graph G.
Theorem 5.3. Both (2) and (3) are distance-regular graphs of diameter 3 with respective intersection arrays
{q2 − 1, q2 − q, 1; 1, q, q2 − 1} and {q3 − 1, q3 − q, q3 − q2 + 1; 1, q, q2 − 1}.
Proof. From Theorem 3.4 we know that (m) is of diameter 3 for m = 2 and 3. It follows from Theorem 4.1 that the
parameters b0 = k = q2 − 1, c2 = q when m = 2, and b0 = k = q3 − 1, c2 = q when m = 3. From Lemmas 5.1 and
5.2 we know that the parameters b2 = 1, c3 = q2 − 1 when m = 2, and b2 = (q − 1)q2 + 1, c3 = q2 − 1 when m = 3.
Again from Theorem 4.1 we get that b1 = k − − 1 = q2 − q for m= 2, and b1 = k − − 1 = q3 − q for m= 3. 
Remark 5.4. The fact that both (2) and (3) are distance-regular has been proved in different methods in [3] by
showing
(m)
⎧⎪⎨
⎪⎩
Sym(m, q) if charFq = 2,
(Fq × F(2)q ) ifm = 2 and charFq = 2,
(F(3)q × F(3)q ) if m = 3 and charFq = 2,
where Sym(m, q) is the graph of m × m symmetric matrices over Fq , (Fq × F(2)q ) is the graph deﬁned by a non-
degenerate symplectic form on F(2)q , and (F(3)q × F(3)q ) is the graph deﬁned by an outer product on F(3)q . The reader is
referred to Theorems 6.2, 6.5 and 6.7 of [3] for the details. However, the method given in this section is immediate and
uniﬁed, which is different from that used in [3].
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