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Summary 
 
 
The presence of connected hydrogeological structures associated with extreme values of 
permeability typically induces preferential channels that concentrate flow and produce 
extreme large/small values of travel times. Albeit the potential risk associated with polluted 
groundwater systems depends on how toxic contaminants displace and react through a 
heterogeneous porous media, the interaction between connectivity, mixing and chemical 
reactions has not been yet addressed. In this work, we study the relationship between reaction 
rates and flow and transport connectivity through extensive numerical simulations of a 
reactive chemical system moving through a randomly heterogeneous porous media. A variety 
of random function models are used, ranging from the standard multigaussian model, in which 
extreme values of permeability are weakly correlated, to more sophisticated stochastic 
simulation of random fields in which highly connected structures associated with large and low 
values of permeability are mandated. We attempt to discuss about transport indicators of 
connectivity, which are no strongly related with flow connectivity.  
 
Key words: hydraulic conductivity, heterogeneous porous media, connectivity, mixing ratios, 
reaction rates. 
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Structure of the Thesis 
 
 
With the purpose of clarity in the presentation of contain of this work, it is divided into four 
main chapters as follow.  
 
Chapter 1 introduce the actual needs in research that motivated and focused this project on 
connectivity and mixing processes, thus previous studies related to importance of hydraulic 
conductivity in heterogeneous media, connectivity indicators as description of them, effects of 
heterogeneity on mixing and spreading process, also importance of mixing factors in reaction 
rates are recalled to link them with the objectives and possible applications of this work.  
 
In Chapter 2 detailed explanation of design of mixing-driven reactive transport simulation is 
presented, so the reader has knowledge about the framework also constrains and initial 
assumptions taken into account in this project. 
 
Chapter 3, subsequently, contains simulation results of reactive transport, mixing rates and 
reaction rates, also discussion that attempts to explain and to interpret observations as well as 
it try to find out some evidences on the relationship between connectivity and reaction rates. 
 
Finally, in Chapter 4 conclusions derived from the analysis of results are listed trying to give 
clear ideas about the expected behavior of heterogeneous reactions in subsurface when it is 
influenced by heterogeneities related to hydraulic conductivity in channeling porous media.  
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1. Introduction 
 
Chapter 1 introduces the current framework and actual needs in research which resulted in 
the objectives and further application whenever sound conclusions could be obtained. 
Therefore it is appropriate to establish briefly the starting point of this work.    
1.1 Motivation and Background 
Heterogeneity in groundwater modeling still play an important role as a key source of 
uncertainty due to constraints in recognition of geological properties within certain bounds of 
confidence as well as in recovering of data field due to the intrinsic nature of some hydraulic 
parameters to present spatial variability, for instance transmissivity, hydraulic conductivity, 
storage coefficient among others. In this sense, spatial variability of hydraulic conductivity has 
become in a critical element extensively studied when it is trying to solve flow and transports 
equation in porous media.  
By means of stochastic approach in groundwater modeling, hydraulic conductivity could be 
considered as a random process, since conditions of incomplete knowledge when scarcity of 
measurements and large spatial variability occurs frequently. 
On the other hand, heterogeneity could be addressed according to the presence of 
connectivity within a geological body. Connectivity appears in various fields of research with 
different meanings. An exhaustive review of several connectivity indicators appears in [Renard, 
Ph., 2011] focused on hydrogeology research field. Such indicators provide information about 
expected behavior of one random field in flow and transport modeling. Therefore, the 
influence of connectivity in those processes presents many opportunities of research as those 
performed by [Knudby and Carrera, 2005], [Knudby and Carrera, 2006], [Salamon et. al. 2007] 
and [Trinchero et.al. 2008]. 
As presented by [Lurdes, et. al., 2011] mixing factors has a relevant influence in reaction rates 
when heterogeneity is given in fractured media. Based on the new approach of simplification 
offered by [De Simoni, et. al., 2005] reactive transport simulation could be performed by 
means of conservative compound concentration helping the realization of simulation and the 
interpretation of results. It should be taken into account that heterogeneity affects mixing and 
spreading processes and should not be confused with dilution of compounds, these concepts 
were well defined in [Kitanidis, 1994]. 
12 
 
1.2 Objectives 
1.2.1 General Objective 
The main objective of this work is to seek clear evidences of established relationships between 
heterogeneous soil structure and the precipitation/dissolution reaction rates of chemical 
compounds in the saturated zone of the subsurface.  
This work has focused efforts to understanding flow and reactive transport driver by mixing 
processes. For this purpose we consider that chemical factors maintain invariable conditions 
while numerical simulations are performed. The project comprises a sort of heterogeneity 
represented by well-connected channels and isolated bubbles in two dimensional porous 
media. Several random fields of transmissivity have been previously generated by means of 
geostatistical simulation and medium or extreme values of hydraulic conductivity have been 
assigned to the channel structures of each one. 
1.2.2 Specific Objective 
To analyze the qualitative influence of connectivity on reaction rates at global scale through 
local scale parameters: 
• Streamlines  
• Conservative component concentration 
• Breakthrough curves  
• Mixing ratios  
• Reaction rates  
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2. Design of mixing-driven reactive transport simulations 
 
Chapter 2 is dedicated to describe assumptions and conditions which allowed us to perform 
simulations of mixing-driven reactive transport. In that work three different configurations of 
hydraulic conductivity in channeling porous media has been studied. Thus, flow and transport 
processes in two dimensions were simulated using MODFLOW code. Afterwards, 
reconstruction of mixing processes was performed by means of kernel density estimates as 
explained in [Fernàndez-Garcia, D., Sánchez-Vila, X., 2010]. Three unconditional random fields 
of transmissivity were generated through sequential Gaussian simulation method described in 
[Zinn and Harvey, 2003]. On this concern, particular attention was focused on selecting 
statistical indicators that make possible to compare results from each transmissivity field.  
The best properties to select flow, transport and mixing simulation conditions are those who 
let us to compare transversal dispersion and mixing ratios while other processes remain 
constants, or in such values that their influence could be neglected. The whole information 
necessary to understand results obtained from the experimental design is supported in the 
following sections. Figure 2.1 depicts outline of methodology applied in this work as well as the 
outputs obtained from each step. In order to compile design parameters, at the end of chapter 
2 it is possible to find values of them for each heterogeneous field summarized in Table 2.1. 
2.1. Setup of flow and transport simulations 
With the purpose of making further comparisons among results of three case studies, almost 
all flow and transport parameters were preserved for each of them. Exceptions are indicated 
and justified in the following sections. 
2.1.1 Spatial discretization 
Geometry of random fields correspond to a two dimensional rectangle whose spatial 
discretization is formed by 2000 columns in X axis, 600 rows in the Y axis and only 1 layer in the 
Z axis, so the number of nodes amounts to 1,200,000. In turn, grid blocks form squares of 
equal size throughout the field, whose dimensions are 0.02x0.02 meters in X and Y axes for 
multigaussian field, and 0.03x0.03 meters in X and Y axes of connected and disconnected field. 
Remarkably, it is compulsory condition that the factor obtained dividing multigaussian 
correlation length by connected and disconnected correlation length shall results the same 
14 
 
one that dividing the size grid block as well. Once this correction has been applied to non-
multigaussian fields during flow and transport simulation, they could be compared to 
multigaussian field since differences in variogram dimensions have been adjusted by means of 
resizing grid blocks. Hereafter in multigaussian and non-multigaussian fields equal value of 
distances and surfaces represent the same actual value, since comparisons are related to the 
variogram model instead of physical dimensions of random fields: 
𝑙𝑀𝐺
𝑙𝐶/𝐷 = 𝑓         ;          ∆𝑥𝑀𝐺 = ∆𝑦𝑀𝐺 = 𝑓 · ∆𝑥𝐶/𝐷 = 𝑓 · ∆𝑦𝐶/𝐷        (2.1)  (2.2)   
Such that, physical dimensions in multigaussian field are 40 meters length, 12 meters width. In 
turn, physical dimensions of connected and disconnected fields are 60 meter length, 18 meters 
width. Also only 1 meter of height, which is equivalent to two dimensional approach.  
2.1.2 Time discretization 
Regarding transport simulation, discretization time is calculated assuming Courant number of 
0.1 for constant displacement, which is defined by: 
∆𝑡 = 𝐶𝑢 ∆𝑠
‖𝑣‖ 𝑅⁄
                                                                   (2.3) 
  𝐶𝑢 = ∆𝑡 ‖𝑣‖
∆𝑠 · 𝑅 = 0.1                                                              (2.4) 
Where: Δs ≡ the characteristic size of a cell; Cu ≡ the grid-courant number; R ≡ retardation 
coefficient. 
Regarding time parameters to obtain plume snapshots: the total elapsed time is 1800 (𝑇𝑙𝑒𝑛), 
the total number of shots is 60 (𝑁𝑠𝑡𝑒𝑝) and the multiplier of time shots is 1.1 (𝑇𝑚𝑢𝑙𝑡), such that: 
𝐷𝑡𝑖+1 = 𝑇𝑚𝑢𝑙𝑡 · 𝐷𝑡𝑖                                                             (2.5) 
2.1.3 Initial and Boundary conditions 
It shall considered prescribed head boundaries, also called Dirichlet condition, in the whole 
contours located in 𝑥𝑀𝐺 = 𝑥𝐶/𝐷 = 0; 𝑥𝑀𝐺 = 40; 𝑥𝐶/𝐷 = 60 and 𝑦𝑀𝐺 = 𝑦𝐶/𝐷 = 0; 𝑦𝑀𝐺 =12; 𝑦𝐶/𝐷 = 18. Whilst contours in defined in Z axis remain as impermeable boundaries.  
Regarding flow simulation, initial conditions are defined by the steady-state regime. Regarding 
transport simulation 𝑀�𝑥𝑖𝑛𝑗 = 0,𝑦𝑖𝑛𝑗 = 0; 𝑡 = 0� = 1, which is the total mass injected into 
the fields. 
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Fig. 2.1 Outline of methodology steps, main equations and their outputs.  
2.1.4 Steady-State Flow Process  
Simulation of flow processes in a confined aquifer considering steady-state regime has been 
performed such that only transmissivity parameter is spatially varying, remaining the rest of 
hydraulic parameters constant in the whole field extension. Thus, in a two dimensional domain 
effects of spatial variation of hydraulic conductivity could be analyzed by means of streamlines 
in multigaussian and two non-multigaussian field, connected and disconnected one. 
Given the following isotropic soil and hydraulic properties: porosity value of 𝜙 = 0.3; hydraulic 
gradient of 𝐽 = 0.01; thickness of 𝑏 = 1𝑚; also hydraulic conductivity field 𝐾(𝑥, 𝑦), equation 
2.6 is solved by numerical method of finite differences using MODFLOW code, where percent 
of discrepancy of volumetric budget resulted -0.24: 
𝜕
𝜕𝑥
�𝑇𝑥
𝜕ℎ
𝜕𝑥
� + 𝜕
𝜕𝑥
�𝑇𝑦
𝜕ℎ
𝜕𝑦
� = 𝑆 𝜕ℎ
𝜕𝑡
                                      (2.6) 
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Longitudinal direction of flow from right to left side across X axis is described. While 
transversal direction of flow advective direction of flow in Y axis is neglected, neither 
source/sink term is considered in this work. 
The mean hydraulic conductivity is considered its geometric mean, 𝐾𝐺 = 1 𝑚/𝑑𝑎𝑦; while the 
mean flow velocity is 𝑣𝑥��� = 0.033 𝑚/𝑑𝑎𝑦. Hydraulic parameters as well as geometry of random 
fields are based on previous experiences of [Luo et. al, 2008], whose work was focused on 
examining the macroscopic formulation of a reactive transport system controlled by mixing 
processes in a heterogeneous two dimensional field. With the purpose of being enable to 
compare results, in this work domain lengths have been multiplied by 4 in order to visualize 
similarities of reaction rates at long times, since it is expected similarities with a homogeneous 
field. 
2.1.5 Injection characteristics 
In this work a single immobile zone and only one chemical species is injected according to the 
proposed approach in [De Simoni, et. al., 2005], whereby a bimolecular dissolution-
precipitation reaction in equilibrium conditions is simplified into a conservative compound 
concentration evolution.   
An instantaneous pulse of 50,000 particles by means of a line injection by points has been 
simulated at the left side of the fields, specifically from a distance of 0.4 meters. The line 
injection extends in Y axis from 2 meters to 10 meters for the three fields. 
Several control surfaces have been placed along X axis in order to obtain breakthrough curves 
at 8, 16 and 30 meters.  
2.1.6 Characteristic Times 
Characteristic times for the main transport mechanisms has been calculated before performing 
simulation in order to adjust design of simulation such that simulation time was representative 
of advection processes and allow us to study transversal dispersion processes well developed 
along the whole fields. Thus, characteristic time of advective processes takes value of 76 days 
for all random fields; therefore, for the total simulation time, it is 1800 days, are simulated a 
total of 23.82 times. In turn, advective processes are simulated once for non-multigaussian 
fields and 1.5 for multigaussian field.  By using equations 2.7 and 2.8 characteristic values have 
been calculated: 
𝑡𝑐𝑎𝑑𝑣𝑒𝑐𝑡𝑖𝑣𝑒 =  𝐿𝑐𝑎𝑑𝑣𝑒𝑐𝑡𝑖𝑣𝑒?̅?𝑥 =  𝐿𝑐𝑎𝑑𝑣𝑒𝑐𝑡𝑖𝑣𝑒𝜙𝑞𝑥                                                 (2.7) 
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𝑡𝑐𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 =  𝑙2𝐃T = 𝑙2𝛼𝑇?̅?𝑥                                                                        (2.8) 
2.2. Numerical method for the simulation of flow and reactive transport 
processes  
2.2.1 Lagrangian Approach: The Random Walk Particle Tracking  
Simulation of advective – dispersive reactive transport processes are performed according to 
equation 2.7, where local dispersivities in two directions take value of 0.01 m.  
∂c
∂t + ∇(𝐮c) = ∇ · (𝐃∇c)                                                   (2.9) 
Where c is the dissolved concentration, t is time, u is velocity vector calculated in flow 
simulations, 𝛼𝐿and 𝛼𝑇 are the longitudinal and transversal dispersivities, |𝐮| is the magnitude 
of velocity vector, D is the dispersion coefficient tensor usually defined by: 
𝐃 = (αT|u| + 𝐃𝐦)𝐈 + (αL − αT) uut|u|                                         (2.10) 
In this work, molecular diffusion coefficient Dm is neglected since advective and hydraulic 
dispersion domain transport simulation, such that spatial variation are caused by variations in 
hydraulic conductivity. Equation 2.9 is a second-order partial differential equation that has 
been computed by means of an Lagrangian approach in finite-differences using the Random 
walk three dimensional multi-rate mass transport code (RW3D-MRMT version 5.5) developed 
by Fernàndez-García. With the purpose of avoid artificial oscillation and numerical dispersion, 
this methodology requests some limitations in grid resolution in order to fulfill with sufficiently 
small Peclet and Courant numbers. 
The total amount of solute mass is divided into the 50,000 injected particles, which is a 
number large enough to represent the evolution of the total solute mass. The advective 
transport is simulated using a drift term. Then a Brownian motion assigns the dispersion 
process. The particle position is calculated by means of Eulerian method which integrates 
velocity field as described in equation 2.11. 
∆Xp,adv = � v(τ)dτ ≈ v�Xp, t�∆t                                                (2.11) 
 
2.2.2 Reconstruction of mixing with kernel density estimates 
 
The procedure of reconstruction of mixing rates through kernel density estimates presented in 
[D. Fernàndez-García, X. Sanchez-Vila, 2011] is described below: 
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1. Discretization in X and Y axes in bins which represent the support volume when 
particles mass will be counted. �𝐵𝑥𝑖� and �𝐵𝑦𝑗�. 
2.   Estimation of the marginal densities 𝑝(𝑥) and 𝑝(𝑦) and their derivatives using 
univariate kernel estimators with an optimal support. 
3. Estimation of the conditional densities 𝑝 �𝑥�𝑦 ∈ 𝐵𝑦𝑗� and 𝑝�𝑦�𝑥 ∈ 𝐵𝑥𝑖� and their 
derivatives for all i,j using univariate kernel estimators with an optimal support. 
4. Reconstruct the partial derivatives of the bivariate probability density function. 
5. Calculate gradients of u by means of equation (2.12). 
∇𝑢𝑟(𝑥; 𝑡) = 𝑀𝑡𝜙(𝑥) �∇𝑝(𝑥) − 𝑝(𝑥)∇𝑙𝑛𝜙(𝑥)�                             (2.12) 
6. Estimate 𝑓𝑚𝑖𝑥 and r by means of equations (2.11) and (2.12). 
𝑓𝑚𝑖𝑥(𝑢) =  ∇𝑡𝑢𝐃∇𝑢                                                      (2.13)  
𝑟 =  𝜙𝑚
𝜙𝑡𝑜𝑡
𝑟𝑚 + 𝜙𝑖𝑚𝜙𝑡𝑜𝑡 𝑟𝑖𝑚                                                    (2.14) 
 
2.3 Stochastic simulation of Transmissivity random fields 
2.3.2 Sequential Gaussian Simulation Method 
Three unconditional random fields of transmissivity have been simulated under isotropic 
conditions. The geometric mean of 𝐾 = 1 𝑚/𝑑𝑎𝑦 is considered the effective hydraulic 
conductivity. The value of ln K was multiplier by two and variance takes value of 4, 𝜎ln𝐾
2 = 4.  
The objective of this work is attempts to compare several channel configurations where 
different hydraulic conductivity value is assigned.  
• MultiGaussian Field (MG)  represents medium values of K(x) well connected  
• Connected Field (C)  represents high values of K(x) well connected 
• Disconnected Field (D)  represents low values of K(x) well connected 
To achieve that it is performed a sequential Gaussian simulation based on previous works 
[Knudby and Carrera, 2005] and [Zinn and Harvey, 2003], the detailed procedure is described 
below:   
- Generation of a isotropic multigaussian field defined by mean equal to zero and 
variance equal to one, N(0,1). 
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- Transformation of hydraulic conductivity variance in 𝜎ln𝐾2 = 4. 
- Normal-score transformation applied to the multigaussian field. 
- Transformation of values ln K in absolute values, so that medium values are 
represented near zero and extreme values are the highest one.  
- Normal-score transformation applied to absolute values field, such that disconnected 
field is generated with extreme low values well connected and high permeability 
values isolated. 
- Transformation by inversion of values, where 𝑌 = ln𝐾 is multiplied by (−1). 
Connected field is generated with extreme high values well connected and low 
permeability values isolated.  
The correlation of the field as a function of the separation distance, h is shown in Figures 2.5, 
2.7 & 2.9 where a Gaussian variogram model is obtained for a = 8.9 in multigaussian field and a = 5.9 in non-multigaussian field, it is, connected and disconnected fields. Also the cdf and 
pdf are represented in Figures 2.6, 2.8 and 2.10.  
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Fig. 2.2 Multigaussian isotropic field of transmissivity. 
 
 
Fig. 2.3 Connected isotropic field of transmissivity. 
 
 
Fig. 2.4 Disconnected isotropic field of transmissivity. 
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Fig. 2.5 Longitudinal directional variogram of multigaussian field with regards to separation distance. 
 
 
Fig. 2.6 Statistical moments, pdf and cdf of multigaussian field. 
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Fig. 2.7 Longitudinal directional variogram of connected field with regards to separation distance. 
 
 
Fig. 2.8 Statistical moments, pdf and cdf of connected field. 
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Fig. 2.9 Longitudinal directional variogram of disconnected field with regards to separation distance. 
 
Fig. 2.10 Statistical moments, pdf and cdf of disconnected field. 
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Table 2.1 Parameters selected in mixing-driven reactive transport simulations for connected, 
multigaussian and disconnected heterogeneous field of transmissivity. 
 
  
PARAMETERS SYMBOL CONNECTED FIELD MULTIGAUSSIAN FIELD DISCONNECTED FIELD
Lenght field, X axis [m] X 60 40 60
Width field [m] Y 18 12 18
Height field [m] Z 1 1 1
Number of grid cells in x axis x 2,000 2,000 2,000
Number of grid cells in y axis y 600 600 600
Number of grid cells in z axis z 1 1 1
Grid size [m] Δx=Δy 0.03 0.02 0.03
Mean μ 1.02E-07 0.0373417 1.02E-07
Variance σ2 3.99992 3.80531 3.99992
Sill s 4 3.8 4
Nugget effect --- No No No
Variogram model --- Gaussian Gaussian Gaussian
Theorical Range (isotropic field)  [grid cell] atheorical unknown 9 unknown
Actual Range (isotropic field)  [grid cell] aactual 5.9397 8.90955 5.9397
Theorical Correlation length   [grid cell] ltheorical unknown 8.00 unknown
Actual Correlation length   [grid cell] lactual 5.26 7.90 5.26
Multiplier factor of grid size in nonmultigaussian fields f 1.50 1.00 1.50
Mobile Porosity Фm 0.3 0.3 0.3
Immobile Porosity Фim 0 0 0
Difference of head between contours in X axis Δh 0.6 0.4 0.6
Hydraulic Gradient i 0.01 0.01 0.01
Darcy flux [m/d] q(x) 0.01 0.01 0.01
Mean flux velocity in X axis [m/d] 0.033 0.033 0.033
Geometric mean of hydraulic conductivity Keff(x) ≡ KG(x) 1 1 1
Molecular diffusion coefficient Dm unknown unknown unknow
Local longitudinal and transversal dispersivity αL = αT 0.01 0.01 0.01
Storage Coefficient S unknown unknown unknow
Transmisivity T unknown unknown unknow
Injection type --- Line by points Lyne by points Line by points
Distance to x = 0 [m] x1 20 20 20
Distance to y = 0 [m] y1 100 100 100
Number of particles Np 50,000 50,000 50,000
Total mass of particles Mp 1 1 1
Total simulation time tlen 1,800 1,800 1,800
Number of snapshot ntstep 60 60 60
Multiplier factor tmult 1.1 1.1 1.1
Number of Bins Bx, By 50 50 50
Grid size for estimating density grid cells 100 100 100
Advective characteristic lenght [m] Lc adv 59.4 39.6 59.4
Advective characteristic time [d] tc adv 1,800 1,200 1,800
Dispersive characteristic time [d] tc disp 76 76 76
Ratio dispersion / advection characteristic times  tcdisp / tc adv 0.04 0.06 0.04
Final advective dimensionless time τD adv 1.00 1.50 1.00
Final dispersive dimensionless time τD disp 23.82 23.82 23.82
STATISTICAL PARAMETERS
FLOW EQUATION PARAMETERS
REACTIVE TRANSPORT EQUATION PARAMETERS
PARAMETERS OF MASS SOLUTE INJECTION
TIME DISCRETIZATION
MIXING PARAMETERS
CHARACTERISTIC TIMES IN ADVECTIVE AND DISPERSIVE PROCESSES
SPATIAL DISCRETIZATION 
𝑣̅(𝑥)
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3. Results and Discussion 
 
In chapter 3 results obtained from flow, reactive transport and mixing simulation processes are 
assessed and compared in detail individually (section 3.1 to 3.4) according to early, medium 
and late times of simulation time and displacements.  
Afterwards, section 3.5 attempts to demonstrate whether reaction rates could be influenced 
by the proposed configurations of connectivity channels in heterogeneous porous media. Also, 
it tries to find out evidences about how mixing processes, and ultimately reaction rates, would 
be modified by means of alteration in transversal dispersion process.  
 
3.1 Streamlines of reactive transport equation  
In this section three partial views of the whole conductivity fields (which depict distance where 
breakthrough curves were calculated, X = 8, 16 and 30 m) and streamlines originated by head 
gradients are represented in order to identify flow preferential paths and to know the 
behavior of transversal dispersive fluxes.  
With the purpose of visualize results as clear as possible, the range of scale of hydraulic 
conductivity parameter is ln K(x) = (4, -4). Also, 100 of streamlines have been simulated across 
the Y axis from 0 to 10 m, which would allow to displaying preferential paths of water. 
3.1.1 Early time  
As shown in chapter 2, multigaussian field represents physical heterogeneity such that 
channels of medium values of hydraulic conductivity remain extreme values in isolated 
bubbles. Although looking at Figure 3.1, it is observed that this assumption is only partially 
fulfilled. Some of the streamlines pass preferentially through series of high-K geological bodies 
as bubbles, closed enough to each other, than moving by channels beside. Likewise, velocity 
line fluxes border low-K bubbles as it would be expected. Therefore, assumption that water 
chooses medium-K channels to flow only should be remained in case of low-K clusters and 
those higher far enough from other like them.  
In conclusion, depending on extreme values configuration, multigaussian fields would tend to 
behave like connected field rather than disconnected. 
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Unsurprisingly, in Figure 3.2 high permeability channels are the main paths of water fluxes to 
cross through connected field. Just mention that water fluxes pass through a barrier of low-K 
bubbles located at the left side of the field. So that, depending on configuration and size of low 
permeability zones, fluxes would be lower and tailing effects would be observed, even if 
preferential paths exist.  
Meanwhile, most of the velocity fluxes in Figure 3.3 are chaining high-K bubbles and medium-K 
areas, shaped like meniscus, instead of flowing by low permeability channels. In any case, 
advective transport in disconnected field is slower than in other fields, as it will be shown in 
the next section.  
Instead of comments above, during the first ten meters of simulation all the stochastic fields 
behave generally in a similar way, where random paths and considerable tortuosity factor 
prevalence instead of well-determined behavior of velocity fluxes.  
 
Fig. 3.1 Streamlines of flux through channels of medium-K values in multigaussian field of hydraulic 
conductivity. (Around control surface 8 m). 
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Fig. 3.2 Streamlines of flux through channels of high-K values in connected field of hydraulic 
conductivity. (Around control surface 8 m). 
 
 
Fig. 3.3 Streamlines of flux through channels of low-K values in disconnected field of hydraulic 
conductivity. (Around control surface 8 m). 
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3.1.2 Medium time  
In the medium term all simulations depict that the 100 velocity lines tends to converge with 
each other diminishing the number of channels as well as transversal dispersion respect on 
early times. Once short term effects are neglected, it is expected that results allow us to 
identify differences among diverse configuration of heterogeneity. 
Tortuosity would be considered like a delayed factor of water flow and/or solutes in 
heterogeneous media, since it is defined as the ratio between the actual length and the 
straight length crossed by a particle in a continuum medium. Also, velocity fields determine 
magnitude of tortuosity, which depend on spatial variability of hydraulic conductivity.  
Visually, Figure 3.4 and 3.6 show that disconnected and multigaussian fields have higher 
tortuosity factor rather than connected field in Figure 3.5, since quasi-lineal paths are 
observed flowing by high permeability channels. According to its definition, it is noteworthy 
that tortuosity would imply large spreading areas regarding Y axis, hence larger contact surface 
to facilitate dilution and transversal dispersion. Nevertheless, as it will be show in section 3.3., 
tortuosity is not so influence to increase mixing factor of multigaussian a disconnected fields 
above connected one. 
 
Fig. 3.4 Streamlines of flux through channels of medium-K values in multigaussian field of hydraulic 
conductivity. (Around control surface 8 m). 
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Fig. 3.5 Streamlines of flux through channels of high-K values in connected field of hydraulic 
conductivity. (Around control surface 16 m). 
 
 
Fig. 3.6 Streamlines of flux through channels of low-K values in disconnected field of hydraulic 
conductivity. (Around control surface 16 m). 
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3.1.3 Late time  
In the long term, layered configuration of streamlines is almost complete in all fields respect to 
X axis, which suggests different velocity of displacements of water flow and/or conservative 
component solved in water throughout them. Hence, longitudinal dispersion processes would 
increase deformation of tracer plumes.  
Regarding this assumption, by looking at Y axis in connected field (Figure 3.8), vertical 
distribution of fluxes tends to stabilize the number of paths and streamlines converge among 
them, which remember typical structure of horizontal layered fields. In these cases, 
fluctuations of advective velocity stimulate longitudinal and transversal dispersive processes. 
Even though it is not so evidence, in Figure 3.6 and 3.9 this tendency continues.  
  
 
Fig. 3.7  Streamlines of flux through channels of medium-K values in multigaussian field of hydraulic 
conductivity. (Around control surface 30 m). 
31 
 
 
Fig. 3.8 Streamlines of flux through channels of high-K values in connected field of hydraulic 
conductivity. (Around control surface 30 m). 
 
 
Fig. 3.9 Streamlines of flux through channels of low-K values in disconnected field of hydraulic 
conductivity. (Around control surface 30 m). 
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3.2. Tracer plume of reactive transport simulation 
In order to display an exhaustive examination of results, this section contains three 
comparisons of tracer plumes in transmissivity fields which represent short, medium and long 
state of tracer plume according to the same displacement of the center of mass as well as the 
same dimensionless time. Figures 3.10 to 3.30 depict conservative compound concentration 
plumes along X axis of multigaussian, connected and disconnected fields. 
In case of comparison according to displacement of the center of mass, a simulation time 
sequence has been selected for each random field in order to represent preferential paths of 
particles and evolution of plumes, whose center of mass corresponds to 1, 4 and 10 meters in 
X axis. With the purpose of facilitate visualization of simulation results, graphs scales have 
been adjusted in accordance with the follow criteria: first time covers concentration values of 
one order of magnitude, i.e., from 10-1 to 10-3; second time zooms in 4·10-2 to 10-3; and third 
time is resized again from 10-2 to 10-3. 
On the other hand, in comparison according to dimensionless time snapshots of dimensionless 
time at 0.85, 5.09 and 7.49 have been selected to complete analysis of transport result. Graph 
scale of concentration values has been adjusted as follow: short term simulation, from 5·10-2 
to 10-3; medium term, from 10-2 to 10-3; long term, from 10-2 to 10-3.  
In order to visualize tailing processes, breakthrough curves have been calculated at three 
control surfaces located at 8, 16 and 30 meters in X axis. 
Hereafter transversal dispersion is considered the key process to analyze, so that this section 
shows normalized concentration with regards to dimensionless time calculated dividing 
simulation time by transversal dispersion characteristic time, it is 𝑡𝑐 = 76 days. 
3.2.1 Comparison with effective homogeneous field 
Punctual injection of conservative solute in homogeneous fields generates an ideal plume that 
crosses through media, such that average velocity and effective dispersion coefficients would 
simulate its behavior. Along this section it is advisable to keep in mind comparison between 
irregularities of heterogeneous media and the regular shape of tracer plumes in homogeneous 
media, where concentration decreases more or less equally around the tracer plume. 
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3.2.2 Early time, 𝑿 < 𝟑 𝒎 
Comparison according to displacement of center of mass, 𝑿 = 𝟏 𝒎 
Even though taking into account that displacement by advective transport takes longer time in 
disconnected and multigaussian fields rather than connected field, transversal dispersion 
processes in the second one start a bit early and seem to be faster than in the last one.  
These differences would be explained recalling that velocity fields in medium-K channels are 
stimulated by high-K bubbles, whilst solute transport processes in connected field are limited 
to high-K channels faster but also narrower than those in multigaussian field. 
At early times, when concentration gradients still remain higher in all the cases, tracer plume 
in heterogeneous fields tends to shape irregularities dominated by longitudinal dispersion due 
to fluctuations in advection process by preferential paths. An important variability of 
longitudinal and transversal dispersion is identified individually into three fields at local scale. 
Nonetheless, multigaussian and connected fields seems to have similar behavior of dispersion 
processes at global scale. Whilst disconnected field maintains higher values of gradients of 
concentration encouraging advective transport also prejudicing longitudinal and transversal 
dispersion. 
 
 
Fig. 3.10 Conservative component concentration in multigaussian field. Dimensionless time = 0.28. 
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Fig. 3.11 Conservative component concentration in connected field. Dimensionless time = 0.19. 
 
Fig. 3.12 Conservative component concentration in connected field. Dimensionless time = 0.45. 
 
Comparison according to dimensionless time, 𝝉𝑫 = 𝟎.𝟖𝟓 
Here, snapshots at 𝜏𝐷 = 0.85 depict variations on shape, magnitude of concentration and 
extension of tracer plumes corresponding to random fields. All of them look like laminated 
configuration where concentration gradients changes more than one order of magnitude 
inside the plume from the edges. Meanwhile, plume surface extends in X and Y axes. 
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Connected plume extends a large area, and hence low concentration gradients than 
multigaussian. An explanation for differences between multigaussian and connected fields 
would support that the last one had moved along larger distance so that it has been more 
influenced by heterogeneity effects.  
Each connected and multigaussian plumes remain small isolated areas of high concentration 
without transport when the injection line was applied. These areas would be located in low-K 
bubbles without possibility of movement at the hydraulic gradient established in the 
experimental design.  
Contrarily, disconnected field keep almost continuity of the plume and higher concentration 
gradients. Exceptionally, two disconnected areas at the bottom of the plume imply higher 
transversal dispersion. Because of longitudinal dispersion, transversal dispersion becomes 
gradually more relevant. At early times, all tracer plumes are joined into two or three small 
plumes. This division promotes mixing processes. 
 
 
Fig. 3.13 Conservative component concentration in multigaussian field. Dimensionless time = 0.85. 
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Fig. 3.14 Conservative component concentration in connected field. Dimensionless time = 0.85. 
 
Fig. 3.15 Conservative component concentration in connected field. Dimensionless time = 0.85. 
 
3.2.3 Medium time,𝟑 ≤ 𝑿 ≤ 𝟐𝟎 𝒎. 
Comparison according to displacement of the center of the mass, 𝑿 = 𝟒 𝒎 
After crossing 4 meters, tracer plumes tends to unify and to smooth irregularities of contours, 
they are increasingly being more similar to an effective plume moving into a homogeneous 
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media. Despite this effect, several high concentrations centers into the plume would be 
identified. 
It is worthy to look at the green extension where concentration decreases, which should be 
driven by longitudinal and transversal dispersion as well as precipitation reaction. As it will be 
shown below, when spatial variability of dispersion coefficients is given, then reactions take 
place near borders preferentially than inside the plume.   
Figure 3.17 depicts large area of transversal dispersion at the bottom as well as at the top of 
the plume and maintains two individual bubbles of higher concentration, which means faster 
reaction rates than other fields. On the opposite, Figure 3.18 shows no so longer extension of 
green area and almost continuity in a wider plume with high concentrations. In turn, 
multigaussian plume is an intermediate representation of them, since concentration decreases 
in borders also inside, but it still keeps areas of high concentration. The green areas 
corresponding to transversal dispersion effects are no so enveloped as connected field, but it is 
clearly broader than disconnected one. 
 
 
Fig. 3.16 Conservative component concentration in multigaussian field. Dimensionless time = 1.28. 
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Fig. 3.17 Conservative component concentration in connected field. Dimensionless time = 1.16. 
 
Fig. 3.18 Conservative component concentration in disconnected field. Dimensionless time = 2.58. 
 
Comparison according to dimensionless time, 𝝉𝑫 = 𝟓.𝟎𝟗 
The following snapshots represent plumes location at the same dimensionless time, it is 
𝜏𝐷 = 5.09. They show that disconnected field, whose center of mass is located at 8 meters, is 
delayed twice the connected field distance, whose center of mass achieves 16 meters in X axis. 
Meanwhile multigaussian remains close to the fastest one. The width of plumes also duplicate 
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in 10 meters the connected and multigaussian field respects to the approximated 5 meters in 
disconnected. At this time, tracer plume could be considered regular and quasi-symmetrical 
which would be directly related to the covered distance.  
Remarkably differences regarding distribution of concentration are observed among them. 
Disconnected field presents high gradients of concentration into the most part of the plume. 
Even though irregularities in contours, longitudinal dispersion is a bit more significant at the 
advance front. Transversal dispersion even more developed than longitudinal but it still 
remains lower in comparison to the other fields. Advective transport is also irregular since at 
the bottom of the plume some delay effect is observed. On the contrary, connected field 
presents the most transversal and longitudinal dispersion but enough concentration gradients 
should be taken into account to continue advective and dispersive transport. Multigaussian 
plume presents an intermediate state of the other ones. Although transversal and longitudinal 
dispersion favors uniformly precipitation reactions, this extension is not so wider than 
connected. Also, fluctuation in advective transport still creates irregularities at the left front. 
 
 
Fig. 3.19 Conservative component concentration in multigaussian field. Dimensionless time= 5.09. 
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Fig. 3.20 Conservative component concentration in connected field. Dimensionless time = 5.09. 
 
 
Fig. 3.21 Conservative component concentration in disconnected field. Dimensionless time = 5.09. 
 
3.2.4 Long time, 𝟏𝟎 ≤ 𝑿 < 𝟑𝟎 𝒎 
Comparison according to displacement of the center of mass, 𝑿 = 𝟏𝟎 𝒎 
When the center of mass is located at 10 meters in X axis tracer plumes still conserve typical 
irregularities in contours of conservative transport in heterogeneous media. These 
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irregularities are originated by fluctuation in advective fluxes related to transversal and 
longitudinal dispersion.  
The following snapshots show differences among advective fluxes into each field, since delay 
factor between connected and disconnected multiply dimensionless time by a factor of 2.4, 
also by a factor of 1.3 regarding multigaussian field.  
Figures 3.22 to 3.24 depict symmetric green area around the whole tracer plume in connected 
field, which means that mixing processes and precipitation occurs evenly at three times the 
dimensionless time of transversal dispersion. 
 
 
Fig. 3.22 Conservative component concentration in multigaussian field. Dimensionless time = 3.81. 
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Fig. 3.23 Conservative component concentration in connected field.  Dimensionless time = 2.84. 
 
Fig. 3.24 Conservative component concentration in disconnected field. Dimensionless time = 6.81. 
 
Comparison according to dimensionless time, 𝝉𝑫 = 𝟕.𝟒𝟗 
At long term, dimensionless time 𝜏𝐷 = 7.49, tracer plume tends to behave as a  plume in 
homogeneous media, since the larger the particle paths the smaller the effects of local 
heterogeneity at global scale. So that irregularities have almost disappeared and tracer plumes 
present symmetric shape. Disconnected field is excluded of this assumptions since, as shown in 
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Figure 3.27, probably needs large times to be able to eliminate delay effects at the bottom of 
the plume. Remarkably, differences in advective velocity also affect to the permanence of 
tracer plume into the media since faster advection processes encourage faster longitudinal and 
transversal dispersion, which favor mixing processes and reaction rates. 
Looking at Figures 3.25 to 3.27 is possible to assume that, at global scale, longer displacement 
in heterogeneous fields tends that tracer plumes behave as those plumes into homogeneous 
media described by effective parameters. Meanwhile, at local scale, heterogeneity should be 
taken into account since it reproduces delay effects and irregularities into the core and the 
edge of the plume. 
Also, evidences about the fact that connected field shows larger transversal areas than 
multigaussian and disconnected, respectively, become clear that connectivity structures in 
heterogeneous media influence in mixing rates of subsurface reactive compounds. Hence 
mixing rates are controlled by spatial variability of hydraulic conductivity such that could 
modify homogeneous bimolecular reaction rates, as precipitation-dissolution reactions. 
 
 
Fig. 3.25 Conservative component concentration in multigaussian field.  Dimensionless time = 7.49. 
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Fig. 3.26 Conservative component concentration in connected field.  Dimensionless time = 7.49. 
 
Fig. 3.27 Conservative component concentration in disconnected field. Dimensionless time = 7.49. 
 
3.3 Breakthrough curves  
Breakthrough curves allow us to analyze behavior of advective transport and to identify tailing 
effects, it is, delay effects due to interactions between surface soil particles, as sorption or ion 
exchanges, as well as those caused by spatial variability of hydraulic parameters. Since we are 
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working with conservative compound every alteration on average breakthrough curves is due 
to heterogeneity of media.  
Three control surfaces were placed at 8, 16 and 30 meters from the left contour regarding to 
dimensionless time of transversal dispersion processes. Figure 3.28 and 3.29 show how tracer 
plume of multigaussian and connected fields, respectively, achieve 8 and 16 meters at the 
same time, just a bit delay of the first one is observed. However, at 30 meters differences in 
advective transport make connected field faster than multigaussian. In turn, disconnected field 
becomes slower and slower while crosses into heterogeneous media. 
Regarding tailing effects, first breakthrough curves in multigaussian and connected field seems 
avoid delay effects, even though irregularities of tracer plume at early time. This behavior 
remains in second breakthrough curve in connected field. The rest of them represent tailing 
effect due to longitudinal dispersion processes. The most evident tailing effect appears when 
disconnected field reaches 30 meters. 
 
 
Fig. 3.28 Breakthrough curves in multigaussian field with respect to dimensionless time. Surface control 
at 8 (solid line), 16 (dashed line) and 30 m (dotted line) in X axis.  
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Fig. 3.29 Breakthrough curves in connected field with respect to dimensionless time. Surface control at 
8 (solid line), 16 (dashed line) and 30 m (dotted line) in X axis.  
 
 
Fig. 3.30 Breakthrough curves in disconnected field with respect to dimensionless time. Surface control 
at 8 (solid line), 16 (dashed line) and 30 m (dotted line) in X axis.  
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3.4 Solution of mixing rates 
In order to maintain consistency in visualization of results, the same structure of subsections 
and selected snapshots introduced in previous section is presented in order to comment 
simulation results of mixing rates of them. So that three comparisons of tracer plumes in 
transmissivity fields will be explained and divided into short, medium and long term, as well as 
the same two factors of comparison: displacement of center of mass and dimensionless time. 
Figures 3.31 – 3.48 depict mixing factors along X axis of multigaussian, connected and 
disconnected fields of transmissivity.  
Comparison according to displacement of the center of mass displays the same simulation 
time sequence than in previous section. Mixing processes at the leading front of the plumes 
are located at 1, 4 and 10 meters from the left vertical contour. Regarding scale of mixing rates 
in short term goes from 10-3 to 10-5, medium term goes from 10-5 to 10-7 and long term goes 
from 10-7 to 10-8. 
When comparison depends on dimensionless time, they are 0.85, 5.09 and 7.49, range of scale 
of mixing rates compiles 10-5 to 10-7 in short term, 10-7 to 10-8 in medium term and 10-7 to 10-8 
in long term (exceptions: medium, long term in disconnected field 10-6 to 10-7)  .   
3.4.1 Comparison with effective homogeneous field 
As demonstrated in [Fernàndez and Sánchez-Vila, 2011] in case that dispersion tensor is 
constant, reaction rates will be smoothed and concentrated near the highest concentration 
gradients. This effect contrast with observations in cases where spatial variability of hydraulic 
conductivity, and hence of water velocity and dispersion tensor, occurs. In this case mixing 
ratio achieves maximum levels at the leading front of the plume due to preferential paths 
where transversal dispersion takes place. 
3.4.2 Early time, 𝑿 < 𝟑 𝒎 
Comparison according to displacement of the center of mass, 𝑿 = 𝟏 𝒎 
The highest mixing factors in multigaussian and connected fields seem to be located at the 
leading front of the preferential paths as well as at the injection line location, it is 0.5 meters. 
First side corresponds to fingerings due to longitudinal dispersion at early time. Second one 
corresponds to isolated low-K bubbles which concentration remains trapped during the whole 
simulation time, so that this effect will be neglected in further subsections.    
48 
 
The same layered configuration is reproduced by mixing rates that observed in concentration 
gradients. In turn of disconnected field higher mixing rates are accumulated at the contour 
also occupy almost the center of the tracer plume. So that mixing process takes place 
regardless advective displacements.  
 
Fig. 3.31 Mixing factors in multigaussian field. Dimensionless time = 0.28. 
 
 
Fig. 3.32 Mixing factors in connected field. Dimensionless time = 0.19. 
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Fig. 3.33 Mixing factors in disconnected field. Dimensionless time = 0.45. 
 
Comparison according to dimensionless time, 𝝉𝑫 = 𝟎.𝟖𝟓 
Albeit dimensionless time at 𝜏𝐷 = 0.85 display irregularities in concentration gradients 
(Figures 3.13 to 3.15), it is perceptible contour of tracer plumes drawn by mixing rates. This 
behavior is obvious in all studied field, but in a different way. Multigaussian and connected 
field show similar magnitude and large extension of mixing as correspond to observations in 
last section. On the other hand disconnected field present broader areas where mixing process 
occurs inside the tracer plume wider than others two fields. 
The bottom and the top of tracer plume deserve special attention, since there transversal 
dispersion becomes more evidence. Regarding multigaussian field the lower part of the plume 
present higher magnitude and extension of mixing areas. On the contrary, similar observation 
could be done to the higher part of the plume in connected field. 
Due to scale of the picture, accumulated area of mixing rate at the bottom of disconnected 
field could not be observed, but it is appreciated in further snapshots, therefore could be 
assumed that this area already exists.  
At short term tracer plumes still present irregularities in concentration distribution that cause 
stratified appearance of mixing rates, instead of regular plume into a homogeneous field. 
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Fig. 3.34 Mixing factors in multigaussian field. Dimensionless time = 0.85. 
 
 
Fig. 3.35 Mixing factors in connected field. Dimensionless time = 0.85. 
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Fig. 3.36 Mixing factors in disconnected field. Dimensionless time = 0.85. 
 
3.4.3 Medium time, 𝟑 ≤ 𝑿 ≤ 𝟏𝟎 𝒎 
Comparison according to displacement of the center of the mass, 𝑿 = 𝟒 𝒎 
Although it is early enough to considers ideal behavior, when tracer plume has covered almost 
4 meters across a heterogeneous media, it becomes into a more regular shape without so 
intermediate connections or layered appearance.  
The fact that asymmetrical location of maximum areas of mixing rates are identified in 
multigaussian and disconnected field could be explained because of individual concentration 
cores inside the plume. At the bottom of the plume both fields show preferential transversal 
dispersion, also probably due to delay effects related to channels structure. Sharp fluctuations 
of mixing areas are observed in disconnected field by means of longitudinal dispersion process. 
Meanwhile connected field depicts similar extension and magnitude of mixing rates located 
where dispersion is present, a bit larger at the top and in the leading front of the plume. But it 
disappears completely at the bottom and at the left contour of the plume.  
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Fig. 3.37  Mixing factors in multigaussian field. Dimensionless time = 1.28. 
 
 
Fig. 3.38 Mixing factors in connected field. Dimensionless time = 1.16. 
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Fig. 3.39 Mixing factors in disconnected field. Dimensionless time = 2.58. 
 
Comparison according to dimensionless time, 𝝉𝑫 = 𝟓.𝟎𝟗 
The following snapshots were selected in order to show tracer plumes before than the center 
of mass of connected one covers 20 meters. All the cases represent a donut shape of mixing 
rates. Multigaussian field degradation of magnitude is observed around the whole domain 
outside and inside plume directions, so that there are enough similarities to be considered a 
homogeneous behavior.  
Regarding connected field, mixing rates decrease at the left side of the plume and they only 
persist in the advance front and at the top and at the bottom of the plume, which could mean 
that main process to affect mixing rates at medium term could be transversal dispersion. 
Figure 3.41 could indicate that concentration gradients are not so higher to allow dispersion 
around the whole tracer plume, so that abrupt precipitation of conservative component could 
be happened at this point. 
In Figure 3.42 extensive mixing area where magnitude of mixing rates is between 10-6 and 10-7 
show that disconnected field keeps mixing ratio and precipitation around the whole tracer 
plume although contour irregularities. The largest extensions of mixing areas are located at the 
bottom and at the top of the plume, where influence of transversal dispersion takes place. 
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Fig. 3.40 Mixing factors in multigaussian field. Dimensionless time = 5.09. 
 
 
Fig. 3.41 Mixing factors in connected field. Dimensionless time = 5.09. 
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Fig. 3.42 Mixing factors in disconnected field. Dimensionless time = 5.09. 
3.4.4 Late time, 𝟏𝟎 ≤ 𝑿 < 𝟑𝟎 𝒎 
Comparison according to displacement of the center of the mass, 𝑿 = 𝟏𝟎 𝒎 
Closed to 10 meters in X axis differences among random fields show clearly that precipitation 
occurs at different places and rates according to spatial hydraulic distribution in channeling 
media.  
It is noteworthy that at long term multigaussian and disconnected fields present similar 
behavior almost twice faster in the first one, where mixing areas are located mainly at the 
extreme sides looking in the  Y axis.  Extension of these areas is lower than in connected field 
where mixing rates take one order of magnitude lower than others.  
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Fig. 3.43 Mixing factors in multigaussian field. Dimensionless time = 3.81. 
 
 
Fig. 3.44 Mixing factors in connected field. Dimensionless time = 2.84. 
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Fig. 3.45 Mixing factors in disconnected field. Dimensionless time = 6.81. 
 
Comparison according to dimensionless time, 𝝉𝑫 = 𝟕.𝟒𝟗 
At long term some differences in extension and magnitude of mixing ratios still persist. 
Connected field just is active in mixing terms due to transversal dispersion.  
In multigaussian field an extraordinary extension of mixing areas has been developed at the 
bottom of the field and also keeps influence at the top. Transversal and longitudinal dispersion 
increase thus areas.  
Meanwhile, disconnected field still should be depicted one order of magnitude over 
multigaussian and connected fields, so mixing rates are localized in small areas but more 
effective than other cases. Also mixing is higher below the plume, where delay effects due to 
heterogeneity are present across the whole simulation.   
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Fig. 3.46 Mixing factors in multigaussian field. Dimensionless time = 7.49. 
 
 
Fig. 3.47 Mixing factors in multigaussian field. Dimensionless time = 7.49. 
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Fig. 3.48 Mixing factors in multigaussian field. Dimensionless time = 7.49. 
 
3.5 Reaction rates 
Considering chemical factor fchem constant, global reaction rates are only influenced by mixing 
factors fmix, such that reaction rates represent their spatial integration, in this case in two 
dimensions. Since mixing processes are determined simultaneously by variation of two factors, 
which are concentration gradients (∇𝑢) and dispersion process(𝐃), the behavior of reaction 
rates should be explained according to the evolution and combination of them.  
‖𝑟(𝑡)‖ =  𝑓𝑚𝑖𝑥(𝐱,𝐲; 𝑡)𝑓𝑐ℎ𝑒𝑚                                                      (3.1) 
‖𝑟(𝑡)‖ = � 𝑓𝑚𝑖𝑥(𝐱,𝐲; 𝑡)𝑑𝑡                                                   (3.2)𝑥,𝑦
𝑥,𝑦  
𝑓𝑚𝑖𝑥 = ∇𝑢𝑇𝐃∇𝑢                                                                       (3.3)  
Regarding concentration gradients, it is known that they play an important role at the 
beginning of the simulation when particles keep closer to the injection line, when they take the 
highest values. Due to precipitation reactions and effects of dispersion on the conservative 
compound concentration, it becomes smaller and less important while it crosses the 
heterogeneous field. It is well understood that high gradients of tracer plume tends to move 
by preferential paths of high velocity, which increase longitudinal and transversal dispersion 
diminishing as consequence concentration gradients.  
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Meanwhile, dispersion processes are more influential on mixing processes when approaching 
and exceeding at the dispersion characteristic time. As [Fernàndez-García and Sanchez-Vila, 
2011] shown, reaction rates using spatial varying dispersion tensor showed larger reaction 
rates at the leading front of the plume. Then it is expected that differences in hydraulic 
conductivity fields show evidences of different behavior in reaction rates. 
𝐃 = 𝛼𝐿𝑞𝑥��� + 𝛼𝑇𝑞𝑦���   =   𝛼𝐿𝑲(𝒙)𝑖 + 𝛼𝑇𝐊(𝐲)𝑖                            (3.4) 
Figure 3.49 depicts global reaction rates obtained for multigaussian, connected and 
disconnected fields of hydraulic conductivity at double logarithmic scale respect to 
dimensionless time. 
Hereinafter, Figure 3.49 will be divided and explained in three zones according to slopes of the 
curves that represent the power law behavior of reaction rates along dimensionless times.    
Figure 3.49 shows similar behavior for the three heterogeneous fields at early times of 
simulation, where slope takes values close to 𝑚 =  −2/1 until𝜏𝐷 = 0.3. So far, tracer plume 
presents the highest concentration gradients around channels whereby it is moving. Although, 
as it is expected, small differences appear in advective flux magnitude, since connected and 
multigaussian field are faster than disconnected, respectively.  
 
Fig. 3.49 Global reaction rate vs. dimensionless time for multigaussian field (green solid line), connected 
field (blue dashed line) and disconnected field (red dotted line) of hydraulic conductivity. Dimensionless 
time selected in comparison according to displacement of the center of the tracer plume (green arrows, 
multigaussian field; blue arrows, connected field; red arrows, disconnected field). Dimensionless time 
selected in comparison according dimensionless time (black arrows). 
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It is noteworthy that the same decrease in reaction rate is maintained along the disconnected 
field, which would mean that low hydraulic conductivity channels avoid the influence of 
transversal dispersion when concentration is trapped in high-K bubbles neither in path of 
fluxes. Hence it is prioritized the influence of advective processes. Concurrently, other 
assumption would defense that transversal dispersivity occurs in equal conditions along the 
disconnected field regardless variations in concentration gradients.  
Multigaussian and connected curves between 𝜏𝐷 = 0.3 and 𝜏𝐷 = 2 are particularly concern 
since they depicts a transitory-state where rugged decreasing of slopes occurs before 
achieving a new and steady-state of reaction rates. New slopes take values close to 𝑚 = −1 6⁄  in both fields. This disruption appears at 𝜏𝐷 = 0.3 in multigaussian field and it finishes 
approximately at 𝜏𝐷 = 0.6; whilst in connected field disruption starts at 𝜏𝐷 = 1 and extends a 
bit longer to 𝜏𝐷 = 2.2. During these times, concentration gradients have diminished more than 
half an order of magnitude from the started point. Leading front of the plume is torn on 
several mixing zones. Thereby transversal dispersion led overlapping of reactants, in our case 
spreading of conservative component, such that precipitation occurs abruptly to relax reaction 
rates subsequently.   
Before discussing simulation results for the largest dimensionless time, it is worth recalling that 
previous works of [Fernàndez-García and Sanchez-Vila, 2011] found that when the plume is 
highly diluted, the reaction rate is mainly controlled by the transverse dispersion processes 
taking place at the leading front of the plume. Therefore it is possible to explain observed 
differences among the three fields of transmissivity by means of transversal dispersion 
processes and spatial variability of hydraulic conductivity.   
Results of the latest simulated zone show that all fields keep the same slope, but different 
magnitude of reaction rates. Connected field curve depicts the slowest reaction rate and 
multigaussian field represents intermediate reaction rates between extreme-K values in fields 
of transmissivity. Due to connected field is readily dispersed in the previous times also 
transversal dispersion is almost complete, its concentration gradients are too low to facilitate 
mixing and spreading processes at the end of simulation. On the contrary, disconnected field 
has not dispersed enough so that concentration gradients do allow significant precipitation 
reactions rates. The fact that multigaussian field, which represent medium values well-
connected appears in the middle of the extreme-K values fields of transmissivity, would 
support the idea that connectivity of the same value of hydraulic conductivity affects reaction 
rates such that higher hydraulic conductivity channels seep up reaction rates rather than 
isolated higher hydraulic conductivity bubbles.  
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Previous results of similar simulation in homogeneous media shown in [Luo e. al, 2008] that 
the slope of reaction rates takes value around 𝑚 =  −3 2  ⁄ for large simulation time (T = 1000 
days) so we could conclude that heterogeneous media tend to homogeneous behavior, at least 
in long term of simulation time (T = 1350 days). 
Relationship between connectivity by preferential paths and enhancement of mixing processes 
by transversal dispersion seems to be proved, although must be emphasized that this 
relationship only should be expected for long times when transversal dispersion processes 
retrieve influence in mixing processes.  
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4. Conclusions 
 
The main conclusions drawn from simulation of transport and mixing processes are presented 
in this chapter. 
Looking at previous section, there are evidences to ensure that, in heterogeneous media, local 
dispersion coefficient in transversal direction respect to the main flow direction is a key 
parameter to include in simulations of tracer plumes when two or more reactants should be 
overlapped to enable chemical reaction.  
In case that reactants are injected together into the subsoil, chemical reactions would takes 
place mostly at early time place into the core of the plume, whether under appropriate 
environment conditions exist (such that redox state, pH, temperature, bacterial activity, etc).  
However, for a well-developed reactive plume where concentration gradients still allow 
particles to move by dispersion, transversal dispersion coefficients would increase significantly 
spreading and mixing areas. 
Since local dispersion coefficients depend on mean velocity flux, which is defined by hydraulic 
parameters, hydraulic conductivity plays a key role in defining magnitude and drift of 
transversal dispersion.    
The main conclusion from these results is that for different configurations of transmissivity in 
channel heterogeneous media, significant variations of reaction rates have been observed one 
overcome dimensionless time respect to transversal dispersion characteristic time. Therefore, 
this effect could be attributed to transversal dispersion processes (Figure 3.49). In this sense, 
connected field is larger influenced by mixing process than other two.    
Regarding to evolution of tracer plume in time, a detailed list of conclusions is compiled below: 
• At early times: 
o The power law that inform about reaction rates is 𝑚 =  −2 for all the 
transmissivity fields. So connectivity is not able to influence mixing processes at 
this time.  
o Concentration gradients are the most influent parameter to drive reaction rates, in 
case that chemical factor is considered constant. 
o Tracer plume displays irregularities and fingerings due to preferential paths in all 
cases, where mixing process presents slight tendency of transversal dispersion. 
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o Mixing process takes place mainly into the tracer plume. 
 
• At medium times: 
o The joint effect of concentration gradients and transversal dispersion are 
responsible for stimulating chemical reaction once characteristic time is achieved. 
This effect is visually appreciated in multigaussian and connected fields, which 
means that conservative compound concentrations diminish abruptly one order of 
magnitude respect to disconnected field. 
o The slope of disconnected field decreases slightly along medium times but it is no 
as obvious as the other two fields. 
o It is appreciate that the faster the tracer plume moves along heterogeneities, the 
larger area transversal and longitudinal dispersion processes fill. Also 
concentration gradients become lower but still led particles to move by dispersion 
transport. 
o Mixing ratios occupy contours especially at the bottom of the plume, where 
transversal dispersion could be observed; disconnected and multigaussian fields 
have developed significant mixing areas there; whilst mixing ratios in connected 
fields maintain similarities, probably due to low concentration gradients.   
• At late times: 
o Heterogeneity at small scale tends to transform mixing ratios of all fields of 
transmissivity into expected values of mixing ratios for homogeneous media [Luo et. 
al., 2008], it is 𝑚 =  −3 2⁄ . Tracer plume also behave as one in homogeneous media. 
o Evidences of differences among reaction rate of each field of transmissivity show that 
connectivity could generate changes in one order of magnitude in simulations or 
predictions of reactive transport when reactant plumes are well-developed and 
chemical factors promote chemical reaction.  
It is noteworthy that similar decrease in reaction rate is maintained along the disconnected 
field, which would mean that low hydraulic conductivity channels avoid the influence of 
transversal dispersion when concentration is trapped in high-K geological bodies neither in 
path of fluxes. Hence the influence of advective fluxes domain transport mechanisms. 
Concurrently, other assumption would defense that transversal dispersion occurs in equal 
conditions along the disconnected field regardless variations in concentration gradients.  
Summarizing, heterogeneity defined in terms of channeling structures should be taken into 
account in reactive transport models for those cases in which concentration gradients 
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stimulate spatial variability of transversal dispersion coefficients. These effects will be more 
influential when the reactant plume behaves as an ideal plume in homogeneous media.  
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