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Zusammenfassung
Im ersten Teil dieser Dissertation untersuchen wir holomorphe automorphe Formen mit
speziellen Divisoren zu Untergruppen von orthogonalen Gruppen, sogenannte reflektive
automorphe Formen. Diesen liegt ein gerades Gitter von Signatur (n, 2) zu Grunde. Hat
dieses Gitter L quadratfreie Stufe N und spaltet es das Gitter II1,1 ⊕ II1,1(N) ab, so
zeigen wir, dass es bis auf Isomorphie nur endlich viele Mo¨glichkeiten fu¨r L gibt.
Anschließend klassifizieren wir auf diesen Gittern die stark-reflektiven automorphen
Formen von singula¨rem Gewicht (d.h. die reflektiven automorphen Formen von sin-
gula¨rem Gewicht mit einfachen Nullstellen) fu¨r den Diskriminantenkern. Mit einer be-
kannten Konstruktion erha¨lt man soche automorphe Formen aus speziellen Automorphis-
men des Leech-Gitters und unser Klassifikationsresultat zeigt, dass es im Wesentlichen
keine weiteren gibt.
Verlangt man nicht mehr, dass L das Gitter II1,1⊕II1,1(N) abspaltet, so gibt es weitere
Beispiele fu¨r stark-reflektive automorphe Formen. Bekannt sind solche im Fall, dass die
Stufe N prim ist. In dieser Arbeit konstruieren wir nun auch Beispiele fu¨r den Fall N = 6.
Anschließend berechnen wir fu¨r eines dieser neuen Beispiele die Fourier-Entwicklung in
allen Spitzen. Wir sehen, dass, anders als in den Beispielen bei denen N prim ist, keine
dieser Entwicklungen zu einem Element der Automorphismengruppe des Leech-Gitters
korrespondiert.
Im zweiten Teil dieser Arbeit bestimmen wir mit Hilfe von Thetareihen zu Niemeier-
Gittern eine Basis des Raums der Siegelschen Spitzenformen von Grad 6 und Gewicht
14. Dazu berechnen wir mit Unterstu¨tzung eines Computers Fourierkoeffizienten dieser
Theta-Reihen.
Als Folgerung erhalten wir, dass die Kodaira-Dimension des Modulraumes A6 der
prinzipal-polarisierten abelschen Varieta¨ten von Dimension 6 nicht negativ ist.
3

Danksagung
An erster Stelle mo¨chte ich mich bei Prof. Dr. Nils Scheithauer fu¨r die hervorragende Be-
treuung wa¨hrend der letzten Jahre bedanken. Weiterhin danke ich Prof. Riccardo Salvati
Manni, PhD und Prof. Dr. Martin Mo¨ller fu¨r die Bereitschaft diese Arbeit zu begutachten
sowie Maximilian Ro¨ssler und Sabina fu¨r das Korrekturlesen. Sabina und Jakob danke
ich fu¨r ihre Unterstu¨tzung abseits der Mathematik.
5

Contents
Introduction 9
1. Lattices and Discriminant Forms 17
1.1. Lattices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2. Even Unimodular Lattices . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.2.1. Niemeier Lattices . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.2.2. The Leech Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2.3. Indefinite Even Unimodular Lattices . . . . . . . . . . . . . . . . . 26
1.3. Discriminant Forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2. Modular Forms for Congruence Subgroups of SL2(Z) 33
2.1. Congruence Subgroups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2. Scalar-Valued Modular Forms . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.1. Newforms for Γ0(N) . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.2. Fourier Expansions of Cusp Forms for Γ0(N) . . . . . . . . . . . . 40
2.2.3. Eta Quotients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.3. Modular Forms for the Weil Representation . . . . . . . . . . . . . . . . . 44
2.3.1. The Weil Representation . . . . . . . . . . . . . . . . . . . . . . . . 44
2.3.2. Modular Forms for the Weil Representation . . . . . . . . . . . . . 46
2.3.3. Maps between Spaces of Modular Forms . . . . . . . . . . . . . . . 49
2.3.4. Eisenstein Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.3.5. Reduction to Sublattices . . . . . . . . . . . . . . . . . . . . . . . . 52
3. Reflective Automorphic Forms and Products 55
3.1. Automorphic Forms and Products . . . . . . . . . . . . . . . . . . . . . . 55
3.2. Reflective Automorphic Forms . . . . . . . . . . . . . . . . . . . . . . . . 60
4. Strongly-Reflective Automorphic Forms of Singular Weight 65
4.1. Lattices Splitting Two Hyperbolic Planes . . . . . . . . . . . . . . . . . . 65
4.1.1. The Symmetric Case . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.1.2. The Non-Symmetric Case . . . . . . . . . . . . . . . . . . . . . . . 70
4.2. New Strongly-Reflective Automorphic Forms of Singular Weight . . . . . 84
4.2.1. n=8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2.2. n=6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.2.3. n=4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3. Fourier Expansions of Ψ(F ) . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.3.1. Orbits of Cusps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.3.2. Product and Fourier Expansions of Ψ(F ) . . . . . . . . . . . . . . 97
7
Contents
4.4. Final Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5. The Space of Siegel Cusp Forms of Degree 6 and Weight 14 105
5.1. Siegel Modular Forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.2. The Space of Cusp Forms of Degree 6 and Weight 14 . . . . . . . . . . . . 109
5.3. The Kodaira Dimension of the Siegel Modular Variety An . . . . . . . . . 119
A. Root Systems and Their Classification 125
B. Conditions on Symmetric Semi-Reflective Modular Forms 127
8
Introduction
This thesis consists of two independent parts. The first part is concerned with the classi-
fication of reflective automorphic forms, while in the second part a certain space of Siegel
cusp forms is constructed in order to show that the Kodaira dimension of the Siegel
modular variety A6 is non-negative.
Reflective Automorphic Forms
Let n ≥ 3 and let L be an even lattice of signature (n, 2), i.e. a free Z-module of finite
rank with a non-degenerate Z-valued quadratic form q such that any Gram matrix of
the associated symmetric bilinear form (·, ·) has n positive and two negative eigenvalues
over the real numbers R. The set of oriented 2-dimensional negative definite subspaces
of V = L⊗Z R can be identified with the set
K = {[Z] ∈ P(V ⊗R C) : (Z,Z) = 0, (Z,Z) < 0},
where
P(V ⊗R C) = ((V ⊗R C) \ {0}) /C∗
is the projective space associated to V ⊗R C and the bilinear form on L is extended to a
bilinear form on V ⊗RC. The set K has two connected components, corresponding to the
two possible choices of the orientation on the 2-dimensional negative definite subspaces
of V . In the following K+ will be one of the two components and the subgroup O(L)+
of the orthogonal group O(L) of L consists of those isometries in O(L) that stabilize K+
as a set. These are the elements that keep the orientation on the 2-dimensional negative
definite subspaces of V .
An automorphic form of weight k ∈ Z is a meromorphic function Ψ: K˜+ → C on the
affine cone K˜+ over K+ that is homogeneous of degree −k and such that
Ψ(σ(Z)) = χ(σ)Ψ(Z)
for all σ in a finite index subgroup Γ of O(L)+ and some character χ of Γ.
If the Witt rank of L ⊗Z Q is 2, then non-constant holomorphic automorphic forms
do not exist if the weight is smaller than s = (n − 2)/2, which is why this is called the
singular weight.
Automorphic Products
The dual lattice L′ of L is given by
L′ = {x ∈ L⊗Z Q : (x, y) ∈ Z for all y ∈ L}.
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The lattice L is a sublattice of L′ and the quotient D = L′/L is a finite abelian group.
If n is even, then the Weil representation ρD is a unitary representation of SL2(Z) on
the group algebra C[D]. A weakly holomorphic modular form of weight k for ρD is a
holomorphic function F : H→ C[D] with
F
(
aτ + b
cτ + d
)
= (cτ + d)kρD
((
a b
c d
))−1
F (τ)
for all τ ∈ H and all ( a bc d ) ∈ SL2(Z) and that in addition satisfies the following growth
condition at ∞: The function F has a Fourier expansion
F (τ) =
∑
γ∈D
∑
n∈Q
aγ(n)q
neγ ,
where q = e2piiτ and eγ is the standard basis vector of C[D] corresponding to γ ∈ D. The
growth condition then states that for every γ ∈ D the coefficient aγ(n) is zero for all but
finitely many negative n.
Elements σ ∈ O(L) act on the set of weakly holomorphic modular forms of weight k
for ρD as follows: Every σ ∈ O(L) is also in O(L′) and therefore defines an element of
Aut(D), which acts by permuting the components (with respect to the standard basis)
of F .
If k = 1− n/2 and aγ(n) is an integer for all γ ∈ D and all negative n, then Borcherds
[Bor98] showed how one can associate to F an automorphic form Ψ(F ) of weight a0(0)/2
for the group O(L,F )+, which is defined by
O(L,F )+ = {σ ∈ O(L)+ : σ(F ) = F}.
The function Ψ(F ) has infinite product expansions near norm 0 vectors of L; hence
automorphic forms of this form are called automorphic products or Borcherds products.
The zeros and poles of Ψ(F ) lie on sets of the form∑
λ∈µ+L
q(λ)=n
λ⊥ (0.1)
for elements µ ∈ D and n ∈ Q>0 and the multiplicities are determined by the coefficients
of F at negative rational numbers.
Conversely, Bruinier [Bru14] showed that if the lattice L splits II1,1⊕ II1,1(m), i.e. can
be written as
L = K ⊕ II1,1 ⊕ II1,1(m)
for a lattice K and a non-zero integer m, then every automorphic form for the kernel ΓL
of the map O(L)+ → Aut(D) whose divisor is a linear combination of sets as in (0.1) is
up to a non-zero constant factor equal to an automorphic product.
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Reflective Automorphic Forms
A holomorphic automorphic form Ψ for a finite-index subgroup Γ ⊂ O(L)+ is called
reflective if its zeros are of the form λ⊥ for elements λ ∈ L of positive norm such that
the reflection in λ⊥ is in O(L). If in addition all zeros are simple, then Ψ is called
strongly-reflective.
A prominent example of a strongly-reflective automorphic form is the function Φ12. It
is the automorphic product corresponding to the inverse of the modular discriminant
∆: H→ C,∆(τ) = q
∏
n≥1
(1− qn)24 = q − 24q2 + 252q3 + · · ·
on the unique even unimodular lattice II26,2 of signature (26, 2). The infinite product
expansion of Φ12 at a cusp is given by
Φ12(Z) = e(−(ρ, Z))
∏
α∈II+25,1
(1− e(−(α,Z)))[1/∆](−(α,α)/2) (e(z) = e2piiz),
where ρ is the so-called Weyl vector, which is a certain primitive norm 0 vector in II25,1
(the unique even unimodular lattice of signature (25, 1)), II+25,1 is the subset of II25,1
consisting of those elements that are either multiples of ρ or have negative inner product
with ρ and [1/∆](m) denotes the Fourier coefficient of 1/∆ at qm. Scheithauer [Sch17]
showed that the automorphic product Φ12 is the only automorphic product of singular
weight on an even unimodular lattice. The fact that it has singular weight allows the
computation of its Fourier expansion. It is given by
Φ12(Z) = e(−(ρ, Z))
∏
α∈II+25,1
(1− e(−(α,Z)))[1/∆](−(α,α)/2)
=
∑
g∈G
det(g)∆(−(gρ, Z)),
where G is the reflection group of II25,1, i.e. the subgroup of O(II25,1) that is generated
by reflections in hyperplanes orthogonal to norm 2 vectors of II25,1.
This is the denominator identity of the fake monster algebra, which is an infinite-
dimensional Lie algebra constructed by Borcherds [Bor90]. There are more cases of this
connection with infinite-dimensional Lie algebras, which is why reflective automorphic
forms are important for their classification (see e.g. [GN02]).
There are other, more geometric, applications of reflective automorphic forms. For
example, Gritsenko and Hulek [GH14] showed that the existence of a strongly-reflective
automorphic form of weight k > n implies that the quasi-projective variety Γ\K+ is
uniruled. Another geometric application is due to Borcherds [Bor96], who used a reflective
automorphic product for the lattice
L = E8(2)⊕ II1,1 ⊕ II1,1(2)
to show that the moduli space of Enriques surfaces is a quasi-affine variety. This reflective
automorphic product is also related to the theory of infinite-dimensional Lie algebras, as
it is a twisted denominator function of the fake monster algebra.
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Finiteness Results for Reflective Automorphic Forms
Reflective automorphic forms are rare. For example, Ma ([Ma17],[Ma18]) has shown that
there are only finitely many lattices (here and in the following this always means up to
isomorphisms) that carry a 2-reflective automorphic form (i.e. a reflective automorphic
form whose zeros are of the form λ⊥ for elements λ ∈ L of norm 2) if n ≥ 7 and that up to
scaling there are only finitely many lattices that carry a strongly-reflective automorphic
form if n ≥ 4.
In this thesis we prove the following new result in Chapter 3, which is also published
in [Dit18]:
Theorem 1 (Theorem 3.25). Let L be an even lattice of signature (n, 2), n ≥ 4 and
squarefree level N that splits II1,1 ⊕ II1,1(N). Suppose there is a non-constant reflective
automorphic form Ψ: K˜+ → C. Then L must be one of finitely many lattices.
This is proved by using Bruinier’s converse theorem to reduce to the case of automorphic
products and then showing that n and N are bounded if there is a weakly-holomorphic
modular form F of weight 1− n/2 for ρD such that Ψ(F ) is reflective. The bounds on n
and N are explicit, so our result is effective.
Classification of Strongly-Reflective Automorphic Forms of Singular Weight
The Leech lattice Λ is the unique even positive definite unimodular lattice of rank 24
without vectors of norm 2. Its automorphism group is the Conway group Co0 and has
order
222 · 39 · 54 · 72 · 11 · 13 · 23 = 8315553613086720000 ≈ 8.3× 1018.
Scheithauer [Sch04] used elements g ∈ O(Λ) of squarefree level N with non-trivial fixpoint
lattice Λg ⊂ Λ to constructed strongly-reflective automorphic products of singular weight
for the lattice L = Λg ⊕ II1,1 ⊕ II1,1(N). In Chapter 4 we prove that under the condition
that L has squarefree level N and splits II1,1 ⊕ II1,1(N) these are essentially the only
strongly-reflective automorphic forms of singular weight for ΓL. This is the second main
result in [Dit18].
Theorem 2 (Corollary 4.7). Let L be an even lattice of signature (n, 2), n ≥ 4 and
squarefree level N that splits II1,1 ⊕ II1,1(N) and Ψ a strongly-reflective automorphic
form of singular weight for the discriminant kernel ΓL. Then the function Ψ can be
identified with one of the functions from this construction.
The idea of the proof is the following: Because of Theorem 1 we only need to consider
finitely many lattices. Since Theorem 1 is effective, we have bounds on the number
n and the level N of L. In the remaining cases we can assume that Ψ is a strongly-
reflective automorphic product Ψ(F ) for some weakly holomorphic modular form F of
weight 1 − n/2 because of Bruinier’s converse theorem. The fact that Ψ(F ) is strongly-
reflective of singular weight then translates to conditions on the Fourier coefficients of F .
We work out these conditions explicitly to prove our result.
If L does not split II1,1, then Scheithauer [Sch17] gave additional examples of strongly-
reflective automorphic products of singular weight if the level N of L is a prime number.
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In Chapter 4 we construct new examples of strongly-reflective automorphic products of
singular weight on lattices of level 6. In one case we compute the Fourier expansions of
the automorphic product at all primitive norm 0 vectors of L to see that it is not related
to the Leech lattice:
Theorem 3 (Theorem 4.34). None of the shapes of the eta quotients occuring in the
Fourier expansions of this strongly-reflective automorphic product is the cycle shape of an
element of O(Λ).
This is a phenomenon that does not occur in the cases where the level N is prime.
Siegel Modular Forms
The second part of this thesis can be found in Chapter 5 and is based on joint work with
Riccardo Salvati Manni and Nils Scheithauer.
Let n ∈ Z>0. The Siegel upper half-plane Hn is defined by
Hn = {Z ∈ Cn×n : ZT = Z, Im(Z) > 0},
where ZT denotes the transpose of Z and Im(Z) > 0 means that Im(Z) is a positive
definite matrix. The symplectic group Sp2n(Z) consists of those matrices M in GL2n(Z)
that satisfy
MTΩM = Ω,
where Ω is the skew-symmetric matrix
Ω =
(
0n In
−In 0n
)
and In denotes the n × n identity matrix. For M =
(
A B
C D
) ∈ Sp2n(Z) and Z ∈ Hn we
define MZ to be (AZ +B)(CZ +D)−1. This defines a group action of Sp2n(Z) on Hn.
A Siegel modular form of degree n and weight k ∈ Z is a holomorphic function f from
Hn to the complex numbers with
f(MZ) = det(CZ +D)kf(Z)
for all Z ∈ Hn and all M =
(
A B
C D
) ∈ Sp2n(Z) that additionally satisfies the following
growth condition at ∞: Because of the transformation behaviour, the function f has a
Fourier expansion of the form
f(Z) =
∑
T∈Zn×n
T even
a(T )epii tr(TZ) (tr = trace),
where a matrix T ∈ Zn×n is called even if it is symmetric and its diagonal entries are even.
The growth condition at ∞ then states that a(T ) = 0 unless T is positive semi-definite.
If n > 1, then this condition is automatically satisfied by the Koecher principle [Koe54].
A cusp form is a Siegel modular form whose Fourier coefficients a(T ) are zero unless T
is positive definite.
13
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Theta Series
Given an even positive definite unimodular lattice L of rank m, one can define the theta
series
ΘL(Z) =
∑
x∈Ln
epiitr(T (x)Z),
where T (x) is the matrix given by ((xi, xj))1≤i,j≤n for x = (x1, . . . , xn). This is a Siegel
modular form of degree n and weight m/2. For a positive semi-definite matrix T its
Fourier coefficient a(T ) is given by
a(T ) = |{x ∈ Ln : T (x) = T}|.
If m > 2n and y = (y1, . . . , yn) ∈ (L⊗Z C)n satisfies T (y) = 0 and T (y, y) > 0 (where
T (y, y) is defined to be the matrix ((yi, yj))1≤i,j≤n), one can define the more general theta
series
ΘL,y,k =
∑
x∈Ln
det(T (x, y))kepii tr(T (x)Z)
for k ∈ Z>0. This is a cusp form of degree n and weight m/2 + k and for a positive
definite matrix T its Fourier coefficient a(T ) is given by
a(T ) =
∑
x∈Ln
det(T (x, y))k. (0.2)
We construct a basis of the space S6,14 of Siegel cusp forms of degree 6 and weight 14
consisting of such theta series for even positive definite unimodular lattices L of rank 24
and k = 2. This is done by using that dimS6,14 = 9, which is a result of Ta¨ıbi [Ta¨ı17], and
finding nine linearly independent theta series. To proof that they are linearly independent,
we use a computer to calculate enough Fourier coefficients using formula (0.2).
The Kodaira Dimension
Let X be a smooth projective algebraic variety of dimension n. The canonical bundle ωX
of X is the n-th exterior power of the cotangent bundle ΩX , i.e.
ωX =
n∧
ΩX .
The (geometric) genus of X is the dimension of the space H0(X,ωX) of global sections of
ωX . More generally, one defines the d-th plurigenus of X to be Pd(X) = dimH
0(X,ωdX)
for d ∈ Z≥0. If Pd(X) > 0, then there is a rational map, called the d-canonical map, from
X to Pm defined by
x 7→ [σ0(x) : · · · : σm(x)],
where σ0, . . . , σm is a basis of H
0(X,ωdX). If ω
d
X is very ample, then this defines an
embedding of X into the projective space Pm.
Putting all the spaces H0(X,ωdX) for d ≥ 0 together defines the canonical ring
R(X,ωX) =
⊕
d∈Z≥0
H0(X,ωdX).
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The variety Proj(R(X,ωX)) is called the canonical model of X. By a deep result of
Birkar, Cascini, Hacon and McKernan [BCHM10], the canonical ring is finitely generated
and hence, the canonical model is a projective variety. It is isomorphic to the image of
the d-canonical map for large d.
The dimension of Proj(R(X,ωX)) is called the Kodaira dimension κ(X) of X. If
Pd(X) = 0 for all d > 0, then Proj(R(X,ωX)) = ∅ and the Kodaira dimension depends
on the definition of the dimension of the empty set; both −∞ and −1 are used in the
literature. The Kodaira dimension is bounded by the dimension of X and is equal to the
smallest number κ such that Pd(X)/d
κ is bounded as long as Pd(X) 6= 0 for some d > 0.
Both the canonical ring and the Kodaira dimension only depend on the birational class
of X.
The Kodaira dimension is useful to divide algebraic varieties into different classes. For
example, if X is a smooth projective curve over C, then κ(X) is negative if the genus
P1(X) is 0, κ(X) = 0 if P1(X) = 1 and κ(X) = 1 if P1(X) ≥ 2. Comparing this with
the uniformization theorem for real surfaces, one sees that negative Kodaira dimension
corresponds to positive curvature, κ(X) = 0 corresponds to flatness and maximal Ko-
daira dimension corresponds to negative curvature. Most curves have Kodaira dimension
κ(X) = 1 (the moduli space of curves of genus g has dimension 0 if g = 0, 1 if g = 1 and
3g− 3 if g ≥ 2) and it is expected that also in higher dimensions most smooth projective
varieties have maximal Kodaira dimension; therefore, these are said to be of general type.
The Siegel Modular Variety An
An abelian variety over the complex numbers C is an n-dimensional torus Cn/L that
can be embedded into some projective space PN . For n = 1 every torus C/L can be
embedded into a projective space and C/L is called an elliptic curve. If n > 1 there is
such an embedding if and only if L admits a polarization, which means that there is a
positive definite hermitian form H on Cn such that its imaginary part is integer-valued
on L. If L has a Z-basis such that the Gram matrix of Im(H) with respect to this basis
is given by (
0n In
−In 0n
)
,
then H is called a principal polarization and a principally polarized abelian variety of
dimension n is a pair (A,H), where A is a torus Cn/L and H is a principal polarization
of L.
The isomorphism classes of principally polarized abelian varieties are parametrized by
the quotient An = Sp2n(Z)\Hn, which has the structure of a normal quasi-projective
variety of dimension n(n + 1)/2 and is called Siegel modular variety. The Kodaira di-
mension of An is defined to be the Kodaira dimension of any smooth projective variety
birational to An. Such a variety exists as one can take the closure of An and then resolve
the singularities.
The Kodaira dimension of An has been known for all n 6= 6 for over 30 years: Tai
[Tai82] proved that An is of general type for n ≥ 9 and his result was soon improved to
n ≥ 8 by Freitag [Fre83] and to n ≥ 7 by Mumford [Mum83]. That A5 is unirational (and
hence has negative Kodaira dimension) was shown by Donagi [Don84] and independently
15
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by Mori and Mukai [MM83] and Verra [Ver84]. The unirationality of A4 is due to [Cle83]
and that An has negative Kodaira dimension is classical for n ≤ 3 (see e.g. the discussion
in [HS02], Section II.2).
In this thesis we prove the first partial result on the Kodaira dimension of the missing
case A6:
Theorem 4 (Theorem 5.35). The Kodaira dimension of A6 is non-negative.
We explain the idea of the proof: Let S be the set of points whose stabilizer in Sp2n(Z)
is not equal to {±I2n} and let H◦n be the complement of S in Hn. Then H◦n is an
open subset of Hn and the restrictions of Siegel modular forms of degree n and weight
n + 1 to H◦n are in bijection with the global sections of the canonical bundle ωA◦ of
A◦ = Sp2n(Z)\H◦n. More generally, the space Mn,(n+1)k of Siegel modular forms of degree
n and weight (n+ 1)k is in bijection with the space of global sections of ωkA◦n . By a result
of Tai [Tai82], an element f in Mn,(n+1)k can be extended to an element of H
0(An, ωkAn)
for a smooth projective model An of An if the vanishing order of f at the cusp ∞ is at
least k and n ≥ 5. The basis of S6,14 that we construct contains an element that has
vanishing order 2 at ∞ and therefore defines an element of H0(A6, ω2A6), which implies
that P2(A6) > 0; therefore, the Kodaira dimension of A6 must be non-negative.
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1. Lattices and Discriminant Forms
In this chapter we give a brief introduction on lattices and discriminant forms. Good
references are [CS99] and [Nik80].
1.1. Lattices
Definition 1.1. A lattice is a free Z-module of finite rank with a non-degenerate sym-
metric Z-bilinear form (·, ·) : L × L → Q. The norm of an element x ∈ L is (x, x). A
sublattice of a lattice L is a submodule M ⊂ L with bilinear form given by restricting the
bilinear form on L to M .
For a lattice L, we denote the quadratic form L→ Q, x 7→ (x, x)/2 by q. The bilinear
form can be recovered from q via the polarization identity
(x, y) = q(x+ y)− q(x)− q(y).
Definition 1.2. An isomorphism between lattices L1 and L2 with bilinear forms (·, ·)1
and (·, ·)2 is an invertible linear map ϕ : L1 → L2 such that (ϕ(x), ϕ(y))2 = (x, y)1 for all
x, y ∈ L1. The group of automorphisms of a lattice L is called the orthogonal group of L
and is denoted by O(L).
Definition 1.3. Let L be a lattice and let B = (x1, . . . , xn) be a basis of L. The matrix(x1, x1) · · · (x1, xn)... . . . ...
(xn, x1) · · · (xn, xn)

is called the Gram matrix of L with respect to the basis B.
The Gram matrix is a symmetric matrix with rational coefficients and hence has real
eigenvalues. We implicitly make use of this in the following definition:
Definition 1.4. Let L be a lattice and let B be a basis of L with corresponding Gram
matrix G. We denote the number of positive eigenvalues of G by b+ and the number of
negative eigenvalues by b−. We say that L has signature (b+, b−). Moreover, L is called
positive definite if b− = 0 and negative definite if b+ = 0. In all other cases L is called
indefinite.
All these notions are independent of the choice of the basis B. The rank of L equals
b+ + b− because the bilinear form on L is non-degenerate.
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Remark 1.5. Let L1 and L2 be lattices with bilinear forms (·, ·)1 and (·, ·)2. We define a
non-degenerate bilinear form on the Z-module L1 ⊕ L2 by
(x1 + x2, y1 + y2) = (x1, y1)1 + (x2, y2)2
for x1, y1 ∈ L1 and x2, y2 ∈ L2. This turns L1 ⊕ L2 into a lattice.
Definition 1.6. Let L and L1 be lattices. We say that L splits L1 if there is a lattice
L2 such that L ∼= L1 ⊕ L2.
Definition 1.7. Let L be a lattice with bilinear form (·, ·) and let a ∈ Q \ {0}. Then we
define a new non-degenerate bilinear form (·, ·)a on L by (x, y)a = a(x, y) for all x, y ∈ L.
This defines a new lattice, which is called the rescaling of L by a and denoted by L(a).
The Dual Lattice
We also need the notion of the dual lattice:
Definition 1.8. Let L be a lattice. The bilinear form (·, ·) on L can be uniquely extended
to LQ = L⊗Z Q. The dual lattice L′ of L is given by
L′ = {x ∈ LQ : (x, y) ∈ Z for all y ∈ L}
with the bilinear form given by (·, ·).
Remark 1.9. Let B = {b1, . . . , bn} be a Z-basis of L. Then B is also a Q-basis of LQ
and there exists a Q-basis B′ = {b′1, . . . , b′n} of LQ which is dual to B with respect to
the bilinear form (·, ·), i.e. (bi, b′j) = δij (where δij is the Kronecker delta). Then B′ is
a Z-basis of L′. The Gram matrix of L′ with respect to B′ is the inverse of the Gram
matrix of L with respect to B.
Proposition 1.10. Let L be a lattice. Then (L′)′ = L and O(L) = O(L′).
Proof. It is obvious that (L′)′ = L. Moreover every element of O(L) can be extended
to an isometry of LQ. We can therefore identify O(L) with a subgroup of the group of
isometries O(LQ) of LQ, namely O(L) = {ϕ ∈ O(LQ) : ϕ(L) = L}.
It remains to show that O(L) fixes L′. Let ϕ ∈ O(L) and y ∈ L′. Then
(x, ϕ(y)) = (ϕ−1(x), y) ∈ Z
for all x ∈ L, which proves that ϕ(y) ∈ L′.
Definition 1.11. A lattice L is called
• integral, if (L,L) ∈ Z,
• even, if q(L) ∈ Z,
• unimodular, if L′ = L.
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The proofs of the statements in the following remarks can be easily derived from the
last definition.
Remark 1.12. The following are equivalent:
1. L is integral.
2. The Gram matrix of L with respect to any basis has integral entries.
3. L ⊂ L′.
Remark 1.13. Even lattices are integral and an integral lattice is even if and only if the
Gram matrix with respect to any basis is even (a symmetric integer matrix is called even
if its diagonal entries are even).
Remark 1.14. A unimodular lattice is integral and an integral lattice is unimodular if and
only if its Gram matrix with respect to any basis is unimodular (a square integer matrix
is called unimodular if it has determinant ±1).
Definition 1.15. Let L be an integral lattice. The level of L is the smallest positive
integer N such that Nq(x) ∈ Z for all x ∈ L′, i.e. it is the smallest positive integer N
such that L′(N) is even.
Isotropic Vectors and Cusps
Definition 1.16. Let L be a lattice. An element x ∈ L is called primitive if
Qx ∩ L = Zx.
Definition 1.17. Let L be a lattice. A subspace V ⊂ LQ is called isotropic if the
restriction of the bilinear form to V is 0 and a non-zero vector z ∈ LQ is called isotropic
if it has norm 0, i.e. if q(z) = 0. A primitive isotropic element z ∈ L is called a cusp.
The level of a cusp z ∈ L is the unique l ∈ Z>0 with (z, L) = lZ.
Proposition 1.18 (Meyer’s theorem, see e.g. [Ser73], Chapter IV, Corollary 3.2). Let L
be an indefinite lattice of rank at least 5. Then L contains an isotropic element.
Remark 1.19. Let z ∈ L be a cusp of level l. There is an element z′ ∈ L′ with (z, z′) = 1.
Let m be the exponent of L′/L, i.e. the smallest positive integer m with mL′ ⊂ L. Then
mz′ ∈ L and (z,mz′) = m, so l | m.
Roots and Root Lattices
We need to define roots, which are important in the context of reflective automorphic
forms (see Section 3.2).
Definition 1.20. Let L be a lattice and x ∈ L be a primitive element with q(x) > 0.
Let σx ∈ O(LQ) be the reflection through the hyperplane orthogonal to x, i.e.
σx(y) = y − 2(x, y)
(x, x)
x.
If σx(L) = L, then x is called a root of L.
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Proposition 1.21 ([Sch06], Proposition 2.1). Let L be an even lattice of level N and let
x ∈ L be a root. Let k = q(x). Then k is a positive divisor of N and x is in kL′.
If the level of L is squarefree, then this condition is also sufficient.
Proposition 1.22 ([Sch06], Proposition 2.2). Let L be an even lattice of squarefree level
N and let k be a positive divisor of N . If x ∈ L∩ kL′ satisfies q(x) = k, then x is a root.
Proposition 1.23. Let L be a lattice and let Φ be the set of roots of L. Then the following
statements are true.
1. Let x ∈ Φ. Then ±x are the only multiples of x in Φ.
2. For all x, y ∈ Φ, the element σx(y) is in Φ.
3. For all x ∈ Φ and y ∈ L, the number 2 (x,y)(x,x) is an integer.
Proof.
1. This follows from the primitivity of roots.
2. Let z = σx(y). Then σz is in O(L) because σz = σxσyσx.
3. Since both y and σx(y) are in L, so is their difference. Therefore, 2
(x,y)
(x,x)x is in L
and the primitivity of L then requires 2 (x,y)(x,x) to be an integer.
We now restrict to the case of positive definite lattices.
Definition 1.24. A root lattice is a positive definite lattice spanned by its roots.
Example 1.25. The following are examples of root lattices (for the definition of the root
systems An, Dn, E8, E7 and E6 see Appendix A).
1. Let n ≥ 1 be an integer. The lattice An is defined to be the Z-span of the root
system An. A basis of An is given by the vectors ei+1 − ei, i = 1, . . . , n. The
resulting Gram matrix is
2 −1 0 0 · · · 0
−1 2 −1 0 · · · 0
0 −1 2 −1 . . . 0
0 0 −1 2 . . . 0
...
...
. . .
. . .
. . . −1
0 0 0 0 −1 2

,
which we call the standard Gram matrix of An.
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2. Let n ≥ 4 be an integer. The lattice Dn is defined to be the Z-span of the root
system Dn. A basis of Dn is given by the vectors ei+1 − ei, i = 1, . . . , n − 1 and
−en−1 − en. The resulting Gram matrix is
2 −1 0 0 · · · 0
−1 2 . . . . . . . . . 0
0
. . . 2 −1 0 0
0
. . . −1 2 −1 −1
...
. . . 0 −1 2 0
0 0 0 −1 0 2

,
which we call the standard Gram matrix of Dn.
3. The lattice E8 is defined to be the Z-span of the root system E8. A basis of E8 is
given by the vectors ei+1−ei, i = 1, . . . , 7 and 12(e1 +e2 +e3 +e4 +e5−e6−e7−e8).
The resulting Gram matrix is
2 −1 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0
0 −1 2 −1 0 0 0 0
0 0 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 −1
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 0
0 0 0 0 −1 0 0 2

,
which we call the standard Gram matrix of E8.
4. The lattice E7 is defined to be the Z-span of the root system E7. A basis of E7 is
given by the vectors ei+1−ei, i = 1, . . . , 6 and 12(e1 +e2 +e3 +e4−e5−e6−e7−e8).
The resulting Gram matrix is
2 −1 0 0 0 0 0
−1 2 −1 0 0 0 0
0 −1 2 −1 0 0 0
0 0 −1 2 −1 0 −1
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 0
0 0 0 −1 0 0 2

,
which we call the standard Gram matrix of E7.
5. The lattice E6 is defined to be the Z-span of the root system E6. A basis of E6 is
given by the vectors ei+1−ei, i = 2, . . . , 6 and 12(e1 +e2 +e3 +e4−e5−e6−e7−e8).
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The resulting Gram matrix is
2 −1 0 0 0 0
−1 2 −1 0 0 0
0 −1 2 −1 0 −1
0 0 −1 2 −1 0
0 0 0 −1 2 0
0 0 −1 0 0 2
 ,
which we call the standard Gram matrix of E6.
Remark 1.26. If L =
⊕
Li with each Li as in the previous example, then the block
diagonal matrix with the blocks being the standard Gram matrices of the summands Li
is obviously a Gram matrix of L. We call this a standard Gram matrix of L (this is
only unique up to permutations of the blocks because we can change the order of the
summands Li).
We finish this subsection with the classification of the root lattices.
Proposition 1.27. If L is a positive definite lattice, then the set of roots is finite.
Proof. By replacing L with L(a) for a suitable positive integer a, we can assume that L is
even (note that the set of roots of L coincides with that of L(a) because O(L) = O(L(a))).
We can then use Proposition 1.21 to see that the values of the quadratic form q are
bounded on the set of roots. This implies that the set of roots is finite because a positive
definite lattice has only finitely many elements of fixed norm.
Propositions 1.23 and 1.27 imply that the set of roots Φ of a positive definite lattice is
a reduced root system in the subspace E ⊂ L ⊗Z R spanned by Φ (see Appendix A for
the definition of root systems and their classification). This can be used to determine all
root lattices:
Proposition 1.28. Let L be a root lattice. Then L =
⊕n
j=1 Lj(aj) with each Lj being a
lattice from Example 1.25 and aj ∈ Q>0.
Proof. Let Φ be the set of roots of L. We have seen that Φ is a root system. If Φ = Φ1∪Φ2
with orthogonal subsets Φ1 and Φ2, then L is the direct sum of the sublattices spanned by
Φ1 and Φ2. We can therefore assume that Φ is irreducible. The lattices generated by the
root systems An, Dn, E6, E7 and E8 are the lattices An, Dn E6, E7 and E8. The lattices
generated by the root systems Bn, Cn, F4 and G2 are isomorphic to the lattices A
n
1 (1/2),
Dn, D4(2) and A2. The assertion then follows from the fact that an isomorphism between
two irreducible root systems Φ1 and Φ2 is an isometry if the shortest vectors in Φ1 and
Φ2 have the same norm.
Corollary 1.29. Let L be an integral positive definite lattice generated by norm 2 vectors.
Then L is a direct sum of lattices from Example 1.25.
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Proof. It is easy to see that L must be even. Then the vectors of norm 2 are roots by
Proposition 1.22. Therefore L is a root lattice and hence a direct sum of rescalings of
lattices from Example 1.25, i.e. L =
⊕n
j=1 Lj(aj) with each Lj being a lattice from
Example 1.25 and aj ∈ Q>0. If aj < 1 for some j, then Lj(aj) and hence L is not
integral. If aj > 1 for some j, then Lj(aj) and hence L is not generated by norm 2
vectors. Therefore aj = 1 for all j.
Definition 1.30. A 2-root lattice is an integral lattice spanned by its norm 2 vectors.
1.2. Even Unimodular Lattices
We now briefly mention some results on even unimodular lattices. We first note that
these do not exist for arbitrary signatures:
Proposition 1.31 (see e.g. [Nik80], Theorem 1.1.1). Let L be an even unimodular lattice
of signature (b+, b−). Then b+ − b− is divisible by 8.
1.2.1. Niemeier Lattices
If L is an even positive definite unimodular lattice, then its rank m must be divisible
by 8 because of Proposition 1.31. The classification of such lattices up to isomorphisms
seems to be hopeless for m ≥ 32, as the number of isomorphism classes increases rapidly
(this can be seen from the Minkowski-Siegel mass formula ([CS99], Chapter 16)); e.g. for
m = 32 there are more than a billion isomorphism classes (see [Kin03]). On the other
hand the classification is very simple for m = 8 and m = 16 (see for example [Wit41]):
In rank 8 the only such lattice is E8, while in rank 16 there are two such lattices, namely
E8 ⊕ E8 and
D+16 = D16 ∪ (1/2, . . . , 1/2) +D16.
The classification for m = 24 was obtained by Niemeier [Nie73], which is why the even
positive definite unimodular lattices of rank 24 are called Niemeier lattices. Venkov later
gave a simplified proof ([Ven78]; for an English version see Chapter 18 of [CS99]). It turns
out that there are exactly 24 isomorphism classes and that the isomorphism class of a
Niemeier lattice Λ is uniquely determined by the set of roots, which are exactly the norm
2 vectors by Propositions 1.21 and 1.22. They form one of the following root systems:
∅,
A241 ,A
12
2 ,A
8
3,A
6
4,A
4
6,A
3
8,A
2
12,A24,
D64,D
4
6,D
3
8,D
2
12,D24,
E46,E
3
8,
A45D4,A
2
7D
2
5,A
2
9D6,A15D9,A17E7,D10E
2
7,D16E8,
A11D7E6.
If Φ is one of these root systems, then we denote the corresponding Niemeier lattice by
N(Φ). The lattice N(∅) is the Leech lattice and is constructed in the next subsection.
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The other 23 Niemeier lattices can be constructed from their respective root systems as
follows: The root system Φ spans a sublattice L of N(Φ) of rank 24, so
L ⊂ N(Φ) = N(Φ)′ ⊂ L′
and N(Φ) can be obtained from L by adding certain vectors from L′, the so-called glue
vectors.
Example 1.32. The Niemeier lattice N(A241 ) is constructed as follows. Let L be the
root lattice A241 . Then L =
⊕24
i=1 Li where Li = A1 for all i ∈ {1, . . . , 24}, i.e. each Li is
spanned by a single element xi of norm 2. The dual lattice of L is given by
L′ =
24⊕
i=1
L′i
and L′i is spanned by wi = xi/2. The glue vectors are of the form
∑24
i=1 λiwi, where
(λ1, . . . , λ24) ∈ {0, 1}24 is an element of the Golay code G, which is defined in the next
subsection. Together with L these span N(A241 ).
Example 1.33. The lattice E38 is already unimodular, so N(E
3
8) = E
3
8 and we don’t
need to add any glue vectors.
The glue vectors for the remaining Niemeier lattices with non-empty root system can
be found in Chapter 16 of [CS99].
1.2.2. The Leech Lattice
The Leech lattice Λ is the Niemeier lattice N(∅), i.e. it is the unique Niemeier lattice
without norm 2 vectors. It was discovered by Leech [Lee67]. In order to construct it we
first introduce the Golay code.
Definition 1.34. A linear binary code of length n and rank k is a k-dimensional linear
subspace C of Fn2 . Elements of C are called codewords. The weight of a codeword is the
number of coordinates (with respect to the standard basis) different from zero and the
distance between two codewords is the number of coordinates in which they differ. An
automorphism of C is a permutation of the coordinates that stabilizes C (as a set, not
necessarily pointwise).
Definition 1.35. The Golay code G is a linear binary code of length 24 and rank 12 such
that any two distinct elements of G have distance at least 8.
Remark 1.36. Any two Golay codes are isomorphic, i.e. related by a permutation of
coordinates. It therefore makes sense to speak of the Golay code.
Remark 1.37. The Golay code is an error-correcting code and therefore also useful in
data transmission.
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One can (and we always do) take G to be the subspace generated by the rows of the
matrix
1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 1 1 0 1
0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 1 1 1 1 0
0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 1 1 1
0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 1 0 1 1
0 0 0 0 1 0 0 0 0 0 0 0 0 1 1 1 1 0 0 1 0 0 1 1
0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 1 1 1 0 0 1 0 0 1
0 0 0 0 0 0 1 0 0 0 0 0 1 1 0 1 0 1 1 0 1 1 0 0
0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 0 0 1 1 0 1 1 0
0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0 1 1
0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 1 0 1 1 1 0 0 1
0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 1 0 1 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 1 1 0 0 1 1 0

.
Elements in G of weight 8 are called octads and elements of weight 12 are called dodecads.
There are 759 octads and 2576 dodecads in G.
The automorphism group of G is the Mathieu group M24, which is transitive on both
octads and dodecads. For our choice of G it is shown in [Con93] that M24 is generated
by the permutations
g = (1, 14)(4, 5)(6, 7)(8, 9)(11, 24)(16, 17)(18, 19)(20, 21) and
h = (1, 2, 3, 4)(5, 6, 7, 8)(9, 10, 11, 12)(13, 14, 15, 16)(17, 18, 19, 20)(21, 22, 23, 24).
(1.1)
The group M24 is one of the sporadic groups and has order
210 · 33 · 5 · 7 · 11 · 23 = 244823040 ≈ 2.4× 108.
The Leech lattice Λ then consists of all vectors x = (xi)1≤i≤24 ∈ Z24 for which there is
a Golay codeword (ci)1≤i≤24 ∈ G and an element m ∈ F2 such that
1. xi = m mod 2 for all i ∈ {1, . . . , 24},
2. xi = m+ 2ci mod 4 for all i ∈ {1, . . . , 24} and
3.
∑24
i=1 xi = 4m mod 8.
The quadratic form on Λ is given by q(x) = 18
∑24
i=1 x
2
i . There are 196560 vectors of norm
4 in Λ, namely the following:
1. Any vector x = (xi)1≤i≤24 with xi = 0 for 22 coordinates and xi = ±4 for the other
two coordinates is an element of Λ. This gives
(
24
2
) · 22 = 1104 vectors of norm 4.
2. Let c = (ci)1≤i≤24 ∈ G be an octad and let x = (xi)1≤i≤24 be a vector with xi = ±2
if ci = 1 and xi = 0 otherwise. Then x is in Λ if and only if the number of negative
coordinates is even. This gives 759 · 27 = 97152 vectors of norm 4.
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3. Let x = (xi)1≤i≤24 be a vector such that xi = ±3 for one coordinate and xi = ±1
for the other 23 coordinates. We define c = (ci)1≤i≤24 ∈ F242 by ci = 1 if xi = 1
mod 4 and ci = 0 if xi = 3 mod 4. Then x ∈ Λ if and only if c ∈ G. This gives
24 · 212 = 98304 vectors of norm 4.
The automorphism group of Λ was determined by Conway [Con69], which is why it is
now called the Conway group Co0. Its order is
222 · 39 · 54 · 72 · 11 · 13 · 23 = 8315553613086720000 ≈ 8.3× 1018
and all of its elements (when considered as 24 × 24-matrices) have determinant 1. It is
not a simple group; only after taking the quotient by its center {±1} one obtains another
sporadic group, denoted by Co1.
The automorphism group M24 of G acts on the Leech lattice by permutations of the
coordinates and is hence a subgroup of Co0. Moreover, any codeword c = (ci)1≤i≤24 in
G defines an involution εc of Λ by mapping x = (xi)1≤i≤24 to ((−1)cixi)1≤i≤24. Since
|G| = 212, these involutions define an elementary abelian subgroup E ⊂ Co0 of order 212
isomorphic to the additive group of G. The product N = EM24 of the subgroups E and
M24 is a maximal subgroup of Co0.
1.2.3. Indefinite Even Unimodular Lattices
The simplest example for an indefinite even unimodular lattice is given by a lattice of
rank 2 with Gram matrix (
0 1
1 0
)
.
We denote this lattice by II1,1 and call it hyperbolic plane. Then every indefinite even
unimodular lattice can be built from E8 and II1,1. More precisely, if it has signature
(b+, b−), then it is isomorphic to a unique direct sum of copies of E8 and II1,1 if b+ ≥ b−
and to a unique direct sum of copies of E8(−1) and II1,1 if b+ < b− (this follows from
Proposition 1.31 and the fact that there is at most one lattice of genus IIb+,b−(1); see
Remark 1.67).
1.3. Discriminant Forms
In this section we define discriminant forms which are an important invariant of even
lattices, but we first need to define finite quadratic forms:
Definition 1.38. Let D be a finite abelian group. A map Q : D → Q/Z is called a finite
quadratic form if
1. Q(aγ) = a2Q(γ) for all a ∈ Z and γ ∈ D,
2. the map (·, ·) : D×D → Q/Z defined by (δ, γ) = Q(δ+γ)−Q(δ)−Q(γ) is Z-bilinear.
The map (·, ·) : D × D → Q/Z is called the associated bilinear form and Q(γ) is called
the norm of γ.
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Definition 1.39. Let D be a finite abelian group and Q : D → Q/Z a finite quadratic
form with associated bilinear form (·, ·).
1. Two elements δ, γ ∈ D are called orthogonal if (δ, γ) = 0 + Z.
2. Let S ⊂ D be a subset. The orthogonal complement of S is the subgroup
S⊥ = {γ ∈ D : (γ, δ) = 0 + Z for all δ ∈ S} ⊂ D.
3. An element γ ∈ D is called isotropic if Q(γ) = 0 + Z.
4. A subgroup H ⊂ D is called isotropic if all elements of S are isotropic.
5. The finite quadratic form Q is called non-degenerate if D⊥ = {0}.
Remark 1.40. If H is an isotropic subgroup, then H ⊂ H⊥.
Definition 1.41. A discriminant form is a finite abelian group D with a non-degenerate
finite quadratic form Q : D → Q/Z. An isomorphism between discriminant forms D1 and
D2 with finite quadratic forms Q1 and Q2 is a group isomorphism ϕ : D1 → D2 such that
Q2(ϕ(γ)) = Q1(γ) for all γ ∈ D1.
Remark 1.42. Let D1 and D2 be discriminant forms with finite quadratic forms Q1 and
Q2. Let D = D1 ⊕ D2 and define Q : D → Q/Z by Q(γ1 + γ2) = Q1(γ1) + Q2(γ2) for
γ1 ∈ D1 and γ2 ∈ D2. Then Q is a non-degenerate quadratic form and gives D the
structure of a discriminant form.
Definition 1.43. A discriminant form D is called decomposable if there are non-trivial
discriminant forms D1, D2 such that D ∼= D1⊕D2. Otherwise D is called indecomposable.
Jordan Decomposition
Definition 1.44. We define the following discriminant forms (here and in the rest of this
thesis
( ·
·
)
denotes the Kronecker symbol):
1. Let q > 1 be a power of an odd prime p,  ∈ {−1,+1} and let D = Z/qZ. Let γ be
a generator of D and define the finite quadratic form Q by Q(γ) = a/q+Z where a
is an integer satisfying
(
2a
p
)
= 2. These discriminant forms are denoted by q
 and
are called the indecomposable p-adic Jordan components of order q.
2. Let q > 1 be a power of 2,  ∈ {−1, 1} and let D = Z/qZ × Z/qZ. Let γ, δ be
generators of D and define the finite quadratic form Q by Q(γ + δ) = 1/q + Z and
Q(γ) = Q(δ) = 0 + Z if  = +1 and Q(γ) = Q(δ) = 1/q + Z if  = −1. These
discriminant forms are denoted by q2II and are called the indecomposable even 2-adic
Jordan components of order q.
3. Let q > 1 be a power of 2,  ∈ {−1, 1} and let D = Z/qZ. Let γ be a generator
of D and define the finite quadratic form Q by Q(γ) = t/(2q) + Z where t ∈ Z/8Z
with
(
t
2
)
= . These discriminant forms are denoted by qt and are called the
indecomposable odd 2-adic Jordan components of order q.
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Remark 1.45. It is easy to see that a different choice of the generator(s) of D and the
elements a and t leads to an isomorphic discriminant form.
Proposition 1.46 ([CS99], Section 15.7). The indecomposable Jordan components are
indecomposable in the sense of Definition 1.43 and every indecomposable discriminant
form is isomorphic to an indecomposable Jordan component.
By taking direct sums of indecomposable Jordan components for a fixed prime power
q one obtains the Jordan components, which are defined as follows:
Definition 1.47. We define the following discriminant forms:
1. Let q > 1 be a power of an odd prime p and let n be a positive integer. Let
q1 , . . . , qn be n indecomposable p-adic Jordan components of order q with i = ±1
and let  =
∏
i. Then we define q
n =
⊕
qi . These discriminant forms are called
the p-adic Jordan components of rank n.
2. Let q > 1 be a power of 2 and let n be a positive integer. Let q12II , . . . , q
n2
II be n
indecomposable even 2-adic Jordan components of order q with i = ±1 and let
 =
∏
i. Then we define q
2n
II =
⊕
qi2II . These discriminant forms are called the
even 2-adic Jordan components of rank 2n.
3. Let q > 1 be a power of 2 and let n be a positive integer. Let q1t1 , . . . , q
2
tn be n
indecomposable odd 2-adic Jordan components of order q with i = ±1, ti ∈ Z/8Z
and
(
ti
2
)
= i. Let  =
∏
i and t =
∑
ti. Then we define q
n
t =
⊕
qiti . These
discriminant forms are called the odd 2-adic Jordan components of rank n.
Remark 1.48. The decomposition of a Jordan component into indecomposable Jordan
components is not unique: For example 3+2 is isomorphic to both 3+1⊕3+1 and 3−1⊕3−1.
However, the Jordan components are well-defined as any two direct sums of indecompos-
able Jordan components that lead to the same symbol are isomorphic.
Special Subgroups and Subsets
Definition 1.49. Let D be a discriminant form and c an integer. We define the subgroups
Dc and D
c of D by
Dc = {γ ∈ D : cγ = 0}
and
Dc = {γ ∈ D : γ = cδ for some δ ∈ D},
i.e. Dc consists of the elements of order dividing c and D
c consists of the elements that
are c-th powers.
Remark 1.50. Dc is the orthogonal complement of D
c and vice versa and there is an exact
sequence
0→ Dc → D → Dc → 0
with the second arrow given by inclusion and the third arrow given by taking c-th powers.
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Definition 1.51. Let D be a discriminant form and let c ∈ Z>0 and x ∈ Q. Then we
define the subset
Dc,x = {γ ∈ D : ord(γ) = c and Q(γ) = x+ Z}.
Remark 1.52. The subgroup Dc is in general not the union of the subsets Dc,x for all
x ∈ Q because elements in Dc,x have order c, whereas elements in Dc can have smaller
orders.
Proposition 1.53 ([Sch15], Proposition 5.1). Let D be a discriminant form of squarefree
level N . Then Aut(D) acts transitively on Dc,x for all c ∈ Z>0 and x ∈ Q.
For a given discriminant form D of squarefree level, we later need to know the number
of elements of a given norm in the subgroups Dc.
Definition 1.54. Let p be a positive prime and j ∈ Z/pZ. We write N(pn, j) for the
number of elements of norm j/p+ Z in the discriminant form D = pn.
Proposition 1.55 ([Sch06], Proposition 3.1). The number of elements in 2nII of norm
j/2 + Z is
N(2nII , j) =
{
2n−1 − 2(n−2)/2 if j 6= 0,
2n−1 + 2(n−2)/2 if j = 0.
Proposition 1.56 ([Sch06], Proposition 3.2). Let p be an odd prime. Then the number
of elements in pn of norm j/p+ Z is given by
N(pn, j) =

pn−1 − 
(
−1
p
)n/2
p(n−2)/2 if n is even and j 6= 0,
pn−1 + 
(
−1
p
)n/2 (
pn/2 − p(n−2)/2) if n is even and j = 0,
pn−1 + 
(
−1
p
)(n−1)/2 (
2
p
)(
j
p
)
p(n−1)/2 if n is odd and j 6= 0,
pn−1 if n is odd and j = 0.
Proposition 1.57 ([Sch06], Proposition 3.3). Let D be a discriminant form of squarefree
level. Let c | N . Then the number of elements in Dc of norm j/c+ Z is given by
N(Dc, j) =
∏
p|c
N(ppnp , cj/p).
The Discriminant Form of a Lattice
Let L be an integral lattice. Then D = L′/L is a finite abelian group of order |det(G)|,
where G is any Gram matrix of L. If L is even, then the map
Q : D → Q/Z, Q(x+ L) = q(x) + Z (1.2)
is well-defined. It is a non-degenerate finite quadratic form.
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Definition 1.58. Let L be an even lattice. The discriminant form associated to L is the
finite abelian group D = L′/L with the finite quadratic form Q defined in (1.2).
Remark 1.59. We warn the reader that reducing the norm (x, x) of an element x ∈ L
modulo Z does not give the norm of x+L in L′/L. To obtain the norm in L′/L one must
instead reduce q(x) which is half the norm of x.
In fact every discriminant form appears as the discriminant form associated to a lattice:
Proposition 1.60 ([Nik80], Theorem 1.3.2). Let D be a discriminant form. Then there
is an even lattice L such that D ∼= L′/L as discriminant forms.
To define the signature of a discriminant form we need the following proposition:
Proposition 1.61 (Milgram’s formula). Let L be an even lattice of signature (b+, b−).
Then ∑
x+L∈L′/L
e(q(x)) =
√
|L′/L|e((b+ − b−)/8) (e(z) = e2piiz).
Proof. See for example [MH73], Appendix 4.
Because of Propositions 1.60 and 1.61 the following is well-defined:
Definition 1.62. Let D be a discriminant form and let L be an even lattice of signature
(b+, b−) such that L′/L ∼= D. We define the signature sign(D) ∈ Z/8Z to be the residue
class of b+ − b− in Z/8Z.
We also define the level of a discriminant form:
Definition 1.63. Let D be a discriminant form. The level of D is the smallest positive
integer with NQ(γ) ∈ Z for all γ ∈ D.
Remark 1.64. With this definition the level of an even lattice L and its discriminant form
L′/L are the same.
Remark 1.65. If the level of a discriminant form D is squarefree, then it coincides with
the exponent of D, i.e. the smallest positive integer a with aγ = 0 for all γ ∈ D. This can
for example be seen by verifying it for all indecomposable Jordan components of prime
level.
Definition 1.66. Let L be an even lattice of signature (b+, b−) with discriminant form
D. Then we say that L has genus IIb+,b−(D). If L is unimodular, in which case D is
trivial, we just write IIb+,b− .
Remark 1.67. In general there can be different non-isomorphic lattices with the same
genus, albeit their number is finite (see e.g. [Cas78], Section 9.4, Corollary 1). For
example the 24 Niemeier lattices all have genus II24,0. However, if L is an indefinite
even lattice of rank n, then Corollary 15.22 in [CS99] shows that it is isomorphic to all
lattices with the same genus if |L′/L| < 5(n2). In this case we also use the symbol of the
genus when we actually mean the unique lattice of this genus. We have already used this
notation for the hyperbolic plane in Subsection 1.2.3.
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Whether there exists an even lattice with given genus IIb+,b−(D) is answered in [Nik80],
Theorem 1.10.1 and [CS99], Chapter 15. We explain it for those cases where the level N
of D is squarefree. Then D =
⊕
p|N Dp and each Dp is a p-adic Jordan component of
order p (for p = 2 it is an even 2-adic Jordan component).
Proposition 1.68 ([Nik80], Theorem 1.10.1; [CS99], Chapter 15). Let b+ and b− be
non-negative integers and D a discriminant form of squarefree level. There is an even
lattice of genus IIb+,b−(D) if and only if
1. b+ − b− = sign(D) mod 8 and
2. for each prime p the p-rank np of the p-adic Jordan component Dp is at most
r = b+ + b−. If np = r, then
p =
(
(−1)b− · |Dp|
p
)
.
Two immediate consequences that we will later make use of are the following:
Corollary 1.69. Let r and N be positive integers with N squarefree. Then the number
of isomorphism classes of even lattices of rank r and level N is finite.
Proof. If D is the discriminant form of such a lattice, then the p-ranks of the Jordan
components of D are bounded by r because of the previous proposition. Therefore, only
finitely many discriminant forms can occur and the result follows because every genus
only contains finitely many non-isomorphic lattices.
Corollary 1.70. Let L be an even lattice of signature (b+, b−) and squarefree level N
and let D = L′/L. Suppose L splits II1,1. Then D =
∏
p|N p
pnp with np ≤ b+ + b− − 2.
If np = b
+ + b− − 2, then
p =
(
(−1)b−−1 · |Dp|
p
)
.
Proof. By assumption, L = K ⊕ II1,1. The discriminant form of K equals that of L
because II1,1 is unimodular. Therefore K has genus IIb+−1,b−−1(D) and the result follows
from Proposition 1.68.
Later we will be interested in lattices that split II1,1(N). We therefore state the fol-
lowing proposition, which describes the discriminant form of II1,1(N):
Proposition 1.71. Let N be a squarefree positive integer, L = II1,1(N) and D = L
′/L.
Then D =
∏
p|N p
pnp with np = 2 and p =
(
−1
p
)
for all p | N .
Proof. The dual lattice L′ of L is given by L′ =
(
1
NZ
)2
. Therefore, D = (Z/NZ)2, which
proves that np = 2 for all p | N . We fix a prime p | N . Then γ = (1/p, 0) + L ∈ D is an
isotropic element of order p. In particular Dp = p
p2 has non-trivial isotropic elements.
By Propositions 1.55 and 1.56 this is only possible if p is as claimed.
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2. Modular Forms for Congruence
Subgroups of SL2(Z)
In this chapter we introduce modular forms, both scalar-valued and vector-valued. These
will later be needed to construct and classify automorphic forms. The first two sections
deal with congruence subgroups and scalar-valued modular forms for these. There is
plenty of literature available (e.g. [CS99] or [Miy89] to just name two) and most of
the material in these two sections is well-known. The third section covers the Weil
representation and vector-valued modular forms for it. The main references are the
articles [Sch06], [Sch09] and [Sch15] by Scheithauer.
2.1. Congruence Subgroups
In the following SL2(Z) will be the group of integer matrices of determinant 1. It is
generated by the matrices
T =
(
1 1
0 1
)
and S =
(
0 −1
1 0
)
.
Definition 2.1. For a positive integer N we define the subgroups
Γ0(N) =
{
M ∈ SL2(Z) : M =
(∗ ∗
0 ∗
)
mod N
}
,
Γ1(N) =
{
M ∈ SL2(Z) : M =
(
1 ∗
0 1
)
mod N
}
,
Γ(N) =
{
M ∈ SL2(Z) : M =
(
1 0
0 1
)
mod N
}
of SL2(Z). Here ∗ means an arbitrary entry. The group Γ(N) is called the principal
congruence subgroup of level N .
Definition 2.2. A subgroup Γ ⊂ SL2(Z) containing Γ(N) for some positive integer N is
called a congruence subgroup.
Remark 2.3. Since Γ(N) ⊂ Γ1(N) ⊂ Γ0(N), all of these groups are congruence subgroups.
The group Γ(N) is the kernel of the map from SL2(Z) to SL2(Z/NZ) given by reducing
the entries modulo N . Therefore, every congruence subgroup has finite index in SL2(Z).
In the case of the groups Γ(N), Γ1(N) and Γ0(N) it is given by the following proposition:
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Proposition 2.4 ([DS05], Section 1.2). For a positive integer N the indices of the groups
Γ(N), Γ1(N) and Γ0(N) in SL2(Z) are given by
[SL2(Z) : Γ(N)] = N3
∏
p|N
(
1− 1
p2
)
,
[SL2(Z) : Γ1(N)] = N2
∏
p|N
(
1− 1
p2
)
,
[SL2(Z) : Γ0(N)] = N
∏
p|N
(
1 +
1
p
)
,
where the products are over all positive primes dividing N .
Definition 2.5. Every congruence subgroup Γ acts on Q ∪ {∞} via(
a b
c d
)
x
y
=
ax+ by
cx+ dy
,
where we interpret x0 as ∞ for every x 6= 0. The orbits under this action are called the
cusps of Γ. Their number is denoted by ε∞(Γ).
Remark 2.6. The action of SL2(Z) on Q∪{∞} is transitive. Since a congruence subgroup
Γ has finite index in SL2(Z), the number of cusps of Γ is finite.
For the congruence subgroups from Definition 2.1, the numbers ε∞ are as follows:
Proposition 2.7. Let N be a positive integer. Then
ε∞(Γ(N)) =
{
1
2N
2
∏
p|N
(
1− 1
p2
)
if N > 2,
3 if N = 2,
ε∞(Γ1(N)) =

2 if N = 2,
3 if N = 4,
1
2
∑
d|N φ(d)φ(N/d) if N = 3 or N > 4,
ε∞(Γ0(N)) =
∑
d|N
φ((d,N/d)).
Here the sums are over all positive divisors of N , the product is over the positive primes
dividing N and φ is the Euler totient function.
For Γ1(N) and Γ0(N) one can use the following two propositions to determine whether
two elements of Q ∪ {∞} represent the same cusp:
Proposition 2.8 ([DS05], Proposition 3.8.3). Let N be a positive integer and let s = a/c
and s′ = a′/c′ with (a, c) = (a′, c′) = 1 be in Q ∪ {∞}. Then there exists a matrix
M ∈ Γ1(N) with Ms = s′ if and only if there exists an integer j such that(
a′
c′
)
= ±
(
a+ jc
c
)
mod N.
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Proposition 2.9 ([DS05], Proposition 3.8.3). Let N be a positive integer and let s = a/c
and s′ = a′/c′ with (a, c) = (a′, c′) = 1 be in Q ∪ {∞}. Then there exists a matrix
M ∈ Γ0(N) with Ms = s′ if and only if there exist integers j and y with (y,N) = 1 such
that (
ya′
c′
)
=
(
a+ jc
yc
)
mod N.
Corollary 2.10. If N is squarefree, then a set of representatives for the cusps of Γ0(N)
is given by {1/c : c | N, c > 0}.
We finish this section by looking at the stabilizer groups of elements in Q ∪ {∞}:
Definition 2.11. Let Γ be a congruence subgroup and let s be in Q∪{∞}. We let Γs ⊂ Γ
be the stabilizer of s. The width of s with respect to Γ is defined as the index of the group
±Γs in SL2(Z)s. The width of a cusp of Γ is defined as the width of any representative
(which is independent of the representative because the respective stabilizer subgroups
are conjugate).
Proposition 2.12 (see [Sch15], Section 3). Let N be a positive integer and s = a/c with
(a, c) = 1 in Q ∪ {∞}. Then the width of s with respect to Γ0(N) is t = N/(c2, N) and
the stabilizer of s under the action of Γ0(N) on Q ∪ {∞} is given by
Γ0(N)a/c = {±Tna/c : n ∈ Z},
where
Ta/c = MT
tM−1 =
(
1− act a2t
−c2t 1 + act
)
for any matrix M ∈ SL2(Z) with M∞ = a/c.
Proposition 2.13 (see [Sch15], Section 3). Let N be a positive integer and s = a/c with
(a, c) = 1 in Q ∪ {∞}. Then the width of s with respect to Γ1(N) is given by t = 1 if
N = 4 and c = 2 mod 4 and t = N/(c,N) otherwise. The stabilizer of s under the action
of Γ1(N) on Q ∪ {∞} is given by
Γ1(N)a/c =
{
{(−Ta/c)n : n ∈ Z} if N = 4 and c = 2 mod 4,
{Tna/c : n ∈ Z} otherwise,
where Ta/c is as in Proposition 2.12.
2.2. Scalar-Valued Modular Forms
We let H = {z ∈ C : Im(z) > 0} be the upper half-plane and
GL2(Q)+ =
{
M ∈ Q2×2 : det(M) > 0} .
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Definition 2.14. The map(
M =
(
a b
c d
)
, τ
)
7→Mτ = aτ + b
cτ + d
(2.1)
defines a group action of GL+2 (Q) on H. For a function f : H → C, an integer k and a
matrix M =
(
a b
c d
) ∈ GL2(Q)+ we define the function f |kM : H→ C by
f |kM(τ) = det(M)k/2(cτ + d)−kf(Mτ).
Remark 2.15. If M1 and M2 are in Γ, then (f |kM1)|kM2 = f |k(M1M2).
Suppose f is a meromorphic function on H with
f |kM(τ) = χ(M)f(τ) (2.2)
for all τ ∈ H and all M ∈ Γ, where Γ is a congruence subgroup and χ : Γ → C∗ is a
character such that ker(χ) has finite index in Γ. Let s ∈ Q∪{∞} and Ms ∈ SL2(Z) with
Ms∞ = s. Then there is a positive integer n such that MsTnM−1s ∈ ker(χ) because Γ
has finite index in SL2(Z) and ker(χ) has finite index in Γ. But then (2.2) implies that
f |kMs(τ) = f |kMs(τ + n)
for all τ ∈ H, i.e. the function g = f |kMs is n-periodic. It therefore has a Fourier
expansion of the form
g(τ) = f |kMs(τ) =
∑
m∈ 1
n
Z
amq
m (qm = e2piimτ ).
Remark 2.16. For an n-periodic function g and a rational number m we will often write
[g](m) for the Fourier coefficient am of g. If m is not in
1
nZ this is defined to be 0.
Definition 2.17. We say that f is meromorphic at s if there exists a rational number m0
such that [f |kMs](m) = 0 for all m < m0. We call f holomorphic at s if we can choose
m0 ≥ 0 and we say that f vanishes at s if we can choose m0 > 0.
Definition 2.18. If f is meromorphic at s, we define the order of f at s to be the largest
rational number m0 such that f |kMs(m) = 0 for all m < m0.
Remark 2.19. It is not difficult to see that these definitions are independent of the choice
of Ms.
We can now define modular forms:
Definition 2.20. Let Γ be a congruence subgroup, χ : Γ → C∗ a character such that
ker(χ) has finite index in Γ and k ∈ Z. A holomorphic function f : H→ C such that
1. f |kM = χ(M)f for all M ∈ Γ and
2. f is meromorphic at all s ∈ Q ∪ {∞}
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is called a weakly holomorphic modular form of weight k and character χ for Γ. If f is
holomorphic at all s ∈ Q ∪ {∞}, we say that f is a holomorphic modular form and if
f vanishes at all s ∈ Q ∪ {∞}, we say that f is a cusp form. The spaces of weakly
holomorphic and holomorphic modular forms of weight k and character χ for Γ are
denoted by M !k(Γ, χ) and Mk(Γ, χ). The space of cusp forms is denoted by Sk(Γ, χ).
If χ is trivial, then we just write M !k(Γ), Mk(Γ) and Sk(Γ).
Remark 2.21. Whether a function satisfying the first condition in Definition 2.20 is mero-
morphic (resp. holomorphic or vanishing) at s ∈ Q ∪ {∞} only depends on the orbit of
s under the action of Γ, i.e. on the cusp represented by s. We can therefore define the
notion of meromorphy, holomorphy and vanishing of f at a cusp and the second condi-
tion in Definition 2.20 is equivalent to f being meromorphic (resp. being holomorphic or
vanishing) at all cusps.
Remark 2.22. The spacesMk(Γ, χ) and Sk(Γ, χ) are finite-dimensional and they are trivial
if k < 0.
In this thesis we will only need the congruence subgroups Γ0(N) and Γ1(N) for N ≥ 1.
A character χ of the multiplicative group (Z/NZ)∗ for some N ≥ 1 induces a character
of Γ0(N) via (
a b
c d
)
7→ χ(d).
Similarly, a character ψ of the additive group Z/NZ induces a character of Γ1(N) via(
a b
c d
)
7→ ψ(b).
We also denote these induced characters by χ and ψ and note that their kernels have
finite index in Γ0(N) and Γ1(N).
Remark 2.23. Let Γ be a congruence subgroup and let f be a non-zero element of M !k(Γ, χ)
for some integer k and some character χ. For s ∈ Q∪ {∞} and τ ∈ H, the orders of f at
s and τ equal the orders of f at Ms and Mτ for all M ∈ Γ.
Therefore, the equation in the following proposition is well-defined:
Proposition 2.24. Let Γ be a congruence subgroup, k ∈ Z and χ a character of Γ such
that ker(χ) has finite index in Γ. Let f ∈M !k(Γ, χ) be non-zero. Then∑
s∈Γ\(Q∪{∞})
[SL2(Z)s : ±Γs] ords(f) +
∑
τ∈Γ\H
2
| ± Γτ | ordτ (f) =
k
12
[SL2(Z) : ±Γ]. (2.3)
Proof. If f is a holomorphic modular form and χ is trivial, then this is Theorem 4.1 in
Appendix I of [HBJ94]. To get rid of the character χ we replace f by a sufficiently high
power of f and to obtain a holomorphic modular form we multiply f with a sufficiently
high power of η(τ)24, which is a cusp form of weight 12 with trivial character for SL2(Z).
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2.2.1. Newforms for Γ0(N)
Throughout this subsection N and k are integers with N ≥ 1.
Let M be a positive divisor of N . Since residue classes modulo N give rise to residue
classes modulo M , a character χ of (Z/MZ)∗ induces a character of (Z/NZ)∗, which we
also denote by χ. Moreover, Γ0(N) ⊂ Γ0(M) and hence Sk(Γ0(M), χ) is a subspace of
Sk(Γ0(N), χ). We can also define another inclusion of Sk(Γ0(M), χ) into Sk(Γ0(N), χ),
namely the following:
Proposition 2.25 ([Miy89], Lemma 4.6.1). Let f ∈ Sk(Γ0(M), χ) and let l = N/M and
δl =
(
l 0
0 1
)
. Then the function
f |kδl(τ) = lk/2f(lτ),
is in Sk(Γ0(N), χ).
Definition 2.26. Let χ : (Z/NZ)∗ → C be a character of conductor m. The space
Soldk (Γ0(N), χ) of oldforms of weight k and character χ for Γ0(N) is the subspace of
Sk(Γ0(N), χ) spanned by the functions⋃
M |N
m|M
M<N
⋃
l|N/M
{f |kδl : f ∈ Sk(Γ0(M), χ)}.
Definition 2.27. Let Γ be a congruence subgroup and let χ be a character such that
ker(χ) has finite index in Γ. The Petersson inner product (·, ·) : Sk(Γ, χ)× Sk(Γ, χ)→ C
is given by
(f, g) =
1
[SL2(Z) : ±Γ]
∫
X(Γ)
f(τ)g(τ) Im(τ)kdµ(τ),
where
∫
X(Γ) is defined as in Section 5.4 in [DS05] and
dµ(τ) =
dxdy
y2
, τ = x+ iy ∈ H.
Definition 2.28. Let χ : (Z/NZ)∗ → C be a character. The space Snewk (Γ0(N), χ)
of newforms of weight k and character χ for Γ0(N) is the orthogonal complement of
Soldk (Γ0(N), χ) in Sk(Γ0(N), χ) with respect to the Petersson inner product.
Definition 2.29. Let χ be a character of (Z/NZ)∗, n ∈ Z and
f(τ) =
∞∑
m=1
amq
m ∈ Sk(Γ0(N), χ).
We define a function Tnf on H by
(Tnf)(τ) =
∞∑
m=1
bmq
m
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with
bm =
∑
d|(m,n)
χ(d)dk−1amn/d2 .
One can show that Tnf is in Sk(Γ0(N), χ) (see e.g. [DS05], Chapter 5) and we therefore
obtain endomorphisms Tn of Sk(Γ0(N), χ). These are called Hecke operators.
Definition 2.30. Let N be a positive integer and let χ be a character of (Z/NZ)∗. An
element
f =
∞∑
m=1
amq
m ∈ Snewk (Γ0(N), χ)
is called a primitive form if it is a simultaneous eigenform for all Hecke operators Tn and
if a1 = 1.
Proposition 2.31 (see [DS05], Theorem 5.8.2). The set of primitive forms is an orthog-
onal basis of Snewk (Γ0(N), χ).
We also recall the definition of Aktin-Lehner involutions:
Definition 2.32. Let χ be a character of (Z/NZ)∗. For a positive divisor M | N with
(M,N/M) = 1 we choose integers n1, . . . , n4 such that
WNM =
(
Mn1 n2
Nn3 Mn4
)
has determinant M . Then f 7→ f |kWNM defines a linear map from Sk(Γ0(N), χ) to
Sk(Γ0(N),
M χ) for a character Mχ of (Z/NZ)∗. These are called Atkin-Lehner involutions
and map the subspace Snewk (Γ0(N), χ) to S
new
k (Γ0(N),
M χ). Different choices of n1, . . . , n4
are related by an element of Γ0(N) and the corresponding maps f → f |kWNM thus only
differ by a non-zero constant factor.
Remark 2.33. A proof for the assertions in the definition as well as the definition of the
character Mχ can be found in [Asa76], Sections 1.1. and 1.2. If χ is a real character (i.e.
χ(n) is −1 or 1 for all n ∈ (Z/NZ)∗) then Mχ = χ.
Remark 2.34. As the name Atkin-Lehner involution indicates, we have
(f |kWNM )|kWNM = f
for all f ∈ Sk(Γ0(N), χ).
For the rest of this subsection we assume that N is squarefree. Then every positive
divisor m of N satisfies (m,N/m) = 1 and we can uniquely write a character χ of (Z/NZ)∗
as
χ = χm · χm′ (m′ = N/m)
for characters χm of (Z/mZ)∗ and χm′ of (Z/m′Z)∗ (this follows from the Chinese re-
mainder theorem, which implies that (Z/NZ)∗ ∼= (Z/mZ)∗ × (Z/m′Z)∗).
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Proposition 2.35 ([Asa76], Theorems 1 and 2). Let χ be a character of (Z/NZ)∗, M
be a positive divisor of N and let
f(τ) =
∞∑
n=1
anq
n
be a primitive form in Snewk (Γ0(N), χ). Then the Fourier expansion of f |kWNM is given
by
f |kWNM = λ
∞∑
n=1
a(M)n q
n
where a
(M)
n is defined by 
a
(M)
n = χM (n)an if (n,M) = 1,
a
(M)
n = χM ′(n)an if (n,M
′) = 1,
a
(M)
nm = a
(M)
n a
(M)
m if (n,m) = 1,
and λ is given by
λ = χ(Mn4 −M ′n3)
∏
p|M
χp(M/p)λp (M
′ = N/M)
with
λp =
{
G(χp)p
−k/2ap if χp is primitive,
−p1−k/2ap if χp is principal.
Here the product runs over all positive primes dividing M and G(χp) is the Gauss sum
G(χp) =
p−1∑
h=1
χp(h)e(h/p).
Remark 2.36. One can choose WNM to be of the form
ωNM =
(
Mn1 n2
−N M
)
.
In this case
λ = χM (M
′)χM ′(M)
∏
p|M
χp(M/p)λp.
2.2.2. Fourier Expansions of Cusp Forms for Γ0(N)
We continue to let k be an integer.
Suppose we are given a cusp form
f(τ) =
∞∑
n=1
anq
n ∈ Sk(Γ0(M), χ)
40
2.2. Scalar-Valued Modular Forms
for a squarefree integer M and a character χ of (Z/MZ)∗. Recall that then g = f |kδl is
also an element of Sk(Γ0(lM), χ) for all positive integers l. If l is squarefree and coprime to
M , then lM is also squarefree and the Fourier expansions of the Atkin-Lehner involutions
of f are closely related to the Fourier expansions of g|kMc where Mc is a matrix with
Mc = 1/c for a squarefree integer c.
Proposition 2.37. Let M be a positive squarefree integer and χ : (Z/MZ)∗ → C a
character. Let f be a cusp form in Sk(Γ0(M), χ), l and c positive squarefree integers with
(l,M) = 1 and g = f |kδl. Define mc = (c,M), m′c = M/mc, lc = (l, c) and l′c = l/lc and
let
Mc =
(
1 b
c d
)
∈ SL2(Z)
with d = 0 mod m′cl′c. Then
g|kMc(τ) = χ−1mc(m′cl′c)χm′c(−c/(lcmc))(lc/(m′cl′c))k/2f |kωMm′c(lcτ/(l′cm′c)).
Proof. Recall that ωMm′c =
(
m′cn1 n2
−M m′c
)
with n1, n2 ∈ Z and det(ωMm′c) = m′c. Define
A =
(
l′cm′c + bmclc n1blc − n2l′c
cm′c/lc + dmc/l′c n1d/l′c − n2c/lc
)
.
Then A ∈ Γ0(M) and
δlMc =
1
m′c
AωMm′c
(
lc 0
0 m′cl′c
)
.
This implies that
g|kMc(τ) = χ(n1d/l′c − n2c/lc)(lc/(m′cl′c))k/2f |kωMm′c(lcτ/(l′cm′c)),
so it only remains to compute χ(n1d/l
′
c − n2c/lc). This can be decomposed as
χ(n1d/l
′
c − n2c/lc) = χmc(n1d/l′c − n2c/lc)χm′c(n1d/l′c − n2c/lc).
Since l is coprime to M , both lc and l
′
c are invertible modulo mc and m
′
c. Therefore
χmc(n1d/l
′
c − n2c/lc) = χmc(n1d)χ−1mc(l′c)
and
χm′c(n1d/l
′
c − n2c/lc) = χm′c(−n2c)χ−1m′c(lc).
To finish the proof we observe that d = 1 mod c, n1 = m
′
c
−1 mod mc and that n2 = m−1c
mod m′c.
Later, for a given squarefree positive integer N and a character χ : (Z/NZ)∗ → C, we
need to know the Fourier expansions fj |kMc for all positive c | N for a basis (f1, . . . , fr)
of Sk(Γ0(N), χ). These can now be computed as follows: Let m be the conductor of χ.
The set
B =
⋃
M |N
m|M
⋃
l|N/M
{f |kδl : f is a primitive form in Snewk (Γ0(M), χ)}
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is a basis of Sk(Γ0(N), χ) because of Proposition 2.31. But for every f ∈ B, the Fourier
expansion of f |kMc can then be computed with Propositions 2.37 and 2.35 once we know
the Fourier expansion of f . The Fourier expansions of a basis of f can be obtained by
computing the eigenvalues of the Hecke operators which is usually done using so-called
modular symbols. We will not go into further details because for those cases that are
relevant to us this is implemented in many computer algebra systems (e.g. in SageMath
[Sag15], which we have used, one can simply use the Newforms command to obtain the
first Fourier coefficients of all primitive forms in a specified space of cusp forms).
2.2.3. Eta Quotients
The Dedekind eta function η : H→ C is defined by
η(τ) = q1/24
∏
n≥1
(1− qn).
It is holomorphic on H with no zeros and satisfies
η(τ + 1) = η(τ), η
(
−1
τ
)
=
√−iτη(τ),
where
√· is such that −pi/2 < arg√· ≤ pi/2. More generally, due to Rademacher (see
the last Theorem of Chapter 9 in [Rad73]), for a matrix M =
(
a b
c d
) ∈ SL2(Z) with c > 0
it satisfies
η(Mτ) = ε(M)
√
cτ + dη(τ)
with
ε(M) =
{(
d
c
)
e((−3c+ bd(1− c2) + c(a+ d))/24) if c is odd,(
c
d
)
e((3d− 3 + ac(1− d2) + d(b− c))/24) if c is even.
To build eta quotients we also need to consider the functions ηk(τ) = η(kτ) for positive
integers k. They satisfy the following transformation formula:
Proposition 2.38 ([Sch09], Proposition 6.2). Let M =
(
a b
c d
) ∈ SL2(Z) with c > 0. Let
r, s, t ∈ Z with r, t > 0 and
rt = k, r | c, k | (dr − cs).
Then
ηk(Mτ) = ε
((
at br − as
c/r (dr − cs)/k
))
1√
t
√
cτ + dη
(
rτ + s
t
)
.
Definition 2.39. Let k1, . . . , kn be distinct positive integers and r1, . . . , rn be arbitrary
integers. We define the eta quotient ηkr11 ···krnn by
ηkr11 ···krnn (τ) =
n∏
j=1
η
rj
kj
(τ).
The cycle shape of ηkr11 ···krnn is the symbol k
r1
1 · · · krnn .
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Since η has neither poles nor zeros on H, this defines a holomorphic function on H. For
suitable choices of the integers kj and rj this is a weakly holomorphic modular form:
Proposition 2.40 ([Bor00], Theorem 6.2). Suppose we are given positive integers N and
m with 4 - N and integers rn for n | N with m/
∏
n|N n
rn a rational square. Suppose that∑
n|N rnn ∈ 24Z and N
∑
n|N rn/n ∈ 24Z. Then the eta quotient∏
n|N
η(nτ)rn
is a weakly holomorphic modular form of weight k =
∑
n|N rn/2 for Γ0(N) with character
χm given by
χm
((
a b
c d
))
=
(
d
m
)
.
Remark 2.41. It can happen that k /∈ Z. In this case the eta quotient is a weakly
holomorphic modular form of half-integral weight. They will not appear in this thesis as
they cannot have squarefree level.
Similarly, we can also build weakly holomorphic modular forms for Γ1(N):
Proposition 2.42 ([DHS15], Proposition 5.1). Let N be a positive integer. Take integers
rn for n | N such that N24
∑
n|N rnn and
N
24
∑
n|N rn/n are integers and
∑
n|N rn is even.
Then the eta quotient ∏
n|N
η(nτ)rn
is a weakly holomorphic modular form for Γ1(N) of weight k =
∑
n|N rn/2 and character
χ
((
a b
c d
))
= e
 b
24
∑
n|N
rnn
 .
We finish this section by showing how one can check whether an eta quotient is a cusp
form:
Proposition 2.43. Suppose N is squarefree. Then the eta quotient from the last propo-
sition is a cusp form if and only if∑
n|N
(n, c)
(n, c′)
rn > 0 (c
′ = N/c)
for all c | N .
Proof. Let a/c ∈ Q ∪ {∞} and c′ = N/(N, c). We can suppose that c > 0, because every
cusp of Γ1(N) is equivalent to one with c > 0. We choose b and d such that the matrix
Ma/c =
(
a b
c d
)
is in SL2(Z) and c′ | d. We want to apply Proposition 2.38 to compute
ηn(Ma/cτ) and note that we can choose r = (c, n), t = (c
′, n) and s = 0. Therefore,
ηn(Ma/cτ) = λ
√
cτ + dη
(
(n, c)
(n, c′)
τ
)
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for some nonzero complex number λ. It follows that the smallest power of q occuring in
the Fourier expansion of ∏
n|N
η(nτ)rn |kMa/c
is
1
24
∑
n|N
(n, c)
(n, c′)
rn,
so that the eta quotient vanishes at a/c if and only if this sum is positive. Since (n, c)
and (n, c′) only depend on (c,N) rather than c it suffices to consider those c that divide
N .
2.3. Modular Forms for the Weil Representation
In this section D is always a discriminant form of even signature with finite quadratic
form Q and bilinear form (·, ·).
2.3.1. The Weil Representation
Let C[D] be the group algebra of D, i.e. the C-vector space of formal linear combinations∑
γ∈D
aγeγ
with aγ ∈ C, basis {eγ : γ ∈ D} and multiplication defined by eβeγ = eβ+γ . We also
define a scalar product (which is linear in the first and antilinear in the second argument)
on C[D] by (eβ, eγ) = δβγ .
Definition 2.44. Let T = ( 1 10 1 ) and S =
(
0 −1
1 0
)
be the usual generators of SL2(Z). We
define
ρD(T )eγ = e(−Q(γ))eγ ,
ρD(S)eγ =
e(sign(D)/8)√|D| ∑
β∈D
e((β, γ))eβ.
This defines a unitary representation ρD : SL2(Z)→ GL(C[D]) of SL2(Z), called the Weil
representation of D.
Remark 2.45. To check that ρD is well-defined one needs to calculate that
ρD(S)
2 = (ρD(S)ρD(T ))
3 = ρD(−I2),
where I2 is the 2× 2 identity matrix; this is an easy exercise. Checking that the defined
representation is unitary is another short calculation we omit.
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Remark 2.46. If D has odd signature, one can still define ρD as above. However, this only
defines a projective representation. To be more precise, it gives a well-defined map into
GL(C[D])/±1, which is why one has to work with the metaplectic group Mp2(Z) instead
of SL2(Z) if one wants ρD to be a representation. The action can still be computed but
the formulas become much more tedious. We omit the details because the discriminant
forms we work with in this thesis have squarefree level and therefore even signature. The
reader who is interested in the formulas for the general case should consult [Str13].
Remark 2.47. We also need the dual representation ρ∗D of ρD. Since ρD is unitary, ρ
∗
D
is given by the complex conjugate of ρD, i.e ρ
∗
D = ρD. The formulas for ρD therefore
immediately give similar formulas for ρ∗D. We call ρ
∗
D the dual Weil representation.
An automorphism σ of D can be extended linearly to an automorphism of C[D].
Proposition 2.48. The Weil representation commutes with Aut(D), i.e.
ρD(M)eσ(γ) = σ(ρD(M)eγ)
for all M ∈ SL2(Z) and σ ∈ Aut(D).
Proof. It suffices to prove this for the generators T and S of SL2(Z). For T this is obvious
and for S we note that
ρD(S)eσ(γ) =
e(sign(D)/8)√|D| ∑
β∈D
e((β, σ(γ)))eβ
=
e(sign(D)/8)√|D| ∑
β∈D
e((σ−1(β), γ))eβ
=
e(sign(D)/8)√|D| ∑
β∈D
e((β, γ))eσ(β).
In the rest of this subsection we state several formulas for the action of various matrices
in SL2(Z) in the Weil representation.
Proposition 2.49 ([Sch09], Proposition 4.3). Let N be a positive integer such that the
level of D divides N . Then Γ(N) acts trivially in the Weil representation.
Definition 2.50. Let D have level N . We define the character χD : (Z/NZ)∗ → C by
χD(a) =
(
a
|D|
)
e((a− 1) sign(D2)/8).
Remark 2.51. If N is squarefree, then χD(a) =
(
a
|D|
)
.
Proposition 2.52 ([Sch09], Proposition 4.5). Let N be a positive integer such that the
level of D divides N . Let M =
(
a b
c d
) ∈ Γ0(N). Then
ρD(M)eγ = χD(M)e(−bdQ(γ))edγ .
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The formula for the action of a general elements M ∈ SL2(Z) has been derived by
Scheithauer (see [Sch09], Theorem 4.7). Since it is quite lengthy, we only state it for
discriminant forms of squarefree level:
Theorem 2.53 ([Sch06], Theorem 6.3). Let D be a discriminant form of squarefree level
and let M =
(
a b
c d
) ∈ SL2(Z). Then M acts in the Weil representation as
ρD(M)eγ = ξ(M)
√|Dc|√|D| ∑
β∈Dc
e(−aQc(β))e(−b(β, γ))e(−bdQ(γ))edγ+β,
where
ξ(M) = e(sign(D)/8)
(
d
|Dc|
)(
c
|Dc|
)∏
p|c
e(− sign(Dp)/8)
with the product over all positive primes dividing c and Qc(β) is defined as c ·Q(µ), where
µ is an element in D with β = cµ.
2.3.2. Modular Forms for the Weil Representation
Assume that F =
∑
γ∈D Fγ : H → C[D] is a holomorphic function (i.e. every Fγ is
holomorphic) with
F (Tτ) = ρD(T )F (τ)
for T = ( 1 10 1 ) ∈ SL2(Z). Then
Fγ(τ + 1) = e(−Q(γ))Fγ(τ),
which implies that the function e(Q(γ)τ)Fγ(τ) is 1-periodic. Thus, Fγ has a Fourier
expansion of the form
Fγ(τ) =
∑
n∈Z−Q(γ)
aγ(n)q
n.
If F =
∑
γ∈D Fγ : H→ C[D] is a holomorphic function with
F (Tτ) = ρ∗D(T )F (τ),
then a similar argument shows that each Fγ has a Fourier expansion of the form
Fγ(τ) =
∑
n∈Z+Q(γ)
aγ(n)q
n.
Definition 2.54. Let F =
∑
γ∈D Fγeγ : H → C[D] be a holomorphic function and k an
integer. We say that F is a weakly holomorphic modular form of weight k for ρD (resp.
ρ∗D) if
1. F (Mτ) = (cτ + d)kρ(M)F for ρ = ρD (resp. ρ = ρ
∗
D) for all M ∈ SL2(Z).
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2. F is meromorphic at ∞, meaning that every Fγ has a Fourier expansion
Fγ(τ) =
∑
n∈Z−Q(γ)
aγ(n)q
n
resp. Fγ(τ) = ∑
n∈Z+Q(γ)
aγ(n)q
n

with aγ(n) = 0 for all but finitely many negative n.
We say that F is a holomorphic modular form of weight k for ρD (resp. ρ
∗
D) if aγ(n) = 0
for all γ ∈ D and n < 0 and a cusp form of weight k for ρD (resp. ρ∗D) if aγ(n) = 0 for
all γ ∈ D and n ≤ 0.
Remark 2.55. We denote the sets of weakly holomorphic modular forms, holomorphic
modular forms and cusp forms of weight k for ρD by M
!
k(ρD),Mk(ρD) and Sk(ρD) (and
similarly for ρ∗D). Note that all of these sets are C-vector spaces.
Remark 2.56. The matrix S2 = −I2 acts in the Weil representation by sending eγ to
e(sign(D)/4)e−γ . Therefore, if F =
∑
γ∈D Fγeγ is in M
!
k(ρD), then
Fγ = (−1)ke(sign(D)/4)F−γ .
Proposition 2.57. Let F =
∑
γ∈D Fγeγ be in M
!
k(ρD), Mk(ρD) or Sk(ρD). Then so is
σ(F ) =
∑
γ∈D Fγeσ(γ).
Proof. This follows immediately from Proposition 2.48.
Definition 2.58. A weakly holomorphic modular form F for ρD is called symmetric if
σ(F ) = F for all σ ∈ Aut(D).
The components of a modular form for ρD are scalar-valued modular forms by the
following proposition:
Proposition 2.59. Let N be the level of D and k ∈ Z. Let F = ∑γ∈D Fγeγ be in
M !k(ρD). Then Fγ ∈ M !k(Γ1(N), χγ), where χγ is the character of Z/NZ defined by
χγ(b) = e(−bQ(γ)). Moreover, if F is a holomorphic modular form (resp. a cusp form),
then so is Fγ.
Proof. Since F is holomorphic on H, so is every Fγ . The transformation formula for Fγ
follows from the one for F and Proposition 2.52. The last assertion of the proposition
is true because Fγ |kM is a linear combination of the components Fβ (β ∈ D) for all
M ∈ SL2(Z).
Similarly one can see that the component F0 is a modular form for the larger group
Γ0(N):
Proposition 2.60. Let k be an integer and let F =
∑
γ∈D Fγeγ be in M
!
k(ρD),Mk(ρD)
or Sk(ρD). Then F0 ∈M !k(Γ0(N), χD),Mk(Γ0(N), χD) or Sk(Γ0(N), χD) where N is the
level of D.
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Corollary 2.61. The spaces Mk(ρD) have finite dimension for all k. If k < 0, then
Mk(ρD) = {0}.
Definition 2.62. Let k be an integer. For an element F ∈M !k(ρD) with
F (τ) =
∑
γ∈D
∑
n∈Z−Q(γ)
aγ(n)q
neγ
we define the principal part of F to be the Fourier polynomial
F (τ) =
∑
γ∈D
∑
n∈Z−Q(γ)
n<0
aγ(n)q
neγ .
Remark 2.63. Because of Corollary 2.61 an element F ∈M !k(ρD) is uniquely determined
by its principal part if k is a negative integer.
Because of Proposition 2.59 we can compute Fγ |kM for matrices M ∈ Γ1(N). The
following proposition gives a formula for Fγ |kM for arbitrary M ∈ SL2(Z) if the level of
D is squarefree:
Proposition 2.64 ([Sch06], Theorem 6.3). Let k be an integer, assume that D has
squarefree level and let F =
∑
γ∈D Fγeγ be in M
!
k(ρD). Then
Fγ |kM(τ) = ξ(M)
√|Dc|√|D| ∑
β∈Dc
e(−dQc(β))e(−b(β, γ))e(−abQ(γ))Faγ+β
for all M =
(
a b
c d
) ∈ SL2(Z). Here ξ is the root of unity from Theorem 2.53.
Proof. We have Fγ(τ) = (F (τ), eγ) and hence
Fγ |kM(τ) = (cτ + d)−k(F (Mτ), eγ)
= (ρD(M)F (τ), eγ)
=
∑
α∈D
Fα(τ)(ρD(M)eα, eγ)
=
∑
α∈D
Fα(τ)(eα, ρD(M
−1)eγ)
=
∑
α∈D
β∈Dc
Fα(τ)
(
eα, ξ(M
−1)
√|Dc|√|D| e(dQc(β))e(b(β, γ))e(abQ(γ))eaγ+β
)
= ξ(M−1)
√|Dc|√|D| ∑
β∈Dc
e(−dQc(β))e(−b(β, γ))e(−abQ(γ))Faγ+β,
where we have used that ρD is unitary and Theorem 2.53. It therefore remains to show
that ξ(M−1) = ξ(M). The root of unity ξ(M−1) is given by
e(− sign(D)/8)
(
d
|Dc|
)( −c
|Dc|
)∏
p|c
e(sign(Dp)/8)
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and hence the quotient of χ(M−1) and χ(M) is given by
e(− sign(D)/4)
( −1
|Dc|
)∏
p|c
e(sign(Dp)/4). (2.4)
Since N is squarefree, the set Dc is equal to Dc′ where c
′ = N/c and we can therefore
write (2.4) as
e(− sign(Dc′)/4)
( −1
|Dc′ |
)
which is equal to 1 (see [Sch06], Section 6).
2.3.3. Maps between Spaces of Modular Forms
We have seen that the components of a modular form F for ρD are scalar-valued modular
forms. Conversely, one can use scalar-valued modular forms to obtain modular forms for
ρD as follows:
Proposition 2.65 ([Sch15], Theorem 3.1). Let k be an integer, N the level of D, H an
isotropic subset of D which is invariant under (Z/NZ)∗ as a set and f ∈M !k(Γ0(N), χD).
Then
FD,Γ0(N),f,H =
∑
M∈Γ0(N)\SL2(Z)
∑
γ∈H
f |kMρD(M−1)eγ (2.5)
is an element of M !k(ρD) which is invariant under the automorphisms of D that stabilize
H as a set. Moreover, if f is a holomorphic modular form (resp. a cusp form), then so
is FD,Γ0(N),f,H .
We will only use this result for H = {0}, in which case the functions FD,Γ0(N),f,H are
examples of symmetric functions. If the level of D is squarefree, then these are the only
ones:
Proposition 2.66 ([Sch15], Corollary 5.5). Suppose the level N of D is squarefree and let
F be a symmetric weakly holomorphic modular form of weight k ∈ Z for ρD. Then there
exists a weakly holomorphic modular form f ∈ M !k(Γ0(N), χD) with F = FD,Γ0(N),f,0.
If F is in Mk(ρD) (resp. Sk(ρD)), then we can choose f ∈ Mk(Γ0(N), χD) (resp.
Sk(Γ0(N), χD)).
We summarize Section 6 of [Sch06] to show how FD,Γ0(N),f,0 can be computed if N is
squarefree. By Corollary 2.10, a set of representatives for the cusps of Γ0(N) is given by
the elements 1/c for c a positive divisor of N . Given such a c, we choose a matrix
Mc =
(
1 b
c d
)
∈ SL2(Z)
with d = 0 mod c′, where c′ = N/c and we let
fc = f |kMc.
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The width of the cusp corresponding to 1/c is c′ and χD(T1/c) = 1 (see Proposition 2.12).
Consequently, the function fc is c
′-periodic and has a Fourier expansion in integral powers
of q1/c
′
. Then
FD,Γ0(N),f,0(τ) =
∑
c|N
∑
µ∈Dc′
ξ(M−1c )
√|Dc|√|D| c′fc(τ)−Q(µ)eµ (2.6)
where fc(τ)−Q(µ) is defined as follows: The function fc has a Fourier expansion
fc(τ) =
∑
n∈ 1
c′ Z
a(n)qn.
We then let
fc(τ)−Q(µ) =
∑
n∈Z−Q(µ)
a(n)qn,
i.e. we drop all Fourier coefficients with not in the set Z−Q(µ).
There is a similar map from modular forms for Γ1(N):
Proposition 2.67 ([Sch15], Theorem 3.1). Let k be an integer, N the level of D and
f ∈M !k(Γ1(N), χγ). Then
FD,Γ1(N),f,γ =
∑
M∈Γ1(N)\SL2(Z)
f |kMρD(M−1)eγ
is an element of M !k(ρD) which is invariant under the automorphisms of D that fix γ.
Moreover, if f is a holomorphic modular form (resp. a cusp form), then so is FD,Γ1(N),f,γ.
If N is squarefree, then the image of a scalar-valued modular form f under this map
can be computed as follows (see [Sch15], Theorem 3.7, which also gives a formula if N
is not squarefree): Let P be a set of representatives for the cusps of Γ1(N). For every
a/c ∈ P with (a, c) = 1 we choose a matrix
Ma/c =
(
a b
c d
)
with d = 0 mod c′ (c′ = N/(N, c)). Then F =
∑
a/c∈P Fa/c with
Fa/c(τ) = ξ(M
−1
a/c)
√|Dc|√|D| ∑
µ∈aγ+Dc
e(b(µ, γ))e(−abQ(γ))
c′(f |kMa/c(τ))−Q(µ)
(
eµ + (−1)ke(sign(D)/4)e−µ
)
.
(2.7)
We also define a map between two spaces of vector-valued modular forms:
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Proposition 2.68 ([Sch15], Theorem 4.1). Let k be an integer and H ⊂ D an isotropic
subgroup. Then DH = H
⊥/H is a discriminant form. Let F =
∑
γ+H∈DH Fγ+Heγ+H be
in M !k(ρDH ), Mk(ρDH ) or Sk(ρDH ). Then
Fˆ =
∑
γ∈H⊥
Fγ+Heγ
is in M !k(ρD), Mk(ρD) or Sk(ρD).
Definition 2.69. Let k be an integer and F ∈M !k(ρD). If there is an isotropic subgroup
H ⊂ D such that F = Gˆ for an element G ∈M !k(ρDH ), we say that F is the lift of G on
H.
2.3.4. Eisenstein Series
In this subsection we summarize the results of [Sch06], Section 7.
Let N be the level of D, γ ∈ D an element of norm Q(γ) = 0 + Z and k ≥ 3. Then
Ek,γ(τ) =
1
4
∑
M∈SL2(Z)∞\ SL2(Z)
1|kMρ∗D(M−1)eγ
is a holomorphic modular form of weight k for ρ∗D. In the following we only consider the
case γ = 0. By Proposition 2.52 a matrix M ∈ Γ0(N) acts by multiplication with χD(M)
on e0. Therefore (and because SL2(Z)∞ = {±Tn : n ∈ Z} = Γ0(N)∞), the Eisenstein
series Ek,0 is equal to
Ek,0(τ) =
1
4
∑
M∈Γ0(N)∞\Γ0(N)
∑
N∈Γ0(N)\ SL2(Z)
1|k(MN)ρ∗D((MN)−1)e0
=
1
2
∑
N∈Γ0(N)\SL2(Z)
Ek,χ−1D
|kN(τ)ρ∗D(N−1)e0
(2.8)
with
Ek,χ−1D
=
1
2
∑
M∈Γ0(N)∞\Γ0(N)
χD(M)1|kM.
The function Ek,χ−1D
is an Eisenstein series inMk(Γ0(N), χ
−1
D ) and formulas for the Fourier
coefficients of Ek,χ−1D
|kN are known (see e.g. [DS05], Chapter 4 or (for squarefree N)
[Sch06], Section 5). Comparing (2.8) with (2.5) we see that
Ek,0 =
1
2
F ∗D,Γ0(N),Ek,χ−1
D
,0,
where F ∗D,Γ0(N),f,0 is the analogue of FD,Γ0(N),f,0 from Proposition 2.65 for ρ
∗
D. The
Fourier expansions of the components of Ek,0 can therefore be computed from those of
Ek,χ−1D
with (2.6). This was done in the case of squarefree N by Scheithauer in [Sch06],
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Section 7. To summarize the result we introduce some further notation: For a Dirich-
let character χ we let ψ be the associated primitive character and L(s, χ) the L-series
associated to χ, i.e.
L(s, χ) =
∞∑
n=1
χ(n)
ns
.
We denote by Bk,χ the generalized Bernoulli numbers associated to the Dirichlet character
χ of modulus m, defined by
m∑
a=1
χ(a)teat
emt − 1 =
∞∑
k=0
Bk,ψ
tk
k!
.
Finally, if c | N , we write χc and χc′ for the unique characters of modulus c and c′ such
that χcχc′ (and similarly for ψ).
Proposition 2.70 ([Sch06], Theorem 7.1). Suppose χD(−1) = (−1)k. Let γ ∈ D and
n > 0 with Q(γ) = n + Z. Let E = Ek,0, χ = χD and m be the conductor of χ. For a
positive integer c we let mc = (m, c) and c
′ = N/(N, c). Then
[Eγ ](n) = A
∑
c|N
c′γ=0
ψc(N/mc)ψc′(−c)ψc(2)
ψ(2)
εc
εN
√
mc|Dc|√
m|D| c
′ak,χ,c(c′n)
with
A = −L(k, ψ)
L(k, χ)
mk
Nk
2k
Bk,ψ
,
ak,χ,c(n) =
∑
d|n
χ′c(n/d)ψc(d)d
k−1 ∏
p|c/mc
p|n
(p− 1)
∏
p|c/mc
p-n
(−1)
and
εc =
∏
p|c/mc
p
(−1
p
)np/2 ∏
p|mc
p
(
mc/p
p
)(−1
p
)(np+1)/2
.
Proposition 2.71 ([Sch06], Theorem 7.2). Let E = Ek,0. Then the constant term of E0
is
[E0](0) = 1.
For all γ ∈ D with Q(γ) = 0 + Z, the constant term of Eγ is zero if γ 6= 0.
2.3.5. Reduction to Sublattices
Suppose L is a lattice of signature (b+, b−) with b+ − b− even. Let z ∈ L be a cusp of
level l, z′ ∈ L′ with (z, z′) = 1 and let K = L ∩ z′⊥ ∩ z⊥. Then
L⊗Z Q = (K ⊗Z Q)⊕Qz′ ⊕Qz,
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so K has signature (b+ − 1, b− − 1). We define the sublattice L′0 of L′ by
L′0 = {λ ∈ L′ : (λ, z) = 0 mod l}.
Then L is obviously a sublattice of L′0. We choose an element ζ ∈ L with (z, ζ) = l,
which allows us to write the Z-module L as
L = K ⊕ Zz ⊕ Zζ (2.9)
(see [Bru02], Proposition 2.2). This is of course not a direct sum of lattices as z and ζ
are not orthogonal. For v ∈ L ⊗Z R we let vK be the image of v under the orthogonal
projection from L ⊗Z R to K ⊗Z R. Note that if v ∈ L′, then vK ∈ K ′. There is a
projection p from L′0 to K ′ given by
p(λ) = λK − (λ, z)
l
ζK .
The map p acts as the identity on K and maps z and ζ to 0. Therefore p(L) = K and p
induces a surjective map p : L′0/L→ K ′/K.
Remark 2.72. If z′ satisfies lz′ ∈ L, then we can choose ζ = lz′, in which case p : L′0 → K ′
is just the orthogonal projection. By the following proposition there always exists such a
z′ if the level of L is squarefree:
Proposition 2.73. If the level of L is squarefree, then we can always choose the vector
z′ such that z′ has norm 0 and lz′ ∈ L. Then the sublattice of L generated by z and lz′
is isomorphic to II1,1(l).
Proof. Let N be the level of L and let z′ be any vector in L′ with (z, z′) = 1. The
exponent of D = L′/L is N and hence l | N . Let l′ = N/l. The discriminant form D
decomposes into the direct sum of Dl and Dl′ , so there are elements wl and wl′ in L
′ with
z′ = wl + wl′ , lwl ∈ L and l′wl′ ∈ L. Then
(z, l′wl′) ∈ l′Z ∩ lZ = NZ,
so (z, wl′) ∈ lZ. It follows that (z, wl) = 1 mod l and by adding a suitable element of L
to wl we can assume that (z, wl) = 1. By replacing z
′ with wl we can hence assume that
lz′ is in L.
We observe that q(z′) is an element of 1NZ (because L has level N) but also of
1
l2
Z
because l2q(z′) = q(lz′) ∈ Z. Therefore, n = lq(z′) is in 1l′Z ∩ 1lZ = Z. Let w = lz′ − nz.
Then q(w) = 0, (w, z) = l and w/l is in L′ (because z has level l). The element x = w/l
is thus an element of the form we are looking for. The lattice generated by z and w = lx
is obviously isomorphic to II1,1(l).
Definition 2.74. For a modular form F of weight k ∈ Z for ρL′/L we define a function
FK : H→ C[K ′/K] by
FK =
∑
β∈K′/K
∑
γ∈L′0/L
p(γ)=β
Fγeβ
and call FK the reduction of F to K.
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Proposition 2.75 ([Bor98], Theorem 5.3). The reduction FK : H→ C[K ′/K] of F is in
M !k(ρL′/L).
Remark 2.76. Given β ∈ K ′/K, a set of representatives for γ ∈ L′0/L with p(γ) = β is
given by the elements γ = β−(β, ζ)z/l+bz/l where b runs through a set of representatives
for Z/lZ. Let ζ˜ be a different choice of ζ, i.e. another element in L with (z, ζ˜) = l. Then
ζ˜ = α+mz + ζ for some α ∈ K and m ∈ Z because of (2.9) and
(β, ζ˜) = (β, α) + (β, ζ) ∈ (β, ζ) + Z.
Therefore FK does not depend on the choice of ζ.
Remark 2.77. Let z˜′ be a different choice of z′ and let K˜ = L ∩ z˜′⊥ ∩ z⊥. Then
K → K˜, λ 7→ λ− (λ, z˜′)z
defines an isomorphism from K to K˜ under which the reductions FK and FK˜ coincide.
We can therefore also say that FK does not depend on the choice of z
′.
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In this chapter we define automorphic forms. These are functions with a certain trans-
formation behaviour under a subgroup of the orthogonal group of an even lattice L of
signature (n, 2). In the first section we define these functions and explain how mod-
ular forms for the Weil representation can be used to obtain automorphic forms. All
of this is well-known and more details can be found in [Bru02]. In the second section
we investigate holomorphic automorphic forms with special divisors, so-called reflective
automorphic forms, and obtain an effective finiteness result.
In this chapter L is always an even lattice of signature (n, 2), n ≥ 3 with bilinear form
(·, ·) and quadratic form q.
3.1. Automorphic Forms and Products
We let V = L ⊗Z R and V (C) = V ⊗R C and extend (·, ·) to a bilinear form on both V
and V (C). Let P(V (C)) be the projective space associated to V (C). We write [ZL] for
the image of ZL ∈ V (C) \ {0} under the canonical projection
V (C) \ {0} → P(V (C))
and consider the zero-quadric
N = {[ZL] ∈ P(V (C)) : (ZL, ZL) = 0}
as well as its open subset
K = {[ZL] ∈ N : (ZL, ZL) < 0}.
Lemma 3.1. Let ZL = XL + iYL ∈ V (C) with XL, YL ∈ V . Then [ZL] ∈ K if and only
if XL ⊥ YL and q(XL) = q(YL) < 0.
Proof.
(ZL, ZL) = (XL + iYL, XL + iYL) = 2q(XL) + 2i(XL, YL)− 2q(YL),
so that [ZL] ∈ N is equivalent to XL ⊥ YL and q(XL) = q(YL). Moreover,
(ZL, ZL) = (XL + iYL, XL − iYL) = 2q(XL) + 2q(YL),
which shows that [ZL] ∈ K if and only if q(XL) = q(YL) < 0.
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The set K has two connected components, which are interchanged by [ZL] 7→ [ZL]. We
fix one of these components and denote it by K+.
Remark 3.2. Lemma 3.1 can be used to see that the map [ZL] 7→ RXL + RYL defines
a bijection from K+ to the set of 2-dimensional negative definite subspaces of V . Inter-
changing the connected components then corresponds to changing the orientation on the
2-dimensional negative definite subspaces of V .
The orthogonal group O(L) acts naturally on K and we let O(L)+ be the subgroup of
O(L) that stabilizesK+ as a set. SinceO(L) = O(L′) by Proposition 1.10, we get a natural
map O(L)+ → Aut(D) for D = L′/L. The kernel of this map is called discriminant kernel
and is denoted by ΓL. It has finite index in O(L)
+ because Aut(D) is a finite group.
Remark 3.3. With Remark 3.2 we see that the subgroup O(L)+ consists of those isome-
tries in O(L) that fix the orientation on 2-dimensional negative definite subspaces of V .
In particular, we see that reflections σλ for roots λ of L are in O(L)
+ because roots have
positive norm.
We let K˜+ = {ZL ∈ V (C) \ {0} : [ZL] ∈ K+} be the affine cone over K+.
Definition 3.4. Let Γ ⊂ O(L)+ be a subgroup of finite index, χ : Γ → C∗ a unitary
character and k ∈ Z. A meromorphic function Ψ: K˜+ → C is called an automorphic form
of weight k and character χ for Γ if
1. Ψ(tZL) = t
−kZL for all ZL ∈ K˜+ and t ∈ C∗ and
2. Ψ(σ(ZL)) = χ(σ)Ψ(ZL) for all σ ∈ Γ and ZL ∈ K˜+.
If in addition Ψ is holomorphic, then we call Ψ a holomorphic automorphic form.
Remark 3.5. One can also define automorphic forms if n < 3. However, one should then
require that Ψ is meromorphic (holomorphic for holomorphic automorphic forms) at the
boundary of K+. If n ≥ 3 this follows automatically from the Koecher principle (see
[Koe54]).
Remark 3.6. Since n ≥ 3, all characters have finite order (see Remark 3.19 in [Bru02]).
Proposition 3.7. If the Witt rank (i.e. the dimension of a maximal isotropic subspace)
of L⊗ZQ is 2, then there are no non-constant holomorphic automorphic forms of weight
less than s = (n− 2)/2.
Proof. See e.g. [Bun01], Satz 3.1.19 or [Bor95], Corollary 3.3.
This is the reason for the following definition:
Definition 3.8. The weight s = (n− 2)/2 is called the singular weight.
Remark 3.9. Note that the Witt rank is at most 2 because L has signature (n, 2). More-
over, the Witt rank is automatically 2 if n ≥ 5 because every indefinite lattice of rank at
least 5 contains an isotropic vector by Proposition 1.18.
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We can associate to a holomorphic automorphic form Ψ for the discriminant kernel ΓL
a Fourier expansion, which will depend on the choice of a cusp z ∈ L as follows: Choose
a vector z′ ∈ L′ with (z, z′) = 1 and let K be the lattice L ∩ z′⊥ ∩ z⊥. We consider the
set
H = {X + iY ∈ K ⊗Z C : q(Y ) < 0}
and for Z ∈ H we write
ZL = Z − (q(Z) + q(z′))z + z′ ∈ V (C).
An easy calculation shows that [ZL] ∈ K. Moreover, the map
ψ : H → K, Z 7→ [ZL]
is biholomorphic (see [BGHZ08], Part 2, Lemma 2.18). We write H+ for the preimage of
K+. This is of the form
H+ = K ⊗Z R+ iC
where C is one of the two connected components of {Y ∈ K ⊗Z R : q(Y ) < 0}. We call
C the positive cone. The action of O(L)+ on K+ then induces an action on H+ via ψ.
This action is no longer linear.
For an automorphic form Ψ we define the function Ψz on H+ by Ψz(Z) = Ψ(ZL).
Proposition 3.10. Let Ψ be a holomorphic automorphic form for the discriminant kernel
ΓL and z ∈ L a cusp. Then there exists a vector ρ ∈ K ⊗Z Q such that Ψz has a Fourier
expansion
Ψz(Z) =
∑
λ∈ρ+K′
a(λ)e(−(λ, Z))
with a(λ) ∈ C for all Z ∈ H+. Moreover, a(λ) is 0 for all λ that do not lie in the closure
C of C.
Remark 3.11. If the Witt rank of L⊗Z Q is 2 and Ψ has singular weight (n− 2)/2, then
a(λ) = 0 unless λ is isotropic.
One way to obtain automorphic forms is described in the following theorem:
Theorem 3.12 ([Bor98], Theorem 13.3 and [Bru02], Theorem 3.22). Let D = L′/L
and F a weakly holomorphic modular form of weight 1 − n/2 for ρD with integral coef-
ficients [Fγ ](m) for all m < 0 and [F0](0) ∈ 2Z. Then there is a meromorphic function
Ψ(F ) : K+ → C with the following properties:
1. Ψ(F ) is an automorphic form of weight [F0](0)/2 for the group
O(L,F )+ = {σ ∈ O(L)+ : σ(F ) = F}
with respect to some unitary character χ : O(L,F )+ → C∗.
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2. The only zeros or poles of Ψ are of the form λ⊥ for λ ∈ L with q(λ) > 0 and are
zeros of order ∑
0<x∈Q
xλ∈L′
[Fxλ+L](−q(xλ)) (3.1)
or poles if this number is negative.
3. Let z ∈ L be a cusp and W a Weyl chamber of K = L ∩ z⊥ ∩ z′⊥. Let m0 be the
smallest rational number such that [Fγ ](m0) 6= 0 for some γ ∈ D. On
{Z = X + iY ∈ H+ : Z is not a pole of Ψz(F ) and (Y, Y ) < m0}
the restriction Ψz(F ) of Ψ(F ) has an infinite product expansion which is some
constant times
e(−(Z, ρ(W )))
∏
λ∈K′
(λ,W )<0
∏
δ∈L′0/L
p(δ)=λ
(1− e(−(λ, Z) + (δ, z′)))[Fδ](−q(λ)).
Remark 3.13. The theorem is also valid if [F0](0) /∈ 2Z, in which case Ψ(F ) has rational
weight and χ no longer needs to be a character. We have omitted this case because one
would have to work with covers of K+ in order to define automorphic forms of rational
weight. Note, however, that every automorphic form has half-integral weight as was
shown in [Hil07], so [F0](0) will always be an integer.
The third property of Ψ(F ) in Theorem 3.12 justifies the following definition:
Definition 3.14. Automorphic forms of the form Ψ(F ) for some F ∈ M !1−n/2(ρD) are
called automorphic products.
We want to explain the notation in the third property of Ψ(F ) in Theorem 3.12 in
more detail. We let l be the level of the cusp z and define L′0 and p as in Subsection
2.3.5. For γ ∈ K ′/K and n > 0 we define the Heegner divisor H(γ, n) on the positive
cone C ⊂ K ⊗Z R to be
H(γ, n) =
⋃
λ∈γ+K
q(λ)=n
λ⊥.
The Weyl chambers of K are the connected components of the complement of⋃
γ∈L′0/L
⋃
n∈Z−Q(γ)
n>0
[Fγ ](−n)6=0
H(p(γ), n)
in C and the Weyl group G is the group generated by the reflections at the walls between
two adjacent Weyl chambers. It acts simply transitive on the Weyl chambers. The vector
ρ(W ) is the so-called Weyl vector of W . If the closure of W contains a cusp of K then
ρ(W ) can be computed as follows ([Bor98], Theorem 10.4): Let FK be the reduction of F
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to K, w ∈ K a cusp contained in the closure of W and w′ a vector in K ′ with (w,w′) = 1.
Let K˜ = K ∩w⊥∩w′⊥ and let m be the level of w. Then ρ(W ) = ρ−ρw′w′+ρww, where
ρ = −1
2
∑
λ∈K˜′
(λ,W )<0
[(FK)λ+K ](−q(λ))λ,
ρw′ = constant term of
∑
γ∈K˜′/K˜
E2(τ)θγ(τ)(FK˜)γ(τ)/24,
ρw = −ρw′q(w′) + 1
4
∑
λ∈K˜′
∑
δ∈K′0/K
p(δ)=λ+K˜
[(FK)δ](−q(λ))B2((δ, w′)).
Here K ′0 and p : K ′0/K → K˜ ′/K˜ are as defined in Subsection 2.3.5, FK˜ is the reduction
of FK to K˜ and θγ : H→ C is defined by
θγ(τ) =
∑
λ∈γ+K˜
e2piiq(λ)τ .
Note that θγ converges because K˜ is positive definite. Finally, B2 is the 1-periodic
function defined by
B2(x) = x
2 − x+ 1
6
for 0 ≤ x < 1 (i.e. B2 is the second Bernoulli polynomial for 0 ≤ x < 1).
There is also a converse to Theorem 3.12 which is due to Bruinier:
Proposition 3.15 ([Bru14], Theorem 1.2). Let L ∼= M ⊕ II1,1(N) ⊕ II1,1 for a positive
definite even lattice M of rank n − 2 ≥ 1 and some positive integer N . Then every
automorphic form Ψ with respect to ΓL whose divisor is a linear combination of divisors
of the form ∑
λ∈µ+L
q(λ)=n
λ⊥ (µ ∈ L′/L, n ∈ Q>0)
is up to some constant factor equal to Ψ(F ) for some F ∈M !1−n/2(ρL′/L).
Suppose L = K⊕ II1,1(m) for some positive integer m, let M ⊂ K be a sublattice of fi-
nite index and let N = M⊕II1,1(m) ⊂ L. Then H = L/N ⊂ L′/N ⊂ N ′/N is an isotropic
subgroup of the discriminant form N ′/N and H⊥ is given by L′/N . Therefore, H⊥/H
is isomorphic to L′/L. As seen in Proposition 2.68, a modular form FL ∈M !1−n/2(ρL′/L)
induces a modular form FN = FˆL ∈ M !1−n/2(ρN ′/N ). We assume that the Fourier coef-
ficients of [(FL)γ ](j) are integers for all γ ∈ L′/L and j < 0 and that [(FL)0](0) ∈ 2Z,
so that there exists an automorphic product Ψ(FL). Then the same is obviously true for
FN . Because N is a sublattice of L of finite index, the sets K+ associated to L and N
can be identified.
Proposition 3.16 ([Sch17], Proposition 3.4). Under this identification the automorphic
products Ψ(FL) and Ψ(FN ) coincide as functions on K˜+.
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3.2. Reflective Automorphic Forms
We now consider automorphic forms with special divisors.
Definition 3.17. Let Ψ: K˜+ → C be a holomorphic automorphic form. We call Ψ
reflective if all of its zeros are of the form λ⊥ for roots λ ∈ L. If in addition all zeros are
simple, then we say that Ψ is strongly-reflective.
The following proposition states that modular forms for ρL′/L whose principal parts
have a certain shape lift to (strongly)-reflective automorphic products Ψ(F ):
Proposition 3.18 (see [Sch06], Section 9). Assume that L has squarefree level and let
D = L′/L be its discriminant form. Suppose F ∈M !1−n/2(ρD) satisfies the following:
1. If γ ∈ Dm,1/m for a positive integer m, then the Fourier expansion of Fγ is of the
form Fγ = cγ,−1/mq−1/m +O(1) with cγ,−1/m ∈ Z>0.
2. Fγ is holomorphic at ∞ for all other γ ∈ D.
Then the automorphic product Ψ(F ) is reflective. Moreover, if cγ,−1/m ≤ 1 for all γ ∈ D
and m ∈ Z>0, then Ψ(F ) is strongly-reflective.
Proof. The coefficients [Fγ ](j) for γ ∈ D and j < 0 are obviously non-negative integers,
so that Ψ(F ) exists and has no poles by (3.1). It is therefore holomorphic.
Let λ ∈ L be a primitive vector of positive norm and suppose that Ψ(F ) has a zero at
λ⊥. Then ∑
0<x∈Q
xλ∈L′
[Fxλ+L](−x2q(λ)) > 0
by the formula (3.1) for the divisor of Ψ(F ). Thus, there is some x ∈ Q such that
[Fxλ+L](−x2q(λ)) > 0. Let m = 1/x. We show that m is a positive integer dividing the
level N of L: From the shape of F we know that x2q(λ) = 1/k for some positive k | N ,
so 1/x2 = kq(λ) and m must be an integer with k | m2. Let γ = xλ + L ∈ D. Then
mγ = 0 +L, so γ has order dividing m. The primitivity of λ then implies that the order
of γ is exactly m and the shape of F then forces x2q(λ) = 1/m, i.e. m = k. We have
therefore shown that m is a positive divisor of N . It follows that λ is in L ∩mL′ and
q(λ) = m, so that λ is a root by Proposition 1.22.
It remains to show that Ψ(F ) is strongly-reflective if cγ,−1/m ≤ 1 for all γ ∈ D and
m ∈ Z>0, i.e. we have to show that if λ ∈ L is a root, then∑
0<x∈Q
xλ∈L′
[Fxλ+L](−x2q(λ))
is 0 or 1. Suppose this sum is non-zero. We have already seen that then the only non-zero
summand is for x = 1/m, where m = q(λ). Therefore,∑
0<x∈Q
xλ∈L′
[Fxλ+L](−x2q(λ)) = [Fλ/m+L](−1/m) = cλ/m+L,−1/m = 1.
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The converse of the previous proposition is also true if L splits II1,1 as is shown in the
following proposition:
Proposition 3.19. Suppose L has squarefree level and that it splits II1,1. Let D = L
′/L
be its discriminant form. Then an automorphic product Ψ(F ) is reflective if and only if
the modular form F ∈M !1−n/2(ρD) satisfies the following:
1. If γ ∈ Dm,1/m for some positive integer m, then the Fourier expansion of Fγ is of
the form Fγ = cγ,−1/mq−1/m +O(1) with cγ,−1/m ∈ Z>0.
2. Fγ is holomorphic at ∞ for all other γ ∈ D.
Moreover, Ψ(F ) is strongly-reflective if and only if cγ,−1/m ≤ 1 for all γ ∈ D and all
m ∈ Z>0.
Proof. We only need to show that if Ψ(F ) is (strongly-)reflective, then F is as claimed
because the other implication is the statement of the previous proposition.
Write L = K ⊕ II1,1 and note that L′ = K ′ ⊕ II1,1 and D ∼= K ′/K. Let γ ∈ D and
x < 0 such that [Fγ ](x) 6= 0 and note that then Q(γ) = −x+ Z. Let k be the order of γ.
We have to show that x = 1/k and that [Fγ ](x) > 0.
Let m be the largest positive integer with [Fmγ ](m
2x) 6= 0 and choose κ ∈ K ′ with
κ + K = mγ. The hyperbolic plane II1,1 contains primitive vectors µ with q(µ) = j for
any j ∈ Z (take for example the element (1, j) ∈ II1,1), so we can add a suitable element
in II1,1 to κ to obtain a primitive vector λ ∈ L′ with q(λ) = −m2x. Let k˜ = k/(m, k) be
the order of λ + L in D. Then k˜λ is primitive in L and the order of Ψ(F ) at (k˜λ)⊥ is
equal to ∑
j∈Z>0
[Fjλ+L](−j2q(λ)) =
∑
j∈Z>0
[Fjmγ ](j
2m2x).
By the maximality of m, this last sum is equal to [Fmγ ](m
2x) and since Ψ(F ) is assumed
to be reflective, it follows that k˜λ is a root of L and that [Fmγ ](m
2x) ∈ Z>0 (and
[Fmγ ](m
2x) = 1 if Ψ(F ) is strongly-reflective).
To complete the proof, we show that m = 1 and x = 1/k. Because k˜λ is a root,
q(k˜λ) = −k˜2m2x is equal to some positive divisor a of the level N of L and k˜λ/a must be
in L′. Since λ is primitive in L′, it follows that k˜/a ∈ Z>0, i.e. k˜ = ab for some b ∈ Z>0.
Then
x = − 1
ab2m2
.
But Q(γ) = −x+Z, so the denominator of x must be squarefree because N is squarefree.
This is only possible if m = b = 1, so a = k˜ = k and x = 1/k.
The following definition is motivated by Proposition 3.19:
Definition 3.20. Let D = L′/L. In the case that L has squarefree level, a modular form
F ∈M !1−n/2(ρD) is called semi-reflective if it satisfies the following:
1. If γ ∈ Dm,1/m for some positive integer m, then the Fourier expansion of Fγ is of
the form Fγ = cγ,−1/mq−1/m +O(1) with cγ,−1/m ∈ C.
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2. Fγ is holomorphic at ∞ for all other γ ∈ D.
If in addition all cγ,−1/m are in Z>0, then we say that F is reflective and if all cγ,−1/m
are in {0, 1}, then we say that F is strongly-reflective.
Remark 3.21. By Proposition 3.18 every (strongly-)reflective modular form F lifts to
a (strongly)-reflective automorphic product Ψ(F ) and Proposition 3.19 shows that if
L splits II1,1, then the converse also holds. The notion of semi-reflectivity was added
because it has the advantage that the set of semi-reflective modular forms for L is a
complex vector space.
For the rest of this section we assume that L has squarefree level N (and hence even
signature) and splits II1,1(N) and that F is a semi-reflective modular form with F0 6= 0
on D = L′/L. We replace F by
1
|Aut(D)|
∑
σ∈Aut(D)
σ(F ), (3.2)
which is symmetric, semi-reflective and non-vanishing (because F0 6= 0). By Proposition
2.66 there is a non-zero f ∈M !1−n/2(Γ0(N), χD) such that F = FD,Γ0(N),f,0. For a positive
divisor c of N we define the matrices Mc as in Subsection 2.3.3. The next lemma gives
bounds on the pole orders of f |1−n/2Mc:
Lemma 3.22. Let c be a positive divisor of N , c′ = N/c and k = 1 − n/2. Then
f |kMc = O(q−1/c′).
Proof. Suppose there is some positive c | N such that f |kMc 6= O(q−1/c′). We can assume
that c is the smallest positive divisor of N with this property, so f |kMc˜ = O(q−1/c˜′)
for all positive c˜ | N with c˜ < c. Let a be the smallest positive integer such that
f |kMc = O(q−a/c′). Then a > 1 and there is an element γ ∈ D of order c′ with Q(γ) =
a/c′ + Z because L splits II1,1(N) (take for example the element (1/c′, aj/c′) + Z2 in
II1,1(N)
′/II1,1(N), where j ∈ Z is such that jc = 1 mod c′). By (2.6) the component Fγ
of F is given by
Fγ(τ) =
∑
d|c
ξ(M−1d )
√|Dd|√|D| d′(f |kMd(τ))−Q(γ)
= ξ(M−1c )
√|Dc|√|D| c′(f |kMd(τ))−Q(γ) +∑
d|c
d<c
ξ(M−1d )
√|Dd|√|D| d′(f |kMd(τ))−Q(γ).
For d < c we have (f |kMd)−Q(γ) = O(q−1/d′) because f |kMd = O(q−1/d′) by the minimal-
ity of c, whereas the Fourier expansion of (f |kMc)−Q(γ) starts with a non-zero multiple of
q−a/c′ . Since 1/d′ < 1/c′ for d < c, it follows that the Fourier expansion of Fγ starts with
a non-zero multiple of q−a/c′ , which is a contradiction to the semi-reflectivity of F .
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Lemma 3.23. Let N be a squarefree integer, k ∈ Z<0 and f ∈ M !k(Γ0(N), χ) \ {0} for
some character χ for Γ0(N) such that ker(χ) has finite index in Γ0(N). Assume that
f |kMc = O(q−1/c′) for all c | N . Then∏
p|N
p prime
(p+ 1) ≤ −2ω(N) 12
k
where ω(N) is the number of primes dividing N .
Proof. Proposition 2.24 yields∑
s∈Γ0(N)\(Q∪{∞})
[SL2(Z)s : ±Γ0(N)s] ords(f) ≤ k
12
[SL2(Z) : ±Γ0(N)].
A set of representatives for Γ0(N)\(Q ∪ {∞}) is given by the rational numbers 1/c for
the positive divisors c | N . The width of the cusp corresponding to 1/c is given by c′ and
the order of f at 1/c is bounded from below by −1/c′ by our assumption on f . Moreover,
the index of Γ0(N) (which equals ±Γ0(N) because −I2 is in Γ0(N)) in SL2(Z) is given
by ∏
p|N
p prime
(p+ 1)
by Proposition 2.4. Therefore∑
c|N
c>0
c′ · 1
c′
≤ k
12
∏
p|N
p prime
(p+ 1),
from which the claim follows because the number of positive divisors of N is 2ω(N).
The inequality from the previous lemma can only be satisfied if k is at least −12 and
ω(N) is at most 3. For fixed k and ω(N), the level N is then bounded by the values in
the following table (with “-” meaning that there is no possible N).
Table 3.1.: Bound on N depending on k and ω(N)
k
−1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12
ω(N)
0 1 1 1 1 1 1 1 1 1 1 1 1
1 23 11 7 5 3 3 2 2 - - - -
2 35 15 6 6 - - - - - - - -
3 42 - - - - - - - - - - -
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Lemmas 3.22 and 3.23 immediately lead to the following theorem:
Theorem 3.24. Let L be an even lattice of signature (n, 2), n ≥ 4 and squarefree level
N that splits II1,1(N). Suppose there is a semi-reflective modular form F with F0 6= 0 on
D = L′/L. Then depending on k = 1−n/2 and ω(N) the level N is bounded by the values
in Table 3.1. In particular L must be one of finitely many lattices (up to isomorphisms).
Proof. After symmetrizing F as in (3.2) we can assume that F is symmetric. Then
F = FD,Γ0(N),f,0 for a non-zero weakly holomorphic modular form f of weight k and
character χD. We then apply Lemmas 3.22 and 3.23 to f .
In particular, the rank n + 2 = 4 − 2k and the level N of L are bounded. The last
assertion of the theorem then follows because there are only finitely many isomorphism
classes of lattices of fixed rank and level (see Corollary 1.69).
This has the following consequence for the existence of reflective automorphic forms:
Theorem 3.25. Let L be an even lattice of signature (n, 2), n ≥ 4 and squarefree level
N that splits II1,1 ⊕ II1,1(N). Suppose there is a non-constant reflective automorphic
form Ψ: K˜+ → C. Then depending on k = 1 − n/2 and ω(N) the level N is bounded
by the values in Table 3.1. In particular L must be one of finitely many lattices (up to
isomorphisms).
Proof. The function Ψ is an automorphic form for some subgroup Γ ⊂ O(L)+ of finite
index with some character. Since the character has finite order (see Remark 3.6) we
can replace Ψ with some power of Ψ to get rid of the character. Let σ1, . . . , σl be
representatives for the cosets of Γ in O(L)+ and replace Ψ with the function
Ψ(Z) =
l∏
i=1
Ψ(σi(Z)).
This is then a reflective automorphic form for O(L)+ and in particular for the discriminant
kernel ΓL. We can therefore use Proposition 3.15 to see that it is up to a non-zero constant
factor equal to an automorphic product Ψ(F ) for a modular form F of weight k on D.
Then F must be reflective by Proposition 3.19 and F0 6= 0 because [F0](0) 6= 0 as Ψ(F )
is non-constant. We are therefore in the situation of Theorem 3.24.
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of Singular Weight
This chapter is concerned with the classification of strongly-reflective automorphic forms
for the discriminant kernel on lattices L of squarefree level N . In the first section we
assume that the lattice L splits II1,1 ⊕ II1,1(N). For these lattices we give a complete
classification and we see that all strongly-reflective automorphic forms arise from a con-
struction involving the Leech lattice. In the second section we construct new strongly-
reflective automorphic forms on lattices that do not split II1,1 and in the third section
we compute the Fourier expansions of one of these automorphic forms at all cusps to see
that it is not related to the Leech lattice.
4.1. Lattices Splitting Two Hyperbolic Planes
In this section L is always an even lattice of signature (n, 2), n ≥ 4 and squarefree level
N such that L splits II1,1 ⊕ II1,1(N).
4.1.1. The Symmetric Case
Strongly-reflective automorphic products of singular weight arise in the following way,
which was described by Scheithauer (see [Sch04] and [Sch06]):
Let g be an element of order n in the automorphism group Co0 of the Leech lattice Λ.
Then g is also an orthogonal automorphism of the vector space Λ⊗Z R and hence has a
characteristic polynomial that can be written in the form∏
k|n
(xk − 1)bk
with integers bk. Note that the highest power of x occuring in the product is given by
x
∑
k|n kbk , so that
∑
k|n kbk must be equal to 24. We associate the eta quotient
ηg(τ) =
∏
k|n
η(kτ)bk
to g and let N be the smallest positive integer such that 24 divides N
∑
k|n bk/k. We call
N the level of g. Then we can use Proposition 2.40 to see that ηg is a weakly-holomorphic
modular form of weight r =
∑
k|n bk/2 for Γ0(N), possibly with a character. Let Λ
g be
the sublattice of Λ that consists of those vectors that are fixed by g. If Λg is non-trivial
and N is squarefree, then we let
L = Λg ⊕ II1,1 ⊕ II1,1(N)
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and D = L′/L be the discriminant form of L. It turns out that the character of ηg is
χD, so we can apply Proposition 2.65 to fg = 1/ηg and obtain the symmetric vector-
valued modular form Fg = FD,Γ0(N),fg ,0. Explicit calculations show that Fg is a valid
input for the Borcherds lift (i.e. it satisfies the asssumptions of Theorem 3.12) and that
Ψg = Ψ(Fg) is a strongly-reflective automorphic form of singular weight. The Fourier
expansions of Ψg at the cusps can be computed because Ψg has singular weight and the
nonzero Fourier coefficients hence correspond to isotropic vectors. These calculations are
similar to the ones in Section 4.3 and one obtains the following:
Proposition 4.1 ([Sch04], Theorem 9.8). Let z ∈ L be a cusp of level m | N , define
m′ = N/m and let ηg,m′ = ηg|rWNm′ and fg,m′ = 1/ηg,m′. Suppose that fg,m′ has a pole at
∞. We can write L = Λg ⊕ II1,1(m′)⊕ II1,1(m) and we let K = Λg ⊕ II1,1(m′). Then the
Fourier expansion of Ψg at the cusp z is up to a non-zero constant given by
(Ψg)z(Z) =
∑
w∈G
det(w)ηg,m′(−(wρ,Z)),
where ρ is the Weyl vector and G is the Weyl group (see Section 3.1).
Proposition 4.2 ([Sch04], Theorem 9.10). Let z ∈ L be a cusp of level m | N , m′ = N/m
and let ηg,m′ = ηg|rWNm′ and fg,m′ = 1/ηg,m′. Suppose that fg,m′ is holomorphic at ∞.
We can write L = Λg ⊕ II1,1(m′) ⊕ II1,1(m) and we let K = Λg ⊕ II1,1(m′). Then the
Fourier expansion of Ψg at the cusp z is up to a non-zero constant given by
(Ψg)z(Z) = 1 +
∑
λ∈K′
c(λ)e(−(λ, Z))
where c(λ) is the coefficient of qn in aηg,m′ if λ is n times a primitive isotropic vector
in the positive cone and 0 otherwise. The constant a is such that the constant Fourier
coefficient of aηg,m′ is 1.
There is also the following different point of view on this: Let m | N . As in [Que97]
and [Sch04] we define the lattice
Wm(L) =
√
m
(
L′ ∩ 1
m
L
)
.
This is isomorphic to Wm(Λ
g) ⊕ II1,1(m) ⊕ II1,1(m′), m′ = N/m and also has level N .
Then a suitable multiple of fg,m = fg|rWNm can be lifted first to a symmetric vector-
valued modular form on Wm(L) and then to a strongly-reflective automorphic product
Ψg,m of singular weight. The Fourier expansion of Ψg at a cusp of level m
′ is then up to
a constant given by the Fourier expansion of Ψf,g at a cusp of level N .
The following table summarizes the strongly-reflective automorphic forms Ψg,m of sin-
gular weight that are obtained in this way:
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Table 4.1.:
L f L f
II4,2(2
+2
II 3
+3) η1−122336−6 II6,2(2
−6
II 5
−5) η122−35−210−1
II4,2(2
+2
II 3
+3) −3η132−63−162 II6,2(2+2II 5+5) η1−3225−110−2
II4,2(2
−4
II 3
−3) −2η122−13−663 II6,2(2+2II 5+3) η1−12−25−3102
II4,2(2
−4
II 3
−3) 6η1−623326−1 II6,2(11−4) η1−211−2
II4,2(2
+4
II 7
−3) η112−27114−2 II6,2(2
+4
II 7
−4) η1−12−17−114−1
II4,2(2
+2
II 7
−3) 2η1−2217−2141 II6,2(3+45−4) η1−13−15−115−1
II4,2(3
+35−3) η1−2315115−2 II8,2(3−7) η133−9
II4,2(3
−35+3) −η113−25−2151 II8,2(3−3) 9η1−933
II4,2(23
−3) η1−123−1 II8,2(2
−8
II 3
+3) η1−42−1346−5
II4,2(2
+4
II 3
−35+3) η1−131516−110−115−1 II8,2(2
−8
II 3
+7) η142−53−46−1
II4,2(2
+4
II 3
+35−3) η112−13−15−115130−1 II8,2(2
+2
II 3
−7) η1−5243−16−4
II4,2(2
+2
II 3
+35−3) η2−13−15−16110130−1 II8,2(2
+2
II 3
−3) η1−12−43−564
II4,2(2
+2
II 3
−35+3) η1−1216−110−115−1301 II8,2(7−5) η1−37−3
II6,2(5
+5) η115−5 II10,2(2
+10
II ) η182−16
II6,2(5
+3) 5η1−551 II10,2(2
+2
II ) 16η1−1628
II6,2(2
+6
II 3
−4) η122−4326−4 II10,2(5+6) 5η1−45−4
II6,2(2
+2
II 3
−4) 4η1−4223−462 II10,2(2
+6
II 3
−6) η1−22−23−26−2
II6,2(2
−4
II 3
−6) η11213−36−3 II14,2(3−8) η1−63−6
II6,2(2
−4
II 3
−2) 3η1−32−33161 II18,2(2
+10
II ) η1−82−8
II6,2(2
−6
II 5
−3) η1−22−15210−3 II26,2 η1−24
In the rest of this section we prove the following converse theorem:
Theorem 4.3. Let L be an even lattice of signature (n, 2), n ≥ 4 and squarefree level
N that splits II1,1 ⊕ II1,1(N) and let F be a symmetric strongly-reflective modular form
with [F0](0) = n − 2 on D = L′/L. Then L is one of the lattices from Table 4.1 and
F = FD,Γ0(N),f,0 for the corresponding f .
Proof. The vector-valued modular form F is determined by its principal part, so we only
need to show that the principal parts of the functions FD,Γ0(N),f,0 for D = L
′/L with
L and f from Table 4.1 are the only ones that can occur. This is done as follows: We
already know that L is one of finitely many lattices because of Theorem 3.24 and we
have the bounds on N and k = 1 − n/2 from Table 3.1. The remaining cases can be
looked at separately. The principal part of F is determined by the Fourier coefficients
cγ,−1/m = [Fγ ](−1/m) for γ ∈ Dm,1/m for positive integers m | N because these are the
only non-vanishing coefficients of the principal part by the definition of reflectivity. Since
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F is assumed to be strongly-reflective, we also know that cγ,−1/m ∈ {0, 1}. Moreover, as
Aut(D) acts transitively on Dm,1/m (see Proposition 1.53), we know that
cγ,−1/m = cβ,−1/m
for all β, γ ∈ Dm,1/m with fixed m. We can therefore define cm = cγ,−1/m for any
γ ∈ Dm,1/m (such a γ exists because L splits II1,1(N)).
Since F is symmetric, there is some f ∈ M !k(Γ0(N), χD) such that F = FD,Γ0(N),f,0.
Let d | N , d′ = N/d and let Md be a matrix as in Subsection 2.3.3. We can apply Lemma
3.22 to see that f |kMd ∈ O(q−1/d′). Let ad be the coefficient of f |kMd at q−1/d′ . From
the formula
Fγ =
∑
l|d′
ξ(Ml)
−1
√|Dl|√|D| l′(f |kMl)−Q(γ)
for the Γ0(N)-lift (see (2.6)), we find that
cd = ξ(M
−1
d′ )
√|Dd′ |√|D| dad′ (4.1)
because the summands for l < d′ give no contribution to cd, similarly as in the proof of
Lemma 3.22. Equation (4.1) is equivalent to
ad = ξ(Md)
√|D|√|Dd| cd′d′ .
Now let k′ = 1 + n/2 and let g ∈ Sk′(Γ0(N), χD). Then the product fg is a weakly
holomorphic modular form of weight 2 and trivial character for Γ0(N). Therefore,
h =
∑
M∈Γ0(N)\ SL2(Z)
(fg)|2M (4.2)
is a weakly holomorphic modular form of weight 2 for SL2(Z). Such functions can be
identified with meromorphic differentials on the modular curve X(1) (see e.g. [DS05],
Section 3.3). Since h is weakly holomorphic this differential is holomorphic everywhere
except possibly at the cusp ∞. The residue theorem then shows that the residue at ∞
must vanish and this residue is up to a non-zero constant given by the constant term in
the Fourier expansion of h. The vanishing of this coefficient then gives conditions on the
numbers ad and cd as follows:
Let P be a set of representatives for the cusps of Γ0(N). Then
h =
∑
M∈Γ0(N)\ SL2(Z)
(fg)|2M =
∑
s∈P
∑
M∈Γ0(N)\ SL2(Z)
M∞=s
(fg)|2M.
We can take P to be P = {1/d : d | N} and a set of representatives for the cosets of
Γ0(N) in SL2(Z) that send∞ to 1/d is given by MdT j where j = 0, . . . , td−1 and td = d′
is the width of 1/d (all of this follows easily from Proposition 2.12). Therefore,
h =
∑
d|N
d′−1∑
j=0
(fg)|2MdT j .
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To obtain the constant Fourier coefficient of h we must therefore add the constant Fourier
coefficients of the functions (fg)|2MdT j . But the constant coefficient of (fg)|2MdT j is
equal to that of (fg)|2Md for all j, so the constant coefficient of h is given by∑
d|N
d′ · [(fg)|2Md](0) =
∑
d|N
d′
∑
α∈ 1
d′ Z
α>0
[f |kMd](−α)[g|k′Md](α)
=
∑
d|N
d′[f |kMd](−1/d′)[g|k′Md](1/d′),
where in the last step we have used that f |kMd ∈ O(q−1/d′). Letting bd be the coefficient
of g|k′Md at q1/d′ , we have thus shown that
0 =
∑
d|N
d′adbd =
∑
d|N
ξ(Md)
√|D|√|Dd|cd′bd. (4.3)
We have described how to compute the coefficients bd for a basis of Sk′(Γ0(N), χD) in
Subsection 2.2.2. The resulting conditions are described in Appendix B.
So far we have not used that we know the coefficient [F0](0). In order to change this,
we let E be the Eisenstein series of weight k′ for the dual Weil representation ρ∗D as
described in Subsection 2.3.4. We let
h(τ) =
∑
γ∈D
Eγ(τ)Fγ(τ),
i.e. h(τ) is the inner product of E(τ) and F (τ) in C[D]. By the definition of the dual
representation, h is a modular form of weight 2 for SL2(Z). With the same argument as
before the constant coefficient of h must vanish. But this coefficient is given by
[F0](0)[E0](0) +
∑
d|N
cdEdN(Dd, 1)
where Ed = [Eγ ](1/d) for any γ ∈ Dd,1/d (this is well-defined because E is symmetric)
and N(Dd, 1) is as in Proposition 1.57. Inserting [F0](0) = n − 2, [E0](0) = 1 and the
values for Ed given in Proposition 2.70 yields
k
k − 2
1
Bk,ψ
L(k, ψ)
L(k, χ)
mk
Nk
∑
cd|N
εc,dcdN(Dd, 1)
√
mc|Dc|√
n|D|
Nk
ckdk−1
= 1, (4.4)
where
εc,d = ψc(N
2/(cdmc))ψc′(−c)ψc(2)
ψ(2)
εc
εN
∏
p|c/mc
p|n
(p− 1)
∏
p|c/mc
p-n
(−1)
and the remaining notation is as in Proposition 2.70.
Computing and solving the equations from cusp forms and the Eisenstein condition in
all of the remaining cases completes the proof. We have included a detailed computation
for one case in Appendix B.
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Remark 4.4. That the constant coefficient of the function h in (4.2) vanishes for all
g ∈ Sk′(Γ0(N), χD) is not only a necessary condition for the existence of f (and hence F )
but also sufficient (this can for example be seen by Serre duality; see [Bor99], Theorem
3.1). With the method described in the proof one can therefore obtain all symmetric
strongly-reflective modular forms F without the restriction that [F0](0) = n−2 by solving
the linear equations (4.3) for all cusp forms. If one no longer requires the numbers cm to
be in {0, 1} but in C one can classify all symmetric semi-reflective modular forms. This
is done in Appendix B.
4.1.2. The Non-Symmetric Case
We now suppose that the strongly-reflective modular form F with [F0](0) = n− 2 is not
symmetric. We can no longer define cd by cγ,−1/d since this is not independent of the
choice of γ ∈ Dd,1/d. Instead, we let
c˜d =
∑
γ∈Dd,1/d
cγ,−1/d.
Of course the numbers c˜d no longer determine the principal part of F . However, they
determine the principal part of the symmetrization
G =
1
|Aut(D)|
∑
σ∈Aut(D)
σ(F ),
which is no longer reflective but still semi-reflective. Note that [G0](0) = [F0](0) = n− 2
and that
[Gγ ](−1/d) = 1
N(Dd, 1)
c˜d
for d | N and γ ∈ Dd,1/d. If we let cd = c˜d/N(Dd, 1), then all the equations from the proof
of Theorem 4.3 must still hold as these did not use that F was strongly-reflective but
only that it was semi-reflective. The only difference is that we no longer have cd ∈ {0, 1}.
However, we know that c˜d = cdN(Dd, 1) is an integer satisfying 0 ≤ c˜d ≤ N(Dd, 1) and
that c˜d is even if d > 2 because Fγ = F−γ for all γ ∈ D. We can now prove the following
result:
Theorem 4.5. Let L be an even lattice of squarefree level N and signature (n, 2), n ≥ 4
such that L splits II1,1 ⊕ II1,1(N) and let F be a strongly-reflective modular form on
D = L′/L with [F0](0) = n − 2. If F is not symmetric, then L and the numbers c˜d are
one of the following.
n N L
10 2
II10,2(2
+4
II ) c˜1 = 0, c˜2 = 2
II10,2(2
+6
II ) c˜1 = 0, c˜2 = 4
II10,2(2
+8
II ) c˜1 = 0, c˜2 = 8
II10,2(2
+10
II ) c˜1 = 0, c˜2 = 16
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8 3
II8,2(3
+5) c˜1 = 0, c˜3 = 18
II8,2(3
−7) c˜1 = 0, c˜3 = 54
6
3 II6,2(3
−4) c˜1 = 0, c˜3 = 4
5 II6,2(5
+5) c˜1 = 0, c˜5 = 100
6
II6,2(2
−4
II 3
+4) c˜1 = c˜2 = 0, c˜3 = 6, c˜6 = 60
II6,2(2
−4
II 3
−6) c˜1 = c˜2 = 0, c˜3 = 18, c˜6 = 180
II6,2(2
+4
II 3
−4) c˜1 = 0, c˜2 = 2, c˜3 = 0, c˜6 = 60
II6,2(2
+6
II 3
−4) c˜1 = 0, c˜2 = 4, c˜3 = 0, c˜6 = 120
4 14 II4,2(2
+4
II 7
−3) c˜1 = 0, c˜2 = 2, c˜7 = 0, c˜14 = 112
Proof. Note that N 6= 1 because F is not symmetric. If N is prime, the assertion is part
of [Sch17], Theorem 6.27. In the other cases the conditions coming from cusp forms for
Γ0(N) and the Eisenstein series leave the following non-symmetric possibilities:
n N L
8 6
II8,2(2
+4
II 3
−3) c˜1 = 0, c˜2 = 3, c˜3 = 6, c˜6 = 36
II8,2(2
+6
II 3
−3) c˜1 = 0, c˜2 = 7, c˜3 = 6, c˜6 = 84
II8,2(2
+4
II 3
−7) c˜1 = 1, c˜2 = 3, c˜3 = 0, c˜6 = 2268
II8,2(2
+6
II 3
−7) c˜1 = 1, c˜2 = 7, c˜3 = 0, c˜6 = 5292
6
6
II6,2(2
−4
II 3
+4)
c˜1 = c˜2 = 0, c˜3 = 6, c˜6 = 60
c˜1 = 0, c˜2 = 1, c˜3 = 6, c˜6 = 36
c˜1 = 0, c˜2 = 2, c˜3 = 6, c˜6 = 12
II6,2(2
−4
II 3
−6)
c˜1 = c˜2 = 0, c˜3 = 18, c˜6 = 180
c˜1 = 0, c˜2 = 2, c˜3 = 24, c˜6 = 84
II6,2(2
+4
II 3
−4)
c˜1 = 0, c˜2 = 2, c˜3 = 0, c˜6 = 60
c˜1 = 0, c˜2 = c˜3 = 2, c˜6 = 48
c˜1 = 0, c˜2 = 2, c˜3 = 4, c˜6 = 36
c˜1 = 0, c˜2 = 2, c˜3 = 6, c˜6 = 24
c˜1 = 0, c˜2 = 2, c˜3 = 8, c˜6 = 12
c˜1 = 0, c˜2 = 2, c˜3 = 10, c˜6 = 0
II6,2(2
+6
II 3
−4)
c˜1 = 0, c˜2 = 4, c˜3 = 0, c˜6 = 120
c˜1 = 0, c˜2 = 5, c˜3 = 6, c˜6 = 66
c˜1 = 0, c˜2 = 6, c˜3 = 12, c˜6 = 12
10
II6,2(2
+4
II 5
+3) c˜1 = 0, c˜2 = 3, c˜5 = 20, c˜10 = 90
II6,2(2
+4
II 5
+5)
c˜1 = 0, c˜2 = 5, c˜5 = 200, c˜10 = 650
c˜1 = 1, c˜2 = 3, c˜5 = 0, c˜10 = 1950
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4
6 II4,2(2
−4
II 3
−3)
c˜1 = 0, c˜2 = 1, c˜3 = c˜6 = 0
c˜1 = c˜2 = c˜3 = 0, c˜6 = 12
c˜1 = c˜2 = 0, c˜3 = 2, c˜6 = 8
c˜1 = c˜2 = 0, c˜3 = c˜6 = 4
14 II4,2(2
+4
II 7
−3) c˜1 = 0, c˜2 = 2, c˜7 = 0, c˜14 = 112
15 II4,2(3
+35−3) c˜1 = 0, c˜3 = 4, c˜5 = 10, c˜15 = 0
30
II4,2(2
+4
II 3
−35+3)
c˜1 = 0, c˜2 = 3, c˜3 = 6, c˜5 = 20, c˜6 = 36,
c˜10 = 90, c˜15 = 0, c˜30 = 360
II4,2(2
+4
II 3
+35−3)
c˜1 = c˜2 = 1, c˜3 = 8, c˜5 = 20, c˜6 = 30,
c˜10 = 100, c˜15 = 120, c˜30 = 360
c˜1 = 1, c˜2 = 2, c˜3 = 4, c˜5 = 10, c˜6 = 24,
c˜10 = 80, c˜15 = 120, c˜30 = 720
c˜1 = 1, c˜2 = 3, c˜3 = c˜5 = 0, c˜6 = 18,
c˜10 = 60, c˜15 = 120, c˜30 = 1080
For these remaining cases we proceed as follows: Let γ ∈ D. Then Fγ is an element of
M !k(Γ1(N), χγ). If g is a cusp form of weight k
′ = 1 + n/2 and character χγ for Γ1(N),
then (similarly to h in (4.2))
h =
∑
M∈Γ1(N)\ SL2(Z)
(Fγg)|2M
is a weakly holomorphic modular form of weight 2 for SL2(Z), which we call the pairing
of Fγ with g. As described in the proof of Theorem 4.3, the constant term in its Fourier
expansion must vanish. If we let P be a set of representatives for the cusps of Γ1(N),
then we can write h as
h =
∑
s∈P
∑
M∈Γ1(N)\ SL2(Z)
M∞=s
(Fγg)|2M.
Note that N > 2 in our cases. It then follows easily from Proposition 2.13 that a set of
representatives for the cosets of Γ1(N) in SL2(Z) mapping ∞ to the cusp a/c is given by
±Ma/cT j where Ma/c is any matrix in SL2(Z) mapping ∞ to a/c and j = 0, . . . , tc − 1,
where tc = N/(c,N) is the width of a/c. Therefore,
h = 2
∑
a/c∈P
tc−1∑
j=0
(Fγg)|2Ma/cT j .
The constant coefficient of (Fγg)|2Ma/cT j equals that of (Fγg)|2Ma/c, so the constant
coefficient of h is given by the constant coefficient of
2
∑
a/c∈P
tc(Fγ |kMa/c)(g|k′Ma/c). (4.5)
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We see that we need the Fourier expansions of Fγ |kMa/c and of g|k′Ma/c for all a/c ∈ P .
For Fγ these can be computed using Proposition 2.64. In the following g is always an eta
quotient, so its Fourier expansions can be computed with Proposition 2.38.
We now apply this procedure to the remaining cases. We use the following notation:
For a positive divisor d of N we let
Md = {γ ∈ Dd,1/d : cγ,−1/d = 1}.
Furthermore, for γ ∈ D we define adγ = |Md ∩ γ⊥|. If e is another positive divisor of
N , then we let Nd,eγ be the number of elements in Me that map to γ under the natural
projection D = Dd ⊕Dd → Dd.
• If n = 8 and N = 6, we let β ∈ D2,1/2 and
g1(τ) = η(τ)
6η(2τ)3η(3τ)2η(6τ)−1.
This is a cusp form of weight k′ = 5 and character χβ = χβ for Γ1(6) by Propositions
2.42 and 2.43. The group Γ1(6) has four cusps, represented by s = 1/6, 1/3, 1/2
and 1/1. We choose the matrices
M1/6 =
(
1 0
6 1
)
, M1/3 =
(
1 1
3 4
)
, M1/2 =
(
1 1
2 3
)
, M1/1 =
(
1 5
1 6
)
.
With Proposition 2.64 we can compute
Fβ|−3M1/6 = Fβ = cβ,−1/2q−1/2 +O(q1/2),
Fβ|−3M1/3 = ξ(M1/3)
√|D3|√|D| ∑
µ∈D3
e(−(β, µ))e(−Q(β))Fβ+µ
= −2 1√|D2|
∑
µ∈D2
e((β, µ))Fµ
= −2 1√|D2|
(
c˜1q
−1 + (a2β − (c˜2 − a2β))q−1/2
)
+O(1)
= −2 1√|D2|
(
c˜1q
−1 +
(
2a2β − c˜2
)
q−1/2
)
+O(1),
Fβ|−3M1/2 = ξ(M1/2)
√|D2|√|D| ∑
µ∈D2
e(−(β, µ))e(−Q(β))Fβ+µ
= −i2 1√|D3|
∑
µ∈β+D3
Fµ
= −i2 1√|D3|
(
cβ,−1/2q−1/2 +N
2,6
β q
−1/6
)
+O(q1/6),
Fβ|−3M1/1 = ξ(M1/1)
√|D1|√|D| ∑
µ∈D1
e((β, µ))e(−Q(β))Fβ+µ
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= i
1√|D|∑
µ∈D
e((β, µ))Fµ
= i
1√|D|
(
c˜1q
−1 + (2a2β − c˜2)q1/2 + c˜3q−1/3 + (2a6β − c˜6)q−1/6
)
+O(1).
The Fourier expansions of g1 at the cusps can be computed using Proposition 2.38
and are given by
g1|5M1/6 = g1 = η(τ)6η(2τ)3η(3τ)2η(6τ)−1
= q1/2 +O(q3/2),
g1|5M1/3 = −
1
2
η(τ)6η(τ/2)3η(3τ)2η(3τ/2)−1
= −1
2
q1/2 +
3
2
q +O(q3/2),
g1|5M1/2 = −i
√
3
3
η(τ)6η(2τ)3η(τ/3)2η(2τ/3)−1
= −i
√
3
3
(
q1/2 − 2q5/6
)
+O(q3/2),
g1|5M1/1 = i
√
3
6
η(τ)6η(τ/2)3η(τ/3)2η(τ/6)−1
= i
√
3
6
(
q1/3 + q1/2 − 2q5/6 − 3q
)
+O(q4/3).
Inserting these expansions into (4.5) we find that the constant coefficient of the
pairing of Fβ with h1 is up to a non-zero constant given by(
1− 2
√
3√|D3|
)
cβ,−1/2 +
(
2
1√|D2| −
√
3√|D|
)(−3c˜1 + 2a2β − c˜2)− √3√|D| c˜3.
Since this coefficient must vanish we obtain
a2β =
3
2
c˜1 +
1
2
c˜2 − 2
√|D2|
2
cβ,−1/2 −
1
2
(
1− 2
√|D3|√
3
)−1
c˜3. (4.6)
If we choose β ∈M2 (which we can do because c˜2 6= 0 in the remaining cases), then
we obtain a2β = 1 for all remaining lattices with n = 8 and N = 6.
Another cusp form of weight 5 and character χβ for Γ1(6) is given by
g2(τ) = η(τ)
7η(2τ)−2η(3τ)7η(6τ)−2.
The Fourier expansions of g2 at the cups can be computed similarly to those of g1.
The equation resulting from pairing Fβ with g2 is then given by
0 =
(
1− 2 7
3
√
3|D3|
)
cβ,−1/2 −
(
2
8√|D2| + 8√3|D|
)
c˜1 + 2
1
3
√
3|D3|
N2,6β
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− 16
3
√
3|D|(2a
2
β − c˜2)−
8
3
√
3|D| c˜3.
Solving for N2,6β yields
N2,6β =
(
7− 23
√
3|D3|
)
cβ,−1/2 +
24√|D2|
(
2 +
√
3|D3|
)
c˜1
+ 2
8√|D2| c˜3 + 2 16√|D2| (2a2β − c˜2) .
Letting β ∈ M2 and inserting a2β = 1 and the other values gives a negative value
for N2,6β in the cases where n3 = 3, which is of course impossible. For the lattice
L1 = II8,2(2
+4
II 3
−7) we obtain N2,6β = 252 and for L2 = II8,2(2
+6
II 3
−7) we obtain
N2,6β = 0.
We continue by letting α ∈ D6,1/6 and
g3(τ) = η(τ)
5η(2τ)4η(3τ)5η(6τ)−4.
Then g3 is a cusp form of weight 5 and character χα for Γ1(6) by Propositions 2.42
and 2.43 and we can compute the pairing of Fα with g3 in the same way as the
pairings we have seen before. The resulting condition is
0 = cα,−1/6 + 2
√
3√|D3|c3α,−1/2 − 48
√
3√|D| c˜1 − 8
√
3√|D|(2a2α − c˜2)− 2
√
3√|D|
(
3
2
a3α − c˜3
)
.
(4.7)
For both L1 and L2 there exists an α ∈M6 with 3α /∈M2 because∑
β∈M2
N2,6β < c˜6.
For such an α we can compute a2α using (4.6) because a
2
α = a
2
3α. We obtain
a2α =
3 + c˜2
2
for both L1 and L2. Inserting this and the other known values into (4.7) shows that
0 = 1− 72
√
3√|D| ,
i.e. |D| = 26 · 35, which is not the case. This completes the proof that the combi-
nation n = 8 and N = 6 cannot occur.
• If n = 6 and N = 6, we let β ∈ D2,1/2 and
g1(τ) = η(τ)
9η(2τ)−3η(3τ)η(6τ).
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Pairing Fβ with g1 yields
0 =
(
1 + 2
1√|D3|
)(
cβ,−1/2 + 2
12√|D2| c˜1 + 2 4√|D2| (2a2β − c˜2)
)
− 2 1√|D3|N2,6β − 4√|D| c˜3.
(4.8)
We describe how this can be used to show that the case L = II6,2(2
−4
II 3
+4) with
c˜2 = 1 cannot occur: There is an element, say β, in D2,1/2 \M2 because
c˜2 = 1 < 10 = N(D2, 1).
Then a2β is 1 or 0 depending on whether β is orthogonal to the element in M2 or not.
If it is 0 then N2,6β must be −2 by (4.8). This is impossible; hence a2β = 1, in which
case (4.8) yields N2,6β = 14. There are N(D2, 1) − c˜2 = 9 elements in D2,1/2 \M2.
It follows that the number c˜6 of elements in M6 is at least 9 · 14 = 126, which is a
contradiction.
With a similar argument one can also eliminate all cases except those stated in the
proposition and the case L = II6,2(2
+6
II 3
−4) with c˜2 = 5. In this case we let β ∈M2.
Then (4.8) gives
N2,6β = 10a
2
β − 18. (4.9)
We can compute the pairing of Fβ with
g2(τ) = η(τ)
4η(2τ)−2η(6τ)6
and obtain
0 =
(
2 +
1√|D3|
)(
1√|D2| c˜1 + 12√|D2|(2a2β − c˜2)
)
− 2 1
9
√|D3|N2,6β
+
1
18
√|D| (2a6β − c˜6)− 13√|D| c˜3.
(4.10)
Inserting the values for L we see that
180a2β − 16N2,6β + 2a6β = 552
and with (4.9) this becomes
10a2β + a
6
β = 132,
which is impossible because a2β ≤ c˜2 = 5 and a6β ≤ c˜6 = 66.
• If n = 6 and N = 10, we let β ∈ D2,1/2 and
g(τ) = η(τ)7η(5τ),
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which is in S4(Γ1(N), χβ) by Propositions 2.42 and 2.43. The congruence subgroup
Γ1(10) has eight cusps, represented by 1/1, 1/2, 1/3, 1/4, 1/5, 2/5, 1/10 and 3/10.
Possible choices for Ma/c are therefore
M1/1 =
(
1 9
1 10
)
,M1/2 =
(
1 2
2 5
)
,M1/3 =
(
1 3
3 10
)
,M1/4 =
(
1 1
4 5
)
,
M1/5 =
(
1 1
5 6
)
,M2/5 =
(
2 3
5 8
)
,M1/10 =
(
1 0
10 1
)
,M3/10 =
(
3 2
10 7
)
.
As before we can compute the Fourier expansions of Fβ|−2Ma/c and g|4Ma/c for
these matrices to calculate the condition coming from pairing Fβ with g. This
condition turns out to be
0 =
(
2− 2 2
√
5√|D5|
)
cβ,−1/2 +
(
4
√
5√|D| − 2 4√|D2|
)
(2a2β − c˜2).
Therefore
a2β = 2
√|D2|
4
cβ,−1/2 +
1
2
c˜2.
In the cases that we are considering we have c˜2 6= N(D2, 1), so we can assume that
β is not in M2. Then a
2
β = c˜2/2, so c˜2 must be even. But c˜2 is odd in all remaining
cases with n = 6 and N = 10, so these cannot occur.
• If n = 4 and N = 6, then the only possible lattice is L = II4,2(2−4II 3−3). We let
β ∈ D2,1/2 and
g1(τ) = η(τ)
3η(3τ)3.
Then g1 is is in S3(Γ1(6), χβ) and we can compute the pairing of Fβ with g1 in the
same way as before. The resulting condition is
0 =
4
3
cβ,−1/2 +
4
3
a2β −
2
3
c˜2 − 1
9
N2,6β −
1
9
a6β +
1
18
c˜6. (4.11)
If c˜2 = 1, then c˜6 = 0 and therefore a
6
β and N
2,6
β must also be 0. Then
a2β =
1
2
− cβ,−1/2 /∈ Z,
which is not possible. Therefore, c˜2 = 0 and consequently also a
2
β = cβ,−1/2 = 0.
– If c˜3 = c˜6 = 4, then
N2,6β = 2− a6β
by (4.11). Since N2,6β cannot be larger than a
6
β (because every element in M6
that projects to β under D = D2 ⊕ D3 → D2 is orthogonal to β) we must
have N2,6β ≤ 1. But N2,6β must be even (if α ∈M6 projects to β, then so does
−α, which must also be in M6 because Fα = F−α). Therefore N2,6β = 0. This
must hold for every β ∈ D2,1/2, which is only possible if c˜6 = 0. This is a
contradiction.
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– If c˜3 = 2 and c˜6 = 8, then we let γ ∈ M3. Note that then M3 = {±γ}, so
M3 ∩ γ⊥ = ∅, i.e. a3γ = 0. The function
g2(τ) = η(τ)
2η(2τ)3η(3τ)2η(6τ)−1
is in S3(Γ1(6), χγ) and pairing Fγ with g2 yields
0 =
5
4
cγ,−1/3 −
5
8
a3γ +
5
24
c˜3 − 1
8
a6γ +
1
24
c˜6
= 2− 1
8
a6γ ,
so a6γ = 16. This is impossible because a
6
γ cannot be larger than c˜6.
– If c˜3 = 0 and c˜6 = 12, then (4.11) simplifies to
N2,6β = 6− a6β.
Since N2,6β ≤ a6β and even as described before, it must be 0 or 2. There must
therefore be six elements β1, . . . , β6 ∈ D2,1/2 with N2,6βi = 2 and a6βi = 4.
Moreover, each of these elements is orthogonal to itself and exactly one of the
others because
a6β =
∑
γ∈D2,1/2∩β⊥
N2,6γ
for every β ∈ D2,1/2.
We continue by letting α ∈ D6,1/6 and
g3(τ) = η(τ)
10η(2τ)−3η(3τ)−2η(6τ),
which Propositions 2.42 and 2.43 show to be in S3(Γ1(6), χα). Pairing Fα with
g3 yields
0 = cα,−1/6 +
3
2
N⊥3α − 1− 2M⊥4α +N3,64α , (4.12)
where N⊥3α is the number of elements in M6 ∩ (4α)⊥ that map to 3α under the
natural projection D = D2 ⊕D3 → D2 and M⊥4α is the number of elements in
M6 ∩ (3α)⊥ that map to 4α under D = D2 ⊕D3 → D3.
Suppose there is an element δ ∈ D3,2/2 such that δ+β /∈M6 for all β ∈ D2,1/2,
i.e. such that N3,6δ = 0. Then we let α1 = δ + β1, with β1 as above. Note
that 4α1 = δ, so both cα1,−1/6 and N
3,6
4α1
are 0. The same is true for M⊥4α1 , so
N⊥3α1 = 2/3 by (4.12), which is of course impossible.
There is therefore no δ ∈ D3,2/3 with N3,6δ = 0. Since
|D3,2/3| = N(D3, 2) = 12 = c˜6,
we must have N3,6δ = 1 for all δ ∈ D3,2/3; hence there is exactly one β ∈ D2,1/2
with β + δ ∈ M6 for every δ ∈ D3,2/3. We let α ∈ M6. Then N3,64α = 1 as just
explained, i.e. there is exactly one element in M6 that projects to 4α under
D → D3. This element is α, which is orthogonal to 3α, so M⊥4α = 1. Then
again N⊥3α = 2/3 by (4.12), again giving a contradiction.
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• If n = 4 and N = 15, then L = II4,2(3+35−5) and c˜3 = 4, so there exists an element
γ in M3. We let
g(τ) = η(3τ)η(5τ)7η(15τ)−2 ∈ S3(Γ1(15), χγ).
There are 16 classes of cusps for Γ1(15), represented by
1
1
,
1
2
,
1
3
,
2
3
,
1
4
,
1
5
,
2
5
,
3
5
,
4
5
,
1
6
,
5
6
,
1
7
,
1
15
,
2
15
,
4
15
,
7
15
and possible choices for Ma/c are therefore
M1/1 =
(
1 14
1 15
)
,M1/2 =
(
1 7
2 15
)
,M1/3 =
(
1 3
3 10
)
,M2/3 =
(
2 3
3 5
)
,
M1/4 =
(
1 11
4 45
)
,M1/5 =
(
1 1
5 6
)
,M2/5 =
(
2 1
5 3
)
,M3/5 =
(
3 7
5 12
)
,
M4/5 =
(
4 7
5 9
)
,M1/6 =
(
1 4
6 25
)
,M5/6 =
(
5 4
6 5
)
,M1/7 =
(
1 2
7 15
)
,
M1/15 =
(
1 0
15 1
)
,M2/15 =
(
2 1
15 8
)
,M4/15 =
(
4 1
15 4
)
,M7/15 =
(
7 6
15 13
)
.
As before we compute the Fourier expansions of Fγ |−1Ma/c and g|3Ma/c and the
pairing of Fγ with g. The resulting condition is
0 =4− 5 28
5
√
5|D5|
− 216
5
√
15|D|
(
3
2
a3γ −
1
2
c˜3
)
− 36√
15|D| c˜5
− 36
5
√
15|D|
(
3
2
a15γ −
1
2
c˜15
)
,
which in our case simplifies to
0 =
376
125
− 36
125
a3γ ,
which is impossible because a3γ must be an integer.
• For n = 4 and N = 30 we let β ∈ D2,1/2 and
g(τ) = η(τ)3η(2τ)−1η(5τ)2η(6τ)η(10τ)η(15τ)η(30τ)−1 ∈ S3(Γ1(30), χβ).
There are 32 classes of cusps for Γ1(30), so the computation of the Fourier expan-
sions of Fβ and g becomes quite tedious. In the end the pairing of Fβ and g leads
to
0 =
(
4− 5 8
√
5
5
√|D5| + 4
√
15
5
√|D15|
)
cβ,−1/2 −
(
5
8
√
5
5
√|D10| + 8
√
15
5
√|D|
)
c˜5 +
16
√
15
5
√|D| c˜3
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−
(
8√|D2| − 5 8
√
3√|D6| + 5 8
√
5√|D10| + 24
√
15
5
√|D|
)
c˜1 − 8
√
15
5
√|D| (2a6β − c˜6)
+
(
8
√
15
5
√|D| − 5 24
√
5
5
√|D10|
)(
2a2β − c˜2
)− 4√15
5
√|D15|N2,6β + 4
√
15
5
√|D15|N2,10β .
Suppose L = II4,2(2
+4
II 3
−35+3). Since c˜2 = 3 6= 0, we can let β ∈ M2. Then the
lengthy expression simplifies to
a2β =
33
4
+
1
8
N2,10β −
1
8
N2,6β −
1
8
a6β. (4.13)
Note that N2,6β is at most equal to the number of elements in D3,2/3, i.e.
N2,6β ≤ N(D3, 2) = 12.
Moreover, a6β ≤ c˜6 = 36. Therefore, (4.13) shows that a2β is at least 3. Since
a2β ≤ c˜2 = 3, we must in fact have a2β = 3. This holds for any β ∈M2, so the three
elements in M2 must be pairwise orthogonal. However, one easily checks that it is
not possible to choose three pairwise orthogonal elements γ with ord(γ) = 2 and
Q(γ) = 1/2 +Z in 2+4II . Therefore, this case cannot occur. A similar argument also
works in the other remaining cases with N = 30.
Theorem 4.6. Let L be an even lattice of squarefree level N and signature (n, 2), n ≥ 4
such that L splits II1,1⊕II1,1(N). Let F be a strongly-reflective modular form on D = L′/L
with [F0](0) = n − 2. If F is not symmetric, then there exists an isotropic subgroup
H ⊂ D such that F is the lift FˆH of a symmetric strongly-reflective modular form FH for
DH = H
⊥/H on H. The function FH satisfies [(FH)0](0) = n− 2.
Proof. We prove this separately for the cases from Theorem 4.5. If the level N is prime,
then this follows from [Sch17], Theorem 6.27, so we can assume that N is 6 or 14.
• Suppose the level N is 6. If c˜2 > 0, then L = II6,2(2+n2II 3−4) for n2 = 4 or n2 = 6.
Let β ∈M2. Since c˜1 = c˜3 = 0 and c˜2 = 2n2/2−1, (4.8) states that
N2,6β =
80
2n2/2
a2β − 10.
Furthermore, we also have
N2,6β =
90
2n2/2
a2β +
1
2n2/2
a6β − 30
because of (4.10). These two conditions together yield
N2,6β = 150−
8
2n2/2
a6β ≥ 30
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because a6β ≤ c˜6 = 30 · 2n2/2−1. As there are only N(D3, 2) = 30 elements in D3,2/3,
it follows that N2,6β = 30 and therefore a
2
β = c˜2 and a
6
β = c˜6, i.e. the elements in
M2 are pairwise orthogonal and
M6 = M2 +D3,2/3. (4.14)
Let H be the set of isotropic elements in D2 that are orthogonal to M2, i.e.
H = D2,0 ∩M⊥2 .
Let β ∈ M2 and µ ∈ H. Then β + µ is obviously in D2,1/2, but it is also in M2;
otherwise (4.8) gives N2,6β+µ = 20, which contradicts (4.14). Therefore β +H ⊂M2.
But the other inclusion M2 ⊂ β+H also holds: Let β′ ∈M2. Then β′−β is isotropic
(because β′ and β are orthogonal) and in M⊥2 (because β′ and β are). Now that
we have shown that M2 = β +H we prove that H is a group: Let µ1, µ2 ∈ H and
write µ1 = β1 − β and µ2 = β2 − β with β1, β2 ∈ M2. Then µ1 − µ2 = β1 − β2 is
isotropic and orthogonal to M2 and hence in H. On DH = H
⊥/H = 2+2II 3
−4 there
is a symmetric strongly-reflective modular form FH with [(FH)0](0) = 4 (see Table
4.1), which can be lifted on H. It is easy to see that the principal parts of FˆH and
F coincide, so F = FˆH .
If c˜3 > 0, then L = II6,2(2
−4
II 3
3n3) where 3n3 = +4 or −6, c˜3 = 2 · 3n3/2−1 and
c˜6 = 20·3n3/2−1. Let γ ∈M3. The function η(τ)8 is in S4(Γ1(6), χγ) by Propositions
2.42 and 2.43 and the pairing of Fγ with η(τ)
8 results in the condition
0 =
(
1 + 2
2√|D2|
)
cγ,−1/3 −
(
2
3√|D3| + 6√|D|
)(
3
2
a3γ −
1
2
c˜3
)
, (4.15)
which in our case simplifies to a3γ = 0, i.e. no two elements in M3 are orthogonal.
Next we compute the pairing of Fγ with
η(τ)−1η(2τ)9η(3τ)3η(6τ)−3 ∈ S4(Γ1(6), χγ)
and obtain
0 =
(
1− 2 1
4
√|D2|
)
cγ,−1/3 +
(
9√|D| − 2 9√|D3|
)
c˜1 − 9
4
√|D|
(
3
2
a3γ −
1
2
c˜3
)
− 3
4
√|D|
(
3
2
a6γ −
1
2
c˜6
)
− 9
2
√|D2| c˜2,
which shows that in our case a6γ = c˜6, i.e M3 ⊥ M6. We continue by letting
δ ∈ D3,2/3 and pairing Fδ with
η(τ)9η(2τ)−1η(3τ)−3η(6τ)3 ∈ S4(Γ1(6), χδ).
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This yields
0 =
(
2 − 1√|D2|
)(
18√|D3| c˜1 + 3√|D3|
(
3
2
a3δ −
1
2
c˜3
))
− 2 1√|D2|N3,6δ + 9√|D| c˜2.
(4.16)
If N3,6δ 6= 0, then a3δ = c˜3 because M3 ⊥ M6. In this case (4.16) shows that
N3,6δ = 10. This proves that there are c˜6/10 = c˜3 elements δ ∈ D3,2/3 with N3,6δ = 10
and that N3,6δ = 0 for the remaining δ ∈ D3,2/3. We let H be the set of isotropic
elements in D3 ∩M⊥3 and let γ ∈M3 and µ ∈ H. Then γ+µ is obviously in D3,1/3
and M3 ∩ (γ + µ)⊥ = ∅. Applying (4.15) to γ + µ shows that this is only possible if
γ + µ ∈M3. Therefore, M3 +H ⊂M3. We now want to show that this is actually
an equality of sets: Let γ1, γ2 ∈ M3. Since these are not orthogonal, exactly one
of γ1 + γ2 and γ1 − γ2 is isotropic. By replacing γ2 with −γ2 if necessary, we can
assume that µ = γ1 − γ2 is isotropic. The pairing of µ with
η(τ)2η(2τ)2η(3τ)2η(6τ)2 ∈ S4(Γ1(6))
can be computed as usual and gives
0 =
(
2
1√|D3| − 1√|D|
)
c˜1 +
(
1
3
√|D| − 2 13√|D3|
)(
3
2
a3µ −
1
2
c˜3
)
− 1
6
√|D|
(
3
2
a6µ −
1
2
c˜6
)
+
1
2
√|D2| c˜2,
which, using that µ ∈M⊥6 , results in a3µ = c˜3, i.e. µ ∈M⊥3 . This proves that µ ∈ H
and that M3 = ±γ +H for any γ ∈M3. Next we show that
M6 = ±δ +D2,1/2 +H,
where δ is any element in D3,2/3 with N
3,6
δ = 10: Note that both sides have the
same size because |D2,1/2| = N(D2, 1) = 10 and |H| = 12 c˜3 = 3n3/2−1. It therefore
suffices to show that the right hand side is contained in the left. We let S be the set
of elements δ ∈ D3,2/3 with N3,6δ = 10. Since |D2,1/2| = N3,6δ , we only have to show
that ±δ+H ⊂ S. Let µ ∈ H. We have seen that M3 = ±γ+H for γ ∈M3, so every
element in H is the sum of two elements in M3. Since M3 is orthogonal to M6, this
shows that H ⊂ M⊥6 , so in particular µ ∈ M⊥6 . Therefore, µ and δ are orthogonal
and Q(±δ+µ) = 2/3+Z for all δ ∈ S. By definition, µ is also orthogonal to M3, so
that ±δ + µ is orthogonal to M3. We can then use (4.16) to see that N3,6±δ+µ = 10,
so ±δ + µ is in S, which is what we wanted to show. Finally we prove that H is
a group: Let µ1, µ2 ∈ H. Then obviously µ1 − µ2 ∈ M⊥3 , so we only have to show
that µ1−µ2 is isotropic. Suppose it is not. Then Q(µ1−µ2) is 1/3 +Z or 2/3 +Z.
By replacing µ2 with −µ2 if necessary, we can assume that Q(µ1 − µ2) = 2/3 + Z.
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Then (4.16) shows that µ is in S and therefore not in M⊥6 , which is impossible
because H ⊂M⊥6 . Therefore µ1−µ2 is isotropic and hence in H and H is indeed a
group. That F must then be a lift of a symmetric strongly-reflective modular form
on DH = H
⊥/H can be seen as in the case with c˜2 > 0.
• If N = 14, then L = II4,2(2+4II 7−3) and c˜2 = 2, so we can let β ∈ M2. The pairing
of Fβ with
g1(τ) = η(τ)
5η(7τ) ∈ S3(Γ1(14), χβ)
is computed as usual and yields
0 = 3− 6 1√|D2|(2a2β − c˜2)− 3
√
7√|D7| + 6
√
7√|D|(2a2β − c˜2),
which in our case simplifies to a2β = 2, i.e. the two elements in M2 are orthogonal.
We can also pair Fβ with
g2(τ) = η(τ)
−2η(2τ)7η(7τ)2η(14τ)−1 ∈ S3(Γ1(14), χβ)
and obtain
0 =
(
3 +
3
√
7√|D7|
)
cβ,−1/2 −
(
3
4
√|D2| + 3
√
7
4
√|D|
)(
2a2β − c˜2
)− 3√7
4
√|D| c˜7
+
(
21
4
√|D2| + 21
√
7
4
√|D|
)
c˜1 − 3
√
7
4
√|D| (2a14β − c˜14) .
Inserting the known values yields a14β = 112 = c˜14, i.e. β is orthogonal to M14.
Since this holds for both β ∈ M2, we obtain M2 ⊥ M14. There are exactly 112
elements in D14,1/14 that are orthogonal to M2, namely those in M2 + D7,4/7. Let
H = {0, β1−β2}, where β1 and β2 are the two elements in M2. Then M2 = β1 +H
and M14 = β1+H+D7,4/7. As in the previous cases, it then follows that F is the lift
of the unique symmetric strongly-reflective modular form FH with [(FH)0](0) = 2
on DH = H
⊥/H.
This has the following consequence for strongly-reflective automorphic forms of singular
weight:
Corollary 4.7. Let L be an even lattice of signature (n, 2), n ≥ 4 and squarefree level N
that splits II1,1⊕II1,1(N) and Ψ a strongly-reflective automorphic form of singular weight
for the discriminant kernel ΓL. Then the function Ψ can be identified with Ψ(FD,Γ0(N),f,0)
with f one of the functions from Table 4.1. In particular, Ψ can be realized as the theta
lift of a symmetric form F .
Proof. By Proposition 3.15, the function Ψ is of the form Ψ = Ψ(F ) for some vector-
valued modular form F , which must be strongly-reflective because of Proposition 3.19.
For symmetric F the result follows from Theorem 4.3. If F is not symmetric, then
Theorem 4.6 shows that F is the lift of a symmetric strongly-reflective form FH on some
smaller discriminant form DH = H
⊥/H. In all cases DH can be realized as N ′/N for
some suitable sublattice N ⊂ L as described at the end of Section 3.1 and Ψ can therefore
be identified with Ψ(FH) by Proposition 3.16.
83
4. Strongly-Reflective Automorphic Forms of Singular Weight
4.2. New Strongly-Reflective Automorphic Forms of Singular
Weight
In the previous section we have seen that if the lattice L has squarefree level N and splits
II1,1 ⊕ II1,1(N), then as functions on the corresponding set K˜+ all strongly-reflective
automorphic forms of singular weight for the discriminant kernel ΓL can be constructed
from the Leech lattice as described at the beginning of the previous section. If L is no
longer required to split II1,1 ⊕ II1,1(N), then there are examples of strongly-reflective
automorphic products of singular weight that are not of this form. If N is prime, such
examples can be found in [Sch17].
In this section we construct strongly-reflective modular forms F with [F0](0) = n−2. In
all cases the underlying lattice L is an even lattice of signature (n, 2), with 4 ≤ n ≤ 8 and
level 6 that splits II1,1(6) but not II1,1. The corresponding automorphic product Ψ(F ) is
then a strongly-reflective automorphic form of singular weight. To the best knowledge of
the author these do not yet appear in the literature.
4.2.1. n=8
If n = 8, then we build one new strongly-reflective automorphic form of singular weight.
For the construction we need the following lemma:
Lemma 4.8. Let D be the discriminant form with Jordan symbol 2−10II . Up to automor-
phisms of D there is exactly one set S ⊂ A2 with |S| = 66 and
∣∣∣S ∩ γ⊥∣∣∣ =

46 if γ ∈ S,
30 if γ ∈ A2 \ S,
34 if Q(γ) = 0 + Z and γ 6= 0.
Proof. The discriminant form D is the orthogonal sum of five copies of 2−2II . Let βi and
β′i with
Q(βi) = Q(β
′
i) = (βi, β
′
i) = 1/2 + Z
be generators of the i-th copy. We then let S be the smallest set that contains the
elements
β1, β
′
1, β2, β
′
2, β1 + β2 + β3, β4, β
′
4, β5, β
′
5, β1 + β
′
3 + β4, β3 + β4 + β5
and that is closed under taking sums of two non-orthogonal elements. It is easy to
explicitly determine all elements of S and to check that S has the desired properties.
We now want to show the uniqueness of S up to automorphisms of D: Suppose S1 and
S2 are two sets with the properties stated in the proposition and let γ1 ∈ S1. Since S1
has exactly 46 elements orthogonal to γ1, there must be a γ2 ∈ S1 with (γ1, γ2) = 1/2+Z.
Then γ1, γ2 span a discriminant form isomorphic to 2
−2
II and their orthogonal complement
A in D is isomorphic to 2+8II . With the same argument there exist γ
′
1, γ
′
2 ∈ S2 with
(γ′1, γ′2) = 1/2 + Z and orthogonal complement A′ isomorphic to 2
+8
II . Let σ be any
isomorphism from A to A′. We can extend σ to an automorphism of D by defining
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σ(γ1) = γ
′
1 and σ(γ2) = γ
′
2. We can therefore assume that γ1 = γ
′
1 and γ2 = γ
′
2. Then of
course A = A′. For each pair a = (a1, a2) ∈ F22 we denote by xa the number of elements
β ∈ S1 which project to a1γ1 + a2γ2 under the projection
D = 〈γ1, γ2〉 ⊕A→ 〈γ1, γ2〉
(α, β) 7→ α.
An element β ∈ D is orthogonal to γ1 if and only if it projects to 0 or to γ1. As γ1 is
orthogonal to exactly 46 elements in S1, it follows that
x(0,0) + x(1,0) = 46.
By replacing γ1 with 0, γ2 and γ1 + γ2, one similarly obtains
x(0,0) + x(0,1) + x(1,0) + x(1,1) = 66
x(0,0) + x(0,1) = 46
x(0,0) + x(1,1) =
{
46 if γ1 + γ2 ∈ S1,
30 otherwise.
The only solution to these four equations is
(
x(0,0), x(0,1), x(1,0), x(1,1)
)
=
{
(36, 10, 10, 10) if γ1 + γ2 ∈ S1,
(28, 18, 18, 2) otherwise.
We see that S1 ∩ A has at least 28 elements. It is not possible to find 28 pairwise
orthogonal elements γ with ord(γ) = 2 and Q(γ) = 1/2 + Z in 2+8II . Therefore, there
are elements γ3 and γ4 with (γ3, γ4) = 1/2 + Z in S1 ∩ A . The orthogonal complement
B of {γ3, γ4} in A is then isomorphic to 2−6II . Replacing S1 by S2, we also obtain γ′3
and γ′4 with (γ′3, γ′4) = 1/2 + Z in S2 ∩ A with orthogonal complement B′ in A. With
the argument already used for γ1 and γ2, we can assume that γ3 = γ
′
3, γ4 = γ
′
4 and
B = B′. The set B is the orthogonal complement of {γ1, . . . , γ4} in D. For each 4-tuple
a = (a1, a2, a3, a4) ∈ F42 we now denote by xa the number of elements β ∈ S1 that project
to a1γ1 + . . .+ a4γ4 under the projection
D = 〈γ1, . . . , γ4〉 ⊕B → 〈γ1, . . . , γ4〉
(α, β) 7→ α.
This time we obtain 16 linear equations from the cardinalities of the sets S1 ∩ γ⊥ for
γ ∈ 〈γ1 . . . , γ4〉, with the right hand side depending on which of γ1 + γ2 and γ3 + γ4 are
in S1. The unique solution of these equations is a vector of non-negative integers only if
both γ1 + γ2 and γ3 + γ4 are in S1. In this case the solution is given by
xa = x(a1,a2,a3,a4) =

15 if a = (0, 0, 0, 0),
7 if Q(a1γ1 + . . .+ a4γ4) = 1/2 + Z,
1 otherwise.
(4.17)
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We remark that, as γ1 and γ2 were arbitrary non-orthogonal elements in S1 and γ1 + γ2
must be in S1, the set S1 must be closed under taking the sum of two non-orthogonal
elements.
We observe that (4.17) implies that there is exactly one element µ ∈ S1 that projects
to γ1 + γ3. We let γ5 = γ1 + γ3 + µ ∈ B and choose an element γ6 ∈ B such that
Q(γ6) = (γ5, γ6) = 1/2 + Z. We do the same for S2, obtain elements γ′5 and γ′6 and
can assume that γ5 = γ
′
5 and γ6 = γ
′
6 with the argument that we have already used
for γ1 and γ2 and for γ3 and γ4. Since S1 and S2 are closed under sums to two non-
orthogonal elements, all elements of the form µ1 +µ2 + γ5 with µ1 ∈ {γ1, γ2, γ1 + γ2} and
µ2 ∈ {γ3, γ4, γ3 + γ4} must be in both S1 and S2. This gives nine elements in S1 ∩ S2.
Together with the six elements γ1, γ2, γ3, γ4, γ1 + γ2, γ3 + γ4 we have found 15 elements
that are in S1 ∩ S2. Also note that neither γ1 + γ3 + γ6 nor γ1 + γ3 + γ5 + γ6 are in
S1 or in S2, as there is only one element in S1 and S2 that projects to γ1 + γ3, namely
µ = γ1 + γ3 + γ5. Using that S1 and S2 are closed under sums of two non-orthogonal
elements we find that also none of γ6, γ5 + γ6, µ1 + µ2 + γ6 and µ1 + µ2 + γ5 + γ6 (with
µ1 and µ2 as before) are in S1 or S2.
Let C be the orthogonal complement of {γ1, . . . , γ6} in D. Then C is isomorphic to
2+4II . For each 6-tuple a = (a1, . . . , a6) ∈ F62 we let xa be the number of elements β ∈ S1
that project to a1γ1 + . . .+ a6γ6 under the projection
D = 〈γ1, . . . , γ6〉 ⊕ C → 〈γ1, . . . , γ6〉
(α, β) 7→ α.
This time we get 64 linear equations with the right hand side depending on whether γ5
is in S1 or not. The solution has non-negative integral coordinates if and only if γ5 /∈ S1.
In this case
xa = x(a1,...,a6) =

6 if a = (0, . . . , 0),
3 if a6 = 1 and Q(a1γ1 + . . .+ a6γ6) = 0 + Z,
9 if a = (0, 0, 0, 0, 1, 0),
1 if a6 = 0, a 6= (0, 0, 0, 0, 1, 0) and
Q(a1γ1 + . . .+ a6γ6) = 1/2 + Z,
0 otherwise.
(4.18)
Of course, replacing S1 by S2 gives the same solution for xa. There are three elements
in S1 that project to γ1 + γ6. Let µ be one of them and let γ7 = γ1 + γ6 + µ ∈ C.
Similarly we let µ′ be one of the three elements in S2 that projects to γ1 + γ6 and let
γ′7 = γ1 + γ6 + µ′ ∈ C. Let γ8 and γ′8 be elements in C with
Q(γ8) = Q(γ
′
8) = (γ7, γ8) = (γ
′
7, γ
′
8) = 1/2 + Z.
As before, by applying an appropriate automorphism of C we can assume that γ7 = γ
′
7
and γ8 = γ
′
8. Note that there are six elements γ with Q(γ) = 1/2 + Z in C and that all
of them must be in S1 ∩S2 by (4.18). The elements γ7, γ8 and γ7 + γ8 are such elements.
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Since S1 is closed under sums of two non-orthogonal elements, the three elements in S1
that project to γ1 + γ6 are
γ1 + γ6 + γ7, γ1 + γ6 + γ8 and γ1 + γ6 + γ7 + γ8
and the same is true for S2. The discriminant form C contains 10 elements α of norm
0 + Z. For nine of them γ5 + α is in S1 because of (4.18). Since we already know that
γ5 /∈ S1, the only such α with γ5 +α /∈ S1 is α = 0 and the same is true if we replace S1 by
S2. The smallest set S containing all of the elements in S1∩S2 that we have found so far
and that is also closed under sums of two non-orthogonal elements contains 66 elements,
so S = S1 = S2.
Proposition 4.9. Let L = II8,2(2
−10
II 3
−5) and D = L′/L. Let S ⊂ D2 be a subset as in
the previous lemma and let
g1 = η(τ)
4η(2τ)−5η(3τ)−4η(6τ)−1,
g2 = η(τ)
−1η(2τ)−4η(3τ)−5η(6τ)4,
f1 = η(τ)
−3η(3τ)−3.
Then
F = FD,Γ0(6),g1,0 + 6FD,Γ0(6),g2,0 +
1
6
∑
γ∈S
FD,Γ1(6),f1,γ
is a strongly-reflective modular form with [F0](0) = 6 on D. Its principal part is given by
M1 = {0}, M2 = S, M3 = D3,1/3, M6 = M2 +D3,2/3.
Proof. The functions g1 and g2 are weakly holomorphic modular forms of weight −3 and
character χD =
( ·
3
)
for Γ0(6) by Propositions 2.40 and 2.43 and f1 is a weakly holomor-
phic modular form of weight −3 and character χ(b) = e(b/2) for Γ1(6) by Propositions
2.42 and 2.43. Both Γ0(6) and Γ1(6) have four cusps, represented by 1/6, 1/3, 1/2 and
1/1. We let
M6 =
(
1 0
6 1
)
,M3 =
(
1 1
3 4
)
,M2 =
(
1 1
2 3
)
,M1 =
(
1 5
1 6
)
and compute the Fourier expansions of g1|−3Mc, g2|−3Mc and f1|−3Mc for all c | N using
Proposition 2.38 and obtain
g1|−3M6 = η(τ)4η(2τ)−5η(3τ)−4η(6τ)−1 = q−1 − 4 +O(q),
g1|−3M3 = −8η(τ)4η(τ/2)−5η(3τ)−4η(3τ/2)−1 = −8q−1/2 + 40 +O(q1/2),
g1|−3M2 = −9
√
3iη(τ)4η(2τ)−5η(τ/3)−4η(2τ/3)−1 = −9
√
3i
(
q−1/3 + 4
)
+O(q1/3),
g1|−3M1 = −72
√
3iη(τ)4η(τ/2)−5η(τ/3)−4η(τ/6)−1 = −72
√
3i+O(q1/6),
g2|−3M6 = η(τ)−1η(2τ)−4η(3τ)−5η(6τ)4 = 1 +O(q),
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g2|−3M3 = η(τ)−1η(τ/2)−4η(3τ)−5η(3τ/2)4 = q−1/2 + 4 +O(q1/2),
g2|−3M2 =
√
3iη(τ)−1η(2τ)−4η(τ/3)−5η(2τ/3)4 =
√
3i
(
q−1/3 + 5
)
+O(q1/3),
g2|−3M1 = −
√
3iη(τ)−1η(τ/2)−4η(τ/3)−5η(τ/6)4 = −
√
3i
(
q−1/6 − 4
)
+O(q1/6),
f1|−3M6 = η(τ)−3η(3τ)−3 = q−1/2 +O(q1/2),
f1|−3M3 = η(τ)−3η(3τ)−3 = q−1/2 +O(q1/2),
f1|−3M2 = 3
√
3iη(τ)−3η(τ/3)−3 = 3
√
3iq−1/6 +O(q1/6),
f1|−3M1 = 3
√
3iη(τ)−3η(τ/3)−3 = 3
√
3iq−1/6 +O(q1/6).
With these Fourier expansions at hand we can now compute FD,Γ0(6),g1,0, FD,Γ0(6),g2,0 and
FD,Γ1(6)f1,γ for γ ∈ D2,1/2 using the formulas (2.6) and (2.7).
We explain the computation of FD,Γ1(6),f1,γ in more detail: To simplify notation, let
G = FD,Γ1(6),f1,γ . As explained in Subsection 2.3.3, we can write
G = G6 +G3 +G2 +G1
with
Gc = ξ(M
−1
c )
√|Dc|√|D| c′ ∑
µ∈γ+Dc′
e(b(µ, γ))e(−bQ(γ))(f1|−3Mc)−Q(µ)(τ) (eµ + e−µ) .
The root of unity ξ(M−1c ) (see Theorem 2.53) is given by
ξ(M−1c ) =

1 if c = 6,
−1 if c = 3,
i if c = 2 or c = 1.
Therefore,
G6(τ) =
(
η(τ)−3η(3τ)−3
)
1/2
(eγ + e−γ) .
But note that γ = −γ and that η(τ)−3η(3τ)−3 has a Fourier expansion in odd powers of
q1/2 and that therefore (
η(τ)−3η(3τ)−3
)
1/2
= η(τ)−3η(3τ)−3,
so that
G6(τ) = 2η(τ)
−3η(3τ)−3eγ .
Similarly,
G3(τ) =
1
16
∑
µ∈D2
e((µ, γ))
(
η(τ)−3η(3τ)−3
)
−Q(µ) (eµ + e−µ)
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=
1
8
∑
µ∈D2,1/2
e((µ, γ))η(τ)−3η(3τ)−3eµ.
In the same way we obtain
G2(τ) = 2
∑
µ∈γ+D3
(η(τ)−3η(τ/3)−3)−Q(µ)eµ
and
G1(τ) =
1
8
∑
µ∈D2,1/2+D3
(
η(τ)−3η(τ/3)−3
)
−Q(µ) .eµ
For an element µ ∈ D we can now compute the Fourier expansions of Gµ by collecting
all the corresponding summands from G1, G2, G3 and G6. We obtain
Gµ =

17
8 q
−1/2 +O(q1/2) if µ = γ,
1
8e(µγ)q
−1/2 +O(q1/2) if µ ∈ D2,1/2 \ {γ},
17
8 q
−1/6 +O(q5/6) if µ ∈ γ +D3,2/3,
1
8e(µγ)q
−1/6 +O(q5/6) if µ ∈ D2,1/2 \ {γ}+D3,2/3,
O(q1/6) otherwise.
Now that we have computed FD,Γ1(6),f1,γ , it is easy to compute
H =
∑
γ∈S
FD,Γ1(6),f1,γ .
For example, if µ ∈ S, then µ is orthogonal to 45 elements in S\{µ} and is not orthogonal
to 20 elements in S. Therefore,
Hµ =
17
8
q−1/2 + 45 · 1
8
q−1/2 + 20 · −1
8
q−1/2 +O(q1/2)
=
21
4
q−1/2 +O(q1/2).
For the other elements µ ∈ D we can compute Hµ in the same way and obtain
Hµ =

21
4 q
−1/2 +O(q1/2) if µ ∈ S,
−34q−1/2 +O(q1/2) if µ ∈ D2,1/2 \ S,
21
4 q
−1/6 +O(q5/6) if µ ∈ S +D3,2/3,
−34q−1/6 +O(q5/6) if µ ∈
(
D2,1/2 \ S
)
+D3,2/3,
O(q1/6) otherwise.
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The components of FD,Γ0(6),g1,0 and FD,Γ0(6),g2,0 can be computed similarly using (2.6).
One obtains
(FD,Γ0(6),g1,0)µ =

q−1 + 12 +O(q) if µ = 0,
4 +O(q) if µ ∈ D2,0,
1
2q
−1/2 +O(q1/2) if µ ∈ D2,1/2,
27
2 +O(q) if µ ∈ D3,0,
3q−1/3 +O(q2/3) if µ ∈ D3,1/3,
3
2 +O(q) if µ ∈ D6,0,
O(q1/6) otherwise
and
(FD,Γ0(6),g2,0)µ =

−1 +O(q) if µ = 0,
−13 +O(q) if µ ∈ D2,0,
− 116q−1/2 +O(q1/2) if µ ∈ D2,1/2,
−74 +O(q) if µ ∈ D3,0,
−13q−1/3 +O(q2/3) if µ ∈ D3,1/3,
− 112 +O(q) if µ ∈ D6,0,
1
48q
−1/6 +O(q5/6) if µ ∈ D6,1/6,
O(q1/6) otherwise.
Therefore, the components Fµ of
F = FD,Γ0(6),g1,0 + 6FD,Γ0(6),g2,0 +
1
6
∑
γ∈S
FD,Γ1(6),f1,γ
are given by
Fµ =

q−1 + 6 +O(q) if µ = 0,
2 +O(q) if µ ∈ D2,0,
q−1/2 +O(q1/2) if µ ∈ S,
3 +O(q) if µ ∈ D3,0,
q−1/3 +O(q2/3) if µ ∈ D3,1/3,
1 +O(q) if µ ∈ D6,0,
q−1/6 +O(q5/6) if µ ∈ S +D3,2/3,
O(q1/6) otherwise.
In particular, F is strongly-reflective with principal part as claimed and [F0](0) = 6.
4.2.2. n=6
In this subsection we need the following eta quotients:
g1(τ) = η(τ)
−3η(2τ)−3η(3τ)η(6τ),
90
4.2. New Strongly-Reflective Automorphic Forms of Singular Weight
g2(τ) = η(τ)
−4η(2τ)2η(3τ)−4η(6τ)2,
g3(τ) = η(τ)
−7η(2τ)5η(3τ)5η(6τ)−7,
g4(τ) = η(τ)η(2τ)η(3τ)
−3η(6τ)−3,
f1(τ) = η(τ)
3η(2τ)−3η(3τ)−5η(6τ),
f2(τ) = η(τ)
−5η(2τ)η(3τ)3η(6τ)−3,
f3(τ) = η(τ)
−4η(2τ)−2η(3τ)4η(6τ)−2.
The following propositions can be proven similarly to Proposition 4.9:
Proposition 4.10. Let L = II6,2(2
−6
II 3
−2) and D = L′/L. Let γ ∈ D2,1/2. Then
F = 3FD,Γ0(6),g1,0 +
1
2
FD,Γ1(6),f2,γ
is a strongly-reflective modular form with [F0](0) = 4 on D. Its principal part is given by
M1 = ∅, M2 = {γ}, M3 = D3,1/3, M6 = γ⊥ ∩
(
D2,1/2 \ {γ}
)
+D3,2/3.
Proposition 4.11. Let L = II6,2(2
−6
II 3
−6) and D = L′/L. Let γ ∈ D2,1/2. Then
F = FD,Γ0(6),g4,0 −
1
2
FD,Γ1(6),f1,γ
is a strongly-reflective modular form with [F0](0) = 4 on D. Its principal part is given by
M1 = {0}, M2 = γ⊥ ∩
(
D2,1/2 \ {γ}
)
, M3 = ∅, M6 = γ +D3,2/3.
Proposition 4.12. Let L = II6,2(2
+2
II 3
+6) and D = L′/L. Let γ1, . . . , γ6 be six pairwise
orthogonal elements in D3,1/3. Then
F = 4FD,Γ0(6),g2,0 +
3
4
6∑
i=1
FD,Γ1(6),f3,γi
is a strongly-reflective modular form with [F0](0) = 4 on D. Its principal part is given by
M1 = ∅, M2 = D2,1/2, M3 = ±{γ1, . . . , γ6}, M6 = D2,1/2 + {±γi ± γj : 1 ≤ i < j ≤ 6}.
Proposition 4.13. Let L = II6,2(2
+6
II 3
+6) and D = L′/L. Let γ1, . . . , γ6 be six pairwise
orthogonal elements in D3,2/3. Then
F = FD,Γ0(6),g3,0 +
3
4
6∑
i,j=1
i<j
FD,Γ1(6),f3,γi+γj +
3
4
6∑
i,j=1
i<j
FD,Γ1(6),f3,γi−γj
is a strongly-reflective modular form with [F0](0) = 4 on D. Its principal part is given by
M1 = {0}, M2 = ∅, M3 = {±γi ± γj : 1 ≤ i < j ≤ 6}, M6 = D2,1/2 ± {γ1, . . . , γ6}.
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4.2.3. n=4
For n = 4 we need the following eta quotients:
g1(τ) = η(τ)
−6η(2τ)3η(3τ)2η(6τ)−1,
f1(τ) = η(2τ)
3η(3τ)−4η(6τ)−1,
f2(τ) = η(τ)η(2τ)
−2η(3τ)η(6τ)−2,
f3(τ) = η(τ)
4η(2τ)−7η(3τ)−4η(6τ)5,
f4(τ) = η(τ)
2η(2τ)−5η(3τ)2η(6τ)−1,
f5(τ) = η(τ)
2η(2τ)−3η(3τ)−2η(6τ),
f6(τ) = η(τ)
−7η(2τ)4η(3τ)5η(6τ)−4.
Again, the proofs of the following propositions are similar to the proof of Proposition 4.9:
Proposition 4.14. Let L = II4,2(2
+4
II 3
+3) and D = L′/L. Let β1 and β2 be two orthog-
onal elements in D2,1/2. Then
F =
1
3
FD,Γ1(6),f1,β1 +
1
3
FD,Γ1(6),f1,β2 −
1
2
FD,Γ1(6),f2,β2
is a strongly-reflective modular form with [F0](0) = 2 on D. Its principal part is given by
M1 = ∅, M2 = {β1}, M3 = ∅, M6 = {β2}+D3,2/3.
Proposition 4.15. Let L = II4,2(2
−6
II 3
−3) and D = L′/L. Let β ∈ D2,1/2. Then
F =
1
2
FD,Γ1(6),f2,β
is a strongly-reflective modular form with [F0](0) = 2 on D. Its principal part is given by
M1 = ∅, M2 = {β}, M3 = ∅, M6 = {β}+D3,2/3.
Proposition 4.16. Let L = II4,2(2
+2
II 3
−5) and D = L′/L. Let δ1, . . . , δ4 ∈ D3,2/3 and
γ ∈ D3,1/3 such that these five elements are pairwise orthogonal. Then
F =
1
2
FD,Γ1(6),f4,γ −
1
2
4∑
i=1
FD,Γ1(6),f3,δi
is a strongly-reflective modular form with [F0](0) = 2 on D. Its principal part is given by
M1 = ∅, M2 = ∅, M3 = {±γ}, M6 = D2,1/2 ± {δ1, . . . , δ4}.
Proposition 4.17. Let L = II4,2(2
−4
II 3
+5) and D = L′/L. Let γ1, . . . , γ4 ∈ D3,1/3 and
δ ∈ D3,2/3 such that these five elements are pairwise orthogonal. Then
F = FD,Γ1(6),f3,δ +
1
2
4∑
i=1
FD,Γ1(6),f4,γi
is a strongly-reflective modular form with [F0](0) = 2 on D. Its principal part is given by
M1 = ∅, M2 = ∅, M3 = ±{γ1, . . . , γ4}, M6 = D2,1/2 + {±δ}.
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Proposition 4.18. Let L = II4,2(2
−6
II 3
+5) and D = L′/L. Let γ1, . . . , γ4 ∈ D3,1/3 and
δ ∈ D3,2/3 such that these five elements are pairwise orthogonal. Define
γ5 = γ1 + γ2 + γ3 + γ4,
γ6 = γ1 − γ2 + γ3 − γ4,
γ7 = γ1 + γ2 − γ3 − γ4,
γ8 = γ1 − γ2 − γ3 + γ4.
Then
F = 2FD,Γ1(6),f3,δ +
1
2
8∑
i=1
FD,Γ1(6),f4,γi
is a strongly-reflective vector-valued modular form with [F0](0) = 2 on D. Its principal
part is given by
M1 = ∅, M2 = ∅, M3 = ±{γ1, . . . , γ8}, M6 = D2,1/2 + {±δ}.
Proposition 4.19. Let L = II4,2(2
−6
II 3
+5) and D = L′/L. Let γ1, . . . , γ4 ∈ D3,1/3 and
δ ∈ D3,2/3 such that these five elements are pairwise orthogonal and let β ∈ D2,1/2. Then
F = −FD,Γ1(6),f5,β+δ +
1
2
FD,Γ1(6),f2,β + FD,Γ1(6),f3,δ +
1
2
4∑
i=1
FD,Γ1(6),f4,γi
is a strongly-reflective vector-valued modular form with [F0](0) = 2 on D. We define sets
X and Y by X = D3,2/3 ∩ δ⊥ and Y =
(
D2,1/2 ∩ β⊥
) \ {β}. Then the principal part of F
is given by
M1 = ∅, M2 = {β}, M3 = ±{γ1 . . . , γ4}, M6 = ({β}+X) ∪ (Y + {±δ}) .
For the construction of the last strongly-reflective modular form in this section we need
two lemmas:
Lemma 4.20. Let D be the discriminant form with Jordan symbol 3−5 and γ ∈ D3,1/3.
The set S = D3,2/3 ∩ γ⊥ contains 24 elements and can be written as
S = S1 ∪ S2 ∪ S3,
where each Si is of the form
Si = {±δ1, . . . ,±δ4}
with δi ⊥ δj for i 6= j. Moreover, there are 48 elements in D3,2/3 that are not orthogonal
to γ.
Proof. Note that D∩γ⊥ is isomorphic to the discriminant form with Jordan symbol 3+4.
This has 24 elements γ with ord(γ) = 3 and Q(γ) = 2/3 + Z by Proposition 1.56 and is
the orthogonal sum of four copies of 3+1, each of which is generated by an element γ with
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ord(γ) = 3 and Q(γ) = 2/3 +Z. Let δ1, . . . , δ4 be the generators of these four copies. We
can then take
S1 = ±{δ1, . . . , δ4},
S2 = ±{δ1 + δ2 + δ3 + δ4, δ1 + δ2 − δ3 − δ4, δ1 − δ2 + δ3 − δ4, δ1 − δ2 − δ3 + δ4},
S3 = ±{δ1 + δ2 + δ3 − δ4, δ1 + δ2 − δ3 + δ4, δ1 − δ2 + δ3 + δ4, δ1 − δ2 − δ3 − δ4}.
Finally, D3,2/3 has 72 elements by Proposition 1.56, so 72 − 24 = 48 of them are not
orthogonal to γ.
Lemma 4.21. Let D be the discriminant form with Jordan symbol 2+4II and let β ∈ D2,1/2.
Then |D2,1/2 ∩ β⊥| = 4.
Proof. The proof is similar to the one of the previous lemma.
Proposition 4.22. Let L = II4,2(2
+4
II 3
−5) and D = L′/L. Let γ ∈ D3,1/3 and β ∈ D2,1/2.
Write
D3,2/3 ∩ γ⊥ = S1 ∪ S2 ∪ S3
as in Lemma 4.20 and let X be the set of elements in D3,2/3 that are not orthogonal to
γ. Let β1, β2 and β3 be the three elements in D2,1/2 that are orthogonal to but different
from β and let Y be the set of elements in D2,1/2 that are not orthogonal to β. Then
F =FD,Γ1(6),f6,γ +
1
2
FD,Γ1(6),f2,β + 10FD,Γ0(6),g1,0 −
1
36
∑
ρ∈X
FD,Γ1(6),f5,β+ρ
− 5
72
∑
µ∈Y
∑
ρ∈X
FD,Γ1(6),f5,µ+ρ +
1
6
3∑
i=1
∑
δ∈Si
FD,Γ1(6),f5,βi+δ
is a strongly-reflective modular form with [F0](0) = 2 on D. Its principal part is given by
M1 = ∅, M2 = {β}, M3 = ±{γ}, M6 = {β}+
(
D3,2/3 ∩ γ⊥
)
.
4.3. Fourier Expansions of Ψ(F )
We want to compute the Fourier expansions of the automorphic product Ψ(F ) for the
vector-valued modular form F from Proposition 4.10 at the cusps of L. The lattice L has
genus II6,2(2
−6
II 3
−2) and is isomorphic to D4⊕ II1,1(2)⊕ II1,1(6) because there is only one
isomorphism class in this genus.
4.3.1. Orbits of Cusps
We first prove that the set of cusps in L has four orbits under the action of O(L,F )+. In
the following the lattice K will always be equal to either D4 ⊕ II1,1(2) or D4 ⊕ II1,1(6)
and we then identify L with K ⊕ II1,1(6) or L = K ⊕ II1,1(2). In both cases elements
of O(K) can be extended to elements of O(L) by defining their action on the orthogonal
complement of K in L to be trivial. We can therefore identify O(K) with a subgroup of
O(L) and we define O(K)+ to be O(K) ∩O(L)+.
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Lemma 4.23. Let K = D4 ⊕ II1,1(2) and let D = K ′/K. Then O(K)+ acts transitively
on D2,1/2 and on D2,0.
Proof. From the definition of D4 and II1,1(2), we see that the lattice K is given by
K =
{
(x1, . . . , x6) ∈ Z6 :
4∑
i=1
xi ∈ 2Z
}
(4.19)
with quadratic form
(x1, . . . , x6) 7→ 1
2
x21 +
1
2
x22 +
1
2
x23 +
1
2
x24 + 2x5x6.
The dual lattice K ′ is given by{
(x1, . . . , x6) ∈ 1
2
Z6 : (x1, . . . , x4) ∈ Z4 or (x1, . . . , x4) ∈
(
1
2
+ Z
)4}
. (4.20)
Since D4 has genus II4,0(2
−2
II ) and II1,1(2) has genus II1,1(2
+2
II ), it follows that D = 2
−4
II .
Generators of D are given by
β1 = (1, 0, 0, 0, 0, 0) +K,
β2 = (1/2, 1/2, 1/2, 1/2, 0, 0) +K,
γ1 = (0, 0, 0, 0, 1/2, 0) +K,
γ2 = (0, 0, 0, 0, 0, 1/2) +K.
The set D2,1/2 has ten elements (use Proposition 1.55) and is given by
{β1, β2, β1 + β2, γ1 + γ2, β1 + γ1, β1 + γ2, β2 + γ1, β2 + γ2, β1 + β2 + γ1, β1 + β2 + γ2}
and the set D2,0 has five elements and is given by
{γ1, γ2, β1 + γ1 + γ2, β2 + γ1 + γ2, β1 + β2 + γ1 + γ2}.
Let
α1 = (−1, 1, 1, 1, 0, 0),
α2 = (1, 1, 1, 1, 0, 0),
α3 = (0, 0, 0, 0, 1, 1),
α4 = (2, 0, 0, 0, 1, 0).
Using Proposition 1.22, we see that these elements are roots of K, so the reflections σαi
are elements of O(K)+ (here we use Remark 3.3). We can calculate the action of σαi on
the elements in D2,1/2 and see that the subgroup 〈σα1 , . . . , σα4〉 ⊂ O(K)+ acts transitively
on D2,1/2 and on D2,0.
Lemma 4.24. Let K = D4 ⊕ II1,1(6) and let D = K ′/K. In both cases O(K)+ acts
transitively on D2,1/2 and on D2,0.
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Proof. This can be proven similarly to the previous lemma.
Lemma 4.25. Let K = D4 ⊕ II1,1(2) and let D = K ′/K. Let γ ∈ D2,1/2 ∪D2,0. Then
there is a cusp z ∈ K such that z has level 2 and (z, γ) = 1 + 2Z.
Proof. We write the elements of K and K ′ as in (4.19) and (4.20). Because of Lemma
4.23, we can assume that γ is equal to (0, 0, 0, 0, 1/2, 1/2) + K (if γ ∈ D2,1/2) or to
(0, 0, 0, 0, 1/2, 0) +K (if γ ∈ D2,0). Then we can choose z = (0, 0, 0, 0, 0, 1).
Lemma 4.26. Let K = D4 ⊕ II1,1(6) and let D = K ′/K. Let γ ∈ D2,1/2 ∪D2,0. Then
there is a cusp z ∈ K such that z has level 6 and (z, γ) = 3 + 6Z
Proof. The proof is similar to the proof of the previous lemma.
Lemma 4.27. Let z1 and z2 be cusps of level 6 in L. Then there is an element σ ∈ O(L)+
with σ(z1) = z2.
Proof. By Proposition 2.73 there exist cusps ζ1, ζ2 ∈ L of level 6 with (ζ1, z1) = 6 and
(ζ2, z2) = 6. Then the sublattice spanned by ζi and zi (i = 1, 2) is isomorphic to II1,1(6)
and
K1 ⊕ II1,1(6) = L = K2 ⊕ II1,1(6)
with K1 = L∩ ζ⊥1 ∩ z⊥1 and K2 = L∩ ζ⊥2 ∩ z⊥2 by (2.9). Then K1 and K2 are both lattices
of genus II5,1(2
−4
II ). Since this genus only contains one isomorphism class the lattices K1
and K2 must be isomorphic. We let σ be any isomorphism from K1 to K2 and extend
it to an automorphism of L by mapping z1 to z2 and ζ1 to ζ2. If this is in O(L)
+, then
we are done; otherwise we compose it with the map τ that acts by multiplication with
−1 on K2 and as the identity on II1,1(6). Then τ is not in O(L)+ (this can be seen from
Remark 3.3) and therefore τ ◦ σ ∈ O(L)+.
Lemma 4.28. Let z1 and z2 be cusps of level 2 in L. Then there is an element σ ∈ O(L)+
with σ(z1) = z2.
Proof. The proof is similar to the proof of the previous proposition.
Proposition 4.29. Let D = L′/L and γ and F as in Proposition 4.10. Then the set of
cusps in L has four orbits under the action of O(L,F )+, namely
O1 = {z ∈ L primitive : (z, z) = 0, (z, L) = 6Z and (z, γ) = 0 + 6Z},
O2 = {z ∈ L primitive : (z, z) = 0, (z, L) = 6Z and (z, γ) = 3 + 6Z},
O3 = {z ∈ L primitive : (z, z) = 0, (z, L) = 2Z and (z, γ) = 0 + 2Z},
O4 = {z ∈ L primitive : (z, z) = 0, (z, L) = 2Z and (z, γ) = 1 + 2Z}.
Proof. We remark that an element in O(L)+ is in O(L,F )+ if and only if it fixes the
element γ ∈ D2,1/2.
Let z ∈ L be a cusp of level l. By Proposition 2.73 there exists a cusp ζ ∈ L of level l
with (ζ, z) = l. Then
L = K ⊕ II1,1(l)
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with K = L ∩ ζ⊥ ∩ z⊥ by (2.9). Since L neither splits II1,1(1) nor II1,1(3), we must have
l = 2 or l = 6.
Suppose l = 6 and (z, γ) = 0 + 6Z. Then K has genus II5,1(2−4II ) and is therefore
isomorphic to D4 ⊕ II1,1(2). Write D′ = K ′/K ⊕ II1,1(6)′/II1,1(6).
We show that we can assume that (ζ, γ) = 0 + 6Z: Suppose (ζ, γ) = 3 + 6Z. Then
γ = γ1 + γ2 for an element γ1 ∈ K ′/K with Q(γ1) = 1/2 + Z and γ2 = z/2 + II1,1(6)
in II1,1(6)
′/II1,1(6). We use Lemma 4.25 to obtain a cusp x ∈ K of level 2 that satisfies
(x, γ1) = 1 + 2Z and replace ζ by ζ + 3x. We can therefore assume that (ζ, γ) = 0 + 6Z,
in which case the element γ is in K ′/K. That the elements in O1 are in the same orbit
under the action of O(L,F )+ now follows from Lemmas 4.23 and 4.27.
With a similar argument one can also show that for each i ∈ {2, . . . , 4} the elements
in Oi are in the same orbit. To complete the proof we observe that there is obviously no
element in O(L,F )+ that maps an element of Oi to Oj unless i = j.
4.3.2. Product and Fourier Expansions of Ψ(F )
We can now compute the Fourier expansions of Ψ = Ψ(F ) at the cusps of L. We use
the notation from Subsection 2.3.5, i.e. given a cusp z ∈ L of level l, we choose an
element ζ ∈ L ∩ lL′ with (ζ, z) = l and let K = L ∩ z⊥ ∩ ζ⊥. We also define L′0 and
p : L′0/L0 → K ′/K as in Subsection 2.3.5.
Proposition 4.30. Let z ∈ L be cusp of level 6 with (z, γ) = 0 + 6Z. Then the Fourier
expansion of Ψ at z is up to a constant given by
Ψz(Z) = e(−(ρ, Z))
∏
λ∈K′
(λ,W )<0
∏
a∈Z/6Z
(1− e(a/6)e(−(λ, Z)))[Fλ+az/6+L](−q(λ))
=
∑
g∈G
det(g)η254−16−3123(−(gρ, Z)),
where ρ is a norm 0 vector in K ′ with (ρ, γ) = 1/2+Z and G is the Weyl group as defined
in Section 3.1.
Proof. We write L = D4 ⊕ II1,1(2)⊕ II1,1(6) as
L =
{
(x1, . . . , x8) ∈ Z8 :
4∑
i=1
xi ∈ 2Z
}
with quadratic form
(x1, . . . , x8) 7→ 1
2
x21 +
1
2
x22 +
1
2
x23 +
1
2
x24 + 2x5x6 + 6x7x8.
Then L′ is given by
L′ =
{
(x1, . . . , x8) ∈ 1
6
Z8 : x5, x6 ∈ 1
2
Z, (x1, . . . , x4) ∈ Z4 ∪
(
1
2
+ Z4
)}
.
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We can assume that γ = (1, 0, 0, 0, 1/2, 0, 1/2, 0)+L ∈ D because Aut(D) acts transitively
on D2,1/2 and that z = (0, 0, 0, 0, 0, 0, 1, 0) because of Lemma 4.23. We then choose
z′ = (0, 0, 0, 0, 0, 0, 0, 1/6) and ζ = 6z′, so that
K = {(x1, . . . , x8) ∈ L : x7 = x8 = 0}.
The lattice L′0 is then given by
L′0 = {x ∈ L′ : x8 ∈ Z}
and the map p : L′0 → K ′ is
(x1, . . . , x8) 7→ (x1, . . . , x6, 0, 0).
Let µ ∈ K ′/K be the image of γ + L under p, i.e.
µ = (1, 0, 0, 0, 1/2, 0, 0, 0) +K.
The set of vectors of negative norm in K ⊗Z R has two connected components, given by
x6 < 0 and x6 > 0. We let
C = {x = (x1, . . . , x8) ∈ R8 : x7 = x8 = 0, q(x) < 0, x6 < 0}
and call it the positive cone. Recall that the Weyl chambers are the connected components
of the complement of ⋃
β∈L′0/L
⋃
n∈Z−Q(β)
n>0
[Fβ ](−n)6=0
⋃
λ∈p(β)+K
q(λ)=n
{x ∈ C : (x, λ) = 0}
in C. The only pairs (β, n) ∈ L′/L × Q>0 with [Fβ](−n) 6= 0 are (γ, 1/2), (ρ, 1/3) and
(δ, 1/6) for ρ ∈ D3,1/3 and certain δ ∈ D6,1/3. But K ′ has no elements λ with q(λ) = 1/3
or q(λ) = 1/6 because K has level 2. Therefore, the Weyl chambers are the connected
components of the complement of⋃
λ∈µ+K
q(λ)=1/2
{x ∈ C : (x, λ) = 0}
in C and the Weyl group G is generated by the reflections
σλ(x) = x− 2(λ, x)λ
for those λ ∈ K ′ that satisfy λ ∈ µ+K and q(λ) = 1/2. We remark that G is a subgroup
of O(K)+ because 2λ is a root of K by Proposition 1.22 whenever λ is an element in K ′
with q(λ) = 1/2.
We let w = (0, 0, 0, 0, 0,−1, 0, 0) ∈ K and note that w is in the closure C of C. We let
W be a Weyl chamber whose closure contains w and compute the corresponding Weyl
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vector ρ. Before we do this, we compute the restriction FK of F . The Fourier expansion
of F can be computed as in the proof of Proposition 4.9. One obtains
Fβ =

4 +O(q) if β = 0,
2 +O(q) if β ∈ D2,0 ∩ γ⊥,
q−1/2 if β = γ,
q−1/3 if β ∈ D3,1/3,
1 +O(q) if β ∈ D6,0 ∩ γ⊥,
−2 +O(q) if β ∈ D6,0 and (γ, β) 6= 0 + Z,
q−1/6 +O(q5/6) if β ∈ D6,1/6 ∩ γ⊥ and 3β 6= γ,
O(q1/6) otherwise.
(4.21)
The components of the restriction FK of F are therefore
(FK)β =

8 +O(q) if β = 0 or β ∈ D2,0 ∩ µ⊥,
−8 +O(q) if β ∈ D2,0 and (β, µ) 6= 0 + Z,
q−1/2 +O(q1/2) if β = µ,
O(q1/2) otherwise.
We let
w′ = (0, 0, 0, 0,−1/2, 0, 0, 0) ∈ K ′
and K˜ = K ∩ w⊥ ∩ w′⊥, so
K˜ = {(x1, . . . , x8) ∈ L : x5 = x6 = x7 = x8 = 0}.
We let FK˜ be the restriction of FK to K˜. Then FK˜ = 0 because its principal part must
vanish as µ /∈ K ′0/K. Therefore, using the formula from Section 3.1, we see that the Weyl
vector ρ is given by
ρ =
1
4
∑
λ∈K˜′
∑
a∈Z/2Z
(FK)λ+aw/2+K(−q(λ2))B2(a/2)w.
The lattice K˜ is positive definite, so q(λ) ≥ 0 and q(λ) = 0 if and only if λ = 0. By our
choice of w, none of the elements λ+ aw/2 +K with λ ∈ K˜ ′ and a ∈ Z/2Z equals µ, so
the only contribution to the sum comes from λ = 0. Therefore,
ρ =
1
4
(
(FK)0(0)B2(0) + (FK)w/2+K(0)B2(1/2)
)
w
=
1
4
(
8 · 1
6
− 8 · −1
12
)
w
=
1
2
w.
To compute the Fourier expansion of Ψz, we recall that the expansion is of the form
Ψz(Z) =
∑
λ∈ρ+K′
λ∈C
c(λ)e(−(λ, Z))
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and that c(λ) = 0 if q(λ) 6= 0 because Ψ has singular weight. Let α ∈ K ′ be an element
with q(α) = 1/2 and α+K = µ. Then α is also in L′ and the reflection
σα(x) = x− 2(α, x)α
is in O(L)+. It maps K to K and it is easy to see that it maps the coset γ ∈ L′/L to
itself and hence is in O(L,F )+. It follows that
Ψz(σα(Z)) = Ψ(σα(Z)L) = Ψ(σα(ZL)) = χ(σα)Ψ(Z) = χ(σα)Ψz(Z)
because Ψ is an automorphic form for O(L,F )+. The function Ψ has a simple zero at
α⊥ and therefore χ(σα) = −1 (see the Remark after Theorem 13.3 in [Bor98]). Since G
is generated by such σα, it follows that
Ψz(g(Z)) = det(g)Ψz(Z)
for all g ∈ G. This implies that
c(g(λ)) = det(g)c(λ)
and in particular, c(λ) = 0 if λ is on the wall between two adjacent Weyl chambers. The
Weyl group G acts transitively on the Weyl chambers; therefore,
Ψz(Z) =
∑
g∈G
det(g)
∑
λ∈ρ+K′
λ∈W
c(λ)e(−(g(λ), Z)).
We want to determine c(λ), so let λ ∈ ρ + K ′ be an element with λ ∈ W and q(λ) = 0.
As in the proof of Theorem 6 in [DHS15] one can show that c(λ) = 0 unless λ = nρ
for a positive integer n. Suppose nρ =
∑
λi with λi ∈ K ′ and (λi,W ) < 0 and that
[Fλi+az/6+L](−q(λi)) 6= 0 for some a ∈ Z/6Z, i.e. the λi contribute to c(nρ) in the
product expansion of Ψz. Then all λi must be positive integral multiples of ρ (this can
be seen in the same way as in the proof of Theorem 6 in [DHS15]). Therefore,∑
λ∈ρ+K′
λ∈W
c(λ)e(−(λ, Z)) = e(−(ρ, Z))
∏
m>0
∏
a∈Z/6Z
(1− e(a/6)e(−(mρ,Z)))[Fmρ+az/6+L](0).
(4.22)
We can read off the coefficients [Fmρ+az/6+L](0) from (4.21) and find that
[Fmρ+az/6+L](0) =

4 if 2 | m and a = 0 + 6Z,
1 if 2 | m and a = ±1 + 6Z,
2 if 2 | m and a = 3 + 6Z,
−2 if 2 - m and a ∈ ±{1 + 6Z, 2 + 6Z},
0 otherwise.
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Therefore, the sum in (4.22) equals
e(−(ρ, Z))
∏
m>0
2|m
(1− e(−(mρ,Z)))4(1− e(1/6)e(−(mρ,Z)))×
×(1− e(1/2)e(−(mρ,Z)))2(1− e(5/6)e(−(mρ,Z)))×
×
∏
m>0
2-m
(1− e(1/6)e(−(mρ,Z)))−2(1− e(1/3)e(−(mρ,Z)))−2×
×(1− e(2/3)e(−(mρ,Z)))−2(1− e(5/6)e(−(mρ,Z)))−2
= e(−(ρ, Z))
∏
m>0
2|m
(1− e(−(6mρ,Z)))(1− e(−(3mρ,Z)))−1×
×(1− e(−(2mρ,Z)))(1− e(−(mρ,Z)))3×
×
∏
m>0
2-m
(1− e(−(6mρ,Z)))−2(1− e(−(2mρ,Z)))2
= e(−(ρ, Z))
∏
m>0
(1− e(−(12mρ,Z)))(1− e(−(6mρ,Z)))−1×
×(1− e(−(4mρ,Z)))(1− e(−(2mρ,Z)))3×
×
∏
m>0
(1− e(−(6mρ,Z)))−2(1− e(−(2mρ,Z)))2×
×(1− e(−(12mρ,Z)))2(1− e(−(4mρ,Z)))−2
= e(−(ρ, Z))
∏
m>0
(1− e(−2mρ,Z)))5(1− e(−4mρ,Z)))−1×
×(1− e(−6mρ,Z)))−3(1− e(−12mρ,Z)))3
This is equal to η254−16−3123(−(ρ, Z)) and the Fourier expansion of Ψz is therefore as
claimed.
Proposition 4.31. Let z ∈ L be a cusp of level 6 with (z, γ) 6= 0 + 6Z and define K ′+ by
K ′+ = (K ′ ∩C) \ {0}. Then the Fourier expansion of Ψ at z is up to a constant given by
Ψz(Z) =
∏
λ∈K′+
∏
a∈Z/6Z
(1− e(a/6)e(−(λ, Z)))[Fλ+az/6+L](−q(λ))
= 1 +
∑
λ∈K′+
c(λ)e(−(λ, Z)),
where c(λ) = 0 unless λ = nµ for a primitive isotropic µ ∈ K ′+, in which case c(λ) equals
the coefficient at qn in {
η(τ)2η(2τ)2η(3τ)2η(6τ)−2 if µ ∈ K,
η(τ)−1η(2τ)5η(3τ)3η(6τ)−3 if µ /∈ K.
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Proof. We let z = (0, 0, 0, 0, 0, 0, 0, 1), z′ = (0, 0, 0, 0, 0, 0, 1/6, 0) and ζ = 6z′. Then K is
as in the proof of the previous proposition and
L′0 = {x ∈ L′ : x7 ∈ Z}.
Then Fγ is holomorphic for all γ ∈ L′0/L ⊂ L′/L and therefore the restriction FK of F is
zero and the set ⋃
β∈L′0/L
⋃
n∈Z−β2/2
n>0
[Fβ ](−n)6=0
⋃
λ∈p(β)+K
q(λ)=n
{x ∈ C : (x, λ) = 0}
is empty. There is therefore only one Weyl chamber, namely C itself and the Weyl vector
ρ is zero. It is easy to see that the set of λ ∈ K ′ with (λ,C) < 0 is given by K ′+.
Therefore, Ψz has the given product expansion.
To compute the Fourier expansion, we first rewrite the product expansion as
Ψz(Z) =
∏
λ∈K′+
λ primitive
∏
m>0
∏
a∈Z/6Z
(1− e(a/6)e(−(mλ,Z)))[Fmλ+az/6+L](−q(mλ))
and remark that Ψz has a Fourier expansion of the form
Ψz(Z) = 1 +
∑
λ∈K′+
c(λ)e(−(λ, Z))
with c(λ) = 0 unless q(λ) = 0 because Ψ has singular weight. So let λ ∈ K ′+ with
q(λ) = 0. Suppose λ =
∑
λi with λi ∈ K ′+ and that [Fλi+az/6+L](−q(λi)) 6= 0 for some
a ∈ Z/6Z, i.e. the λi contribute to c(λ) in the product expansion of Ψz. Write λ = nµ
with n > 0 and µ ∈ K ′ primitive. Then (λi, µ) ≤ 0 because both λi and µ are in K ′+
and
∑
(λi, µ) = n(µ, µ) = 0, so (λi, µ) = 0 and λi must be a multiple of µ. Therefore,
the coefficient c(nµ) equals the coefficient of∏
m>0
∏
a∈Z/6Z
(1− e(a/6)e(−(mµ,Z)))[Fmµ+az/6+L](0) (4.23)
at e(−(nµ,Z)).
If µ ∈ K, then mµ+ az/6 + L = az/6 + L, so the product equals∏
m>0
(1− e(−(mµ,Z)))4(1− e(1/6)e(−(mµ,Z)))−2(1− e(5/6)e(−(mµ,Z)))−2
=
∏
m>0
(1− e(−(mµ,Z)))2e(−(2mµ,Z)))2(1− e(−(3mµ,Z)))2(1− e(−(6mµ,Z)))−2
in this case. This can be written as η1222326−2(−(ρ, Z)).
If µ /∈ K, then mµ + az/6 + L = az/6 + L if 2 | m; otherwise it equals µ + az/6 + L.
Therefore, (4.23) can be written as∏
m>0
2|m
(1− e(−(mµ,Z)))4(1− e(1/6)e(−(mµ,Z)))−2(1− e(5/6)e(−(mµ,Z)))−2×
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×
∏
m>0
2-m
(1− e(−(mµ,Z)))2(1− e(1/6)e(−(mµ,Z)))−2(1− e(1/3)e(−(mµ,Z)))×
×(1− e(2/3)e(−(mµ,Z)))(1− e(5/6)e(−(mµ,Z)))−2
=
∏
m>0
(1− e(−(12mµ,Z)))−2e(−(6mµ,Z)))2(1− e(−(4mµ,Z)))2(1− e(−(2mµ,Z)))2×
×
∏
m>0
(1− e(−(6mµ,Z)))−2e(−(3mµ,Z)))3e(−(2mµ,Z)))2(1− e(−(mµ,Z)))−1
×(1− e(−(12mµ,Z)))2e(−(6mµ,Z)))−3e(−(4mµ,Z)))−2(1− e(−(2mµ,Z)))
=
∏
m>0
(1− e(−(mµ,Z)))−1(1− e(−(2mµ,Z)))5×
×(1− e(−(3mµ,Z)))3(1− e(−(6mµ,Z)))−3
in this case. This can be written as η1−125336−3(−(µ,Z)) and finishes the proof.
Similarly, we can also compute the expansion of Ψ at the other cusps in L and obtain
the following:
Proposition 4.32. Let z ∈ L be a cusp of level 2 with (z, γ) = 0 + 2Z. Then the
expansion of Ψ at z is up to a constant given by
Ψz(Z) = e(−(ρ, Z))
∏
λ∈K′
(λ,W )<0
∏
a∈Z/2Z
(1− e(a/2)e(−(λ, Z)))[Fλ+az/2+L](−q(λ))
=
∑
g∈G
det(g)η2−3436512−1(−(gρ, Z)),
where ρ is a norm 0 vector in K ′ ∩ 16K with (ρ, γ) = 1/2 +Z and G is the Weyl group as
defined in Section 3.1.
Proposition 4.33. Let z ∈ L be a cusp of level 2 with (z, γ) 6= 0 + 2Z. Then the
expansion of Ψ at z is up to a constant given by
Ψz(Z) = e(−(ρ, Z))
∏
λ∈K′
(λ,W )<0
∏
a∈Z/2Z
(1− e(a/2)e(−(λ, Z)))[Fλ+az/2+L](−q(λ))
=
∑
g∈G
det(g)η132−33−165(−(gρ, Z)),
where ρ is a norm 0 vector in K ′ ∩ 16K and G is the Weyl group as defined in Section
3.1.
4.4. Final Remarks
For the automorphic products Ψ obtained from Table 4.1, the Fourier expansion at a
suitable cusp is of the form
∑
w∈G det(w)ηg(−(wρ,Z)) (see Proposition 4.1) where g is the
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element in Co0 that was used to construct Ψ. We have proven that if L has squarefree level
N and splits II1,1⊕II1,1(N), these are essentially the only strongly-reflective automorphic
forms of singular weight for the discriminant kernel that can occur. If we no longer assume
that L splits II1,1, then there are additional examples. For N = 6 these are constructed
in the previous section, while for N prime they are stated in [Sch17]. If N is prime, then
the Fourier expansions of these new examples at a suitable cusp are still related to Co0
in the sense that the shape of the eta quotient occuring there is the cycle shape of an
element of Co0 (see [Sch17]). If N = 6, the situation is different:
Theorem 4.34. None of the shapes of the eta quotients occuring in the Fourier expan-
sions of the strongly-reflective automorphic product Ψ from the previous section is the
cycle shape of an element of O(Λ) = Co0.
Proof. The cycle shape of an element g in O(Λ) can be calculated from the traces of
powers of g (see [Sch04], Section 5). To obtain these traces we note that O(Λ) naturally
acts on Λ⊗Z R = R24 and hence has a 24-dimensional representation. This is irreducible
and the traces are given by the character of this representation. We therefore only need
to look up the values in a character table of Co0. Such a character table can e.g. be
obtained with GAP; just use the command Display(CharacterTable("2.Co1")).
104
5. The Space of Siegel Cusp Forms of
Degree 6 and Weight 14
This chapter is based on joint work with Riccardo Salvati Manni and Nils Scheithauer.
The former of the two suggested to consider a theta series of the form
ΘS,F (Z) =
∑
G∈Z24×6
det(FS1/2G)2epii tr(G
TSGZ),
where S is a Gram matrix of the Leech lattice Λ, S1/2 is the unique positive definite
matrix T with T 2 = S and F is a complex 6 × 24 matrix such that FF T = 0 and FF T
is positive definite. Such a function is a Siegel cusp form of degree 6 and weight 14. Its
vanishing order at ∞ is at least 2 because Λ has no vectors of norm 2. By a result of
Tai (see Proposition 5.34), it therefore defines a global section of the second power of the
canonical bundle on a smooth projective model of A6. An immediate consequence of this
is that the Kodaira dimension of A6 is non-negative if ΘS,F is non-zero.
Showing that ΘS,F is non-zero is difficult. The Fourier coefficients of ΘS,F correspond
to 6-dimensional sublattices of Λ and it suffices to show that the Fourier coefficient
corresponding to one 6-dimensional sublattice L of Λ is non-zero. This is still a difficult
task, since it requires to compute a sum that runs over all 6-dimensional sublattices of Λ
that are isomorphic to L and there is a large number of these for every choice of L. In
Section 5.2 we explain an algorithm with which we succeed in computing two coefficients.
One of these coefficients is non-zero, which means that ΘS,F does not vanish everywhere
and that the Kodaira dimension of A6 is non-negative, as explained above.
We also compute a basis of the space of cusp forms of degree 6 and weight 14 to show
that the cusp form with vanishing order 2 is unique up to non-zero constant factors.
5.1. Siegel Modular Forms
We give a brief introduction into Siegel modular forms, focusing on the results we need
in the following section. We encourage the reader to consult [Fre83] should he want to
go into more depth.
Definition 5.1. The Siegel upper half-plane Hn is defined by
Hn =
{
Z ∈ Cn×n : Z = ZT , Im(Z) > 0} ,
Remark 5.2. For a square matrix Z we write Z > 0 (resp. Z ≥ 0) if Z is positive definite
(resp. positive semi-definite). Therefore, Hn consists of the symmetric complex n × n
matrices whose imaginary part is positive definite.
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Definition 5.3. The symplectic group Sp2n(Z) is the group of matrices M ∈ GL2n(Z)
that satisfy
MTΩM = Ω,
where Ω is the skew-symmetric matrix
Ω =
(
0n In
−In 0n
)
.
Let Z ∈ Hn and M =
(
A B
C D
) ∈ Sp2n(Z). Then one can show that CZ +D is invertible
and that (AZ +B)(CZ +D)−1 is again in Hn. Therefore, the following definition makes
sense:
Definition 5.4. For
M =
(
A B
C D
)
∈ Sp2n(Z)
and Z ∈ Hn, we let
MZ = (AZ +B)(CZ +D)−1.
This defines a group action of Sp2n(Z) on Hn.
Remark 5.5. If n = 1, then Hn is just the usual upper half-plane H and Sp2n(Z) = SL2(Z),
so that the action we have just defined is the action by linear fractional transformations
seen in (2.1) (restricted to the subgroup SL2(Z) ⊂ GL2(Q)+).
Definition 5.6. A holomorphic function f : Hn → C is called a Siegel modular form of
degree n and weight k ∈ Z if
1. f(MZ) = det(CZ +D)kf(Z) for all M =
(
A B
C D
) ∈ Sp2n(Z) and
2. f is bounded in the domain
{Z ∈ Hn : Im(Z)− Y0 ≥ 0}
for all positive definite Y0 ∈ Rn×n.
Remark 5.7. If n > 1, then we can drop the second condition as it is automatically
satisfied by the Koecher principle (see [Koe54]).
Recall that a symmetric matrix in Zn×n is called even if all diagonal entries are even.
Every Siegel modular form of degree n and weight k has a Fourier expansion of the form
f(Z) =
∑
T∈Zn×n
T even
T≥0
a(T )epii tr(TZ) (tr = trace)
with complex Fourier coefficients a(T ). These coefficients satisfy
a(UTTU) = det(U)ka(T ) (5.1)
for all U ∈ GLn(Z).
106
5.1. Siegel Modular Forms
Definition 5.8. For an even positive semi-definite matrix T ∈ Zn×n we define
m(T ) = min
x∈Zn\{0}
1
2
xTTx,
so m(T ) is the smallest integer that is represented non-trivially by the quadratic form
with Gram matrix T .
Definition 5.9. Let
f(Z) =
∑
T∈Zn×n
T even
T≥0
a(T )epii tr(TZ)
be a Siegel modular form of degree n and weight k. We define the vanishing order m of
f at ∞ to be
m = min
T∈Zn×n,T even
T≥0
a(T )6=0
m(T )
and we say that f is a cusp form if m ≥ 1.
Remark 5.10. Note that the cusp forms are exactly the modular forms that satisfy
a(T ) 6= 0⇒ T > 0,
i.e. those whose Fourier expansion is supported on positive definite matrices.
The space of Siegel modular forms of degree n and weight k is denoted by Mn,k and
Sn,k denotes the subspace of Siegel cusp forms. All of these spaces are finite-dimensional.
For k < 0 they are trivial.
Theta Series
Examples of Siegel modular forms are theta series, the most basic of which are as in the
following proposition:
Proposition 5.11. Let Λ be an even positive definite unimodular lattice of rank m with
bilinear form (·, ·). Then the Siegel theta series ΘΛ : Hn → C defined by
ΘΛ(Z) =
∑
x∈Λn
epii tr(T (x)Z),
where
T (x) = ((xi, xj))1≤i,j≤n (x = (x1, . . . , xn))
is a Siegel modular form of degree n and weight m/2. Its Fourier expansion is given by
ΘΛ(Z) =
∑
T∈Zn×n
T even
T≥0
a(T )epii tr(TZ),
where
a(T ) = |{x ∈ Λn : T (x) = T}| .
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Remark 5.12. The finiteness of a(T ) follows easily from the positive definiteness of Λ.
Proposition 5.13 ([Bo¨c83], Theorem III). Let n and k be positive integers such that
k > 2n and 4 | k. Then every Siegel modular form of degree n and weight k is a linear
combination of Siegel theta series ΘΛ for even positive definite unimodular lattices Λ of
rank 2k.
To define more general theta series we need to define the notion of a harmonic form:
Definition 5.14. Let P : Cm×n → C be a polynomial in the entries of a complex m× n
matrix. We call P a harmonic form of weight k if
1. P (XA) = det(A)kP (X) for all A ∈ Cn×n, and
2. ∆P =
∑
µ,ν
∂2
(∂xµ,ν)2
P = 0.
Remark 5.15 ([Maa80], Satz 2). If m ≥ 2n, then the space of harmonic forms P of weight
k is spanned by the polynomials of the form
PL(X) = det(LX)
k,
where L is a complex n×m matrix such that LLT = 0 and LLT > 0.
Proposition 5.16. Let S ∈ Zm×m be an even positive definite unimodular matrix and
let P be a harmonic form of weight k. Then
ΘS,P (Z) =
∑
G∈Zm×n
P (S1/2G)epii tr(G
TSGZ)
is a Siegel cusp form of degree n and weight m/2 + k.
The analogue of Proposition 5.13 is the following:
Proposition 5.17 ([Bo¨c85], Satz 16). Let n, m and k be positive integers with 8 | m
and m/2 > 2n. Then every Siegel cusp form of degree n and weight m/2 + k is a linear
combination of Siegel theta series of the form ΘS,P for even positive definite unimodular
matrices S and harmonic forms P of weight k.
Remark 5.18. Note that we have formulated Proposition 5.11 in terms of lattices, whereas
we have formulated Proposition 5.16 in terms of matrices, i.e. we have chosen a basis of
the lattice. We now also give a description of ΘS,P in terms of lattices if P is of the form
PL as in Remark 5.15: Let Λ be an even positive definite unimodular lattice of rank m
with bilinear form (·, ·) and Gram matrix S and let L˜ = LS−1/2. Then
ΘS,PL =
∑
G∈Zm×n
PL(S
1/2G)epii tr(G
TSGZ)
=
∑
G∈Zm×n
det(LS1/2G)kepii tr(G
TSGZ)
=
∑
G∈Zm×n
det(L˜SG)kepii tr(G
TSGZ)
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and the conditions LLT = 0 and LLT > 0 are equivalent to L˜SL˜T = 0 and L˜SL˜T > 0.
Let ΛC = Λ ⊗Z C and extend the bilinear form (·, ·) to a bilinear form on ΛC. For two
tuples w = (w1, . . . , wn) and z = (z1, . . . , zn) in Λ
n
C we write
T (w, z) = ((wi, zj))1≤i,j≤n
and T (w) = T (w,w). The rows of L˜ determine elements y1, . . . , yn in ΛC and the condi-
tions on L˜ are equivalent to T (y) = 0 and T (y, y) > 0, where y = (y1, . . . , yn). Moreover,
ΘS,PL is obviously the same as∑
x∈Λn
det(T (x, y))kepii tr(T (x)Z),
which we denote by ΘΛ,y,k.
Remark 5.19. The Fourier expansion of ΘΛ,y,k is easily seen to be given by
ΘΛ,y,k(Z) =
∑
T∈Zn×n
T even
T≥0
a(T )epii tr(TZ)
with
a(T ) =
∑
x∈Λn
T (x)=T
det(T (x, y))k.
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In this section we determine a basis of the space S6,14 of Siegel cusp forms of degree 6
and weight 14. In order to do this we first note the following:
Proposition 5.20 (see [Ta¨ı17], Table 3). The dimension of the space of Siegel cusp forms
of degree 6 and weight 14 is 9.
In the following we specify nine theta series of the form ΘΛ,y,2 with Λ a Niemeier lattice
and y ∈ (Λ ⊗Z C)6 satisfying T (y) = 0 and T (y, y) > 0 and show that they are linearly
independent by calculating enough Fourier coefficients with a standard computer (with
64 GB of RAM). We do not know beforehand that there exists a basis of this form because
Proposition 5.17 cannot be applied since 24/2 is not larger than 2 · 6.
Theorem 5.21. Let Φ be one of the root systems
A46,A
6
4,A
8
3,A
12
2 ,D
4
6,D
6
4,E
4
6.
Let N(Φ) be the corresponding Niemeier lattice and let e = (e1, . . . , e24) ∈ N(Φ)24 be such
that T (e) is the standard Gram matrix (see Remark 1.26) of the 2-root lattice spanned by
Φ. For j = 1, . . . , 6 we let bj = ej + ie12+j and we define vectors y1, . . . , y6 in N(Φ)⊗ZC
depending on Φ as follows:
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• If Φ = A46, then yj =
∑j
k=1 kbk for all j ∈ {1, . . . , 6}.
• If Φ = A64, then
yj =
{∑j
k=1 kbk if 1 ≤ j ≤ 4,∑j
k=5(k − 4)bk if 4 < j ≤ 6.
• If Φ = A83, then
yj =
{∑j
k=1 kek + ike3+3j+k if 1 ≤ j ≤ 3,∑j
k=4(k − 3)ek + i(k − 3)e3j+k if 3 < j ≤ 6.
• If Φ = A122 , then
yj =

∑j
k=1 kbk if 1 ≤ j ≤ 2,∑j
k=3(k − 2)bk if 2 < j ≤ 4,∑j
k=5(k − 4)bk if 4 < j ≤ 6.
• If Φ = D46, then
yj =
{∑j
k=1 kbk if 1 ≤ j ≤ 5,
2b5 + 3b6 +
∑4
k=1 kbk if j = 6.
• If Φ = D64, then
yj =

∑j
k=1 kbk if 1 ≤ j ≤ 3,
b3 + 2b4 +
∑2
k=1 kbk if j = 4,∑j
k=5(k − 4)bk if 4 < j ≤ 6.
• If Φ = E46, then
yj =
{∑j
k=1 kbk if 1 ≤ j ≤ 5,
b1 + 2b2 + 3b3 + 2b4 + b5 + b6 if j = 6.
We then let y = (y1, . . . , y6). Then ΘN(Φ),y,2 is a Siegel cusp form of degree 6 and weight
14. After multiplying ΘN(Φ),y,2 with a non-zero constant the coefficients a(T ) where T is
the Gram matrix of a 6-dimensional 2-root lattice K are given in the following table:
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Φ
A46 A
6
4 A
8
3 A
12
2 D
4
6 D
6
4 E
4
6
K
A6 1 0 0 0 0 0 0
D6 0 0 0 0 1 0 0
E6 0 0 0 0 0 0 1
A5A1 −12 0 0 0 −30 0 −20
D5A1 0 0 0 0 −10 0 −32
A4A2 30 1 0 0 120 0 240
A4A
2
1 40 −2 0 0 260 0 320
D4A2 0 0 0 0 72 1 192
D4A
2
1 0 0 0 0 48 −2 384
A23 −32 0 1 0 −192 0 −432
A3A2A1 −96 −8 −6 0 −276 −6 −480
A3A
3
1 576 48 20 0 672 36 192
A32 648 54 0 1 1296 36 900
A22A
2
1 −432 −36 72 −2 −1080 0 −1152
A2A
4
1 −1152 96 −480 12 −3456 −152 768
A61 −11520 −2880 4000 −120 3840 240 −46080
Proof. That ΘN(Φ),y,2 is a Siegel cusp form of degree 6 and weight 14 follows from Propo-
sition 5.16 because T (y) = 0 and T (y, y) > 0 (as one easily checks).
To compute the Fourier coefficients we first remark that if T and S are Gram matrices
of the same 6-dimensional lattice, then a(T ) = a(S) by (5.1). We therefore only need to
compute a(T ) when T is a standard Gram matrix of a 6-dimensional 2-root lattice K.
Recall that
a(T ) =
∑
x∈N(Φ)6
T (x)=T
det(T (x, y))2.
Since K is generated by norm 2 vectors, it follows that every x in the above sum must
be in the sublattice L ⊂ N(Φ) that is generated by the norm 2 vectors (i.e. the roots) in
N(Φ). Therefore
a(T ) =
∑
x∈L6
T (x)=T
det(T (x, y))2. (5.2)
Since e is a basis of L and y is defined in terms of e, we do not have to work with the
Niemeier lattice N(Φ) but only with the 2-root lattice L. Also note that (5.2) does not
depend on the choice of e as any two choices of e are related by an automorphism of L.
We explain how we calculate a(T ) with a computer in the case that Φ = A46. The other
cases are similar.
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Recall that the lattice A6 is given by
A6 =
{
(x1, . . . , x7) ∈ Z7 :
7∑
i=1
xi = 0
}
with the standard quadratic form on Z7. Therefore,
L = A46 =
{
(x1, . . . , x28) ∈ Z28 :
7∑
i=1
xi =
14∑
i=8
xi =
21∑
i=15
xi =
28∑
i=22
xi = 0
}
.
The vectors y1, . . . , y6 are then elements of C28 and we write them as rows of a matrix
F ∈ C6×28. We compute and store a list S of all norm 2 vectors in L (these are just
the vectors in L with one coordinate equal to 1, one equal to −1 and all others equal
to 0). We remark that L contains no sublattices isomorphic to D4, D5, D6 and E6.
For the remaining irreducible 2-root lattices M = An, n ≤ 6 of rank at most 6 we
let TM be the standard Gram matrix of these and compute the set SM consisting of
all elements x = (x1, . . . , xn) in L
n with T (x) = TM and such that Fx1, . . . , Fxn are
linearly independent. This is done by first computing the set SA1 (which is just given
by those x ∈ S with Fx 6= 0). For n > 1, SAn is computed by iterating over all
elements (x1, . . . , xn−1) of SAn−1 and all elements xn in SA1 and then checking whether
x = (x1, . . . , xn) satisfies the conditions to be in SAn .
Having computed the set SM for M = An, n ≤ 6, we continue as follows: For each of
the lattices An, n ≤ 6 we implement O(An) as the group of integral n×n matrices g that
satisfy gTTAng = TAn . If we view elements x of SAn as 28 × n matrices, then there is
an obvious right action of O(An) on LAn , namely the one given by the matrix product.
We compute a set of representatives RAn for SAn/O(An) as follows: First compute and
store O(An) (in SageMath this can be done by specifying generators and then using the
MatrixGroup command). We then compute the orbits of the action in the most simple
way: For each x ∈ SAn that is not in one of the orbits that have already been computed,
we iterate over all g ∈ O(An), compute x˜ = xg and store that x˜ is in the same orbit as x.
Next, we consider 2-root lattices of the form M = An1 ⊕ An2 with n1 + n2 ≤ 6 and
n2 ≤ n1 and let TM be a standard Gram matrix of M . Let n = n1 + n2. We let SM
be the set of x = (x1, . . . , xn) ∈ Ln with T (x) = TM and such that Fx1, . . . , Fxn are
linearly independent. Then SM is a subset of SAn1 × SAn2 and O(An1) and O(An2) act
on SM by their action on SAn1 and SAn2 . We can compute a set of representatives R
′
M
for SM/(O(An1) × O(An2)) by iterating over all elements (x1, . . . , xn1) ∈ RAn1 and all
elements (xn1+1, . . . , xn) in RAn2 and checking if x = (x1, . . . , xn) satisfies T (x) = TM and
if Fx1, . . . , Fxn are linearly independent. If n1 6= n2, then O(M) = O(An1) × O(An2).
In this case we set RM = R
′
M . If n1 = n2, then O(M) is the semi-direct product
of the symmetric group S2 and O(An1) × O(An2). In this case we let RM be a set of
representatives for R′M/S2 where S2 acts by interchanging xj with xj+n1 for j = 1, . . . , n1.
This can be computed similarly to all previously calculated sets of representatives. In all
cases RM is a set of representatives for SM/O(M).
Continuing in this way, we can compute a set of representatives for SM/O(M) where
M = An1 ⊕ . . .⊕Ank , n1 ≥ n2 ≥ . . . ≥ nk, n = n1 + . . .+ nk, n ≤ 6, TM is the standard
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Gram matrix of M , and
SM = {x = (x1, . . . , xn) ∈ Ln : T (x) = TM , Fx1, . . . , Fxn linearly independent}.
If n = 6, we then compute
a(TM ) =
∑
x∈L6
T (x)=TM
det(T (x, y))2 =
∑
x∈L6
T (x)=TM
det(Fx)2
=
∑
x∈SM
det(Fx)2 =
∑
x∈RM
∑
g∈O(M)
det(Fxg)2
= |O(M)|
∑
x∈RM
det(Fx)2,
where we again identify x ∈ L6 with a 28× 6 matrix.
Next, we consider the lattice N(A241 ). We use the notation from Example 1.32 and take
the explicit form of the Golay code given in Subsection 1.2.2. For j = 1, . . . , 6 we define
the vectors yj by yj = xj + ix6+j .
Theorem 5.22. The theta series ΘN(A241 ),y,2 is a Siegel cusp form of degree 6 and weight
14, the coefficient a(T ) vanishes if T is the Gram matrix of a 2-root lattice and
a(T ) = 36238786560
if T is a Gram matrix of A1(2)⊕A51.
Proof. That ΘN(A241 ),y,2 is a Siegel cusp form of degree 6 and weight 14 follows from
Proposition 5.16 and the choice of y1, . . . , y6.
The sublattice L ⊂ N(A241 ) that is generated by the norm 2 vectors in N(A241 ) contains
no 2-root lattices except direct sums of A1. Therefore, a(T ) = 0 if T is the Gram matrix
of a 2-root lattice different from A61. If T is the standard Gram matrix of A
6
1, then we
can compute a(T ) in the same way as in the proof of the previous proposition.
It remains to compute a(T ) for a Gram matrix T of A1(2)⊕ A51; a possible choice for
T is T = diag(4, 2, 2, 2, 2, 2). This can almost be done as in the proof of the previous
proposition, except that we also need to determine the set of vectors of norm 4 in N(A241 ).
It is easy to see that the norm 4 vectors in N(A241 ) are the following:
1. Any sum of two orthogonal norm 2 vectors in L. This gives
(
24
2
) · 22 = 1104 vectors
of norm 4.
2. Any vector
∑24
i=1 λiwi such that λi ∈ {−1, 0, 1} and the reduction of (λ1, . . . , λ24)
modulo 2 is an octad in the Golay code. This gives another 759 · 28 = 194304
elements of norm 4.
The calculation of a(T ) is now similar to the calculations in the proof of the previous
proposition.
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From the Fourier coefficients we have calculated, we see that the eight theta series we
have considered so far are linearly independent. The final element of our basis is the
theta series
ΘΛ,y,2
for the Leech lattice Λ and a suitable choice of y ∈ (Λ ⊗Z C)6. Recall that the Leech
lattice has no vectors of norm 2, so the coefficient a(T ) will trivially be zero for all T
that we have considered so far. It therefore suffices to prove that ΘΛ,y,2 is not the zero
function to show that it can be added to the previous eight theta series to form a basis
of S6,14. The idea for proving ΘΛ,y,2 6= 0 is to show that there is a non-vanishing Fourier
coefficient a(T ) for some T . Our choice for T is
T =

4 −2 0 0 0 0
−2 4 −2 0 0 0
0 −2 4 −2 0 −2
0 0 −2 4 −2 0
0 0 0 −2 4 0
0 0 −2 0 0 4

,
which is a Gram matrix of E6(2). We now encounter the problem that the number of
sublattices in Λ that are isomorphic to E6(2) is very large, so a(T ) cannot be calculated as
easily as the coefficients we have seen so far in this section. Instead, a more sophisticated
algorithm to be described in the following is needed.
We let c be a dodecad in G; in our computations we have taken
c = (1, 0, 0, 1, 1, 0, 0, 1, 1, 1, 0, 0, 1, 0, 0, 1, 0, 0, 1, 1, 1, 0, 0, 1).
The subgroup of M24 that fixes c is isomorphic to the Mathieu group M12, which is also
one of the sporadic simple groups. Its order is 26 · 33 · 5 · 11 = 95040. We let g be an
element in M12 with cycle type 2
12; in our computations we have taken
g = (1, 9)(2, 12)(3, 7)(4, 24)(5, 21)(6, 18)(8, 19)(10, 16)(11, 17)(13, 20)(14, 23)(15, 22).
Let I ⊂ {1, . . . , 24} be the support of c = (cj)1≤j≤24, i.e. the set of those indices j for
which cj = 1. For each j ∈ I the image g(j) under g is also in I and we can therefore
arrange the elements of I in pairs (j, g(j)), j < g(j). For our choice of c and g we obtain
the pairs
(1, 9), (4, 24), (5, 21), (8, 19), (10, 16), (13, 20).
We order the six pairs. Suppose the j-th pair is given by (a, b). We then define the
vectors yj ∈ Λ ⊗Z C = C24 by yj = ea + ieb, where e1, . . . , e24 is the standard basis of
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C24. For our choice of c and g the vector yj is the j-th row of the matrix
F =

1 0 0 0 0 0 0 0 i 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 i
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 i 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 i 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 i 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 i 0 0 0 0

.
Let y = (y1, . . . , y6) ∈ Λ6C. Recall that the bilinear form on Λ is given by
(x,w) =
1
8
24∑
j=1
xiwi (x = (x1, . . . , x24), w = (w1, . . . , w24)).
Therefore, T (y) = 18FF
T = 0 and T (y, y) = 18FF
T
= 14I6, so ΘΛ,y,2 is a cusp form of
degree 6 and weight 14 by Proposition 5.16.
Let N = EM24 be the maximal subgroup of Co0 described in Subsection 1.2.2. We
let H be the subgroup of N that consists of those elements h ∈ N for which the matrix
with rows h(y1), . . . , h(y6) equals the product of a complex 6 × 6-matrix of determinant
±1 with the matrix with rows y1, . . . , y6 (i.e. the matrix F for our choice of y). From our
construction of y, it is easy to see that H is a subgroup of EM12 and even a subgroup
of EH1 where H1 is the subgroup of M12 that permutes the six pairs above. The group
H1 is a maximal subgroup of order 240 of M12. It is the centralizer of g in M12 and the
group EH1 has order 4096 · 240 = 983040.
On the computer we implement this as follows: M24 is the subgroup of S24 generated
by the elements in (1.1). In SageMath we obtain M24 from these generators with the
PermutationGroup command.
We then compute the subgroup M12: Let S = ∅. Iterate over the elements pi ∈M24 and
check whether pi(c) equals c. If it does, then add pi to S and compute the group generated
by the elements in S (in SageMath we again use the PermutationGroup command). If it
has order 95040, then S is a generating set for M12 and we are done. Otherwise, continue
with the next element pi ∈M24.
We then determine H1 ⊂ M12 in the same way, i.e. by iterating over elements in M12
and checking whether they commute with g or not.
To compute H we implement EH1 as a matrix group (the elements in 2
12 are diagonal
matrices and the elements in H1 are permutation matrices). Then the action of EH1 on
elements of the Leech lattice is given by matrix multiplication. We iterate over all elements
h in EH1 and compute Fh (whose rows will then be the elements h(y1), . . . , h(y6)). We
then check whether there is a matrix M ∈ C6×6 of determinant ±1 with
Fh = MF (5.3)
as follows: Suppose there is such a matrix M . We multiply (5.3) with F
T
from the right
to obtain
FhF
T
= MFF
T
= 2M
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because FF T = 2I6. Therefore, if such a matrix M exists, it must be equal to
1
2
FhF
T
,
so we only need to check if
Fh =
1
2
FhFF
T
.
It turns out that |H| = 30720. We remark that
det(Fhx)2 = det(Fx)2
for every h ∈ H and x ∈ Λ6 (where we identify x with a 24× 6 matrix) because
det(Fhx)2 = det(MFx)2 = det(M)2 det(Fx)2 = det(Fx)2
for a suitable complex 6× 6 matrix M of determinant ±1 by our definition of H.
We let EM12 and for x ∈ Λ6, we let Gx be the stabilizer of x in G. We continue to
identify elements x ∈ Λ6 with 24× 6 matrices. Then the coefficient a(T ) is given by
a(T ) =
∑
x∈Λ6
T (x)=T
det(T (x, y))2
=
∑
x∈Λ6
T (x)=T
det
(
1
8
Fx
)2
=
1
236
∑
[x]∈G\Λ6
T (x)=T
1
|Gx|
∑
a∈G
det(Fax)2
=
1
236
∑
[x]∈G\Λ6
T (x)=T
1
|Gx|
∑
Ha∈H\G
∑
h∈H
det(Fhax)2
=
1
236
∑
[x]∈G\Λ6
T (x)=T
1
|Gx|
∑
Ha∈H\G
∑
h∈H
det(Fax)2
=
|H|
236
∑
[x]∈G\Λ6
T (x)=T
1
|Gx|
∑
Ha∈H\G
det(Fax)2.
Remark 5.23. Of course we would prefer to write a(T ) as
a(T ) =
|H|
236
∑
[x]∈H\Λ6
T (x)=T
1
|Hx| det(Fx)
2,
where Hx is the stabilizer of x in H. The problem with this is that the set
{[x] ∈ H\Λ6 : T (x) = T}
is too large to be computed.
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Both a set of representatives for
{[x] ∈ G\Λ6 : T (x) = T}
and for H\G can be obtained with a computer as we will see later. However, these sets
have sizes 14622480 and 12672 so we would have to calculate 14622480 ·12672 ≈ 1.85 ·1011
determinants of 6× 6 matrices, which takes too long. To solve this problem we let W be
the Weyl group of E6, i.e. the subgroup of O(E6) that is generated by reflections through
the hyperplanes orthogonal to the roots of E6. It has order 2
7 ·34 ·5 = 51840. Then every
w ∈W is also an automorphism of E6(2) and W hence acts from the right on the set
L6 = {x ∈ Λ6 : T (x) = T}.
Viewing every w ∈W as a 6× 6 matrix of determinant ±1 and every x ∈ Λ6 as a 24× 6
matrix, this action is given by matrix multiplication. Then
det(Fxw)2 = det(Fx)2
for every x ∈ L6 and every w ∈W . We can therefore write
a(T ) =
|H|
236
∑
[x]∈G\L6
1
|Gx|
∑
Ha∈H\G
det(Fax)2
=
|H|
236
∑
[x]∈G\L6
|Gx|
|G|
∑
Ha∈H\G
det(Fax)2
=
1
236 · |G : H|
∑
[x]∈G\L6/W
|GxW |
∑
Ha∈H\G
det(Fax)2,
which can be computed once we have a set of representatives for the double cosets in
G\L6/W as well as the sizes of these double cosets and a set of representatives for H\G.
We now describe how these can be computed. We use the notation
Lj = {x ∈ Λj : T (x) = Tj},
where Tj is the upper left j × j submatrix of T .
1. We store the set Λ4 of norm 4 vectors in Λ.
2. We then compute a set of representatives R1 for G\L1 and the stabilizer subgroups
Gx ⊂ G for every x ∈ L1. Moreover, for every z ∈ Λ4 we compute and store an
element g1,z ∈ G that satisfies g1,z(z) ∈ R1. This can be done as follows: We
let S = ∅. Start with any element x in Λ4 and iterate over all g ∈ G. Compute
z = g(x). If z = x, then store that g is an element of Gx. If z is in S, then we
continue with the next g. Otherwise we set g1,z = g
−1 and add z to S. Having
iterated over all g ∈ G we add x to R1 and repeat these steps with the next element
in Λ4 that is not in S until S contains all elements of Λ4.
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3. For every x1 ∈ R1 we compute a set of representatives Rx1 for Gx1\Lx1 , where
Lx1 = {x2 ∈ Λ4 : T ((x1, x2)) = T2},
as well as the stabilizer Gx ⊂ Gx1 of x = (x1, x2). Moreover, for every x1 ∈ R1 and
every z ∈ Lx1 we store an element g2,x1,z ∈ Gx1 such that g2,x1,z(z) ∈ Rx1 . This
can be done in a similar way as in the previous step. We note that
R2 =
⋃
x1∈R1
⋃
x2∈Rx1
(x1, x2)
is a set of representatives for G\L2 and that if z = (z1, z2) is an arbitrary element
in L2, then we can quickly find the representative x ∈ R2 for the orbit of z under G
as follows: Let g1 = g1,z1 and x1 = g1,z1(z1). Then x1 is in R1 and g1(z) = (x1, z
′
2)
for some z′2 ∈ Lx1 . We then look up the element g2 = g2,x1,z′2 ∈ Gx1 and let
x2 = g2,x1,z′2(z
′
2). Then g2g1(z) = (x1, x2) is the representative in R2 we were
looking for.
4. We continue in the same way to obtain representatives Rj for G\Lj for all j ∈ Z
with 2 ≤ j ≤ 6 as well as the stabilizer Gxj ⊂ G for every xj ∈ Rj . Moreover, for
every x = (x1, . . . , xj−1) ∈ Rj−1 and every z ∈ Λ4 with
T (x′) = Tj (x′ = (x1, . . . , xj−1, z))
we compute an element gj,xj−1,z ∈ Gxj−1 with gj,xj−1,z(z) ∈ Rxj−1 .
5. We let S = ∅ and start with any element x in R6. We iterate over all w ∈ W and
let z = w(x). If z is in S, then we continue with the next w. Otherwise, we write
z = (z1, . . . , z6) and compute g1,z1(z) to get an element z
′ = (z′1, . . . , z′6) ∈ L6 with
z′1 ∈ R1. We then compute g2,z′1,z′2(z′) to get an element z′′ = (z′1, z′′2 , . . . , z′′6 ) ∈ L6
with (z′1, z′′2 ) ∈ R2. Continuing in this way, we finally obtain an element z˜ ∈ R6
that describes the same coset in G\L6 as z. Therefore, x and z˜ describe the same
double coset in G\L6/W . We append z˜ to S and add the size of the coset of z˜
in G\L6 (this is just the size of G divided by the size of the stabilizer of Gz˜) to
the size of the double coset represented by x. Having iterated over all w ∈ W , we
repeat these steps with the next element in R6 that is not in S until S contains all
elements of R6. In the end we have a set of representatives for the double cosets in
G\L6/W as well as the sizes of these double cosets. We remark that we obtain 875
double cosets.
6. A set of representatives for H\G can be obtained as follows: Note that the elements
in EM24 can be viewed as signed permutations on a 24-element set. Therefore, both
H and G are subgroups of the group of signed permutations of a 24-element set
(this is also called the hyperoctahedral group as it is the symmetry group of a
24-dimensional cube. It is isomorphic to the Weyl groups of the root systems B24
and C24). This group is isomorphic to the group of all permutations pi of the 48-
element set S = {±1, . . . ,±24} that satisfy pi(−i) = −pi(i) for all i ∈ S. We can
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therefore view H and G as subgroups of S48. We have implemented H and G in
GAP [GAP14] by specifying generators in S48. A set of representatives for H\G
can then be obtained with the RightCosets command in GAP. The computer only
needs seconds to do this.
It remains to compute 875 · 12672 determinants to obtain the coefficient a(T ). This is no
problem and we finally obtain that
a(T ) = 213 · 36 · 5 = 29859840.
We remark that this is equal to 3 · |W | · det(T ). In particular we have the following:
Theorem 5.24. Let Λ be the Leech lattice and y ∈ (Λ⊗ZC)6 as above. Then ΘΛ,y,2 does
not vanish.
Remark 5.25. Step 5 as described above takes several days on our computer. It is much
faster to split this step into two steps: First define the subgroup W1 of W to be the
subgroup of those elements of W that fix the first basis vector of E6. Then |W1| = 720.
We then first compute a set of representatives R6,W1 for G\L6/W1 together with the sizes
of the double cosets in the same way as in Step 5 above. For every element x in R6 we
also store elements gx ∈ G and wx ∈ W such that gxxwx is in R6,W1 . Only then do we
calculate a set of representatives for G\L6/W , namely by taking elements x in R6,W1 ,
iterating over representatives w˜ of W1\W , computing z = xw˜ and using that gzzwz is in
G\L6/W1.
Remark 5.26. In the same way we have also computed the Fourier coefficient a(T ) for
the Gram matrix
T =

4 2 −1 1 −1 −1
2 4 1 2 −2 −2
−1 1 4 2 −2 1
1 2 2 4 −1 −1
−1 −2 −2 −1 4 1
−1 −2 1 −1 1 4

of E′6(3). In this case G\L6 has size 44632560 and G\L6/W has size 1203. The Fourier
coefficient a(T ) turns out to be 0.
We summarize the results of this section in the following theorem.
Theorem 5.27. The cusp forms from Theorems 5.21, 5.22 and 5.24 form a basis of
S6,14.
5.3. The Kodaira Dimension of the Siegel Modular Variety An
The quotient An = Sp2n(Z)\Hn has the structure of a normal quasi-projective algebraic
variety of dimension n(n + 1)/2. It is the (coarse) moduli space of principally polarized
abelian varieties. For more details on the geometry of An and its compactifications
we recommed the survey article [HS02]. In this section we only deal with the Kodaira
dimension.
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Definition 5.28. Let X be a smooth variety of dimension n over an algebraically closed
field k and let ΩX be its cotangent bundle. Then ωX =
∧n ΩX is called the canonical
bundle of X.
Definition 5.29. Let X be a smooth projective variety over an algebraically closed field.
For d ∈ Z≥0 the d-th plurigenus Pd(X) of X is defined to be the dimension of the space
of global sections of ωdX , i.e.
Pd(X) = dimH
0(X,ωdX).
Definition 5.30. Let X be a smooth projective variety over an algebraically closed field.
The Kodaira dimension κ(X) of X is defined to be −∞ if Pd(X) = 0 for all d > 0.
Otherwise, κ(X) is defined to be the smallest k ∈ Z≥0 such that Pd(X)/dk is bounded.
If κ(X) = dim(X), then we say that X is of general type.
Remark 5.31. The Kodaira dimension is bounded by dim(X).
Remark 5.32. The Kodaira dimension is a birational invariant, i.e. if X and Y are smooth
projective varieties that are birational, then κ(X) = κ(Y ).
We also want to assign a Kodaira dimension to An, which is neither projective nor
smooth. We use the statement of the previous remark to define the Kodaira dimension
of An to be the Kodaira dimension of any smooth projective variety An birational to An.
Such a variety exists by the following proposition:
Proposition 5.33. Let X be a variety over a field of characteristic 0. Then X is bira-
tional to a smooth projective variety.
Proof. Every variety is birational to a projective one (take for example the projective
closure of any open affine subset). Since X is a variety over a field of characteristic 0,
one can then resolve the singularities, as was first proved by Hironaka in [Hir64a] and
[Hir64b].
As already mentioned in the Introduction of this thesis, the Kodaira dimension of An
has been known for all n 6= 6 for more than 30 years. Namely, An is of general type for
n ≥ 7 and the Siegel modular variety An has Kodaira dimension κ(An) = −∞ for n ≤ 5.
We can use the theta series for the Leech lattice from the previous section to construct a
non-zero global section of ω2An and obtain the first partial result on the Kodaira dimension
of A6 as follows: We let n ≥ 3 and write an element Z ∈ Hn as
Z =

z11 · · · z1n
...
. . .
...
z1n · · · znn
 .
Let H◦n ⊂ Hn be the subset of points whose stabilizer in Sp2n(Z) is equal to {±I2n}. Then
H◦n is an open subset of Hn and A◦n = Sp2n(Z)\H◦n is the smooth locus of An (see [Fre83],
Hilfssatz III.5.15). Let f be a Siegel modular form of degree n and weight (n+1)k. Then
the transformation property of f implies that
f(Z)(dz11 ∧ dz12 ∧ · · · ∧ dznn)k
is a global section of ωkA◦n . The following result is due to Tai [Tai82]:
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Proposition 5.34 ([Fre83], Satz III.5.24). Suppose n ≥ 5 and the vanishing order of f
at ∞ is at least k. Then
f(Z)(dz11 ∧ dz12 ∧ · · · ∧ dznn)k
can be extended to a global section of ωkAn.
We can now use this result to prove the following theorem on the Kodaira dimension
of A6:
Theorem 5.35. The Kodaira dimension of A6 is non-negative.
Proof. The theta series for the Leech lattice described in the previous section has weight
14 and is non-zero. Its vanishing order at ∞ is 2 because the Leech lattice has no norm
2 vectors, so it defines a non-zero section of ω2A6 by Proposition 5.34. In particular,
P2(A6) 6= 0, so κ(A6) = κ(A6) ≥ 0.
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A. Root Systems and Their Classification
We briefly summarize the definition and classification of root systems from [Hum72].
Definition A.1. Let E be a finite-dimensional euclidean space with inner product (·, ·).
A finite subset Φ ⊂ E is called root system if it satisfies the following:
1. Φ spans E.
2. If α is in Φ, then the only multiples of α in Φ are ±α.
3. If α is in Φ, then the reflection σα stabilizes Φ as a set.
4. If α and β are in Φ, then 〈β, α〉 = 2(β, α)/(α, α) is an integer.
Definition A.2. Two root systems Φ1 and Φ2 in euclidean spaces E1 and E2 are called
isomorphic if there exists an isomorphism f : E1 → E2 of vector spaces (not necessarily
an isometry) such that f(Φ1) = Φ2 and 〈f(β), f(α)〉 = 〈β, α〉 for all α, β ∈ Φ1.
Definition A.3. A non-empty root system Φ in a finite-dimensional euclidean space E
is called irreducible if it cannot be written as Φ = Φ1 ∪ Φ2 with proper subsets Φ1 and
Φ2 such that each element in Φ1 is orthogonal to each element in Φ2.
Then every root system Φ in a finite-dimensional euclidean space E can be uniquely
decomposed as the union of irreducible root systems Φi in subspaces Ei of E such that
E is the orthogonal direct sum of the subspaces Ei. Each irreducible root system is
isomorphic to exactly one of the following (in all cases E will be a subspace of the
euclidean space Rn with the standard inner product and the vectors e1, . . . , en denote the
standard orthonormal basis vectors of Rn):
• An (n ≥ 1): Let E be the n-dimensional subspace of Rn+1 defined by
E =
{
(x1, . . . , xn+1) ∈ Rn+1 :
n+1∑
i=1
xi = 0
}
.
The root system An is then given by the vectors ei − ej with 1 ≤ i, j ≤ n+ 1.
• Bn (n ≥ 2): Let E = Rn. The root system Bn is then given by the vectors ±ei
(1 ≤ i ≤ n) and ±(ei ± ej) (1 ≤ i < j ≤ n).
• Cn (n ≥ 3): Let E = Rn. The root system Cn is then given by the vectors ±2ei
(1 ≤ i ≤ n) and ±(ei ± ej) (1 ≤ i < j ≤ n).
• Dn (n ≥ 4): Let E = Rn. The root system Dn is then given by the vectors ±(ei±ej)
(1 ≤ i < j ≤ n).
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• E8: Let E = R8. The root system E8 is then given by the vectors ±(ei ± ej) for
1 ≤ i < j ≤ n and the vectors of the form 12
∑8
i=1 εiei with εi = ±1 and
∏8
i=1 εi = 1.
• E7: Let E be the be the subspace of R8 orthogonal to e1 + · · ·+e8. The root system
E7 is then the intersection of E8 with E.
• E6: Let E be the subspace of R8 orthogonal to e1 + · · ·+ e8 and e1 + e8. The root
system E6 is then the intersection of E8 with E.
• F4: Let E = R4. The root system F4 is then given by the vectors ±ei (1 ≤ i ≤ 4),
±(ei ± ej) (1 ≤ i < j ≤ 4) and ±12(e1 ± e2 ± e3 ± e4).
• G2: Let E be the subspace of R2 orthogonal to e1 + e2 + e3. Then the root system
G2 is given by the set
±{e1 − e2, e2 − e3, e1 − e3, 2e1 − e2 − e3, 2e2 − e1 − e3, 2e3 − e1 − e2}.
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Semi-Reflective Modular Forms
We let L be an even lattice of signature (n, 2), n ≥ 4 and squarefree level N such that L
splits II1,1(N) and let D = L
′/L. Recall that a symmetric semi-reflective modular form
is determined by the complex numbers cm = cγ,−1/m for any γ ∈ Dm,1/m for positive
divisors m of N . In this appendix we want to answer the question for which choices
of (cm)m|N there exists a symmetric semi-reflective modular form with principal part
described by (cm)m|N . We already know that there is no symmetric strongly-reflective
modular form unless k (which is given by k = 1 − n/2) and N satisfy the bounds given
in Table 3.1. We now consider the remaining cases.
All of the following propositions can be proved by computing the Fourier coefficients
at all cusps for a basis of S1+n/2(Γ0(N), χD) and solving the resulting linear equations
(4.3). As mentioned in Remark 4.4 these equations suffice to classify the symmetric
semi-reflective modular forms.
Proposition B.1. If N = 19, 21, 22, 33, 35 or 42, then there are no non-zero symmetric
semi-reflective modular forms F on L. The same is true if
1. n = 10, N = 5 and n5 is odd,
2. n = 6, N = 15 and n5 is odd, or
3. n = 4, N = 30 and n5 is even.
Proof. In these cases the resulting system of equations only has the trivial solution.
Proposition B.2. For the following values of n and N there exists a symmetric semi-
reflective form F with principal part (cm)m|N for every choice of (cm)m|N .
n 26 18 10 8 6 4
N 1 1 1, 2 3 2, 3 3, 6
The same is true if n = 6, N = 5 and n5 is odd.
Proof. This follows from the fact that in these cases there is no cusp form of weight 1+n/2
and character χD (note that χD is completely determined by the oddity condition in all
cases) for Γ0(N).
Proposition B.3. In all other cases there is a symmetric semi-reflective vector-valued
modular form F with principal part (cm)m|N if and only if the numbers cm satisfy the
conditions given in the following table:
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n N conditions Remarks
18 2 25−n2/2c1 = c2
14 2 24−n2/2c1 = c2
3 34−n3/2c1 = c3
12 3 3(7−n3)/2c1 = c3
10 3 33−n3/2c1 = c3
5 53−n5/2c1 = c5 if n5 is even
6 23−n2/2c1 = 2c2, 33−n3/2c1 = 2c3, 23−n2/233−n3/2c1 = c6
8 6 3(7−n3)/2c2−24−n2/2c3 = 2c6, 2c3−2n2/2−1c6 = −3(7−n3)/2c1
7 7(5−n7)/2c1 = c7
6 5 52−n5/2c1 = c5 if n5 is even
6 36c1 + 922
n2/2c2 − 423n3/2c3 = 2n2/23n3/2c6
7 72−n7/2c1 = c7
10 5(5−n5)/2c2−23−n2/2c5 = 2c10, 5(5−n5)/2c1 + 2c5 = 2n2/2−1c10 if n5 is odd
22−n2/2c1 = 2c2, 52−n5/2c1 = 2c5, 22−n2/252−n5/2c1 = c10 if n5 is even
11 112−n11/2c1 = c11
14 22−n2/2c1 = 2c2, 72−n7/2c1 = 2c7, 22−n2/272−n7/2c1 = c14
15 32−n3/2c1 = −5c3, 52−n5/2c1 = −5c5, if n5 is even
32−n3/252−n5/2c1 = c15
4 7 7(3−n7)/2c1 = c7
11 11(3−n11)/2c1 = c11
14 7(3−n7)/2c1 = 2c7, 7(3−n7)/2c2 = 2c14
15 3(3−n3)/25(3−n5)/2c1 = c15, 5(3−n5)/2c3 = 3(3−n3)/2c5 if n5 is odd
52−n5/2c3 − 3(5−n3)/2c5 = 25c15, if n5 is even
3(5−n3)/2c1 − 25c3 = 5n5/2−1c15
23 23(3−n23)/2c1 = c23
30 3(3−n3)/25(3−n5)/2c2 = 2c30, 3(3−n3)/25(3−n5/2)c1 = 2c15, if n5 is odd
55
(n5−3)/2c10 = −222−n2/2c1 + c2,
253
(n3−3)/2c6 = −222−n2/2c1 + c2,
55
(n5−3)/2c5 = −c1 + 22n2/2−1c2,
253
(n3−3)/2c3 = −c1 + 22n2/2−1c2
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Example B.4. In this example we want to derive the condition for n = 12 and N = 3.
We also show that there is no symmetric strongly-reflective modular form F in M !k(ρD)
with [F0](0) = n − 2 = 10. We know that n3 must be odd because the signature of D
is 2 + 8Z and consequently χD =
( ·
3
)
. The space S7(Γ0(3), χD) is 1-dimensional and is
spanned by a primitive form g with Fourier expansion
g(τ) = q − 27q3 + 64q4 +O(q6).
The group Γ0(3) has two cusps, represented by 1/3 and 1/1. We let
M3 =
(
1 0
3 1
)
and M1 =
(
1 2
1 3
)
.
Then M3 ∈ Γ0(3) and
g|7M3(τ) = g(τ) = q − 27q3 + 64q4 +O(q6),
so the coefficient b3 = [g|7M3](1) is equal to 1. Using Proposition 2.37 we find that
g|7M1(τ) = χD(−1)3−7/2g|7ω33(τ/3).
With Proposition 2.35 we compute
g|7ω33(τ) = λ
∞∑
n=1
a(3)n q
n
with
λ = G(χD)3
−7/2a3 =
√
3 · i · 3−7/2 · (−27) = −i.
It follows that
g|7M1(τ) = 3−7/2 · i
∞∑
n=1
a(3)n q
n/3
and b1 = [g|7M1](1/3) = 3−7/2i. Inserting this into (4.3) we obtain the condition
0 = ξ(M3)c1b3 + ξ(M1)
√
|D|c3b1
= c1 − 3(n3−7)/2c3,
which is the condition in the table on the previous page.
To show that there is no symmetric strongly-reflective modular form F with [F0](0) =
10 we compute (4.4). We note that ψ = χ = χD and that Bk,ψ = 98/3. To compute the
signs εc,d we remark that
(−1
3
)(n3+1)/2 = 3. Then
ε1,1 = ε1,3 = ε3,1 = 1
and (4.4) becomes
3
70
(
1 +
36
√
3√|D|
)
c1 +
√
3√|D|N(D3, 1)c3 = 1. (B.1)
129
B. Conditions on Symmetric Semi-Reflective Modular Forms
If c1 = 0, then c3 = 0 by the equation from the cusp form. In this case F = 0 and [F0](0)
is not equal to 10. Therefore c1 = 1. In this case c3 = 3
(n3−7)/2. Since c3 must be in
{0, 1}, it follows that n3 = 7 and consequently |D| = 37. Then 3 =
(−1
3
)4
= 1 and
N(D3, 1) = 756 because of Proposition 1.56. Inserting these values into (B.1) results in
a contradiction.
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