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A SHARP SCATTERING THRESHOLD LEVEL FOR MASS-SUBCRITICAL
NONLINEAR SCHRO¨DINGER SYSTEM
MASARU HAMANO AND SATOSHI MASAKI
Abstract. In this paper, we consider the quadratic nonlinear Schro¨dinger system in three
space dimensions. Our aim is to obtain sharp scattering criteria. Because of the mass-subcritical
nature, it is difficult to do so in terms of conserved quantities. The corresponding single equation
is studied by the second author and a sharp scattering criteria is established by introducing a
distance from a trivial scattering solution, the zero solution. By the structure of the nonlinearity
we are dealing with, the system admits a scattering solution which is a pair of zero solution and
a linear solution. Taking this fact into account, we introduce a new optimizing quantity and
give a sharp scattering criterion in terms of it.
1. Introduction
We consider the following quadratic Schro¨dinger system in three space dimensions:i∂tu+∆u = −2vu¯ (t, x) ∈ R× R
3,
i∂tv +
1
2
∆v = −u2 (t, x) ∈ R× R3, (NLS)
where i =
√−1, u, v : R×R3 −→ C are unknown functions, ∆ =∑3j=1 ∂2∂x2j , and u is the complex
conjugate of u. In this paper, we study (NLS) in a weighted space. For s ∈ [0, 32), we define the
homogeneous weighted space FH˙s(R3) by the norm
‖f‖FH˙s(R3) := ‖Ff‖H˙s(R3) = ‖|x|sf‖L2x(R3).
Here, F denotes the Fourier transform on R3, that is,
Ff(ξ) := f̂(ξ) := (2π)− 32
∫
R3
e−ix·ξf(x)dx.
We consider the system (NLS) with the initial condition
(u(0), v(0)) = (u0, v0) ∈ FH˙
1
2 ×FH˙ 12 . (1.1)
At least formally, the system (NLS) has the following two conserved quantities: One is mass
M [u, v] :=
∫
R3
(|u(x)|2 + 2|v(x)|2)dx (1.2)
and the other is energy
E[u, v] :=
∫
R3
(
|∇u(x)|2 + 1
2
|∇v(x)|2 − 2Re(u(x)2v(x))
)
dx. (1.3)
Let us make the notion of solution clear. We need a slight modification of the notion compared
with L2 orH1 solutions because the Schro¨dinger flow is not unitary in the homogeneous weighted
space FH˙ 12 . The corresponding single equation is studied in this space in [18] (see also [6, 22]
and references therein).
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Definition 1.1 (Solution). Let I ⊂ R be a nonempty time interval. We say that a pair
of functions (u, v) : I × R3 → C2 is a solution to (NLS) on I if (e−it∆u(t), e− 12 it∆v(t)) ∈
(C(I;FH˙ 12 ))2 and the Duhamel formula
e−it∆u(t) = e−iτ∆u(τ) + 2i
∫ t
τ
e−is∆(vu)(s)ds,
e−
1
2
it∆v(t) = e−
1
2
iτ∆v(τ) + i
∫ t
τ
e−
1
2
is∆(u2)(s)ds
holds in FH˙ 12 for any t, τ ∈ I, where eit∆ := F−1e−it|ξ|2F is the Schro¨dinger group. We express
the maximal interval of existence of (u, v) by Imax = (Tmin, Tmax). We say (u, v) is forward
time-global (resp. backward time-global) if Tmax =∞ (resp. if Tmin = −∞).
This definition of solutions is not time-translation invariant. That is, if (u, v) is a solution
to (NLS), then (u(· + τ), v(· + τ)) is not necessarily a solution for τ ∈ R. On the other hand,
solutions to (NLS) remains invariant under the rescaling
(u(t, x), v(t, x)) 7→ (u[λ](t, x), v[λ](t, x)) := (λ2u(λ2t, λx), λ2v(λ2t, λx))
for λ > 0. Corresponding transform of initial data is as follows:
(φ(x), ψ(x)) 7→ (φ{λ}(x), ψ{λ}(x)) := (λ2φ(λx), λ2ψ(λx)) (1.4)
for λ > 0. The H˙
− 1
2
x -norm is invariant under the above scaling transformation. In other words,
the equation (NLS) with initial condition (1.1) is scaling critical. In this sense our problem is
mass-subcritical. Remark that the equation (NLS) with initial condition (1.1) is also a critical
problem, in the sense that the FH˙ 12 -norm is invariant under the scaling (1.4).
To state the local well-posedness for (NLS), we introduce the function spaces X˙s,rm (t), W1,
and W2 defined by norms
‖f‖X˙s,rm (t) :=
∥∥∥(− t2
m2
∆
) s
2
e−
im|x|2
2t f
∥∥∥
Lrx
, ‖f‖Wj := ‖f‖
L6,2t X˙
1
2 ,
18
7
2
j−2
.
For a space X˙s,rm (t), we omit the second exponent when r = 2, that is, X˙sm(t) = X˙
s,2
m (t). We
discuss these function spaces in more detail in Subsection 2.3 and Subsection 2.5, below. The
following is our result on the local well-psedness. More detailed version is given later as Theorem
3.2.
Theorem 1.2 (Local well-posedness). For any (u0, v0) ∈ FH˙ 12 × FH˙ 12 there exist an open
interval I ∋ 0 and a unique solution (u, v) ∈ (C(I; X˙1/21/2 ) ∩W1(I)) × (C(I; X˙
1/2
1 ) ∩W2(I)) to
(NLS) with a initial condition (u(0), v(0)) = (u0, v0).
Now, we turn to the large time behavior of solutions to (NLS). There are various types of
possible behavior. In this paper, we are interested in scattering solutions defined as follows:
Definition 1.3. We say that a solution (u, v) scatters forward in time (resp. backward in
time) if (u, v) is forward time-global (resp. backward time-global) and there exists (u+, v+) ∈
FH˙ 12 ×FH˙ 12 (resp. (u−, v−) ∈ FH˙ 12 ×FH˙ 12 ) such that
lim
t→+∞
‖(e−it∆u(t), e− 12 it∆v(t)) − (u+, v+)‖
FH˙
1
2×FH˙
1
2
= 0 (1.5)(
resp. lim
t→−∞
‖(e−it∆u(t), e− 12 it∆v(t)) − (u−, v−)‖
FH˙
1
2×FH˙
1
2
= 0
)
.
We say that a solution (u, v) scatters when it scatters both forward and backward in time.
One has several equivalent characterizations of the scattering. For example, the forward-in-
time scattering is equivalent to the boundedness of ‖u‖W1((τ,Tmax)) or of ‖v‖W2((τ,Tmax)) for some
τ ∈ Imax. See Proposition 3.3 for the details.
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1.1. Criterion for scattering by conserved quantities. We are interested in obtaining a
sharp condition for scattering. This subject is recently extensively studied based on a concen-
tration compactness/rigidity type argument after Kenig and Merle [13]. As for the Schro¨dinger
system (NLS), the first author treated five dimensions [8] and Inui, Kishimoto, and Nishimura
treated four dimensions [10]. In these results, a sharp condition for scattering is given in terms
of conserved quantities. For example, in the four dimensions, the equation is mass-critical and
we have the following simple criterion in terms of the mass: a solution scatters for both time
direction if the mass of a solution is smaller than that of the ground state solution. This is a
natural extension of the single equation case [4, 16, 17]. In five dimensions, condition for blowup
is also studied.
Remark that if a solution (u, v) scatters then any scaled solution (u[λ], v[λ]) scatters also.
Consequently, any criterion for scattering is scaling invariant.1 Hence, if we look for a criteria
given in terms of some characteristic quantity of a solution, it is natural that the quantity is
scaling invariant. Recall that mass M is scaling invariant in four dimensions, and the product
of two quantities ME is a scaling invariant in five dimensions. In the previous results [8, 10],
these quantities play a crucial role in criterion there.
However, in the three dimensional case, it would be difficult to give a criteria in terms of the
mass and the energy. They are not scaling invariant:
M [φ{λ}, ψ{λ}] = λM [φ,ψ], E[φ{λ}, ψ{λ}] = λ
3E[φ,ψ]
for λ > 0. Furthermore, the both right hands sides has the positive power of λ. It means that
one can make the both magnitudes of M and of E small or large at the same time by scaling.
This is a feature of the mass-subcritical case. Thus, we may not have a criteria similar to those
in four or five dimensional cases, as one may not construct a scaling invariant quantity by a
combination or product of (positive powers of) these quantities.
Hence, in the sequel, we look for a criteria which is not given in terms of the conserved
quantities, as in [18, 19, 20, 21].
1.2. Trivial scattering set and minimization of non-scattering solutions. It can be said
that the main purpose of this paper is to investigate transition phenomena between scattering
solutions near the trivial scattering set and other solutions. For comparison, let us recall the
single NLS equation with the gauge invariant quadratic nonlinearity:
i∂tw +∆w = |w|w, (t, x) ∈ R× R3 (1.6)
with w(0) = w0 ∈ FH˙1/2. Let S+,single be the set of initial data for which the corresponding
solution scatters forward in time. Since the zero solution is a scattering solution, we have
{0} ⊂ S+,single.
Then, it is natural to define a “size” of a solution by the distance from the zero solution. This
fact leads us to a study of a quantity like
inf
{
‖w0‖
FH˙
1
2
: w0 6∈ S+,single
}
. (1.7)
It is known [18, 19] that this infimum value is strictly smaller than the size of the ground state
solution for (1.6) and further that there exists a minimizer to this quantity.
Let us go back to the system case. We define S+ as the set of initial data (u0, v0) ∈
FH˙ 12 ×FH˙ 12 for which the corresponding solution scatters forward in time. A straightforward
generalization of the quantity (1.7) is
inf
{
(‖u0‖2
FH˙
1
2
+ α‖v0‖2
FH˙
1
2
)1/2 : (u0, v0) 6∈ S+
}
(1.8)
1Suppose that we have a criteria “if (u, v) satisfies a condition P then (u, v) scatters.” Then, it actually reads
as “if there exists λ > 0 such that (u[λ], v[λ]) satisfies a condition P then (u, v) scatters.” The latter criteria is
scaling invariant in such a sense that the validity of its assumption is left invariant under the scaling.
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with some constant α > 0. However, there may not be a strong motivation to study this quantity
other than the similarity to (1.7) because the quantity is not relevant to conserved quantities of
(NLS). Hence, we want to find a different way of sizing which is based on a system nature. To
this end, we look at the fact that not only the zero solution (0, 0) but also all solutions of the
form (0, e
1
2
it∆v0) can be also regarded as a trivial scattering solution for arbitrary v0 ∈ FH˙ 12 .
Taking this fact into account, one natural choice of the “size” of an initial data would be the
distance from the set {0} × FH˙ 12 . This choice leads us to consider the following optimization
problem:
ℓv0 := inf{‖u0‖FH˙ 12 : (u0, v0) 6∈ S+} ∈ (0,∞]. (1.9)
By using a stability type argument, we will show that ℓv0 > 0 for any v0 ∈ FH˙
1
2 (see, Proposition
3.4). The following criteria is obvious by the definition of ℓv0 .
Proposition 1.4 (Sharp small data scattering). Let (u0, v0) ∈ FH˙ 12 × FH˙ 12 and let (u, v) :
Imax × R3 −→ C2 be the solution to (NLS) with the initial condition (1.1). If ‖u0‖
FH˙
1
2
< ℓv0
then (u, v) scatters forward in time.
The above criteria “‖u0‖
FH˙
1
2
< ℓv0” is sharp in such a sense that the number ℓv0 may not
be replaced with any larger number. The questions which we address in this paper are the
following two: (a) to obtain a condition which implies ℓv0 is finite; (b) to show the existence of
a minimizer to ℓv0 (when ℓv0 is finite).
1.3. Stability of ground state. A characteristic property of the mass-subcritical case is that
the ground state is orbitally stable in H1 × H1 [3]. The ground state solution for (NLS) is a
solution of the form
(eiωtQ1,ω(x), e
2iωtQ2,ω(x)),
where ω > 0 and (Q1,ω(x), Q2,ω(x)) is a positive radial solution to the elliptic equation
−∆Q1,ω + ωQ1,ω = 2Q1,ωQ2,ω, −1
2
∆Q2,ω + 2ωQ2,ω = Q
2
1,ω.
The orbital stability implies that there exists an open neighborhood N ⊂ R2 of (1, 1) such that
(c1Q1,ω(x), c2Q2,ω(x)) /∈ S+
for all (c1, c2) ∈ N . (This also follows from Theorem 1.11, below.) Hence, the ground state solu-
tions are not optimizers to our problems. In particular, ℓQ2,ω is strictly smaller than ‖Q1,ω‖FH˙ 12 .
Similarly, (Q1,ω(x), Q2,ω(x)) is not a solution to (1.8) for any choice of α > 0.
1.4. Main results. It will turn out that the following quantity ℓ†v0 plays an important role in
the analysis of ℓv0 .
Definition 1.5. For v0 ∈ FH˙ 12 and 0 ≤ ℓ <∞, we let
Lv0(ℓ) := sup
{
‖(u, v)‖W1([0,Tmax))×W2([0,Tmax))
∣∣∣∣∣ (u, v) is the solution to (NLS) on [0, Tmax),v(0) = v0, ‖u(0)‖
FH˙
1
2
≤ ℓ, u(0) ∈ FH˙ 12
}
,
whereWj([0, Tmax)) (j = 1, 2) is a Strichartz-like function space defined in Subsection 2.5, below.
Further, define
ℓ†v0 := sup{ℓ : Lv0(ℓ) <∞} ∈ (0,∞]. (1.10)
We have ℓ†v0 ≤ ℓv0 by the definition of the each quantities (see Lemma 4.5 for more detail).
Intuitively, this can be seen by noticing that if ‖u0‖
FH˙
1
2
< ℓ†v0 then not only (u, v) scatters
forward in time but also we have a priori bound ‖(u, v)‖W1([0,∞))×W2([0,∞)) ≤ Lv0(‖u0‖FH˙ 12 ) <∞. As for the single-equation (1.6), it is known that these two kinds of quantities coincide each
other (see [20]). Our first result is as follows.
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Theorem 1.6. ℓ†v0 = min(ℓ0, ℓv0) is true for any v0 ∈ FH˙
1
2 , including the case where the both
sides are infinite. In particular, ℓ†0 = ℓ0 holds.
It is worth noting that ℓ†v0 = ∞ guarantees ℓv0 = ∞ but the inverse is not necessarily true.
Our interest in the sequel is to see what happens when ℓ†v0 <∞.
In the case v0 = 0, we have ℓ
†
0 = ℓ0, including the case both are infinite, as seen in Theorem
1.6.
Theorem 1.7. If ℓ†0 <∞ then there exists a minimizer (u(0)(t), v(0)(t)) to ℓ0(= ℓ†0) such that
(1) v(0)(0) = 0 and ‖u(0)(0)‖
FH˙
1
2
= ℓ0;
(2) (u(0)(t), v(0)(t)) does not scatter forward in time.
So far, we do not know whether ℓ†0 <∞ or not. It will turn out that this question is important
to understand the attainability of ℓv0 for all non-zero v0. One quick conclusion of ℓ
†
0 = ∞ is
ℓv0 = ℓ
†
v0 for all v0, which follows from Theorem 1.6. We will resume this subject later.
Let us move on to the case v0 6= 0. Suppose ℓ†v0 <∞. Then, we have either
ℓ†v0 = ℓv0 or ℓ
†
v0 < ℓv0 . (1.11)
The following Theorem 1.8 is about the first case and Theorem 1.9 is about the second case,
respectively.
Theorem 1.8. Fix v0 ∈ FH˙ 12 \{0}. Suppose that ℓ†v0 = ℓv0 < ℓ0. Then, there exists a minimizer
(u(v0)(t), v(v0)(t)) to ℓv0 such that
(1) v(v0)(0) = v0 and ‖u(v0)(0)‖
FH˙
1
2
= ℓv0 ;
(2) (u(v0)(t), v(v0)(t)) does not scatter forward in time.
The case ℓ†v0 = ℓv0 = ℓ0 <∞ is excluded in the above theorem. We consider this exceptional
case in Remark 1.10, below.
Let us consider the second case of (1.11). In this case, the following strange thing occurs:
Take u0 ∈ FH˙ 12 with ‖u0‖
FH˙
1
2
= ℓ†v0 and consider the corresponding solution (u(t), v(t)) with
the data (u0, v0). Then, in one hand, the solution (u(t), v(t)) scatters forward in time for any
choice of such u0 since ‖u0‖
FH˙
1
2
< ℓv0 . However, on the other hand, for arbitrarily large number
N > 0, one can choose u0 ∈ FH˙ 12 so that the corresponding solution (u(t), v(t)) satisfies
‖(u, v)‖W1([0,∞))×W2([0,∞)) ≥ N.
The next theorem tells us how this is “attained”. Notice that the second case of (1.11) occurs
only when ℓ0 = ℓ
†
v0 < ∞, thanks to Theorem 1.6. Consequently, there is a minimizer to ℓ0 in
this case, by means of Theorem 1.7.
Theorem 1.9. Fix v0 ∈ FH˙ 12 \ {0}. Suppose that ℓ†v0 < ℓv0 . Pick a sequence {u0,n}n ⊂ FH˙
1
2
satisfying ‖u0,n‖
FH˙
1
2
< ℓ†v0 for all n ≥ 1,
lim
n→∞
‖u0,n‖
FH˙
1
2
= ℓ†v0 ,
and
lim
n→∞
‖(un, vn)‖W1([0,∞))×W2([0,∞)) =∞,
where (un(t), vn(t)) is a solution with the initial data (un(0), vn(0)) = (u0,n, v0). Then, there
exist a subsequence of n, a minimizer (u(0), v(0)) to ℓ0, and two sequences {ξn}n ⊂ R3 and
{hn}n ⊂ 2Z such that
| log hn|+ |ξn| −→ ∞
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and
e−ix·hnξn(u0,n){hn} −→ u(0)(0) in FH˙
1
2
hold along the subsequence. In particular, along the same subsequence, it holds for any τ ∈
(0, Tmax(u
(0), v(0))) that
(un(t), vn(t)) =
(
e−it|ξn|
2+ix·ξnu
(0)
[h−1n ]
(t, x− 2ξnt) , e−2it|ξn|2+2ix·ξnv(0)[h−1n ] (t, x− 2ξnt)
)
+ (0, e
1
2
it∆v0) + o
X˙
1
2
1
2
(t)×X˙
1
2
1 (t)
(1)
for 0 ≤ t ≤ τh2n.
Remark 1.10. The special case ℓ†v0 = ℓ0 = ℓv0 < ∞ (v0 6= 0) is not included in the above two
theorems. In this exceptional case, the conclusion of Theorem 1.8 and/or Theorem 1.9 holds.
Namely, if there does not exist a minimizer to ℓv0 as in Theorem 1.8, then the conclusion of
Theorem 1.9 is true.
Let us summarize the above results. Let v0 ∈ FH˙ 12 be a given function. If ℓ†v0 =∞ then we
have ℓv0 =∞ (Theorem 1.6) and hence any solution satisfies v(0) = v0 scatters forward in time
(Proposition 1.4). On the other hand, if ℓ†v0 < ∞ and v0 6= 0 then we have either Theorem 1.8
or Theorem 1.9 according to the dichotomy (1.11). Remark that the first case in (1.11) contains
an exceptional case discussed in Remark 1.10. When v0 = 0 then we do not have the dichotomy,
we have ℓ0 = ℓ
†
0 (Theorem 1.6). If ℓ0 is finite then there exists a minimizer (Theorem 1.7).
The question whether ℓ0 = ∞ or not would be an interesting question to the system (NLS).
We do not have the answer yet. Let us formulate the problem without using our terminology:
Question 1. In (NLS), does v0 = 0 implies scattering of the corresponding solution for any u0?
If it were true, that is, if ℓ0 = ℓ
†
0 =∞ then Theorem 1.6 tells us that ℓ†v0 = ℓv0 is true for any
v0, as mentioned above.
Although we do not know the exact value of ℓv0 , we are able to have a condition which implies
the finiteness of ℓv0 and to give an upper bound for ℓv0 . A simple one is a condition in terms of
the energy.
Theorem 1.11. Fix nontrivial u0, v0 ∈ FH˙ 12 ∩H1. If E[u0, v0] ≤ 0 and then the corresponding
solution (u, v) does not scatter. In particular, ℓv0 ≤ ‖u0‖FH˙ 12 .
In our context, we want to find a condition which is stated in terms of v0 only. We give two
criteria in this direction. The first one is for large data case:
Corollary 1.12. For any v0 ∈ FH˙ 12 ∩H1 with v0 6= 0, there exists c0 > 0 such that the estimate
ℓcv0 .v0 c
1
2 holds for any c ≥ c0.
The second one is criterion for a specific v0:
Corollary 1.13. Pick v0 ∈ FH˙ 12 ∩H1. If there exists θ ∈ R such that a Schro¨dinger operator
−∆ − 2Re(eiθv0) has a negative eigenvalue then ℓv0 < ∞. Moreover, if ϕ ∈ FH˙
1
2 ∩ H1 is a
real-valued eigenfunction associated with a negative eigenvalue e˜ < 0 of −∆ − 2Re(eiθv0) then
the estimate
ℓv0 ≤
‖ϕ‖
FH˙
1
2√
2|e˜|‖ϕ‖L2
‖∇v0‖L2
is true.
Remark 1.14. The estimate given in Corollary 1.13 is scaling invariant. Indeed, if ϕ(x) is
an eigenfunction of −∆ − 2Re(eiθv0) associated with a negative eigenvalue e˜ then ϕ{λ}(x) is
an eigenfunction of −∆ − 2Re(eiθ(v0){λ}) and the corresponding eigenvalue is λ2e˜, where f{λ}
denotes the scaling of f defined in (1.4).
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Remark 1.15. It is possible to study the optimizing problem (1.8). Let us formulate in an
abstract setting. Let f(x, y) be a function on [0,∞) × [0,∞) such that it is continuous and
strictly increasing with respect to the both variables and that f(0, 0) = 0. We define
ℓf := inf{f(‖u0‖
FH˙
1
2
, ‖v0‖
FH˙
1
2
) : (u0, v0) 6∈ S+}. (1.12)
Then, we have the relation
ℓf = inf
v0∈FH˙
1
2
f(ℓv0 , ‖v0‖FH˙ 12 ) = inf
v0∈FH˙
1
2
f(ℓ†v0 , ‖v0‖FH˙ 12 ).
Moreover, there exists a minimizer, say (u0,f , v0,f ), to ℓf . The minimizer satisfies ℓ
†
v0,f =
ℓv0,f , and u0,f is a minimizer to ℓv0,f , i.e., ℓv0,f = ‖u0,f‖FH˙ 12 . (See Theorem 6.3 for the de-
tails.) Intuitively, this implies the following: Let us consider the level set Ωr := {(u0, v0) :
f(‖u0‖
FH˙
1
2
, ‖v0‖
FH˙
1
2
) ≤ r}. Then Ω0 = {(0, 0)} and, as the “radius” r increases from zero,
Ωr first contains a non-scattering initial data exactly at it touches the curve v0 7→ ℓ†v0 . And
it touches the curve v0 7→ ℓv0 at the same point. We would emphasize that it is true for any
choice of f . It can be said that a function v0 such that ℓ
†
v0 < ℓv0 is, if exists, never found as a
minimizer to a minimizing problem of the type (1.12). Further, for any choice of f , the ground
state solution is not a minimizer, as mentioned above.
The rest of the paper is organized as follows. In Section 2, we collect some notations and
inequalities. Then, we define function spaces. In Section 3, we prove local well-posedness for
(NLS) and give a necessary and sufficient condition for scattering. Then, we check that the
solutions to (NLS) with nonpositive energy does not scatter (Theorem 1.11). In Section 4,
we investigate properties of L†v0 and ℓ
†
v0 . In Section 5, we obtain linear profile decomposition
theorem (Theorem 5.10). In Section 6, we prove Theorem 1.6, Theorem 1.8, and Theorem 1.9
and consider the optimizing problem ℓf . In Scetion 7, we prove corollaries of Theorem 1.11.
2. Preliminary
In this section, we prepare some notations and estimates used throughout the paper.
2.1. Notations. For non-negative X and Y , we write X . Y to denote X ≤ CY for a constant
C > 0. IfX . Y . X, we writeX ∼ Y . The dependence of implicit constants on parameters will
be indicated by subscripts when necessary, e.g. X .u Y denotes X ≤ CY for some C = C(u).
We write a′ ∈ [1,∞] to denote the Ho¨lder conjugate to a ∈ [1,∞], that is, 1a + 1a′ = 1 holds. For
s ∈ R, the operator |∇|s is defined as the Fourier multiplier operator with multiplier |ξ|s, that
is, |∇|s = F−1|ξ|sF . For a set A ∈ Rd, 1A(x) stands for the characteristic function of A.
We recall the standard Littlewood-Paley projection operators. Let φ be a radial cut-off
function satisfies 1{|ξ|≤4/3} ≤ φ ≤ 1{|ξ|≤5/3}. For N ∈ 2Z, the operators PN is defined as
P̂Nf(ξ) := f̂N(ξ) := ψN (ξ)f̂(ξ),
where φN (x) = φ(x/N) and
ψN (x) = φN (x)− φN/2(x). (2.1)
2.2. The Galilean transform and the Galilean operator. The identities
[eit∆(eix·ξ0f)](x) = e−it|ξ0|
2+ix·ξ0(eit∆f)(x− 2tξ0),
[e
1
2
it∆(e2ix·ξ0f)](x) = e−2it|ξ0|
2+2ix·ξ0(e
1
2
it∆f)(x− 2tξ0)
(2.2)
imply that the class of solutions to the linear Schro¨dinger equation is invariant under Galilean
transform:
(u(t, x), v(t, x)) 7→ (e−it|ξ0|2+ix·ξ0u(t, x− 2ξ0t), e−2it|ξ0|2+2ix·ξ0v(t, x− 2ξ0t)), ξ0 ∈ R3. (2.3)
The invariance is inherited in the nonlinear equation (NLS).
8 M. HAMANO AND S. MASAKI
The Galilean operator
Jm(t) := x+ i
t
m
∇,
which is a multiple of the infinitesimal operator for transforms appearing in (2.3), plays an
important role in the scattering theory for mass-subcritical nonlinear Schro¨dinger equation.
We define the multiplication operator
[Mm(t)f ](x) := e
im|x|2
2t f(x) (t 6= 0) (2.4)
and the dilation operator
[D(t)f ](x) := (2it)− 32 f
( x
2t
)
(t 6= 0). (2.5)
It is well known that the Schro¨dinger group is factorized as eit∆ =M 1
2
(t)D(t)FM 1
2
(t) by using
these operators. This factorization deduces the identity
eit∆Φ(x)e−it∆ =M 1
2
(t)Φ(2it∇)M 1
2
(−t) (2.6)
for suitable multiplier Φ, where Φ(i∇) denotes the Fourier multiplier operator with multiplier
Φ(ξ), that is, Φ(i∇) := F−1Φ(ξ)F . The Galilean operator is written as follows:
Jm(t) = e
1
2m
it∆xe−
1
2m
it∆ =Mm(t)i t
m
∇Mm(−t),
where the second equality holds for t 6= 0. We define a fractional power of Jm by
Jsm(t) := e
1
2m
it∆|x|se− 12m it∆ =Mm(t)
(
− t
2
m2
∆
) s
2
Mm(−t) for s ∈ R. (2.7)
Remark that the second formula is valid for t 6= 0.
2.3. Function spaces. We define a time-dependent spaces X˙s,rm = X˙
s,r
m (t) by using the norm
‖f‖X˙s,rm := ‖Jsm(t)f‖Lrx(R3) ∼ ‖|t|s|∇|sMm(−t)f‖Lrx(R3). (2.8)
When r = 2, we omit it, that is, X˙sm = X˙
s,2
m . We can see immediately by the definition of Jsm
that the equivalence of norms in (2.8) for t 6= 0. It is natural to write
f ∈ e 12m it∆FH˙s ⇐⇒ e− 12m it∆f ∈ FH˙s.
Then, we have a change of notation : e
1
2m
it∆FH˙s = X˙sm(t) by using this description.
We use Lorentz-modified space-time norms. For an interval I, 1 ≤ q < ∞, and 1 ≤ α ≤ ∞,
the Lorentz space Lq,αt (I) is defined by using the quasi-norm
‖f‖Lq,αt (I) := ‖λ|{t ∈ I : |f(t)| > λ}|
1
q ‖Lα((0,∞), dλ
λ
).
For a Banach space X, Lq,αt (I;X) is defined as the whole of functions u : I×R3 −→ C satisfying
‖u‖Lq,αt (I;X) := ‖‖u(t)‖X‖Lq,αt (I) <∞.
The following equivalence is useful:
‖f‖Lq,αt (I) ∼ ‖‖f · 1{2k−1≤|f |≤2k}‖Lqt (I)‖ℓα(k∈Z).
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2.4. Strichartz estimates. The standard Strichartz estimates for eit∆ were proved in [7, 12,
24]. We also need Strichartz estimates for the spaces Lq,αt X˙
s,r
m , which were proved in [20, 22].
Definition 2.1. If a pair (q, r) satisfies
2 < q <∞, 2 < r < 6, and 2
q
+
3
r
=
3
2
,
then (q, r) is an admissible pair.
Remark that we do not included two end points (∞, 2) and (2, 6) to admissible pairs. It is
because they require exceptional treatments sometimes.
Proposition 2.2 (Strichartz estimates, [22]). Let s ≥ 0 and t0 ∈ I ⊂ R.
(1) For any admissible pair (q, r), we have
‖eit∆f‖
L∞t X˙
s
m∩L
q,2
t X˙
s,r
m
. ‖f‖FH˙s .
(ii) For any admissible pairs (q, r) and (α, β), we have∥∥∥∥∫ t
t0
ei(t−s)∆F (s)ds
∥∥∥∥
L∞t (I;X˙
s
m)∩L
q,2
t (I;X˙
s,r
m )
. ‖F‖
Lα
′ ,2
t (I;X˙
s,β′
m )
.
2.5. Specific function spaces. Throughout this paper, we use the following concrete choice
of function spaces. The same exponents were used in [15, 18].
We define (
1
q1
,
1
r1
)
:=
(
1
6
,
7
18
)
,
(
1
q˜
,
1
r˜
)
:=
(
2
3
,
2
9
)
.
The pair (q1, r1) is admissible. The pair (q˜, r˜) satisfies the critical scaling relation
2
q˜ +
3
r˜ = 2,
and is not a admissible pair. These exponents satisfy the following relations.
1
q′1
=
1
q˜
+
1
q1
,
1
r′1
=
1
r˜
+
1
r1
,
1
q˜
− 1
q1
=
3
r1
− 3
r˜
=
1
2
. (2.9)
We define the spaces
Sweak := Lq˜,∞t L
r˜
x = L
3
2
,∞
t L
9
2
x , S := L
q˜,2
t L
r˜
x = L
3
2
,2
t L
9
2
x , Wj := L
q1,2
t X˙
1
2
,r1
2
j−2 = L
6,2
t X˙
1
2
, 18
7
2
j−2
for the solutions and the spaces
Nj := L
q′1,2
t X˙
1
2
,r′1
2
j−2 = L
6
5
,2
t X˙
1
2
, 18
11
2
j−2
for the nonlinear terms. We use a notation Sweak(I) to indicate that the norm is taken over the
space-time slab I × R3, and similarly for the other spaces.
2.6. Some estimates. In this section, we collect some estimates. They easily follow as in [20]
(see also [15]).
Lemma 2.3 (Embeddings). The following inequalities hold.
‖u‖Sweak . ‖u‖S .j ‖u‖Wj ,
where j = 1, 2.
Lemma 2.4 (Nonlinear estimates). The following inequalities hold.
‖vu‖N1 . ‖u‖Sweak‖v‖W2 + ‖u‖W1‖v‖Sweak . ‖u‖W1‖v‖W2 ,
‖u1u2‖N2 . ‖u1‖W1‖u2‖Sweak + ‖u1‖Sweak‖u2‖W1 . ‖u1‖W1‖u2‖W1 ,
‖vu‖
L
3
2 ,2
t X˙
1
2 ,
18
13
1
2
. ‖v‖
L∞t X˙
1
2
1
‖u‖S + ‖v‖S‖u‖
L∞t X˙
1
2
1
2
,
‖u1u2‖
L
3
2 ,2
t X˙
1
2 ,
18
13
1
. ‖u1‖
L∞t X˙
1
2
1
2
‖u2‖S + ‖u1‖S‖u2‖
L∞t X˙
1
2
1
2
,
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τ
ei(t−s)∆(vu)(s)ds
∥∥∥∥
S
. ‖u‖S‖v‖S ,
∥∥∥∥∫ t
τ
e
1
2
i(t−s)∆(u1u2)(s)ds
∥∥∥∥
S
. ‖u1‖S‖u2‖S .
Remark that the last two are consequences of inhomogeneous Strichartz estimate for non-
admissible pairs by Kato [11].
Lemma 2.5 (Interpolation in X˙s,rm ). Let I ⊂ R. The following inequality holds.
‖f‖Lρ,γ(I;X˙s,rm ) . ‖f‖
1−θ
Lρ1,γ1 (I;X˙
s1,r1
m )
‖f‖θ
Lρ2,γ2 (I;X˙
s2,r2
m )
for 1 ≤ ρ, ρ1, ρ2 < ∞, 1 ≤ γ, γ1, γ2 ≤ ∞, 1 < r, r1, r2 < ∞, 0 < θ < 1 with 1ρ = 1−θρ1 + θρ2 ,
1
γ =
1−θ
γ1
+ θγ2 , s = (1− θ)s1 + θs2, and 1r = 1−θr1 + θr2 .
Lemma 2.6. Let 1 ≤ r < ∞, 0 < s < 3r and let χ ∈ S(R3), where S(R3) denotes Schwartz
space. Then, a multiplication operator χ× is bounded on X˙s,rm .
Lemma 2.7 (Square function estimate). For 0 ≤ s ≤ 2 and 1 < p <∞, we have
‖|∇|sf‖Lpx ∼
∥∥∥(∑
N∈2Z
|PN |∇|sf |2
) 1
2
∥∥∥
Lpx
.
The following Ho¨lder’s inequality for Lorentz spaces holds.
Lemma 2.8 (Ho¨lder in Lorentz spaces, [9, 23]). Let 1 ≤ q, q1, q2 < ∞ and 1 ≤ α,α1, α2 ≤ ∞
satisfy
1
q
=
1
q1
+
1
q2
and
1
α
=
1
α1
+
1
α2
.
Then, the following estimate holds.
‖fg‖Lq,αt . ‖f‖Lq1,α1t ‖g‖Lq2,α2t .
3. Local well-posedness and Stability
3.1. Local well-posedness. In this subsection, we establish a local theory in (CtX˙
1/2
1/2 ∩W1)×
(CtX˙
1/2
1 ∩W2) for (NLS). The result is given as a consequence of Strichartz estimate (Proposition
2.2) and the estimates of the previous subsection (Lemma 2.3 and Lemma 2.4).
Let us first establish a weak version of the local well-posedness.
Proposition 3.1. There exists a universal constant δ > 0 with the following property: Let
τ ∈ R. If a pair of functions (uτ , vτ ) ∈ S ′(R3)2 satisfies
‖(ei(t−τ)∆uτ , e 12 i(t−τ)∆vτ )‖S(I)×S(I) ≤ δ
for some interval I ∋ τ then there exists a unique pair of functions (u, v) ∈ S(I) × S(I) such
that 
u(t) = ei(t−τ)∆uτ + 2i
∫ t
τ
ei(t−s)∆(vu)(s)ds,
v(t) = e
1
2
i(t−τ)∆vτ + i
∫ t
τ
e
1
2
i(t−s)∆(u2)(s)ds
holds in S(I)× S(I) sense and satisfies
‖(u, v)‖S(I)×S(I) ≤ 2‖(ei(t−τ)∆uτ , e
1
2
i(t−τ)∆vτ )‖S(I)×S(I).
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This follows by a standard contraction mapping argument with the last two estimates of
Lemma 2.4. We refer a pair of functions (u, v) in this proposition to as an S-solution to (NLS)
on I.
Now we are able to establish the following version of the local well-posedness result. Theorem
1.2 corresponds to the case t0 = 0.
Theorem 3.2 (Local well-posedness). For any t0 ∈ R and (u0, v0) ∈ X˙1/21/2 (t0)× X˙
1/2
1 (t0) there
exist an open interval I ∋ t0 and a unique solution (u, v) ∈ (Ct(I; X˙1/21/2 )∩W1(I))×(Ct(I; X˙
1/2
1 )∩
W2(I)) to (NLS) with a initial condition (u(t0), v(t0)) = (u0, v0). Moreover, there exists a
universal constant δ > 0 such that if the data satisfies
‖(ei(t−t0)∆u0, e 12 i(t−t0)∆v0)‖W1(I)×W2(I) ≤ δ,
then the solution satisfies
‖(u, v)‖W1(I)×W2(I) . ‖(ei(t−t0)∆u0, e
1
2
i(t−t0)∆v0)‖W1(I)×W2(I).
Proof. The strategy of the proof is as follows: We first obtain a S-solution. Then, we show it is
a solution in the sense of Definition 1.1 by a persistence-of-regularity type argument.
By Lemma 2.3 and Proposition 2.2, we have
‖(ei(t−t0)∆u0, e 12 i(t−t0)∆v0)‖S(R)×S(R) . ‖(ei(t−t0)∆u0, e
1
2
i(t−t0)∆v0)‖W1(R)×W2(R)
. ‖(e−it0∆u0, e−
1
2
it0∆v0)‖
FH˙
1
2×FH˙
1
2
<∞.
Hence, we can chose an open interval I ∋ t0 so that
‖(ei(t−t0)∆u0, e 12 i(t−t0)∆v0)‖S(I)×S(I) ≤ δ.
For this interval, we have a unique S-solution (u, v) ∈ S(I)× S(I) by Proposition 3.1.
We shall show this is a solution in the sense of Definition 1.1. By Proposition 2.2 and Lemma
2.4, one has
‖(u, v)‖W1(I)×W2(I) ≤
∥∥(ei(t−t0)∆u0, e 12 i(t−t0)∆v0)∥∥W1(I)×W2(I) + c‖vu‖N1(I) + c‖u2‖N2(I)
≤ ∥∥(ei(t−t0)∆u0, e 12 i(t−t0)∆v0)∥∥W1(I)×W2(I) + c‖(u, v)‖W1(I)×W2(I)‖(u, v)‖S(I)×S(I).
By subdividing the interval I into ∪Jj=0Ij so that we have c‖(u, v)‖S(Ij )×S(Ij) ≤ 12 in each interval.
Suppose t0 ∈ I0. We have
‖(u, v)‖W1(I0)×W2(I0) ≤ 2
∥∥(ei(t−t0)∆u0, e 12 i(t−t0)∆v0)∥∥W1(I0)×W2(I0).
Another use of Strichartz’ estimate then shows
‖(u, v)‖
L∞t (I0;X˙
1/2
1/2
)×L∞t (I0;X˙
1/2
1 )
. ‖(u0, v0)‖X˙1/2
1/2
(t0)×X˙
1/2
1 (t0)
.
Repeat the argument to obtain (u, v) ∈ (L∞t (I; X˙1/21/2 ) ∩W1(I)) × (L∞t (I; X˙
1/2
1 ) ∩W2(I)). The
latter statement is obvious. We omit the details. 
3.2. Scattering criterion. In this subsection, we derive a necessary and sufficient condition
for scattering (Proposition 3.3). We also give a scattering result for small data (Proposition
3.4).
Proposition 3.3 (Scattering criterion). Let (u(t), v(t)) be a unique solution to (NLS) given
in Theorem 1.2. Let Imax = (Tmin, Tmax) be the maximal interval of (u(t), v(t)). Then, the
following seven statements are equivalent.
(1) (u, v) scatters forward in time;
(2) ‖(u, v)‖W1([τ,Tmax))×W2([τ,Tmax)) <∞, ∃τ ∈ Imax;
(3) ‖(u, v)‖S([τ,Tmax))×S([τ,Tmax)) <∞, ∃τ ∈ Imax;
(4) ‖u‖W1([τ,Tmax)) <∞, ∃τ ∈ Imax;
(5) ‖v‖W2([τ,Tmax)) <∞, ∃τ ∈ Imax;
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(6) ‖u‖S([τ,Tmax)) <∞, ∃τ ∈ Imax;
(7) ‖v‖S([τ,Tmax)) <∞, ∃τ ∈ Imax.
Similar criterion holds for the backward-in-time scattering.
Proof. (1)⇔ (2)⇔ (3) is standard (see, for instance, [20]). Let us prove they are also equivalent
to from (4) to (7). To this end, it suffices to show that (6) and (7) are equivalent. It is because
(3) is equivalent to “(6) and (7).” Further, once the above equivalence is established, the rest
(4) and (5) are handled easily: We have (4)⇒ (6)⇔ (2)⇒ (4) and (5)⇒ (7)⇔ (2)⇒ (5).
Suppose (6). Then, for any T ∈ (0, Tmax), one deduces from Proposition 2.2 and Lemma 2.4
that
‖v‖S([0,T )) . ‖v0‖FH˙ 12 + ‖u‖
2
S([0,T )).
Here the implicit constant is independent of T . Hence, by letting T ↑ Tmax we obtain (7).
Next, suppose (7). Take τ ∈ (Tmin, Tmax) to be chosen later. For any T ∈ (τ, Tmax), we see
‖u‖S((τ,T )) ≤ C‖u(τ)‖X˙1/2
1/2
(τ)
+ C‖u‖S((τ,T ))‖v‖S((τ,T )),
where the constant C is independent of τ and T . We now choose τ so that C‖v‖S((τ,Tmax)) ≤ 12 .
This is possible by the property (7). Then, the above inequality implies that
‖u‖S((τ,T )) ≤ 2C‖u(τ)‖X˙1/2
1/2
(τ)
.
Since T ∈ (τ, Tmax) is arbitrary, we obtain the result. 
We turn to a sufficient condition for scattering. One of the simplest is by the smallness of the
data.
Proposition 3.4 (Small data scattering). Let (u0, v0) ∈ FH˙ 12 × FH˙ 12 and let (u, v) be a
corresponding unique solution given in Theorem 1.2. Then, we have the following.
(1) There exists η1 > 0 such that if ‖(eit∆u0, e 12 it∆v0)‖S×S ≤ η1, then (u, v) scatters.
(2) There exists η2 > 0 such that if ‖(eit∆u0, e 12 it∆v0)‖W1×W2 ≤ η2, then (u, v) scatters.
(3) There exists η3 > 0 such that if ‖(u0, v0)‖
FH˙
1
2×FH˙
1
2
≤ η3, then (u, v) scatters.
This follows from Proposition 3.1, Proposition 3.3, and Proposition 2.2.
3.3. Nonpositive energy implies failure of scattering. In this subsection, we give a proof
of Theorem 1.11. To begin with, we will prove that if a data belongs H1 × H1, in addition,
then the corresponding solution given in Theorem 1.2 stays in H1 ×H1 and the mass and the
energy make sense and are conserved. Furthermore, as is well-known, since our equation is
mass-subcritical, the conservation of mass implies the solution is global.
Proposition 3.5. For any t0 ∈ R and (u0, v0) ∈ (X˙1/21/2 (t0)∩H1)×(X˙
1/2
1 (t0)∩H1) there exists a
unique time global solution (u, v) ∈ (Ct(R; X˙1/21/2∩H1)∩W1,loc(R))×(Ct(R; X˙
1/2
1 ∩H1)∩W2,loc(R))
to (NLS) with the initial condition (u(t0), v(t0)) = (u0, v0). The solution have conserved mass
and energy;
M [u(t), v(t)] =M [u0, v0], E[u(t), v(t)] = E[u0, v0].
Furthermore, if the solution scatters forward in time then (1.5) holds also in H1 ×H1 sense.
This is done by a persistence-of-regularity argument. Now, we prove Theorem 1.11.
Proof of Theorem 1.11. Suppose that a solution (u, v) given in Proposition 3.5 scatters forward
in time. Then, the limit (1.5) holds also in H1×H1 sense. Moreover, one sees from Proposition
3.3 that ‖(u, v)‖S([0,∞))×S([0,∞)) < ∞. Hence, one finds a sequence {tn} ⊂ [0,∞), tn → ∞ as
n→∞, such that
‖u(tn)‖
L
9
2
x
+ ‖v(tn)‖
L
9
2
x
→ 0
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as n→∞. Combining with the mass conservation, the above L
9
2
x can be replaced by any L
p
x for
2 < p ≤ 92 . In particular, p = 3 is allowed. Hence,∣∣∣∣2∫
R3
Re(u(tn)
2v(tn))dx
∣∣∣∣ ≤ 2‖u(tn)‖2L3x‖v(tn)‖L3x −→ 0
as n→∞. We deduce that
E[u0, v0] = lim
n→∞
E[u(tn), v(tn)] = ‖∇u+‖2L2x +
1
2
‖∇v+‖2L2x ≥ 0.
Further, E[u0, v0] = 0 implies (u+, v+) = (0, 0). By (1.5) in H
1 and the mass conservation
implies (u0, v0) = (0, 0) 
3.4. Stability. In this subsection, we establish a stability result. Roughly speaking, the propo-
sition implies that two solutions are also close each other if their initial data are close and the
equations for them are close.
Proposition 3.6 (Long time perturbation). Let I be a time interval with t0 ∈ I and M > 0.
Let (u˜, v˜) : I × R3 −→ C2 satisfy i∂tu˜+∆u˜ = −2v˜u˜+ e1,i∂tv˜ + 1
2
∆v˜ = −u˜2 + e2
and
‖(u˜, v˜)‖W1(I)×W2(I) ≤M
for some functions e1, e2. Let (u0, v0) ∈ X˙1/21/2 (t0) × X˙
1/2
1 (t0) and let (u, v) be a corresponding
solution to (NLS) with (u(t0), v(t0)) = (u0, v0) given by Theorem 1.2. There exist ε1 = ε1(M) >
0 and c = c(M) > 0 such that if
‖(u˜(t0), v˜(t0))− (u0, v0)‖X˙1/2
1/2
(t0)×X˙
1/2
1 (t0)
+ ‖(e1, e2)‖N1(I)×N2(I) ≤ ε
for some 0 ≤ ε < ε1 then the maximal existence interval of (u, v) contains I and the solution
satisfies
‖(u, v) − (u˜, v˜)‖
(L∞t (I;X˙
1/2
1/2
)∩W1(I))×(L∞t (I;X˙
1/2
1 )∩W2(I))
≤ cε.
For the proof, see [18].
4. Properties of Lv0 and ℓ
†
v0
In this section, we collect properties of Lv0 and ℓ
†
v0 .
Proposition 4.1. For any v0 ∈ FH˙ 12 , there exist ε1 > 0 and δ > 0 such that
Lv0(ε) ≤ ‖e
1
2
it∆v0‖W2([0,∞)) + cδε
holds for 0 ≤ ε < ε1. Here, the constants ε1 > 0 and δ > 0 depend only on ‖e 12 it∆v0‖W2([0,∞)).
In particular, ℓ†v0 > 0 for any v0 ∈ FH˙1/2.
Proof. Apply Proposition 3.6 with (u˜, v˜) = (0, e
1
2
it∆v0), for which e1 = e2 = 0. 
In the sequel, we call a function which values in an extended real numbers R ∪ {+∞} as an
extended function.
Definition 4.2 (Continuous extended function). We say that a non-decreasing extended func-
tion f : R −→ [0,∞] is continuous at x0 ∈ R if f satisfies the following:
• When f(x0) <∞, f is continuous in the usual sense.
• When f(x0) = ∞ and 0 < x0 < ∞, either “there exists ε > 0 such that f(x) = ∞ for
any x ∈ (x0 − ε, x0]” or “f(x) <∞ for any x ∈ [0, x0) and lim
x→x0−0
f(x) =∞” is true.
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Moreover, we say a non-decreasing extended function f is continuous if f(x) is continuous at any
x0 ∈ R in the above sense. Furthermore, we say a non-decreasing extended function f defined
on [0,∞) is continuous if there exists a non-decreasing extended function f˜ (defined on R) such
that f(x) = f˜(x) for all x ≥ 0.
Proposition 4.3 (Properties of Lv0). For each fixed v0 ∈ FH˙
1
2 , the function Lv0 is a non-
decreasing continuous extended function defined on [0,∞).
Proof. It is clear that Lv0 is a non-decreasing extended function defined on [0,∞).
We prove the continuity in the sense of Definition 4.2. It is obvious that
Lv0(0) = ‖e
1
2
it∆v0‖W2([0,∞)) <∞.
The continuity of Lv0(ℓ) at ℓ = 0 holds by Proposition 4.1.
Fix ℓ0 ∈ (0,∞) such that Lv0(ℓ0) <∞. Let us prove right continuity of Lv0(ℓ) at ℓ = ℓ0. Pick
ε > 0. Take δ > 0 so that δ < ε1 and cδ < ε, where ε1 = ε1(Lv0(ℓ0)) and c = c(Lv0(ℓ0)) are the
constants given in Proposition 3.6 with the choice M = Lv0(ℓ0). Fix ℓ ∈ (ℓ0, ℓ0 + δ). Then, for
any u0,1 ∈ FH˙ 12 satisfying ‖u0,1‖
FH˙
1
2
≤ ℓ, the function
u0,2 =
ℓ0
ℓ0 + δ
u0,1
satisfies ‖u0,2‖
FH˙
1
2
≤ ℓ0 and ‖u0,1 − u0,2‖
FH˙
1
2
≤ δ. Let (u1, v1) and (u2, v2) be two solutions to
(NLS) with initial data (u0,1, v0) and (u0,2, v0), respectively. Note that
‖(u2, v2)‖W1([0,∞))×W2([0,∞)) ≤ Lv0(ℓ0)
since ‖u0,2‖
FH˙
1
2
≤ ℓ0. Hence, we have
‖(u1, v1)− (u2, v2)‖W1([0,∞))×W2([0,∞)) ≤ cδ < ε
by Proposition 3.6. Thus, it follows that
‖(u1, v1)‖W1([0,∞))×W2([0,∞)) < ‖(u2, v2)‖W1([0,∞))×W2([0,∞)) + ε ≤ Lv0(ℓ0) + ε.
Taking the supremum over such u0,1 ∈ FH˙ 12 , we obtain
Lv0(ℓ) ≤ Lv0(ℓ0) + ε
for ℓ ∈ (ℓ0, ℓ0 + δ). This shows the right continuity of Lv0(ℓ) at ℓ = ℓ0 together with non-
decreasing property. The left continuity is shown in a similar way. We omit the details.
Let us move on to the case Lv0(ℓ0) = ∞. We may suppose that ℓ0 := inf{ℓ : Lv0(ℓ) = ∞}
otherwise continuity is trivial by definition. Under this assumption, we prove that Lv0(ℓ) goes
to infinity as ℓ ↑ ℓ0. Assume that
C0 := sup
ℓ<ℓ0
Lv0(ℓ) <∞
for contradiction. Let ε1 = ε1(C0) be the constant given in Proposition 3.6. Fix 0 < ε < 1 so
that εℓ0 < ε1. Then, for any fixed u0,1 ∈ FH˙ 12 with ‖u0,1‖
FH˙
1
2
≤ ℓ0, the function
u0,2 := (1− ε)u0,1
satisfies ‖u0,2‖
FH˙
1
2
≤ (1 − ε)ℓ0. Let (u1, v1) and (u2, v2) be two solutions to (NLS) with initial
data (u0,1, v0) and (u0,2, v0), respectively. One sees that
‖(u2, v2)‖W1([0,∞))×W2([0,∞)) ≤ Lv0 ((1− ε)ℓ0) ≤ C0 <∞.
In addition, we have
‖u0,1 − u0,2‖
FH˙
1
2
= ε‖u0,1‖
FH˙
1
2
≤ εℓ0.
Applying Proposition 3.6, we obtain
‖(u1, v1)‖W1([0,∞))×W2([0,∞)) ≤ ‖(u2, v2)‖W1([0,∞))×W2([0,∞)) + cεℓ0 ≤ Lv0 ((1− ε)ℓ0) + cεℓ0 <∞,
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where c = c(C0) is a constant. Taking supremum over u0,1, it follows that
Lv0(ℓ0) ≤ Lv0 ((1− ε)ℓ0) + cεℓ0 <∞.
This is a contradiction. 
By using the non-decreasing property of Lv0 , we have the following:
Proposition 4.4 (Another characterization of ℓ†v0). The following identity holds.
ℓ†v0 = inf{ℓ : Lv0(ℓ) =∞}
for any v0 ∈ FH˙ 12 .
Proof. When Lv0(ℓ) is finite for any ℓ > 0, we see that the both sides are infinite. Otherwise,
the two sets {ℓ : Lv0(ℓ) <∞} and {ℓ : Lv0(ℓ) =∞} give us a Dedekind cut of a totally ordered
set [0,∞), by means of Propositions 4.1 and Proposition 4.3. 
A consequence of the alternative characterization is that
Lv0(ℓ
†
v0) =∞ (4.1)
holds for any v0 ∈ FH˙ 12 . This follows from the continuity of Lv0 . We also have the following:
Lemma 4.5. ℓv0 ≥ ℓ†v0 for any v0 ∈ FH˙
1
2 .
Proof. If ℓv0 =∞, then Lemma 4.5 holds. Let ℓv0 <∞. By the definition of ℓv0 , for any ε > 0,
there exists u0 ∈ FH˙ 12 such that
‖u0‖
FH˙
1
2
< ℓv0 + ε
holds and the corresponding solution (u(t), v(t)) with data (u(0), v(0)) = (u0, v0) does not
scatter forward in time. Since Proposition 3.3 deduces ‖(u, v)‖W1([0,Tmax))×W2([0,Tmax)) =∞ from
the failure of scattering, we obtain
Lv0(ℓv0 + ε) =∞.
This implies the relation ℓ†v0 ≤ ℓv0 + ε, thanks to Proposition 4.4. Since ε > 0 is arbitrary, we
have the desired conclusion. 
The following is one of the key property to prove Theorem 1.6.
Proposition 4.6. ℓ†0 ≥ ℓ†v0 for any v0 ∈ FH˙
1
2 .
Proof. Fix v0 ∈ FH˙ 12 . We assume that ℓ†0 < ℓ†v0 for contradiction. Then, we have
L0
(ℓ†0 + ℓ†v0
2
)
=∞, Lv0
(ℓ†0 + ℓ†v0
2
)
<∞.
Using the fact that L0(
ℓ†0+ℓ
†
v0
2 ) = ∞ and the scaling argument, one can take data {(U0,n, 0)} so
that the corresponding solution (Un(t), Vn(t)) to (NLS) satisfies
‖U0,n‖
FH˙
1
2
≤ ℓ
†
0 + ℓ
†
v0
2
(4.2)
and
‖(Un, Vn)‖W1([0,n−1])×W2([0,n−1]) ≥ n (4.3)
for all n ≥ 1. Let (un, vn) be another solution to (NLS) with the initial data (U0,n, v0). Since
Lv0(
ℓ†0+ℓ
†
v0
2 ) <∞, one sees from (4.2) that (un, vn) is global in time and
‖(un, vn)‖W1([0,∞))×W2([0,∞)) ≤ Lv0
(ℓ†0 + ℓ†v0
2
)
<∞.
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We now set (u˜n, v˜n) = (un, vn)− (0, e 12 it∆v0). Then, (u˜n, v˜n) solves
i∂tu˜n +∆u˜n + 2v˜nu˜n = −2(e 12 it∆v0)un,
i∂tv˜n +
1
2
∆v˜n + u˜
2
n = 0,
(u˜n(0), v˜n(0)) = (U0,n, 0)
and so it is an approximate solution to (NLS) with an error
e1 = −2(e 12 it∆v0)un, e2 = 0.
Take τ > 0 and set I = [0, τ ]. We have
‖(e1, e2)‖N1(I)×N2(I) . ‖e
1
2
it∆v0‖W2(I)‖un‖W1(I) ≤ ‖e
1
2
it∆v0‖W2(I)Lv0
(ℓ†0 + ℓ†v0
2
)
.
The right hand side is independent of n, and tends to zero as τ ↓ 0.
Now we apply the Proposition 3.6 with M = Lv0(
ℓ†0+ℓ
†
v0
2 )+‖e
1
2
it∆v0‖W2([0,∞)). Choose τ suffi-
ciently small so that the above upper bound of the error becomes smaller than the corresponding
ε1. Since (Un, Vn) is a solution with the same initial data as (u˜n, v˜n), we see from Proposition
3.6 that (Un, Vn) extends up to time τ and obeys the bound
‖(Un, Vn)‖W1(I)×W2(I) ≤ ‖(u˜n, v˜n)‖W1(I)×W2(I) +Cε1 ≤ Lv0
(ℓ†0 + ℓ†v0
2
)
+ ‖e 12 it∆v0‖W2([0,∞)) + Cε1.
However, this contradicts with (4.3) for large n. 
5. Linear profile decomposition
In this section, we obtain a linear profile decomposition (Theorem 5.10).
5.1. Linear profile decomposition. Let us first introduce several operators and give a notion
of deformation, which is a specific class of bounded operator.
Definition 5.1 (Operators). We define the following operators.
(1) A dilation
(D(h)(f, g))(x) = (f{h}, g{h}) = (h
2f(hx), h2g(hx)), h ∈ 2Z,
(2) A translation in Fourier space
(T (ξ)(f, g))(x) = (eix·ξf(x), e2ix·ξg(x)), ξ ∈ R3.
Definition 5.2. We say that a bounded operator
G = (G1,G2) = T (ξ)D(h), (ξ, h) ∈ R3×2Z
on FH˙ 12 ×FH˙ 12 is called a deformation in FH˙ 12 ×FH˙ 12 . Let a set G ⊂ L(FH˙ 12 ×FH˙ 12 ) be
composed of all deformations.
Remark 5.3. G is a group with the functional composition as a binary operation. Id=
T (0)D(1) ∈ G is the identity element. For G = T (ξ)D(h), the inverse element is G−1 =
T (− ξh)D( 1h) ∈ G.
Next, we introduce a class of families of deformations.
Definition 5.4 (A vanishing family). We say that a family of deformations {Gn = T (ξn)D(hn)}n ⊂
G is vanishing if |ξn|+ | log hn| −→ ∞ as n→∞ holds.
Lemma 5.5. A family {Gn}n ⊂ G is vanishing if and only if a family of inverse elements {G−1n }n
is vanishing.
Proof. It is clear from (T (ξn)D(hn))
−1 = T (− ξnhn )D( 1hn ). 
The following characterization of the vanishing family is useful.
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Proposition 5.6. For a family {Gn}n ⊂ G of deformations, the following three statements are
equivalent.
(1) {Gn}n is vanishing.
(2) For any (φ,ψ) ∈ FH˙ 12×FH˙ 12 , Gn(φ,ψ) −−⇀ (0, 0) weakly in FH˙ 12×FH˙ 12 as n→∞.
(3) For any subsequence nk of n, there exists a sequence {(fk, gk)}k ⊂ FH˙ 12×FH˙ 12 and a
subsequence kl of k such that (fkl , gkl) −−⇀ (0, 0) and G−1nkl (fkl , gkl) −−⇀ (φ,ψ) 6= (0, 0)
weakly in FH˙ 12×FH˙ 12 as l→∞.
For the proof, see [20, 21].
We now introduce a notion of orthogonality.
Definition 5.7 (Orthogonality). We say two families of deformations {Gn}, {G˜n} ⊂ G are
orthogonal if {G−1n G˜n} is vanishing.
Remark 5.8. Let {Gjn = T (ξjn)D(hjn)} ⊂ G (j = 1, 2) be two families of deformations. {G1n}
and {G2n} are orthogonal if and only if
h1n
h2n
+
h2n
h1n
+
|ξ1n − ξ2n|
h1n
−→∞
as n→∞. This equivalence holds from the identity
(G1n)−1G2n = T
(
ξ2n − ξ1n
h1n
)
D
(
h2n
h1n
)
.
Proposition 5.9. Let {Gn}, {G˜n} ⊂ G. Define the relation ∼ as follows: If {Gn} and {G˜n} are
not orthogonal then {Gn} ∼ {G˜n}. Then, ∼ is an equivalent relation.
For the proof, see [20, 21].
Let us now state the linear profile decomposition result.
Theorem 5.10 (Linear profile decomposition). Let {(φn, ψn)} be a bounded sequence in FH˙ 12×
FH˙ 12 . Passing to a sequence if necessary, there exist profile {(φj , ψj)} ⊂ FH˙ 12 × FH˙ 12 ,
{(ΦJn,ΨJn)} ⊂ FH˙
1
2×FH˙ 12 , and pairwise orthogonal families of deformations {Gjn = T (ξjn)D(hjn)}n ⊂
G (j = 1, 2, · · · ) such that for each J ≥ 1,
(φn, ψn) =
J∑
j=1
Gjn(φj , ψj) + (ΦJn,ΨJn)
for any n ≥ 1. Moreover, {(ΦJn,ΨJn)} satisfies
(Gjn)−1(ΦJn,ΨJn) −−⇀
{
(φj , ψj) (J < j),
(0, 0) (J ≥ j)
in FH˙ 12×FH˙ 12 as n→∞ for any j ≥ 0, where we use the convention (Φ0n,Ψ0n) = (φn, ψn), and
lim sup
n→∞
‖(eit∆ΦJn, e
1
2
it∆ΨJn)‖Lq,∞t Lrx×Lq,∞t Lrx −→ 0 (5.1)
as J → ∞ for any 1 < q, r < ∞ such that 1q ∈ (12 , 1) and 2q + 3r = 2. Furthermore, we have
Pythagorean decomposition:
‖φn‖2
FH˙
1
2
=
J∑
j=1
‖φj‖2
FH˙
1
2
+ ‖ΦJn‖2
FH˙
1
2
+ on(1),
‖ψn‖2
FH˙
1
2
=
J∑
j=1
‖ψj‖2
FH˙
1
2
+ ‖ΨJn‖2
FH˙
1
2
+ on(1),
where on(1) goes to 0 as n→∞.
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Proof. We define
ν({(φn, ψn)}) :=
(φ,ψ) ∈ FH˙ 12 ×FH˙ 12
∣∣∣∣∣∣
There exist ξn ∈ R3 and hn ∈ 2Z such that
(Gjn)−1(φn, ψn) −−⇀ (φ,ψ) in FH˙ 12 ×FH˙ 12
as n→∞, up to subsequence.
 .
and
η({(φn, ψn)}) := sup
(φ,ψ)∈ν({(φn ,ψn)})
‖(φ,ψ)‖
FH˙
1
2×FH˙
1
2
.
Then, a standard argument shows the theorem. However, the smallness (5.1) is replaced by
η({(ΦJn,ΨJn)}) → 0 as J → ∞. The following Proposition 5.11 shows that this smallness is
stronger. 
5.2. Control of vanishing. To complete the proof of Theorem 5.10, we show the following in
this subsection.
Proposition 5.11 (Control of vanishing). If a sequence {(Φn,Ψn)}n ⊂ FH˙ 12 ×FH˙ 12 satisfies
‖(Φn,Ψn)‖
FH˙
1
2×FH˙
1
2
≤M
and
‖(eit∆Φn, e
1
2
it∆Ψn)‖Lq,∞t Lrx×Lq,∞t Lrx ≥ ε0
for some M > 0, ε0 > 0, and 1 < q, r <∞ with 1q ∈ (12 , 1) and 2q + 3r = 2, then
η({(Φn,Ψn)}) &M,ε0,q,r 1.
To prove the proposition, we will need the following.
Lemma 5.12 (Improved Strichartz estimate). It holds that
‖eit∆f‖L3t ([0,∞);L3x) . ‖f‖
2
3
FH˙
1
6
sup
N∈2Z
(
‖eit∆ψNf‖L3t ([0,∞);L3x)
) 1
3
,
where ψN is defined as (2.1).
Proof. By Lemma 2.7, we have
‖eit∆f‖L3x = ‖M 12 (−t)e
it∆f‖L3x ∼
∥∥∥(∑
N∈2Z
∣∣∣PN
2t
M 1
2
(−t)eit∆f
∣∣∣2)1/2∥∥∥
L3x
for t > 0, where the implicit constant is independent of t by virtue of the scaling. Denote
vN = PN
2t
M 1
2
(−t)eit∆f for simplicity. By a convexity argument, one has∥∥∥(∑
N∈2Z
|vN |2
) 1
2
∥∥∥3
L3t ([0,∞);L
3
x)
=
∫
[0,∞)×R3
(∑
N∈2Z
|vN |2
) 3
4
( ∑
M∈2Z
|vM |2
) 3
4
dx dt
.
∑
M,N∈2Z,N≤M
∫
[0,∞)×R3
|vN |
3
2 |vM |
3
2dx dt,
where we have used the symmetry in the last line to reduce the matter to the case N ≤ M .
Take r1 and r2 so that
8
3 < r1 < 3 < r2 <
10
3 and
2
3 =
1
r1
+ 1r2 . By the Ho¨lder inequality,∫
[0,∞)×R3
|vN |
3
2 |vM |
3
2 dx dt ≤ ‖vN‖Lr1t ([0,∞);Lr1x )‖vN‖
1
2
L3t ([0,∞);L
3
x)
‖vM‖
1
2
L3t ([0,∞);L
3
x)
‖vM‖Lr2t ([0,∞);Lr2x ).
Hence,
‖eit∆f‖3L3t ([0,∞);L3x) .
(
sup
N∈2Z
‖vN‖L3t ([0,∞);L3x)
) ∑
M,N∈2Z,N≤M
‖vN‖Lr1t ([0,∞);Lr1x )‖vM‖Lr2t ([0,∞);Lr2x )
Remark that
vN = FψN
2t
F−1D(t)FM 1
2
(t)f = D(t)FM 1
2
(t)ψNf =M 1
2
(t)−1eit∆ψNf.
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By the Strichartz estimate,
‖vN‖Lrt ([0,∞);Lrx) = ‖M 12 (−t)e
it∆ψNf‖Lrt ([0,∞);Lrx) . ‖|∇|
10−3r
2r M 1
2
(−t)eit∆ψNf‖
Lrt ([0,∞);L
6r
16−3r
x )
. ‖|t|− 10−3r2r ‖
L
2r
10−3r ,∞
t
‖|t| 10−3r2r |∇| 10−3r2r M 1
2
(−t)eit∆ψNf‖
L
2r
3r−8 ,r
t ([0,∞);L
6r
16−3r
x )
. ‖eit∆ψNf‖
L
2r
3r−8 ,r
t ([0,∞);X˙
10−3r
2r ,
6r
16−3r
1
2
)
. ‖eit∆ψNf‖
L
2r
3r−8 ,2
t ([0,∞);X˙
10−3r
2r ,
6r
16−3r
1
2
)
. ‖ψNf‖
FH˙
10−3r
2r
= ‖|x| 5r− 53ψN |x|
1
6 f‖L2x . N
5
r
− 5
3‖ψN |x|
1
6 f‖L2x .
Thus,∑
N≤M,M,N∈2Z
‖vN‖Lr1t ([0,∞);Lr1x )‖vM‖Lr2t ([0,∞);Lr2x )
≤
∑
R≥1
∑
N∈2Z
‖vN‖Lr1t ([0,∞);Lr1x )‖vNR‖Lr2t ([0,∞);Lr2x )
.
∑
R≥1
R
− 5
r1
+ 5
3
∑
N∈2Z
‖ψN |x| 16 f‖L2x‖ψNR|x|
1
6 f‖L2x
≤
∑
R≥1
R
− 5
r1
+ 5
3
(∑
N∈2Z
‖ψN |x|
1
6 f‖2L2x
) 1
2
(∑
N∈2Z
‖ψNR|x|
1
6 f‖2L2x
) 1
2
=
∑
R≥1
R
− 5
r1
+ 5
3
∫
R3
∑
N∈2Z
∣∣∣ψN (x)|x| 16 f(x)∣∣∣2 dx
 12 ∫
R3
∑
N∈2Z
∣∣∣ψNR(x)|x| 16 f(x)∣∣∣2 dx
 12
. ‖f‖2
FH˙
1
6
∑
R≥1
R
− 5
r1
+ 5
3 . ‖f‖2
FH˙
1
6
.
This completes the proof. 
Proof of Proposition 5.11. In what follows we denote various subsequences of n again by n. By
the pigeon hole principle,
‖eit∆Φn‖Lq,∞t Lrx ≥
ε0
2
or ‖e 12 it∆Ψn‖Lq,∞t Lrx ≥
ε0
2
holds for infinitely many n. We only consider the case where the former holds for infinitely many
n. The proof for the other case is similar.
By interpolation and boundedness lemma, there exists θ = θ(q, r) > 0 such that
‖eit∆Φn‖Lq,∞t Lrx . ‖e
it∆Φn‖θ
L3t ([0,∞);X
1
3 ,3
1
2
)
‖Φn‖1−θ
FH˙
1
2
.
By means of Lemma 5.12 and the assumption, we have
sup
N∈2Z
‖eit∆|x| 13ψNΦn‖L3t ([0,∞);L3x) &M,ε0,q,r 1.
One can choose a sequence Nn so that
‖eit∆|x| 13ψNnΦn‖L3t ([0,∞);L3x) & 1. (5.2)
Since the scaling property and Strichartz’ estimate give us
‖eit∆|x| 13ψNnΦn‖L3t ([0,τN2n];L3x) = N
5
3
n ‖eit∆(Nn|x|) 13ψΦn(Nn·)‖L3t ([0,τ ];L3x)
≤ N
5
3
n ‖1‖L12t ([0,τ ])‖e
it∆(Nn|x|)
1
3ψΦn(Nn·)‖L4t ([0,τ ];L3x)
. N
5
3
n τ
1
12 ‖(Nn|x|)
1
3ψΦn(Nn·)‖L2x
. τ
1
12 ‖Φn‖
FH˙
1
2
. τ
1
12 ,
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one can choose τ0 = τ0(M,ε0, q, r) > 0 small so that (5.2) is improved as
‖eit∆|x| 13ψNnΦn‖L3t ([τ0N2n,∞);L3x) & 1
for all n ≥ 1. Ho¨lder’s inequality gives us
‖eit∆|x| 13ψNnΦn‖L3t ([τ0N2n,∞);L3x)
≤ ‖|t| 32 eit∆|x| 13ψNnΦn‖
1
18
L∞t ([τ0N
2
n,∞);L
∞
x )
‖|t|− 334 eit∆|x| 13ψNnΦn‖
17
18
L
17
6
t ([τ0N
2
n,∞);L
17
6
x )
.
Using the estimate
‖|t|− 334 eit∆|x| 13ψNnΦn‖
L
17
6
t L
17
6
x
. ‖|t|− 334 ‖
L
34
3 ,∞
‖eit∆|x| 13ψNnΦn‖
L
34
9 ,
17
6
t L
17
6
x
. ‖|∇| 334M 1
2
(−t)eit∆|x| 13ψNnΦn‖
L
34
9 ,
17
6
t L
34
13
x
. ‖|t|− 334 ‖
L
34
3 ,∞
‖eit∆|x| 13ψNnΦn‖
L
17
3 ,
17
6
t X˙
3
34 ,
34
13
1
2
. ‖eit∆|x| 13ψNnΦn‖
L
17
3 ,2
t X˙
3
34 ,
34
13
1
2
. ‖|x| 13+ 334ψNnΦn‖L2x
. N
− 4
51
n ,
we reach to the estimate
N
− 4
3
n ‖|t| 32 eit∆|x| 13ψNnΦn‖L∞t ([τ0N2n,∞);L∞x ) & 1
for all n ≥ 1. There exist tn ≥ τ0N2n and yn ∈ R3 such that
N
− 4
3
n |t
3
2
ne
itn∆(|x| 13ψNnΦn)(yn)| & 1. (5.3)
By the integral representation of the Schro¨dinger group, we obtain
N
− 4
3
n |t
3
2
ne
itn∆(|x| 13ψNnΦn)(yn)|
= N
− 4
3
n
∣∣∣∣t 32n (4πitn)− 32 ∫
R3
e
i|x−yn|
2
4tn |x| 13ψNn(x)Φn(x)dx
∣∣∣∣
. N
− 3
2
n
∣∣∣∣∫
R3
e−i
yn
2tn
·xei
|x|2
4tn (N
1
6
n |x|− 16ψNn(x))|x|
1
2Φn(x)dx
∣∣∣∣
=
∣∣∣∣∫
R3
ei
N2n|x|
2
4tn (|x|− 16ψ(x))|x| 12 (e−iNnyn2tn ·xN2nΦn(Nnx))dx
∣∣∣∣ . (5.4)
Let
ξn := −Nnyn
2tn
∈ R3, hn := Nn ∈ 2Z.
Define a deformation Gn ∈ G so that G−1n = T (ξn)D(hn).
Since {Gn(Φn,Ψn)}n is a bounded sequence in FH˙ 12 × FH˙ 12 , it weakly converges to a pair
(Φ˜, Ψ˜) ∈ FH˙ 12 × FH˙ 12 along a subsequence. It is obvious that (Φ˜, Ψ˜) ∈ ν({(Φn,Ψn)}). Notice
that 0 < N
2
n
4tn
≤ 14τ0 . Hence, by extracting a subsequence if necessary, one has∫
R3
ei
N2n|x|
2
4tn (|x|− 16ψ(x))|x| 12 (e−iNnyn2tn ·xN2nΦn(Nnx))dx −→
∫
R3
eia|x|
2
(|x|− 16ψ(x))|x| 12 Φ˜(x)dx
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as n → ∞, where a ∈ R is the limit of N2n4tn along the (sub)sequence. Plugging this with (5.3)
and (5.4), we conclude that
1 .
∣∣∣∣∫
R3
eia|x|
2
(|x|− 16ψ(x))|x| 12 Φ˜(x)dx
∣∣∣∣ .ψ ‖Φ˜‖FH˙ 12 ≤ ‖(Φ˜, Ψ˜)‖FH˙ 12×FH˙ 12 ≤ η({(Φn,Ψn)}).
This is the desired estimate. 
6. Proof of Theorem 1.6, Theorem 1.8, and Theorem 1.9
In this section, we prove Theorem 1.6, Theorem 1.8, and Theorem 1.9. The following proof
shows all these theorems.
Proof of Theorems 1.6, Theorems 1.8, and Theorem 1.9. Fix v0 ∈ FH˙ 12 . First, we consider the
case ℓ†v0 = ∞. In this case, we can obtain ℓ†v0 = ℓv0 = ℓ0 = ∞. Indeed, we have ∞ = ℓ†v0 ≤ ℓv0
by Lemma 4.5. On the other hand, we have ∞ = ℓ†v0 ≤ ℓ†0 ≤ ℓ0 by Lemma 4.6 and Lemma 4.5.
From now on, we assume ℓ†v0 < ∞. By definition of ℓ†v0 , we have Lv0(ℓ†v0 − 1n) < ∞ for each
n ∈ N, that is,
sup
{
‖(u, v)‖W1([0,∞))×W2([0,∞))
∣∣∣∣∣ (u, v) is the solution to (NLS) on [0,∞),v(0) = v0, ‖u(0)‖
FH˙
1
2
≤ ℓ†v0 − 1n
}
<∞.
We note that Tmax = ∞ because of Proposition 3.3. Since Lv0(ℓ) < ∞ for any 0 ≤ ℓ < ℓ†v0 ,
Lv0(ℓ
†
v0) =∞, and Lv0 is non-decreasing, we can take a sequence {mn} of N such that
Lv0
(
ℓ†v0 −
1
mn
)
< Lv0
(
ℓ†v0 −
1
mn+1
)
for each n ∈ N. We take a sequence {u0,n} ∈ FH˙ 12 satisfying
ℓ†v0 −
1
mn
< ‖u0,n‖
FH˙
1
2
≤ ℓ†v0 −
1
mn+1
(6.1)
and
Lv0
(
ℓ†v0 −
1
mn
)
< ‖(un, vn)‖W1([0,∞))×W2([0,∞)) ≤ Lv0
(
ℓ†v0 −
1
mn+1
)
,
where (un, vn) is the solution to (NLS) with the initial data (u0,n, v0). Since {(u0,n, v0)} ⊂
FH˙ 12×FH˙ 12 is a bounded sequence, we apply Theorem 5.10 to this sequence. Then, there exists
profile {(φj , ψj)} ⊂ FH˙ 12×FH˙ 12 , remainder {(RJn, LJn)} ⊂ FH˙
1
2×FH˙ 12 , and pairwise orthogonal
families of deformations {Gjn = T (ξjn)D(hjn)}n ⊂ G (j = 1, 2, . . .) such that
(u0,n, v0) =
J∑
j=1
Gjn(φj , ψj) + (RJn, LJn) (6.2)
for any J ≥ 1. Since v0 is independent of n, there exists unique j0 such that ψj0 = v0 and
Gj0n = Id. Furthermore, the remainder for v-component is zero: LJn = 0. Rearranging the profile
(φj , ψj), we may let j0 = 1. Then, the above decomposition reads as
(u0,n, v0) = (φ
1, v0) +
J∑
j=2
Gjn(φj , 0) + (RJn, 0).
From Theorem 5.10, we have Pythagorean decomposition:
‖u0,n‖2
FH˙
1
2
=
J∑
j=1
‖φj‖2
FH˙
1
2
+ ‖RJn‖2
FH˙
1
2
+ on(1) (6.3)
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for each J ≥ 1. The parameters are asymptotically orthogonal: if j 6= k, then
hjn
hkn
+
hkn
hjn
+
|ξjn − ξkn|
hjn
−→ ∞ as n→∞. (6.4)
The remainders satisfy
(Gjn)−1RJn −−⇀ 0 in FH˙
1
2 as n→∞
for any 1 ≤ j ≤ J .
lim
J→∞
lim sup
n→∞
‖eit∆RJn‖Lq,∞t Lrx = 0 (6.5)
for any 1 < q, r <∞ with 1q ∈ (12 , 1) and 2q + 3r = 2.
We will prove that there exists only one j1 satisfying φ
j1 6= 0, and it satisfies ‖φj1‖
FH˙
1
2
= ℓ†v0 .
From (6.3), we have
J∑
j=1
‖φj‖2
FH˙
1
2
≤ (ℓ†v0)2, (6.6)
and hence, ‖φj‖
FH˙
1
2
≤ ℓ†v0 holds for any j ≥ 1. Let (Φj,Ψj) be the solution to (NLS) with a
initial data (φj , ψj). We assume for contradiction that all (Φj ,Ψj) scatter forward in time, that
is,
‖(Φj ,Ψj)‖W1([0,∞))×W2([0,∞)) <∞
is true for any j ≥ 1. We set
(w˜Jn , z˜
J
n) :=
J∑
j=1
(
(Φj)[hjn,ξjn](t, x), (Ψj)[hjn,ξjn](t, x)
)
and
(u˜Jn, v˜
J
n) := (w˜
J
n , z˜
J
n ) + (e
it∆RJn, 0),
where
(Φj)[hjn,ξjn](t, x) := h
j
n
2
eix·ξ
j
ne−it|ξ
j
n|
2
Φj(h
j
n
2
t, hjn(x− 2tξjn)),
(Ψj)[hjn,ξjn](t, x) := h
j
n
2
e2ix·ξ
j
ne−2it|ξ
j
n|
2
Ψj(h
j
n
2
t, hjn(x− 2tξjn)).
We note that ((Φj)[hjn,ξjn], (Ψj)[hjn,ξjn]) is a solution to (NLS) with a initial data G
j
n(φj , ψj). Then,
(u˜Jn, v˜
J
n) solves
i∂tu˜
J
n +∆u˜
J
n =
J∑
j=1
(
i∂t(Φj)[hjn,ξjn] +∆(Φj)[hjn,ξjn]
)
= −2
J∑
j=1
(Ψj)[hjn,ξjn](Φj)[hjn,ξjn],
i∂tv˜
J
n +
1
2
∆v˜Jn =
J∑
j=1
(
i∂t(Ψj)[hjn,ξjn] +
1
2
∆(Ψj)[hjn,ξjn]
)
= −
J∑
j=1
(Φj)
2
[hjn,ξ
j
n]
.
We also set
e˜J1,n := i∂tu˜
J
n +∆u˜
J
n + 2v˜
J
n u˜
J
n,
e˜J2,n := i∂tv˜
J
n +
1
2
∆v˜Jn + (u˜
J
n)
2.
Here, we introduce the following two lemmas.
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Lemma 6.1. For any ε > 0, there exists J0 = J0(ε) such that
lim sup
n→∞
‖(w˜Jn , z˜Jn )− (w˜J0n , z˜J0n )‖W1([0,∞))×W2([0,∞)) ≤ ε
for any J ≥ J0.
Lemma 6.2. It follows that
lim
J→∞
lim sup
n→∞
‖(e˜J1,n, e˜J2,n)‖N1([0,∞))×N2([0,∞)) = 0.
These are shown as in [20]. Using Lemma 6.1 with ε = 1, it follows that there exists J0 such
that
‖(u˜Jn, v˜Jn)‖W1([0,∞))×W2([0,∞))
≤ ‖(w˜J0n , z˜J0n )‖W1([0,∞))×W2([0,∞)) + ‖(w˜Jn , z˜Jn)− (w˜J0n , z˜J0n )‖W1([0,∞))×W2([0,∞)) + ‖eit∆RJn‖W1([0,∞))
≤
J0∑
j=1
‖(Φj,Ψj)‖W1([0,∞))×W2([0,∞)) + c‖RJn‖FH˙ 12 + 1
≤
J0∑
j=1
‖(Φj,Ψj)‖W1([0,∞))×W2([0,∞)) + cℓ†v0 + 1 =:M (6.7)
for any J ≥ J0 and n ≥ 1. Let ε1 be given in Proposition 3.6. Then,∥∥(u0,n − u˜Jn(0), v0 − v˜Jn(0))∥∥FH˙ 12×FH˙ 12 = 0. (6.8)
Lemma 6.2 implies that there exists J1 such that
lim sup
n→∞
∥∥(e˜J1,n, e˜J2,n)∥∥N1([0,∞))×N2([0,∞)) ≤ ε14 .
for any J ≥ J1. Choose J with J ≥ max{J0, J1}. There exists n0 such that∥∥(e˜J1,n, e˜J2,n)∥∥N1([0,∞))×N2([0,∞)) ≤ ε12 (6.9)
for any n ≥ n0. By (6.7), (6.8), (6.9), and Proposition 3.6, we deduce that a solution (un, vn)
to (NLS) with a initial data (u0,n, v0) satisfies
‖(un, vn)‖W1([0,∞))×W2([0,∞)) ≤ C(M,ε1) <∞
for any n ≥ n0. However, this contradicts with the definition of (un, vn). Therefore, there exists
j1 ≥ 1 such that
‖(Φj1 ,Ψj1)‖W1([0,Tmax))×W2([0,Tmax)) =∞.
By (6.6), another characterization of ℓ†v0 (Proposition 4.4), and Proposition 4.6, we have ‖φj1‖FH˙ 12 =
ℓ†v0 and φ
j = 0 for all j 6= j1. We encounter a dichotomy, j1 = 1 or j1 = 2.
Now, we suppose that j1 = 1. Since a solution (Φ1,Ψ1) to (NLS) with a initial data (φ
1, v0)
does not scatter, we have ℓv0 ≤ ‖φ1‖FH˙ 12 = ℓ
†
v0 by the definition of ℓv0 . Combining this inequality
and Lemma 4.5, we obtain ℓv0 = ℓ
†
v0 = ‖φ1‖FH˙ 12 . This shows that φ
1 is a minimizer to ℓv0 .
Moreover, it follows from Lemmas 4.6 and Lemma 4.5 that ℓv0 = ℓ
†
v0 ≤ ℓ†0 ≤ ℓ0. Therefore, we
have the identity ℓ†v0 = min{ℓ0, ℓv0}.
Let us move on to the case j1 = 2. In this case, it follows that (φ
1, ψ1) = (0, v0) and
(φ2, ψ2) = (φ2, 0). Since (Φ2,Ψ2) does not scatter, we have ℓ0 ≤ ‖φ2‖
FH˙
1
2
= ℓ†v0 by the
definition of ℓ0. Using Lemma 4.6 and Lemma 4.5, we obtain
ℓ0 ≤ ‖φ2‖
FH˙
1
2
= ℓ†v0 ≤ ℓ†0 ≤ ℓ0.
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In particular, we have ℓ†v0 = ℓ0 = ‖φ2‖FH˙ 12 . This shows that φ
2 is a minimizer to ℓ0. In addition,
we have
(u0,n, v0) =
∑
j=1,2
Gjn(φj , ψj) + (R2n, 0) = (0, v0) + G2n(φ2, 0) + (R2n, 0),
lim
n→∞
‖u0,n‖
FH˙
1
2
= ℓ†v0 , and limn→∞
‖R2n‖FH˙ 12 = 0
by (6.1), (6.2), (6.3), and ‖φj0‖
FH˙
1
2
= ℓ†v0 . Remark that we have the identity ℓ
†
v0 = min{ℓ0, ℓv0}
also in this case.
In both cases, we have the identity ℓ†v0 = min{ℓ0, ℓv0}, hence we have Theorem 1.6. If we
assume that ℓ0 > ℓ
†
v0 then the second case is precluded. This is nothing but Theorem 1.8.
Similarly, the assumption ℓv0 > ℓ
†
v0 precludes the case j1 = 1. This shows Theorem 1.9.
Indeed, the above argument applies to the minimizing sequence satisfying the assumption of
Theorem 1.9 and leads us to the same conclusion in the case j1 = 2. Let Tmax denote the maximal
existence time of a solution to (NLS) with a initial data (φ2, 0). Fix 0 ≤ τ < Tmax. Recall that
(Φj,Ψj) denotes the solution to (NLS) with a initial data (φ
j , ψj), and
(
(Φj)[hjn,ξjn], (Ψj)[hjn,ξjn]
)
does the solution to (NLS) with a initial data Gjn(φj , ψj). We set
(u˜n, v˜n) :=
∑
j=1,2
(
(Φj)[hjn,ξjn], (Ψj)[hjn,ξjn]
)
= (0, e
1
2
it∆v0) +
(
(Φ2)[h2n,ξ2n], (Ψ2)[h2n,ξ2n]
)
.
Then, (u˜n, v˜n) solves
i∂tu˜n +∆u˜n =
∑
j=1,2
(
i∂t(Φj)[hjn,ξjn] +∆(Φj)[hjn,ξjn]
)
= −2(Ψ2)[h2n,ξ2n](Φ2)[h2n,ξ2n],
i∂tv˜n +
1
2
∆v˜n =
∑
j=1,2
(
i∂t(Ψj)[hjn,ξjn] +
1
2
∆(Ψj)[hjn,ξjn]
)
= −(Φ2)2[h2n,ξ2n].
We also set
e˜1,n := i∂tu˜n +∆u˜n + 2v˜nu˜n = 2(Ψ1)[h1n,ξ1n](Φ2)[h2n,ξ2n],
e˜2,n := i∂tv˜n +
1
2
∆v˜n + (u˜n)
2 = 0.
We check the assumptions of Proposition 3.6. One has
‖(u˜n, v˜n)‖W1([0,τ/(h2n)2))×W2([0,τ/(h2n)2))
≤ ‖(0, e 12 it∆v0)‖W1([0,∞))×W2([0,∞)) + ‖(Φj0 ,Ψj0)‖W1([0,τ))×W2([0,τ)) =:M <∞,
‖(u0,n, v0)− (u˜n(0), v˜n(0))‖
FH˙
1
2×FH˙
1
2
= ‖(R2n, 0)‖FH˙ 12×FH˙ 12 −→ 0 as n→∞,
and
‖(e˜1,n, e˜2,n)‖N1([0,τ/(h2n)2))×N2([0,τ/(h2n)2)) = ‖e˜1,n‖N1([0,τ/(h2n)2)) −→ 0 as n→∞,
where the last estimate is shown as in the same spirit of Lemma 6.2 with a help of the first
estimate. Therefore, we obtain∥∥∥(un, vn)− (0, e 12 it∆v0)− ((Φ2)[h2n,ξ2n], (Ψ2)[h2n,ξ2n])∥∥∥L∞t ([0,τ/(h2n)2);X˙1/21/2 )×L∞t ([0,τ/(h2n)2);X˙1/21 ) −→ 0
as n→∞. 
We next consider the optimizing problem ℓf defined in (1.12).
Theorem 6.3. Let f(x, y) be a function on [0,∞) × [0,∞) satisfying the following three con-
ditions:
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• Strictly increasing with respect to the both variables, i.e.,
0 ≤ x1 ≤ x2, 0 ≤ y1 ≤ y2 =⇒ f(x1, y1) ≤ f(x2, y2)
and the equality holds only if x1 = x2 and y1 = y2.
• Continuous, i.e., for any (x0, y0) ∈ [0,∞) × [0,∞),
lim
[0,∞)×[0,∞)∋(x,y)→(x0,y0)
f(x, y) = f(x0, y0).
• f(0, 0) = 0.
Let ℓf be defined in (1.12). Define
ℓ˜f := inf
v0∈FH˙
1
2
f(ℓv0 , ‖v0‖FH˙ 12 ).
Then, it follows that
ℓf = ℓ˜f = inf
v0∈FH˙
1
2
f(ℓ†v0 , ‖v0‖FH˙ 12 ).
Furthermore, there exists a minimizer (u(f)(t), v(f)(t)) to ℓf such that
(1) f(‖u(f)(0)‖
FH˙
1
2
, ‖v(f)(0)‖
FH˙
1
2
) = ℓf ;
(2) (u(f)(t), v(f)(t)) does not scatter forward in time;
(3) ‖u(f)(0)‖
FH˙
1
2
= ℓv(f)(0).
The minimizer is not a ground state.
Proof. Let us first show ℓf ≥ ℓ˜f . By definition of ℓv0 and the fact that f is increasing in x, one
sees that the inequality
f(ℓv0 , ‖v0‖FH˙ 12 ) ≤ f(‖u0‖FH˙ 12 , ‖v0‖FH˙ 12 )
is true for any (u0, v0) /∈ S+. Taking the infimum over (u0, v0) /∈ S+, we obtain ℓ˜f ≤ ℓf .
Let us introduce ℓ†f as follows:
Lf(ℓ) := sup
{
‖(u, v)‖W1([0,Tmax))×W2([0,Tmax)) :
(u, v) is the solution to (NLS) on [0, Tmax),
f(‖u(0)‖
FH˙
1
2
, ‖v(0)‖
FH˙
1
2
) ≤ ℓ
}
,
and
ℓ†f := sup{ℓ : Lf (ℓ) <∞} ∈ (0,∞]. (6.10)
Our next goal is to show ℓf = ℓ
†
f . Since f(0, 0) = 0 and f is increasing with respect to the both
variables, we see that
{(u(0), v(0)) ∈ FH˙ 12 ×FH˙ 12 : f(‖u(0)‖
FH˙
1
2
, ‖v(0)‖
FH˙
1
2
) ≤ ℓ}
is a small neighborhood of (0, 0) for small ℓ > 0. By the small data theory, we have Lf (ℓ) .f 1
for small ℓ > 0, showing that ℓ†f > 0. Mimicking the argument in Proposition 4.3, we see that
Lf (ℓ) is a non-decreasing continuous extended function defined on [0,∞), thanks to the strictly
increasing property of f in both valuables. We also have
ℓ†f = inf{ℓ : Lf (ℓ) =∞}
and ℓ†f ≤ ℓf as in the proof of Propositions 4.4 and Lemma 4.5.
We now show the other direction ℓ†f ≥ ℓf . Take an optimizing sequence for ℓ†f . Then, by a
similar argument to the proof of Theorem 1.6, we obtain a minimizer (uc(t), vc(t)) to ℓ
†
f , which
completes the proof of ℓf = ℓ
†
f . We omit the details of the proof but point out several different
respects compared with an optimizing sequence for ℓ†v0 . First of all, the second component v0,n
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of the optimizing sequence may vary in n. As a result, we do not have a priori information about
the second component in the profile decompositions, hence the decomposition takes the form
(u0,n, v0,n) =
J∑
j=1
Gjn(φj , ψj) + (RJn, LJn).
Here we remark that since (‖u0,n‖
FH˙
1
2
, ‖v0,n‖
FH˙
1
2
) belongs to a compact set, say {f(x, y) ≤
ℓ†f +1}, one may suppose that it converges to a point (x∞, y∞) such that f(x∞, y∞) = ℓ†f along
a subsequence.
A contradiction argument shows there exists at most one j such that (φj , ψj) /∈ S+. We may
let j = 1. Then, the second difference is that we are also able to show that the number of
nonzero profile is at most one. This is because if (φ2, ψ2) 6= (0, 0) then we have
‖φ1‖2
FH˙
1
2
+ ‖φ2‖2
FH˙
1
2
≤ lim
n→∞
‖u0,n‖2
FH˙
1
2
= x2∞
and
‖ψ1‖2
FH˙
1
2
+ ‖ψ2‖2
FH˙
1
2
≤ lim
n→∞
‖v0,n‖2
FH˙
1
2
= y2∞
by the Pythagorean decomposition. This shows ‖φ1‖
FH˙
1
2
≤ x∞ and ‖ψ1‖
FH˙
1
2
≤ y∞. Since one
of the above equality fails when (φ2, ψ2) 6= (0, 0), the strictly increasing property of f shows
f(‖φ1‖
FH˙
1
2
, ‖ψ1‖
FH˙
1
2
) < f(x∞, y∞) = ℓ
†
f .
However, as (φ1, ψ1) /∈ S+, the left hand side is not less than ℓf . Thus, we obtain ℓf < ℓ†f ,
a contradiction. We conclude that ℓ†f = ℓf and a solution (u
(f)(t), v(f)(t)) which satisfies the
initial condition (u(f)(0), v(f)(0)) = (φ1, ψ1) is a desired minimizer to ℓf .
To complete the proof, it suffices to show that
ℓ†f ≤ inf
v0∈FH˙
1
2
f(ℓ†v0 , ‖v0‖FH˙ 12 )
because we have already shown ℓ†f = ℓf ≥ ℓ˜f and because ℓ˜f is obviously greater than or equal to
the right hand side in view of Theorem 1.6 and the increasing property of f . Fix v0 ∈ FH˙ 12 . By
(4.1), we can pick a sequence {u0,n}n ⊂ FH˙ 12 so that ‖u0,n‖
FH˙
1
2
≤ ℓ†v0 and the corresponding
solution (un(t), vn(t)) with the data (un(0), vn(0)) = (u0,n, v0) satisfies
‖(un, vn)‖W1([0,Tmax))×W1([0,Tmax)) ≥ n.
Further, it follows from the increasing property of f that
f(‖u0,n‖
FH˙
1
2
, ‖v0‖
FH˙
1
2
) ≤ f(ℓ†v0 , ‖v0‖FH˙ 12 )
for all n ≥ 0. The existence of the above {u0,n}n implies that
Lf (f(ℓ
†
v0 , ‖v0‖FH˙ 12 )) =∞.
The other characterization of ℓ†f then gives us
ℓ†f ≤ f(ℓ†v0 , ‖v0‖FH˙ 12 ).
Since v0 is arbitrary, we obtain the result. 
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7. Proof of corollaries of Theorem 1.11
We have proven Theorem 1.11 in Subsection 3.3. Let us show its corollaries.
Proof of Corollary 1.12. For given v0 ∈ FH˙ 12 ∩H1 with v0 6= 0, we take
u0 = v0(x)
1
2 |v0(x)| 12 ∈ FH˙ 12 ∩H1.
Then, we have
E[c
1
2du0, cv0] ≤ cd2‖∇v0‖2L2 +
c2
2
‖∇v0‖2L2 − 2c2d2‖v0‖3L3
for c > 0 and d = ‖∇v0‖L2‖v0‖−3/2L3 . There exists c0 = c0(v0) > 0 such that the right side is
negative for any c ≥ c0. For such c, the corresponding solution does not scatter by virtue of
Theorem 1.11. This also shows the bound
ℓcv0 ≤ ‖c
1
2 du0‖
FH˙
1
2
= c
1
2‖v0‖
FH˙
1
2
‖∇v0‖L2‖v0‖−3/2L3 .
We have the desired result. 
Proof of Corollary 1.13. We have
−∆ϕ− 2(Re eiθv0)ϕ = e˜ϕ.
Remark that ϕ is real-valued. Multiplying this identity by ϕ, and integrating, we have
(−∆ϕ,ϕ)L2 − (2(Re eiθv0)ϕ,ϕ)L2 = e˜(ϕ,ϕ)L2 .
This can be rearranged as
‖∇ϕ‖2L2 + 2Re
∫
(−e−iθϕ2)v0dx = e˜‖ϕ‖2L2 .
Here, we take u0 = e
−iθ/2ϕ. Then,
E[cu0, v0] = c
2‖∇ϕ‖2L2 +
1
2
‖∇v0‖2L2 − 2Re
∫
(c2e−iθϕ2)v0dx = c
2e˜‖ϕ‖2L2 +
1
2
‖∇v0‖2L2 .
From e˜ < 0, the choice c2 =
‖∇v0‖2
L2
2|e˜|‖ϕ‖2
L2
gives us E(u0, v0) = 0. Therefore, (cu0, v0) /∈ S+ by
Theorem 1.11. This also implies the bound
ℓv0 ≤ ‖cu0‖FH˙ 12 =
‖ϕ‖
FH˙
1
2√
2|e˜|‖ϕ‖L2
‖∇v0‖L2 .
We complete the proof. 
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