Abstract. This paper presents new developments in abstract spectral theory suitable for treating classical differential and translation operators. The methods are specifically geared to conditional convergence such as arises in Fourier expansions and in Fourier inversion in general. The underlying notions are spectral family of projections and well-bounded operator, due to D. R. Smart and J. R. Ringrose. The theory of well-bounded operators is considerably expanded by the introduction of a class of operators with a suitable polar decomposition. These operators, called polar operators, have a canonical polar decomposition, are free from restrictions on their spectra (in contrast to well-bounded operators), and lend themselves to semigroup considerations. In particular, a generalization to arbitrary Banach spaces of Stone's theorem for unitary groups is obtained. The functional calculus for well-bounded operators with spectra in a nonclosed arc is used to study closed, densely defined operators with a well-bounded resolvent. Such an operator L is represented as an integral with respect to the spectral family of its resolvent, and a sufficient condition is given for (-L) to generate a strongly continuous semigroup. This approach is applied to a large class of ordinary differential operators. It is shown that this class contains significant subclasses of operators which have a polar resolvent or generate strongly continuous semigroups. Some of the latter consist of polar operators up to perturbation by a semigroup continuous in the uniform operator topology.
1. Introduction. This paper is concerned with presenting new developments in abstract spectral theory, and their applications to classical translation and differential operators. The key notions are spectral family of projections and well-bounded operator due to D. R. Smart [23] and J. R. Ringrose [21] . Well-bounded operators are associated with certain monotone projection-valued functions on the real line R, which are not given by projection-valued measures, and are suitable for treating conditional convergence such as arises in Fourier expansions. For our purposes a slightly stronger notion, that of well-bounded operator of type (B), is needed. Matters of background from the theory of well-bounded operators are discussed in concise form in §2.
In §3 we extend the theory of well-bounded operators to include operators with a suitable polar decomposition (polar operators). Polar operators are free from implicit requirements on the spectrum (in contrast to well-bounded operators), have a canonical decomposition with useful properties, and are well suited for applications to one-parameter semigroups ( § §3 and 4). In particular, in Theorem (4.20), we obtain a generalization to arbitrary Banach spaces of Stone's theorem for unitary groups. This affords an abstract formulation of Fourier inversion phenomena in LP(R) and LPÇT) for 1 < p < oo, where T is the unit circle in the complex plane C, T = (z £ C: | z | = 1} (see (4.47) 
below).
In §5 the functional calculus for well-bounded operators, with spectra in a nonclosed arc in C, on reflexive Banach spaces, is applied to the spectral analysis of closed, densely defined operators L with well-bounded resolvent operators R(X, L). Specifically, L is represented as an integral with respect to the spectral family of R(\, L). Further, a sufficient condition is given for -L to generate a strongly continuous semigroup.
These results are applied to the study of a large class of ordinary differential operators defined for a compact interval, which are shown to have well-bounded resolvents. A rich structure theory for these operators is developed, and a subclass which generates strongly continuous semigroups is identified. Among these operators are significant classes with resolvents which are polar operators, or which generate semigroups which are polar up to perturbation by a uniformly continuous semigroup.
Throughout what follows X will be a complex Banach space with dual space X*, and <&(X) will be the algebra of all bounded linear operators mapping X into itself. We use "ker" to denote the kernel of a linear transformation. Our terminology concerning semigroups is that of [10, Chapter VIII], concerning Lp multipliers that of [11, pp. 6,7] . The symbol Z will denote the set of all integers. 2 . Relevant aspects of well-bounded operators summarized. In order to place the developments in succeeding sections in their proper context, we collect here, in a form tailored to our applications, the needed facts about well-bounded operators.
For a full account see [9, Part 5] .
Let J = [a, b] be a compact interval of R. Let BV( J) be the Banach algebra of complex-valued functions of bounded variation on J with norm ||| \\\j defined by \\\f\\\j =\f(b) | +var(/, J), where var(/, /) is the total variation of / on J. Let AC(J) be the Banach subalgebra of BV(/) consisting of the absolutely continuous functions on J.
Definition. Let T G ^(X). T is said to be well-bounded if there are a compact interval / and a constant K such that j \\p(T)\\<KliPh> I for every polynomial p with complex coefficients. In this case we say that T is implemented by (K, J). Obviously, if T is implemented by (K, J), then the algebra homomorphism p t-+p(T) on the subalgebra of AC(/) consisting of the polynomials extends to a continuous homomorphism from AQV) into %(X), denoted/1-^/(7). J. R. Ringrose showed [21, Theorems 2 and 6] that well-bounded operators can be characterized by a "spectral theorem"-type of representation which associates with each well-bounded operator T a certain kind of projection-valued function E(-) defined on R. £(•) is called a decomposition of the identity for T. The characteristic properties of a decomposition of the identity are technically involved. Moreover, the values of a decomposition of the identity are projections acting in the dual space X*, and a well-bounded operator need not have a unique decomposition of the identity. These technical complications of the general theory of well-bounded operators are removed when one considers the special class of well-bounded operators of type (B) (to be discussed presently) which are at the heart of the subject matter of this paper. For this reason we shall content ourselves with a short account (in Proposition (2.1) below) of some standard facts from the general theory of well-bounded operators, our purpose being largely to single out features of operators of type (B) which are actually part of the general theory.
(2.1) Proposition. Let T be a well-bounded operator on X implemented by (K, J). Let a(T) be the spectrum of T, and let E(-) be a decomposition of the identity for T.
Then (i)a(T)CJ.
(ii) If a (resp., ß) denotes min a(T) (resp.,maxo(T)), then T is implemented by (K,[a,ß\).
(iii) An open interval § is contained in p(T), the resolvent set of T, if and only if E(-) is constant on i.
(iv) // there is a function F(-) on R whose values are projections acting in X such that F*( • ) is a decomposition of the identity for T, then T has a unique decomposition of the identity, and {T}', the commutant of T, equals {F(X): X G R}'.
Proof. Conclusion (i) is an obvious consequence of the homomorphism from AC(J) into %(X) (see also [9, Corollary 15.9] ). The proof of [9, Theorem 15.19] shows that there is some decomposition of the identity G(-) for T such that ||G(X)|| =£ K for all A G R, and (f(T)x,<t>) = f(b)(x,<j>y-(b(x,G(\)<t>)f'(X)d\, forx G X, <t> G X*JG AC [a, b] , where 7 = [a, b]. It follows from [9, Theorem 19.2] that (7(A) = 0 for X<a and G(X) is the identity operator on X* for X > ß. Conclusion (ii) follows immediately. To see (iii), notice that we can assume without loss of generality that i is bounded. The "if" assertion follows from [9, Theorem 15.8(v) ]. Conversely, suppose í C p(T). Then by [9, Theorem 19.2] the projections E(X) for X G 5 all have the same range, and, since they commute, must be identical. Conclusion (iv) is part of [9, Theorem 16.3] .
Remark. It follows from Proposition (2.1)(ii) that if T is a well-bounded operator whose spectrum consists of the single point X0, then T = X0I, where / is the identity operator of X. In particular, a quasinilpotent well-bounded operator is 0.
We shall call a well-bounded operator T on X decomposable in X provided there is a function £(•) on R whose values are projections acting in X such that £*(•) is a decomposition of the identity for T. In this case it follows from Proposition (2.1) (iv) that £(•) is unique and {T}' = {£(À):À£ R}'.
Definition. A well-bounded operator T on X is said to be of type (B) provided T is decomposable in X, and the unique projection-valued function E(-) such that £*(•) is a decomposition of the identity for T further satisfies: (i) £(■) is right continuous on R in the strong operator topology, and (ii) E( ■ ) has a left-hand limit in the strong operator topology at each point of R.
The notion of well-bounded operator of type (B) gains much of its substance from the fact that a well-bounded operator on a reflexive space is automatically of type (B) [9, Theorem 17 .17] (note, however, that [21, §6] contains an example of a well-bounded operator on a weakly complete space which is not of type (B)). It is obvious that once one specializes to the treatment of well-bounded operators of type (B), the emphasis can be placed on the projections E(X), X G R, acting in X rather than on their adjoints. We now indicate briefly a framework for doing so.
(2.2) Definition. A spectral family in A' is a projection-valued function F: R -» ÍB( X) which satisfies the following conditions. (ii) F(X)F(ii) = F(n)F(X) = F(min{A, ft}), for X, p, G R;
(iii) F(-) is right continuous on R in the strong operator topology; (iv) F( • ) has a left-hand limit in the strong operator topology at each point of R; (v) F(X) -» 0 (resp., F(X) -> /) in the strong operator topology as À -» -oo (resp., A -* + oo). If there exist a, ¿> G R such that F(X) -0 for A < a and F(X) = I for A > b, we shall say that F(-) is concentrated on [a, b] .
Remark. If X is reflexive, then a projection-valued function F: R -» ®(X) satisfying (i) and (ii) of (2.2) automatically has a strong left-hand limit and a strong right-hand limit at each point of R (by, for instance, [1, Theorem 1] ).
An integration theory is available for spectral families (for more details see [9, Chapter 17] ). If F(-) is a spectral family in X, J = [a, b] is a compact interval of R, and/G BV(7), then JJfdF exists as the strong limit of Riemann-Stieltjes sums wherein the intermediate point in each subinterval is always taken to be the right end-point of the subinterval. If, in addition, / is continuous on /, then JjfdF exists as the strong limit of Riemann-Stieltjes sums. For g G BV(7) we define jf gdF to bcg(a)F(a) + fJgdF. 
Jj
Then \pFJ is an algebra homomorphism o/BV(7) into %{X), and ll^,y(/)ll<ll/|||ySup{||JF(A)||:AGy}, /GBV(7).
Remark. When there is no danger of confusion, we shall suppress the subscripts F, J in the symbol \¡/F y.
The next proposition can be seen from [9, proof of Theorem 17.14(iv)].
(2.4) Proposition. Let T G 9>(X). Then T is a well-bounded operator of type (B) if and only if there is a spectral family E( • ) in X such that (i) E is concentrated on a compact interval [a, b] and (n)T=fllb]\dE(\).
// this is the case, then for any spectral family F(-) satisfying (i) and (ii), F*(-) is a decomposition of the identity for T (in particular, the spectral family E(-) in (i) and (ii) above is uniquely determined).
Definition. If T is a well-bounded operator of type (B), we call the unique spectral family in X satisfying (i) and (ii) of Proposition (2.4) the spectral family of T.
Remark. If T is a well-bounded operator of type (B), and E(-) is its spectral family, then it is easy to see that for any compact interval [A, B] containing a(T), £■(•) must be concentrated on [^4,5] and T= /¡® B]X dE(X). Since we shall be concerned later on with eigenvalues of well-bounded operators of type (B), we list the next proposition for ready reference [9, Theorem 17.15(iii)].
(2.5) Proposition.
Let T be a well-bounded operator of type (B) on X, and let E( ■ ) be its spectral family. Then for each s G R, E(s) -E(s') is a projection acting in X, and {E(s) -E(S-)}X = {x G X: Tx = sx}.
In order to extend the theory of well-bounded operators so as to admit some operators with complex spectra, J. R. Ringrose, in [21, §8] , introduced the notion of well-boundedness on a curve. Let C be a simple, but not closed, rectifiable arc in the complex plane C (we shall call such an arc admissible). Let C have the parametric representation z = y(s), 0 < í *£ A, where s is arc parameter on C.
(2.6) Definition [21] . Suppose T G <$>(X). We say that T is well-bounded on C provided there is a constant K such that for every complex polynomial/? (2) (3) (4) (5) (6) (7) \\P(T)\\<K\\\P\\\C, where||j/»|||c=|Jp(y(A))| +var(/),C). Remarks, (i) The requirement imposed above that C not be a closed curve is crucial to the usefulness of the notion defined in (2.6) (see [21,8.1] ).
(ii) Because the polynomials are dense in &c, the algebra of all absolutely continuous functions on C equipped with j|| ||| c [21, Lemma 10] , it is clear that if (2.7) holds for all polynomials/), then the algebra homomorphism/? \-> p(T) extends to an algebra homomorphism/(-^/(T) of &c, and II /(7")|| < AT|||/||jc. In particular, it follows that a(T) must be a subset of C.
The next proposition is contained in [21, 8.5 ].
(2.8) Proposition. Let C,y be as above, let T&%(X), and suppose T is well-bounded on C, with (2.7) holding for all polynomials p. Let T be the inverse of y, and set A = T(T). Then A is well-bounded (in fact, A is implemented by (K, [0, A])).
Moreover, T = y (A).
Remark. Under the hypotheses of Proposition (2.8) a(T) = y(a(A)), and a (T) = y(ap(A)), where "o " denotes point spectrum. To see this observe that there are sequences of polynomials {/?"}, {q"} such that \\\p" -y|||[o,a] ~> ° and Ilk« ~ r|||c -> 0. So || pn(A) -T\\ -» 0 and \\qn(T) -A\\ -> 0. The desired conclusions are now easily reached, using the Gelfand representation of a maximal abelian subalgebra of %(X) containing T and A to get the first conclusion.
3. Polar operators. While Definition (2.6) generalizes the notion of well-bounded operator so that real spectrum is no longer a necessary condition, it still implicitly requires the spectrum to be contained in a suitable curve (thus not all normal operators on Hubert space are well-bounded). In order to obtain a theory free from such limitations on the spectrum, we introduce the notion of polar operator.
(3.1) Definition. Let T G %(X). We call Ta polar operator if there are operators R and A on X such that R and A are commuting well-bounded operators of type (B), and T= Re'A.
Remarks, (i) It follows by [9, Theorem 16 .17] that every scalar-type spectral operator (in particular, every normal operator) is polar.
(ii) The choice of a polar-type decomposition to define a more general notion than that of type (B) operator is natural from the standpoint of semigroup considerations, as will be apparent in §4 below. Additionally, it is known (see [12] ) that a translation acting in LP(G) (G a locally compact abelian group, 1 < p < oo) is of the form e'A, where A is well-bounded (consequently, since the underlying space is reflexive, A is of type (B)). Thus even such a fundamental multiplier operator is covered in a natural way by the polar-type definition we employ (this theme is further elucidated in the examples at the end of §4). Note also that the translation operator corresponding to an element of infinite order in G has spectrum equal to the unit circle [9, Theorem 20.18 ]; thus such an operator cannot have its spectrum contained in a simple nonclosed curve, and consequently cannot satisfy Definition (2.6).
The rest of this section will be devoted to the development of the theory of polar operators. In particular, it will be seen that such operators have a canonical decomposition (Theorem (3.16) below) and that for operators with real spectrum the notions of polar operator and of type (B) well-bounded operator are coextensive (Theorem (3.23)(ii) below). Throughout the remainder of this section, whenever T, R, and A are as in Definition (3.1), we shall denote by F(-) and E(-) the spectral families of R and A, respectively. Proof. Let T= Re'A, where R and A are as in Definition (3.1). By [8, Theorem 3.3, p. 106 ] it suffices to show that R and e'A are both generalized scalar operators with commuting spectral distributions. Let 7, (resp., J2) be an interval of R such that F(-) (resp., £(■)) is concentrated on7, (resp., J2), and R^f^XdFiX) (resp., A =J\dE(\)\. V/= 1 f{n)einA, for/GC°°(R2), defines a spectral distribution for e'A (where we use/(«) to denote the nth Fourier coefficient of the restriction of/to the unit circle). Since R and A commute it is clear that UfVg = VgUf for/, g G C°°(R2), which gives the required result. A polar operator T is, by Theorem (3.2), decomposable in the sense of [8] , and so we can consider the spectral maximal subspaces MT(S) -{x G X: aT(x) C 8}, for closed subsets 8 of C. For 0 < r < s, we write Dr s for {z G C: r < | z | =£ s). Using [9, Theorem 19 .3], we have from (3.5) that
It is readily verified (compare the proof of Proposition (3.3)) that (-R) is wellbounded of type (B) with spectral family Ah/-F((-X)~), from which it follows easily by applying [9, Theorem 19 .3] to (-R) that {/ -F(r~)}X = {x G X:aR(x) Ç [r, + oo)}. This equality, in conjunction with (3.5), gives M <Z {I -F(r~)}X, and the inclusion just obtained together with (3.6) shows that A0En(2-n-)x = 2-ux.
From (3.12) we infer that x G E0(2m')X, and so A0x = 2ttx, whence x G {/ -E0(2m~)}X. This shows that 2w £ °P(AX). Since it is evident that Rx commutes with A,, the proof of the proposition is complete. The construction of Ax from A0 in the proof of Proposition (3.11) gives the following proposition, which we record here for later use. Given 0 < r < 5 < 2ir, we shall write Lrs to denote {e'e: r «s 6 < s}. By Theorem (3.2), e'A is a generalized scalar operator, if A is a well-bounded operator of type (B). We now identify the spectral maximal subspaces Me,A(Lr s), 0 < r «s s <2tt, when a(A) satisfies the conclusion of Proposition (3.11). This allows us to obtain a desirable commutativity result. Since obviously A \ M is a type (B) well-bounded operator with spectral family E( ■ ) \ M, the desired inclusion follows easily, because E(-) j M must be concentrated on [r, s].
(ii) Let Se §(Ji) with Se'A = e'AS. By (i), {E(s) -E(r~)}X is invariant under S for 0 < r =£ 5 < 2w. Since 2tt £ op(A), E(2tt-) = I. Let s ^ 2t7" and get {/ -E(r')}X is S-invariant for 0 < r < 2m. Let {rn} be a strictly decreasing sequence in (r,2<rr) such that rn->r.
Then E(rn) -* E(r) strongly, and so {/ -E(r)}X is 5-invariant for 0 < r < 2m (this holds trivially for r = 2tt). In a similar fashion, if we fix s, and let r -» 0+ in {E(s) -E(r~)}, it is seen that {E(s) -E(0)}X is S-invariant for 0 < í < 2w.
Next we show that £(0)^ = ker(eiA -I). Since £(0)* = ker ,4, it is obvious that E(0)X C kQT(e'A -I). Put Y = ker(eiA -/). We can assume that Y i-{0}. Obviously Y is invariant under E(X) for all A G R, and A \ Y is a type (B) well-bounded operator with E(-)\ Y as its spectral family. Obviously, then, A \ Y = 0 | Y, and we have that Y C keiA, which establishes our claim that E(Q)X -kzx(e'A -I). Since S commutes with e'A, the latter set, and hence £(0).Y, is S-invariant.
For 0 < s < 2tt, the S-invariance of {E(s) -E(0)}X and £(0)* shows that E(s)X is S-invariant. Since we have shown previously that {7 -E(s)}X is Sin variant, it now follows that E(s) commutes with S ior 0 < s <2m. Since E(s) -» £(0) strongly as j -» 0+ , it is clear that S commutes with £(A) for all A G R, and hence with A. We summarize the preceding results of this section in the next theorem. Definition. If £ is a polar operator, the unique decomposition (3.17) such that (i)-(iv) of Theorem (3.16) hold will be called the canonical decomposition of T. Proof. Conclusion (i) is contained in Propositions (3.8), (3.9) and (3.14)(ii). The Gelfand theory, applied to a maximal abelian subalgebra of %(X) containing R and A, shows that a(R)= {\w\: wEo(T)}.
Since a quasinilpotent well-bounded operator is 0 (see the remark following Proposition (2.1)), (ii) is evident.
We now turn our attention to the demonstration of (iii). If T is quasinilpotent, then by (ii), (3.19) is trivial. So we assume that a(£)\{0} is not empty. We first show By Gelfand theory, the nonvoid set a(£| YE) is contained in {pe'e: p s* e and r^6<s).
Since T\ YE is a direct summand of T, a(T\Ye) C a(T). For convenience we record in the next proposition a fact mentioned in the proof of Theorem (3.18)(ii). (ii) T is well-bounded of type (B) if and only if o(T) Ç R.
Proof, (i) Suppose a(T) C T, and let T = Re'A be the canonical decomposition of T. By Proposition (3.22) a(R) = {1}. Since R is well bounded, it follows by Proposition (2.1)(ii) that R = I.
(ii) The "only if" assertion is evident. Conversely, suppose a(T) C R, and let T = Re'A be the canonical decomposition for T. Let £(■) and £(•) be the spectral families of R and A, respectively. By Theorem We conclude this section with a theorem which affords a link between well-bounded operators on curves and polar operators. We continue to use "arg" as described in Theorem (3.18)(iii). 11/^)11 <*|«p(aig 7)||| y.
On each subinterval [«,_,, wy] in (ii) arg y has a right-hand limit otj at Uj_x and a left-hand limit á • at u¡. It is easy to see that
Thus we have
It is immediate from (3.27) that
This, in conjunction with (3.26), shows that A is well-bounded, as required.
4. One-parameter semigroups of polar operators. Suppose that {£,}, / > 0, is a strongly continuous semigroup of polar operators, that each Tt has the canonical decomposition Rte'A', and that the spectral families of the At are uniformly bounded. In this section we show that the families {Rt} and {e'A'], t > 0, are necessarily strongly continuous semigroups. We then investigate the structure of the latter two semigroups. Use of (4.7), in conjunction with (4.6), shows that £1/n(A) = Hx/n(X) for A 3* 0, n a positive integer. Hence Sx/n = Rx/n for any positive integer n. If m is a positive integer, then Tm," = Txm,n, and application of a_previous argument shows that *"/" = R?/n-Thus (4.8) R, = Sn for t rational, t 3=0.
For each positive integer n let Xn = [I -£,(1/«)]^, and put X0 -U™=xXn. Note that {Xn}™=x is an increasing sequence of subspaces, and X0 is a dense linear manifold in X. Observe also that by virtue of (4.7) S, is one-to-one for / 3= 0. It is easy to see that for t 3= 0 and n a positive integer Xn is invariant under S" and S, | Xn is invertible in %(Xn). In particular X0C S,X for t > 0. For / > 0 we define the linear transformation Vt: X0 -> X by setting Vt = (£,S,_1) | X0. From (4.8) we have Vt = Ut | A'o for t rational, t 3= 0. Let tn be nonnegative and {tk}f=x a sequence of nonnegative rationals convergent to /0. Fix a positive integer «. For each k define hk G AC[0, ß] by setting «¿(A) = n'" for 0 < A < «"', and A ¿(A) = A"'» for «"' =£ A < ß. Similarly define «0 by replacing rA by t0 in the foregoing. It is easy to see that if x G Xn, then S~lx = i¡i(hk)x for all A:, and S,"'x = ^(A0).x. Again we use the penultimate conclusion in [9, Theorem 17.16 ] to get S,~'x -» S,"'x for all x£ In, whenever in 3= 0 and (4.9) * °{ fA} is a sequence of nonnegative rationals convergent to t0.
With {tk}, t0 as in (4.9), it follows from the strong continuity of {Tt}t>0 that {ll£r 11}
is uniformly bounded. Thus we have for i e I0, Vt x = Tt St~lx -* V, x. Since each t, is rational, V. x -U. x, and so (4.10) U,x -» K, x for all x G Xj, whenever{tk}, t0 are as in (4.9).
For each t 2* 0, Ut -eiA-= }$a"xeiX dE,(X). Thus we have Since X0 is dense in X, it follows from (4.10) and (4.11) that for each t0 3* 0, Vt has a unique extension to a bounded Hence Vt+rx = TtS'xVrx = VtVrx. So Vt+r = V,Vr for r, t > 0. Since V, -U, \ X0 for / rational and nonnegative, V0 -I, and so {V,},^0 is a semigroup. Next we show that o(Vlg) CT for t0 2* 0. Let ffa(^ ) be the approximate point spectrum of Vt. For some s 3= 0, t0 + s is rational; hence Fr Ks = Ut +s. Since Í/, +J is invertible, and Vt commutes with Vs, 0 G p(V, ). Now let ju G C \T. For all t 3* 0, (p-Uy^r {v.-e*)-XdEt(X).
• with P(X) for all X G R.
Conversely, if P(-) is a spectral family such that for some constant b G R, P(X) = I for X 3* b, then the expression for Tt, t > 0, in (iii) above defines a strongly continuous semigroup of well-bounded operators of type (B).
Proof. Since T, = Tt2/2, it is clear that a(Tt) 3* 0 for / > 0. Thus each Tt is essentially already expressed in terms of its canonical decomposition with R, -Tt, At = 0. By Theorem (4.5) we have that (4.14)(i) holds and for t > 0, follows from (4.16) and (4.14)(iii).
We now take up (4.14)(iv), beginning with the observation that if p > log/J, then In particular, the analogue of the integral representation for a unitary group is not a priori guaranteed to be meaningful in the present context, since no projection-valued measure is involved. As will also be seen, the proof of the generalization of Stone's theorem requires more machinery than Corollary (4.14).
Throughout the rest of this paper, a convergent series of the form 2™=_xun will signify the sum [2^=0u" + 2^= ,«_"], where each of the series inside the brackets converges. It is obvious that {t/,},eR is a strongly continuous group of operators on X with {/, = /. The plan of the proof is to obtain a description of the periodic group {i/r}/eR which will enable us to reach the required conclusions about {£,},eR. The periodicity of {£,}/eR gives us certain facts about (C, l)-summability automatically (see, e.g., [ 14, proof of Theorem 16.7.2]). Specifically, for each « G Z, let P" = f0le-2"h"U,dt, the integral being taken as the strong limit of Riemann sums. It is straightforward to see that V.P --pliiinsp for 5 G R and n G Z.
(4.23)
Hence from the definition of {£"}"= _", each Pn is a projection, and P"Pm = 0 for n ¥= m. From the periodicity and strong continuity of {t/,},eR, coupled with the standard facts about the Fejér kernel we have 00 (4.24) U, -(C, l)-sum of 2 e2"'"'Pn in the strong operator topology, for each t G R.
In particular, from the definition of {£"}"=_" and (4.24), we have Since it is obvious that 2^=0£"x converges for x G X0, and X0 is dense in X, we get from (4.31) that 00 (4.32) 2 £" converges in the strong operator topology of ÎÔ( A').
We next prove the strong convergence of 2^=,£_". Observe that the one-parameter group {£_,},eR satisfies all the hypotheses employed above for {£,},eR, and so we obtain, as above, a periodic group {Vl]ieR with corresponding "Fourier coefficients" For « G Z and x G {/ -£,(0)}* (resp., x G £,(0)*), we have £"x = ¡y2"""Vtxdt, and so, by (4.33), £"x = £_(n+1)x (resp., P"x = P_nx). Since 2™=0Pn must converge in the strong operator topology of %(X), by adaptation of the corresponding result for {{/,},eR to {Vt}ieR, it follows from what has just been shown that 2^=iP_" converges in the strong operator topology of <!&(X). Combining this fact with (4.32) and, for t = 0, (4.24), we get 00 2 P" converges in the strong operator topology with sum equal to £ n = -oo From this and (4.23) we arrive at the following for t E R, 00 (4.34) U, -2 e2m""Pn, the series converging in the strong operator topology.
« = -00
Let §0 be the infinitesimal generator of {c/,}reR. It is obvious from (4.34) that for n E Z, PnX C {x E <$( §"): %x = 2minx}. Thus, if x G X and 2*=_00«£"x converges, then, since §0 is a closed operator, x G ^(Sq) and §0x -2Z^=.x2minPnx. As an immediate consequence of (4.35) we have (4.36) PnX= {xE $)(%): §0x = 2minx), for all « G Z.
We now return to consideration of the group (£,},eR-From the definition of {(/,},eR, we have for t E R, x E X, 00 (4.37) Ttx= 2 e"A*e27,in'Pnx.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Observe that y4, = 2^=_00/l1£" in the strong operator topology. If the left-hand side of (4.44) has a limit as N -> + oo (for fixed x), then so does its image under £,(0); hence using (4.44) we see that 2^=_00«£"x is convergent. Conversely, if 25f=_t30«£"x is convergent, then With the aid of summation by parts, it is easy to see that 2'^°=_00(n0 -n)~lP" converges in the uniform operator topology, where the prime superscript indicates that the index «() is omitted from the summation. If y is any vector in X, theny^ = 1'%=_N -i(nQ -n)^Pny converges to a vector z as N -> + oo, while (by (4.46)(iii)), (in0 -Q)yN = 1'^=_NPny -* y. Since % is a closed operator, (in0 -%)z = y. Since it is straightforward to see that (in0 - §) is one-to-one, in0 E p(S). Conclusion (4.46)(iv) is now apparent.
(4.47) Examples. We close this section with some realizations of its contents from classical analysis. The tools needed to show that our examples satisfy the hypotheses of the abstract theorems are on a par with the classical results which ensue. Thus, our object is strictly to illustrate the kinds of classical phenomena which fall under the results of this section, not to offer abstract proofs of classical phenomena. Proposition. Let G be a locally compact abelian group, let x E G, and suppose that 1 <p < oo. Let Tx be the translation operator on LP(G) corresponding to x. Then there is a well-bounded operator of type (B), Ax, with spectral family Ex(-), such that Tx = eiA', a(Ax) C [0,2w], 2t7 £ op(Ax), andswp{\\Ex{\)\\: A G R} < Kp, where Kp is a constant depending only on p, and not on x or G. Moreover, Ax is a multiplier operator.
Remark. If, in the above proposition, x has infinite order in G, and p y= 2, then the operator Ax is not a spectral operator [12, Theorem 3] . [rVlf](x) = (4mtyi/2(f(x-u)e-"2/*>du, for t > 0, / G X x G R. It is known that {W,}i=so is a strongly continuous semigroup whose infinitesimal generator is D2 (see [7, Theorem 4.3.11] ). It is shown in [19, Theorem 3.3.2] that W, is well-bounded for t 3= 0 (since X is reflexive, each W, is also of type (B)). Thus by, for instance, (4.14)(i), a(Wt) 3= 0 and Wt is one-to-one for / 3= 0. Now let b, c be real constants, and for / 3= 0 define S, G S(A') by setting S, = ec'WtTht. Then {S,)IS,0 is a strongly continuous semigroup of polar operators and the definition gives the canonical decomposition of S,. Thus {Sr}ra0 satisfies the hypotheses of Theorem (4.5). We show that the infinitesimal generator & of {St}is,0 is the operator £ defined by t -D2 + bD + c. It is easy to see that â extends £. However, by [10, Theorems VII.9.7 and VII.9.10], £ is a closed operator, and a(£) C {z G C: Re z < c}. In particular, p(&) and p(£) intersect, and it follows, since & extends £, that &= £.
Example (i). The translation group in LP(T). For t E R, let
5. Semigroups and the spectral theory of ordinary differential operators. This section has two purposes: first to illustrate the preceding abstract theory of wellbounded operators and polar operators with a substantial set of classical ordinary differential operators, and second to apply the functional calculus of well-bounded operators to the further study of differential operators.
Let « 3= 1 denote a fixed integer, and let a,, 0 <j < n -2, denote functions in £°°(-7r, 77). For sufficiently differentiable functions u on (-77,77), a differential expression is defined by This definition was given in [6] . An exposition can be found in [18, pp. 48-55] . The definition of Birkhoff regularity fails to identify intrinsic spectral theoretic properties of linear operators; however, based on classical asymptotic analysis of the eigenvalues and eigenfunctions of such operators, it is known that the eigenfunction expansions associated with these operators have the essential properties of ordinary Fourier series, both with respect to pointwise convergence [6, 25, 3] and convergence in the norms of the Banach spaces Lp(-m, m), 1 < p < oo [2, 3] . One of our results is that the resolvent operator R(X, L) of any Birkhoff regular operator with simple spectrum is a compact well-bounded operator, for any A in the resolvent set of £, thereby placing the £''-norm results on eigenfunction expansions for these operators in a spectral theoretic context.
Returning to an abstract setting, let £ denote a closed, densely defined linear operator on a reflexive Banach space X, let A be a point in the resolvent set of £, and let R(X, L) be the resolvent operator of £ at A. Suppose R(X, L) is well-bounded. We show that the functional calculus can be extended to give an expression for L in terms of the spectral decomposition for R(X, L), and if £ generates a strongly continuous semigroup, then the semigroup also has a representation using the functional calculus on R(X, £).
Let C be a simple, nonclosed rectifiable arc in the complex plane containing the spectrum of R(X, £). We shall assume that L is unbounded, so that zero is in C. Let S denote the arc length of C, and let a: [0, S] -> C denote the arc length parameterization of C. Let s0 = a"'(0). For a > 0, let
Proof. From Proposition 2.5, £(0) -£(ju(0")) is a projection on the eigenmanifold of R(X, L) corresponding to eigenvalue p = 0. Since 0 is not an eigenvalue of a resolvent, £(0) = E(p(0~)).
Let P(a) denote the projection operator defined by P(a) = j®(a) dE(p).
(5.7) Lemma. For each f in X, lima^0 P(a)f = f.
Proof. We have P(a) = E(p(s0 -a)) + I -E(p (s0 + a) ). From the definition of a spectral family, E(p(s)) is continuous from above, and by the previous lemma, E(p(s)) is continuous from below at s0. Thus, in the strong operator topology, E(p(sS))=E(p(s+)).
(5.8) Corollary.
The vectors of the form P(a)g, for g in X anda > 0,form a dense set in X. Let K(t, p) be a complex-valued function, defined for p in C and for 0 «£ t *£ t0, some t0 > 0.
(5.11) Theorem. Assume (Ï) \\\K(t, -)\\\ ^ M0 < (x>, 0 < t < t0, (ii) for each a > 0,
Proof. We use the functional calculus for well-bounded operators, which extends to functions of bounded variation on reflexive Banach spaces [9, p. 354] . Since Ka(t, p)l is in BV(C), there is a bounded linear operator La(t) given by La(t) = fe Ka(t, p)j dE(p). If / is in D( L), there exists gin X such that/ = R(X, L)g, f=f pdE(p)g.
Jc
Using the functional calculus, for such /,
Since I A"a(i, -)||| < 2|||£(r, -)||| < 2M0, we see that there is a uniform bound on ||Aa(0ll fora 3=0, 0 </ < r0. Ifg = Pßg for some ß > 0, then
so for fixed t, 0 < r < r0, and all g in X lima^0+ Aa( Strictly speaking, this shows that the infinitesimal generator of W(t) is an extension of XI -L; but since XI -L has an everywhere defined bounded inverse, the extension is XI -L. We return now to the case that £ is a Birkhoff regular differential operator with simple spectrum, and consider asymptotic estimates for the eigenvalues and their reciprocals.
The 1, so that /?, implies ßx ¥= 0 and ßx = 0 implies a, ¥= a2. Since 277a,, 277a2 are angles, -{ < a,-< j, we have 0 < a, -a2 < 1 (assuming a, 3= a2). Proof. For fixed 7 and k sufficiently large, the construction in Lemma (5.29) can be used. The finitely many points omitted in this process can now be adjoined, and then the union of the two curves forj =1,2 gives the arc C.
For « odd, Reju2A.<0<Re]Uu, providing a convenient separation between the points pXk, p2k. When n is even, Repjk < 0,j = 1,2, making the construction of the arc C somewhat more delicate.
(5.31) Lemma. Ifn is even, 00 2 (|f»2* -f*l*l+l/»l* -l»2.*+ll) < °°-*=1
Proof. Using (5.24), we see that each of these terms is 0(k~(n+u).
(5.32) Lemma. If n is even and exx > a2, then for k sufficiently large Rep2k < Re M,* < ReM2,* + i < R*'Mi,*+i-Proof. As before, we have the inequality ReM7* < P-eM>,*+i-Consider the possibility that Re M2* < Re/u,A. From the formula in the proof of Lemma (5.25), this is equivalent to Using the binomial theorem on (1 + j)" and again redefining the £;*'s, this is equivalent to
Since a, -a2 < 1, this last inequality is valid for k sufficiently large. Consider the piecewise linear directed curve p2h.-» Mi*:-* M2,t+i-By Lemma (5.31), the union C of these curves for all k has finite length.
(5.33) Theorem. Let « 3= 2 be even. Then the points {pjk},j = \,2,k= 1,2,..., lie on a simple, nonclosed rectifiable arc C in the complex plane, with the origin as a limit point.
Proof. It suffices to show that the curve C defined above is free of selfintersection. If a, > a2, then the monotonicity stated in Lemma (5.32) guarantees this. If a, = a2, then because of the assumption of simple spectrum, /?, = -/?2 =£ 0. Thus the sequence {Mi*} is separated from {p2k} by the real axis. We still have {ReMy*} monotone for each/ and ReMi* < ReM2,*+i-Using (5.24) with ax = a2, /?, = -ß2 # 0, we see that the line segment M2,*+i ~* Mi,*+i nas slope mk, where \mk\>ak for some a > 0, whereas the line segment Mi* -» M2,t+i nas bounded slope, uniformly for k sufficiently large. Thus this last line segment cannot intersect any of the preceding ones. The finitely many points omitted in this construction can now be adjoined.
Having established some facts about the location of the My*'s, it is now convenient to relabel these as {pk}, -oo < k < oo. Let S denote the length of the arc C, and let o: [0, S] -> C denote the arc length parameterization of C, oriented so that a '(m*+i) > a~\pk). Since 0 G C, we define These denominators are not zero, the first by assumption and the second by the remarks preceding Lemma (5.21). These two ratios represent the slopes of the line segments p2k^> pXk and Mi* -* M2,*+1 respectively.
We shall also need the curve obtained from C by the inversion p -» 1/m-Let C = (x, y(x)) for X sufficiently close to zero. where M is large enough so that this inequality holds for all points on the straight line joining two consecutive m*'s-Thus |y(x)/x |< M\ x \]/", implying that limx_0|>>(x)/x |= 0. Dividing numerator and denominator of (5.47) by x2, the resulting fraction has bounded numerator, and the denominator converges to 1. We use the fact thatj' is bounded (previous lemma). This expression is bounded by M for all / and all -oo < ux < u2 < 0, and converges to zero as t -» 0, when u2 < 0. Combining this with | e'/>l |< 1, lim(^0+ e'^ -1 for M in C(a), we have (1) This last integral is uniformly bounded for -00 < wx < w2 < 0, and for -00 < wx < w2 < 0, converges to zero as t -» 0+ . This establishes (2) and (4) of Theorem (5.14).
To show that the operators U(t) in the semigroup are themselves well-bounded operators, we first consider an abstract result on mappings of well-bounded opera- (5.53) Theorem. £e/ n be even and let L be an nth order Birkhoff regular differential operator with simple spectrum, such that a, ^= a2. Then for t 3= 0, each operator U(t) in the semigroup generated by -L is a well-bounded operator.
Proof. For given / > 0,f(p) = e'^ is ultimately one-to-one on the admissible arc C containing the uk's. Since/is also absolutely continuous, we see that f® f(p) dE(p) is well-bounded. Since U(t) = ex'Tf(p)dE(p), Jc it suffices to show that a scalar multiple of a well-bounded operator is well bounded. To this end, we note that the map z -» z0z, for any fixed scalar z0 =?== 0, satisfies the conditions of Theorem (5.52), so if T is well-bounded, so is z0£.
In the case of semigroups generated by second order differential operators, it is possible to see further structure: each such semigroup is a semigroup of polar operators composed with a uniformly continuous semigroup.
Let
Pkf=(f><Pk)n, <pk(x) = eikx. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use can be expressed as T(t) = e'A(t) where A(t) is a well-bounded operator on Lp (1 < p < oo), the spectrum of A(t) is in [0,277], 277 is not an eigenvalue of A(t), and A(t) is a multiplier transform 00 At)=2ak(t)Pk, 0<ak(t)<2m.
-00
Furthermore, there is a constant Kp > 0, 1 < p < 00, such that if £,(A) denotes the spectral family of A(t), then ||£,(A)|| < # , /, A G R. See the proposition in Example (4.47).
(5.54) Lemma. Let b, d be fixed real constants, and let D0(t) = QxA(bt) + Q2A(dt).
Then D0(t) is well-bounded for each t. If £,°(A) denotes the spectral family for D0(t), then there is a constant K > 0, 1 < p < 00, such that \\E?(X)\\*Z Kp, t,XER. Let £ be a second order differential operator with eigenvalues AA, eigenfunctions uk, and adjoint eigenfunctions vk. Then the semigroup generated by -£ is 00 1/(0/= Ie-X"(f,vk)uk.
Since the uk's are equivalent to the (p^'s: uk = B<pk, we have U(t) = BU0(t)B~\ where UQ(t) -2!°00e"XA'£*. Using (5.20), we see that there are real constants, a, b, c, d, and a complex sequence {8k} in I2, such that (5.55) 1 X k -k2 + ak -ibk -8k, k -> +00, Xk = k2 + ck -idk -8k, k -» -00.
Since 28kPk is a bounded operator in Lp (1 < p < 00), we see that S0(i) = 2es*'£* is a uniformly continuous semigroup. From (5.55), we have U0(t) = V0(t)S0(t), where V0(t) = R0(t)X0(t), and = QxT(bt) + Q2T(dt).
(5.59) Theorem. Let L be a second order Birkhoff regular differential operator with simple spectrum, such that a, ^ a2. Let U(t) be the semigroup generated by ~L on Lp(-m, m), 1 < p < oo. Then
U(t) = R(t)e'D"S(t),
where {R(t)e'D<-')} is a semigroup of polar operators satisfying the hypothesis of Theorem (4.5), and S(t) is a semigroup continuous in the uniform operator topology.
Proof. Let R(t) = BR0(t)B-\ D(t) = BD0(t)B~\ S(t) = BS0(t)B~K
Clearly R(t), D(t) are well bounded, and since they are multiplier transforms, they commute. It is also clear that the spectrum of R(t) is nonnegative. If £,(A) denotes the spectral family of R(t), then £,(0) = 0 since £(0 is one-to-one, so £(0)e'D(r) = £(0). Since the well-boundedness of DQ(t) is implemented by the interval [0,277], this interval contains the spectrum of D(t). To see that 277 is not in the point spectrum of D(t), we use the representation (5.58) and the fact that ak(t) < 277 for all k and all t. It is evident that {U(t)S~](t)} is a strongly continuous semigroup. Thus {R(t)e'D(l)} is a strongly continuous semigroup and each R(t)e'DU) is a polar operator written in its canonical decomposition. The final hypothesis of Theorem (4.5) is the uniform boundedness of the spectral families of D(t), t E R. This follows from Lemma (5.54). License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
