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NONLINEAR SCHRÖDINGER EQUATION
IN THE BOPP-PODOLSKY ELECTRODYNAMICS:
SOLUTIONS IN THE ELECTROSTATIC CASE
PIETRO D’AVENIA AND GAETANO SICILIANO
Abstract. We study the following nonlinear Schrödinger-Bopp-Podolsky system{
−∆u+ ωu+ q2φu = |u|p−2u
−∆φ+ a2∆2φ = 4piu2
in R3
with a,ω > 0. We prove existence and nonexistence results depending on the parameters q, p.
Moreover we also show that, in the radial case, the solutions we find tend to solutions of the
classical Schrödinger-Poisson system as a→ 0.
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2 P. D’AVENIA AND G. SICILIANO
1. Introduction
In this paper we consider the system
(1.1)
{
−∆u+ ωu+ q2φu = |u|p−2u
−∆φ+ a2∆2φ = 4πu2 in R
3
where u, φ : R3 → R, ω, a > 0, q 6= 0.
Such a system appears when we couple a Schrödinger field ψ = ψ(t, x) with its electromagnetic
field in the Bopp-Podolsky electromagnetic theory, and, in particular, in the electrostatic case for
standing waves ψ(t, x) = eiωtu(x), see Section 2 for more details.
The Bopp-Podolsky theory, developed by Bopp [11], and independently by Podolsky [34], is a
second order gauge theory for the electromagnetic field. As the Mie theory [33] and its general-
izations given by Born and Infeld [12–15], it was introduced to solve the so called infinity problem
that appears in the classical Maxwell theory. In fact, by the well known Gauss law (or Poisson
equation), the electrostatic potential φ for a given charge distribution whose density is ρ satisfies
the equation
(1.2) −∆φ = ρ in R3.
If ρ = 4πδx0 , with x0 ∈ R3, the fundamental solution of (1.2) is G(x− x0), where
G(x) = 1|x| ,
and the electrostatic energy is
EM(G) = 1
2
∫
R3
|∇G|2 = +∞.
Thus, equation (1.2) is replaced by
− div
(
∇φ√
1− |∇φ|2
)
= ρ in R3
in the Born-Infeld theory and by
−∆φ+ a2∆2φ = ρ in R3
in the Bopp-Podolsky one. In both cases, if ρ = 4πδx0 , we are able to write explicitly the solutions
of the respective equations and to see that their energy is finite. In particular, when we consider
the operator −∆+ a2∆2, we have that K(x− x0), with
K(x) := 1− e
−|x|/a
|x| ,
is the fundamental solution of the equation
−∆φ+ a2∆2φ = 4πδx0 ,
it has no singularity in x0 since it satisfies
lim
x→x0
K(x− x0) = 1
a
,
and its energy is
EBP(K) = 1
2
∫
R3
|∇K|2 + a
2
2
∫
R3
|∆K|2 < +∞
(see Section 3.1 for more details).
Moreover the Bopp-Podolsky theory may be interpreted as an effective theory for short distances
(see [27]) and for large distances it is experimentally indistinguishable from the Maxwell one. Thus
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the Bopp-Podolsky parameter a > 0, which has dimension of the inverse of mass, can be interpreted
as a cut-off distance or can be linked to an effective radius for the electron. For more physical details
we refer the reader to the recent papers [7, 10, 17, 18, 20, 21] and to references therein.
Finally we point out that the operator −∆ + ∆2 appears also in other different interesting
mathematical and physical situations (see [8, 25] and their references).
Before stating our results, few preliminaries are in order. We introduce here the space D as the
completion of C∞c (R
3) with respect to the norm
√
‖∇φ‖22 + a2‖∆φ‖22. We refer to Section 3 for
more properties on this space.
Then, fixed a > 0 and q 6= 0, we say that a pair (u, φ) ∈ H1(R3)×D is a solution of (1.1) if∫
R3
∇u∇v + ω
∫
R3
uv + q2
∫
R3
φuv =
∫
R3
|u|p−2uv for all v ∈ H1(R3),∫
R3
∇φ∇ξ + a2
∫
R3
∆φ∆ξ = 4π
∫
R3
φu2 for all ξ ∈ D.
By standard arguments the solutions we find are easily seen to be positive. Moreover we say that
a solution (u, φ) is nontrivial whenever u 6≡ 0.
Then our results can be stated as follows.
Theorem 1.1 (Existence for small charges). If p ∈ (2, 6) then there exists q∗ > 0 such that, for
all q ∈ (−q∗, q∗) \ {0}, problem (1.1) admits a nontrivial solution.
The above existence result can be extended to any value of q provided that a restriction on p is
made.
Theorem 1.2 (Existence for arbitrary charges). If p ∈ (3, 6) then, for all q 6= 0, problem (1.1)
admits a nontrivial solution.
To prove our existence results we use Variational Methods. Indeed the solutions can be found
as critical points of a smooth functional Jq defined on H1(R3). However we need to face with
the following difficulties. The geometry of the functional strongly depends on the values of the
parameters p and q, that may allow or prevents the existence of critical points. Moreover, a
fundamental tool in Critical Point Theory is the following compactness condition: we say that the
functional Jq satisfies the Palais-Smale ((PS) for short) condition if any (PS) sequence {un} ⊂
H1(R3), that is a sequence satisfying
{Jq(un)} bounded and J ′q(un)→ 0 in H−1(R3) as n→ +∞,
admits a convergent subsequence.
In particular, to find a bounded (PS) sequence in the case p ∈ (2, 3], a suitable truncation, in-
troduced in [30] and already used successfully in recent papers as [3, 26, 31], is performed. Once
we have a bounded (PS) sequence, the invariance by translations of the problem clearly leads to
a second difficulty: the lack of compactness. To overcome this problem a useful Splitting Lemma
(see Lemma 4.5) is given.
Another difficulty which appears is due to the fact that the kernel K is not homogeneous. This
make difficult the use of rescaling of type t 7→ u(tα·) and hence arguments as in [35] cannot be
used. However we can take some advantage from the fact that K ≤ G.
Let us observe that, due to the invariance of Jq under the group induced by the action of
rotations on H1(R3), we can restrict ourselves to H1r (R
3), the subspace of radial functions, which
is a natural constraint: if u ∈ H1r (R3) is a critical point of Jq|H1r (R3), then it is a critical point for
the functional on the entire H1(R3). Then the same results as in Theorem 1.1 and Theorem 1.2
hold in the radial setting (with even a simpler argument in order to recover compactness). Actually
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in this case we can say even more: the solutions found tend to solutions of the Schrödinger-Poisson
system
(1.3)
{
−∆u+ ωu+ q2φu = |u|p−2u
−∆φ = 4πu2 in R
3,
obtained formally by (1.1) by setting a = 0. Indeed we have the following
Theorem 1.3. For q 6= 0 fixed according to the restriction in the Theorems 1.1 and 1.2, let
(ua, φa) ∈ H1r (R3)×Dr be solutions of (1.1). Then
u
a → u0 in H1r (R3) and φa → φ0 in D1,2r (R3) as a→ 0,
where (u0, φ0) ∈ H1r (R3)×D1,2r (R3) is a solution of (1.3).
Let us recall that D1,2(R3) is the usual Sobolev space defined as the completion of C∞c (R
3) with
respect to the norm ‖∇φ‖2 and D1,2r (R3),Dr are the respective subspaces of radial functions.
We point out that there is a wide literature on the coupling of matter with its own electromagnetic
field for many different situations. See e.g. [3, 24] for the Maxwell theory, [4, 9, 23, 26] for the
Born-Infeld one, [19] for the Chern-Simon one, and references therein. However, to the best of
our knowledge, this is the first time that a system like (1.1), which involves the Bopp-Podolsky
electromagnetic theory, appears in the mathematical literature.
The paper is organised as follows.
In Section 2 the Schrödinger-Bopp-Podolsky system is obtained in the framework of the Abelian
Gauge Theories. Then the antsaz of stationary solutions in the electrostatic case is done and (1.1)
is deduced.
In Section 3 we give general preliminaries in order to attack our problem. In particular we first define
the right spaces in which find the solutions. Then we show rigorously that K is the fundamental
solution of the operator −∆+ a2∆2. Probably this result is known, but we were not able to find it
in the literature. In particular Lemma 3.3 is interesting of its right. Moreover the smooth energy
functional Jq is defined in such a way that its critical points are exactly solutions of (1.1) and its
geometric properties are proved.
In Section 4 we prove Theorem 1.1. Indeed the hypothesis of small charges allows to have the
Mountain Pass Geometry for any value of p ∈ (2, 6). Here the boundedness of the (PS) sequences
is obtained by means of the key Proposition 4.3. On the other hand the compactness is recovered
by means of the Splitting Lemma 4.5.
Section 5 is devoted to the proof of Theorem 1.2. In this case, that is for p ∈ (3, 6), the Mountain
Pass Geometry holds for every q. However the boundedness of the (PS) sequences is obtained in
two different way: it is standard if p ∈ [4, 6) while it is obtained by means of the monotonicity
trick (see [29, 37]) if p ∈ (3, 4). Even now the compactness (and then the existence of a solution)
can be recovered by using the Splitting Lemma; nevertheless, just to use a different (and simpler)
argument, we prefer to give the proof in the radial setting.
In Section 6 we study the behaviour of the radial solutions with respect to a. After proving Lemma
6.1 which may be of some interest in other contexts, we prove Theorem 1.3.
In Appendix A we collect few facts concerning the regularity of our solutions, we prove the Pohožaev
identity and give the proof of some nonexistence results in the cases p ≥ 6 and p ≤ 2. In particular,
to achieve our goal, in the case p ≤ 2 we use an interesting identity, obtained in Section A.2, which
could be useful for further developments.
Finally in Appendix B we give the proof of the Splitting Lemma 4.5.
Notations. As a matter of notations through the paper
• we denote with ‖ · ‖p the usual Lp(R3) norm;
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• 〈·, ·〉 is the scalar product in H1(R3) which gives rise to the norm ‖·‖ =
√
‖∇ · ‖22 + ω‖ · ‖22;
• p′ = p/(p− 1) is the conjugate exponent of p;
• we use the symbol on(1) for a vanishing sequence in the specified space;
• we use C,C1, C2, . . . to denote suitable positive constants whose value may also change from
line to line;
• if not specified, the domain of the integrals is R3.
Other notations will be introduced whenever we need. Moreover, for simplicity, from now on we
will consider positive q’s.
2. Deduction of the Schrödinger-Bopp-Podolsky system
Let us consider the nonlinear Schrödinger Lagrangian density
LSc = i~ψ¯∂tψ − ~
2
2m
|∇ψ|2 + 2
p
|ψ|p,
where ψ : R × R3 → C, ~,m, p > 0, and let (φ,A) be the gauge potential of the electromagnetic
field (E,H), namely φ : R3 → R and A : R3 → R3 satisfy
E = −∇φ− 1
c
∂tA, H = ∇×A.
The coupling of the field ψ with the electromagnetic field (E,H) through the minimal coupling rule,
namely the study of the interaction between ψ and its own electromagnetic field, can be obtained
replacing in LSc the derivatives ∂t and ∇ respectively with the covariant ones
Dt = ∂t +
iq
~
φ, D = ∇− iq
~c
A,
q being a coupling constant. This leads to consider
LCSc = i~ψDtψ − ~
2
2m
|Dψ|2 + 2
p
|ψ|p
= i~ψ
(
∂t +
iq
~
φ
)
ψ − ~
2
2m
∣∣∣∣(∇− iq~cA
)
ψ
∣∣∣∣2 + 2p |ψ|p.
Now, to get the total Lagrangian density, we have to add to LCSc the Lagrangian density of the
electromagnetic field.
The Bopp-Podolsky Lagrangian density (see [34, Formula (3.9)]) is
LBP = 1
8π
{
|E|2 − |H|2 + a2
[
(divE)2 −
∣∣∣∣∇×H− 1c∂tE
∣∣∣∣2
]}
=
1
8π
{
|∇φ+ 1
c
∂tA|2 − |∇ ×A|2
+a2
[(
∆φ+
1
c
div ∂tA
)2
−
∣∣∣∣∇×∇×A+ 1c∂t(∇φ+ 1c ∂tA)
∣∣∣∣2
]}
.
Thus the total action is
S(ψ, φ,A) =
∫
Ldxdt
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where L := LCSc + LBP is the total Lagrangian density.
The Euler-Lagrange equations of S are given by
i~
(
∂t +
iq
~
φ
)
ψ +
~
2
2m
(
∇− iq
~c
A
)2
ψ + |ψ|p−2ψ = 0
− div
(
∇φ+ 1
c
∂tA
)
+ a2
[
∆
(
∆φ+
1
c
div ∂tA
)
− 1
c
∂t div
(
∇×∇×A+ 1
c
∂t(∇φ+ 1
c
∂tA)
)]
= 4πq|ψ|2
− ~q
mc
ℑ
[(
∇ψ¯ + iq
~c
Aψ¯
)
ψ
]
− 1
4π
{
1
c
∂t(∇φ+ 1
c
∂tA) +∇×∇×A
}
+
a2
4π
[
1
c
∇∂t
(
∆φ+
1
c
div ∂tA
)
−∇×∇×∇×∇×A− 1
c2
∂tt∇×∇×A
−1
c
∇×∇× ∂t(∇φ+ 1
c
∂tA)− 1
c3
∂ttt(∇φ+ 1
c
∂tA)
]
= 0.
If we consider ψ(t, x) = eiS(t,x)u(t, x) with S, u : R× R3 → R the Euler-Lagrange equations are
− ~
2
2m
∆u+
[
~
2
2m
∣∣∣∇S − q
~c
A
∣∣∣2 + ~∂tS + qφ]u = |u|p−2u
∂tu
2 +
~
m
div
[(
∇S − q
~c
A
)
u2
]
= 0
− div
(
∇φ+ 1
c
∂tA
)
+ a2
[
∆
(
∆φ+
1
c
div ∂tA
)
− 1
c
∂t div
(
∇×∇×A+ 1
c
∂t(∇φ+ 1
c
∂tA)
)]
= 4πq|u|2
~q
mc
(
∇S − q
~c
A
)
u2 − 1
4π
{
1
c
∂t(∇φ+ 1
c
∂tA) +∇×∇×A
}
+
a2
4π
[
1
c
∇∂t
(
∆φ+
1
c
div ∂tA
)
−∇×∇×∇×∇×A− 1
c2
∂tt∇×∇×A
−1
c
∇×∇× ∂t(∇φ+ 1
c
∂tA)− 1
c3
∂ttt(∇φ+ 1
c
∂tA)
]
= 0.
Finally, if we consider standing waves ψ(t, x) = eiωt/~u(x) in the purely electrostatic case (φ = φ(x)
and A = 0), the second and fourth equation are satisfied and we get
(SBP)
−
~
2
2m
∆u+ ωu+ qφu = |u|p−2u
−∆φ+ a2∆2φ = 4πqu2.
Normalising the constants ~ and m and renaming the unknown φ it is easy to see that solutions
of (1.1) give rise to solutions of (SBP). Hence from now on we will refer to system (1.1).
3. Preliminaries
In this section we give some preliminary results that will be useful for our arguments. In
particular we give some fundamental properties on the operator −∆ + a2∆2. Then we introduce
the functional whose critical points are weak solutions of our problem and we conclude the section
showing that, at least for small q’s, such a functional satisfies the geometrical assumptions of the
Mountain Pass Theorem.
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3.1. The operator −∆ + a2∆2. Let D be the completion of C∞c (R3) with respect to the norm
‖ · ‖D induced by the scalar product
〈ϕ,ψ〉D :=
∫
∇ϕ∇ψ + a2
∫
∆ϕ∆ψ.
Then D is an Hilbert space continuously embedded into D1,2(R3) and consequently in L6(R3).
It is interesting to note also the following result.
Lemma 3.1. The space D is continuously embedded in L∞(R3).
Proof. Let ϕ ∈ C∞c (R3), x ∈ R3, and Q be a unitary cube containing x. Arguing as in Brezis [16,
Proof of Theorem 9.12], using the Sobolev inequality applied to ϕ and to ∇ϕ, and since∑
i,j
∫
∂ijϕ ∂ijϕ =
∫
∆ϕ ∆ϕ,
we have
|ϕ(x)| ≤ |ϕ|+ C‖∇ϕ‖L6(Q) ≤ C‖ϕ‖W 1,6(Q) ≤ C‖ϕ‖W 1,6(R3) ≤ C(‖∇ϕ‖2 + ‖∆ϕ‖2) ≤ C‖ϕ‖D.
Here ϕ is the mean of ϕ on Q and C’s do not depend on Q and ϕ. Therefore, standard density
arguments allow to conclude. 
The next Lemma gives a useful characterization of the space D.
Lemma 3.2. The space C∞c (R
3) is dense in
A := {φ ∈ D1,2(R3) : ∆φ ∈ L2(R3)}
normed by
√
〈φ, φ〉D and, therefore, D = A.
Proof. Let φ ∈ A, ρ ∈ C∞c (R3;R+), ‖ρ‖1 = 1, and {ρn} ⊂ C∞c (R3) the sequence of mollifiers given
by ρn(x) = n
3ρ(nx). Define φn := ρn ∗ φ ∈ C∞(R3). Since, recalling the well known properties of
the mollifiers,
∂iφn = ρn ∗ ∂iφ ∈ L2(R3), i = 1, 2, 3, ∆φn = ρn ∗∆φ ∈ L2(R3),
and
‖∇φn −∇φ‖2 → 0, ‖∆φn −∆φ‖2 → 0,
we have
(3.1) φn ∈ C∞(R3) ∩ A and ‖φn − φ‖D → 0.
Let now ξ ∈ C∞(R3)∩A, ζ ∈ C∞c (R3; [0, 1]) with ζ(x) = 1 in B(0, 1), supp(ζ) ⊂ B(0, 2) and define
ξn := ζ(·/n)ξ ∈ C∞c (R3).
We have
∇ξn = ζ(·/n)∇ξ + 1
n
ξ∇ζ(·/n),
∆ξn = ζ(·/n)∆ξ + 2
n
∇ξ∇ζ(·/n) + 1
n2
ξ∆ζ(·/n).
Noticing that
1
n2
∫
ξ2(x)
∣∣∣∇ζ (x
n
)∣∣∣2 ≤ 1
n2
(∫
|x|≥n
ξ6
)1/3 (∫ ∣∣∣∇ζ (x
n
)∣∣∣3)2/3 = C (∫
|x|≥n
ξ6
)1/3
→ 0
and, analogously,
2
n
∇ξ∇ζ(·/n), 1
n2
ξ∆ζ(·/n)→ 0 in L2(R3),
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as n→ +∞, we infer
‖∇ξ −∇ξn‖22 ≤ 2‖(1 − ζ(·/n))∂iξ‖22 + on(1) = on(1)
‖∆ξ −∆ξn‖22 ≤ 2‖(1 − ζ(·/n))∆ξ‖22 + on(1) = on(1)
showing that ‖ξn − ξ‖D → 0. This joint with (3.1) concludes the proof. 
For every fixed u ∈ H1(R3), the Riesz Theorem implies that there exists a unique solution
φu ∈ D of the second equation in (1.1). To write explicitly such a solution (see also [34, Formula
(2.6)]), we consider
K(x) = 1− e
−|x|/a
|x| .
We have the following fundamental properties.
Lemma 3.3. For all y ∈ R3, K(· − y) solves in the sense of distributions
−∆φ+ a2∆2φ = 4πδy.
Moreover
(i) if f ∈ L1loc(R3) and, for a.e. x ∈ R3, the map y ∈ R3 7→ f(y)/|x − y| is summable, then
K ∗ f ∈ L1loc(R3);
(ii) if f ∈ Lp(R3) with 1 ≤ p < 3/2, then K ∗ f ∈ Lq(R3) for q ∈ (3p/(3 − 2p),+∞].
In both cases K ∗ f solves
(3.2) −∆φ+ a2∆2φ = 4πf
in the sense of distributions and we have the following distributional derivatives
∇(K ∗ f) = (∇K) ∗ f and ∆(K ∗ f) = (∆K) ∗ f a.e. in R3.
Proof. Let us consider for simplicity y = 0 and prove that for every ϕ ∈ C∞c (R3)
−
∫
K∆ϕ+ a2
∫
K∆2ϕ = 4πϕ(0).
Of course it is enough to show that
(3.3) lim
r→0+
I(r) = 4πϕ(0)
where
I(r) := −
∫
|x|>r
K∆ϕ+ a2
∫
|x|>r
K∆2ϕ.
Since ϕ has compact support, we consider the annulus A := {x ∈ R3 : r < |x| < R} for R large
enough and a standard integration by parts shows that
I(r) = −
∫
A
K∆ϕ+ a2
∫
A
K∆2ϕ
=
∫
A
ϕ(−∆K + a2∆2K) +
∫
|x|=r
ϕ(∇K − a2∇∆K) · ν +
∫
|x|=r
K(a2∇(∆ϕ)−∇ϕ) · ν
+ a2
∫
|x|=r
∆K∇ϕ · ν − a2
∫
|x|=r
∆ϕ∇K · ν
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where ν is the unit outward normal to A. Since ϕ is continuous, (a2∇(∆ϕ)−∇ϕ) · ν,∇ϕ · ν, and
∆ϕ are bounded, K can be extended continuously in 0 by setting K(0) = 1/a, and, for x 6= 0,
∇K = − x|x|3 +
x
|x|3
( |x|
a
+ 1
)
e−|x|/a,(3.4)
∆K = −e
−|x|/a
a2|x| ,(3.5)
∇∆K = x
a2|x|3
( |x|
a
+ 1
)
e−|x|/a,
∆2K = 1
a2
(
∆K+ div x|x|3
)
,
we have
−∆K+ a2∆2K = 0 in A =⇒
∫
A
ϕ(−∆K + a2∆2K) = 0,
(∇K− a2∇∆K) · ν = 1
r2
on |x| = r =⇒
∫
|x|=r
ϕ(∇K − a2∇∆K) · ν
=
∫
S
ϕ(rσ)dσ → 4πϕ(0) as r → 0+,
K ≤ 1/a =⇒
∫
|x|=r
K(a2∇(∆ϕ)−∇ϕ) · ν → 0 as r → 0+,
|∆K| ≤ 1/(a2|x|) =⇒
∫
|x|=r
∆K∇ϕ · ν → 0 as r → 0+,
∇K · ν = 1
r2
[
1−
(r
a
+ 1
)
e−
r
a
]
on |x| = r =⇒
∫
|x|=r
∆ϕ∇K · ν → 0 as r → 0+,
where S is the unit sphere in R3. Thus (3.3) is proved.
To get (i), we observe that, by Fubini Theorem, for all balls B ⊂ R3∫
B
|K ∗ f | ≤
∫
R3
(∫
B
K(x− y)dx
)
|f(y)|dy
and, since K ≤ | · |−1, we can conclude arguing as in [32, Proof of Theorem 6.21].
Since K ∈ Lτ (R3) for τ ∈ (3,+∞], the Young inequality (see e.g. [32, Inequality (4), p 99]) allows
to get (ii), since
1
q
=
1
p
+
1
τ
− 1 < 1
p
+
1
3
− 1 = 3− 2p
3p
.
Moreover the fact that K ∗ f solves (3.2) in the sense of distributions, namely, for all ϕ ∈ C∞c (R3)
−
∫
(K ∗ f)∆ϕ+ a2
∫
(K ∗ f)∆2ϕ = 4π
∫
fϕ,
is a consequence of the Fubini Theorem and of the first part of this Lemma.
To conclude, let us consider, for instance, the assumptions in (i). The proof of the remaining case
is similar.
We claim that the functions (∇K) ∗ f and (∆K) ∗ f are well defined a.e. in R3. In fact, by (3.4),
we have that, for every i = 1, 2, 3,
(3.6) |∂iK(x)| ≤ 1|x|2
(
1− e−|x|/a − |x|
a
e−|x|/a
)
≤ C for |x| small
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and, since
(3.7) |∂iK(x)| ≤ 1|x|2 +
1
|x|2
( |x|
a
+ 1
)
e−|x|/a,
then, in particular,
|∂iK(x)| ≤ 2|x|2 +
1
a|x| ≤
C
|x| for |x| large.
Thus, if r > 0 is sufficiently large, for a.e. x in R3, using the summability of the map y ∈ R3 7→
f(y)/|x− y|, we deduce
|[∂iK ∗ f ](x)| ≤
∫
Br(x)
|∂iK(x− y)||f(y)|dy +
∫
Bcr(x)
|∂iK(x− y)||f(y)|dy
≤ C
[∫
Br(x)
|f(y)|dy +
∫
Bcr(x)
|f(y)|
|x− y|dy
]
< +∞.
Moreover, by (3.5), |∆K| ≤ 1/(a2| · |) and so, arguing again as in [32, Proof of Theorem 6.21] we
get the claim.
Then, since
|K(x)|, |∂iK(x)|, |∆K(x)| ≤ C|x| ,
and the map y ∈ R3 7→ f(y)/|x− y| is summable, [32, Theorem 6.21] implies that
K ∗ f, ∂iK ∗ f,∆K ∗ f ∈ L1loc(R3)
and so, for all ϕ ∈ C∞c (R3),
(x, y) 7→ ∂iϕ(x)K(x − y)f(y) ∈ L1(R3 × R3),
(x, y) 7→ ∆ϕ(x)K(x − y)f(y) ∈ L1(R3 × R3),
(x, y) 7→ ϕ(x)∂iK(x− y)f(y) ∈ L1(R3 × R3),
(x, y) 7→ ϕ(x)∆K(x − y)f(y) ∈ L1(R3 × R3).
Hence, by Fubini’s Theorem and using a limit argument as in the first part of this proof we have
that for all ϕ ∈ C∞c (R3) ∫
(K ∗ f)∂iϕ = −
∫
ϕ(∂iK) ∗ f i = 1, 2, 3
and ∫
(K ∗ f)∆ϕ =
∫
ϕ(∆K) ∗ f.
The proof is thereby completed. 
Then, if we fix u ∈ H1(R3), the unique solution in D of the second equation in (1.1) is
(3.8) φu := K ∗ u2.
Actually the following useful properties hold.
Lemma 3.4. For every u ∈ H1(R3) we have:
(i) for every y ∈ R3, φu(·+y) = φu(·+ y);
(ii) φu ≥ 0;
(iii) for every s ∈ (3,+∞], φu ∈ Ls(R3) ∩ C0(R3);
(iv) for every s ∈ (3/2,+∞], ∇φu = ∇K ∗ u2 ∈ Ls(R3) ∩ C0(R3);
(v) φu ∈ D;
(vi) ‖φu‖6 ≤ C‖u‖2;
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(vii) φu is the unique minimizer of the functional
E(φ) =
1
2
‖∇φ‖22 +
a2
2
‖∆φ‖22 −
∫
φu2, φ ∈ D.
Moreover
(viii) if vn ⇀ v in H
1(R3), then φvn ⇀ φv in D.
Proof. Let us fix u ∈ H1(R3). Items (i) and (ii) are obvious.
Being K ∈ Lτ (R3) for τ ∈ (3,+∞], by well known properties of the convolution product, we have
(iii).
Moreover, since ∇K is bounded near 0 (see (3.6)) and, by (3.7), decays as | · |−2 at infinity, then
∇K ∈ Lτ (R3) for τ ∈ (3/2,+∞] and so we get (iv).
Property (v) holds since ∇φu ∈ L2(R3) and ∆φu = ∆K ∗ u2 ≤ 1/(a2| · |) ∗ u2 ∈ L2(R3).
Multiplying the second equation in (1.1) by the solution φu, integrating and using Lemma 3.1, we
find
‖φu‖2D ≤ C‖u2‖1‖φu‖∞ ≤ C‖u‖2‖φu‖D
and then
‖φu‖6 ≤ C‖φu‖D ≤ C‖u‖2.
obtaining (vi). Property (vii) is also trivial.
We conclude observing that for every ϕ ∈ C∞c (R3) we have
〈φvn , ϕ〉D = 4π
∫
v2nϕ→ 4π
∫
v2ϕ = 〈φv , ϕ〉D
and we obtain (viii) by density. 
3.2. The functional setting. It is easy to see that the critical points of the C1 functional
Fq(u, φ) =
1
2
‖∇u‖22 +
ω
2
‖u‖22 +
q2
2
∫
φu2 − q
2
16π
‖∇φ‖22 −
a2q2
16π
‖∆φ‖22 −
1
p
‖u‖pp
on H1(R3)×D are weak solutions of (1.1). Indeed if (u, φ) ∈ H1(R3)×D is a critical point of Fq
then
0 = ∂uFq(u, φ)[v] =
∫
∇u∇v + ω
∫
uv + q2
∫
φuv −
∫
|u|p−2uv, for all v ∈ H1(R3),
and
0 = ∂φFq(u, φ)[ξ] =
q2
2
∫
u2ξ − q
2
8π
∫
∇φ∇ξ − a
2q2
8π
∫
∆φ∆ξ, for all ξ ∈ D.
However the functional Fq is strongly unbounded from below and above and hence the usual
techniques of the Critical Point Theory cannot be used immediately. Hence we adopt a reduction
procedure which is successfully used also with other system of equations involving the coupling
between matter and electromagnetic field. Here we just revise the main argument. We refer the
reader to [5, 6] for the details. Then, first of all one observes that actually ∂φFq is a C
1 function.
Thus, if GΦ is the graph of the map Φ : u ∈ H1(R3) 7→ φu ∈ D, an application of the Implicit
Function Theorem gives
GΦ =
{
(u, φ) ∈ H1(R3)×D : ∂φFq(u, φ) = 0
}
and Φ ∈ C1(H1(R3);D).
Then we define the reduced functional
Jq(u) := Fq(u,Φ(u)) = 1
2
‖∇u‖22 +
ω
2
‖u‖22 +
q2
4
∫
φuu
2 − 1
p
‖u‖pp,
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which is of class C1 on H1(R3) and, for all u, v ∈ H1(R3)
J ′q(u)[v] = ∂uFq(u,Φ(u))[v] + ∂φFq(u,Φ(u)) ◦ Φ′(u)[v]
= ∂uFq(u,Φ(u))[v]
=
∫
∇u∇v + ω
∫
uv + q2
∫
φuuv −
∫
|u|p−2uv.
Rigorously the functional Jq should depend also on a > 0. However, for the sake of simplicity,
we do not write explicitly this dependence, which is deserved in Section 6 where the limit as a→ 0
is considered.
We have that the following statements are equivalent:
(i) the pair (u, φ) ∈ H1(R3)×D is a critical point of Fq, i.e. (u, φ) is a solution of (1.1);
(ii) u is a critical point of Jq and φ = φu.
In virtue of this, to solve problem (1.1) is equivalent to find the critical points of Jq, namely to
solve
−∆u+ ωu+ q2φuu = |u|p−2u in R3.
3.3. The Mountain Pass Geometry. We conclude this section showing that the functional Jq
satisfies the geometrical assumptions of the Mountain Pass Theorem [2].
Lemma 3.5. The functional Jq satisfies:
(i) Jq(0) = 0;
(ii) there exist δ, ρ > 0 such that Jq(u) > δ for all u ∈ H1(R3) with ‖u‖ = ρ;
(iii) there exists w ∈ H1(R3) with ‖w‖ > ρ such that Jq(w) < 0 for every q 6= 0 if p ∈ (3, 6),
and for q small enough if p ∈ (2, 3].
Proof. Property (i) is trivial.
Moreover, since φu = K ∗ u2 ≥ 0, by Sobolev inequality we have
J (u) ≥ C1‖u‖2 − C2‖u‖p
and so, if we take ρ > 0 small enough, we get (ii).
To prove (iii), we fix u 6= 0 in H1(R3) and distinguish two cases:
Case 1: p ∈ (3, 6).
Let uτ = τ
2u(τ ·). We have
Jq(uτ ) = τ
3
2
‖∇u‖22 +
τ
2
ω‖u‖22 + q2
τ3
4
∫∫
1− e− |x−y|τa
|x− y| u
2(x)u2(y)− τ
2p−3
p
‖u‖pp
≤ τ
3
2
‖∇u‖22 +
τ
2
ω‖u‖22 + q2
τ3
4
∫∫
u2(x)u2(y)
|x− y| −
τ2p−3
p
‖u‖pp
and the conclusion easily follows considering τ → +∞. Actually, if p ∈ (4, 6), the simpler curve
uτ = τu also works.
Case 2: p ∈ (2, 3].
Let uτ = τ
p
p−2u(τ ·). We have
(3.9) Jq(uτ ) ≤ τ
p+2
p−2
2
‖∇u‖22 +
τ
6−p
p−2
2
ω‖u‖22 + q2
τ
10−p
p−2
4
∫∫
u2(x)u2(y)
|x− y| −
τ
p2−3p+6
p−2
p
‖u‖pp
and since
6− p
p− 2 <
p+ 2
p− 2 <
p2 − 3p+ 6
p− 2 <
10− p
p− 2 ,
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arguing as in [35, Corollary 4.4] we have that, if q = 0, the right hand side of 3.9 is unbounded
from below (considering τ → +∞) and thus, for q small enough, its infimum is strictly negative
and we conclude. 
Remark 3.6. We observe explicitly that δ, ρ and w do not depend on q, neither on a; indeed the
term involving these two parameters has been successfully thrown away.
4. Existence for small q’s in the case p ∈ (2, 6)
In this section we prove an existence result for small q and p ∈ (2, 6). Actually, as we will see
in the next section, such a result will be improved in the case p ∈ (3, 6): we will be able to find
solutions of (1.1) for all q 6= 0.
Let us consider, for every T > 0, the truncated functional
Jq,T (u) := 1
2
‖∇u‖22 +
ω
2
‖u‖22 +
q2
4
KT (u)
∫∫
1− e− |x−y|a
|x− y| u
2(x)u2(y)− 1
p
‖u‖pp
where
KT (u) := χ
(‖u‖2
T 2
)
and χ ∈ C∞0 (R,R) satisfies
χ(s) :=

χ(s) = 1 for s ∈ [0, 1],
0 ≤ χ ≤ 1 for s ∈ [1, 2],
χ(s) = 0 for s ∈ [2,+∞[,
‖χ′‖∞ ≤ 2.
Observe that
J ′q,T (u)[u] = ‖∇u‖22 + ω‖u‖22 + q2KT (u)
∫∫
1− e− |x−y|a
|x− y| u
2(x)u2(y)
+
q2
2T 2
χ′
(‖u‖2
T 2
)
‖u‖2
∫∫
1− e− |x−y|a
|x− y| u
2(x)u2(y)− ‖u‖pp
Arguing as in Lemma 3.5 we have
Lemma 4.1. The functional Jq,T satisfies the geometric assumption of the Mountain Pass Theo-
rem, namely:
(i) Jq,T (0) = 0;
(ii) there exist δ, ρ > 0 such that for all u ∈ H1(R3) with ‖u‖ = ρ, Jq,T (u) ≥ δ;
(iii) there exists w ∈ H1(R3) with ‖w‖ > ρ such that Jq,T (w) < 0.
Proof. Property (i) is trivial.
By Sobolev inequality,
Jq,T (u) ≥ 1
2
‖∇u‖22 +
ω
2
‖u‖22 −
1
p
‖u‖pp ≥
1
2
‖u‖2 − C‖u‖p
an so, taking ρ small enough, we get (ii).
Finally, let us fix ψ ∈ C∞0 (R,R) with ‖ψ‖ = 1 and consider ψt := tψ for t > 0. If t is sufficiently
large, then
Jq,T (ψt) = t
2
2
− t
p
p
‖ψ‖pp < 0
and we get (iii). 
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Remark 4.2. As in Remark 3.6 we have that δ, ρ and w do not depend on q, a, T .
In virtue of the above Lemma we can define the Mountain Pass level for Jq,T , namely
cq,T := inf
γ∈Γq,T
max
t∈[0,1]
Jq,T (γ(t)) > 0,
where Γq,T :=
{
γ ∈ C([0, 1],H1(R3)) : γ(0) = 0,Jq,T (γ(1)) < 0
}
. By the Ekeland Variational Prin-
ciple (see also [38]) there exists a (PS) sequence {un} ⊂ H1(R3) for Jq,T at level cq,T .
We can define also
cq := inf
γ∈Γq
max
t∈[0,1]
Jq(γ(t)) > 0,
Γq :=
{
γ ∈ C([0, 1],H1(R3)) : γ(0) = 0,Jq(γ(1)) < 0
}
, the Mountain Pass level associated to Jq.
Since Jq,T ≤ Jq, we have that cq,T ≤ cq.
We show now that, for a suitable T > 0, we have that ‖un‖ ≤ T and then, being KT (un) = 1,
{un} is also a (PS) sequence for the untruncated functional Jq, at least for small values of q.
Lemma 4.3. There exists T > 0 independent on q and q∗ := q(T ) > 0 such that if q < q∗, then
lim sup
n
‖un‖ ≤ T .
Proof. Assume by contradiction that
(4.1) lim sup
n
‖un‖ > T.
Since
pJq,T (un)− J ′q,T (un)[un] =
(p
2
− 1
)
‖un‖2 +
(p
4
− 1
)
q2KT (un)
∫∫
1− e− |x−y|a
|x− y| u
2
n(x)u
2
n(y)
− q
2
2T 2
χ′
(‖un‖2
T 2
)
‖un‖2
∫∫
1− e− |x−y|a
|x− y| u
2
n(x)u
2
n(y)
and so
(p
2
− 1
)
‖un‖2 − ‖J ′q,T (un)‖‖un‖ ≤
(p
2
− 1
)
‖un‖2 + J ′q,T (un)[un]
= pJq,T (un)−
(p
4
− 1
)
q2KT (un)
∫∫
1− e− |x−y|a
|x− y| u
2
n(x)u
2
n(y)
+
q2
2T 2
χ′
(‖un‖2
T 2
)
‖un‖2
∫∫
1− e− |x−y|a
|x− y| u
2
n(x)u
2
n(y)
≤ pJq,T (un) +
∣∣∣p
4
− 1
∣∣∣ q2KT (un)∫∫ 1− e− |x−y|a|x− y| u2n(x)u2n(y)
+
q2
2T 2
∣∣∣∣χ′(‖un‖2T 2
)∣∣∣∣ ‖un‖2 ∫∫ 1− e− |x−y|a|x− y| u2n(x)u2n(y).
(4.2)
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Let w ∈ H1(R3) be as in (iii) of Lemma 4.1. Since Jq,T (un)→ cq,T as n→ +∞, there exists ν ∈ N
such that for all n ≥ ν
Jq,T (un) ≤ 2cq,T ≤ 2 max
t∈[0,1]
Jq,T (tw)
≤ 2 max
t∈[0,1]
[
t2
2
‖w‖2 − t
p
p
‖w‖pp
]
+
q2
2
max
t∈[0,1]
[
t4KT (tw)
∫∫
1− e− |x−y|a
|x− y| w
2(x)w2(y)
]
:= 2I1 +
q2
2
I2.
Observe that I1 > 0.
If t2‖w‖2 > 2T 2 then I2 = 0 and if t2‖w‖2 ≤ 2T 2, then
I2 ≤ 4T
4
‖w‖4
∫∫
1− e− |x−y|a
|x− y| w
2(x)w2(y).
Thus
(4.3) Jq,T (un) ≤ C1 + q2C2T 4.
Analogously, we get that
(4.4) KT (un)
∫∫
1− e− |x−y|a
|x− y| u
2
n(x)u
2
n(y) ≤ C3‖un‖4 ≤ 4C3T 4
and
(4.5)
∣∣∣∣χ′(‖un‖2T 2
)∣∣∣∣ ‖un‖2 ∫∫ 1− e− |x−y|a|x− y| u2n(x)u2n(y) ≤ C4T 6.
Putting (4.3)–(4.5) in (4.2) we have(p
2
− 1
)
‖un‖2 − ‖J ′q,T (un)‖‖un‖ ≤ C5 + q2C6T 4.
On the other hand, since ‖J ′q,T (un)‖ → 0 as n→ +∞ and by (4.1), we have(p
2
− 1
)
‖un‖2 − ‖J ′q,T (un)‖‖un‖ ≥ C7T 2 − T
and so
C7T
2 − T ≤ C5 + q2C6T 4
which gives a contradiction if q = q(T ) is sufficiently small and for large T . 
Remark 4.4. Observe that the above proof shows that T and q∗ = q(T ) do not depend on a > 0.
Hence, for every q ∈ (0, q∗), we have a bounded (PS) sequence {un}, which actually depends on
q and a, for the functional Jq,T at the level cq,T .
However since the bound is exactly T , which gives Jq,T (un) = Jq(un) and cq,T = cq, we have
(4.6) Jq(un)→ cq > 0 , J ′q(un)→ 0, as n→ +∞.
Moreover we can assume that un ⇀ u0 in H
1(R3).
The next result helps us to recover the compactness of the bounded (PS) sequence {un} we have
found. For the reader convenience, we give its proof in Appendix B.
Lemma 4.5 (Splitting). Let {un} be a bounded (PS) sequence for Jq at level d > 0 and assume
that un ⇀ u0 in H
1(R3). Then, up to subsequences, eihter un strongly converges to u0, or there
exist ℓ ∈ N, {z(k)n } ⊂ R3 for 1 ≤ k ≤ ℓ, w1, . . . , wℓ ∈ H1(R3) such that
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(i) |z(k)n | → +∞ for all 1 ≤ k ≤ ℓ and |z(k)n − z(h)n | → +∞ for all 1 ≤ k 6= h ≤ ℓ, as n→ +∞;
(ii) wk 6= 0 and J ′q(wk) = 0 for all 1 ≤ k ≤ ℓ;
(iii)
∥∥∥un − u0 −∑ℓk=1wk(·+ z(k)n )∥∥∥ = on(1);
(iv) d = Jq(u0) +
∑ℓ
k=1 Jq(wk);
(v) Jq(un) = Jq(u0) +
∑ℓ
k=1 Jq(wk) + on(1).
Then we can easily conclude the proof of Theorem 1.1.
Indeed let {un} the bounded (PS) sequence for Jq at level cq > 0 obtained in (4.6). By Lemma
4.5 we have the following possibilities:
• if un → u0 we have finished being u0 a solution;
• if there exists w ∈ {u0, w1, . . . , wℓ} such that Jq(w) < 0 we have finished, being w a
nontrivial solution;
• if Jq(u0),Jq(w1), . . . ,Jq(wℓ) ≥ 0, by (iv) in Lemma 4.5 we have that
cq = Jq(u0) +
ℓ∑
k=1
Jq(wk) > 0
and we conclude.
From now on we will denote a generic solution by u.
5. Existence for all q’s in the case p ∈ (3, 6)
In this section we prove the existence of solutions of (1.1) for every q 6= 0, but only for p large,
and, as we said in the Introduction, for radial symmetric functions. Observe that if u is radial, also
φu is.
First we give some convergence properties in the radial setting recalling that H1r (R
3) is compactly
embedded in Ls(R3) for s ∈ (2, 6) by the celebrated Strauss Lemma [36].
Lemma 5.1. If un ⇀ u in H1r (R
3), then
(i) φun → φu in D;
(ii)
∫
φunu
2
n →
∫
φuu
2.
Proof. To prove (i) we define the linear and continuous operators on D
Tn(ϕ) =
∫
ϕu2n and T(ϕ) =
∫
ϕu2
represented, by the Riesz Theorem, respectively by φun and φu. Then, by the Hölder inequality,
‖φun − φu‖D = ‖Tn − T‖D′ ≤ C‖u2n − u2‖6/5 → 0.
Moreover from (i) and the Hölder inequality we easily get (ii). 
5.1. The case p ∈ [4, 6). In this case any (PS) sequence for Jq is bounded. In fact, if {un} ⊂
H1(R3) is a (PS) sequence, that is
|Jq(un)| ≤M, J ′q(un) = on(1),
then,
pM + c‖un‖ ≥ pJq(un)− J ′q(un)[un] =
p− 2
2
‖u‖2 + q2 p− 4
4
∫
φuu
2 ≥ C‖un‖2,
from which the boundedness of {un} follows.
The next Lemma is standard, since we have compactness.
NONLINEAR SCHRÖDINGER-BOPP-PODOLSKY SYSTEM 17
Lemma 5.2. Let p ∈ (2, 6). Any bounded sequence {un} ⊂ H1r (R3) such that J ′q(un) → 0 has a
convergent subsequence.
Proof. We can assume, up to subsequence, that un ⇀ u in H
1
r (R
3) and un → u in Lp(R3) for
p ∈ (2, 6). By Lemma 5.1 we have also that φun → φu in D. By defining the Riesz isomorphism
R = −∆+ ωI : H1r (R3)→ H−1r (R3), by
R(un) + q
2φunun = |un|p−2un + on(1)
we have
un = −q2R−1(φunun) + R−1(|un|p−2un) + on(1).
It is standard to see that each term in the right hand side is convergent in H1r (R
3), however, for
the reader’s convenience, we give a short proof. Observe that
‖φunun‖3/2 ≤ ‖un‖2‖φun‖6 ≤ ‖un‖‖φun‖D ≤ C
and, since by duality, L
3/2
r (R3) →֒→֒ H−1r (R3) we deduce {φunun} is convergent in H−1r (R3), and
consequently R−1(φunun) also is. Analogously,
‖|un|p−2u‖p′ = ‖un‖p−1p ≤ C‖un‖p−1 ≤ C
and again the compact embedding of Lp
′
r (R3) into H−1r (R
3) guarantees that {|un|p−2un} is conver-
gent into H−1r (R
3) and so we conclude. 
Putting together Lemma 3.5, Lemma 5.2 and the boundedness of the (PS) sequences, the Moun-
tain Pass Theorem allows to get a solution of (1.1).
5.2. The case p ∈ (3, 4). To study this case, we apply the following result
Theorem 5.3 ( [29, Theorem 1.1]). Let X be a Banach space with a norm ‖ · ‖ and let L ⊂ R+ be
an interval. We consider a family {Iλ} of C1 functionals on X of the form
Iλ(u) = A(u)− λB(u), ∀λ ∈ L,
where B(u) ≥ 0 for all u ∈ X and either A(u) → +∞ or B(u)→ +∞ as ‖u‖ → +∞. We assume
that there exist two functions v1, v2 ∈ X such that
cλ = inf
γ∈Γ
max
t∈[0,1]
Iλ(γ(t)) > max{Iλ(v1), Iλ(v2)}, ∀λ ∈ L,
Γ = {γ ∈ C([0, 1],X) : γ(0) = v1, γ(1) = v2}. Then for almost all λ ∈ L, there exists a bounded
(PS) sequence {un(λ)} ⊂ X of Iλ at level cλ.
Let then, for λ ∈ [1/2, 1],
Jq,λ(u) := 1
2
‖∇u‖22 +
ω
2
‖u‖22 +
q2
4
∫
φuu
2 − λ
p
‖u‖pp.
The Mountain Pass Geometry for Jq,λ, which can be proved arguing as in Lemma 3.5, ensures that
cλ := inf
γ∈Γq,λ
max
t∈[0,1]
Jq,λ(γ(t)) > 0,
where Γq,λ = {γ ∈ C([0, 1];H1r (R3)) : γ(0) = 0, γ(1) = w} and w ∈ H1r (R3) is such that Jq,λ(w) <
0. Then Theorem 5.3 gives, for a sequence {λj} ⊂ [1/2, 1] such that limj λj = 1, a bounded (PS)
sequence {un,λj} at level cλj for the functional Jq,λj .
Observe that, for all j ∈ N, cλj ∈ [c1, c1/2].
In view of Lemma 5.2 we can assume that, up to subsequence, for every j ∈ N, {un,λj} strongly
converges to some uλj ∈ H1r (R3) satisfying
Jq,λj(uλj ) = cλj , J ′q,λj(uλj ) = 0.
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In particular, being such uλj a solution of the equation
−∆u+ ωu+ q2φuu = λj|u|p−2u in R3,
and, arguing as in Appendix A.3, it satisfies the Pohozaev identity
1
2
‖∇uλj‖22 +
3
2
ω‖uλj‖22 −
q2
16π
‖∇φj‖22 +
q2a2
16π
‖∆φj‖22 +
3
2
q2
∫
φju
2
λj −
3λj
p
‖uλj‖pp = 0
with φj := φuλj , which can be written also as
(5.1) − ‖∇uλj‖22 −
q2
16π
‖∇φj‖22 +
q2a2
16π
‖∆φj‖22 +
3
4
q2
∫
φju
2
λj + 3cλj = 0.
Moreover
pcλj = pJq,λj(uλj )− J ′q,λj(uλj )[uλj ]
=
(p
2
− 1
)
‖∇uλj‖22 +
(p
2
− 1
)
ω‖uλj‖22 + q2
(p
4
− 1
)∫
φju
2
λj .
(5.2)
Thus, using (5.1) and (5.2), we get
(p− 3)‖∇uλj‖22 +
p− 2
2
ω‖uλj‖22 =
(p
2
− 2
)
‖∇uλj‖22 +
(p
2
− 1
)
‖∇uλj‖22 +
(p
2
− 1
)
ω‖uλj‖22
=
(
5
2
p− 6
)
cλj +
q2
8π
(p
4
− 1
)(
−‖∇φj‖22 + a2‖∆φj‖22 + 4π
∫
φju
2
λj
)
=
(
5
2
p− 6
)
cλj +
q2a2
4π
(p
4
− 1
)
‖∆φj‖22
≤ 5p − 12
2
c1/2
(5.3)
which gives directly the boundedness of {uλj}.
We show now that {uλj} is indeed a (PS) sequence for the unperturbed functional Jq. Indeed due
to the boundedness of {uλj} in H1r (R3):
Jq(uλj ) = Jq,λj(uλj )− (1− λj)‖uλj‖pp = cλj + oj(1)
implying the boundedness of {Jq(uλj )}. Moreover
sup
‖v‖≤1
|J ′q(uλj )[v]| = sup
‖v‖≤1
∣∣∣J ′q,λj(uλj )[v]− (1− λj)p ∫ |uλj |p−2uλjv∣∣∣
≤ ‖J ′q,λj(uλj )‖+ (1− λj)pC‖uλj‖p−1p
= oj(1).
But then, in view of Lemma 5.2, up to subsequence uλj → u and so J ′q(u) = 0, meaning that u is
a solution of (1.1) we were looking for.
We conclude the section with the following remark that will be useful in the next section.
Remark 5.4. In the radial setting we can repeat the arguments in Section 4 replacing the Splitting
Lemma 4.5 by standard arguments using the compact embedding of H1r (R
3) into Lp(R3), p ∈ (2, 6),
Lemma B.1, and Lemma 5.1. In such a way, using the notations introduced in Lemma 4.3, for
every q < q∗ we get a solution u such that ‖u‖ ≤ T .
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6. The behaviour as a→ 0 in the radial case
This section is devoted to the proof of Theorem 1.3. We begin by showing the following prelim-
inary result.
Lemma 6.1. Consider f0 ∈ L6/5(R3), {fa}a∈(0,1) ⊂ L6/5(R3) and let
φ0 ∈ D1,2(R3) be the unique solution of −∆φ = f0 in R3
and
φa ∈ D be the unique solution of −∆φ+ a2∆2φ = fa in R3.
As a→ 0 we have:
(i) if fa ⇀ f0 in L6/5(R3), then φa ⇀ φ0 in D1,2(R3);
(ii) if fa → f0 in L6/5(R3), then φa → φ0 in D1,2(R3) and a∆φa → 0 in L2(R3).
Proof. By
‖∇φa‖22 + a2‖∆φa‖22 =
∫
faφa ≤ C‖fa‖6/5‖∇φa‖2
we deduce
‖∇φa‖2 ≤ C‖fa‖6/5, ‖a∆φa‖2 ≤ C‖fa‖6/5.
Then there exists φ∗ ∈ D1,2(R3) such that φa ⇀ φ∗ in D1,2(R3). Passing to the limit as a→ 0 in
the identity ∫
∇φa∇ϕ+ a2
∫
∆φa∆ϕ =
∫
faϕ, ϕ ∈ C∞c (R3),
and using that ∣∣∣a2 ∫ ∆φa∆ϕ∣∣∣ ≤ a‖a∆φa‖2‖∆ϕ‖2 ≤ aC → 0,
we get ∫
∇φ∗∇ϕ =
∫
f0ϕ.
Then, by the uniqueness, φ∗ = φ
0 proving (i).
Assume now that fa → f0 in L6/5(R3). Of course we have
(6.1) ‖∇φ0‖22 ≤ lim inf
a→0
‖∇φa‖22.
Let {ϕn} ⊂ C∞c (R3) such that ϕn → φ0 in D1,2(R3) as n→ +∞. Since φa minimizes the functional
Ea(φ) =
1
2
‖∇φ‖22 +
a2
2
‖∆φ‖22 −
∫
faφ, φ ∈ D,
we have
1
2
‖∇φa‖22 = Ea(φa)−
a2
2
‖∆φa‖22 +
∫
faφa
≤ Ea(ϕn) +
∫
faφa
=
1
2
‖∇ϕn‖22 +
a2
2
‖∆ϕn‖22 −
∫
faϕn +
∫
faφa
and then
(6.2) lim sup
a→0
1
2
‖∇φa‖22 ≤
1
2
‖∇ϕn‖22 −
∫
f0ϕn +
∫
f0φ0.
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Passing to the limit in n in (6.2) we get
(6.3) lim sup
a→0
‖∇φa‖22 ≤ ‖∇φ0‖22.
By (6.1), (6.3) and the convergence φa ⇀ φ0 in D1,2(R3) we infer φa → φ0 in D1,2(R3).
Finally we see that, for a→ 0,
‖a∆φa‖22 =
∫
faφa − ‖∇φa‖22 →
∫
f0φ0 − ‖∇φ0‖22 = 0
and the proof is complete. 
Now we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. From now on we fix q according to the restriction of Theorem 1.1, and let
{ua, φa} ⊂ H1r (R3)×Dr be the family of the solutions of (1.1) for this fixed value q. We are using
the notation φa := φa
u
a . In contrast to the previous sections we use the explicit dependence on a
also in the functional. Then, the functions {ua} solve
−∆u+ ωu+ q2φau = |u|p−2u in R3
and are critical point of J aq at the Mountain Pass value caq > 0.
Our first aim is to show the boundedness of {ua}a∈(0,1) in H1r (R3).
Let
c0q := inf
γ∈Γ0
max
t∈[0,1]
J 0(γ(t)) ≥ caq > 0,
where Γ0 :=
{
γ ∈ C([0, 1],H1r (R3)) : γ(0) = 0,J 0(γ(1)) < 0
}
,
J 0(u) := 1
2
‖∇u‖22 +
ω
2
‖u‖22 +
q2
4
∫∫
u2(x)u2(y)
|x− y| −
1
p
‖u‖pp
is the functional related to (1.3).
We distinguish three cases.
Case A: p ∈ [4, 6).
We have
c0q ≥ caq = J aq (ua)−
1
p
(J aq )′(ua)[ua] =
p− 2
2p
‖ua‖2 + p− 4
4p
∫
φa(ua)2 ≥ p− 2
2p
‖ua‖2.
Case B: p ∈ (3, 4).
Arguing as in (5.3), since ua is a solution at the Mountain Pass level caq , we infer
(p− 3)‖∇ua‖22 +
p− 2
2
ω‖ua‖22 ≤
5p − 12
2
caq ≤
5p− 12
2
c0q .
Case C: p ∈ (2, 3].
By Remark 5.4 we already know that ‖ua‖ ≤ T , with T that does not depend on a (see Remark
4.4).
Hence in any case {ua} is bounded in H1r (R3) and there exists u0 ∈ H1r (R3) such that, up to
subsequences, ua ⇀ u0 in H1r (R
3) as a → 0. In particular (ua)2 → (u0)2 in L6/5(R3) and by (ii)
of Lemma 6.1 we infer that φa → φ0, where φ0 ∈ D1,2r (R3) is the unique solution of −∆φ = 4πu20
in R3. The fact that ua → u0 in H1r (R3) is done as in Lemma 5.2 since the proof can be merely
repeated using Lemma 6.1.
Let now ϕ ∈ C∞c (R3) with supp(ϕ) = Ω. We know that
〈ua, ϕ〉 + q2
∫
Ω
φauaϕ =
∫
Ω
|ua|p−2uaϕ.
NONLINEAR SCHRÖDINGER-BOPP-PODOLSKY SYSTEM 21
We want to pass to the limit as a→ 0 in each term. Of course
(6.4) 〈ua, ϕ〉 → 〈u0, ϕ〉,
and, as follows by standard arguments,∫
Ω
|ua|p−2uaϕ→
∫
Ω
|u0|p−2u0ϕ.
Moreover, since φa → φ0 in L6(R3), ua → u0 in L12/5(Ω) and ϕ ∈ L12/5(Ω), by the Hölder inequality
we easily get
(6.5)
∫
Ω
φauaϕ→
∫
Ω
φ0u0ϕ.
Then by (6.4)-(6.5) we arrive at
〈u0, ϕ〉+ q2
∫
Ω
φ0u0ϕ =
∫
Ω
|u0|p−2u0ϕ
which shows that (u0, φ0) solves (1.3). 
Appendix A. Properties of solutions and nonexistence
In this appendix we show that our solutions are indeed classical. Moreover we prove, by means
of Nehari and Pohožaev type identities, some nonexistence results.
A.1. Regularity of the solutions. We remark here that the weak solutions we find are indeed
classical solutions. This is based on standard bootstrap arguments that we briefly recall here.
Let us first observe that if (u, φ) ∈ H1(R3) × D is a weak solution of (1.1) then ψ := −a2∆φ+ φ
solves weakly, in any bounded domain Ω, the equation
−∆ψ = 4πu2 in Ω.
Now, being u2 ∈ L3(R3) it holds (see e.g. [28, Theorem 9.9])
(A.1) − a2∆φ+ φ = ψ ∈W 2,3loc (R3).
Since φ ∈ H1loc(R3) is a weak solution of (A.1) with ψ ∈ W 2,2loc (R3), by higher interior regularity
(see e.g. [28, Theorem 8.10]), we deduce φ ∈W 4,2loc (R3) and by the Sobolev embedding (see e.g. [1,
Theorem 5.4]) we deduce that φ ∈ C2,λloc (R3), λ ∈ (0, 1/2].
Then considering the equation
−∆u+ ωu+ q2φu = |u|p−2u
we deduce by bootstrap arguments that u ∈ C2,λloc (R3). But then, being
−∆ψ = 4πu2 ∈ H2loc(R3),
it holds again by [28, Theorem 8.10] that
−a2∆φ+ φ = ψ ∈ H4loc(R3)
and then, by higher interior regularity and Sobolvev embedding, φ ∈ H6loc(R3) →֒ C4,λloc (R3), λ ∈
(0, 1/2].
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A.2. A useful identity. We define the Fourier transform of a function f ∈ L1(R3) by the formula
F(f)(x) := 1
(2π)3/2
∫
e−ixyf(y)dy.
If f ∈ L2(R3) its Fourier transform is defined by the usual approximation procedure. With this
definition we have, for f, g ∈ L2(R3),
F(f ∗ g) = (2π)3/2F(f)F(g) and
∫
F(f)F(g) =
∫
fg.
Then, by classical results in Fourier analysis (observe that the functions involved are e.g. in
L1(R3) ∩ L2(R3)), we get for any a > 0,
F(e−|·|/a)(x) =
√
2
π
2a3
(1 + a2|x|2)2 and F
(e−|·|/a
| · |
)
(x) =
√
2
π
a2
1 + a2|x|2 .
Then by recalling (3.5) we have
F(∆K ∗∆K) = (2π)3/2F(∆K)F(∆K) = 4
√
2π
(1 + a2| · |2)2(A.2)
from which we deduce
∆K ∗∆K = 2π
a3
e−|·|/a.
Since for u ∈ H1(R3) it is ∆φu = ∆K ∗ u2 (see Lemma 3.3 and item (v) in Lemma 3.4), in virtue
of (A.2), we get
‖∆φu‖22 =
∫
|F(∆φu)|2
= (2π)3/2
∫
F(u2)F(∆K)F(∆φu)
=
∫
F(u2)F(∆K ∗∆φu)
=
∫
u2∆K ∗∆K ∗ u2
=
2π
a3
∫∫
e−|x−y|/au2(x)u2(y)dxdy.
(A.3)
In another words we have the identity∫ (∫ e−|x−y|/a
|x− y| u
2(y)dy
)2
dx = 2πa
∫∫
e−|x−y|/au2(x)u2(y)dxdy
true for any u ∈ H1(R3).
A.3. The Pohožaev identity. Let (u, φ) ∈ H1(R3)×D be a nontrivial solution of (1.1). Recall
that φ = φu. We have
(A.4) ‖∇u‖22 + ω‖u‖22 + q2
∫
φu2 − ‖u‖pp = 0
and
(A.5) ‖∇φ‖22 + a2‖∆φ‖22 = 4π
∫
φu2,
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that are usually called Nehari identities.
Moreover (u, φ) satisfies also the following Pohožaev identity
(A.6) − 1
2
‖∇u‖22 −
3
2
ω‖u‖22 +
q2
16π
‖∇φ‖22 −
q2a2
16π
‖∆φ‖22 −
3
2
q2
∫
φu2 +
3
p
‖u‖pp = 0.
In fact, if (u, φ) solve (1.1), recalling the regularity proved in Section A.1, for every R > 0, we have∫
BR
−∆u(x · ∇u) = −1
2
∫
BR
|∇u|2 − 1
R
∫
∂BR
|x · ∇u|2 + R
2
∫
∂BR
|∇u|2,(A.7) ∫
BR
φu(x · ∇u) = −1
2
∫
BR
u2(x · ∇φ)− 3
2
∫
BR
φu2 +
R
2
∫
∂BR
φu2,(A.8) ∫
BR
u(x · ∇u) = −3
2
∫
BR
u2 +
R
2
∫
∂BR
u2,(A.9) ∫
BR
|u|p−2u(x · ∇u) = −3
p
∫
BR
|u|p + R
p
∫
∂BR
|u|p,(A.10)
where BR is the ball of R
3 centered in the origin and with radius R (see also [22]), and, since
∆2φ(x · ∇φ) = div
(
∇∆φ(x · ∇φ)−∆φ∇φ− F+ x(∆φ)
2
2
)
+
(∆φ)2
2
,
where Fi = ∆φ(x · ∇(∂iφ)), i = 1, 2, 3, then
(A.11)
∫
BR
∆2φ(x · ∇φ) = 1
2
∫
BR
(∆φ)2 +
∫
∂BR
(
∇∆φ(x · ∇φ)−∆φ∇φ− F+ x(∆φ)
2
2
)
· ν.
Multiplying the first equation of (1.1) by x ·∇u and the second equation by x ·∇φ and integrating
on BR, by (A.7), (A.8), (A.9), (A.10), and (A.11) we get
−1
2
∫
BR
|∇u|2 − 1
R
∫
∂BR
|x · ∇u|2 + R
2
∫
∂BR
|∇u|2 − 3
2
ω
∫
BR
u2 +
R
2
ω
∫
∂BR
u2
− q
2
2
∫
BR
u2(x · ∇φ)− 3
2
q2
∫
BR
φu2 + q2
R
2
∫
∂BR
φu2 = −3
p
∫
BR
|u|p + R
p
∫
∂BR
|u|p
(A.12)
and
4π
∫
BR
u2(x · ∇φ) = −1
2
∫
BR
|∇φ|2 − 1
R
∫
∂BR
|x · ∇φ|2 + R
2
∫
∂BR
|∇φ|2 + a
2
2
∫
BR
(∆φ)2
+ a2
∫
∂BR
(
∇∆φ(x · ∇φ)−∆φ∇φ− F+ x(∆φ)
2
2
)
· ν.
(A.13)
Substituting (A.13) into (A.12) we obtain
−1
2
∫
BR
|∇u|2 − 3
2
ω
∫
BR
u2 +
q2
16π
∫
BR
|∇φ|2 − q
2a2
16π
∫
BR
(∆φ)2 − 3
2
q2
∫
BR
φu2 +
3
p
∫
BR
|u|p
=
1
R
∫
∂BR
|x · ∇u|2 − R
2
∫
∂BR
|∇u|2 − R
2
ω
∫
∂BR
u2 − q2R
2
∫
∂BR
φu2 +
R
p
∫
∂BR
|u|p
− q
2
8πR
∫
∂BR
|x · ∇φ|2 + q
2R
16π
∫
∂BR
|∇φ|2
+
q2a2
8π
∫
∂BR
(
∇∆φ(x · ∇φ)−∆φ∇φ− F+ x(∆φ)
2
2
)
· ν.
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Using the same arguments as in [22, Proof of Theorem 1.1] we have that the right hand side tends
to zero as R→ +∞, since∫
∂BR
∇∆φ(x · ∇φ) · ν = R
∫
∂BR
∂∆φ
∂ν
∂φ
∂ν
→ 0,∫
∂BR
∆φ∇φ · ν =
∫
∂BR
∆φ
∂φ
∂ν
→ 0,∫
∂BR
F · ν = R
∫
∂BR
∂2φ
∂ν2
→ 0,
1
2
∫
∂BR
(∆φ)2x · ν = R
2
∫
∂BR
(∆φ)2 → 0,
and so we get (A.6).
Finally we observe that, using (A.3), the Pohožaev identity (A.6) can be written also as
(A.14) − 1
2
‖∇u‖22 −
3
2
ω‖u‖22 −
q2
4a
∫∫ [
5
1 − e− |x−y|a
|x− y|/a + e
−
|x−y|
a
]
u2(x)u2(y)dxdy +
3
p
‖u‖pp = 0.
A.4. A nonexistence result. Using the identities recalled before, we are able to show nonexis-
tence results for p ≤ 2 and for p ≥ 6.
In fact, if (u, φ) ∈ H1(R3)×D is a nontrivial solution of (1.1) and p ≥ 6, replacing (A.4) and (A.5)
into (A.6) we get
0 = −1
2
‖∇u‖22 −
3
2
ω‖u‖22 +
q2
16π
‖∇φ‖22 −
q2a2
16π
‖∆φ‖22 −
3
2
q2
∫
φu2 +
3
p
‖u‖pp
=
(
3
p
− 1
2
)
‖∇u‖22 +
(
3
p
− 3
2
)
ω‖u‖22 −
q2a2
8π
‖∆φ‖22 +
(
3
p
− 5
4
)
q2
∫
φu2
≤ −ω‖u‖22 < 0.
Moreover, if p ≤ 2, replacing (A.14) into (A.5) and using (3.8), we have
0 = ‖∇u‖22 + ω‖u‖22 + q2
∫
φu2 − ‖u‖pp
=
(
1− p
6
)
‖∇u‖22 +
(
1− p
2
)
ω‖u‖22 +
(
1− 5
12
p
)
q2
∫∫
1− e− |x−y|a
|x− y| u
2(x)u2(y)dxdy
− q2 p
12a
∫∫
e−
|x−y|
a u2(x)u2(y)dxdy
=
(
1− p
6
)
‖∇u‖22 +
(
1− p
2
)
ω‖u‖22
+
q2
a
∫∫ [(
1− 5
12
p
)
1− e− |x−y|a
|x− y|/a −
p
12
e−
|x−y|
a
]
u2(x)u2(y)dxdy
≥ 2
3
‖∇u‖22 +
q2
6a
∫∫ [
1− e− |x−y|a
|x− y|/a − e
− |x−y|
a
]
u2(x)u2(y)dxdy > 0
since the function in the parenthesis is positive.
Appendix B. Proof of Lemma 4.5
This appendix is devoted to the proof of the Splitting Lemma. To do this, we need some
preliminary results.
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Lemma B.1. The weak limit of a (PS) sequence for Jq in H1(R3) is a critical point of Jq.
Proof. Let {vn} ⊂ H1(R3) be a (PS) sequence for Jq and v its weak limit. Then, for all ϕ ∈ C∞0 (R3)
we have that
J ′q(vn)[ϕ] =
∫
∇vn∇ϕ+ ω
∫
vnϕ+ q
2
∫
φvnvnϕ−
∫
|vn|p−2vnϕ→ 0 as n→ +∞.
Due to the strong convergence of vn to v in L
q
loc(R
3) for 1 ≤ q < 6, to conclude it is enough to
prove that ∫
φvnvnϕ→
∫
φvvϕ.
Observe that ∣∣∣∣∫ φvnvnϕ− ∫ φvvϕ∣∣∣∣ ≤ ∫ φvn |vn − v||ϕ|︸ ︷︷ ︸
I1
+
∫
|φvn − φv||vϕ|︸ ︷︷ ︸
I2
.
By the Hölder inequality, the boundedness of {φvn} in L6(R3), see (vi) in Lemma 3.4, and the
strong convergence of vn to v in L
3
loc(R
3) we get
I1 ≤ ‖φvn‖6‖vn − v‖L2(suppϕ)‖ϕ‖L3(suppϕ) → 0 as n→ +∞.
On the other hand, using Lemma 3.4, item (viii) we infer
I2 ≤ ‖φvn − φv‖L2(suppϕ)‖vϕ‖L2(suppϕ) → 0 as n→ +∞,
completing the proof by density. 
Lemma B.2. For every v ∈ H1(R3) and vn ⇀ 0 in H1(R3), we have
Jq(vn + v)− Jq(vn)− Jq(v)→ 0 as n→ +∞.
Proof. By ‖vn + v‖2 = ‖vn‖2 + ‖v‖2 + on(1) and the Brezis-Lieb Lemma it is enough to show that∫
φvn+v(vn + v)
2 −
∫
φvnv
2
n −
∫
φvv
2 → 0 as n→ +∞.
But∫
φvn+v(vn + v)
2 −
∫
φvnv
2
n −
∫
φvv
2 = 4
∫
φvnvnv + 2
∫
φvnv
2 + 4
∫
(K ∗ vnv)vnv + 4
∫
φvvnv,
and each term in the right hand side above converges to zero. Let us see the proof of the second
one, being the proof of the other terms completely analogous.
For a subset A ⊂ R3 let us denote with 1A its characteristic function. Let B1 and B2 be two
spheres centered in 0 with radius R1 and R2. We first write∫
φvnv
2 =
∫
(K ∗ 1B1v2n)v2 +
∫
(K ∗ 1Bc1v2n)1B2v2 +
∫
(K ∗ 1Bc1v2n)1Bc2v2.
Then, since K ≤ 1/a, we easily get∫
(K ∗ 1B1v2n)v2 ≤
1
a
‖vn‖2L2(B1)‖v‖22 → 0,∫
(K ∗ 1Bc1v2n)1Bc2v2 ≤
1
a
‖vn‖22‖v‖2L2(Bc2) <
1
n
,
if R2 = R2(n) is taken sufficiently large, and, using that K ≤ |x|−1,∫
(K ∗ 1Bc1v2n)1B2v2 ≤
∫∫
B2×Bc1
v2n(y)v
2(x)
|x− y| dxdy ≤
‖v‖22‖vn‖22
|R1 −R2| <
1
n
taking R1 = R1(n) sufficiently large. 
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Let us recall the Lions Lemma
Lemma B.3. Let 2 < r < 6. There exists a constant C > 0 such that
∀u ∈ H1(R3) : ‖u‖r ≤
(
sup
z∈Z3
‖u‖L2(z+Q)
)(r−2)/r
‖u‖2/r
where Q = [0, 1]3.
As a consequence of this lemma we infer
Lemma B.4. Let {vn} ⊂ H1(R3) be a sequence such that vn ⇀ 0 in H1(R3). Then J ′q(vn)→ 0.
If, in addition, vn 6→ 0 in H1(R3), then, up to subsequences,
∃{zn} ⊂ Z3 with |zn| → +∞ such that lim
n
‖vn‖Lp(zn+Q) > 0.
Proof. Let ϕ ∈ C∞c (R3) and Ω := supp ϕ. We have
J ′q(vn)[ϕ] = 〈vn, ϕ〉+
∫
Ω
φvnvnϕ−
∫
Ω
|vn|p−2vnϕ.
Then the first part follows by observing that∣∣∣∣∫
Ω
φvnvnϕ
∣∣∣∣ ≤ 1a‖vn‖22‖vn‖L2(Ω)‖ϕ‖L2(Ω) = on(1),∣∣∣∣∫
Ω
|vn|p−2vnϕ
∣∣∣∣ ≤ ‖vn‖p−1Lp′ (Ω)‖ϕ‖Lp(Ω) = on(1),
uniformly in ϕ. We conclude by density.
Assume now that vn 6→ 0. Then there exists a subsequence, that we rename again vn, such that
‖vn‖ → α > 0. If lim infn supz∈Z3 ‖vn‖Lp(z+Q) = 0, the Lions Lemma B.3 gives lim infn ‖vn‖p = 0
and then we have
0 < α = lim inf
n
‖vn‖2 ≤ lim
n
J ′q(vn)[vn] + lim infn ‖vn‖
p
p = 0,
reaching a contradiction. Hence lim infn supz∈Z3 ‖vn‖Lp(z+Q) > 0 and then there exists a sequence
{zn} ⊂ Z3 such that
lim
n
‖vn‖Lp(zn+Q) > 0.
The sequence {zn} has to be unbounded. Otherwise, if for some R > 0 it is zn +Q ⊂ BR for all
n ∈ N, we have the contradiction
0 < lim
n
‖vn‖Lp(zn+Q) ≤ limn ‖vn‖Lp(BR) = 0,
concluding the proof. 
Finally we recall two basic facts.
Lemma B.5. Let {yn} ⊂ R3, v ∈ H1(R3), {vn} ⊂ H1(R3) be bounded.
(i) If |yn| → +∞, then v(·+ yn) ⇀ 0 in H1(R3).
(ii) If {yn} is bounded, then, up to a subsequence,
vn 6⇀ 0 in H1(R3) =⇒ vn(·+ yn) 6⇀ 0 in H1(R3).
Proof. For the first part, if w ∈ H1(R3) and ε > 0, then there exists ϕε ∈ C∞c (R3) such that
‖w − ϕε‖ ≤ ε. Consequently
|〈v(· + yn), w〉| ≤ |〈v(· + yn), w − ϕε〉|+ |〈v(· + yn), ϕε〉| ≤ ε‖v‖ + on(1)
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proving that lim supn |〈v(· + yn), w〉| ≤ ε‖v‖.
To show the second part, let ϕ ∈ C∞c (R3) and y ∈ R3 be such that 〈vn, ϕ〉 → η 6= 0 and yn → y.
We have
〈vn(·+ yn), ϕ(· + y)〉 = 〈vn, ϕ(·+ y − yn)〉 = 〈vn, ϕ〉+ 〈vn, ϕ(·+ y − yn)− ϕ〉.
Moreover, by the Lebesgue Theorem,
|〈vn, ϕ(·+ y − yn)− ϕ〉| ≤ C‖ϕ(· − yn)− ϕ(· − y)‖ = C‖ϕ(· − yn)− ϕ(· − y)‖H1(K) = on(1)
where K ⊂ R3 is a suitable compact set, completing the proof. 
Now we are able to give the proof of Lemma 4.5.
Proof of Lemma 4.5. By Lemma B.1 we know that J ′q(u0) = 0. Let us divide the proof in various
steps.
STEP 1: We have two possibilities.
Case 1a: If un → u0 in H1(R3), then the first alternative in the Lemma follows and the proof is
concluded.
Case 1b: If un 6→ u0 in H1(R3), then we set u(1)n := un − u0, which satisfies, in view of Lemma
B.4 and Lemma B.2, we have:
(1bi) u
(1)
n ⇀ 0 in H1(R3),
(1bii) J ′q(u(1)n )→ 0,
(1biii) Jq(u(1)n )→ d− Jq(u0).
Moreover, again by Lemma B.4, we have that
(B.1) ∃{z(1)n } ⊂ Z3 with |z(1)n | → +∞ such that limn ‖u
(1)
n ‖Lp(z(1)n +Q) > 0.
Setting u˜
(1)
n := u
(1)
n (· − z(1)n ), we easily get from (1bi)–(1biii) and (B.1) that
{u˜(1)n } is bounded in H1(R3), J ′q(u˜(1)n )→ 0, u˜(1)n 6⇀ 0 in H1(R3).
Then
u˜(1)n ⇀ w1 6= 0 in H1(R3)
and, by the invariance under translations of the functional and (1biii) we have
(B.2) Jq(u˜(1)n ) = Jq(u(1)n )→ d− Jq(u0),
so that {u˜(1)n } is a bounded (PS) sequence for Jq. By Lemma B.1,
J ′q(w1) = 0 with w1 6= 0.
STEP 2: Now there are two possibilities.
Case 2a: If u˜(1)n → w1 in H1(R3), this means that
on(1) = ‖u(1)n − w1(·+ z(1)n )‖ = ‖un − u0 − w1(·+ z(1)n )‖
and then Jq(u˜(1)n ) = Jq(u(1)n )→ Jq(w1), which, taking into account (B.2) gives
d = Jq(u0) + Jq(w1)
and the Lemma is proved with ℓ = 1.
Case 2b: If u˜(1)n 6→ w1, then let u(2)n := u(1)n − w1(·+ z(1)n ) 6→ 0. The sequence {u(2)n } satisfies:
(2bi) u
(2)
n ⇀ 0 in H1(R3),
(2bii) J ′q(u(2)n )→ 0,
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(2biii) Jq(u(2)n )→ d− Jq(u0)− Jq(w1), since, by Lemma B.2,
Jq(u(2)n ) = Jq(u˜(1)n − w1) = Jq(u˜(1)n )− Jq(w1) + on(1) = d− Jq(u0)− Jq(w1) + on(1).
Again we have also that
(B.3) ∃{z(2)n } ⊂ Z3 with |z(2)n | → +∞ such that limn ‖u
(2)
n ‖Lp(z(2)n +Q) > 0.
Setting u˜
(2)
n := u
(2)
n (· − z(2)n ), it holds as before that
{u˜(2)n } is bounded in H1(R3), J ′q(u˜(2)n )→ 0, u˜(2)n ⇀ w2 6= 0 in H1(R3).
Then {u˜(2)n } is a bounded (PS) sequence for Jq and by Lemma B.1,
(B.4) J ′q(w2) = 0 with w2 6= 0.
Moreover
(B.5) |z(1)n − z(2)n | → +∞.
To see this, first observe that
u˜(1)n − w1 = u(1)n (· − z(1)n )− w1 = u(2)n (· − z(1)n ) = u˜(2)n (·+ z(2)n − z(1)n ).
Then if it were |z(2)n − z(1)n | ≤ R, since u˜(2)n 6⇀ 0, by Lemma B.5 item (ii), we deduce
u˜(2)n (·+ z(2)n − z(1)n ) 6⇀ 0,
which is a contradiction.
STEP3: Again we have two possibilities.
Case 3a: If u˜(2)n → w2 in H1(R3) this means that
on(1) = ‖u˜(2)n − w2‖
= ‖u(2)n − w2(·+ z(2)n )‖
= ‖u(1)n − w1(·+ z(1)n )− w2(·+ z(2)n )‖
= ‖un − u0 − w1(·+ z(1)n )− w2(·+ z(2)n )‖
(B.6)
and then, being Jq(u˜(2)n ) = Jq(u(2)n ) the Lemma holds, in virtue of (B.3)–(B.6) with ℓ = 2.
Case 3b: If u˜(2)n 6→ w2, we argue as before repeating the procedure.
In this way we obtain at the generic
STEPm with the following alternatives:
Case ma: u˜(m−1)n → wm−1 in H1(R3) and the Lemma holds with ℓ = m− 1.
Case mb: We have
• sequences of points {z(i)n } ⊂ R3 for i = 1, . . . ,m with |z(i)n | → +∞ for all i = 1, . . . ,m and
|z(i)n − z(j)n | → +∞ for all i, j = 1, . . . ,m with i 6= j;
• functions wi 6= 0 with J ′q(wi) = 0 for all i = 1, . . . ,m;
and in this case the procedure continues.
However at some step (ℓ + 1) the first case has to occur stopping the process and proving the
Lemma. That is there exists ℓ ∈ N such that u˜(ℓ)n → wℓ. To see this, we first observe that, for any
N ∈ N we have that
(B.7)
∥∥∥un − u0 − N∑
i=1
wi(·+ z(i)n )
∥∥∥2 = ‖un‖2 − ‖u0‖2 − N∑
i=1
‖wi‖2 + on(1)
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Indeed expanding the left hand side above we have∥∥∥un − u0 − N∑
i=1
wi(·+ z(i)n )
∥∥∥2 = ‖un‖2 + ‖u0‖2 + ∥∥∥ N∑
i=1
wi(·+ z(i)n )
∥∥∥2 − 2〈un, u0〉
− 2
N∑
i=1
〈un, wi(·+ z(i)n )〉 − 2
N∑
i=1
〈u0, wi(·+ z(i)n )〉.
(B.8)
Now, since |z(i)n − z(j)n | → +∞ for i 6= j, by (i) in Lemma B.5,
(B.9)
∥∥∥ N∑
i=1
wi(·+z(i)n )
∥∥∥2 = N∑
i=1
∥∥∥wi(·+z(i)n )∥∥∥2+2∑
i 6=j
〈wi(·+z(i)n ), wj(·+z(j)n )〉 =
N∑
i=1
‖wi‖2+on(1).
Analogously, being |z(i)n | → +∞,
〈u0, wi(·+ z(i)n )〉 = on(1).(B.10)
Finally,
〈un, wi(·+ z(i)n )〉 =〈un − u0 −
i−1∑
j=1
wj(·+ z(j)n ), wi(·+ z(i)n )〉+ 〈u0 +
i−1∑
j=1
wj(·+ z(j)n ), wi(·+ z(i)n )〉
= 〈u(i)n , wi(·+ z(i)n )〉+ 〈u0, wi(·+ z(i)n )〉+
i−1∑
j=1
〈wj , wi(·+ z(i)n − z(j)n )〉
= 〈u˜(i)n , wi〉+ on(1)
= ‖wi‖2 + on(1).
(B.11)
Then by plugging (B.9)-(B.11) into (B.8) we get (B.7).
In virtue of the fact that wi are nontrivial critical points of Jq, we have
‖wi‖2 ≤ ‖wi‖2 +
∫
φwiw
2
i = ‖wi‖pp ≤ C‖wi‖p
showing that {wi} are bounded away from zero in H1(R3).
Then, by (B.7) we deduce that the process has to stop, completing the proof of the Lemma. 
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