Omni-directional vision navigation for AGVs appears definite significant since its advantage of panoramic sight with a single compact visual scene. This unique guidance technique involves target recognition, vision tracking, object positioning, path programming. An algorithm for omni-vision based global localization which utilizes two overhead features as beacon pattern is proposed in this paper. An approach for geometric restoration of omni-vision images has to be considered since an inherent distortion exists. The mapping between image coordinates and physical space parameters of the targets can be obtained by means of the imaging principle on the fisheye lens. The localization of the robot can be achieved by geometric computation.
INTRODUCTION
Autonomous navigation is of primary importance in applications involving the usage of Autonomous Guided Vehicles (AGVs). Vision based navigation systems provide an interesting option for both indoor and outdoor navigation as they can also be used in environments without an external supporting infrastructure for the navigation, which is unlike GPS, for example. However, the environment has to contain some natural or artificial features that can be observed with the vision system, and these features have to have some relationship to spatial locations in the navigation environment 1 .
The omni-directional camera system produces a spherical field of view of an environment. This is particularly useful in vision based navigation systems as all the images, provided by the camera system, contain the same information, independent of the rotation of the robot in the direction of the optical axis of the camera. This makes the computed image features more suitable for localization and navigation purposes 2, 3 .
The methods proposed has been developed for vision-based navigation of Autonomous Ground Vehicles which utilize an omni-directional camera system as the vision sensor. The complete vision based navigation system has also been implemented, including the omni-directional color camera system, image processing algorithms, and the navigation algorithms. The actual navigation system, including the camera system and the algorithms, has been developed. The aim is to provide a robust platform that can be utilized both in indoor and outdoor AGV applications 4, 5 .
Fisheye lens is one of the most efficient ways to establish omni-directional vision system. The structure of fisheye lens is relatively dense and well-knit not like the structure of reflector lenses which consist of two parts and is fragile. One fisheye lens can grab hemisphere images. With double fisheye lenses, the whole sphere can be captured at one time. In this case we employ one fisheye lens which can satisfy the demand for AGV localization 6, 7 .
Particle filter based methods provide a promising approach to vision based navigation as it is computationally efficient, and it can be used to combine information from various sensors and sensor features. A beacon tracking based method for robot localization has already been investigated at the Tianjin University of Technology, China. The method utilizes the color histogram, provided by a standard color camera system, in finding the spatial location of a robot with a highest probability 8, 9 .
The final system has been implemented by using an omni-directional color camera system and utilizing particle filters and image features for computing the actual location of the robot. The navigation algorithms are then built upon the working localization system. Demonstration of the results using a real AGV in indoor has verified the feasibility of the design. The experimental platform is shown in Figure 1 . 
RECTIFICATION FOR FISHEYE LENS DISTORTION
We use a fisheye lens upwards with the view angle of 185° to build the omni-directional vision system. Although fisheye lens takes the advantage of an extremely wide angle of view, there is an inherent distortion in the fisheye image which must be rectified to recover the original image. According to the fisheye imaging characteristics 10 , the rectification of the fisheye image consists of two main phases.
The calibration for fisheye lens is requested in program initiation, which means to get the coincidence relation between the coordinates of the fisheye image points and the real world points. The lower vertex of the vertical strip which lies in the middle of the image is on the center of the fisheye optical projection that is the origin of the fisheye coordinate system as shown in Figure 2 . The horizontal strips have the same intervals and the intersection points of the vertical and horizontal strips have the equal radial distance between them in physical space. As a result of fisheye distortion, the distance between two consecutive intersection points are not equal in the image. But the corresponding coordinates of intersection points in the fisheye image is achieved. Then we use a support vector machine (SVM) to regress the intersection points in order to get the mapping between the fisheye image coordinate and the undistorted image coordinate. The advantage of using the SVM is that the projection model of fisheye lens which needs to be acquired from the manufacturer can be ignored. The fisheye image rectification result is shown in Figure 3 .
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BEACON RECOGNITION AND TRACKING BASED ON PARTICLE FILTER
To localize the AGV with beacons, vision tracking is firstly used to obtain the image coordinates of the beacon in movement. The image coordinate will be transformed into physical space information in real time. As an algorithm framework, a particle filter can be used in the case of nonlinear and non-Gaussian problems and takes the ability to track multi-type object. Thus the selection of the landmark is more flexible and the man-made landmarks or naturally existing objects can be employed as beacons. The particle filter searches for the object within a set of samples instead of the whole image. Therefore, the processing speed and control precision for AGV are enhanced.
Particle filtering is a Monte Carlo sampling approach to Bayesian filtering. The main idea of the particle filter is that the posterior density is approximated by a set of discrete samples with associated weights. These discrete samples are called particles which describe possible instantiations of the state of the system. As a consequence, the distribution over the location of the tracking object is represented by the multiple discrete particles 11 .
In the Bayes filtering, the posterior distribution is iteratively updated over the current state Xt, given all observations Zt = {Z1,..,Zt} up to time t, as follows:
Where p(Zt|Xt) expresses the observation model which specifies the likelihood of an object being in a specific state and p(Xt|Xt-1) is the transition model which specifies how objects move between frames. In a particle filter, prior distribution p(Xt-1|Zt-1) is approximated recursively as a set of N weighted samples , which is the weight for particle.
Based on the Monte Carlo approximation of the integral, we can get:
The general operation of the particle filter tracker for the tracking of objects in video images is illustrated in Figure 4 .
The principal steps in the particle filter algorithm include: STEP 1 Initialization Generate particle set from the initial distribution p(X 0 ) to obtain 
OMNI-VISION BASED LOCALIZATION
Double landmarks are fixed on the edge of the AGV moving area. The height of two landmarks and the distance between them are measured as the known parameters. When the AGV is being navigated two landmarks are tracked by two particle filters to get the landmarks positions in the image. In this section, we will discuss how to localize the AGV utilizing the space and image information of landmarks. According to the Equal Distance Projection Regulation, the angle of view ω corresponds with the radial distance r between projection point and projection center. As shown in Figure 5 , the mapping between ω and r can be established.
Based on this mapping, the image coordinate and space angle of the landmark are connected. Utilizing the elevations obtained from image and demarcated parameters of landmarks, the physical space position of AGV is confirmed. As shown in Figure 6 , we tag the landmarks as A and B. In order to set up the physical coordinate system, A is chosen as the origin. AB is set as axes X and the direction from A to B is the positive orientation of axes X. According to the space geometry relations, we can get:
where (x, y) is the physical space coordinate of lens, "h 1 " and "h 2 " are the height of two landmarks, "d" is the horizontal distance between two landmarks, "v" is the height from ground to lens, "θ 1 " and "θ 2 " are the elevation angles from lens to landmark A and B. Here, y is nonnegative. Thus the moving path of AGV should keep on one side of the landmarks, which is half of the space.
After the position of AGV is fixed, we need to obtain the orientation. As shown in Figure 7 , the image coordinate system xoy and physical space coordinate system x'o'y' are built in the fisheye image. The negative direction of the image Axis y is the positive moving orientation of AGV. As a result, the direction of AGV in physical coordinate system which is presented by ф is the included angle from the positive orientation of Axis x' to the AGV moving direction along the clock-wise. 
EXPERIMENTAL RESULT
Two beacons with a different color are hanged on the roof as landmarks. We use color histogram as the feature vector in particle filters. The height of Landmark A and B are 2.47m and 2.48m. The distance between them is 1.01m. The height of lens is 0.88m. On the initialization, the original positions of landmarks in the image are set for the particle filters.
The AGV moves along the path shown in Figure 8 . We can see the localization results are dispersed on the both sides of the moving path. We pick up 8 fisheye images, shown in Figure 9 . The numerical localization results are listed in the global navigation device, a dynamic omni-directional vision navigation control module using a beacon tracker based on particle filter through probabilistic algorithm on statistical robotics.
