Abstract. We present a numerical method for approximating an indefinite integral by the double exponential sinc method. The approximation error of the proposed method with N integrand function evaluations is
Introduction
A variety of numerical methods based on sinc approximations has been studied during the last three decades [6, 7, 8, 9] . The methods cover function approximation, approximation of derivatives, approximate definite and indefinite integration, approximate solution of initial and boundary value ODE problems, and so on. In particular, the sinc interpolation formula is given by The methods are collectively referred to as sinc numerical methods.
In this paper, we present a method and experimental results for approximating an indefinite integral F (x) = x −1 f (t)dt. In the literature [2, 3, 6] , formulas for numerical indefinite integration based on the sinc approximation have been proposed, often based on a single exponential ("SE") transformation 1 such as ψ 1 (ζ) = tanh(ζ/2). To be specific, Stenger's formula [6] with this transformation is 
where σ k−l is defined in (2.14) and c f is a constant that depends on the integrand f . The constant A is determined appropriately according to the property of f . Such a formula has also been considered by Haber [2] . In place of the single exponential transformation, we employ in this paper a double exponential ("DE") transformation. Double exponential transformations are proposed by H. Takahasi and M. Mori [10] in designing a definite integration formula. Recently, it is known that the double exponential transformations are useful for various kinds of sinc numerical methods [4] . We employ one of the double exponential transformations such as ψ 2 (ζ) = tanh((π/2) sinh ζ) to propose a more efficient formula: 
where
where N is a positive integer and h is a positive real number.
Sinc interpolation.
The sinc interpolation is a basic tool in the derivation of our formula. The interpolation error for a function of double exponential decay type is estimated as follows.
Theorem 2.1 ([9]
). Assume that f satisfies
for some positive numbers α, β, γ, and d. Then, there exists a positive number c, independent of N , such that
2.3. Derivation of the indefinite integration formula on R. We describe the derivation of the proposed formula on R and explain the basic idea behind it.
First, we apply the sinc interpolation to (J f )(x) =
Next, we apply the sinc interpolation to f in the above expression to obtain
If f and J f satisfy the assumptions of Theorem 2.1, then the approximations in (2.12) and (2.13), denoted "≈", should work. We can apply Theorem 2.1 to obtain the following theorem. Its proof is omitted. 
Theorem 2.2. Assume that f and J f satisfy
The assumptions in the above theorem are stated in terms of both f and J f . It is, however, more natural to state the assumptions in terms of the given integrand f . We present the following theorem which imposes an additional condition lim x→∞ (J f )(x) = 0. The general case, free from this additional condition, is presented in Theorem 2.4. 
We next treat the general case in which (2.23) is not assumed. We consider
with a function κ such that To apply Theorem 2.3 to g we must choose κ so that (2.21) and (2.22) are satisfied for some α, β, γ, and d. We consider
parameterized by B and C. We also introduce notation
The following proposition provides the decay rate of κ and the function space that contains κ. The proof is straightforward and omitted. 
To apply Theorem 2.3 to g, we need to determine the decay rate of g and the function space to which g belongs. The following lemma provides them. Its proof is easy and omitted.
Lemma 2.1. Let β f , γ f , and d f be constants such that
and let β κ , γ κ , and d κ be constants in (2.30). Then, for
Applying Theorem 2.3 to g, we immediately obtain the following theorem only with the assumptions (2.21) and (2.22) for f .
Theorem 2.4. Assume that f satisfies
for some positive numbers α f , β f , γ f , and d f . Then, for any ε with 0 < ε < d g there exists a positive number c ε , independent of N , such that 
( 2.44) 2.4. Optimal parameters. Given an integrand f , we are free to choose the parameters B and C in (2.30). We want to minimize the error (2.44) with respect to the parameters B and C for a given integrand f satisfying (2.40) and (2.41). Hence, we are to determine the set of the parameter values (B, C) that gives the maximum value of γ g d g , and then to choose a (B, C), from among these maximizers, that makes β g as large as possible. Recall that β g , γ g , and d g are determined from B and C by Proposition 2.1 and Lemma 2.1. Here we note the following key fact.
Proposition 2.2 ([8]). Assume that f satisfies
Thus we may focus on the case γ f d f ≤ π/2. Then we determine B and C as follows. When
are the desired parameters, where ε B is any positive number such that π/2 < B. Then we have
where ε β is any positive number such that β g > 0.
When
are the desired parameters. Then we have
where ε β and ε d are any positive numbers such that β g > 0 and d g > 0.
The explanation of the above argument is shown in subsection 5.3.
2.5. Discussion. We discuss a technical difference between our setting and Stenger's [6] . Recall (2.40) and (2.41), our assumptions about the integrand f , in which the double exponential decay of f is assumed only on the real line R. On the other hand, the assumption in [6] is that
for some positive numbers α and d, where 
for some positive number ε d . On the other hand, we can show
Thus we cannot take β κ and d κ as large as β κ and d κ simultaneously. This implies that the alternative setting using K β κ ,γ κ (D d κ ) would lead to a poorer theoretical error bound than the present setting. In addition, the present setting, imposing a decay rate only on the real line, seems to be more natural, although this is certainly a matter of taste.
Indefinite integration on a finite interval
Without loss of generality, we may use [−1, 1] as a finite interval. For the approximation of F (x) = x −1 f (t)dt, we take a double exponential transformation z = ψ 2 (ζ), where
which maps (−∞, ∞) to (−1, 1). The following theorem gives an error estimate in the case of an indefinite integration on [−1, 1]. Its proof is immediate from Theorem 2.5.
Theorem 3.1. Assume that, for a variable transformation
for some positive numbers αf , βf , γf , and df . Then, for any ε with 0 < ε < dĝ there exists a positive number c ε , independent of N , such that
,
and B, C, βĝ, γĝ, and dĝ are taken as in (2.47)-(2.51), or (2.52)-(2.56), with f and g replaced byf andĝ, respectively.
The formula (3.4) has been presented in the Introduction as (1.4). For the comparison between the "SE" formula (1.3) and the "DE" formula (1.4) in Section 4, we describe here the error estimate of (1.3) based on Stenger [6] . Recall the definition of L α (D d ) in subsection 2.5. .10), we obtain the best "SE" formula.
Theorem 3.2. Assume that, for a variable transformation
z = ψ 1 (ζ), the trans- formed functionf (ζ) = f (ψ 1 (ζ))ψ 1 (ζ) satisfiesf ∈ L αf (D df )x −1 f (t)dt (3.7) − exp(Aψ −1 1 (x)) 2 cosh(Aψ −1 1 (x)) h N k=−N f (ψ 1 (kh))ψ 1 (kh) + h N k=−N N l=−N σ k−l f (ψ 1 (lh))ψ 1 (lh) − A 2 cosh 2 (Alh) h N k=−N f (ψ 1 (kh))ψ 1 (kh) S(k, h)(ψ −1 1 (x)) ≤ cN 1/2 exp − πα f d f N , where α f = min αf , 2A , d f = min df , π 2A − ε d , h = πd f α f N ,(3.8) and ε d is any positive number such that d f > 0. Since α f d f ≤ min αf df , π − 2Aε d (3.9) by (3.8), the parameter A given by A = αf 2 (3.10) maximizes α f d f , i.e., minimizes the error estimate in (3.7). Thus, setting A as in (3
Numerical results
In this section, we show numerical results of the formulas (1.3) and (1.4) to compare the actual errors of the two. We adopt the single exponential transformation
in the formula (1.3). The integrands used for numerical experiments are as follows:
Example 2.
Example 3.
Example 4.
Example 5.
Example 6. 
The functions f 1 , . . . , f 4 are taken from [2] . We take N = 1, 4, 9, 16, . . . , 100 and take the necessary parameters according to Table 1 , where
Let us explain how the parameter values for the "DE" formula (1.4) are determined with reference to the result of subsection 2.4. For f 1 in Example 1, we have 
where ε B is any positive number such that B > 0. Since B in (4.4) may be arbitrarily close to π/2, we can set B = π/2 − ε for any ε with 0 < ε < π/2. Finally, we have
The parameters for the other integrands are determined similarly. We note that Theorem 3.1 cannot be applied to the integrand f 6 . More precisely, there exists no d such thatf 6 ∈ H 1 (D d ) for the transformed integrandf 6 with double exponential decay. Thus the parameter values for f 6 have no theoretical justification.
The parameter values for the "SE" formula (1.3) are based on Stenger [6] . To be more precise, for f 1 in Example 1, we have
by (4.9), which implies that αf 1 = 1/2. Moreover, by (4.9) we have df
Then, by (3.8) and (3.10) we have . To avoid cancellation of significant digits near x = ±1, we change the expressions of f i (ψ 1 (z))ψ 1 (z) and f i (ψ 2 (z))ψ 2 (z). For example,
The integrand f 2 tends to infinity more mildly than f 1 , and the approximation of f 2 is better than the one of f 1 . It is natural that the integrand f 3 is approximated very well because it has no singularities. Although the integrand f 4 has singularities at x = ±1, it is also approximated very well. It is well known that the double exponential formula is also effective for such an integrand. From Examples 1-4, we can observe that the approximation errors hardly depend on the nonanalyticity of the integrands at the endpoints of the interval. is properly less than π/2 as a consequence of the singularities of f 5 at z = ±i. We can observe that the location of singularities in C affects the approximation error of the formula in R.
From Examples 1-5, we can observe that our formula provides the results expected from the estimation (3.4) and is more accurate than the single exponential formula.
Finally, we emphasize that the estimate (1.4) is not applicable to f 6 , but the estimate (1.3) is valid for f 6 .
Proofs
In this section, we prove the theorems stated in Sections 2 and 3.
5.1. Proof of Theorem 2.3.
Lemma 5.1 ([6]). For the operator norm of C N,h defined as
we have
we have 
Proof. For a fixed z ∈ D d , by Cauchy's integral formula we obtain the inequality
where δ is a sufficiently small positive number and
which proves (5.6). Then we have
for all y such that |y| ≤ d . 
For the proof of Lemmas 5.5 and 5.6, we need Propositions 5.1 and 5.2 below. Let a be a real number such that 0 < a < π/2 and define the fan-shaped domain F a as
Proposition 5.1 (Phragmén-Lindelöf [1] ). Assume that f is analytic in F a and continuous in F a . In addition, assume
Proposition 5.2 (Montel [1]). Assume that f is analytic and bounded in {z ∈
for a fixed y 2 such that y 0 < y 2 < y 1 , then f (z) converges to c as Rez → ∞ uniformly with respect to Imz such that y 0 < Imz < y 1 .
Proof of Lemma 5.5 . We consider the case where (x, y) is in the first quadrant of D d . The proofs of the other cases are similar. Figure 7 . Correspondence of the domains by ω
We define the conformal mapping ω as
and we setf (ζ) = f (ω −1 (ζ)). Let z = x + yi and F γd be the domain shown in the right of Figure 7 . We will apply Proposition 5.1 tof .
First, it is obvious thatf is analytic in F γd and continuous in F γd − {0}. Furthermore, the fact that f (x) tends to zero as x → ±∞, the boundedness of f in D d (that is, (5.6)) and Proposition 5.2 guarantee the continuity off at the origin. Thus the analyticity off in F γd and the continuity off in F γd are established.
Secondly, by (5.6) and the continuity off in F γd we have Transforming this result to the z-plane, we finally have that 
First, we consider the case where x < 0 and y ≥ 0. We have For the second term, we note that
and obtain (second term) (5.17)
Next, we consider the case where x ≥ 0 and y ≥ 0. It follows from (2.23) that
By applying (5.8) to the terms in the extreme right-hand side, we obtain the same bounds given in (5.16) and (5.17).
Lastly, we consider the case where y < 0. Since the bound for
should be symmetric with respect to the real axis, we have the same bounds given in (5.16) and (5.17).
Step 2. First, we prove (5.10). It follows from the results in the case where y = 0 in Step 1 that (J f )(x) = O(exp(−β exp(γ|x|))), i.e., (5.10).
Next, we prove (5.9). We take the contour shown in Figure 9 for computing
where δ is a sufficiently small positive number. The integral considered here is
We set M 1 (x) = (the extreme right-hand side of (5.16)), M 2 (x) = (the extreme right-hand side of (5.17)).
Then we have Proof of Theorem 2.3.
We define ε 1 , ε 2 , and ε 3 as follows:
To complete the proof, we estimate ε 1 , ε 2 , and ε 3 in turn.
Estimation of ε 1 . By Lemma 5.6, we have
Therefore it follows from Theorem 2.1 that
where c 2 is a constant that is independent of h (assuming, of course, that h is uniformly bounded). With h in (2.25), it follows from Lemma 5.1 that
where c 3 is a constant that is independent of N . 
.
