The effect of carbon dioxide (CO2) corrosion on pipelines is of great relevance to the petroleum as well as the Carbon Capture and Storage (CCS) industries. CO2 corrosion is responsible for lost production as it brings about the gradual degradation of pipe internals with time. The cost of general corrosion is said to be between 3to 5% of an industrialised nation's gross domestic product (Schmitt et al., 2009; Popoola et al., 2013) . In the U.S., the cost of corrosion in the production and manufacturing sector was $34.4 billion in 2014, with the oil and gas industry accounting for more than half (Abbas, 2016).
Introduction
Evidence from various analysed meteorological data suggests that the composition of the earth's atmosphere is changing and this is due to elevated concentrations of greenhouse gases such as carbon dioxide and methane, induced mostly by the anthropogenic combustion of carbonaceous fossil fuels (Tans, 2009) . CO2 is the most significant greenhouse gas given that its annual emissions have risen by almost 80% between 1970 and the 2000s (Rao and Rubin, 2002; IPCC, 2014; IPCC, 2007) . As of 2010, it represented approximately 77% of total global emissions, rising up to the 400ppm benchmark and surpassing this value in May 2013 (IPCC, 2014; Dlugokencky et. al., 2014) .
The global percentage share of CO2 emissions by sector indicates that electricity (power) and heat generation is the chief emitter (~40%).
Also, power plants are heavily reliant on coal hence carbon capture and storage (CCS) technologies will be most effectively deployed in this sector with the potential to significantly reduce CO2 emissions by serving as a low-cost option (IEA, 2010; IPCC, 2014; World Energy Council, 2007) .
In CCS deployment, CO2 is captured at its source and transported via pipelines at elevated pressures in the dense phase region, as seen in the CO2 phase diagram of Fig. 1 . As a result of the very high pressures, there is a risk of pipeline corrosion (IEA GHG, 2010) .
This risk thus highlights the need for reliable corrosion behaviour prediction in order to control corrosivity (Cottis et al., 1999) . Neural networks (NN) have been utilised for the analysis of a variety of corrosion data (Cottis et al., 1999; Owen et. al., 2000) . NNs use machine-learning algorithms to carry out nonparametric nonlinear regression of modelling data and as such offer more benefits in prediction than conventional polynomial and nonlinear regression techniques such as the ability to readily adapt to unknown functional forms (Owen et. al., 2000; Beale et. al., 2014) .
It also serves as a better method for knowledge acquisition (Radonja and Stankovic, 2002; Radonja, 2001) . Another advantage of neural networks is that they are particularly useful prediction tools even in scenarios where modelling data is sparse as is currently the case with high pressure CO2
corrosion (Radonja and Stankovic, 2002; Choi and Nesic, 2009; Choi and Nesic, 2011; Choi et. al., 2010) .
In this paper, input data for the NN model was obtained from CO2 corrosion studies of
various sources in open literature (Choi and Nesic, 2009; Hesjevik et. al., 2003; Zhang et. al., 2012; Cui et. al., 2006) . This input data was gathered and divided into separate training and testing datasets for the purpose of model development. The log-sigmoid (logsig), hyperbolic tangent sigmoid (tansig) transfer functions and a set of six training functions (Laboureur et al., 2015) were used in a series of tests (Beale et. al., 2014; Vogl et. al., 1988) . The correlation coefficient and the sum of absolute error were calculated for each run to determine model accuracy (Draper and Smith, 1998; Sharma and Venugopalan, 2014) . These results were then used as a basis for running initial tests to show general trends of performance of the given training functions and as a means for fine-tuning (pruning) the model parameters such as neuronal configurations best suited for high pressure CO2 corrosion rate prediction.
Modelling

Training and testing data for NN Modelling
Data from multiple sources in open literature was used in the neural network modelling of high pressure CO2 corrosion (see Appendix tables A1 and A2 for raw data). All data sources determined corrosion rates experimentally by weight loss using autoclaves. For the (Hesjevik et. al., 2003) study, a Hastelloy C-276 (UNS N10276) nickel-alloy was used and for the (Choi and Nesic, 2009) study, an X65 carbon steel sample was used.
For the (Zhang et. al., 2012) study, several samples of steel were used, including a martensitic carbon steel, a pipeline X65steel as well as three chromium-containing corrosionresistant alloys (CRA).
For modelling purposes, only carbon steel corrosion rate results were used in order to maintain consistency as corrosion rate measurements for CRA would affect the derived model. For the (Cui et. al., 2006) study, samples of P110, N80 and J55 carbon steels were used.
In total, there are 22 data-points and these were divided into training and testing sets with 16 and 6 data-points for each set respectively.
The bar chart of Fig. 2 shows the distribution of the given data-points from each source.
Fig. 2. Bar chart showing the distribution of data-points from each source
Number of data-points
Data Sources
Overall the number of data-points from Zhang et. al. (Zhang et. al., 2012) (Cui et. al., 2006) respectively. For the study by (Hesjevik et. al., 2003) , tests were focused on measurement of corrosion rates for temperatures less than is ~11mm/year, highlighting that the greatest variation in the magnitudes of corrosion occurs in these temperatures. 
Effect of other variables on Corrosion Rate
In the previous section, the corrosion ratetemperature profile was discussed. In this section, the effects of all variables on CO2 corrosivity will be discussed in terms of the statistical analyses carried out on the dataset.
Principal component analysis (PCA) was carried out on the dataset and is a mathematical procedure which transforms potentially correlated data into an orthogonal system of linearly uncorrelated principal components (Suryanarayana and Mistry, 2016) . A weighted PCA is carried out in such a way that the first 2 or 3 principal components account for much of the variability within the dataset. (Jackson, 1991; Jolliffe, 2002) , as shown in Fig. 6 . corrosion being resistant to flow erosion (Zhang et. al., 2012) . It may also be the case that some sort of localised corrosion may be taking place at particular sites along the steel surface, which is however, not contributing to the overall uniform corrosion being investigated. For the effect of pH, an increase 
Fig.7. Two-dimensional biplot showing the orientation of the variables in the principal component axes
in pH leads to a drop in the corrosion rate, which is because the higher the pH, the lesser its influence on CO2 corrosion as the acidity of the aqueous medium decreases. Table A1 ). The training of these variables and the corresponding corrosion rates together constitute the first part of training.
Design of the neural network model
Fig. 9. Block diagram of the Neural Network
Model (net_01)
These corrosion rate data are direct laboratory measurements from corrosion rate experiments based on the conditions in the aforementioned variable training datasets: (Choi and Nesic, 2009; Hesjevik et. al., 2003; Zhang et. al., 2012; Cui et. al., 2006 ). The NN model, net_01, is shown in Fig. 8 Table   A2 ). It contains parameters identical to those in the variable training dataset. The model reads this data and based on learned knowledge from the first input, yields output.
These output results are then compared against actual corrosion rates from the original data in order to compute the correlation coefficient 
NN training -determination of model parameters
In For this study, two training functions were selected from each of the training algorithm groups to make a total of six functions. The definitions of each of these functions are shown in Table 1 . 
Results
The variation of the magnitudes of There is a general dip in the magnitudes of the R 2 -coefficients as the number of neurons increases from 5 to 20. Again, given that the training dataset is small, there is greater certainty that as the number of neurons increases in the NN, the number of excess weights also increases and there is a tendency for their presence to reduce model accuracy (Haykin, 1999) .The only exceptions are the quasi-Newton algorithms, trainbfg and trainlm.
The quasi-Newton algorithms are generally known to give better optimisation results than the others, particularly for network sizes that are not large (Beale et. al., 2014; Sharma and Venugopalan, 2014) . 
Fig. 11. Bar Charts Showing the Means of the R 2 -values of Each Training Function for Both Logsig and Tansig Transfer Functions
Discussion
Discussion of the Developed NN Model Specifications
The two functions used in this stage are the traincgf and trainlm functions. The best performances were obtained when the tansig transfer function was applied. In the initial testing stages, it was discovered that very few neurons were required to achieve desirable results as shown in Figures 10 and 11 . In particular, the NN performances were relatively high for neuron numbers of 5 to 15.
The number of hidden layers to be used was determined by testing five (5) different neuron configurations in multiples of 5 as shown in Table 2 . Fig. 14 shows the comparative line plots for both traincgf and trainlm functions. (Haykin, 1999) . Table A2 ). The magnitude of the R 2 -value and the closeness of all data-points to the 95% confidence intervals in Fig. 15 indicate the model is accurate. The plot of experimental and predicted corrosion rate against pH is shown in Fig. 17 . There is a decrease in corrosion rates as pH increases and this follows the trend for CO2 corrosion rate vs pH for low pressure CO2 systems (Dugstad et. al., 1994) . In particular, the trend more closely resembles the high ferrous ion concentration ([Fe 2+ ]) curve for corrosion rate vs pH, which results because supersaturation happens more readily. It is noteworthy that supersaturation is more likely to occur for high pressure corrosion systems (Zhang et. al., 2012) partial pressures less than 1 MPa (Dugstad et. al., 1994) , while for high pressures, such as this one, the relationship is non-linear. In k-fold cross-validation, the dataset is partitioned randomly into k smaller subsets or folds of roughly equal sized parts; one of these folds becomes the designated testing set and the remaining k-1 folds are subsequently used to train the algorithm (Hastie et al., 2017; Kohavi, 1995) . In addition, this technique is useful when modelling with scarce data (Hastie et al., 2017) . In particular, the leaveone-out cross validation (LOOCV) technique was implemented in this paper. This is a special case of the k-fold technique in which the dataset assigned for training is partitioned into the total number of data-points, k=N (Hastie et al., 2017; James et al., 2013) .
LOOCV was performed on the 16 data-points of the training dataset and fed to the NN model (see Appendix, Table A1 ). In the whole process, a single randomly selected validation set is used as a basis for the evaluation of the absolute error, in a rotation estimation manner (Kohavi, 1995) . 2, 4, 5, 6, 7, 11, 13, 14 and 15 have absolute errors that are less than the MAE, and the final model was selected from these.
Models 4, 7 and 11 are the strongest performing models however, in this instance;
Model 13 was selected, with an absolute corrosion rate error of ~2.66mm/year. Though the aforementioned models perform better,
Model 13 was selected as it will be expected to generalise better to new data. The strongperforming models are more likely to exhibit data overfitting than the selected model as NN models have a tendency for overfitting (Pasini, 2015) . Fig. 21 shows the model prediction for the unseen test set (see Appendix, Table A2 ).
The selected model over-predicts for low corrosion rates and is more accurate for the 
Appendix
