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алгоритмів в середовищі MS Excel та за допомогою 
мови програмування VBA.
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РАЗРАБОТКА АЛГОРИТМА РАСЧЕТА ТЯГОВОй СПОСОБНОСТИ 
ПРИВОДА И НАТЯжНыХ уСТРОйСТВ КОНВЕйЕРОВ
Статья посвящена разработке алгоритма и программного 
обеспечения автоматизированного расчета значения тягового 
фактора конвейера. За основу взята известная методика рас-
чета, рассмотрены различные варианты конвейера — одно- 
и двухбарабанный, с наличием прижимного ролика или ленты, 
с жесткой кинематической связью или с независимой связью 
между барабанами.
Ключевые слова: конвейер, параметры, тяговый фактор, 
стандарт, характеристики, алгоритм, программное обеспечение.
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СТРуКТуРНО-КЛАСИфІКАцІйНИй 
АНАЛІЗ В уПРАВЛІННІ 
КОНКуРЕНТОСПРОМОжНІСТЮ 
ТЕРИТОРІї
В статті розглянуто методологію структурно­класифікаційного аналізу в управлінні конку­
рентоспроможністю території з акцентом на визначення критеріїв якості класифікації, задачу 
комбінованої кускової апроксимації. Сформульовані вимоги до процедури апроксимації виробни­
чих функцій, базовий та інші відрізки лінійної функції витрат, вимоги до обмежень на похибку 
апроксимації всієї виробничої функції та адитивних складових.
Ключові слова: стратегічне управління територією, стійкий розвиток економічної системи, 
структурна класифікація, кусково­лінійна апроксимація.
Райко Г. О., 
Ігнатенко Г. А.
1. Вступ
На сьогоднішній день фінансово-економічна кри-
за, яка найбільш загострилася на території України, 
в багатьох державах світу, стала індикатором того, що 
експерти різних напрямків є неспроможними, в світовому 
масштабі, осмислити та описати принципи функціону-
вання сучасної економічної системи та її компонентів, 
прогнозувати поведінку та взаємодію процесів та за-
кономірностей, що відбуваються. Багато експертів, що 
досліджують дану проблематику, сходяться в думках 
про те, що дане кризове явище є кризою свідомості 
людей, а єдиного універсального рецепту його подо-
лання не існує.
Стає очевидним, що зневажливе ставлення до про-
блематики макроекономічного рівня та напрямків виходу 
із кризи може привести до неминучого краху еконо-
мічної системи, тому актуальним перед світовою гро-
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мадськістю гостро стає питання про стійкий розвиток 
економіки територій, при якому б ризик дефолту був 
би мінімальним [1].
В основі стійкості розвитку макросистеми лежать 
поняття: рівноважна динаміка — знаходження системи 
в стані рівноваги впродовж часу; нерівноважна дина-
міка — розвиток, при якому система прагне до рівно-
важного стану, але не знаходиться в ньому в кожен 
момент часу [2]. Виникає необхідність визначення 
поняття економічної рівноваги — стан економічної 
системи, при якому пропорції в народному господар-
стві забезпечують оптимальну узгодженість мети еко-
номічного розвитку та доступних ресурсів, попиту та 
пропозиції, товарних і грошових потоків, накопичення 
та споживання, збереження та накопичення, інших еле-
ментів і показників системи, а головне — відсутність 
економічних криз.
2.  аналіз літературних даних  
та постановка проблеми
Загальною методологічною основою є досвід та тео-
ретичні результати, отримані вітчизняними та зарубіж-
ними вченими: Глушковим В. М., Згуровським М. З., 
Поспєловим Г. С., Акоффом Р., Эмері Ф., Месарови-
чем М. Д., Скурихіним В. І., Цвіркуном А. Д., Бур-
ковим В. М., Годлевським М. Д., Петровим Е. Г., За-
бродським В. А. та ін.
Методологія організації та функціонування, про-
блеми виробничо-економічних систем промисловості 
регіону досліджувалися в працях багатьох вітчизня-
них економістів: Алимова О. М., Амоші О. І., Бор-
щевського П. П., Гейця В. М., Герасимчука М. С., Да-
нилишина Б. М., Дорогунцова С. І., Кухленка О. В., 
Тарасової Н. В., Хачатурова Т. С., Чумаченко М. Г., 
Швиданенко Г. О. та ін.
Дослідження циклічності розвитку макроекономіч-
них систем відзначені в роботах М. Д. Кондрат’єва, 
які підтверджені аналізом історичних фактів, про те, 
що напівперіоди зростаючих хвиль великих циклів, як 
правило, збагачені значними соціальними потрясіння-
ми та переворотами в житті суспільства (революції, 
війни та інше), чим напівперіоди спадаючих хвиль. 
Світова фінансово-економічна криза (2008–2009 р.р.) 
підтвердила факт того, що реальна економічна система 
розвивається циклічно і не може знаходитися в стані 
рівноваги тривалий час (не більше 50–60 років, згідно 
теорії великих циклів Кондрат’єва) [3].
Конкурентоспроможність території визначається 
конкуренто-спроможністю суб’єктів господарювання, що 
ідентифікуються із певною територією та формується 
у логічну послідовність понять: конкурентне середови-
ще — конкурентоспроможні економічні суб’єкти гос-
подарювання — конкурентна територія [4, 5]. У своїй 
статті автори дотримуються досить сталого поняття 
до визначення поняття «конкурентоспроможність те-
риторії» — це зумовлений економічними, соціальними, 
природними, політичними та іншими факторами стан 
території, його окремих товаровиробників на внутріш-
ньому та зовнішньому ринках, який визначається по-
казниками (індикаторами), що адекватно характеризують 
цей стан та динаміку. Важливим аспектом конкуренто-
спроможності є забезпечення якості життя мешканців 
певної території [6, 7].
Процес розробки регіональної стратегії соціально- 
економічного розвитку території передбачає вибір пріори-
тетів, що є конкурентними на внутрішніх та зовнішніх 
ринках. Цей вибір повинен базуватись на результатах 
діагностики природно-ресурсного потенціалу та оцінки 
ефективності всього організаційно-економічного меха-
нізму функціонування та господарського комплексу 
території в цілому. Тому програма реалізації стратегії 
соціально-економічного розвитку території повинна ба-
зуватися на тому, що її векторним напрямком є кон-
курентоспроможність території, а базовим пріоритетом 
є якість життя населення. Отже, необхідно враховувати 
фактори, які зумовлюють підвищення конкурентоспро-
можності та розробляти відповідні організаційно-еко-
номічні механізми її забезпечення [8].
Система управління територією є процес оптимізації 
розвитку складної, соціально-демографічної, економіч-
ної, просторової, екологічної складових підсистем, що 
доцільно представити у вигляді послідовності задач, 
що формуються за семантичними, методичними та ін-
формаційними ознаками, і пов`язані між собою пря-
мими та зворотними інформаційними різнотемповими 
потоками [9, 10].
Існують різні визначення поняття стійкого розви-
тку економічної системи. В даному контексті, зокрема, 
стійкий розвиток економічної системи — безперервний 
процес створення оптимальної прибуткової взаємодії 
між усіма елементами із ефективними зв’язками, що 
дозволяють максимально довго підтримувати життєво 
важливі параметри діяльності системи на рівноважному 
рівні, необхідному для досягнення цілей, ефективно та 
своєчасно протидіяти дії збурень циклів зовнішнього 
середовища [11–13].
Якщо розглянути поняття стійкого розвитку еко-
номічної системи на мезорівні, тобто у регіональному 
вимірі, стійкість розвитку всієї системи забезпечується 
за рахунок стійкого розвитку її найменшого елемен-
та (території), з точки зору економічної інтерпретації — 
конкурентоспроможністю території [14, 15].
3. Мета та задачі дослідження
Проведення дослідження ставили за мету ідентифіка-
ції основних характеристик функціонування, розрахунку 
та прогнозування інтегральних показників поведінки 
об’єктів території у часі, пошук взаємозалежностей їх 
взаємодії.
Для досягнення мети вирішуються наступні задачі:
— визначити структуру масиву даних, яких описує 
стан даної території для побудови стислого, зміс-
товного опису досліджуваних об’єктів;
— визначення критеріїв якості кінцевої, безкінечної, 
автоматичної та розмитої класифікації послідовності 
об’єктів на класи;
— розглянути застосування алгоритму кусково-ліній-
ної апроксимації прикладних задачах пов’язаних із 
класифікацією складних взаємозв’язків.
4. Матеріали та методи досліджень
Для структурної класифікації параметрів об’єктів 
системи, які формують конкурентоспроможну тери-
торію, застосовують метод апроксимації індуктивних 
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 виробничих функцій об’єктів, що може бути представле-
ний в наближеному вигляді на підставі кусково-лінійної 
апроксимації елементарних сукупних витратних функції 
із подальшим їх аддитивно-послідовним об’єднанням 
в єдиний математичний апарат. Сформована індуктив-
на виробнича функція, на підставі введення похибки, 
здатна об’єктивно відображати всі необхідні дані для 
економічного дослідження активного елементу системи. 
Процедура комплексного оцінювання дає можливість 
встановити граничні відхилення за певними критеріями. 
Завдяки визначеності шкали зведення, відносні вели-
чини допустимих похибок можуть бути перенесеними 
на інтегральні показники. Після дозованої апроксимації 
витратних функцій можна перейти до кусково-ліній-
ного вигляду та використання індуктивної виробничої 
функції [16].
Основна ідея кускової апроксимації складної залеж-
ності полягає в розбитті простору аргументів (вхідних 
параметрів) на такі області, в межах кожної з яких 
складну, у всьому просторі, функцію (залежність) можна 
апроксимувати простими функціями.
5.  результати досліджень класифікації 
об’єктів, що входять до складу 
інтегральної оцінки території при 
формуванні стратегії соціально-
економічного розвитку
В основі формування стратегії соціально-економіч-
ного розвитку території лежить комплексний аналіз 
всіх можливих параметрів, що сформовані в деякий 
масив даних, яких описує стан даної території. Тобто 
маємо k  параметрів (числових, якісних, номінальних, 
значення яких x i k j nj
i( ), ( ,... , ,... )= =1 1  та визначає цей 
масив як матрицю даних. В динамічних випадках зна-
чення параметрів змінюються у часі x tj
i( )( ).
Всі об’єкти, що входять до складу інтегральної оцінки 
території, складають деяку множину n, що утворюють 
за своїми властивостями N класів (об’єкти із близьки-
ми якостями попадають в один клас). Кожен об’єкт 
характеризується набором із k  параметрів x xk1,..., ,{ }  
що достатньо повно відображає властивості об’єктів. 
У розглянутому k -мірному просторі параметрів Xi -й 
осі відповідає значення параметра x i( ) , тобто j-тому 
об’єкту, в просторі X  відповідає точка x x xj j
i
j
k
= ( ,..., ).( ) ( )  
Таким чином, близьким y просторі X  точкам будуть 
відповідати об’єкти із близькими властивостями. Тоді 
задачу визначення структури об’єктів можна предста-
вити як задачу розбиття простору X  характеристик ді-
яльності території на такі r  класів, щоб близькі точки 
вихідної вибірки даних потрапляли в одну область [17].
Приймаючи до уваги вищезазначені припущення, 
доцільним являється визначення критерію якості роз-
биття на класи:
R P S x y P
x
j
P
y
j
dxdyi
i
j
A Ai j
=








=
∑ ∫∫
1
( , ) ,  (1)
де S x y( , )  — втрати від віднесення параметрів точок x та 
y до одного класу; P x j( )  — умовна щільність розподі-
лу ймовірностей y класі Aj ;  Pi  — апріорна ймовірність 
класу Aj .
Розглядаючи випадок кінцевої класифікаційної множи-
ни точок із квадратичною функцією втрат s x y x y( , ) ( )= − 2 
критерій (1) набуває вигляду середньозваженої дисперсії 
точок у вищезазначених класах:
R r x cj j
x Aj
r
i j
( ) ( ) ,= −
==
∑∑ 2
1
де c j  — центр тяжіння точок в класі Aj .
Важливим являється визначення критеріїв якості 
класифікації, що базуються на характеристиках середньої 
близькості точок в класах та середньої близькості (від-
даленості) самих класів: I f I I= ( , ),1 2  причому I має 
збільшуватися із збільшенням I1  та зменшуватися із 
зменшенням I2 :
I I qI I
I
I
I
I qI
I qI3 1 2 4
1
2
1 2
1 2
5= − = =
−
−
, , ,  (2)
де q  — деяка константа, що корегує різномасштабність 
величин I1  та I2 .
У (2) критерій I1  — середня за класами міра близь-
кості точок в класах:
I
r
K A Ai j
i
r
1
1
1
=
=
∑ ( , ),
де
K A A
n n
K A Ai j
i i
i j
ji
ni
( , )
( )
( , );=
−
==
∑∑2 1 11
критерій I2  — середня міра близькості (віддаленості) 
класів один від одного:
I
r r
K A Ai j
ji
r
2
11
2
1
=
−
==
∑∑( ) ( , ),
де
K A A
n n
K x xi j
i j
i j
x Ax A j ji i
( , ) ( , ).=
∈∈
∑∑1
Тут
R x y
R x yp
( , )
( , )
=
+
1
1 λ ,
де R(x, y) — потенційна функція, ni  — число точок в кла-
сі Ai ,  l та р — параметри, що налаштовуються. Класифі-
кація тим краще, чим більше I1  та чим менше I2 .
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Суттєво складним являється випадок безкінечної 
класифікації послідовності об’єктів, де використо-
вуються рекурентні алгоритми, при яких критерії 
якос ті класифікації (екстремум функціоналу) та сам 
алгоритм формулюється на основі методу потенційних 
функцій [17].
В просторі Z критерій якості являється частковим 
випадком критерію (1) для квадратичної функції ви-
трат (випадок при r = 2) (3):
K Z Z P Z d Z Z P Z d
M
P
M
P
A z B Z
BA
H
A
P
B
1
2 2
2 2
− − + − =
= +
∫∫ ( ) ( ) ( ) ( )
( ) ( )
,  (3)
де ZA  та ZB  — центри класів А та В відповідно; P Z( )  — 
функція щільності розподілу ймовірності появи точок 
послідовності, що класифікується.
M ZP Z dA Z
A
= ∫ ( ) ,
де MA — перший ненормований момент класу А,
P ZP Z dA Z
A
= ∫ ( ) ,
де P A — апріорна ймовірність класу А (нульовий ненор-
мований момент).
Аналогічно розраховується відповідні величини 
класу В.
В задачах автоматичної класифікації, в загально-
му формулюванні, досліджується випадок розми тої 
кваліфікації, коли замість характеристичних функцій 
класів, вводяться функції приналежності до класу. 
Розмита класифікація задається r -мірною вектор- 
функцією:
H x h x h xr( ) ( ( ),... ( ),= 1
де h xi( )  — функція приналежності x  до i -го класу [18].
Функція H x( )  задовольняє наступним умовам: 
H x L X P( ) ( , ),∈ 2  для будь-якого х значення H x( ),  тоб-
то H x V Rk( ) .∈ ⊆  Шляхом вибору обмеженої множини 
можна отримати різні типи розмитості, а саме: чітку 
класифікацію та класифікацію із розмитими межами. 
Критерій якості класифікації в загальному вигляді (4): 
Φ Φ= 2( ( )),µ H  (4)
де Φ  — випуклий функціонал,
µ µ( ) ( , ), ,..., .H p i ri i= =1
Значна частина відомих критеріїв якості класифі-
кації точок евклідового простору являється окремим 
випадком функціоналу (4).
Для дослідження виду оптимальної розмитої кла-
сифікації використовується поняття опорної розмитої 
класифікації H xF ( )  для довільного лінійного функціо-
налу F H H x F x HF( ) ( ) argmax( ( ), ).÷ =
Виходячи із вищезазначеного результату можна по-
будувати H V∈  інтераційний алгоритм максимізації 
функціоналу Φ Φ= 3.  Φ Φ3 3= ( )H  — довільний випуклий 
функціонал від вектор-функції H x( ).  В основу алго-
ритму включаються два правила: правило надходження 
опорної класифікації по даному лінійному функціо-
налу F x( )  та правило знаходження за результатами 
класифікації функціоналу, який був би субґрадієнтом 
вхідного функціоналу.
В більшості задач класифікаційного аналізу є необ-
хідним класифікувати об’єкти, що однаково віддалені 
від усіх класів (санація може виникнути при грубих 
помилках спостережень або при неправильно обраному 
числі класів (зниженому по відношенню до істинної 
кількості). Для цього вводиться спеціальний клас, в меж-
ах якого не враховується близькість об’єктів один до 
одного, що називається фоновим [19].
При наявності фонового класу розмита класифікація 
задається вектор-функцією:
H x h x h x h xr( ) ( ( ), ( ),..., ( )),= 0 1
де h x0( )  — функція приналежності x  до фонового 
класу.
При дослідженні структуризації із фоновим кла сом 
додатково до вищезазначених типів розмитості даних 
застосовується розмита класифікація із чітким фоно-
вим класом.
В прикладних задачах пов’язаних із апроксимацією 
складних взаємозв’язків, залежність y f x= ( )  має на-
ступну структуру: на фоні деякої, як правило простої 
залежності y f x= ( ) в окремих (аномальних) областях Bi∗ 
простору X  (необов’язково у всіх), спостерігаються 
суттєві відхилення від f x( ) . В такому випадку шукану 
функцію F x( )  доцільно представити як композицію 
двох функцій — глобальної складової f x( )  та локальної 
функції відхилення від неї F xj∗( )  в аномальних облас-
тях Bj∗ .  В такому випадку апроксимуючу функцію F x( ) 
доцільно представити у вигляді (5):
 
F x f x x F xj j
j
n
( , ) ( , ) ( ) ( , ),α α ε α= + ∗ ∗
=
∑
1
 (5)
де ε j∗  — характеристична функція аномальної облас-
ті Bj∗  (приймає значення 1 тільки для точок цієї області). 
Задача знаходження такої функції формулюється як за-
дача комбінованої кускової апроксимації.
Доцільно відмітити ще один актуальний алгоритм 
кусково-лінійної апроксимації другого типу, в якому 
аналізується не тільки відстань областей Bj , а й від-
стань локальної регресії 

F x j( , )α  в цих областях.
Спочатку за вибірковими значеннями вхідних па-
раметрів простір X  розбивається на rпочт  областей, 
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де r rпочт ≥  (r — експертна оцінка невідомого числа ре-
жимів функціонування об’єкту дослідження єдиними 
обмеженнями для rпочт  є можливість побудови ста-
тистично значимої оцінки локальної лінійної регре-
сії 

F xj j( , )α  для більшості областей. Ті області, для 
яких це неможливо здійснити, об’єднуються, виходячи 
із введеної міри близькості області Bi  та Bj .  Далі 
розглядається гіпотеза: апроксимації локальної ре-
гресії 

F x j1( , )α  та 

F xj j( , )α  статистично еквівалентні. 
Якщо гіпотеза підтверджується, то області Bi  та Bj  
об’єднуються і, для об’єднаної області, будується апрок-
симація локальної регресії F xij ij( , ).α  У протилежному ви-
падку розглядається наступна пара найближчих областей 
із використанням відомих критеріїв перевірки гіпотез, 
а саме критерій Фішера, Ст’юдента, α2  — (xi -квадрат), 
критерій Ioy  та ін.
Проводиться апроксимація залежності вихідного по-
казника у від вектору вхідних показників вибіркою із 
n об’єктів: x x x X Rk k= ∈ =( ,..., ) ,( ) ( )1  кожен із яких опи-
сується вектором:
( , ) ( ,..., ) .( ) ( ) ( )y x y x y x X Rt t t t t
k
t
k k
= ∈ = +1 1

Задача кусково-лінійної апроксимації полягає у зна-
ходженні такої класифікації H H Hr= ( ,..., )1  простору Rk , 
такого вектору коефіцієнтів c c ci t
k
1
1
= ( ,..., )( ) ( )  та констан-
ти di, щоб функціонал:
I y c x dt i t i
x H
n
i
r
i i
= − +[ ]
∈=
∑∑ (( , ) ) 2
1
,
приймав мінімальне значення. Класифікацію H  зада-
ють через вектор-функцію приналежності ( ( ),..., ( )).h x h xr1  
Оптимальна для I класифікація залежить не тільки від 
вхідного, а й від вихідного показника, що є неприйнятним 
для прогнозних моделей.
Для отримання кусково-лінійної апроксимації із роз-
митою класифікацією функціонал I модифікується (6):
I y c x d h xt i t i i
xi Hi
n
i
r
2
2
1
= − +[ ]
∈=
∑∑ (( , ) ) ( ( )),ϕ  (6)
де ϕ( )h  — монотонно зростаюча функція, що визначає 
min розмитості оптимальної класифікації.
Можна виділити три типи розмитості:
1) ϕ1( )h  — чітка класифікація;
2) ϕ2 1( ) ( ) ,h h tt= >  — розмита;
3) ϕ3 2 2 1 1( ) ( ) ,h t t t k t= − − − >  — із розмитими ме-
жами.
Для оптимізації функціоналу (6) використовується 
загальний алгоритм класифікаційного аналізу даних, що 
реалізує послідовне використання двоетапної процедури: 
на першому етапі фіксується вектор-функція H x( ) та 
для неї знаходиться оптимальне значення коефіцієн-
тів лінійних моделей c di i, ;  на другому — ці коефі-
цієнти фіксуються та знаходиться оптимальна вектор- 
функція H x( ).
Як і для чіткої класифікації, в процес апроксимації 
входять не тільки вхідні, а й вихідні показники. Для 
видалення цього недоліку класифікацію будують по 
одному набору показників, а апроксимацію в кожному 
класі — по іншому. Тому, окрім простору вхідних по-
казників Х вводиться простір Z R= 3 ,  в якому і про-
водиться класифікація об’єктів, при якій частина по-
казників в просторах Х та Z можуть бути спільними. 
Тоді кожен об’єкт описується k s+ +1  параметром, тобто 
вектором ( , , ).y x zt t t
Для критерію якості класифікацій також використо-
вується середньозважена дисперсія в класах. Для про-
стору Z  цей показник виражається як функціонал від 
еталонів класів α α1,..., r  та від функцій приналежнос-
ті H(Z):
I Z h Zt i
t
n
i
r
i t= −
==
∑∑ ( ) ( ( )).α ϕ2
11
 (7)
В даному випадку еталони класів можуть бути до-
вільними точками простору Z ,  вектор-функція H(Z)  за-
довольняє відповідним умовам, а функція ϕ  обирається 
із ( , , ).ϕ ϕ ϕ1 2 3  Мінімізація функціоналу (7) проводиться 
як по класифікації H(Z),  так і по вибору еталонів 
класів H r= ( ,..., ):α α1  в оптимальному випадку еталон 
і-го класу співпадає із центром відповідного класу.
6.  обговорення результатів ітераційного 
алгоритму мінімізації критерію якості 
класифікації при фіксованому наборі 
еталонів класів в задачах кусково-
лінійної апроксимації
В ітераційному алгоритмі мінімізація функціо-
налу (7) центральним моментом являється понят-
тя еталонної класифікації. Еталона класифікація це 
H Z h z h ZA A rA( ) ( ( ),..., ( )),= 1  що забезпечує мінімум критерію 
якості класифікації при фіксованому наборі еталонів кла-
сів A r= ( ,..., ).α α1  Якщо визначений вектор A r= ( ,..., )α α1 , 
тоді еталонна класифікація для кожної функції ϕ j h( ) 
визначається однозначно.
Якщо є обмеження множини еталонних класифіка-
цій Z ,  то задача апроксимації зводиться до мінімізації 
функціоналу (7), для еталонної класифікації в просторі Z  
класифікації H x( ).  Можна представити функціонал (7) 
у вигляді (8):
′ = =
= − +[ ]
==
∑∑
I A c d i r
y c x d h
z i i
t i t i
t
n
i
r
i
A
2
2
11
1( , , , ,..., )
(( , ) ) (ϕ ( )).Zt  (8)
Якщо в еталонній класифікації ϕ ϕ( ) ( )t t= 2  або 
ϕ ϕ( ) ( ),t t= 3  то функціонал (8) диференціюється за 
вільними параметрами. Для його локальної оптимізації 
можна застосувати градієнтні процедури. Недоліком ло-
кальної оптимізації є висока залежність від початкових 
умов, тому актуальним є розробка методів глобальної 
оптимізації.
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Для A r= ( ,..., )α α1  за допомогою методу НМК зна-
ходяться коефіцієнти моделей c d i ri i, , ,..., ,=1  що міні-
мізують (8). Таким чином, якщо можна перевірити всі 
групи еталонів класів, то можна знайти глобальний 
мінімум зворотного функціоналу. Якщо у Z  виділи-
ти кінцеву множину Zp p= { }β β1,..., ,  то еталони можна 
обирати тільки із Zp ,  тоді число варіантів перебору 
дорівнює pr .  В якості множини Zp  можна обрати 
реалізацію початкової сукупності Z  [20].
В одномірний еталонний класифікації можуть пере-
криватися лише сусідні класи. Тому в задачах кусково- 
лінійної апроксимації корисно результуючу класифікацію 
проектувати на вихідний параметр y, що відповідає ви-
падку Z y= ,  для якого також можна використовувати 
алгоритм глобальної оптимізації.
Процедури апроксимації виробничих функцій пови-
нні бути алгоритмізованими. На підставі сформульованих 
вимог до процедури апроксимації виробничих функцій 
можна визначити методологічні положення апроксимації: 
найбільш оптимальним методом апроксимації функцій 
являється метод кусково-лінійної апроксимації; базовим 
відрізком лінійної апроксимації повинен бути відрізок 
функції витрат, що має максимальне значення похідної. 
У більшості випадків цей відрізок включає лінійну части-
ну апроксимуючої функції сукупних витрат; формування 
інших відрізків кусково-апроксимуючих функцій повинні 
відповідати вимогам обмежень на похибку апроксима-
ції всієї виробничої функції, що розподіляється поміж 
адитивними складовими, та має бути алгоритмізованим 
у процедурному відношенні.
7. висновки
У даній статті розглянута методологія структурно-
класифікаційного аналізу в управлінні конкурентоспро-
можністю території. Особливу увагу приділено визначен-
ню критеріїв якості класифікації та задачі комбінованої 
кус кової апроксимації.
Однією із важливих питань на регіональному рівні 
залишається проблема системи державної підтримки 
інвестиційних проектів, що призводять до збільшення 
валового регіонального продукту та розвитку регіону, 
що дозволило сформувати дворівневу стратегію по змен-
шенню витрат оптимізаційного процесу становлення 
інвестиційних відносин між потенційними інвесторами 
та реципієнтами.
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сТрукТурно-классификационный анализ в управлении 
конкуренТоспособносТью ТерриТории
В статье рассмотрена методология структурно-классифи-
кационного анализа в управлении конкурентоспособностью 
территории с акцентом на определение критериев качества 
классификации, задача комбинированной кусковой аппрокси-
мации. Сформулированы требования к процедуре аппрокси-
мации производственных функций, базовый и другие отрезки 
линейной функции затрат, требования к ограничениям на по-
грешность аппроксимации всей производственной функции 
и аддитивных составляющих.
ключевые слова: стратегическое управление территорией, 
устойчивое развитие экономической системы, структурная 
классификация, кусочно-линейная аппроксимация.
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ГЕОМЕТРИЧНІ АЛГОРИТМИ СТВОРЕННЯ 
ОРНАМЕНТАЛьНИХ ЗАПОВНЕНь  
у КОМП’ЮТЕРНОМу ПРОЕКТуВАННІ 
ДВОВИМІРНИХ ВІТРАжІВ
В роботі окреслено значення орнаменального вітражного заповнення та розглядаються най­
більш розповсюджені історичні схеми. Розкрито історичні фактори виникнення техніки вітражу 
та основні стилістичні особливості в регіонально­історичному контексті. Визначені основні 
геометричні алгоритми для створення більшості найбільш використовуваних орнаментальних 
заповнень, необхідних для проектування художнього двовимірного вітражу та засоби їх пара­
метричного налаштовування в комп’ютерній технології проектування двовимірних вітражних 
полотен.
Ключові слова: вітражне полотно, геометричні алгоритми, орнаментальне заповнення, пере­
тин з’єднувального профілю, параметричність.
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1. Вступ
Коли мова йде про таке поняття, як вітраж, пер-
ше, що спадає на думку, це готичні вітражні картини 
або кольорова феєрія епохи Арт-нуво. Але насправді 
це особливі випадки, а взагалі, вітраж — це просто 
віконне полотно, набране зі шматків скла. Причому 
скла не обов’язково кольорового. Взагалі, вітраж ви-
ник не як мистецтво, яким є сьогодні, а через потребу 
перекрити віконний отвір. В часи Римської імперії не 
було можливості виготовити листове скло достатнього 
розміру, але сам матеріал вже виготовляли. Тому був 
розроблений метод створення вікон з невеличких ча-
стин скла, скріплених між собою свинцевим профілем. 
З того часу було створено дуже багато стилів збиран-
ня віконних полотен, але, на превеликий жаль, в літе-
ратурі, принаймні сучасній, зовсім відсутні дослідження 
на цю тему. Мова ведеться не про загальні історичні 
стилі вітражного мистецтва, а про геометрію збиран-
ня орнаментальних віконних полотен, що є складовою 
дизайну чи навіть декоративно-вжиткового мистецтва. 
Такі орнаментальні заповнення використовували як само-
стійно, так і в композиції з фігуративними елементами. 
В разі створення комп’ютерної технології проектування 
вітражів, ця інформація набуває великого значення, 
оскільки повинна міститися у базі даних. 
Проаналізуємо цю тему детальніше. На нашу думку, 
першим стилем, були вікна, зібрані зі скляних круг-
ляків, адже найстаріші взірці були саме такими. І це 
абсолютно логічно, зважаючи на засіб їх виготовлення. 
Першим методом виготовлення плаского скла, був метод 
обертання шматка майже рідкого гарячого матеріалу 
на металевій трубці. Таким чином і досі створюють 
нижню частину келихів ручного виготовлення. Пізніше, 
коли були винайдені способи виготовлення плаского 
скла більших розмірів, з’явились прямокутні малюнки. 
Переважно між цими двома геометричними формами 
і розвивались різноманітні стилі збірки вікон. Чому саме 
ці дві форми? Дуже просто. Вони найбільш зручні для 
нарізки скла. Але не слід думати, що це обмежувало 
фантазію. Незважаючи на те, що найпопулярнішими 
були заповнення з ромбів та прямокутників, існує ве-
личезна кількість інших архетипів у найрізноманітніших 
комбінаціях цих та інших форм. 
Вітражне мистецтво не притаманне різним культу-
рам в однаковій мірі, тому і характер орнаменту має 
національні риси. Визначними центрами були країни 
північно-західної та західної Європи, зокрема Німеч-
чина, Франція, Англія, Іспанія. Неважко собі уявити, 
що в Німеччині та Англії домінує орнаментика пів-
нічних кельто-готських культур. Навпаки, в Іспанії та 
частково у Франції переважають східні мотиви. Тобто 
маємо в Британії плетиво, ромби та прямокутники, 
а на сході частіше зустрічаються зірки, багатокутники 
та круги. До речі, плетиво було дуже зручним для зби-
рання, оскільки з’єднувальний профіль не може цілком 
перетинати площину вітражного полотна, а повинен 
перетинатися з іншими. З одного боку, це необхідно із 
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