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ABSTRACT
This paper studies the disjointness of the time-frequency repre-
sentations of simultaneously playing musical instruments. As a
measure of disjointness, we use the approximate W-disjoint or-
thogonality as proposed by Yilmaz and Rickard [1], which (loosely
speaking) measures the degree of overlap of different sources in
the time-frequency domain. The motivation for this study is to find
a maximally disjoint representation in order to facilitate the sepa-
ration and recognition of musical instruments in mixture signals.
The transforms investigated in this paper include the short-time
Fourier transform (STFT), constant-Q transform, modified discrete
cosine transform (MDCT), and pitch-synchronous lapped orthog-
onal transforms. Simulation results are reported for a database of
polyphonic music where the multitrack data (instrument signals
before mixing) were available. Absolute performance varies de-
pending on the instrument source in question, but on the average
MDCT with 93 ms frame size performed best.
Index Terms— Source separation, W-disjoint orthogonality,
constant Q transform, MDCT, pitch-synchronous analysis
1. INTRODUCTION
The objective of blind source separation is to extract a set of source
signals {sk}Kk=1 from one or more observed mixtures {xn}Nn=1
without prior information about the mixing process. When the num-
ber of observed mixtures M is equal or greater than the number of
sources K, the problem is said to be determined or overdetermined,
respectively, and can be tackled with methods such as independent
component analysis (strictly defined for the determined case).
On the other hand, when K > N and usually N = 1, the prob-
lem is underdetermined and can be solved only by making some
assumptions on the sources. There are several approaches to under-
determined source separation and the use of time-frequency masks
is a popular one among them. Estimating the masks from the mix-
ture signal is a very hard task. There are different approaches for
that, from auditory motivated (CASA)[?] to statistical parametric
spectral models[2], and blind methods like non-negative matrix fac-
torization (NMF) based sound separation approaches[3] which can
be viewed as estimating soft-masks for sources.
The overall structure of a masking algorithm can be described
as follows. A mixture x is first mapped by a linear operator T
into a transformed domain, usually a time-frequency or time-scale
representation. Then K masks {Mk}Kk=1 are estimated in order to
extract the source signals. After each mask has been applied in the
transformed domain, an estimate sˆk of the corresponding source sk
can be obtained by inverting the transform:
sˆk = T
−1(Mk(T (x))) (1)
Choosing a suitable transform T is crucial for the success of the
source separation algorithm. In particular, T must satisfy the fol-
lowing properties:
• Invertibility: the transform must admit an inverse in order to
obtain the source signals in the time domain.
• Fast implementation: the transform must admit a fast imple-
mentation in order to be suitable for separation of audio sources
from entire songs and even large databases of music.
• Disjoint representation: the transform must lead to a represen-
tation in which the support of the coefficients corresponding to
different sources overlap as little as possible.
While the first two properties define a set of valid operators
from which to choose from, the third property is the focus of the
present work where we compare a range of transforms and measure
the degree of disjointness of the different instruments in a music
mixture. Previous work includes a paper by Tan and Fevotte [4]
measuring the performance of a source separation algorithm using
various orthonormal and over-complete representations on a lim-
ited dataset of speech and musical test signals. Vincent and Gribon-
val [5] measured the performance of separation by binary masking
using MDCT bases and blind/oracle cosine and wavelet packets.
The purpose of the test was to see whether an adaptive transform
like cosine packets provides better separability than a fixed one like
MDCT. The results showed that only cosine packets offered a slight
improvement over MDCT and this might not justify the computa-
tionally intensive best basis selection step required for acquiring an
orthogonal basis. Also Yilmaz and Rickard [1] present measure-
ments on the performance of binary masks for speech signals, cre-
ated using knowledge of the STFT magnitudes of the source and in-
terference, suggesting that speech can be considered highly disjoint.
Our main contribution is to use a database of real music recordings
that span a wide range of popular musical genres and to extend the
analysis to a set of popular transforms, including STFT, constant Q
transform [6] and pitch synchronous lapped orthogonal transforms
[7], with the purpose of measuring the influence of the transform on
the disjointness of the representation.
2. MASKING IN THE TRANSFORM DOMAIN
Let us consider a linear sum ofK sources sk: x =
∑K
k=1
sk, where
scaling factors for the sources are absorbed in the source signals for
convenience. The linearly transformed mixture can be written as:
T (x) =
K∑
k=1
T (sk) (2)
In the present work we exploit knowledge about the sources be-
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fore mixing to calculate “oracle” masks for the sources that are opti-
mal in terms of W-disjointness orthogonality. The ideal masking for
a concerned source specifies the regions in the time-frequency rep-
resentation domain where the signal energy of that source is greater
than the interfering energy from all the other sources in that region.
That way, we can test the capabilities of a transform without suffer-
ing any loss in performance from estimating the masks.
The ideal binary mask for each source of the mixture in the
transform domain is calculated as:
Mk(γ) =
{
1, for |Sk(γ)| > |Yk(γ)|
0, otherwise (3)
where Sk(γ) = T (sk), γ ∈ Γ denotes elements from the set of
coefficients in the transform domain and yk =
∑
j 6=k sj is the sum
of the sources interfering with the k-th source in the mixture. In the
special case where the transform results in a time-frequency repre-
sentation of the signal, γ ∈ Γ can be parametrized by γ = (ω, t)
where ω and t are the frequency and time indexes respectively. The
mask is then defined as Mk(ω, t) and indicates the time-frequency
points where sk has more energy than the combined energy of all
the interfering sources.
In the ideal case where for different time-frequency regions
there is only one source contributing to the mixture, sources can be
considered as perfectly disjoint. Then it is be possible to partition
the support of the mixture in such a way as to obtain the original
sources simply by applying the appropriate binary mask to the mix-
ture. In a less ideal and more realistic setting we can measure the
degree of disjointness between the sources. For a measure of dis-
jointness we use the approximate W-disjoint orthogonality (WDO),
where W stands for the analysis window function of the transform,
as proposed by Yilmaz and Rickard in [1]. WDO with oracle masks
provides an upper limit for source separation performance using bi-
nary masks (See Appendix A)
3. TRANSFORMS
The following transforms were tested and compared in terms of the
sparsity and disjointness of their representations.
• Short time Fourier transform (STFT) was employed using Ham-
ming window with 50% overlap, a common choice of parame-
ters that ensure the invertibility of the transform using inverse
Fourier transform and overlap-add synthesis.
• Constant Q transform is a time-scale representation, similar to
a wavelet transform but with higher frequency resolution than
in conventional wavelet transforms [6]. The frequency bins are
logarithmically distributed so that the Q-factors (ratios of the
centre frequencies to bandwidths) are the same for all bins.
• Modified discrete cosine transform (MDCT) is a time-frequency
transform widely used in coding standards such as MP3. It be-
longs to a flexible class of transforms called Lapped orthogonal
transforms (LOTs) [7]. Here MDCT with type-IV bases is used.
• Pitch-synchronous STFT is realised as a particular instance of
LOTs, where the time domain signal is analysed using rectan-
gular windows (with zero overlap) whose lengths are adapted
to the pitch (See Appendix B). We also implemented LOTs with
Fourier and DCT-IV bases with overlapping pitch-synchronous
windows, but the performance of these was slightly worse to
that of STFT and MDCT respectively, therefore results are not
shown.
4. EXPERIMENT
We used a dataset of 18 multitrack songs of varied genre from pop-
rock to heavy metal so as to have a representative and varied set
of modern popular music. The songs were sampled at 44.1 kHz.
The tracks we focused on per song were: Guitar, Bass, Drums,
and Vocals. For measuring the disjointness, the measurements were
performed on random 2.9-sec segments from the songs, that were
energy-normalized. During the selection, we used the following
criterion to ensure that none of the sources to be measured were
silent in the segment. A random segment xi was only considered as
valid and was used in the measurements if the RMS value of each
source signal present in segment i of the mixture was no more than
20 dB lower than the RMS level of the whole mix.
We collected WDO measurements, according to Eq. (4) in Ap-
pendix A, for 30 such segments per song and obtained values for
all possible different pairs of instruments in order to show how dis-
joint they are from one another. Furthermore, we introduce a pitch-
synchronous analysis prior to the transform in order to improve the
sparsity of the representation of the sources and thus improve their
separability. Motivated by the fact that Western music favours har-
monic pitch relationships for simultaneously sounding notes, we
applied the pitch estimation algorithm on a single track and then
measure the disjointness by applying a pitch-synchronous STFT on
the mixture with analysis windows adapted to the pitch of one of the
sources present in the mixture (see appendix B). The pitch estima-
tor was applied on the Bass track and from the estimated pitches we
defined the analysis window lengths of non-overlapping rectangular
windows for the STFT of the instrument tracks prior to measuring
their disjointness. The reason why we chose to perform the pitch-
synchronous analysis on the Bass track is mainly due to the fact
that the signal is monophonic (single-pitched) and “dry” (no effects
applied) in most of the data.
5. RESULTS
Figure 1 present pairwise WDO measurements for all pairs of in-
struments for the following transforms: STFT, pitch-synchronous
STFT, MDCT, and CQT, for different resolutions. The results show
significant variance in the data, but this is mainly due to the wide
variety of music tracks used for the experiment. The disjointness
between two instruments depends highly on the genre, the artist but
also on the musical structure of the song. Nevertheless, relative
differences in WDO between different transforms and resolutions
for an individual song followed rather closely the median across all
songs, despite the differences in the absolute song-dependent WDO
values. To clarify this, Figure 2 illustrates ratios of WDO values of
songs relative to 1024 MDCT. Here the variances are much lower.
Another interesting observation is that different pairs of in-
struments exhibit different levels of disjointness that are partly
explained by the frequency range of some instruments (bass in
particular) but also by the formant structure of the vocals and note
structures of the guitar and bass). Furthermore, measurements
(omitted here due to space limitations) showed that when all in-
struments are present simultaneously, there is considerably more
overlap, the disjointness of individual instruments in the mixture
reducing to 66.6%, 67.7%, 70, 9% and 81% for guitar, bass, drums
and vocals, respectively, for STFT and 93 ms window. This can be
contrasted with the 83.4% WDO obtained for a 4 speaker speech
mixtures in [1].
Among pitch-synchronous LOTs, pitch-sync STFT with zero
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Figure 1: WDO measurements of different pairs of instruments for various transforms
overlap and rectangular window had the best performance imrpove-
ment and therefore results are shown only for that. This could prob-
ably be explained due to windowing smearing the spectral peaks in
the transform domain, but further experiments are required to better
understand the behaviour of pitch-synchronous transforms.
We found no correlation between the disjointess and the spar-
sity of a representation. Figure 3 shows the sparsity vs. disjoint-
ness measurements for different instrument pairs in each of the 18
songs. Sparsity was measured using ℓ1/ℓ2-norm, that is, calculat-
ing ℓ1 norm after normalizing by the ℓ2 norm for each time frame
and then averaging over all framers. The transform used here was
MDCT with 4096 points. The sparsity and disjointness values for
each mixture were obtained by calculating ℓ1/ℓ2 and WDO sep-
arately for the two instrument signals and calculating the average
respectively. The figure shows clearly that sparsity does not imply
disjointness and vice versa in music.
6. CONCLUSIONS AND FUTURE WORK
In this paper we studied the level of disjointness of different instru-
ments in music recordings for various time-frequency representa-
tions. The results show that different pairs of instruments exhibit
different levels of disjointness, and on the average, MDCT outper-
formed STFT and CQT. Analysis window length of 93 ms gave the
best results, with a few exceptions where longer analysis windows
performed slightly better, mainly when dealing with pairs of pitched
instrument tracks and especially in the case of the bass. Pitch-
synchronous analysis was introduced to obtain sparser representa-
tions and to study the difference this made to the disjointness levels.
Although the performance was improved for transforms with short
analysis window lengths when dealing with pairs of pitched instru-
ments (such as guitar/bass), this improvement disappears for longer
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Figure 3: Sparsity vs Disjointness of the different pairs of instru-
ments for the 4096-point MDCT
windows. Further experiments are needed to support this finding.
In future work, we will explore the disjointness of overcom-
plete representations, including dictionary-learning approaches and
unions of bases, each with different time-frequency characteristics
[8]. Subsequent experiments could also measure the efficiency of a
pitch synchronous analysis in a realistic scenario where the individ-
ual sources will not be available.
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A. W-DISJOINT ORTHOGONALITY
Sources are considered pairwise disjoint orthogonal on a transform
domain T if the supports of the transforms of the sources are dis-
joint. The following method as defined in [1] can measure the level
of overlap between the representations of sources using ideal binary
masks created based on prior information of the sources.
Given a mask M , such that 0 ≤ M(γ) ≤ 1 for all elements
γ in the transform space Γ, the preserved-signal ratio (PSRM )
and the signal-to-interference ratio (SIRM ) performance criteria
are defined as:
PSRM =
||M(γ)Sk(γ)||
2
||Sk(γ)||2
, SIRM =
||M(γ)Sk(γ)||
2
||M(γ)Yk(γ)||2
The approximate W-disjoint orthogonality is then defined as:
WDOM = PSRM −
PSRM
SIRM
(4)
The maximum possible value, WDOMk = 1, implies that the
mask Mk can perfectly separate and recover the k-th source.
B. PITCH SYNCHRONOUS ANALYSIS
It is well known that Fourier-like transforms of periodic signals are
sparser if the length of the analysis window is a multiple of the pe-
riod length. In order to adapt the analysis window length to the
local fundamental period, we run a pitch estimation algorithm prior
to the transforms. For improved accuracy, over the pitch estimation
we employed the following method, as used in [9]. We first con-
duct a preliminary pitch analysis where pitch is estimated in 93 ms
time frames with 75% overlap. Following this, pitch markers that
indicate each individual period were generated using dynamic pro-
gramming to fine-tune the preliminary pitch estimates. The trans-
form window lengths were then chosen so that they would consist of
a discrete number of pitch periods as close to a predefined reference
window length (1024, 2048 or 4096) as possible. Furthermore, by
exploiting LOTs, we can vary various other parameters such as win-
dow edges(tail) lengths and types while ensuring critical sampling.
