Abstract. The long time behavior for the degenerate Cahn-Hilliard equation [4, 5, 10] ,
Introduction
The Cahn-Hilliard equation
n · ∇u = n · ∇{f (u) − 2 u} = 0, (x, t) ∈ ∂Ω T , u(x, 0) = u 0 (x), x ∈ Ω, (1.1) was introduced by Cahn & Hilliard [4, 5] to model phase separation in binary alloys, see [20, 19] . Here u(x, t) represents the concentration of one of the two components of the binary alloy, the coefficient M (u) ≥ 0 is known as the mobility, and f (u) = F (u), where F (u) is the homogeneous contribution to the free energy. In (1.1), Ω T = Ω × (0, T ), ∂Ω T = ∂Ω × 1 (0, T ), and 0 < T ≤ ∞. We shall assume the domain Ω ⊂ R N , N = 1, 2, 3 to be bounded and convex. Since u(x, t) represents a concentration, it is appropriate to require that 0 ≤ u 0 (x), u(x, t) ≤ 1.
Over the years there has been some effort to make a quantitative comparison between the predictions of the equation and experiment. For the purpose of comparison, various tools have been developed. See [18, 1] . Equation (1.1) is often not completely accurate, since various effects such as anisotropy and elastic effects have been neglected. Despite these drawbacks, it is still worthwhile to try to understand carefully the predictions of the simple model (1.1), since methodologies developed for (1.1) should be possible to implement in models where various additional effects have been included [6, 17, 13] .
In order to understand phase separation, let us pause to consider the evolution of a system which is initially nearly spatially uniform. If such a system is rapidly cooled or "quenched" into a region in the thermodynamic phase diagram where the mean concentration is linearly unstable, then the onset of phase separation will occur. During the initial stages of phase separation, a dominance of the length scale predicted by the fastest growing or "most unstable" mode will be apparent, until the system locally saturates near equilibrium phases. Afterwards, certain of the saturated regions will grow as others shrink, and the overall length scale of the system will increase. This is the process known as coarsening.
The purpose of the present paper is to generalize the results of Kohn & Otto [15] on upper bounds for the dominant length scale during coarsening and to demonstrate new possible phenomena. In [15] , coarsening in the context of the "shallow quench limit" for (1.1) given by u t + [2(1 − u 2 )u + u] = 0, (x, t) ∈ Ω T , u(x, 0) = u 0 (x), x ∈ Ω, (1.2) and the "deep quench limit" for (1.1) in which u ∈ [−1, 1], and
were studied, assuming periodic boundary conditions rather than the boundary conditions which appear in (1.1). An upper bound ∝ t 1/3 for (1.2), and an upper bound ∝ t 1/4 for (1.3) for the dominant length scale, l(t), were demonstrated. Stated more precisely, it was proven that if E is a scaled free energy and L is the (W 1, ∞ ) * norm of u, then there exist constants C 1 and C 2 , such that within the framework of (1.2), 4) for r < 3, θr > 1, (1 − θ)r < 2, if L 3 (0) 1 E(0) and T L 3 (0), and within the framework of (1.3),
and T L 4 (0). They assumed periodic boundary conditions and took the mean mass,ū := 1 Ω Ω u 0 (x) dx, to be zero. Their analysis is based on three lemmas which hold for both (1.2) and (1.3) with some variation in the formulations. Roughly speaking the first of these lemmas gives a global bound of the form 1 ≤ dEL where d is a constant which is O(1), the second lemma gives differential inequalities involving E, L, and their time derivatives, and the third lemma uses the results of the first two lemmas to obtain time dependent upper bounds on the dominant length scale after a sufficient amount of coarsening has occurred. Similar analysis has recently appeared in various related settings [16, 9, 8, 22] .
Our generalization here focuses on obtaining upper bounds for l(t) for the Cahn-Hilliard equation for all temperatures, 0 < Θ < Θ c := α, for arbitrary mean masses,ū ∈ (u − , u + ), and for all t ≥ 0, and examining the implications of these upper bounds. Here u ± = u ± (Θ) denote the equilibrium phases, in other words, the mass constrained minimizers of F (u) = u f. For Θ > Θ c , u ± = 0 and the uniform state u(x, t) =ū is stable; hence, phase separation and coarsening does not occur. Our results are consistent with the bounds (1.4) and (1.5), which can be obtained from our results in two scaled limits in which 0 < Θ 1 and 0 < Θ c − Θ 1, respectively. We obtain upper bounds on coarsening for all t ≥ 0 by demonstrating that at all times t ≥ 0, there exist constants d and f such that either dEL ≥ 1 or f E ≥ 1, and that either of these estimates can provide an upper bound on coarsening. Our results are less "universal" and more specific than (1.4) and (1.5), in that our estimates are given in terms of explicit temperature and mean mass dependent coefficients; this allows us to demonstrate how the possibility of transitional and cross-over behavior follows from our estimates. Mean mass dependent exponents, which have been reported numerically quite recently [24] , can be construed from the estimates which we obtain. While time dependent cross-over behavior during coarsening has been previously reported for the Cahn-Hilliard equation with convection [23] , to the best of our knowledge, such behavior is demonstrated here for the first time for the Cahn-Hilliard equation itself. Our definition of L(t) is slightly different than in [15] , since our analysis is based on the boundary conditions given in (1.1) rather than on periodic boundary conditions and allows for nonzero mean masses. We adopt here the boundary conditions given in (1.1) because they are somewhat more natural for the physical setting; in fact, the periodic boundary conditions are simpler to implement, and our analysis and results carry over easily to the periodic setting.
Our treatment also allows us to obtain upper bounds for the deep quench limit with constant mobility in which u ∈ [−1, 1] and
which, properly formulated, constitutes a free boundary obstacle problem and corresponds to the model suggested by Oono & Puri in [21] and analysed by Blowey & Elliott in [2, 3] . The starting point for our analysis is the Cahn-Hilliard, (1.1), where M (u) and f (u) = F (u) are taken as
This formulation is in line with the assumptions of Cahn & Hilliard [4, 5] , and corresponds to a formulation discussed by Elliott & Garcke [10] . In (1.7), u represents the difference in the concentrations of the two components, and hence should satisfy |u(x, t)| ≤ 1. For (1.1)-(1.7), existence, regularity, and invariance of the region |u| ≤ 1 were proven by Elliott & Garcke [11] . See also [14] . Setting
2 )t, and rescaling Ω, Ω T , ∂Ω T , and T accordingly, we obtain the following dimensionless formulation upon dropping the primes
where θ = Θ/α denotes a scaled temperature. Note that setting θ = 1−δ, x = (δ/2) 1/2 , t = (δ 2 /4)t, and u = (3δ) −1/2 u in (CH), then letting δ → 0 and dropping the primes, the "shallow quench" limit, (1.2), is obtained. Also, letting θ → 0 in (CH), the "deep quench" limit (1.3) is obtained. Thus we see that (CH) encompasses both (1.2) and (1.3). We refer the reader also to the discussions in [15, 11] .
The outline of the paper is as follows. In §2, a discussion is given of E(t), L(t), and of E −λ (t)L 1−λ (t), 0 ≤ λ ≤ 1, as a possible measure for l(t). Regularity results for (CH) are reviewed, and three technical estimates are proven for E(t). In §3, the estimates obtained in §2 are used to derive variants of Lemmas 1-3 given in [15] . In §4, the analogue of the results in §3 are derived for the deep quench limit. The results for constant mobility and degenerate mobility within the context of the deep quench limit are then compared, and the implications of these results with regard to possible transitional behavior of the upper bounds on coarsening are explored. Afterwards in §5, we return and demonstrate how the results of §3 generalize the results of [15] , and outline how time, temperature, and mean concentration affect the upper bounds on coarsening.
Some auxiliary and technical results
Before defining length scales for (CH), let us recall ( [11, 15, 19] ) Theorem 1. Suppose that Ω is a bounded convex domain, u 0 ∈ H 1 (Ω), and |u 0 | ≤ 1, and let M (u) and f (u) be as prescribed in (1.7). Then for any T > 0, there exists (u, J) such that
Moreover, defining E :
We remark that Theorem 1 also holds if Ω is a bounded domain with ∂Ω ∈ C 1, 1 ; however, we shall be making use of the convexity of Ω in §3, so we have formulated the results of the theorem accordingly. Now, with regard to length scales, we shall define a first length scale, L(t), based on the norm of u(x, t) at time t in the dual space of W 1, ∞ (Ω). As it is easily verified that the mean mass,ū = 1 |Ω| Ω u(x, t) dx, is time invariant for (CH), it is convenient to introduce the definition
where
Note that ifū := 1 |Ω| Ω u(x, t) dx = 0 and ξ ∈ B, where
Hence ifū = 0, we have that
Noting that (CH) may be written as
where E(t), the free energy, is given by
a second length scale, E −1 (t), can be defined based on the free energy, E(t). When 0 < θ < 1 and u ∈ (−1, 1),
has precisely one maxima located at u = 0 and two minima located at u = u ± , with u + = −u − and u + ∈ (0, 1). Hence it is convenient to define E(t) as follows,
and e(θ) is determined by requiring that
One should like to consider L(t), E −1 (t), and E −λ L (1−λ) (t), 0 < λ < 1, as length scales for (CH). That L(t) acts as a length scale for spatial variation in the concentration can be seen directly from (2.1)-(2.2). That E −1 (t) acts as a length scale measuring the amount of perimeter during coarsening can be seen by noting that (2.4) implies that
During the later stages of coarsening, the system is approximately partitioned into regions in which u = u + and in which u = u − , and the inequality in (2.6) can be expected to be closely approximated by equality. The expression on the right hand side of (2.6) can be seen to scale as length −1 and gives, for such partitioned systems, a measure of the amount of interfacial surface area, say, χ u=u + within the volume |Ω|, per unit volume, times the "surface energy," σ, where
Explicit estimates for σ will be obtained in §3 and §4. Note that for well partitioned systems, (u + − u − )||u||
gives an upper bound on the amount of interfacial area within the volume |Ω|, and hence, in a sense, similar quantities are being compared. Since L(t) and E −1 act as measures of "lengths" during coarsening, clearly E −λ L (1−λ) (t), 0 < λ < 1 also act as possible measures of length.
The following technical results will prove useful shortly. Claim 1. For 0 < θ < 1 and u ∈ [−1, 1], we have that
Proof. It follows from the definitions of e(θ), u ± , and
∂W ∂u
, that
and
Using (2.10) in (2.5) gives
Writing (2.12) as 13) and using (2.11) in (2.13), we obtain after some manipulation
Hence, (2.8) follows with
From (2.14), we see that for u ∈ (0, 1), h(u; u ± ) is monotone increasing and h(−u; u ± ) = h(u; u ± ), and (2.9) is obtained.
In particular, (2.9),(2.14) imply that
15)
From (2.11) and (2.15), it follows that
and from (2.8), (2.15), and (2.11), we get that
Note now that
which implies (2.18)
Proof.
It is straightforward to demonstrate that
and the case u + > u 2 > u − > u 1 is analogous.
Estimates
Lemma 1. Suppose that 0 < θ < 1 and u − <ū < u + , then for t ≥ 0, where
, and
it follows that
3)
The inequalities (3.1)-(3.2) can now be proven by estimating the terms on the right hand side of (3.3) and dividing through by u 2 ± −ū 2 . Using the estimates in Claims 1 and 2, we get two separate estimates on the first term on the right hand side of (3.3). Namely, using (2.8)-(2.9),
and by (2.18),
To estimate the second term on the right hand side of (3.3), we proceed as follows. From Claims 1 and 3, we obtain that 
From the definitions of φ and u ,
8) where
Using (3.6),
Since the domain Ω has been assumed to be convex,
This estimate is valid for a.e. x, y ∈ Ω, since ∇W ∈ L ∞ (0, ∞; L 1 (Ω)) by (2.6).
With regard to II, it is easy to see that
Hence, since by assumption Ω is convex,
Using the estimates (3.9), (3.10) in (3.8), it follows that
From the definition of φ , and since u 2 ≤ 1, it follows that
Hence recalling (2.3)
Using (3.11) and (3.12) in (3.7), optimizing over , we obtain that
(3.13) Using (3.13), (3.4), and (3.5) in (3.3), and dividing through by u 2 ± − u 2 , the estimates (3.1)-(3.2) given in the statement of the lemma now follow.
Remark 3.1. Referring back to §2, it follows from (2.6),(2.7) that E min > 0 if |ū| < 1, and we have the rough estimate [7] E min ≥ σ |Ω| · interfacial surface area, (3.14)
, we obtain that
Since we are considering convex domains, the minimal amount of surface area for a completely partitioned system is O(|∂Ω|). Hence, from (3.14),(3.15) we get a lower bound of the form O(|∂Ω|/|Ω|) for E min and a lower bound of the form O(u + h min )] −1/2 E. If the domain is sufficiently small, the uniform state u =ū is stable and phase separation does not occur [12] ; this is a limiting case to be kept in mind.
Lemma 2. Let u(x, t) denote a solution to (CH), and suppose that 0 < θ < 1 and |ū| < 1. Then the following estimates hold for t > 0,
Proof. Arguing as in [15, Lemma 2] , it follows that
and hence by the Cauchy-Schwartz inequality,
Using (3.4) and (3.5), we get that
which together with (3.18) imply (3.16), (3.17).
The following lemma is an extension and generalization of Lemma 3 which appears in [15] .
Lemma 3. Suppose that for 0 ≤ t ≤ T,
where α = 0, 
where ϑ 1 = ϑ 1 (A, B, α, r, ϕ). ii) If, in addition to (3.19) and (3.20) , 24) where ϑ 2 = ϑ 2 (A, C, α, r, ϕ).
Remark 3.2. The inequalities in (3.20) imply that
Proof. It follows from Theorem 1 that E(t) is absolutely continuous and E t ≤ 0, and (3.19) implies that L(t) is absolutely continuous. Therefore, we may set L = L(E) and write (3.19) as
Since E t ≤ 0, and E ≥ 0 according to its definition, we have that E ≥ E min ≥ 0. In fact, if |ū| < 1 then E min > 0 (see Remark 3.1), and thus E > 0. Suppose that E t < 0, then −E α E t > 0 and therefore,
Clearly (3.25) also hold if E t = 0. Multiplying both sides of (3.25) by g(E) = E ϕr L(E) −(1−ϕ)r and integrating from 0 to T, we obtain after a change of variables that (3.27) and note that (3.20) implies that γ 1 < 0 and γ 2 > 0. Settinĝ
we obtain from (3.26) that
Optimizing over the end conditions in the inequality above, we get that (3.29) and since γ 1 < 0 and E ≥ 0, it follows from the definition ofÊ that
Using (3.29) and (3.30) in (3.28),
If i) holds, we proceed by noting that (3.31) implies that
where σ 1 = −(1 + α) + ϕ(3 + α). Since (3.20) implies that σ 1 > 0, we get from the above inequality that
If on the other hand, ii) holds, then we may write (3.31) as
. Note that (3.20) implies that σ 2 ≥ 0. Setting
3.32) and (3.33) imply respectively that
S (T )[S(T )]
(1−ϕ)r
If L(T ) < ρL(0) and i) holds, then
and ii) holds, we obtain in a similar manner that
Combining (3.34) and (3.36) yields
, which implies (3.22) . A similar discussion combining (3.35) and (3.37)
, which implies (3.24).
It might seem natural to outline now the implications of Lemmas 1, 2, and 3 with regard to upper bounds on coarsening. However, we postpone doing so until §5, and present first, in the next section, the analogues of Lemmas 1, 2, 3 in the context of the deep quench limit with constant and degenerate mobility and explore their implications for coarsening. The results in that context are simpler, and their implications are more transparent, so it seems to make some sense to present them first.
Coarsening in the deep quench limit
In this section, we consider the scaling predictions for the constant mobility deep quench limit, (1.6), and compare them with those of the deep quench limit, (1.3). If we wished, we could ascertain the predictions for (1.3) directly from the results obtained in the previous three sections, and many of these results would also be relevant in considering (1.6). However, by reconsidering the previous results and taking into account the particular form of f (u) in (1.6), (1.3), certain of the results become slighter simpler and stronger. So this is the approach which we adopt here.
For both (1.6) and (1.3), u ± = ±1, e = e(0) = 0, f (u) = (1 − u 2 ), and the free energy is given by
In term of the results in §2, the results of Claim 1 can be strengthened by noting that since u ∈ [−1, 1], (4.1) implies directly that
and (2.7), (4.2) yield here that σ = π/2. From Claim 2, we have that
Since u ± = ±1, only cases (i)-(iii) in the proof of Claim 3 need now be considered, and hence the results given there may now be strengthened to yield that for
Note that (4.
In terms of the results in §3, let us first consider Lemma 1. By relying now on (4.2), (4.3), and (4.4) and proceeding as in the proof of Lemma 1, we find that Lemma 4. Suppose that |ū| < 1, then for t ≥ 0,
With regard to Lemma 2, the analysis for (1.6) and (1.3) is a little different. For (1.6), we may proceed as in the constant mobility case in [15, Lemma 2] to obtain Lemma 5. Suppose that u(x, t) denotes a solution to (1.6) and |ū| < 1. Then
For (1.3), we get by using (4.1)-(4.2) in the proof of Lemma 2 in §3, Lemma 6. Suppose that u(x, t) denotes a solution to (1.3) and |ū| < 1. Then
There is no need to reformulate the statement of Lemma 3 as in appears in §3; we can simply implement Lemma 3 as it is given there, relying on values of the parameters A, B, C, and α which shall result from considerations based on Lemmas 5 and 6.
With regard to Lemma 4, note that (4.5) gives the tighter bound when E > 1/2, and (4.6) gives the tighter bound when E < 1/2. If we neglect for the moment the terms "|∂Ω| · |Ω| −1 ," the following corollary is an immediate consequence of Lemma 4.
Corollary 2. Suppose that |ū| < 1, then for any t ≥ 0, either
and EL ≥ 1 96
The terms |∂Ω|·|Ω| −1 in Lemma 4 scale as 1 length and become arbitrarily small for sufficiently "large" domains, e.g. for convex domains containing an N −dimensional ball which becomes arbitrarily large; they do not arise at all if periodic boundary conditions are considered. Corollary 2 can be generalized to incorporate their effects by restating the results in Lemmas 3-6 in terms ofẼ = E + |∂Ω| · |Ω| −1 . (4.10) For simplicity, we do not write down this generalization explicitly, though we shall see later in §5 how, in fact, they can play an important role. From Remark 3.1, it follows that possibility (ii) can be difficult to achieve if (1 −ū 2 ) 1 or if |Ω| is sufficiently small. Recalling that E (t) ≤ 0, we may define
For (1.6), the deep quench limit with constant mobility, assuming the boundary contribution |∂Ω| · |Ω| −1 to be negligible for the sake of simplicity and noting that (4.7) is autonomous, it now follows from Lemma 3, Lemma 5, and Corollary 2 that 
where ϑ 1 = ϑ 1 (A, B, α, r, ϕ) with A = 1, B = 1 96
(1 −ū 2 ) 2 , and α = 0.
II. If 0 < T * < ∞, let T 1 > T * be arbitrary. Then for any 0 < T < T 1 ,
where ϑ 2 = ϑ 2 (A, C, α, r, ϕ) with A = 1, C = E(T 1 ), and α = 0. And for
where ϑ 2 = ϑ 2 (A, C, α, r, ϕ) with A = 1, C = E(∞), and α = 0.
Following our earlier comments, possibility III appears unlikely if 1 − u 2 = O(1) and for generic initial conditions and for domains which are not too small, but it is included here for the sake of completeness.
With regard to (1.3), the deep quench limit with degenerate mobility, note that (4.8) gives the tighter bound when E > 1/2 and (4.9) give the tighter bound when E < 1/2. Hence, assuming the boundary effects to be negligible for the sake of simplicity and noting that (4.8), (4.9) are autonomous, it follows from Lemma 3, Lemma 6, and Corollary 2 that Theorem 4. Let |ū| < 1.
where r, ϕ satisfy (3.20) with α = 1 and ϑ 1 = ϑ 1 (A, B, α, r, ϕ) with A = 2, B = 1 96
(1 −ū 2 ) 2 , and α = 1.
II. If 0 = T * < T * < ∞, let T 1 > T * be arbitrary. Then for any 0 < T < T 1 ,
where r, ϕ satisfy (3.20) with α = 1, and ϑ 2 = ϑ 2 (A, C, α, r, ϕ) with A = 2, C = E(T 1 ), and α = 1. And for any T > T 1 , (1 −ū 2 ) 2 , and α = 1.
III. If 0 < T * < T * = ∞, let T 1 > T * be arbitrary. Then for any 0 < T < T 1 ,
where r, ϕ satisfy (3.20) with α = 1/2, and ϑ 2 = ϑ 2 (A, C, α, r, ϕ) with A = 2 1/2 , C = E(T 1 ), and α = 1/2. And for any T > T 1 ,
where r, ϕ satisfy (3.20) with α = 1, and ϑ 2 = ϑ 2 (A, C, α, r, ϕ) with A = 2, C = E(∞), and α = 1.
where r, ϕ satisfy (3.20) with α = 1/2, and ϑ 2 = ϑ 2 (A, C, α, r, ϕ) with A = 2 1/2 , C = E(T 1 ), and α = 1/2. For any T 1 < T < T 2 ,
where r, ϕ satisfy (3.20) with α = 1, and ϑ 2 = ϑ 2 (A, C, α, r, ϕ) with A = 2, C = E(∞), and α = 1. And for any T > T 2 ,
where r, ϕ satisfy (3.20) with α = 1, and ϑ 1 = ϑ 1 (A, B, α, r, ϕ) with A = 2, B = 1 96
where r, ϕ satisfy (3.20) with α = 1/2 and ϑ 2 = ϑ 2 (A, C, α, r, ϕ) with A = 2 1/2 , C = E(∞), and α = 1/2.
We comment that for generic initial conditions and for domains that are not too small, case V is arguably unlikely to occur, and if, moreover, 1 −ū 2 = O(1), case III also appears unlikely.
Coarsening bounds for
The goal of the present section is to demonstrate how the results of §3 may be utilized to obtain upper bounds on coarsening for (CH) when 0 < θ < 1. We proceed by examining the predictions of Lemmas 1, 2, and 3 in some detail.
Let us first consider Lemma 1. Note that we may combine and restate the estimates (3.1) and (3.2) as
Thus by identifying min{B 1 , B 2 }, we can determine which of the two estimates in Lemma 1 provides the tighter bound. Turning now to Lemma 2, we see that the two estimates there can be combined and written as Thus in identifying min{B 1 , B 2 }, we have also determined whether (3.16) or (3.17) gives the tighter bound.
To implement Lemma 3, suppose first that B 1 = min{B 1 , B 2 }. Then looking at Lemma 1, we see that, assuming the boundary contributions to be negligible, if is obtained with α = 1. Since, given any solution u(x, t) to (CH) in the sense of Theorem 1, E(t) and L(t) are defined for all t ≥ 0, and at any given time t ≥ 0, min{B 1 , B 2 } is given by either B 1 or B 2 and (5.3)-(5.6) hold with one sign or the other, Lemma 3 and the autonomy of (3.19) imply that Theorem 5. Let u(x, t) be a solution to (CH) in the sense of Theorem 1 such that u − <ū < u + and 0 < θ < 1, then at any given time t ≥ 0, if boundary effects are negligible then upper bounds of the form We comment that here, as in §4, the boundary effects may be taken into account by suitably redefining E.
To get a clearer understanding of the implications of Lemmas 1-3, we investigate min{B 1 , B 2 } and (5.3)-(5.6) further. We shall outline the strategy, and analyze in depth the predictions in the neighborhood of the temperatures θ = 0 and θ = 1, and at the "intermediate temperature" θ = [ln 3] −1 which corresponds to u + = 1/2. To undertake this analysis, mobility type behavior," will become difficult to access for finite systems at finite times at low temperatures, and hence the "deep quench" α = 1 regime discussed in [15] maybe frequently be seen in practice. Finally, note that as (1 − β 2 ) becomes small, the regime E < E 21 also becomes more difficult to access.
While the bounds and estimates yielding Lemmas 1-6 are all quite rigorous, a rigorous analysis of all the implications would be quite involved. So we have presented their interpretation in these last few pages in a somewhat sketchy fashion, indicating only how time dependent transitions andū, θ cross over behavior can occur. Certainly many of these possibilities warrant further study.
