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INTRODUCTION 
Over the past decade, the field of acoustic and ultrasonic 
imaging has grown rapidly with important applications in 
different areas such as medical diagnosis, nondestructive 
testing, seismic exploration, and underwater viewing. 
In almost all cases, the resolution of the imagery obtained 
by acoustic radiation is inferior to the imagery via optical 
radiation (in this discussion the word "acoustic" is used to 
cover both sonic and ultrasonic phenomena). There are many 
reasons for this, including the comparatively longer wavelengths, 
and smaller aperture/wavelength ratios. As a result, signal 
processing techniques to obtain improved resolution have long 
been of considerable interest [1]. 
Also the noise environment in acoustical imaging is often 
severe, and significant effort has gone into signal processing 
for the extraction of image data from noise. 
Acoustic imaging can be conveniently divided into (a) 
passive imaging, where the object itself is the source of the 
acoustic energy (instances include the diagnostics of machinery-
generated noise and the passive acoustic surveillance of both 
underwater and surface vessels), and (b) active imaging, where a 
transmitter produces the acoustic energy which illuminates the 
object of interest and scattered radiation is used for imaging. 
In general, there are two modes of operation for an active 
imaging system, namely the transmission mode and the reflection 
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mode. In the former, the acoustic energy is transmitted through 
the object to be imaged, whereas in the latter the signal to be 
processed is that scattered back (reflected) from the object. 
The propagation of the acoustic radiation between the object 
and the detectors produces a transformation of the spatial infor-
mation and all imaging systems require some means for inverting 
this transformation. In the near field, inversion process or 
image reconstruction process is generally a complicated convolu-
tion transformation, but in the Fresnel region and in the far 
field, this transformation is either the Fourier transform or can 
be expressed in terms of the Fourier transform. 
It is known that in continuous-wave acoustic holography [2] 
we can resolve objects separated in angle by AID, where A is 
the wavelength of the acoustic wave and D is the diameter of 
the hologram aperture. This imaging methodology although excel-
lent for lateral resolution is insufficient for range resolution. 
This is in contrast to pulse-echo processing where the range can 
be determined well but angular resolution is relatively poor. 
The synthetic aperture technique was introduced [3] to improve 
lateral resolution for the pulse-echo method. Multifrequency or 
spectral synthesis [4,5,6] method was introduced, among other 
methods to improve range resolution for continuous wave acoustic 
holography. Several systems for acoustic imaging by reconstruc-
tive tomography are also known [7]. 
Besides these approaches, several signal processing tech-
niques have been used for improvement of the resolution of the 
reconstructed image, the maximum entropy [8], and the maximum 
likelihood [9] techniques being two instances of such techniques. 
In this paper, we discuss a new method for acoustic image re-
construction, for an active multiple sensor system operating in 
the reflection mode in the Fresnel region. This method is based 
on the use of an ARMA model for the reconstruction process. Al-
gorithms for estimating the model parameters are presented and 
computer simulation results are shown. This demonstrates quanti-
tatively the high performance obtainable with this ARMA approach. 
It is also shown that when the ARMA reconstruction method is 
augmented with the multifrequency approach, it can provide a 3 D 
reconstructed image with high lateral and range resolutions, high 
signal to noise ratio and reduced sidelobe levels. 
We hasten to mention that our ARMA model is only an approxi-
mate ARMA model and the AR coefficients are obtained independent-
ly of the MA coefficients. There is no demonstrable theoretical 
reason why this approach should be better than the simple AR 
approach but it does seem to be so. At any rate it can always be 
reduced to the AR model and that is of interest in itself. 
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ACTIVE ACOUSTIC IMAGING 
In this section we briefly review the principles of active 
acoustic imaging. A typical geometry of a single transmitter-
multiple sensor active system operating in the reflection mode is 
shown in Fig. 1. 
The medium is assumed to be non-dispersive and the object is 
assumed to be a diffuse reflector. However the validity and 
utility of the present discussion is not entirely restricted by 
this assumption. Many other scattering modes can also be accom-
modated. Throughout the investigation the object is considered 
to be stationary. Thus, we are concerned with achieving 
resolution in three dimensions only: lateral and range. (For our 
simulation the medium is considered to be water, with the speed 
of sound in water being 1500 meter/sec. and the frequencies used 
are centered around 1 MHz.) 
The transmitted signal is a continuous wave (cw) signal, 
described as 
sT = a exp(j2nft) (1) 
which propagates through the medium and scatters back from the 
object (simulated by point reflectors). The received signal at 
point (x,y) is 
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Figure 1. Geometry of Imaging System 
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sr(x,y,f,t) = kIll O(x,y,z )exp(j2wf(t-td»dx dy dz (2) n n n n n n 
object 
where O(x,y,z) is the object distribution function, 
n n n 
describing the object in terms of the reflection coefficients. 
In general, the object reflectivity is a function of the fre-
quency of the illuminating wave, but this dependency when known 
can be taken care of and compensated for in the reconstruction 
process. 
In the above expression some factors such as the attenuation 
are omitted for mathematical simplicity and without loss of gen-
erality. The time delay td is given by 
t 
r 
r 
(3) 
(4) 
Heterodyne detection of the back scattered radiation is per-
formed using a reference signal of the same frequency, and the 
amplitude of the detected radiation is 
sH(x,y,f) = JJI O(x,y,z )exp(-j2 Wf td)dx dy dz . (5) 
n n n n n n 
object 
For the Fresnel region, 
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and substitution of this in Eq. (5) yields 
sH(x,y,f) = 111 O(x ,y ,z ) exp{-j2 Wf(2z Iv)} n n n n 
XnYnZn 
(6) 
2 2 2 2 
exp{-j2 nf[x +y +(x-x ) +(y-y ) J/2z v}dx dy dz • 
nn n n n nnn 
Reconstruction of the object's image is achieved according to 
the following spatial inversion procedure 
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O(x ,y ,z ) - (1/A) I I sH(x,y,f)exp{j2Wf(2zn/v)} 
n n n 
x y 
where A is the aperture area. 
(7) 
Equation (7) may be rewritten in a form more convenient for 
subsequent manipulations by expressing them in terms of new 
quantities x' and y' , s'H and 0' , 
x' - (f/z v)x y' - (f/z v)y (8) 
n n 
si(x' ,y' ,f) = sH(x,y,f) exp{j2 Wf(x2 + y2)/2znv} (9) 
O'(x ,y ,z ) = O(x ,y ,z ) exp{-j2 Wf(2z Iv)} 
nnn nnn n 
2 2 
exp{-j2 Wf(x + y )/z v} 
n n n 
Equation (7) can then be rewritten as follows 
(10) 
O'(x ,y ,z ) - -AI I I sH'(x' ,y' .f)exp{-j2 W(x x'+y y')}dx'dy'· (11) 
nnn" n n x y 
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From this equation. it can be seen that O'(x ,y ,z) is the 
n n n 
Fourier transform of sH'(x' .y') • and that any method of 
reconstruction which yields the equivalent of the Fourier trans-
form of (9) can be used. 
Since there are only a finite discrete number of sensors 
(e.g., N x N) , and the reconstruction is by computer. the most 
common approach for image formation (or reconstruction) is to 
apply a discrete Fourier transform (DFT) to O'(x ,y ,z) by 
n n n 
using any of the available, and computationally efficient, fast 
Fourier transform algorithms (FFT). 
By using this approach. reasonably good results can be ob-
tained provided the number of sensors is large. But for a small 
number of detectors and small arrays the resolution obtained is 
poor. And if the environment is noisy, which is usually the 
case, the quality of the image is highly degraded. Another 
drawback of the DFT approach is the inherent assumption that the 
value of the sampled signal at the receiving aperture, outside 
the N x N sensors is zero or periodic, which is not true. 
Finally, this approach only gives discrete representation in the 
image plane. 
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From the above discussion, it is apparent that there is a 
need for new image reconstruction methods with better perform-
ance. The next section presents a new reconstruction technique 
which solves most of the above mentioned problems. 
ARMA MODEL AND IMAGE RECONSTRUCTION 
It i.s known that modeling a data sequence by an ARMA model 
results in a robust description of that data [10], and one form 
of that description is a z-transform of the sequence which can be 
economically specified in terms of a few parameters. The value 
of that transform on the unit circle provides a good approxima-
tion to the Fourier transform of the data sequence, where this 
Fourier transform is now continuous and does not suffer from the 
deficiencies associated with the corresponding discrete Fourier 
transform such as the inherent assumption that the data are zero 
(or periodic) outside the observation window. 
In this paper, we use an approximate ARMA model in the sense 
that we obtain the AR poles separately and then use these poles 
to help determine the zeroes. This is explained in the 
subsequent sections. 
If lateral resolution is to be achieved in both x and y 
directions, then the imaging system must use a two-dimensional 
array of sensors to sample the receiving aperture as shown in 
Fig. 1. If a continuous distribution of sensors were available 
the appropriate reconstruction process would be the two-
dimensional Fourier transform as expressed by Eq. (11). For a 
discrete 2-D array the corresponding expression is the 2-D 
Discrete Fourier Transform. Instead of that, we use an ARMA 
reconstruction method based on a two-dimensional ARMA model of 
the data and obtain a continuous Fourier Transform for use in 
reconstruction. 
The model that we consider is a 2-D causal ARMA model which 
is specified by the following difference equations 
~l P2 
L I akmx(n1-k,n2-m) 
k=O m=O 
+ ~1 ~2 b (k ) L L km n1- ,n2-m 
k=O m=O 
k=m~O simultaneously (12) 
where n1 = 1, 2, ... Nl and n2 = 1, 2, ••• N2 • 
The input to the model is considered to be a sequence of 2-D 
unit impulses 
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1 
o 
for n1 = n2 = 0 
otherwise 
By takin~ the z-transform of both sides and evaluating for 
IZ11=lz21 - 1 , the Fourier transform representation of the 
modeled signal is obtained 
q1 q2 -j(kwl'm~) 
L L bkm. e 
X(w1,w2) k=O m=O PI P2 -j(k I,m 2) 
L L ~ e 
k=O m=O 
(13) 
(14) 
The image reconstruction procedure using this 2-D model con-
sists of the following steps, i.e., 
1. Preprocess sH(x,y) to obtain sH'(x' ,y') using 
Eq. (9). 
2. 
3. 
4. 
Represent sH'(x' ,y') in terms of a 2-D ARMA model and 
estimate the model parameters. 
Obtain the signal in the transform domain, by 
substituting the estimated parameters in Eq. (14), 
to yield O'(x,y ,z ) • 
n n n 
Postprocess O'(x ,y ,z ) , using Eq. (10) to get the 
n n n 
reconstructed estimate of the object distribution 
O(x ,y ,z ) • 
n n n 
Parameter Estimation 
The process of estimating the model parameters is divided 
into two parts. First, we estimate the AR coefficients and 
knowing the ~'s , we then estimate the MA coefficients. 
The error equation is formulated as follows 
~1 ~ akm. x(n1-k,n2-m) 
k=O m=O 
k=mlO simultaneously 
(15) 
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where 1 ~ n1 ~ N1 and 1 ~ n2 ~N2. We can see that the bkm 
have no effect on e(n1,n2) for n i > qi and n2 > q2. The 
error equations are therefore 
~1 ~ akm x(n I-k,n2-m) 
k=O m=O 
k=m~O simultaneously 
(16) 
for qi < n i ~ NI and q2 < n2 ~ N2 • And for 1 ~ ni ~ qi and 
1 ~ n2 ~ q2 the error is made equal to zero by choosing bkm to 
be 
(17) 
To estimate the ~ coefficients from Eq. (16) we use a 
procedure that was proposed in [IIJ for a 2-D AR process. 
SYSTEM PERFORMANCE 
The proposed ARMA reconstruction method overcomes several of 
the deficiences associated with the conventional image formation 
method, and provides a high quality image. Specifically, it 
results in the following desirable features: 
(1) HiSh resolution. Since that ARMA modeling process 
provides a continuous representation in the image domain, and is 
inherently equivalent to expanding the spatial receiving aper-
ture, it results in increasing the lateral resolution. This fact 
is illustrated in Figs. 2. 
In those figures and the following ones, the following nota-
tion is used, N = number of sensors, DS = sensor spacing, and f = 
the cw signal frequency. 
(2) Noise reduction. A true ARMA model is known to be a 
good representation for signals in noise. We have not shown by 
independent analysis whether this can be expected to be also true 
for our partitioned model but we find in practice that this is 
so. 
For example, Figure 3 shows the enhancement obtained in the 
presence of additive Gaussian noise by using the ARMA reconstruc-
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a 
b 
Figure 2. Reconstructed Image of a Two-Point Object Nl x N2 = 
24 x 24, DS = 2mm, f = 1 MHz, z = 200 mm. (a) Using 
n 
Fourier Transform, (b) Using ARMA (3,3,3,3) . 
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Figure 3(a). Reconstructed Image of a Single Point Object Located 
at x = 30, z = 200 mm from a Received Signal 
CorrUpted by idditive Gaussian Noise (SNR = -13 dB) 
f = 1 MHz. 
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Figure 3(b). ARMA (12,12) Reconstructed Image of the Single Point 
Object from the Same Noisy Signal as in Fig. 4.6(a). 
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tion. It can be noted that the background noise fluctuations and 
the resulting sidelobes are heavily reduced and that the point 
object is sharp and clean. 
(3) Sidelobes level reduction. It is very important, espe-
cially in medical imaging, not to have high side lobe levels in 
the reconstructed image, so that small reflectors are not over-
shadowed by the sidelobes of strong reflectors. 
ARMA Combined with Multifrequency Approach 
The multi-frequency, or the frequency synthetic, technique 
was presented by different workers at about the same time, around 
1977, 1978 [4-6], for improving range resolution in holographic 
acoustic imaging systems (where the used signal is cw). The 
technique works as follows: The frequency of the source, and 
therefore of the reference, is swept sequentially through a range 
of discrete values. The amplitude and phase of the backscattered 
signal is measured and the measuring procedure is repeated at the 
different frequencies. Then, the holographic information obtain-
ed at every frequency is used for reconstruction, and the final 
image is the average of all the reconstructed ones from the 
different frequencies. 
Therefore, when a multi frequency scheme is used, the image 
can be obtained by taking an average of Eq. (11) over the fre-
quency domain, i.e., 
O(x ,y ,z ) = <O'(x ,y ,z ;f)exp{j2nf(2z Iv)} 
nnn nnn n 
exp{j2nf(x 2 + y 2)/z v}>f df. 
n n n 
(18) 
By combining the ARMA reconstruction method with the multi-
frequency approach, we obtain improvement in both lateral and 
range resolution and are therefore able to carry out 3-D image 
reconstruction with high performance. This combined technique's 
performance is illustrated in Fig. 4. 
SUMMARY AND COMMENTS 
In summary, we note that: 
* The proposed ARMA reconstruction method results in high 
quality images and better performance than that obtain-
able with conventional methods. Specifically, it pro-
vides the following desirable features: (1) very high 
lateral resolution with limited number of sensors, (2) 
reduced sidelobes level, and (3) high signal to noise 
ratio. 
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Figure 4(a). Perspective View of a Reconstructed Image of a Three-
Point Object (Located x 1 = 30. z 1 = 190. x 2 = 40. 
zn2 = 200. xn3 = 50. zn~ = 210 mm~ Using a S~ng1e 
Frequency f = 1 MHz. N = 32. DS = 3 mm. 
18 
o 80 
Figure 4(b). Perspective view of an ARMA (16.16) Mu1tifrequency 
Reconstructed Image of the Same Object. f = 0.85 -
1.15 MHz. ~f = 20 kHz. 
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* The ARMA reconstruction method, when combined with the 
mu1tifrequency approach results in a super resolution 
three-dimensional imaging system. 
* The performance of the procedure greatly depends upon 
the model-order chosen, which in turn depends upon the 
complexity of the image to be reconstructed. A crite-
rion for optimal-order choice must be established for 
the system to be completely practical. 
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In closing we emphasize that our ARMA processing procedure is 
really an approximate version of that method in which perhaps 
much of the burden is placed on the AR poles. This ARMA modeling 
procedure can also be used for spatial interpolation thus 
reducing the number of sensors needed to sample a certain 
aperture. Limitations in space have obliged us to omit that 
discussion in this document. 
Currently we are looking at other scattering models and also 
at other methods of dealing with the effects of noise without 
having to add on the MA aspects of the procedure. 
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