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By generalizing a known result for double-error-correcting binary primitive 
Bose-Chaudhuri-Hocquenghem codes, the following statement is proved: 
A necessary condition for L-step orthogonalization of a t-error-correcting 
binary linear code C of length n is given by n > td + d' if its expurgated 
version C' is distinct from C, and n ~ (t + 1)dif C' is identical to C, where d 
is the minimum distance of the dual C of the code C, and d' is that of the dual 
C / of the code C', expurgated from C by a single information digit. 
From this result, it is found that the following codes cannot be L-step 
orthogonalized: triple-error-correctlng BCH codes with odd m greater than 5 
and even m equal to 8 and 10, all the BCtt codes with m = 7 except wo trivial 
cases, and most of the binary quadratic residue codes with known minimum 
Hamming distances. In addition, various codes are analyzed; and where 
possible, the types of majority-logic decoding are tabulated for these codes, 
namely, a class of binary cyclic codes of length n < 43 and all the binary BCH 
codes of length n = 63. 
1. INTRODUCTION 
In this paper we investigate under what conditions a linear code can be 
L-step orthogonalized. Unless otherwise defined, a t-error-correcting code 
is said to beL-s tep orthogonalizable if there exists a set of at least 2t orthogonal 
parity checks at each decoding step. In  its strictest sense, the term 
"orthogonal izat ion" (Massey, 1963) implies the existence of (d -  1) such 
checks, where d is the min imum distance of the code. For  general reference 
and for details pert inent to expurgated and extended codes, the reader is 
referred to Berlekamp (1968). For  the purpose of this paper, an expurgated 
code C' is defined as one obtained by replacing an information digit by an 
* The research reported in this paper was supported in part by the Australian 
Radio Research Board under Grant RRB 9-70/72. 
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overall parity-check digit in every word of a linear code C. I f  C is cyclic, 
this expurgation is achieved by multiplying the generator polynomial of C by 
the factor (x --  1). 
2. NECESSARY CONDITION FOR L-STEP ORTHOGONALIZATION 
THEOREM 1. A necessary condition for L-step orthogonalization of a 
t-error-correcting binary code C of length n is given by 
n >/ td-+ d', 
if its expurgated version C' is distinct from C, and 
n >~ (t + 1) d, 
if C' is identical to C, where dis the minimum distance of the dual C of the code C, 
and Y' is the minimum distance of the dual C' of the code C' expurgated from C by 
a single digit• 
Proof. The first part of the proof is a direct generalization of the result 
obtained by Chow (1968) to t errors. Assume that a t-error-correcting binary 
linear code C can beL-step orthogonalized, where L is an integer greater than 
or equal to unity. Let Sx, $2,..., S2t-a and S2~ be the 2t parity checks 
orthogonal on a selected sum of B distinct digits, where B ~ 1. Let Us be the 
all-ones sequence of length n. Define S o as 
So = St + 39 ÷ "" + S2~-t -~ $2~ + U, (rood 2). (1) 
The above parity-check sums So, $1, S 2 ,..., S~t_~, Szt, and Us can also be 
represented in a row vectorial form by So, st ,  s~ ,..., szt_~, sz~, and us ,  
respectively. Let w~ be the Hamming weight of the vector si ,  where 
0 ~ i ~ 2t. Adding (rood 2) $1, S 2 ,..., S2t_ a and S2t together, and using (1), 
• 2t  • . 
the weight of the sum ~=1 Sj is given by 
(w t --  B) -? (w~ -- B) + "- + (w2~_ 1 -- B) + (w~t --  B) = (n --  Wo). (2) 
Without loss of generality, we can assume 
w~ <~ w2 <~ "'" ~< w2~-t ~< w~ (3) 
where w 1 is clearly greater than or equal to the minimum distance d of the 
dual code C. Then by (2) and (3), we obtain 
2tB >i w o + w I d- (2t --  1) w= -- n. (4) 
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Since the dual code C is linear and therefore (s 1 + s2) is a eodeword of C, we 
have 
(w~ - B) + (w~ -- B) ~> d 
or  
t(w 1 ~- w 2 -- d) ~ 2tB. 
Combining (4) and (6), we obtain 
( t - -  l)(w 1 -w2)  ~ td - -  n - [ -w  o. 
(5) 
(6) 
(7) 
Using (3), we deduce 
td - n + w0 ~< 0. (8) 
Now the possible minimum value of w 0 can be evaluated by considering two 
cases depending on whether or not the expurgated code C' is distinct from the 
original code C. 
Case 1. C' is distinct from C. From the definition of S O , it is clear that 
the vector s o is a word of C', dual of the code C' obtained by expurgating the 
original code C by a single digit. Letting d' be the minimum distance of the 
dual C', we have w 0 ~ d', where d' is less than or equal to d. Thus (8) 
becomes n ~ td + d'. 
Case 2. C' is identical to C. Then w 0 ~ d, and (8) becomes n ~ (t -]- 1)d. 
Q.E.D. 
Using the results previously obtained by Peterson (1961, 1965), and 
referring to Berlekamp (1968), the following lemma can be readily derived. 
LEMMA. Given a binary cyclic code C whose extended version C e is invariant 
under a transitive permutation group l, the minimum distances of the expurgated 
code C' and of its dual C' are given, respectively, by 
d' = d-~ 1 and d' = d - -  1 
where d and d are the corresponding minimum distances of C and of its dual C. 
From the above lemma, Theorem 1 can be simplified to read. 
1 Examples of this type of code are the generalized Reed-Muller codes (Lin, 1969), 
binary primitive BCH codes (Peterson, 1965), and quadratic residue codes (Prange, 
as reported by Lin, 1969). 
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THEOREM 2. A necessary condition for L-step orthogonalization f a t-error- 
correcting binary cyclic code C of length n, whose extended code C~ is invariant 
under a transitive permutation group is given by 
n~/ ( t+ 1) d - -1  
where d is the minimum distance of the dual C of the original code C. 
3. APPLICATIONS 
Table I shows a class of binary cyclic codes of length n ~< 43 and all the 
binary BCH codes of length 63, together with their possible majority-logic 
decoding schemes that allow the correction of all the guaranteed error 
patterns. For n = 127, all the binary BCH codes cannot be L-step ortho- 
gonalized, with the exception of the (127, 120) Hamming code and the 
(127, 8) augmented maximal-length code which can be both decoded in two 
steps. 
As mentioned earlier, extended primitive BCH codes are invariant under a 
transitive permutation group (Peterson, 1965). Applying Theorem 2, we 
derive the following results. 
COROLLARY 1 (Chow, 1968). No double-error-correcting binary primitive 
BCH code can be L-step orthogonalized for m greater than 4. 
COROLLARY 2. No triple-error-correcting binary primitive B CH code can be 
L-step orthogonalized for odd values of m greater than 5 and for even values of m 
equal to 8 and 10. 
Proof. From Kasami (1969), for odd values of m ~ 5 the minimum 
distance ~ of the dual C of a triple-error-correcting binary BCH code is given 
by d = 2 ~-1 --  2 C~'+ll/~ while for even values m ~ 6, 8, and 10, it can be 
shown to be d--~ 2 ~-1 -  2 C~+2)/z. Substituting the above expressions in 
Theorem 2, the corollary follows. Q.E.D. 
Conjecture. No triple-error-correcting binary primitive BCH code can be 
L-step orthogonalized, except for m -~ 4, 5, and 6. 
Note that the (63, 45) triple-error-correcting BCH code ~ (i.e., m ~ 6) can 
be shown to be two-step orthogonalizable. 
This (63, 45) code should not be confused with Prange's (73, 45) four-error- 
correcting code which can be orthogonalized in one step. 
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TABLE I 
Majority-Logic Decoding of Some Binary Cyclic Codes of 
Length n < 43 and BCH Codes of Length 63 
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n k d t d Property 
7 
15 
17 
21 
3 4 1 3 
4 3 1 4 
4 8 3 3 
5 7 3 4 
6 6 2 3 
7 5 2 4 
8 4 1 5 
9 3 1 6 
10 4 1 7 
11 3 1 8 
8 6 2 5 
9 5 2 6 
5 10 4 3 
6 8 3 3 
7 8 3 4 
8 6 2 3 
9 8 3 5 
10 5 2 6 
11 6 2 5 
12 5 2 8 
13 3 1 6 
14 4 1 8 
15 3 1 8 
16 3 1 10 
1-step orthogonalizable 
2-step orthogonalizable 
1-step orthogonalizable 
2-step orthogonalizable 
1-step orthogonalizable 
1-step orthogonalizable 
1-step orthogonalizable 
1-step orthogonalizable 
2-step orthogonalizable 
2-step orthogonalizable 
pseudo orthogonalizable ~ 
unorthogonalizable--exhaustive earch 
pseudo 2-step orthogonalizable ~ 
1-step orthogonalizable 
1-step orthogonalizable 
l-step orthogonalizable 
unorthogonalizable--exhaustive earch 
2-step orthogonalizable 
1-step orthogonalizable 
2-step orthogonalizable 
1-step orthogonalizable 
2-step orthogonalizable 
2-step orthogonahzable 
2-step orthogonalizable 
a Refer to Duc (1971) 3. 
Note that there is a misprint in Eq. (66) where the symbol "b~" should read 
"biT"" 
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TABLE I (continued) 
n k d t d Property 
23 11 8 3 7 unorthogcnalizable--Theorem 1 
12 7 3 8 unorthog~ nalizable--Theorem 1 
31 5 16 7 3 1-step orthogonalizable 
6 15 7 4 2-step orthogonalizable 
10 12 5 5 unorthogonalizable--exhaustive earch 
11 11 5 6 unorthogonalizable--Theorem 1 
15 8 3 7 2-step orthogonalizable 
16 7 3 8 2-step orthogonalizable 
20 6 2 11 unorthogonalizable--Theorem 1 
21 5 2 12 unorthogc nalizable--Theorem 1 
25 4 1 15 2-step orthogonalizable 
26 3 1 16 2-s tep orthogc nalizable 
33 10 12 5 3 unorthogonalizable--exhaustive earch 
11 11 5 6 unorthogonalizable--exhaustive earch 
12 10 4 3 unorthogonalizable--exhaustive earch 
13 10 4 6 unorthogonalizable--exhaustive earch 
20 6 2 10 unorthogonalizable--exhaustive earch 
21 3 1 10 2-step orthogonalizable 
22 6 2 11 unorthogcnalizable--exhaustive earch 
23 3 1 12 2-step orthogonalizable 
35 7 14 6 4 unorthogonalizable--exhaustive earch 
8 7 3 4 1-step orthogonalizable 
10 10 4 4 unorthogonalizable--exhaustive ,, e~ rch 
11 5 2 4 1-step orthogonalizable 
12 8 3 3 1-step orthogonalizable 
13 8 3 4 1-step orthogonalizable 
15 8 3 6 unorthogonalizable--exhaustive ,,~ arch 
16 7 3 6 unorthogonalizable~exhaustive search 
17 6 2 4 unor thogonalizable--exhaustive, e~rch 
L-STEP ORTHOGONALIZATION OF LINEAR CODES 
TABLE I (continued) 
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n k d t d Property 
35 18 4 1 6 1-step orthogonalizable 
19 6 2 7 1-step orthogonalizable 
20 6 2 8 unor thogonalizable--exhaustive search 
22 4 1 8 2-step orthogonalizable 
23 3 1 8 2-step orthogonalizable 
24 4 1 5 1-step orthogonalizable 
25 4 1 10 2-step orthogonalizable 
27 4 1 7 2-step orthogonalizable 
28 4 1 14 2-step orthogonalizable 
39 12 12 5 3 unorthogonalizable--exhaustive earch 
13 12 5 6 unorthogonalizable--exhaustive earch 
14 10 4 3 unor thogonalizable--exhaustive search 
15 10 4 6 unorthogonalizable--exhaustive earch 
24 6 2 10 unorthogonalizable--exhaustive earch 
25 3 1 10 2-step orthogonalizable 
26 6 2 12 unorthogonalizable--exhaustive earch 
27 3 1 12 2-step orthogonalizable 
41 20 10 4 9 unorthogonalizable--Theorem 1 
21 9 4 10 unorthogc nalizable--Theorem 1 
43 14 14 6 6 tmorthogonalizable~exhaustive search 
15 13 6 6 unorthogonalizable--exhaustive earch 
28 6 2 13 unorthogonalizable--exhaustive earch 
29 6 2 14 unorthogonalizable~exhaustive search 
63 7 31 15 4 2-step orthogonalizable 
10 27 13 4 unorthogonalizable--exhaustive eal ch 
16 23 11 6 unorthogonalizable--Theorem 2 
18 21 10 8 unorthogonalizable--Theorem 2 
24 15 7 8 2-step orthogonalizable 
30 13 6 12 unorthogonalizable--Theorem 2 
36 11 5 14 unorthogonalizable---Theorem 2 
39 9 4 14 unorthogonalizable--Theorem 2 
45 7 3 16 2-step orthogonalizable 
51 5 2 24 unorthogonalizable--Theorem 2 
57 3 1 32 2-step orthogonalizable 
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By Theorem 1 and the previous lemma, similar results are obtained for the 
expurgated versions of the BCH codes discussed so far. Quadratic residue 
codes of known minimum distance (Berlekamp, 1968, p. 360; Karlin, 1969) 
have also been investigated. With the exception of the (7, 4) code, these codes 
cannot be L-step orthogonalized to correct all the guaranteed error patterns. 
This result also applies to their duals, excluding the (17, 9) code whose dual, 
the (17, 8) code, can be decoded using Rudolph's nonorthogonal algorithm 
(1967). It is interesting to note that while the (31, 16) code shown in Table I, 
which is equivalent to the generalized Reed-Mul ler codes and to the BCH 
code of the same length, can be completely decoded in two steps (Berlekamp, 
1968, pp. 371-3754), the (31, 16) quadratic code is found to be unortho- 
gonalizable. 
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