Abstract-In optimization algorithms used for on-line Model Predictive Control (MPC), the main computational effort is spent while solving linear systems of equations to obtain search directions. Hence, it is of greatest interest to solve them efficiently, which commonly is performed using Riccati recursions or generic sparsity exploiting algorithms. The focus in this work is efficient search direction computation for active set methods. In these methods, the system of equations to be solved in each iteration is only changed by a low-rank modification of the previous one. This highly structured change of the system of equations from one iteration to the next one is an important ingredient in the performance of active-set solvers.
I. INTRODUCTION
Model Predictive Control (MPC) is one of the most com monly used control strategies in industry. Some important reasons for its success include that it can handle multi variable systems and constraints on control signals and state variables in a structured way. In each sample an optimization problem is solved and in the methods considered in this paper, the optimization problem is assumed to be solved on line. Note, however, similar linear algebra is also useful off line in explicit MPC (parametric) solvers. The optimization problem can be of different types depending on which type of system and problem formulation that is used. The most common variants are linear MPC, nonlinear MPC and hybrid MPC. In most cases, the effort spent in the optimization prob lems boils down to solving Newton-system-like equations. Hence, lots of research has been done in the area of solving this type of system of equations efficiently when it has the special form from MPC. It is well-known that these equations (or at least a large part of them) can be cast in the form of a finite horizon LQ control problem and as such it can be solved using a Riccati recursion. Some examples of how Riccati recursions have been used to speed up optimization routines can be found in, e.g., [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] . In [1] , the use of a Riccati factorization in an active-set (AS) method is introduced. In this reference the Riccati factorization in itself is not updated in the iterations, but instead a dense system of equations of the size of the number of active constraints. Hence, standard methods for low-rank modifications can be used. In [12] an alternative sparse, non-Riccati, factorization is used and is updated.
The main motivation for this paper is twofold. First, it has a theoretical value in the sense that it shows that it is indeed possible to perform efficient low-rank modifications of a Riccati factorization. This has sometimes been used as an argument against using this type of factorization in active set solvers for MPC, and instead use an interior point (IP) method where the efficiency of the Riccati factorization can be fully exploited or, to use an active-set method with a generic factorization. Secondly, it is shown that both the computational complexity as well as computational times obtained from numerical experiments can be significantly reduced by this new algorithm. This opens up for even faster active-set Quadratic Programming (QP) solvers tailored for various forms of MPC, which in turn is not only useful for linear MPC, but also for nonlinear and hybrid MPC since these often rely on a QP solver as subroutine.
In this article, §n denotes sYlmnetric matrices with n columns. Furthermore, §+. + ( §+.) denotes symmetric positive (semi) definite matrices with n columns. Furthermore, let Z be the set of integers, Z ++ be the set of positive (non-zero) integers, and Zi,j = {i,i + 1 , ... ,j}.
II. PROBLEM FORMULATION
In this work, linear MPC problems are considered over a prediction horizon of length N for systems in the form
where the matrices A(t) E jRnxn and B(t) E jRnxn v define the system. Furthermore, x(t) E jRn denotes the state of the system, Xo E jRn denotes the initial state and u(t) E jRn u denotes the control inputs. The quadratic performance measure to be minimized is
where Il v(t) 11�(t) = v(t)T Q(t)v(t) and
Furthermore, the following three assumptions are made
The system can also in each time instant t be subject to constraints in the form U min(t) ::; u(t) ::; umax(t), t E ZO,N-l. (4) However, for notational convenience input constraints in the form 0::; u(t), t E Z O,N-l (5) have been used in this paper.
There exist different equivalent optimization problem for mulations of the linear MPC problem. For example, it can be written as a QP problem with only control signals as free variables, or it can be written as a QP problem where control signals and states both are free variables. The derivations of both formulations for a general linear MPC problem can be found in [13] , or in [9, pp. 65-67] . It is well-known that the second alternative is often advantageous from a computational point of view, especially for problems with a long prediction horizon, and this formulation is used in this work. Using this second form, the MPC problem can be written as an optimization problem in the form Remark 1: More general MPC problems with reference tracking, output penalties and/or affine dynamics can be solved using the theory in this paper. The formulation in (6) has been chosen for notational convenience.
III. OPTIMIZATION PRELIMINARIES
In this section, the QP problem is introduced and some basic properties are discussed. Furthermore, a basic active set method is outlined which is used as a benchmark solver in this work. For an extensive bibliography on QP, see [14] .
A. Quadratic programming
The MPC problem in (6) is a QP problem with fi variables, j5 equality constraints and iii inequality constraints in the form minimize x (7) subject to Asx = bs, AIx::; by where fi = (N + l)n + Nnu, x E jR n , H E §�, f E jR n , As E jR P x n , AT E jR rh x n , bs E jR P and bI E jR rh . Further more, [, E Z� + and I E Z'+'+ denote sets of indices to rows representing equality constraints and inequality constraints respectively in A E jR H rh x n and bE jR P+rh .
B. Active-set QP solvers An active-set solver finds the active-set of the optimization problem, i.e., the set of constraints that hold with equality at the optimal solution. This is done iteratively by adding and removing constraints from the working-set until optimality is obtained. A basic, traditional active-set method is described in [15] , where also an introduction to active-set QP methods can be found.
In each active-set iteration j, let the working-set be denoted Wj (t) and its complement WJ(t). The set Wj (t) thus contains the indices for which the constraints are forced to hold with equality, while WJ(t) contains the indices of the constraints that are temporarily disregarded at iteration j. Since only control input constraints are used, the control inputs and the corresponding B can be partitioned as
where II is a permutation matrix, n u = n w + n v and w (t) E jRnw , v(t) E jRnv , Bw(t) E jRnxnw and Bv(t) E jRnxnv. The partitioned matrices are defined as (using MATLAB notation for indexing)
Bw(t) = H,wj( t) (t), Bv(t) = H,wj (t) (t).
Also Qu(t) could be partitioned as where each block is calculated similarly as in (9) .
In each iteration of the active-set solver, an equality constrained QP in the form
is solved to obtain the optimal solution for a given Wj .
By the definition of the control signal partition in (8) and the constraints (5) it follows that v(t) = O. Hence, for all constraints in the working-set the corresponding control input is constrained to zero. As a consequence, adding a constraint to the working-set at time tm affects the optimal solution equivalently to as when the corresponding control signal is removed (removing the corresponding column in B(tm)).
Similarly, when a constraint is removed from the working set at time tm, the corresponding control signal becomes a free optimization variable. This affect the optimal solution equivalently to adding the control input (corresponds to add a column to B(tm)) to the MPC sub-problem.
Constraints (control inputs) are added and removed (re moved and added) iteratively until the optimal solution x* of (11) satisfies the optimality conditions for (6) . When the active-set algorithm terminates, x* is the optimal solution to the original inequality constrained MPC problem.
IV. STANDARD RICCATI RECURSION
The MPC sub-problem (11) has a special structure with an almost block diagonal KKT system. Hence, it is possible to calculate the step direction very efficiently using a Riccati factorization of the KKT coefficient matrix, followed by sim ple forward and backward recursions to obtain the optimal solution. This reduces the computational complexity from
. For more background information on Riccati factorizations, see e.g., [1], [2] or [9] .
Let the matrices F(t), P(t), Qx(t) E §+.' G(t), Qw(t) E §+.+, H(t), Qxw(t) E lRn xnw and K(t) E lRnw xn. The Ric cati factorization is then given by Algorithm 1. Once the KKT coefficient matrix is factored, the optimal solution can be computed by solving the system of linear equations using Algorithm 2-4, which contain tailored backward and forward recursions.
F(t + 1) := Qx(t) + AT(t)P(t + I)A(t)
4:
G(t + 1) := Qw(t) + B�(t)P(t + I)Bw(t)
5:
Compute and store a factorization of G(t + 1).
7:
Compute a solution K(t + 1) to G(t + I)K(t + 1) = _HT(t + 1) 
.
\(T) = P(T)X(T) -IJ!(T)
6: end for 
fJ ( T) = Q �v (T)X(T) + B J" (T).\(T + 1) +Q �v (T) W (T)
3: end for
V. LOW-RANK MODIFICATIONS OF RICCATI FACTORIZATIONS
In this section, it will be shown that the computational complexity of the main operations in an active-set method can be significantly reduced by using low-rank modifications to re-factor the Riccati factorization of the KKT system between each iteration of the solver.
To simplify calculations it can be noted that Line 8 in Algorithm 1 can be written as a Schur complement of the matrix ,, [ F(t + I) H(t + I)] M (t + 1) = HT (t + 1) G (t + 1) .
Define the Schur complement operator
Using this notation P(t) can be calculated as
i.e., P(t) is a Schur complement of the matrix M(t+ 1). For a detailed description of Schur complements, see e.g. [16] or [l7].
In the following sections, a tilde is used to denote that a matrix is modified. The modified version of X is denoted X.
A. Removing input signal constraints from the working-set
In this section it is investigated how the matrices in the factorization given by Algorithm 1 are affected by releasing k input signal constraints that were previously active in step t. This corresponds to adding k extra control inputs (i.e. columns in Bw(t)) such that Bw(t) E lRn x ( nw + k ) , and thus also adding k rows and k columns in Qw(t) such that Qw(t) E §�+ + k . Assume, without loss of generality, that the k new columns are appended to Bw(t) such that (15) implying that G(t + 1) E §+.+ + k is computed as which block-wise is
where G(t + 1) = Qw(t) + B�(t)P(t + I)Bw(t) is used for the (I, I)-element. Similarly the modified version of H(t + 1) is H(t + 1) E lRn x ( nw + k ) and is computed as which block-wise can be written
Next, study the modified version of M(t + 1) in (12) where C(t + 1) and H(t + 1) are used instead of C(t + 1) and H(t + 1),
In analogy with (12)- (14) F(t) can be calculated as F(t) = M(t+ l)/C(t+ l). Using (51) and letting Mn = F(t+ l), M 1 2 = H(t + 1), M 1 3 = h, M22 = C(t + 1), M23 = 9 and M33 = g O , F( t) can be calculated as (omitting arguments for brevity)
where C _ (t) E §i + and V_ (t) E IRn x k have full column rank. Consequently, releasing k control input constraints corresponds to a rank-k downdate of P(t) which results in (22) The effect on the modified version of K(t + 1), i.e. K(t + 1) E IR ( nw + k ) xn , can be analyzed by studying the following system of equations,
or equivalently (since C(t + 1) E §�+ + k )
Hence, the matrix M(t + 1) in (12) is
which in analogy with (12)- (14) gives that P(t) M(t + 1)/C(t + 1). Using (51) and omitting arguments, P(t) can be written as
(h -HC -1g) (l-gTC -1g r 1 (h -HC -1g{,
where C + (t) E §i + and V + (t) E IRn xk have full column rank. This is similar to the result in the previous section, and it is trivially equivalent to (30) which is the modification of P(t) and is known as a rank-k update of P(t).
The expressions for the modified K (t + 1) can be derived in a similar fashion as in the previous section. Now (23) is instead (31) and by identifying the changes to the first row in (25), K (t + 1) can be calculated as K(t + 1) = K 1 + C -1(t + l)gC .:;: l (t)V J (t),
By using the definitions of C _ (t) and V_ (t) from (21), the C. The impact on the subsequent time-steps tm -1, ... ,0 expression for K(t + 1) can be written
In Section V-A and V-B it was shown that removing or
adding k input constraints to the working-set at time tm (in K(t+ l) = k ,f = t + _ _ / ( + ) l () -t -t . Algorithm 1) result in a rank-k modification of P(tm) in ei-
C -t V_ t (25) ther of the forms (22) or (30). This will affect the matrices in
Algorithm 1 in the subsequent time-steps t = tm -1, ... ,0.
B. Adding input signal constraints to the working-set For a rank-k downdate as in (22) straightforward calculations
Adding new constraints to the working-set, i.e. activating constraints that were disregarded in the previous active-set iteration, has a similar impact on P(t) as when constraints are disregarded. Assume, without loss of generality, that the last k columns of Bw(t) are removed, giving Bw(t) as the first (nw -k) columns of Bw(t), i.e.,
The matrices (17) and (19) then represents the case before the removal, and the modified C(t + 1) and H(t + 1), i.e. C(t + 1) and H(t + 1), are given by the (1, I )-blocks in
; 0]
and H(t+ l) = [H(t + 1) h].
give, by inserting (22) in Line 3 to 5 in Algorithm 1,
F(t + 1) = Qx(t) + AT(t)F(t + I)A(t) = Qx(t) + AT(t)P(t + I)A(t)-AT(t)V_(t + I )C.:::-1(t + I)V _(t + I f A(t) = F(t + 1) -AT(t)V_(t + I )C.:::-1(t + I )V!(t + I)A (t),

C(t + 1) = Qw(t) + B�(t)F(t + I)Bw (t) = Qw(t) + B�(t)P(t + I)Bw(t)-B�(t)V_(t + I )C.:::-1(t + 1)V ! (t + I)Bw (t) = C(t + 1) -B�(t)V_(t + I )C.:::-1(t + I)V! (t + I)Bw (t),
and
H(t + 1) = Qxw(t) + AT(t)F(t + l)Bw(t) = Qxw(t) + AT(t)P(t + l)Bw(t)-AT(t)V_(t + l)C= l (t + l)V!(t + l)Bw(t) = H(t + 1) -AT(t)V_(t + l)C= l (t + l)V!(t + l)Bw(t).
This can be written in block matrix form as
[ F(t + 1) H(t + 1) ] [ F(t + 1) H(t + 1) ]
HT(t + 1) G(t + 1)
B�(t)V_(t + 1) -+ B�(t)V_(t + 1)
Now define M(t + 1) and M(t + 1) as M(t + 1) =
[ F(t + 1) H(t + 1) AT(t)V_(t + 1)] HT(t + 1) G(t + 1) B�(t)V_(t + 1) , V!(t + l)A(t) V!(t + l)Bw(t)
C_(t + 1)
Then it holds that M(t + 1) = M(t + l)/C_(t + 1). Also, F(t) = M(t + l)/G(t + 1) = M(t + 1)/ M(t + 1) which by using (51) gives (omitting arguments)
where C_(t) E §i+ and V_(t) E IRn xk have full column rank. Thus, a rank-k downdate of P(t+1) will cause a rank-k downdate also in P(t). Similar calculations for a rank-k update of P(t + 1), i.e. F(t+1) = P(t+1) + V+(t+1)C + 1(t+1)V .J(t+1), gives F(t + 1) = F(t + 1)+
AT(t)V+(t + 1)C+1(t + l)V.J(t + l)A(t)
(42)
H(t + 1) = H(t + 1)+ AT(t)V+(t + 1)C+1(t + l)V.J(t + l)Bw(t).
(44)
The updated P(t) is with F(t) = P(t) + V+(t)C+1(t)V.J(t),
C+(t) � C+(t + 1)-V .J(t + 1)Bw(t)G-1(t + l)B�(t)V+(t + 1)
(46)
V+(t) � (AT(t) -H(t + 1)G-1(t + l)B�(t) )V+(t + 1).
(47)
Hence, analogously to a downdate, a rank-k update of P(t + 1) will result in a rank-k update of P(t). This is summarized in Lemma 1.
Lemma 1: Consider a rank-k modification of P(t) for a single time instant tm E { I, ... , N} in either of the forms {F(tm) = P(tm) -V_(tm)C= l (tm)V!(tm) (downdate) F(tm) = P(tm) + V+(tm)C + 1(tm)V .J(tm), (update) (48) where the corresponding C -(tm) ' C+(tm) E §++ and V -(tm), V+(tm) E IRn xk have rank k. Then, for all t E {tm -1, ... ,O}, it holds that F( t) is modified as
{F(t) = P(t) -V_(t)C= l (t)V!(t) (downdate)
F(t) = P(t) + V+(t)C + 1(t)V .J(t), (update) (49) with C_(t), C+(t) E §++ invertible and V_(t), V+(t) E IRn xk of rank k.
Proof The result follows immediately from the deriva tions above combined with an induction argument; a rank k modification of P(t) implies a corresponding rank-k modification of P( t -1). Since this holds for all t of interest, the desired result follows.
• D. Algorithms for efficiently modifying Riccati factorizations
The theory in Sections V-A to V-C are summarized in Algorithm 5. Since locking or releasing control input con straints at time tm will only affect matrices for t = tm, ... ,0, it is only necessary to modify the matrices in Algorithm 1 for these time indices. In Algorithm 5, the first step is to assign the correct value to a depending on whether constraints are added or removed. Then g,g O ,h, V+/ -(tm),C+/ -(tm),k 1 and K l are calculated according to Sections V-A and V-B, and the matrices H(tm + 1), K(tm + 1) and F(tm + 1) are modified. The factorization of G(tm + 1) is modified using standard methods for up-and downdating, e.g., Cholesky factorizations and should not be calculated from scratch. These steps are followed by the main loop that modifies all the matrices for t < tm, and the rank-k modification of the Riccati factorization is completed.
Modifying the factorization instead of re-computing it reduces the computational complexity from approximately N(1/3n� +4n 3 +4n;n+6n 2 nu) flops to roughly tm(2n;n+ 7n; + lOknun+8kn 2 ) for a rank-k modification. The analyt ical complexity is illustrated in Fig. 1 , where the reduction in terms of computational complexity of the modification algorithm over the standard (still tailored) algorithm is clear (for problem sizes n ;::: 3). Note that a standard dense method that does not utilize the structure in the MPC-problem in (6) has a computational complexity of order O(N 3 n�), which is significantly larger than both Algorithm 1 and 5.
Since the system of equations need to be re-solved after a rank-k modification of the factorization, also Algorithm 2, 3 and 4 have to be executed to get a new solution, but it is clear that the backward recursion in Algorithm 2 is only affected for t :s; tm. Hence, it is only partly executed in order to improve performance even further. The new, modified version of the backward recursion is given by Algorithm 6. 
F(t + l):= F(t + 1) + exAT (t)V(t + I)C-1(t + I)VT (t + I)A(t)
8:
Modify factorization for G(t + l)= G(t+ 1) +exB'E (t)V(t+ 1)C-1(t+ 1)VT (t+ I)Bw(t)
9:
H(t + 1) := H(t+ 1) +exAT (t)V(t+ I)C-1(t+ 1)VT (t+ I)Bw(t)
10:
Compute a solution K(t + 1) to G(t + I)K(t + 1) = _HT(t + 1) 11: if ex == 1 then 
VI. NUMERICAL EXPERIMENTS
The modification algorithm has been evaluated and com pared to the standard full Riccati factorization. It is an evaluation of the algorithms' relative performance, and not absolute times. The main goal with the numerical experiments is to show that Algorithm 5 works, and also show the performance gains in computational complexity. In the implemented version of Algorithm 1 a Cholesky factorization of G(t + 1) has been used at Line 6, and for Algorithm 5, standard Cholesky up-and downdating methods have been used at Line 3 and 8. All simulations for the evaluation have been made using randomized stable LTI-systems, which are averaged over several runs.
The simulations were Xeon® X5675 processor 279.19.l.eI6.x86_6) and R2012b). 
A. Modified Riccati recursion
The new modification algorithm given as Algorithm 5 is evaluated through simulations for systems of different orders. The maximum number of computational threads was set to one, preventing MATLAB from using multi threaded linear algebra computations. Time was measured using the commands tic and toe. In order to get a fair comparison between the two algorithms, as many operations as possible have been implemented in m-code. Standard MATLAB implementation of some operations, e.g., basic matrix operators such as multiplication, addition etc., were however used. Note that the numerical results are thus in favour of Algorithm 1, since the dominating n3-complexities are efficiently implemented in MATLAB.
The prediction horizon has been chosen to N = 100 in all simulations and the full factorization is modified, giving the worst case scenario for the modifying algorithm. The state and control signal dimensions (n and nu) are chosen from the interval [10, 200 ] . Fig. 2a presents the normalized computation times for both algorithms. The computation times have been normalized to stress the relative performance of the two algorithms. From the figure it is clear that the new modification algorithm requires significantly lower computational times than the standard Riccati recursion. It is also clear that the computational time is mostly dependent on the number of control signals, i.e. nu. This could be due to the fact that all n3-complexities stem from matrix multiplications, which are very efficiently implemented in MATLAB, while the n�-complexity is due to the Cholesky factorization which was implemented in m-code. Slicing the surface plot along n = 20 gives Fig. 3a where the flat line for the modification algorithm is seen as the solid line. A similar plot is seen in Fig. 3b where the slicing is along the nu-axis.
Although the Riccati factorization (Algorithm 1) is already very efficient compared to standard methods, it is clear that Algorithm 5 outperforms it for almost all system dimensions. There are however some cases where the opposite is true and those are supposed to be due to implementation issues that can be solved, which is indicated by the analytical complexity in Fig. 1 .
B. Traditional active-set solver
Once again it is stressed that the purpose with this paper is not to present a complete solver; the focus is the computation of the search direction. However, for completeness some simple examples are solved to illustrate how it works in a traditional active-set method. The basic AS solver in [15] has been implemented and used to solve random stable systems. The step directions were computed using both the standard algorithm (Algorithm 1) and the new, modification algorithm (Algorithm 5). Fig. 2b shows the normalized computation times for the solvers. The solver with the new, modification algorithm for step direction computation has significantly lower execution times than the solver that re-computes the factorization in each iteration.
VII. CONCLUSIONS
The main contribution in this paper is algorithms for efficient low-rank modifications of a Riccati factorization. The theory is developed as a proof of concept for a positive definite problem with only simple control signal constraints. The performance gain in terms of reduced computational complexity and computation times are significant already for quite small systems, and they are expected to be possible to reduce even further with an improved implementation in compiled programming languages. The algorithms have been tested in a traditional MPC solver with good results, but they can also be combined with more recent algorithms like the one using projections presented in [9] and [10] which has shown very promising performance already without exploit ing low-rank modifications. For future work, systems with state-constraints as well as problems where Qu(t) E §�u will be considered to complete the theory. 
