Abstract
Introduction
Physical systems governed by partial differential equations have been studied for over 100 years. These equations provide predictions about the future state of the system and the form of these equations allows one to determine system properties such as conservation of energy for Hamiltonian systems. Recent work in image processing has tried to reverse this procedure: *This research was supported by the Office of Naval Research under ONR Grant Number N00014-96-1-0456. the desired evolution properties are selected and from these properties the corresponding PDE is generated. Applying this PDE to the original image generates a scale space decomposition with the PDE 'time' parameter playing the role of scale.
The standard way to do this is set up an objective function E = E ( g , u , B ) that depends on the original image g as well as an approximation U and a boundary function B. Typically E contains a penalty term that measures the difference between g and U , another penalty term for the nonsmoothness in U and also a penalty term for the length of the boundaries of the regions in the image. This latter term is needed to control the number of region components in the final segmentation: too many components and the result is not useful. This is the variational approach in which we chose the form of the objective functional and then use some method to find minimizers U and B for E . [l] , and using the Euler-Lagrange PDE associated with the objective function with the boundary B intepreted as a continous function rather than a binary process. For general references to variational methods and PDEs related to image processing see [7] and [13] . Each of these approaches has advantages and disadvantages. For example, region merging generally produces excellent results and is easily adapted to a multichannel form that can accept multiresolution or multispectral image data as input; however region merging can be computationally intensive and may not be appropriate for real-time applications. In fact the computational speed issue applies to almost every variational method. Time considerations place limitations on the number of iterations that can be used in steepest descent procedures. This also means that we must usually forego the luxury of finding the global mini-mizer of the objective functional and instead seek an approximation that is acceptable rather than optimal.
In this paper we describe two new methods in this area that when combined rapidly generate good approximations. The basic idea in this combination is to use one method to quickly generate an initial approximation u g that is close to the desired final approximation U. The second method is then used to refine the inital approximation using only a few descent steps for the objective function. As a byproduct of this descent we also obtain the boundary function associated with the approximation. The objective function we use is described in the next second and gives the boundary function in closed form; this is followed by a description of the peer group averaging method. PGA provides excellent initial approximations uo whose properties are controllable by varying the window size and peer group number.
The combined procedure is then tested on a set of real images and compared with existing methods.
Variational Approximation and
A general variational framework for image segmentation and approximation is presented in [3] . In addition to several new results, the work in [3] simplifies and systematizes approaches that had previously been considered separately. [12] . The numerical results for this paper were obtained using the mixed norm objective funtional
We used the 1-norm for the smoothness term Vu since this produced sharper edges in the approximation U than the 2-norm. Note that to avoid discontinuous derivatives at V u = 0 we use the modified smoothness term (Vu . Vu + d)ll2 instead of llVull. With this modification, the Euler -Lagrange descent method for this objective functional yields the following PDE. For a given approximation U of g, define the residual
then the descent PDE for U is given by subject to the Neumann boundary condition duldn = 0 where n is the outward normal.
Peer Group Averaging
Peer group image processing identifies a 'peer group' for each pixel from a sliding window and then uses the peer group to make processing decisions at that pixel. A diffusion form of peer group processing was presented in [4] that averages over the peer group (PGA). Two parameters provide direct control over which objects are selectively enhanced: peer group size which corresponds to area (number of pixels in the object), and window diameter (window size needed to enclose the object). The direct correspondence between these parameters and the object characteristics is in sharp contrast to parameter selection for other image processing methods such as variational approaches in which it is unclear how to select good values for the smoothness and approximation weights.
The basic idea consists of two steps: to enhance objects with n or more pixels 1) identify a peer group of size n for each pixel 2) process the pixel value based on the characteristics of the peer group. There are many ways to select the peer group for a given pixel. In general, peer group members should share common val- 
PGA and Shock Filtering
In shock filtering [14] [11], [12] , intensity values from the interior of regions move outward towards the region edges along gradient lines. The convexity of the intensity along the gradient direction determines the motion direction along the gradient and this direction assignment means that when two regions meet at an edge the image intensity will experience a jump. Thus the edges of the image correspond to stationary shock fronts for this type of image processing. In shock filtering the maximum values of the image intensity and the minimum values move outward from the interior of their regions to meet at the boundaries. This means that the contrast at the edges is maximized. This also means that shock filtering preserves the total variation of the original image.
Shock filtering smooths in the sense that each region assumes a constant value. However, shock filtering does not remove isolated noise such as salt-andpepper noise, as discussed by Osher and Rudin in [ll] .
In its simplest form for I d signals, shock filtering uses the original signal g as initial data for a nonlinear convection equation: ut = -sgn(u,,) U, with u(z, 0) = g(z). In this formulation we must be careful to form derivative approximations from the appropriate direction. Thus if intensity information is to move from right to left, then we want U, to represent the righthand derivative and we use a forward difference to approximate U,. Similarly we use a backward difference if we want intensity information to move from left to right.
Consider a simple Euler update scheme for the shock filter equation: let h be the time step and set ugew = u i + hut. If U is montone increasing at i and U,, < 0 in the sense that uz+l -2u, + uz-l < 0 then the choice h = 1/2 leads to urew = (U, + u,+,)/2. This is the same result we would get with PGA for a peer group of size n = 2 because the convexity condition u,+1 -2u, + u,-1 < 0 is the same as I u, +~ -u , I < \U, -u,-11 when U is montone increasing. Similarly, if U,, > 0 the choice h = 1/2 in the shock filter Euler update leads to the same result as the PGA update: ureW = (ZL-I -t-u,)/2. This intersection of shock filtering and PGA for particular parameter choices means that results for one method apply immediately to the other. For example, PGA with n = 2 for signals is total variation preserving because the same is true for shock filtering. However, the two methods are not the same for other choices of parameters. In particular PGA with larger peer group sizes automatically incorporates smoothing over the peer group and is able to handle problems such as the isolated intensity spikes of salt and pepper noise.
Numerical Applications
Recently Sapiro and Caselles [15] showed that histogram modification could be viewed as an image deformation process, rather than a simple distribution modification. Following up on this result, Caselles et al.
[a] developed a new shape preserving contrast enhancement technique. This method equalizes the histogram of the intensities of the connected components of the level sets of the image. The rationale being that such sets constitute the basic objects in the image and as such should be preserved spatially although it is permissible to change their intensity to enhance contrast.
For the images treated in this section, we applied the PGA algorithm to the original image g for 3 iterations using a 3x3 window and peer group number n = 6. (This choice preserves binary half-planes, however other choices are useful such as n = 3 which preserves lines or n = 4 which preserves corners. See 
