Abstract. Mean shift is a nonparametric clustering technique that does not require the number of clusters in input and can find clusters of arbitrary shapes. While appealing, the performance of the mean shift algorithm is sensitive to the selection of the bandwidth, and can fail to capture the correct clustering structure when multiple modes exist in one cluster. DBSCAN is an efficient density based clustering algorithm, but it is also sensitive to its parameters and typically merges overlapping clusters. In this paper we propose Boosted Mean Shift Clustering (BMSC) to address these issues. BMSC partitions the data across a grid and applies mean shift locally on the cells of the grid, each providing a number of intermediate modes (iModes). A mode-boosting technique is proposed to select points in denser regions iteratively, and DBSCAN is utilized to partition the obtained iModes iteratively. Our proposed BMSC can overcome the limitations of mean shift and DBSCAN, while preserving their desirable properties. Complexity analysis shows its potential to deal with large-scale data and extensive experimental results on both synthetic and real benchmark data demonstrate its effectiveness and robustness to parameter settings.
Introduction
Clustering aims to partition data into groups, so that points that are similar to one another are placed in the same cluster, and points that are dissimilar from each other are placed in different clusters. Clustering is a key step for many exploratory tasks. In the past decades, many clustering algorithms have been proposed, such as centroid-based clustering (e.g., k-means [21] and k-medoids [18] ), distribution-based clustering (e.g., Expectation-Maximization with Gaussian mixture [8] ), and density-based clustering (e.g., mean shift [4] , DBSCAN [10] and OPTICS [1] ).
Most of the existing clustering methods need the number of clusters in input, which is typically unknown in practice. The mean shift algorithm is an appealing and nonparametric clustering technique that estimates the number of clusters directly from the data, and is able to find clusters with irregular shapes. It performs kernel density estimation, and iteratively locates the local maxima of the kernel mixture. Points that converge to the same mode are considered members of the same cluster [4] . The key parameter of mean shift is the kernel bandwidth. Its value can affect the performance of mean shift and is hard to set. Furthermore, mean shift may fail to find the proper cluster structure in the data when multiple modes exist in a cluster. As Fig. 1(b) shows, continuous dense regions exist in each cluster, possibly resulting in multiple modes detected by mean shift.
DBSCAN [10] is another popular density-based clustering method that does not require the number of clusters as input parameter. DBSCAN has the drawback of being sensitive to the choice of the neighborhood's radius (called Eps) [10] . DBSCAN tends to merge two clusters when an unsuitable Eps value is used, especially when the two clusters overlap, since the overlap may result in a contiguous high-density region, as shown in Fig. 1 Recently, a meta-algorithm known as Parallel Spatial Boosting Machine Learner (PSBML) has been introduced as a boosting algorithm for classification [17] . PSBML runs many classifiers in parallel on sampled data. The classifiers are organized in a two dimensional grid with a neighborhood structure. Data which are hard to classify are shared among the neighbor classifiers. PSBML is a robust algorithm that outperforms the underlying classifier in terms of accuracy and is less sensitive to parameter choice or noise [16] . The question we investigate in this research is whether the PSBML algorithm can be adapted to a clustering scenario to overcome the robustness issues related to parameter sensitivity as discussed above. The idea is to have a spatial grid framework as in PSBML, where a clustering algorithm such as mean shift runs at each node of the grid using local sampled data. A boosting process is applied to the local modes, which in turn are shared across the neighbors in the grid.
Specifically, we propose Boosted Mean Shift Clustering (BMSC) to address the aforementioned limitations of mean shift and DBSCAN. BMSC is an iterative and distributed version of mean shift clustering. Specifically, BMSC partitions the data across a grid, and applies mean shift locally on the cells of the grid.
Each cell outputs a set of intermediate modes (iModes in short), which represent the denser regions in the data. A mode-boosting technique is used to assign larger confidence values to those data points which are closer to the iModes. Points are then sampled with a probability that is proportional to the corresponding confidence. In successive iterations, BMSC progressively chooses data points in denser areas. Furthermore, at each iteration, DBSCAN is applied to partition all the iModes obtained so far. When DBSCAN results become stable in successive iterations, the algorithm stops. The accumulated iModes provide the "skeleton" of the data clusters and can be leveraged to group the entire data. The main contributions of this paper are summarized as follows:
-We introduce Boosted Mean Shift Clustering (BMSC) to overcome the disadvantages of mean shift and DBSCAN, while preserving their nonparametric nature. Our technique has the ability to identifying the essential structure (skeleton) of the clusters through the boosting of points around the modes. -We present a complexity analysis to show the potential of BMSC to solve large-scale clustering tasks efficiently. -Extensive experiments demonstrate the effectiveness and robustness of our proposed approach.
The rest of this paper is organized as follows. We review related work in Section 2 and introduce our methodology in Section 3. Section 4 presents the empirical evaluation and Section 5 discusses the experimental results. A final comment and conclusions are provided in Section 6 and 7, respectively.
Related Work
Mean shift [4, 12] is a nonparametric feature space analysis technique that has been widely used in many machine learning applications, such as clustering [3] , computer vision and image processing [4] , and visual tracking [2] . It iteratively estimates the density of each point and computes the mean shift vector, which always points toward the direction of maximum increase in the density [4] . This defines a path leading to a stationary point (mode). The set of original data points that converge to the same mode defines a cluster. Mean shift uses a global fixed bandwidth, while the adaptive mean shift [5] sets different bandwidths for different data points. The convergence of mean shift procedure is guaranteed [4] .
Density-based clustering methods [20] define a cluster as a set of points located in a contiguous region of high density, while points located in low-density areas are considered as noise or outliers. DBSCAN [10] is a popular clustering algorithm that relies on a density-based notion of clusters. It has only one parameter Eps, provided that the minimum number of points (M inpts) required to form a cluster is fixed. OPTICS [1] replaces the parameter Eps in DBSCAN with a maximum search radius and can be considered as a generalization of DBSCAN.
Adaboost [11] is the most popular boosting algorithm. It iteratively generates a distribution over the data in such a way that misclassified points by previous classifiers are more likely to be selected to train the next weak classifier. Adaboost is an ensemble algorithm that combines these weak classifiers to form a strong classifier that has shown to be more robust than the single classifier. Parallel spatial boosting machine learning (PSBML) [16] is a recent boosting algorithm which combines concepts from spatially structured parallel algorithms and machine learning boosting techniques. Both Adaboost and PSBML solve classification problems. The technique we introduce in this work is inspired by the PSBML framework. Unlike PSBML, though, our focus here is unsupervised learning, and in particular density-based clustering.
Boosted Mean Shift Clustering
Let X = {x 1 , x 2 , . . . , x n } denote the data set, where n is the number of points and d is the dimensionality of each point
Preliminary
In this section, we first give a brief review of the mean shift technique [4, 5] . When using one global bandwidth h, the multivariate kernel density estimator with Kernel K(x) 1 is given bŷ
The profile of a kernel K is defined as a function κ : [0, +∞) → R such that
, where the positive constant c makes K(x) integrate to one. Then, the sample point estimator (1) becomeŝ
By taking the gradient off (x) we obtain
where g(x) = −κ (x), provided that the derivative of κ exists. The first part of Eq. (3) is a constant, and the factor in bracket is the mean shift vector, which always points towards the direction of the greatest increase in density. Using the mean shift vector, a sequence of estimation points {y t } t=1,2,... is computed
The starting point y 1 is one of the points x i . The point that {y t } t=1,2,... converges to is considered as the mode of y 1 . The points that converge to the same mode are considered members of the same cluster. Please refer to [4] for more details.
The Algorithm
The performance of mean shift is sensitive to the choice of the bandwidth h. To demonstrate this fact, Fig. 2 shows the clustering results of mean shift for different values of h on a two-dimensional dataset containing clusters of different shapes (called Toy3 in our experiments). The dark circles in Fig. 2 correspond to the (global) modes generated by mean shift. For any given mode, the points that converge to it are marked with the same color, and they define a cluster. As shown in Fig. 2 (a), when the value h = 0.2 is used, mean shift finds several modes and therefore detects a large number of clusters. Larger values of h lead to fewer modes, and to the merging of separate clusters. DBSCAN is another popular density-based clustering algorithm (refer to [10] for more details) which is also sensitive to its input parameters and is likely to merge overlapping clusters. Fig. 3 gives the results of DBSCAN on Toy3 for different values of the parameter Eps. Here Minpts is set to 4. Points of the same color belong to the same cluster. In Fig. 3 (a) the points marked as "×" are classified as noisy points by DBSCAN. More clusters and more noisy points are found by DBSCAN when Eps= 0.1. The detected noisy points are actually members of a cluster, and should not be considered as outliers. The larger Eps becomes, the more clusters are merged by DBSCAN. Eventually, for Eps= 0.5, DBSCAN detects only one cluster. The two rightmost clusters are also merged in Fig. 3(a) , when Eps= 0.1 is used.
To overcome these limitations of mean shift and DBSCAN, while retaining their nonparametric nature, we propose the Boosted Mean Shift Clustering (BMSC) algorithm. We seek to capture the underlying group structure of the data by selecting the subset of data that provides the skeleton of the clusters. To achieve this goal, we iteratively compute modes relative to sampled data in a distributed fashion, and boost points proportionally to their distance from the modes. To achieve this goal, BMSC partitions the original data across a grid, and applies mean shift locally on the cells of the grid to search for the denser regions iteratively. The details are described below. Mode-boosting. BMSC first partitions the data uniformly across the cells of a two dimensional grid structure 2 , as depicted in Fig. 4 [16, 17, 22] (Line 1 of Algorithm 1). The cells of the grid interact with the neighbors, where the neighborhood structure is user defined, as shown in Fig. 4 3 . Each cell applies a mean shift clustering algorithm on its local data. The mean shift algorithm outputs intermediate modes (iModes), which are located within dense regions (Line 6). Each cell uses its own iModes to assign confidence values to points assigned to the cell itself and to its neighbors. Specifically, given a set of iModes generated at cell j , i.e., iM odes (j) = {iM ode
L }, we assign each local point (in cell j itself or in any neighboring cells) to the nearest iMode in iM odes. For the points assigned to the same iM ode
Algorithm 1. Boosted Mean Shift Clustering
Input: X , width, height, h, Eps. Output: The final clustering result cl final.
1: InitializeGrid(X , width, height); //Distribute X over I = width × height cells. 2: iM odes ← ∅; / / I n i t i a l i z e t h e s e t o f i n t e r m e d i a t e m o d e s . 3: counter ← 1; 4: repeat 5:
for j ← 1 to I do 6:
newiM odes ← MeanShift(cellDataj,h); 7:
iM odes.append(newiM odes); 8: end for 9:
ConfidenceAssignment(); // Assign confidence values to points in each cell via Eqs. (5) and (6). 10:
for j ← 1 to I do 11:
CollectedData ← CollectNeighborData(j) ∪ cellDataj; 12:
cellDataj ← WeightedSampling(CollectedData); // Update cellDataj.
13:
end for 14:
[ where dis i is the distance between point i and iM ode (j) l , min dis and max dis are the minimum and maximum distances between the corresponding points and iM ode are assigned smaller confidence values. Since a point x i is a member of the neighborhood of multiple cells, an ensemble of confidence's assessments is obtained. We set the final confidence to the maximum confidence value obtained from any cell:
where N i is a set of indices of the neighbors of the cell to which point x i belongs (Line 9).
The confidence values are used to select a sample of the data, locally at each cell, via a weighted sampling mechanism. Specifically, for each cell j , all points in the cell and in its neighbors are collected. The larger the confidence value credited to a point x i is (i.e., the closer x i is to some iMode), the larger is the probability for x i to be selected (Lines 11-12). As such, copies of points with larger confidence values will have higher probability of being selected, while points with low confidence will have a smaller probability of being selected. The sample size at each cell is kept constant at each epoch. Note that duplicate points may appear in a given cell, and the same point may appear in different cells.
Stopping Criterion. At each epoch, BMSC applies mean shift locally at each cell, thus generating a set of new iModes. We combine the new iModes with the iModes generated during the previous iterations, and apply DBSCAN on such updated set of iModes (Line 14). This process is repeated until the number of detected clusters by DBSCAN does not change for three consecutive iterations. At each iteration, the set of iModes produced so far gives a representation of the original data. A stable partition (i.e., a consistent number of detected clusters is obtained for three iterations) of iModes indicates a stable partition of the original data. In practice we have observed that the number of distinct points at each epoch quickly decreases, and BMSC always stops in less than 20 iterations in our experiments. The convergence of BMSC is empirically shown.
When BMSC stops, DBSCAN gives a partition of all the iModes. We then assign each original data point to the cluster to which its nearest iMode belongs. This gives the final clustering of the original data (Line 21). The pseudo-code of BMSC is given in Algorithm 1.
Computational Complexity. The computational complexity of estimating the density and computing the mean shift vector for one data point is O(n), where n is the total number of data. Let T 1 be the maximum number of iterations it takes to compute the mode of any point in X . Then the complexity of mean shift on the whole data is O(T 1 n 2 ). The running time of BMSC is driven by the complexity of mean shift running on the cells of the grid and of DBSCAN running on the obtained iModes. BMSC applies mean shift locally on every cell, each with complexity O(T 1 m
2 ), where m = n I and I = width × height is the number of cells in the spatial grid. The runtime complexity of DBSCAN on X is O(n 2 ) and it can be reduced to O(n log n) if one uses R*-tree to process a range query [20] . Let s be the number of obtained iModes and T 2 be the number of iterations when BMSC stops, then the total computation complexity of BMSC is O(T 2 (IT 1 m 2 + s log s)). T 2 is empirically proved to be small, and m n, s n when n is large. Thus, the computational complexity of BMSC is lower than mean shift and DBSCAN when dealing with large scale data. BMSC can be further speeded up with a parallel implementation. The complexity can be reduced to O(T 2 max{T 1 m 2 , s log s}) with an I multi-thread process, which makes BMSC available for large-scale clustering tasks.
Experimental Setup
Datasets. We conducted experiments on three toy examples and ten realworld data sets to evaluate the performance of BMSC and comparing methods. Table 1 provides the characteristics of all the datasets used in our experiments. The toy examples are shown in Fig. 1 . The two classes of toy example 1 (Toy1), which were generated according to multivariate Gaussian distributions, consist of 8,000 and 2,000 points, respectively. The mean vector and the covariance matrix of the left class are (-10,0) and (10 0; 0 10), while those of the right class are (2,0) and (1 0; 0 1), respectively. Toy example 2 (Toy2, two-moons data), Banknote, and ChainLink contain two classes and are available at http://www.mathworks.com/matlabcentral/fileexchange/ 34412-fast-and-efficient-spectral-clustering. 400 points (200 points per class) of ChainLink were randomly chosen in the experiments. Toy3 (Aggregation data) was downloaded from http://cs.joensuu.fi/sipu/datasets/ and was used in [13] . 2D2K and 8D5K were two datasets used in [23] and were downloaded from http://strehl.com/. Symbols is a UCR time series data [19] . NSL-KDD data set retains all the important statistical characteristics of KDDCup-99. A subset which contains 25192 instances of 22 classes (1 normal class and 21 attack types) was downloaded from http://nsl.cs.unb.ca/ NSL-KDD/ and the 38 numerical features were used for the experiments. Letter, Satimage, Image Seg (Image segmentation) and Wall (Wall-following robot navigation data) are all available from the UCI repository (http://archive.ics. uci.edu/ml/index.html). The letters 'A' and 'B' were selected from the Letter database. The first 4 classes of Satimage and the first three classes of Image Seg were used in our experiments. For each dataset, each feature was normalized to have zero mean value and unit variance.
Evaluation Criteria. We chose Rand Index (RI) [14] , Adjusted Rand Index (ARI) [14] , and Normalized Mutual Information (NMI) [23] as evaluation criteria since the label information of data are known. The label information is only used to measure the clustering results, and is not used during the clustering process. Both RI and NMI range from 0 to 1, while ARI belongs to [-1,1] . A value 1 of RI/ARI/NMI indicates a perfect clustering result.
Experimental Settings. As shown in Algorithm 1, BMSC requires four parameters in input: width, height, the bandwidth h for mean shift, and Eps for DBSCAN. We used a 5 × 5 spatial grid for Toy1, Toy2, and KDD99, and a 3 × 3 grid for all the other data sets. We set h to the average distance between each point and its k-th nearest neighbor, where k = α √ n Data. Here n Data is the size of the sample assigned to a cell of a grid for BMSC, or the size of the whole dataset when we run mean shift on the entire collection. The value of α also affects the bandwidth; a larger α value corresponds to a larger global bandwidth h. α is always set to 0.5 for both BMSC and mean shift in our experiments. We set Eps = 0.5 for BMSC and DBSCAN on the three 2-dimensional toy datasets. Sensitivity analysis of parameters α and Eps is discussed in Section 5.4. To set the Eps parameter on real data, we consider the iModes generated after the first epoch of BMSC, and compute the distance to the 4-th nearest iMode [10] for each of the iModes. We then choose the median value of all such distances as the value of Eps for DBSCAN in all the successive iterations. When DBSCAN is run on the whole data, the 4-th nearest neighbor distances are computed with respect to the entire collection of data, and Eps is again set to the median of those values. The M inP ts value of DBSCAN is always set to four in our experiments, as done in [10] .
Besides mean shift and DBSCAN [7, 10] , we also performed comparisons against several other clustering algorithms: OPTICS [1, 6] , k-means [21] , LAC [9] , Aver-l (average-linkage clustering) [15] , and EM (with a Gaussian mixture) [8] . OPTICS is a density based clustering algorithm which creates an augmented ordering of the data representing its clustering structure, and then retrieves DB-SCAN clusters as the final clustering result. When OPTICS uses DBSCAN to extract clusters, the parameters were set as in DBSCAN itself. Both DBSCAN and OPTICS may output noisy clusters. k-means, LAC, Aver-l, and EM require the number of clusters in input, which we set equal to the number of classes in the data. LAC requires an additional parameter (weight of the regularization term; see [9] for details), which we set to 0.2 throughout our experiments. Mean shift, DBSCAN, OPTICS, and Aver-l are deterministic for fixed parameter values. For the remaining methods, the reported values are the average of 20 independent runs. One-sample t-test and paired-samples t-test were used to assess the statistical significance of the results at 95% significance level.
Results and Analysis

Results on Toy Examples
To illustrate the effectiveness of BMSC, we first conducted experiments on the three toy datasets. Fig. 5 shows the data selected by BMSC at different epochs on Toy1 in one independent run. For this run, BMSC stops at the fourth iteration. '(#5529)' in Fig. 5(a) means that at this epoch 5529 points are selected. The number of (distinct) points in each iteration greatly decreases, and points around the densest regions are more likely to survive. At successive iterations, the data becomes better separated, even though the original two classes overlap. gives the final clustering results of BMSC on the three toy examples for a given run. The red circles represent the iModes accumulated in successive iterations when BMSC stops. Points with the same color belong to the same cluster. The iModes successfully capture the structure of the different clusters. As a result, BMSC achieves a close to perfect performance on these datasets. When two clusters overlap (like in Toy1), the corresponding iModes are still well separated, and therefore easy to partition. When performing DBSCAN on the set of iModes, some iModes may be classified as noise. For example, three such iModes occur in Fig. 6(a) . iModes detected as anomalous are discarded and not used to partition the whole data. Table 2 shows the results of the different algorithms on the toy examples using the three evaluation measures. In each row, the significantly best and comparable results are highlighted in boldface. On these datasets, BMSC improves upon mean shift, DBSCAN, and OPTICS by a large margin. As expected, EM gives the best performance on Toy1, which is a mixture of two Gaussians. Aver-l works quite well on Toy3. But both EM and Aver-l require the number of clusters in input, and their performance degrades on the other data. BMSC significantly outperforms all the comparing methods on Toy2, and it's the only approach that works well on all three toy datasets. The poor performance of k-means and LAC is mainly caused by the unbalanced data in Toy1, and the irregular shapes of clusters in Toy2 and Toy3.
Results on Real Data
This section evaluates the performance of the comparing methods on several real datasets. The RI and ARI values are shown in Tables 3 and 4 , respectively. The best and comparable results are shown in boldface. In general, a better result on RI indicates a better result on ARI and NMI. But this is not always the case. Lets consider the Wall data for example. BMSC gives the best RI value, while LAC gives the best ARI value. BMSC, mean shift, and Aver-l do a perfect job in clustering 8D5K. For the remaining datasets, BMSC significantly outperforms all the other comparing methods. It's worth observing that, in terms of the ARI measure, BMSC outperforms mean shift by a considerable margin on Symbols, KDD99, Banknote, Chainlink, Imag Seg, and Wall. Similar results were obtained on NMI and are not reported due to the limited space.
Performance Analysis of BMSC
The average number of iterations of BMSC and the average number of detected clusters by BMSC are shown in 
Sensitivity Analysis of the Parameters α and Eps
We tested the sensitivity of BMSC w.r.t. the parameters α and Eps on three datasets, namely Toy1, Toy2, and Satimage. We first tested the sensitivity of α which controls the kernel bandwidth in BMSC and mean shift. Eps = 0.5 was set for BMSC. The test range of α is [0.05, 0.6] and Fig. 7 gives the results. Mean shift performs slightly better as α increases on Toy1 and Toy2, and a general reduction in performance is observed with a larger α on Satimage. BMSC is stable and achieves good performance throughout. A larger α value leads to fewer modes found by mean shift, while a smaller α value results in more modes, thus generating more clusters in general. BMSC is more robust to the different values of α because α only affects the number of iModes generated by each cell, and such iModes are then linked together by DBSCAN.
We further compared BMSC against DBSCAN and OPTICS for different values of Eps. In these experiments, α = 0.5 for BMSC. Tested ranges of Eps are [0.1, 0.7] for Toy1 and Toy2, and [0.1, 3.6] for Satimage. The results are given in Fig. 8 . The performance of BMSC increases as the value of Eps increases, and it is stable for a wide range of Eps values. The main reason for this behavior is that BMSC applies DBSCAN on the iModes, rather than on the whole data. iModes of different clusters are well separated, even though the original clusters may overlap. DBSCAN works well for Eps = 0.1, and OPTICS always performs poorly on Toy1 and Toy2. On Satimage, the performance of both DBSCAN and OPTICS increases for larger Eps values, and reaches its peak at Eps = 1.6 and Eps = 3.2, respectively. After that, the performance drops. This shows that DBSCAN and OPTICS are sensitive to the choice of values for Eps, while our BMSC technique is robust to parameter settings. This provides insight to the superior performance of BMSC against DBSCAN and OPTICS obtained in the previous experiments.
Discussion
To overcome some of the limitations of mean shift, one may run mean shift on the whole data with a small bandwidth, thus generating a large number of modes. The modes can then be merged to obtain the final clustering results. But this approach has two major disadvantages: (1) Running mean shift on a large-scale data is of high complexity; and (2) With a fixed bandwidth, only one mode (the local maxima) will be found in dense areas. In contrast, our BMSC is able to find contiguous intermediate modes in dense areas. It achieves this through the partitioning of the data across a spatial grid and through the iterative process of collecting the iModes.
Conclusion
In this work we have introduced Boosted Mean Shift Clustering (BMSC), a nonparametric clustering method that overcomes the limitations of mean shift and DBSCAN, namely the sensitivity to parameters' values and the difficulty of handling overlapping clusters. At the same time, BMSC preserves the ability of automatically estimating the number of clusters from the data and of handling clusters of irregular shapes. The effectiveness and stability of BMSC are demonstrated through extensive experiments conducted on synthetic and real-world datasets. We are interested in extending the framework introduced here to other clustering methodologies, e.g. centroid-based, as well as to a semi-supervised scenario. As mentioned earlier in our discussion on computational complexity, BMSC can be easily parallelized via a multi-thread implementation (one thread per cell). We will proceed with such implementation in our future work and test the achieved speed-up for the big data clustering problems.
