This paper addresses the modelling and evaluation of cell scheduling policies in ATM multiplexers using stochastic Petri nets. In particular, we compare four cell scheduling policies: a FIFO policy with and without non-preemptive priorities, a threshold priority policy as recently proposed by Lee and Sengupta, and an extension thereof.
Introduction
ATM switches and multiplexers have been subjected to performance evaluations of many kinds. Analytical performance evaluation studies have mainly focussed on individual ATM multiplexers under symmetric tra c conditions. \Closed-form" analysis techniques that are often employed are matrix analytic and geometric techniques 7, 8, 17] , and generating functions 14] . When the systems to be analyzed become more complex, or the tra c conditions become more complex or asymmetric, however, these analytical techniques fall short. In most of these cases, simulation studies are then performed. However, also simulation su ers from some drawbacks, most notably its relatively high cost, especially in obtaining accurate estimates for small quantities such as blocking probabilities, and the error-prone process of coding simulation programs.
In between the closed-form analytical and the simulation approach, i.e., \in between" with respect to both the modelling capabilities and the evaluation costs, lies the numerical approach based on stochastic Petri nets (SPNs) 1, 3, 6, 16] . SPNs allow for a very exible construction and solution of, possibly large, continuous-time Markov models of ATM switches. In Appendix A we present a brief overview of the capabilities of SPNs. What is important to understand here, is that SPNs represent a formally de ned framework for the construction of large continuous-time Markov chains (CTMCs). These models can be solved numerically, using powerful current-day software packages and workstations. Advantage of the SPN approach over simulation is that rare-events are much less of a problem. Also, by its formally well-established semantics, SPN models are easily constructed and less error-prone than C-coded simulation programs. By the fact that a numerical solution is employed, more generality in the models can be achieved than with the closed-form analytical approaches, as will be illustrated in this paper.
We are only aware of one other SPN-based performance study of ATM switches, i.e., the paper by Kant and Sanders in which they analyse the knockout switch under non-uniform and bursty tra c 11]. The conclusions from their analyses are that the cell loss probabilities under the non-uniform and bursty tra c conditions are much higher than under more mild, i.e., Poisson, tra c conditions. In this respect, the SPN-based approach revealed more detailed characteristics than earlier performed analytical performance studies.
In this paper we will describe a number of workload models as SPNs. Similarly, we will describe ATM cell scheduling policies at multiplexers using SPNs. Then, we will combine these model parts so as to form realistic performance models of ATM multiplexers under realistic tra c conditions. We parameterise our models with measurement results reported in the literature. In our analyses, we will focus on mean response times, the variance in the queue length, and blocking probabilities, for both real-time and nonrealtime tra c. This paper is further organised as follows. In Section 2 we present, using SPNs, a number of workload models that have been proven successful in the past to describe the expected tra c for ATM switches. Similarly, in Section 3, we present SPN models of cell scheduling policies in ATM multiplexers. In Section 4 we combine these model parts and discuss a number of realistic performance evaluation studies of ATM cell scheduling policies. Section 5 concludes the paper. Appendix A contains a brief summary of SPNs.
Workload models
We discuss the traditional Poisson process and its corresponding SPN in Section 2.1, and the Markov modulated Poisson process and its corresponding SPN in Section 2.2; these two sections address the arrival pattern of cells to the multiplexers. In Section 2.3 we discuss the cell length distribution. 
Poisson processes
A data source is typically modelled as a Poisson process, in which the times between two successive cell arrivals are assumed to be independent. In an SPN, a Poisson process is modelled as depicted in Figure 1 . As long as there are tokens in the outside world, i.e., as long as transition arrive is enabled, tokens can arrive via transition arrive, after which they end up in place buffer which models the bu er of the switch studied. Notice that the initial number of tokens in place world must be limited so as to make sure that the underlying CTMC has a nite state space. In Figure 2 we depict the SPN representation of an MMPP. Place active denotes the number of active sources; place passive denotes the number of passive sources. The transitions begin and end model the beginning and the ending of an active period of a single source. Their rates are linearly dependent on the number of tokens in places passive and active respectively, i.e., the more sources are passive, the higher the rate is that one becomes active, and vice versa.
Markov modulated Poisson processes
Next to the above so-called modulating part, we again have a Poisson process of which the rate (transition arrive) is linearly dependent on, i.e., modulated by, the number of tokens in place active. If the arrival rate of a single active source is denoted , the actual rate of transition arrive is #(active), where #(P) denotes the number of tokens in place P.
For our analyses concerning video, we use a special type of MMPP as proposed by Saito 19] : a 3-state cyclic CTMC is used for every source. One cycle corresponds to the length of a single frame, i.e., to 1/30 sec. The average delay in each state of the cycle is chosen to be 1/90 sec. To match the peak and mean arrival rates as given below, during the third phase cells arrive at the peak rate, while during the rst two phases no cells arrive. In Figure 3 we present the corresponding SPN where the initial number of tokens in place silent-1 denotes the number of sources. The arrival rate of the cells, according to a Poisson process, is linearly proportional to the number of tokens in place at-peak. For modelling voice tra c, the following parameters are often used 19]: talkspurts and silence periods last 352 and 650 msec, respectively. The peak rate typically is 64 kbps. For video tra c the peak rate is assumed to be 44.7 Mbps and the average bit rate is 16.8 Mbps.
Cell length
Apart from the arrival pattern of cells, also the cell service times form a part of the workload model. As cells are of xed length, their service requirement is of a deterministic nature. However, due to the fact that the SPNs are solved via an underlying CTMC, it is most easy to assume that the service times are exponentially distributed. In Appendix A we indicate various approaches that have been taken to include or approximate deterministic (cell) service times in SPN models.
In this paper we will follow the method of stages, i.e., we will use the Erlang-k distribution to model cell service times (with either k = 2 or k = 3). It is well-known, that when k is not too small, this approach yields adequate results. This is especially true when the cell arrival process is becoming more bursty, i.e., when MMPPs are employed, due to the following fact. When bursty tra c sources are employed, the probability that either very many or very few cells are queued, increases in comparison with more smooth cell sources (such as Poisson sources); whenever the arrival process is in a burst, very many cells will be present, whereas during idle periods of the source almost no cells will be queued. This observation implies that most cells passing the multiplexer, will do so in periods of relatively long queues and will therefore experience many cells queued in front. The waiting time a particular cell perceives, therefore can be seen as the sum of many cell service times, i.e., of all the cells queued in front. The distribution of this sum of service times will decrease as the number of queued cells increases (the individual variations will average out), i.e., when the sources become more bursty. This implies that, from a statistical point of view, the variance of the individual cell service times becomes less important as the cell arrival pattern becomes more bursty; only the mean values remain important. This is another reason why the Erlang-k approximation is not so bad after all. For more background on this topic, we refer to some work Neuts and others did on this topic 8, 17, 18].
Cell scheduling policies
In this section, four cell scheduling policies are presented. A simple FIFO policy with and without non-preemptive priorities is presented in Section 3.1 and a threshold priority policy, as recently proposed in 14], is discussed in Section 3.2. An extension of this threshold priority policy is proposed in Section 3.3.
It should be noted that the models presented in this section only give the cell scheduling part of the performance models. The models still have to be combined with the workload models given in Section 2, form the whole performance model that is suitable for evaluation.
In all the scheduling models that follow, the cell service times are depicted as single (exponential) transitions. This is only done to keep the gures concise; in the actual evaluation studies we did, the cell service times where assumed to have an Erlang-k distributed length (with k either being 2 or 3, depending on the state space size capabilities of our workstation).
The proposed cell scheduling policies should be regarded as possible implementations to deal with prioritized tra c, as indicated in ITU-T Recommendation I. 371 10] . Based on the 1-bit Cell Loss Priority (CLP) in every ATM cell header, a cell is classi ed as being either of high or low priority. The idea is to maintain end-to-end quality of service requirements for both tra c classes, however, if congestion appears, with highest priority to the high-priority cells.
Depending on the speci c implementation of the policies, e.g., with or without truely separated bu ers, or with or without combined bu ers with exible boundary, the scheduling policies can be classi ed as being time-or space-based, or even a combination thereof. To preserve in-sequence integrity, all cells of a single connection should be given the same value for the CLP bit.
First-in, rst-out
In the rst-in, rst-out (FIFO) policy, a single bu er is used in which cells from both real-time and nonreal-time sources are stored without service discriminations.
To make an SPN model that really takes into account the exact arrival pattern of packets with their types, would require a very large model. Instead, we approximate the FIFO policy by a so-called random policy. In a random scheduling policy with two cell classes, not the exact arrival ordering of the bu ered cells from the two classes is taken into account, but only the number of bu ered cells, at any moment in time. The decision from which class to serve the next cell, is than probabilistically taken, based on the relative occurrence of cells, rather than on the fact which cell really is queued in front.
To make this more concrete, consider the case when there are n rt real-time packets and n nrt nonreal-time cells queued at the moment a new cell to be transmitted has to be selected. The next cell to be transmitted in the random policy, is then with probability p rt = n rt =(n rt +n nrt ) a real-time cell, and with probability p nrt = n nrt =(n rt +n nrt ) = 1?p rt a nonreal-time cell. This choice can be explained by the fact that, given n rt and n nrt , of all possible FIFO cell queueing orderings, a fraction p rt has a real-time packet queued up front and a fraction p nrt has a nonreal-time packet queued up front.
Using the random policy as opposed to the FIFO policy reduces the size of the state space tremendously. Practical experience also has turned out that this form of state lumping gives good results in general. The minor di erences that might occur are not very important here, since we use the FIFO (or random) policy only for comparison with the TPP and ETPP policies.
Modelling this policy with SPNs, yields the model as given in Figure 4 . There are two bu ers: buff-nrt for nonreal-time tra c and buff-rt for real-time tra c. When the server is available, i.e., when there is a token in place server, the next cell to be transmitted is decided upon by the two immediate transitions rt and nrt whose weights are linearly proportional to the number of tokens in the connected bu er places. Since there is initially only 1 token in place server there can only be one transmission active at any time. After service completion, via either of the two transmission transitions Tx-rt or Tx-nrt, the cells leave the switch and the server becomes available for the next cell transmission.
As stated above, it should be noted that the incoming tokens, in the places buff rt and buff nrt, originate in the arrival process SPN models, as presented in Section 2; the departing tokens (cells), indicated with realtime-and nonreal-time departures, ow back to the corresponding places named world in the workload models.
If we add an inhibitor arc from place buff-rt to transition nrt we prohibit the start of a transmission of a nonreal-time cell whenever there are real-time cells bu ered, i.e., we give absolute non-preemptive priority to real-time tra c. We refer to this policy as FIFO-PR. In Figure 5 we depict the corresponding SPN model. On the left side, we see the arrival streams coming into the bu ers for the two tra c classes. The arriving tokens, via the transitions arrive rt and arrive nrt, originate in the arrival process SPN models, as presented in Section 2; the departing cells, indicated with realtime-and nonreal-time departures, ow back to the corresponding places named world in the workload models.
The server is represented by the single token that alternates between places try-rt and try-nrt. After a cell of one class is served (via either transition serve-rt or serve-nrt) the server polls the other class. When nothing is bu ered for a particular tra c class, the server also polls the other class, via the transitions empty-rt and empty-nrt. However, depending on whether there are more or less than L cells bu ered in place buff-rt, it can be decided that the server remains serving the real-time tra c class. This is enforced by the immediate transitions rt-rt, rt-nrt, nrt-nrt, nrt-rt1 and nrt-rt2. Apart from the normal enabling conditions for these transitions, i.e., at least a token in every input place and no tokens in places that are connected via an inhibitor arc to the transition, these transitions have so-called enabling functions associated with them. Whenever all normal condition for being enabled are ful lled, the associated enabling function is validated and must yield true for the transition to be enabled. In fact, all transitions have an associated enabling function. However, when not speci ed explicitly, this function always yields the value true. The enabling functions for the ve immediate transitions are given in Table 1 ; 
Exhaustive threshold priority policy
When the TPP is used in combination with a Poisson arrival stream, it can lead to acceptable performance for both tra c classes, as shown in 14]. However, when used in combination with MMPP real-time tra c, it is highly likely that by the bursty nature of the sources, once the real-time bu er exceeds L, the bu er will ll rapidly. Instead of again polling the nonreal-time bu er again when the bu er occupancy is smaller than L, one could give priority to the real-time tra c for the duration of the burst. This can be done by serving the real-time bu er until it is empty. This policy, denoted the exhaustive threshold priority policy (ETPP), introduces an hysteresis in the thresholding strategy, and thereby reduces the rapid succession of switching to and from giving priority to the real-time tra c. Although this will penalize the nonreal-time tra c, we expect In the corresponding SPN, extra functionality is required to distinguish between the two di erent possibilities that can occur when the bu er occupancy is smaller than L,
i.e., either the server alternates between the two queues, or it remains at the real-time queue as this queue needs to be emptied because the bu er occupancy has been larger than L but has not been zero since then.
In Figure 6 the overall SPN is shown. Added are the two places normal and strtt (service to real-time tra c). Place normal initialy contains a single token, indicating that the operation is normal, i.e., as before in the TPP. The immediate transition from-normal has an enabling function that evaluates to true whenever place buff rt is occupied by more than L tokens. When it becomes enabled, it res and puts a token in sttrt. This indicates that now all the service capacity is given to the real-time tra c, until the realtime bu er is empty again. Transition to-normal becomes only enabled when buff rt becomes empty. Consequently, after ring, normal operation is resumed. In Table 2 we present the slightly adapted enabling functions for the ETPP.
A variety of performance analyses
In this section we compare the FIFO(-PR) policy with the TPP under Poisson tra c assumptions in Section 4.1. We then analyse the TPP under a more realistic workload in Section 4.2. This analysis also suggests the improvement of TPP towards ETPP. Finally, in Section 4.3, ETTP is compared with TPP under realistic tra c. The addressed combinations of switch and workload models are summarized in Table 3 .
FIFO versus TPP under Poisson tra c
We rst compare FIFO with TPP under Poisson tra c, thereby using the numerical parameters as assumed by Lee and Sengupta 14] : the server speed is 3642 cells/sec (1.544 Mbps with cell of 53 bytes), the data load is always 40% or 1456 cells/sec (Poisson process) and the voice load is increased from 1 to 13 calls where every call brings in an extra 150 cells/sec. To approximate the deterministic cell service times we have used Erlang-3 cell service times. Notice that although we have speci ed the models as SPNs, we solve them using well-known closed-form MjGj1 results for FIFO and non-preemptive priority scheduling 12]. First, we address the MjGj1-FIFO case. The overall cell arrival rate (k) = d + v (k) = 1456 + 150k cell/sec, with k the number of active voice calls. Consequently, 
(1 ? v (k))(1 ? (k)) ; k = 1; ; 13 voice calls:
In Figure 7 we show the average response time E R] (in msec) as a function of the number of supported voice calls for the FIFO policy, with and without the non-preemptive priority for real-time tra c. As can be observed, using the pure FIFO policy, no distinction is made between real-time and nonreal-time tra c. However, if we grant non-preemptive priority to real-time tra c, a large performance increase can be observed, however, at the cost of a performance decrease for data tra c. The analysis above, using closed-form MjGj1 results, might lead to the question what the use of on SPN-based approach is anyway. Indeed, for this particular combination of scheduling policy and arrival process a cheap analytical solution is available, however, only for the mean response times and in nite bu er size. If we would be interested in a nitebu er model, in more general arrival processes like MMPPs, in more intricate scheduling policies, or in more detailed performance measures like bu er occupancy probabilities, the above closed-form solution does not help us much. In these cases, however, an SPN-based approach still is appropriate.
The SPN approach is therefore used to analyse the TPP in combination with Poisson tra c. In Figure 8 we depict the average response times for both real-time and nonrealtime tra c and various thresholds L, for increasing number of voice sources. We observe that, in case L = 0, the curves come very close to those for the FIFO-PR policy in Figure 7 . For larger values of L, the curves approach the (middle) FIFO curve in Figure 7 . Clearly, by changing L, we have obtained a means for trading real-time performance against non-real-time performance. Also notice the similarity of these two gures with the corresponding gures in 14] (Figures 2 and 3 ).
TPP under MMPP tra c
In this section we present the analysis of the TPP under MMPP tra c. Such a combination of workload and system models can not be handled anymore with the approach presented in 14].
we use the following parameters. The server speed is 600 Mbps, or 1415094 cells/sec. The nonreal-time tra c, modelled as a Poisson process, amounts for 40% of the load. The real-time tra c is, for every source (increased from 1 to 11), described using the model of Saito and the parameters given in Section 2.2. The cell service times have an Erlang-2 distribution (using an Erlang-3 distribution increased the state space size with a factor 1:5 2 = 2:25 which could not be dealt with in reasonable time). In Figure 9 we depict the average cell response time (delay) for increasing number of video sources. For L = 0, i.e., the absolute priority limiting case, the mechanism still works ne. For L = 4, the operation already becomes less pronounced. Moreover, for L = 6, the aimed-at strategy does not seem to work anymore. Indeed, under high load, the average delay for the real-time tra c is higher than for the nonreal-time tra c! This is exactly the opposite of what we were aiming at. The TPP does not seem to be able to cope well with the bursty character of the MMPP tra c.
In the following section we will discuss the improvement made with the ETPP with respect to the real-time tra c performance.
TPP versus ETPP under MMPP tra c
In Figures 10 through 13 we present some performance results of the ETPP and compare it with the TPP, when the tra c is, at least for the realttime part, of MMPP type.
In Figure 10 we observe that, for a xed threshold L = 6, the ETPP does indeed decrease the expected response time for real-time cells at the cost of a small increase in the expected response time for nonreal-time cells. Indeed, the earlier distinguished better performance (smaller average response time) for the nonreal-time tra c has vanished. Moreover, in Figure 11 it can be observed that also the variance of the real-time bu er occupancy decreases by the proposed modi cation of the scheduling policy. This is a very nice property, as this also reduces the delay jitter in the real-time tra c. This property only comes at the cost of a small increase in variance of the nonreal-time bu er occupancy.
A less pronounced but similar e ect has been observed in case L = 4 (not shown here).
In Figure 12 we depict the bu er-full probability for a xed bu er size of 15 cells, a threshold L = 6, and an increasing number of supported real-time sources (note the logarithmic -scale). The earlier mentioned video model of Saito is used. Cell service times are assumed to be Erlang-2 distributed. As to be expected, increases with increasing load. We also observe a small improvement when comparing ETPP with TPP.
Finally, in Figure 13 we depict the bu er-full probability (again, note the logarithmic Finally, notice that with our SPN-based, numerical solution approach, the computation of blocking probabilities as small as 10 ?12 is not a problem at all.
Concluding remarks
In this paper we have shown how to use SPN models for the analysis of cell scheduling policies in ATM multiplexers. The aim of the paper has been twofold. First of all, it aims to show the versatility of the SPN approach. From the discussed evaluations, it has become clear that SPNs are a convenient way to describe and evaluate the performance of complex cell scheduling strategies. The ability to not only calculate average performance measures but also variances and very small blocking probabilities from the same model has been advantageous.
The second aim of the paper has been to extend a recently proposed threshold priority scheduling policing that provides a better quality of service for (real-time) video tra c, also when realistic tra c assumptions are done; previous studies only assumed Poisson tra c. The SPN analysis of this exhaustive threshold priority policy has indeed revealed that not only lower response times are obtained but also that there is less variance in the video bu er occupancy. The latter fact implies that there will be less jitter in the delay, which is normally regarded as a better quality of service. Although the SPN-approach yields good results, it can be quite costly. The ETPP model under MMPP tra c has an underlying CTMC with as much as 3153 states and 10258 nonzero entries in its generator when only one source is modelled, up to 81978 states (432948 nonzero entries) in case of 11 sources. Although performed completely automatically, the former model requires about 20 seconds to be solved whereas the latter requires about 90 minutes to be solved on a SUN Sparc 10 (2 processors) and 32 MB main memory. This indicates the need for ongoing research in the eld of numercial solution and state space reduction techniques for SPN models.
Future work will include a wider variety of analyses for the models presented here, as well as the development of models for other workloads and cell scheduling policies. Also, other SPN modelling and evaluation tools will be used, e.g., for the inclusion of deterministically timed transitions.
