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Abstract
A detailed analytical model has been developed to simulate isotope-release curves from thin-
foils ISOL targets. It involves the separate modelling of diffusion and effusion inside the target.
The former has been modelled using both first and second Fick’s law. The latter, effusion from
the surface of the target material to the end of the ionizer, was simulated with the Monte Carlo
code MolFlow+. The calculated delay-time distribution for this process was then fitted using a
double-exponential function. The release curve obtained from the convolution of diffusion and
effusion shows good agreement with experimental data from two different target geometries
used at ISOLDE. Moreover, the experimental yields are well reproduced when combining the
release fraction with calculated in-target production.
1. Introduction
Isotope Separation On Line (ISOL) is a powerful technique to produce radioactive ion beams
(RIB) which are used for experimental studies in many fields, including nuclear physics, astrophysics
and nuclear medicine [1].
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Figure 1: Schematic representation of a standard solid ISOL target. Picture extracted from [2].
In the ISOL method isotopes are produced through the interaction of a high-energy light-particle
beam (typically protons) with a high-Z target material, in which they are usually thermalized. These
isotopes are subsequently released through diffusion in the material and effusion from the target-
container volume towards an ion source where they are ionized and then extracted in an ion beam.
Mass purification happens in a dedicated magnetic separator downstream the ion source.
Currently-used solid targets consist of a cylindrical container which is filled with pellets or thin
foils, constituting the material in which radioactive nuclei are produced (see fig. 1).
Maximizing the RIB intensity at the experimental station is a major objective for any ISOL facility.
This intensity I is described by the following formula derived from [3]:
I =
∫
φ(E, x)σ(E)ρ(x)NA/AdE dx Diff Eff Ion MS, (1)
where σ(E) is the reaction cross section for the production of a specific isotope. This cross section
depends on the target nuclide, with mass A, and the energy E and type of the incoming particle.
The target density is ρ(x), while NA denotes the Avogadro number. The other four terms in eq. (1)
represent the efficiencies related to diffusion out of the target material (Diff), effusion through
the target voids and transfer line (Eff), ionization (Ion) and mass separation (MS). An accurate
description of the processes involved is crucial not only for predicting the outward isotope flux but
also for target optimization. This paper reports on our approach where we model separately the
in-target production, diffusion and effusion processes which are then combined to obtain an overall
isotope-release curve in thin-foils targets. The developed model is benchmarked with experimental
data from two different solid tantalum-target geometries operated at ISOLDE and compared with
previous calculations [4].
2. Methodology
A first step towards target optimization for high RIB intensity is to accurately model the release
of isotopes from the location where they are created to the ion source. In this section our release
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model for a solid thin-foils target is described. It includes diffusion inside the target material,
effusion in the vacuum of both the target container and transfer line, and radioactive decay.
2.1. Diffusion
The produced isotopes migrate from inside the solid material to the surface where they desorb.
In the case of a thin-foils target, the thickness of each foil is much smaller than its other dimensions.
Therefore, diffusion is only considered in the direction perpendicular to the surface of the foil. Fick’s
second law of diffusion [5]
∂C(~x, t)
∂t
= ∇ · (D(~x)∇C(~x, t)) (2)
is thus simplified to
∂C(x, t)
∂t
=
∂
∂x
(
D(x)
∂C(x, t)
∂x
)
(3)
where D is the diffusion coefficient of the migrating species in the material and C represents their
concentration profile. The temperature dependence of the diffusion coefficient is usually described
by an Arrhenius law [6]
D = D0exp
[
−∆H
RT
]
(4)
where T is the absolute temperature, ∆H is the activation enthalpy of diffusion and R is the
universal gas constant. This relation shows that the diffusion coefficient rises with increasing tem-
perature. For this reason, an ISOL target has to be operated at a high temperature to enhance
the diffusion of isotopes. In this study a uniform temperature distribution in the target material
was assumed, thereby neglecting possible variations of the temperature profile due to beam-power
deposition. Additionally, the initial concentration (C0) of isotopes inside the target material is
considered uniform. These assumptions are crucial to obtain a linear problem, described by
∂C(x, t)
∂t
= D
∂2C(x, t)
∂x2
, (5)
which is solved analytically by the method of separation of variables, as shown in [5]. The solution
is given by
C(x, t) =
4C0
pi
∞∑
n=0
1
2n+ 1
exp
[
− (2n+ 1)
2pi2D
l2
t
]
sin
[
(2n+ 1)pix
l
]
, (6)
where l is the foil thickness. The flux of particles out of the solid target material J is found by
applying Fick’s first law of diffusion [5]
J = −D∂C
∂x
∣∣∣∣
x=l
. (7)
Inserting (6) in (7) gives
J =
4C0D
l
∞∑
n=0
exp
[
− (2n+ 1)
2pi2D
l2
t
]
. (8)
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2.2. Effusion
At the vacuum level of typical ISOL targets, molecular-flow conditions are satisfied [7]. In this
regime, an atom desorbed from a surface flies in a straight line until reaching another surface where
it can be re-adsorbed.
Effusion, the migration of isotopes under these conditions, was simulated with the Monte Carlo
code MolFlow+ [8]. The code tracks particles with mass m, starting from the target-material
surface until they exit the ionizer. From MolFlow+ simulations, the distributions for the effusion
delay-time and number of collisions can be derived. The Sticking time of particles on surfaces is not
implemented in the code, which means that upon interaction the particle is either instantaneously
re-desorbed or permanently trapped.
To correct for this effect, the mean sticking time τ of a particle to a surface is introduced in our
model.
This parameter is related to the desorption rate rD of a particle from a surface, given by (see
e.g. [9] )
rD = nν0exp
[
−Eact
kBT
]
, (9)
where n is the number of adsorbate sites per area, ν0 is a frequency factor, Eact is the activation
energy for desorption, kB is the Boltzmann constant and T is the absolute temperature. The bonds
between the particle and the surrounding material may be of chemical nature, in which case the
activation energy is high, implying a low probability of being re-emitted. Alternatively, weaker van
der Waals’ interactions lead to a higher re-emission rate.
Since rD ∝ 1/τ , one can write
τ = τ0exp
[
Eact
kBT
]
. (10)
Sticking time was included in the model by shifting the particle arrival time by
δt = t
(
τNColl
t
)
, (11)
where t and NColl (both derived from MolFlow+ output) are respectively the average time which a
particle has to travel before exiting the system and the average number of wall collisions.
Frequently, it is desirable to perform release calculations for various isotope masses or for differ-
ent target temperatures. In this respect, note that both the massm and temperature T are specified
as input parameters in a MolFlow+ calculation. Under the condition that the effusion geometry
is at a uniform temperature, the result of this calculation can be employed to derive a delay-time
distribution for a different parameter set m′ and T ′. This procedure, which avoids running multiple
lengthy Monte Carlo simulations, is explained in the following paragraph.
In the MolFlow+ setting used in this work, a particle is re-emitted from a surface with the mean
particle velocity v according to the Maxwell-Boltzmann distribution [8], given by
v =
√
8RT
pim
. (12)
Since the distance d travelled by a particle to the end of the ionizer only depends on the target
geometry one has
d = vt = v′t′ → t′ = vt
v′
, (13)
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where v, t and v′, t′ are respectively velocities and flight times corresponding to m, T and m′, T ′.
Substituting eq. (12) in eq. (13) yields
t′ =
(√
8RT
pim
)
t
(√
pim′
8RT ′
)
= t
√(
T
m
)(
m′
T
)
. (14)
Applying the shift given by eq. (14) to the MolFlow+ output results in the delay-time distribu-
tion for mass m′ and temperature T ′. The resulting discrete distribution, obtained after correcting
for the sticking time (see eq. (11)), is then fitted with the function
E(t) = A(1− e−Bt)e−Ct. (15)
A χ2-based method is employed to extract the parameters A, B and C from eq. (15).
2.3. Overall release
The time evolution of the RIB intensity at the end of the ionizer R(t) is modelled by the
combination of diffusion, effusion and radioactive decay as
R(t) = e−λt
∫ t
0
J(t′)E(t− t′)dt′. (16)
Substituting (8) and (15) in (16) yields
R(t) =
8C0DA
l
e−λt

∞∑
n=0
exp
(
− (2n+1)2pi2Dl2 t
)
− exp(−Ct)
C − (2n+1)2pi2Dl2

−
∞∑
n=0
exp
(
− (2n+1)2pi2Dl2 t
)
− exp(−(B + C)t)
B + C − (2n+1)2pi2Dl2

 .
(17)
In addition, experimental yields can be compared with our model by introducing the release
fraction Rf defined as
Rf =
∫∞
0
R(t)dt∫∞
0
∫ t
0
J(t′)E(t− t′)dt′dt
. (18)
The RIB yield at the experimental station is computed by multiplying Rf with the isotope in-target
production calculated in FLUKA [10] [11] and the ionization efficiency Ion.
3. Results
This model is benchmarked with two different tantalum (Ta) targets operated at ISOLDE-
CERN. In both cases, the target material is contained in a 20-cm long Ta cylinder with radius of
1 cm and operated at T = 2400 K [12].
1. The first geometry (Ta129 [12, 13, 14] ) shown in a simplified way in fig. 2a consists of 200
Ta foils (2-µm thick, 15-cm long and 1-cm high) placed in the direction of the proton beam
with 50-µm spacing between them.
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2. The second geometry (RIST-ISOLDE [15, 16]) shown in fig. 2b consists of 3600 Ta annular
discs (25-µm thick, 9.5mm external diameter and 2.5 mm internal diameter), placed perpen-
dicular to the proton beam and spread over the entire length of the container.
(a) Ta129 target geometry. (b) RIST-ISOLDE target geometry.
Figure 2: A representation of the different Ta-target geometries used for benchmarking our isotope-
release model. The proton beam impinges parallel to the foils in geometry 2a and perpendicular in
case 2b. The number of foils and annular discs is reduced for visualization purposes.
These two geometries have been selected because in both cases experimental release curves are
available in literature [12, 15] for the same isotope (8Li).
At ISOLDE, protons arriving from the Proton Synchrotron Booster to the target station are grouped
in pulses, separated by a multiple of 1.2 s. Each proton pulse has a duration of maximum a few
tens ofµs, much smaller than typical diffusion or effusion times in the target (& 100ms). Therefore,
isotope formation was considered instantaneous in the current study. In addition, the release curve
is calculated after a single proton pulse, consistent with literature data. In this work, isotopes are
assumed to be created uniformly throughout the target material. This approximation is justified,
in the discussed target geometries, since diffusion should only be considered perpendicular to the
foils, and is thus independent of the particle concentration in the other directions. Additionally,
no significant concentration variation is expected along the thickness of the few µm thin foils. In
the effusion process, particles undergo on average several thousands of collisions, in each of which
they are adsorbed and reemitted, thereby losing memory of their initial track. For this reason, also
the effusion model is only marginally dependent on the initial distribution of isotopes in the target
material.
As indicated in section 2.1, the target is assumed to have a uniform temperature distribution. This
approximation can be applied since local temperature variations due to beam-power deposition in
the considered targets should be approximately one order of magnitude lower than the operating
temperature of 2400K.
The mean sticking time τ of Li on a hot Ta surface is taken from literature and is equal to 2 ns [14,
17], more than one order of magnitude below the mean flight time between two consecutive collisions
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for Li in these target geometries. Variations of τ due to the possible minor local temperature changes
(see eq. (10)) can thus safely be neglected. The diffusion coefficient D for Li in Ta was not found
in literature. As a consequence, D was considered a free parameter in the comparison with the
experimental release curve of 8Li in Ta129 (see fig. 4) and was determined by fitting the data. In
the case of the RIST target, the theoretical normalized release curve was found to be much less
sensitive to D as compared to the Ta129-target geometry. With the current accuracy of the data,
a reliable determination of D through the same procedure was therefore prohibited. Ideally, the
diffusion coefficient should be available in literature, in which case this model is applied without
any fitting parameter.
3.1. Thin-foils target: Ta129
The effusion curve for 8Li is obtained by fitting eq. (15) to MolFlow+ calculations (see sec-
tion 2.2) with coefficients A = 8.2, B = 1.6 · 103 and C = 8.0, as shown in fig. 3. These three
parameters were then inserted in the expression of R, given by eq. (17).
Time [sec]
0 0.2 0.4 0.6 0.8
F
lu
x
 [
A
rb
it
ra
ry
 u
n
it
s
]
0
2
4
6
8
MolFlow+ data processed
Fit
Figure 3: Effusion curve for 8Li in Ta129 target (see fig. 2a), calculated using MolFlow+. The solid
line represents the best fit to the data using the function from equation eq. (15), with A = 8.2,
B = 1.6 · 103, C = 8.0.
The experimental release curve taken from [12] was normalized in order to have its integral
equal to unity, see fig. 4. The calculated release curve is normalized and fitted to the experimental
data with a χ2 minimization procedure, assuming an equal relative weight for all fit points, which
resulted in a value of D = 5.4(3) · 10−14 m2 s−1.
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Figure 4: Normalized experimental release curve [12] of 8Li from Ta129 target, fitted with the
calculated release curve yielding D = 5.4 · 10−14 m2 s−1.
Figure 4 shows reasonable agreement between the experimental points and the fitted curve,
especially considering that only one free parameter D was used. Nonetheless, a slight mismatch is
observed at the cluster of points in the peak of the experimental distribution. This discrepancy can
be attributed to an underestimation of the parameter C in eq. (15), describing the falling part of
the MolFlow+ distribution.
Despite this small mismatch, table 1 shows a good agreement between experimental and calculated
RIB yields of Li isotopes from Ta129, using for the latter ion = 90 %, as reported in [4]. The
diffusion coefficient D = 5.4(3) · 10−14 m2 s−1, derived for 8Li, is applied in the calculations for
all Li isotopes in table 1. Figure 5 gives the predicted theoretical release curves, which were used
to extract these value. In addition, fig. 6 shows a good agreement between the experimental [13]
and calculated integrated release curve for 11Li. The conversion from the theoretical release curve
shown in fig. 5 to the integrated curve from fig. 6 is given by eq. (1) in reference [13]. The target
geometry is taken from [13] and the diffusion coefficient was taken from the fit in fig. 3. In this
calculation, the half life of 11Li was taken as 9ms, equal to the value used in [13].
Finally, table 1 shows that release fractions of our model agree reasonably well with previous results
reported in [4]. Note that the approach followed in reference [4] is taken from [18] and includes
several phenomenological fitting parameters. It is therefore not applicable for target-design and
optimization calculations.
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Figure 5: Predicted release curves for 7Li (stable), 9Li (T1/2 = 178ms) and 11Li (T1/2 = 9ms) for
both the Ta129 (left) and the RIST (right) target geometries.
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Figure 6: Comparison between the experimental [13] and theoretical integrated release curve from
11Li.
Table 1: Comparison between experimental [4] and calculated (this study) yields. In-target pro-
duction and corresponding statistical uncertainties, calculated with FLUKA, are also given. The
release fractions from this model are compared with values [4] calculated from a phenomenological
model.
Ion T1/2 In-trg prod. Rf Rf Yield Exp. Yield
[ms] [1/µC] (Our model) ([4]) [1/µC] [1/µC]
7Li Stable 3.14(1) · 109 1 1 2.82 · 109 2.0 · 109
8Li 839.9 5.16(5) · 108 0.68 0.75 3.17 · 108 5.8 · 108
9Li 178.3 9.6(2) · 107 0.32 0.45 2.7 · 107 1.7 · 107
11Li 8.75 8.7(20) · 105 0.01 0.02 7.6 · 103 7.0 · 103
3.2. Annular-disc target: RIST-ISOLDE
A similar methodology is applied to the RIST-ISOLDE target geometry. However, as indicated
before, the extraction of a reliable value of the diffusion coefficient was prohibited. Therefore, this
parameter is taken equal to D = 5.4 · 10−14 m2 s−1, as determined in the Ta129 case. As shown in
fig. 7, experimental data from [15] are well reproduced.
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Figure 7: Release curve for RIST-ISOLDE target using the best-fit diffusion coefficient (D =
5.4 · 10−14 m2 s−1) from the Ta129 geometry. The experimental data are taken from [15].
The effusion fit coefficients included in the calculation are A = 12.3, B = 1.11·103 and C = 11.2.
The release fraction of 8Li was found to be 9.6 %, close to the ∼ 8 % reported in [16], where the
release from the RIST-ISOLDE target is modelled using Geant-4 simulations. The calculated in-
target production is 6.8 · 109 atoms/µC, which leads to a RIB yield at the experimental station of
5.9 · 108 atoms/µC for 8Li, considering Ion = 0.9. Predicted release curves for other Li isotopes are
given in Figure 5.
4. Conclusion
An overall model for describing the release of isotopes out of solid thin-foils ISOL targets has
been developed. This model combines the simplicity of an analytical description with the ability to
simulate effusion in complex geometries. In-target production is simulated with FLUKA while the
diffusion process is calculated analytically. The effusion process is treated by means of MolFlow+
simulations, and fitted with an analytical function. The overall release curve was found by combining
diffusion, effusion and radioactive decay.
This method allows calculating RIB yields for a wide variety of nuclides and temperature conditions
for a certain geometry, without the need to re-run lengthy Monte Carlo simulations. Since no
phenomenological fitting parameter is required, the model is ideally suited for the calculation of
isotope release out of both existing and future targets.
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