Abstract-In [1] a syndrome counting based upper bound on the minimum distance of regular binary LDPC codes is given. In this paper we extend the bound to the case of irregular and generalized LDPC codes over GF (q). The comparison to the lower bound for LDPC codes over GF (q) and to the upper bound for non-binary codes is done. The new bound is shown to lie under the Gilbert-Varshamov bound at high rates.
I. INTRODUCTION
In this paper we investigate the minimum code distance of LDPC codes [2] , [3] over F q . Such codes have good error-correcting capabilities, efficient encoding and decoding algorithms. All of these makes the codes very popular in practical applications.
In [1] a syndrome counting based upper bound on the minimum distance of regular binary LDPC codes is given. In this paper we extend the bound to the case of irregular and generalized LDPC codes over F q .
Our contribution is as follows. First we derive the upper bound for generalized LDPC codes (we assume the Tanner graph [3] to be a regular one) over F q . The bound depends on the weight 1 enumerator of the constituent code. Second we derive the upper bound for irregular LDPC codes (we assume the Tanner graph to be an irregular one) over F q . The constituent code in this case is a single parity-check (SPC) code over F q . We compare the new upper bound to the lower bound for LDPC codes over F q [4] and to the upper bound for non-binary codes [5] . At last we show the derived bound to lie under the Gilbert-Varshamov bound at high rates.
II. GENERALIZED LDPC CODES
In this section we obtain the upper bound on the minimum distance of generalized LDPC codes. We use Elias-Bassalygo type arguments [6] .
Let us briefly consider the construction of generalized LDPC code C over F q . To construct such a code we use a bipartite graph, which is called the Tanner graph [3] (see Fig. 1 ). The graph consists of N variable nodes v 1 , v 2 , . . . , v N and M check nodes c 1 , c 2 , . . . , c M . In this section we assume all the check nodes to have the same degree n 0 (such Tanner graphs are called right regular ones). We associate constituent codes to each of the check nodes. In this section all the It is clear the resulting code C is linear, so it has a paritycheck matrix associated to it. We denote the matrix by H. The code is over F q and has the length N .
By S we denote the resulting syndrome of a generalized LDPC code, i.e, for a received sequence r S = Hr T .
The syndrome consists of the constituent code syndromes and can be presented in such a way
where S i , i = 1, . . . , M , is a syndrome of the i-th constituent code. Let us introduce a notation. For a discrete random variable X, H Q (X) denotes the entropy of X, i.e.,
In what follows we will need the fact formulated in the Lemma below Lemma 1: Let X be the random variable taking t values, let p * ≥ 1/t and let
Let us introduce some additional notation. For a real number
be Q-ary entropy function.
We are ready to prove a theorem Theorem 1: Let C be a generalized LDPC code of length N , rate R, minimum distance δN , with constituent
be the weight enumerator of C 0 . Then for sufficiently large N the following inequality holds
Proof: Consider all possible vectors of length N , weight W = ωN over F q . We introduce an equiprobable distribution on such vectors. Recall, that S denotes the syndrome and S i , i = 1, . . . , M , denotes the syndrome of the i-th constituent code. S and S i , i = 1, . . . , M , are random variables.
Note, that
Our aim now is to estimate left and right parts of the inequality (1).
Let us start from the left part of (1). Let us consider the probability Pr(S = s) for some fixed syndrome s. It is clear that the number of vectors of weight ωN giving the syndrome s is upper bounded with the maximal cardinality B(q, ωN, δN ) of a constant weight code with distance δN over F q , in other words
After applying Lemma 1 we have
where R CW (q, ω, δ) is an upper bound of the rate of constant weight code. Now we proceed with the right part of (1). Let us consider the i-th constituent code, recall, that S i is a random variable and it is easy to see that
We are interesting in asymptotic estimate when N → ∞. In this case we have
After applying the log sum inequality for the entropy of the random variable S i we have
Finally after substituting of (2) and (3) into (1) we obtain
Now the maximization domain is 0 < ω ≤ 1, to finish the proof we need to reduce it to δ/2 < ω ≤ 1. We just need to note, that for ω ≤ δ/2 R CW (q, ω, δ) = 0 and maximum (for this sub-interval) is achieved at ω = δ/2.
III. IRREGULAR LDPC CODES
In this section we derive the upper bound for irregular LDPC codes over F q . We assume the Tanner graph to be irregular. The constituent code in this case is a single parity-check (SPC) code over F q .
First we note that an SPC code over F q is an MDS code. For the MDS code the number of codewords of weight W can be calculated as follows
Thus the enumerator of an SPC code over F q is as follows
To formulate a theorem we need a notion of row degree polynomial
where ρ i is a fraction of rows of the parity check matrix of weight i, r min and r max are the minimal and maximal row weights accordingly. Theorem 2: Let C be an LDPC code of length N , rate R, minimum distance δN , with row degree polynomial ρ(x). Then for sufficiently large N the following inequality holds
Proof: Consider the right part of (1), we have
These completes the proof.
Remark 1:
We note that the bound improves the result from [1] for the binary case. Recall that in [1] in case of irregular LDPC code it is suggested to just substitute r max to the bound for regular code.
At last we prove that the upper bound is better for regular codes (with the same average row degree as irregular codes).
Proposition 1: Let b > 0 be an integer, let ρ(x) be the row degree distribution of irregular code, such that rmax i=rmin iρ i = b and let ρ reg = x b , then R(q, ρ(x)) ≤ R(q, ρ reg (x)). These completes the proof.
IV. NUMERICAL RESULTS
In this section we present the numerical results. We use an upper bound derived in [5] as a function R CW (q, ω, δ). To the best knowledge of the author the bound is currently the best upper bound on the rate of non-binary constant weight codes. The results are shown in Tables I, II and III. We use the following notation:
LDP C -the new bound for LDPC codes derived in the paper;
LDP C -the lower bound for LDPC codes from [4] ; • δ BHL -the upper bound on the minimum distance of non-binary codes [5] , which is an improvement of the Aaltonen bound [7] . We first compare the values of the new estimate δ (U) LDP C for regular and irregular codes. In Proposition 1 we proved that the bound is better for regular codes. Here we present some values calculated for q = 8 and R = 0.9. We fix the degree of the variable node ℓ = 3. The results are shown in Table I . We note, that for this case δ BHL = 0.0638 and δ GV = 0.0328.
For now let us compare δ GV , δ up and δ BHL for the case of high-rate LDPC codes over F 8 . In Table II the results are shown. We choose regular (ℓ = 3, n 0 ) LDPC codes. We see that the new bound improves the best upper bound for nonbinary codes (δ BHL ). We also see that at very high rates (R > 0.994) the new bound lies below the Gilbert-Varshamov bound. We note that the interval of rates in which we observe this behavior is decreasing when q grows. For q = 2 the interval is R > 0.985, for q = 16 the interval is R > 0.997. At last we compare the new upper bound to the lower bound on the minimum distance of LDPC codes over F q . We use the lower bound from [4] . The results for q = 64 are shown in Table III .
V. CONCLUSION
The new upper bound on the minimum distance of generalized and irregular LDPC codes over F q is derived. For the derivation of the bound we used Bassalygo-Elias type arguments. The bound is proved to be better for regular LDPC codes over F q . We compared the new upper bound to the lower bound for LDPC codes over F q and to the upper bound for non-binary codes. We showed, that at very high rates (R > 0.994 for q = 8) the new bound lies below the GilbertVarshamov bound. We note that the interval of rates in which we observe this behavior is decreasing when q grows. For q = 2 the interval is R > 0.985, for q = 16 the interval is R > 0.997.
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