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Abstract—This paper considers the fusion of multiple estimates
of a spatially extended object, where the object extent is mod-
eled as an ellipse parameterized by the orientation and semi-
axes lengths. For this purpose, we propose a novel systematic
approach that employs a distance measure for ellipses, i.e., the
Gaussian Wasserstein distance, as a cost function. We derive an
explicit approximate expression for the Minimum Mean Gaussian
Wasserstein distance (MMGW) estimate. Based on the concept of
a MMGW estimator, we develop efficient methods for the fusion
of extended target estimates. The proposed fusion methods are
evaluated in a simulated experiment and the benefits of the novel
methods are discussed.
I. INTRODUCTION
With the improvement of sensor technology, the original
assumption that an object yields at most one measurement per
time step does not hold true anymore. Due to higher sensor
resolution or closer targets, like in the automotive case, one
object can cover multiple sensor cells, resulting in multiple
detections per time step. Therefore, it must be assumed
that the object is not a point, but possesses an extent from
which measurements originate. The problem of simultaneously
tracking an objects kinematic parameters and extent is called
Extended Object Tracking (EOT) [17], [26]. Especially with
noisy measurements, this poses several challenges. One way
to improve the target estimates is by the usage of multiple
sensors for competitive fusion. However, to fully utilize the
information from multiple estimates, they need to be fused
accordingly.
There exist several approaches on how to model the extent,
like rectangles [27], ellipses [6], [14], [23], [36], or arbitrary,
star-convex shapes, modelled via Fourier coefficients [3],
Gaussian processes [21], [35], or splines [22].
Ellipses can be utilized for tracking of ships [17] or
pedestrians [30] or if the sensor noise is too high and the
measurements are too sparse to get a precise estimate of the
actual shape, as can be the case with radar. Ellipse trackers
include the random matrix approach [14], [23], [24], [32], the
Multiplicative Error Model Extended Kalman Filter* (MEM-
EKF*) [36], or the volcanormal model [6]. This paper will
focus on ellipse extents and track-2-track fusion, which does
not take the measurements from multiple sensor, but instead
each sensor provides a track estimate. This way, raw sensor
data stays locally and more compact information is sent to
the centralized fusion unit [13]. It must be noted that the
state covariance must be provided by the individual sensor
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systems for track-2-track fusion to properly work [25]. We will
discuss how to fuse ellipse estimates from multiple sensors
appropriately (see Figure 1). The most important aspects to
be considered here are the parametrization of the ellipses and
the accuracies of the estimates.
Sensor A
Sensor B
Fig. 1: A vehicle being tracked by two sensors A and B with
the sensor estimates as a light blue and a purple ellipse.
This paper proposes a novel approach to fuse two elliptic ex-
tended target estimates stemming from sensors with (possible)
different accuracies. As an extended target estimate describes
an uncertain geometric shape, the naive application of the
standard Kalman filter formulas can yield to counter-intuitive
results. For this reason, we follow a novel systematic approach:
1) A suitable distance measure that incorporates the geo-
metric shape of the extended target, i.e., the Gaussian-
Wasserstein (GW) distance, is determined.
2) A cost function for extended target estimators, i.e., the
Mean Gaussian Wasserstein (MGW) error, is defined.
3) An explicit approximation for the Minimum Mean Gaus-
sian Wasserstein (MMGW) estimator, i.e., the optimal
estimator with respect to the GW distance, is derived.
4) Practical algorithms for the fusion of two extended target
estimates are developed based on the MMGW concept.
The remainder of this paper is structured as follows. Sec-
tion II presents related work in the area of sensor fusion.
Next, the problem this paper intends to tackle is formulated in
Section III. Our approach is then explained in Section IV. The
actual fusion methods are presented in Section V, followed
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by a heuristic alternative in Section VI, and evaluated in
Section VII. Section VIII concludes the paper and outlines
future work.
II. RELATED WORK
A widely-used approach to track elliptical objects is based
on random matrices [23]. In [19], an intuitive method is
proposed to combine two target estimates in a way that would
create a fusion which was based on the joined measurement
set of the individual sensors. There also exist approaches to
combine measurements from multiple sensors for one target
update [33], using the random matrix update by [14], which
is however not object-level fusion we are concerned with.
Furthermore, these approaches do not explicitly incorporate
covariance information for the estimated shape.
For star-convex shapes, [25] propose a framework for multi-
sensor tracking using Gaussian Processes. However, as the
previous approaches they utilize the sensors’ measurements
directly. Another approach applying the Kullback-Leibler Di-
vergence between two Random Finite Sets is proposed in [15].
An approach for extended object fusion of rectangular
shapes is presented in [27]. They combine the corners of
two rectangles using the Mahalanobis distance to incorporate
different covariance matrices for the corner positions. [12] also
propose a method to fuse shape estimates represented as
segments with up to three points (point-, I-, or L-shape).
In [37], several metrics suitable for elliptic EOT are dis-
cussed, including Intersection-over-Union [18], the GW dis-
tance [16], and the Hausdorff distance, e.g. [31]. It is pointed
out that decoupling of state parameters is one option, as, e.g.,
calculating the Euclidean distance between two states could
be difficult to interpret if the state consists of parameters in
different units, like meters and radians. They compare GW
distance, Kullback-Leibler Divergence, and discretized OSPA
distance in three scenarios, one where only the ellipse center
differs, one where one ellipse is tilted and the semi-axes
lengths differ, and one where only the orientation differs.
They argue that for elliptic shapes, the GW distance is most
suitable for obtaining a single scalar score to rate the distance
regarding all state parameters, as it can be solved in closed-
form, provides intuitive results, and fulfills the properties of a
metric.
This work is also inspired by the Minimum Mean OSPA
estimators [4], [9], [10], [20] for multiple target tracking
[34], where optimal estimates with respect to the OSPA
distance [29] are calculated. In this context, the concept of
a Wasserstein barycenter [1], [5], [7], [11], [28] is also related
to this work.
III. MOTIVATING EXAMPLE
In this work, the spatial extent of a target is modelled as
an ellipse. An ellipse can be specified by a five-dimensional
vector x = [mx,my, α, l, w]T that contains the position
m = [mx,my]
T , orientation α, and semi-axis length l and
width w. This representation allows for explicitly maintaining
different uncertainties for the shape parameters. This can
Fig. 2: Fusion of two ellipses using orientation, length, and
width as representation. The left purple and right light blue
ellipse posses the same shape, but the right is rotated by pi2
and has the axes switched. The middle red ellipse is the fusion
of both.
become important, e.g., if we track a vehicle and only get
measurements from the rear. In that scenario, we would have
a high certainty about the ellipse’s width, but a low certainty
about its length.
Now, assume two sensors A and B provide the two estimates
xˆ1 and xˆ2 of an extended object. In the most simple case of
equal uncertainties, a linear fusion according to the Kalman
filter would just give us the average
zˆ =
1
2
(xˆ1 + xˆ2) . (1)
This is the optimal fusion rule in a mean squared error
sense based on the Euclidean distance for x. However, this
approach poses some serious weaknesses. The problem is that
multiple representations can be used to describe the same
ellipse. Figure 2 shows a scenario with equal shape estimates
of an ellipse (they are apart for better visualization). The
difference is that one ellipse has the values for l and w
switched and the orientation is shifted by pi2 . The resulting
ellipse using (1) is seriously counter-intuitive. This shows a
different parametrization of the same ellipse actually leads to
a different fusion result.
To solve this issue, we must discuss the origin for the above
fusion formula (1). Averaging the estimate in the Kalman filter
comes from minimizing the mean squared error. Let p(x) be a
(posterior) probability density for x. We then get the Minimum
Mean Squared Error estimate (MMSE) zˆ as
zˆ = argmin
z
∫
||z− x||22 · p(x) dx = E{X} . (2)
However, as shown in the example above, this is not suitable
as the ellipse parameters describe a geometric object. For a
systematic approach we have to replace the Euclidean distance
with a distance metric on ellipses. We decided to utilize the
GW distance because, as mentioned in Section II, it can be
argued to be suitable to represent the distance between two
ellipses with a single scalar value.
IV. MINIMUM MEAN GAUSSIAN WASSERSTEIN
ESTIMATION
In order to calculate the Gaussian Wasserstein distance, we
define the shape matrix X of an ellipse as
m = [mx,my]
T (3)
X = Rα · diag(l2, w2) ·RTα (4)
where Rα is a rotation matrix with angle α.
The Minimum Mean Gaussian Wasserstein (MMGW) esti-
mate for a probability distribution p(x) is defined as
zˆ = argmin
z
∫
GW (n,Z;m,X) · p(x) dx (5)
with n,Z being calculated from zˆ and m,X being calculated
from x.
The question now is how to explicitly calculate zˆ. To do so,
we approximate the GW distance using a reformulation that
would be exact if the covariances were commuting [8], i.e.,
GW (n,Z;m,X)
= ||n−m||22 + Tr{Z+X− 2(Z
1
2XZ
1
2 )
1
2 }
≈ ||n−m||22 + ||Z
1
2 −X 12 ||2Frobenius
= ||T (zˆ)− T (x)||22 (6)
with transformation
T (x) = [mx my s(1,1) s(1,2) s(2,2)]
T, (7)
X
1
2 =
(
s(1,1) s(1,2)
s(2,1) s(2,2)
)
. (8)
As the square-root of the shape matrix will be symmetric,
we include only one corner. Using this reformulation and
transformation T (·), we get
zˆ ≈ argmin
z
∫
||T (z)− T (x)||22 · p(x) dx. (9)
As the expected value minimizes the mean squared (Euclidean)
error, we get the explicit expression
zˆ ≈ T−1(E{T (X)}) (10)
for the MMGW estimate.
V. MMGW FUSION
In this section, we develop two approaches for the sensor
fusion based on MMGW estimation. We assume that two
(independent) estimates xˆ1 and xˆ2 using the parametrization
described in Section III are available together with their
corresponding covariance matrices C1 and C2.
In order to fuse these two estimates using the MMGW
concept, we have to transform the estimates with the help of
T (·) (7). In the transformed space, the two densities then have
to be multiplied before the MMGW estimate can be calculated
according to (10).
Here, we suggest an approximation by using the transfor-
mation T (·) to calculate the means yˆ1 and yˆ2 and covariance
matrices P1 and P2 in the transformed space. The fusion
can then be performed in the transformed space based on the
Kalman filter formulas, i.e., T (zˆ) becomes
T (zˆ) = P2 · (P1 +P2)−1 · yˆ1 +P1 · (P1 +P2)−1 · yˆ2 .
If desired, zˆ can be explicitly calculated according to
zˆ = T−1(T (zˆ)) (11)
with T−1(·) being calculated via the shape matrices eigenvec-
tors and eigenvalues.
The problem is that the transformation T (·) changes the
shape of the state density and introduces a bias. Therefore,
we next describe an approach based on linearization in Sec-
tion V-A and a Monte Carlo approach in Section V-B to
perform the nonlinear transformation T (·).
A. Linearization
By utilizing the Jacobians Hi for i ∈ {1, 2}, we get
yˆi ≈ Hixˆi , (12)
Pi ≈ Hi ·Ci ·HTi . (13)
The calculation of Hi can be found in Appendix A. This
estimator will be called MMGW-Lin. Unfortunately, the bias
introduced by the nonlinear transformation is not dealt with
in this linearization. For this reason, a more precise, but also
more costly approach is described in the next subsection.
B. Particle Approximation
To incorporate the bias introduced by the nonlinear trans-
formation T (·), we approximate the transformed density via
particles. We will call this estimator MMGW-MC. As the
estimates are assumed to be Gaussian with means xˆi and
covariances Ci, we can draw m samples
xji ∼ N (xˆi,Ci) with j ∈ {1, ...,m} and i ∈ {1, 2} . (14)
From this, we can use moment approximation to approxi-
mate the particle distribution with the first two moments
yˆi ≈ 1
m
m
Σ
j=1
T (xji ) , (15)
Pi =
1
m
m
Σ
j=1
(T (xji )− yˆi) · (T (xji )− yˆi)T . (16)
VI. ALTERNATIVE: A HEURISTIC APPROACH
In this section, we discuss an alternative heuristic approach
using the original state representation, which turned out to per-
form well with respect to the Gaussian Wasserstein distance.
As mentioned in Section III, the same ellipse can have
multiple representations. To be specific, there is an infinite
set of parameters which result in the same shape matrix and
thus in the same ellipse
T (α, l, w) = T (α+ k · pi
2
, l · p(k) + w · (1− p(k)),
w · p(k) + l · (1− p(k))) ∀k ∈ Z , (17)
with
p(k) =
{
1 if k is even ,
0 if k is odd .
(18)
Using the periodicity of the orientation and replacing α
with α mod (2pi), we can reduce it to 4 possibilities (k ∈
{0, 1, 2, 3}). The goal would then be to find the combination
for which the fusion holds the highest likelihood. As there
should be four equal best combinations, we choose only one
version of the first sensor estimate. For example, in the case
of two sensors, we choose xˆ1 and xˆ2,k = [mx,2, my,2, α2 +
k · pi2 , l2 · p(k) +w2 · (1− p(k)), w2 · p(k) + l2 · (1− p(k))]T
with covariances C1 and C2,k (rows and columns switched
according to k), we would get innovation and innovation
covariances as
νk = xˆ1 − xˆ2,k, Sk = C1 +C2,k . (19)
The goal is then to find the kopt by maximizing the likelihood
or minimizing the negative log likelihood according to
kopt = argmin
k
1
2
· (− νTkSkνk + log(det(S−1k ))
− 5 log(2pi)). (20)
VII. EVALUATION
To evaluate our approaches, we simulated a scenario in
which two sensors each provide a noisy estimate of an elliptic
target. For comparison, we conducted a simple fusion of the
original representation of the two estimates (see Figure 3a).
Due to not having measurements but getting ellipses directly,
we decided to add averaging of the two shape matrices as
another alternative to our approach (see Figure 3b). The results
of fusing the transformed state via MMGW-Lin can be seen in
Figure 3c and the results using the heuristic as in Section VI
are in Figure 3d. The MMGW-MC with 1000 samples to
approximate the true mean and covariance of the transformed
states can be seen in Figure 3e.
We evaluated our method in 100 Monte-Carlo (MC) runs
using two randomly generated ellipses with the ground truth
xg as mean and the sensor noises C1 and C2 as covariances.
For the second sensor, we switched l and w and added pi2 to
the orientation (see also the example in Figure 2)
xg = [0, 1,
pi
2
, 4, 2]T , (21)
C1 = diag([0.5, 0.5, 0.2, 1, 0.2])T , (22)
C2 = diag([1.5, 1.5, 0.2, 1, 0.2])T . (23)
Figure 3 shows an example run. It can be seen that the
fusion of the original representation provides the worst results.
This is not surprising as the two axes are switched. Averaging
the shape matrices is more accurate but still dismisses the
known uncertainties for the different parameters. Our fusion
methods provide better estimates, especially in scenarios with
different noise on the shape parameters. However, due to
strong nonlinearities, the linearization using Jacobians does
not provide estimates as good as the particle approximation.
The results of the 100 runs can be found in Figure 4 and
Table I. It can be seen that the naive fusion provides the worst
result, followed by the shape mean. The linearization is only
slightly better. The heuristic approach provides good results
and the MMGW-MC is only a minimal improvement to that.
Again, it should be mentioned that the MC approximation in-
volves a Gaussian approximation, meaning even better results
would be obtained by means of a direct fusion of the densities.
Method RMGW
Regular 1.3316
Mean of shape matrix 1.0924
MMGW-Lin 1.0470
Heuristic 0.9661
MMGW-MC 0.9590
TABLE I: Error based on the GW distance of the approaches.
VIII. CONCLUSION AND FUTURE WORK
In this work, we have proposed a systematic approach to
fuse extended target estimates. The central concept is to derive
estimators that are optimal with respect to a metric on shapes
– here the Gaussian Wasserstein distance. This was achieved
by an (approximate) reformulation of the GW distance to find
a transformation of the original state space into a space in
which the minimization of the Euclidean distance minimizes
(an approximation of the) GW distance.
Based on the MMGW estimation philosophy, we derived
practical fusion methods for elliptic extended target estimates.
We applied Monte Carlo and linearization techniques to ap-
proximate the moments of the transformed estimates. By this
means, the estimates could be fused in Kalman fashion. We
also proposed a heuristic approach to test a minimum number
of representations of the same ellipse to fuse the estimates in
the original state space.
For future work, we aim at considering the fusion of other
shapes, like rectangles or more arbitrary ones [2]. Furthermore,
we seek to evaluate the approximation quality of the proposed
estimator with respect to a direct optimization of the mean
GW distance.
APPENDIX
A. Appendix I
To calculate Jacobian H, define the transformation as
T (·) = h(x) = [mx, my , h3(x), h4(x), h5(x)]T (the sensor
notation is omitted for readability)
h3(x) = t
−1(t(11) + s) , (24)
h4(x) = t
−1t(1,2) , (25)
h5(x) = t
−1(t(2,2) + s) , (26)
t =
√
t(1,1) + t(2,2) + s , (27)
s = 2
√
t(1,1)t(2,2) − t(1,2)t(2,1) , (28)
(a) Fusion of original state. (b) Mean of shape matrices. (c) MMGW-Lin.
(d) Heuristic. (e) MMGW-MC.
Fig. 3: Fusion results with ground truth in gray, the two sensor estimates as light blue and purple ellipses and the fusion results
in red with the fusion of the original representation in (a), the averaging in (b), the MMGW-Lin in (c), the fusion via the
heuristic in (d), and the MMGW-MC in (e).
Fig. 4: Error based on the GW distance of (from left to right)
the fusion of original parameters (red), mean of shape matrix
(magenta), MMGW-Lin (cyan), heuristic (blue), and MMGW-
MC (green).
with t(k,l) being the elements of the shape matrix
t(1,1) = l
2 cos(α)2 + w2 sin(α)2 , (29)
t(1,2) = (l
2 − w2) cos(α) sin(α) , (30)
t(2,1) = t(1,2) , (31)
t(2,2) = l
2 sin(α)2 + w2 cos(α)2 . (32)
H =

1 0 0 0 0
0 1 0 0 0
0 0 ∂h3∂α
∂h3
∂l
∂h3
∂w
0 0 ∂h4∂α
∂h4
∂l
∂h4
∂w
0 0 ∂h5∂α
∂h5
∂l
∂h5
∂w
 , (33)
∂h3
∂u
= −t−2 ∂t
∂u
(t(1,1) + s) + t
−1(
∂t(1,1)
∂u
+
∂s
∂u
) (34)
∂h4
∂u
= −t−2 ∂t
∂u
t(1,2) + t
−1 ∂t(1,2)
∂u
(35)
∂h5
∂u
= −t−2 ∂t
∂u
(t(2,2) + s) + t
−1(
∂t(2,2)
∂u
+
∂s
∂u
) (36)
∂t
∂u
=
∂t(1,1)
∂u +
∂t(2,2)
∂u +
∂s
∂u
2t
(37)
∂s
∂u
=
∂t(1,1)
∂u t(2,2) + t(1,1)
∂t(2,2)
∂u − 2
∂t(1,2)
∂u t(1,2)√
t(1,1)t(2,2) − t2(1,2)
(38)
∂t(1,1)
∂α
= (w2 − l2) sin(2α) (39)
∂t(1,1)
∂l
= 2l cos(α)2 (40)
∂t(1,1)
∂w
= 2w sin(α)2 (41)
∂t(1,2)
∂α
= (l2 − w2) cos(2α) (42)
∂t(1,2)
∂l
= 2l cos(α) sin(α) (43)
∂t(1,2)
∂w
= −2w sin(α) cos(α) (44)
∂t(2,2)
∂α
= (l2 − w2) sin(2α) (45)
∂t(2,2)
∂l
= 2l sin(α)2 (46)
∂t(2,2)
∂w
= 2w cos(α)2 (47)
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