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Abstract
Obtaining superlinear lower bounds on tensor rank is a major open
problem in complexity theory. In this paper we propose a generaliza-
tion of the approach used by Strassen in the proof of his 3
2
n border rank
lower bound. Our approach revolves around a problem on commuting
matrices:
Given matrices Z1, . . . , Zp of size n and an integer r > n, are there
commuting matrices Z ′
1
, . . . , Z ′p of size r such that every Zk is embed-
ded as a submatrix in the top-left corner of Z ′k?
As one of our main results, we show that this question always has a
positive answer for r ≥ rank(T ) + n, where T denotes the tensor with
slices Z1, . . . , Zp. Taking the contrapositive, if one can show for some
specific matrices Z1, . . . , Zp and a specific integer r that this question
has a negative answer, this yields the lower bound rank(T ) > r − n.
There is a little bit of slack in the above rank(T ) + n bound, but we
also provide a number of exact characterizations of tensor rank and
symmetric rank, for ordinary and symmetric tensors, over the fields of
real and complex numbers. Each of these characterizations points to
a corresponding variation on the above approach. In order to explain
how Strassen’s theorem fits within this framework we also provide a
self-contained proof of his lower bound.
1 Introduction
The starting point of this paper is the celebrated lower bound on tensor rank
by Strassen [24]. Before giving the statement of his theorem, we recall that
a tensor of order 3 and format m × n × p can be cut into p "slices." Each
slice is a m × n matrix. These are the z-slices. One can of course cut T in
the two other directions into its x-slices and y-slices.
Theorem 1 (Strassen). Let T be a complex tensor of format n×n× 3 with
z-slices denoted A1, A2, A3. If A1 is invertible,
rank(T ) ≥ n+
1
2
rank(A2A
−1
1 A3 −A3A
−1
1 A2). (1)
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We recall that obtaining rank lower bounds for tensors of order 3 is im-
portant because this is an adequate complexity measure for bilinear compu-
tations such as, e.g., matrix multiplication [23, 7]. Moreover, strong enough
lower bounds on the rank of (higher order) tensors would yield lower bounds
on the size of arithmetic formulas [19].
Clearly, one cannot hope to obtain more than a 32n lower bound by
a direct application of Theorem 1. Strassen showed that the right-hand
side of (1) is in fact a lower bound on the border rank of T . This is due
to the lower-semicontinuity of matrix rank (see [24, Theorem 4.1] or the
appendix for details). In the main body of the present paper we will only
deal with tensor rank rather than border rank. Theorem 1 proved important
for several subsequent results. In particular, it was used by Bläser [3] in the
proof of his 52n
2 lower bound on the complexity of matrix multiplication.1
Generalizations of Theorem 1 (in its border rank version) were given by
Landsberg and Manivel [16]. For other approaches to rank lower bounds see
e.g. [2] or the survey [4].
Today, almost 40 years after Strassen’s result, we are still unable to prove
superlinear lower bounds on tensor rank. In order to achieve this goal, one
clearly needs to find a good way of taking into account more than 3 slices
(like in Theorem 1), and more generally more than a constant number of
slices (since the rank of such tensors is linearly bounded). In this paper
we give several characterizations of tensor rank which point to a plausible
approach to this challenging task. This approach revolves around variations
on the following problem.
Problem 1. Given matrices Z1, . . . , Zp of size n and an integer r > n, are
there commuting matrices Z ′1, . . . , Z
′
p of size r such that Zk is a submatrix
of Z ′k for k = 1, . . . , p?
Here and in the remainder of this paper, when we say that Zk is a sub-
matrix of Z ′k we mean that Zk appears in the top-left corner of Z
′
k, i.e.,
(Z ′k)ij = (Zk)ij for 1 ≤ i, j ≤ n. We will also say that Z1, . . . , Zk are em-
bedded as submatrices in Z ′1, . . . , Z
′
k. Theorem 1 fits naturally within this
framework. Indeed, the quantity rank(A2A
−1
1 A3 − A3A
−1
1 A2) in that theo-
rem can be seen as a measure of the lack of commutativity of the matrices
A−11 A2 and A
−1
1 A3 (this measure is equal to 0 iff the matrices commute).
In fact, as part of his proof of Theorem 1, Strassen offered a solution to
Problem 1 for the case of two matrices (see Lemma 6 in Section 2.2).
It turns out that for any tuple of matrices, Problem 1 has a positive
solution if r is large enough. Indeed, as one of our main results we provide
the following bound.
1This is still a linear lower bound since the relevant tensor for matrix multiplication is
of format n2 × n2 × n2.
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Theorem 2. Let (A1, . . . , Ap) be a tuple of p arbitrary matrices of Mn(K).
These matrices can be embedded as submatrices in a commuting tuple of p
diagonalizable matrices of size rank(T )+n, where T denotes the tensor with
slices A1, . . . , Ap.
In the above theorem and in the remainder of the paper, K denotes a
subfield of the field of complex numbers. Theorem 2 points to the following
approach toward lower bounds: if we can show for some specific matrices
Z1, . . . , Zp and a specific integer r that Problem 1 has a negative answer,
we have obtained the lower bound rank(T ) > r − n where T denotes the
tensor with slices A1, . . . , Ap. For any matrix tuple, the bound rank(T ) + n
is optimal up to the additive term n (see Theorem 34 in Section 6.3). As
a result, proving a superlinear lower bound on tensor rank is equivalent to
proving a superlinear lower bound on the smallest r for which Problem 1 can
be solved with matrices Z ′k that are all diagonalizable.
This paper provides several variations on Theorem 2 which point to cor-
responding variations on this approach. For instance, as we now explain, we
can restrict our search to matrices Z ′k that are symmetric if we seek lower
bounds on the symmetric rank of symmetric tensors.
1.1 Results and methods
There is a little bit of slack in Theorem 2: the smallest integer for which the
embedding is possible lies in the interval [rank(T ), rank(T )+n]. In addition
to this result, we provide exact characterizations of tensor rank in various
scenarios. For instance, we give at the end of Section 3.1 the following char-
acterization of symmetric rank for real symmetric tensors. The symmetric
rank, denoted srank(T ) in this paper, is a natural complexity measure for
symmetric tensors which satisfies rank(T ) ≤ srank(T ) ≤ 4 rank(T ). See
Section 2 for background on tensor rank and symmetric rank.
Theorem 3. Let T be a real symmetric tensor of order 3 and size n. For
any integer r, srank(T ) ≤ r if and only if there is a real symmetric tensor S
of order 3 and size r + n such that:
(i) The slices of S commute.
(ii) T is a subtensor of S in the sense that Tijk = Sijk for all 1 ≤ i, j, k ≤ n.
(iii) Any matrix in the subspace spanned by the slices of S is of rank at
most r.
As another example, returning to ordinary tensors we give the following
characterization of tensor rank in Section 6.2.
Theorem 4. Let T be a tensor of format n×n×p over K. Assume moreover
that the span of the z-slices of T contains an invertible matrix. For any
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integer r ≥ n, rank(T ) ≤ r if and only if there is a tensor S ∈ Kr×r×p with
z-slices Z1, . . . , Zp such that:
(i) The span of Z1, . . . , Zp contains an invertible matrix.
(ii) For any invertible matrix Z in the span of Z1, . . . , Zp, the matrices
Z−1Zi commute and are diagonalizable over K.
(iii) T is a subtensor of S in the sense that Tijk = Sijk for 1 ≤ i, j ≤ n and
1 ≤ k ≤ p.
Note that the commutativity condition on the matrices Z−1Zi in the
above theorem is reminiscent of Strassen’s Theorem. As we will see, Theo-
rem 4 is an important step toward the proof of Theorem 2. In a nutshell,
to prove the latter theorem we manage to apply Theorem 4 with Z equal to
the identity matrix.
A word is in order regarding the proofs of Theorem 3, Theorem 4 and
of the other exact characterizations is this paper. They are all based on
"simple characterizations" of tensor decompositions of a restricted form. For
instance, Theorem 3 relies on a characterization of symmetric orthogonal
decompositions, which are of the form
T =
r∑
i=1
v⊗3i (2)
where the vi are nonzero pairwise orthogonal vectors. Not all symmetric
tensors admit such a decomposition, but those that do admit a very simple
characterization: their slices must commute [5, 13]. In general, one cannot
expect such a simple characterization for tensor rank or symmetric rank since
computing these quantities is NP-hard [11, 20, 21]. An arbitrary symmetric
decomposition is of the form (2), with the orthogonality constraint on the vi
removed. From an arbitrary family v1, . . . , vr of vectors of R
n we can obtain
an orthogonal family in Rr+n by adding r coordinates to each vector (Sec-
tion 3.1, Lemma 9). In this way we obtain an orthogonal decomposition of a
symmetric tensor of size r + n, and a way to transform the characterization
of symmetric orthogonal decompositions into a characterization of arbitrary
symmetric decompositions. The proofs of our other results follow a similar
pattern. In particular, we give in Section 4 an alternative characterization
of the symmetric rank of real symmetric tensors. The role of orthogonal
decompositions is now played by independent decompositions, i.e., instead of
an orthogonality requirement on the vi we only assume that they are linearly
independent. This leads to a total of 8 different scenarios: we consider sym-
metric and ordinary tensors, over the fields of real and complex numbers, and
we characterize their ranks using orthogonal or independent decompositions.
For independent decompositions we can handle all subfields of C in a single
theorem (like in Theorem 4). We therefore need to present only 6 exact
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characterizations of rank and symmetric rank. Toward the proof of Theo-
rem 4 we need a "simple characterization" of independent decompositions of
ordinary tensors. We propose such a characterization in Theorem 30 since
we could not find one in the literature. This is a relatively simple result, but
of possibly independent interest. Tensor decomposition algorithms based on
similar linear independence assumptions have been proposed in [8, 9].
1.2 Organization of the paper
We begin in Section 2 with some background on the decomposition of or-
dinary and symmetric tensors. We also provide an outline of the proof of
Strassen’s theorem so the reader can better appreciate its relations to Prob-
lem 1 and Theorem 4. The main results of the paper appear in Sections 3
to 6. They are organized according to the different scenarios presented in
Section 1.1: we consider symmetric and ordinary tensors, and we character-
ize their ranks using orthogonal or independent decompositions. The four
resulting sections are further divided when necessary into a real and a com-
plex case. In particular, Theorem 3 is proved in Section 3.1, Theorem 4 is
proved in Section 6.2 and Theorem 2 in Section 6.3. In the appendix we
complete the proof of Theorem 1 and of its border rank version. We also
point out some differences with Strassen’s original proof.
2 Background on tensor rank
Recall that a tensor can be viewed as a multidimensional array with entries
in some field K. The main cases of interest for this paper are K = R and
K = C. We will only consider tensors of order 3, i.e., elements of Km×n×p.
We will sometimes work with square tensors, for which m = n = p. We
denote by Mn,p(K) the set of matrices with n rows, p columns and entries
in K. We denote by Mn(K) the set of square matrices of size n, by GLn(K)
the group of invertible matrices of size n, and by In the identity matrix of
size n.
Given 3 vectors u ∈ Km, v ∈ Kn, w ∈ Kp we recall that their tensor
product u⊗v⊗w is the tensor of formatm×n×p with entries: Tijk = uivjwk.
By definition, a tensor of this form with u, v, w 6= 0 is said to be of rank one.
The rank of an arbitrary tensor T is defined as the smallest integer r such
that T can be written as a sum of r tensors of rank one (and the rank of T = 0
is 0). An elementary counting of the number of independent parameters in
such a decomposition shows that most of the square tensors of size n must
be of rank Ω(n2). For K = C, the value of the generic rank is known exactly:
it is equal to 5 for n = 3 [24] and to ⌈n3/(3n− 2)⌉ for n 6= 3 [17]. The same
paper also gives a simple formula for the dimension of the set of tensors of
rank at most r. For tensors of order 4 or more, the exact value of the generic
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rank is not known in general. The existing results are summarized in [15,
section 5.5].
By cutting a tensor T ∈ Km×n×p into its p slices in the z direction we
obtain m× n matrices (the so-called "z-slices"). This will allow us to study
the properties of T with tools from linear algebra. It is therefore important
to know what the slices of a tensor look like given a decomposition
T =
r∑
i=1
ui ⊗ vi ⊗ wi (3)
as a sum of rank-1 tensors. First, we note that the k-th z-slice of ui⊗vi⊗wi
is the rank-one matrix wik(uiv
T
i ). As a result, the k-th z-slice of T is
Zk =
r∑
i=1
wik(uiv
T
i ).
This can be written in more compact notation:
Zk = U
TDkV (4)
where U is the matrix with the ui as row vectors, V is the matrix with the vi
as row vectors and Dk is the diagonal matrix diag(w1k, . . . , wrk). We record
this observation in the following proposition.
Proposition 5. For a tensor T of format m × n × p we have rank(T ) ≤ r
iff there are diagonal matrices D1, . . . ,Dp of size r and two matrices U ∈
Mr,m(K), V ∈Mr,n(K) such that the z-slices of T satisfy Zk = U
TDkV for
k = 1, . . . , p. In this case, we have a decomposition of T as in (3) where the
ui are the rows of U , the vi are the rows of V and Dk = diag(w1k, . . . , wrk),
i.e., the k-th coordinate of wi is the i-th diagonal entry of Dk.
A tensor can be naturally interpreted as the array of coefficients of the
trilinear form in m+ n+ p variables:
t(x1, . . . , xm, y1, . . . , yn, z1, . . . , zp) =
∑
i,j,k
Tijkxiyjzk. (5)
For a decomposition of T as in (3) we have for the corresponding trilinear
form the decomposition:
t(x, y, z) =
r∑
i=1
(uTi x)(v
T
i y)(w
T
i z). (6)
Such an expression is sometimes called a "set-multilinear depth-3 homoge-
neous arithmetic circuit" [18, 19].
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2.1 Symmetric tensors
A square tensor T is said to be symmetric if Tijk is invariant under all 6
permutations of the indices i, j, k. A symmetric tensor can be interpreted as
the array of coefficients of the homogeneous polynomial
t′(x1, . . . , xn) =
n∑
i,j,k=1
Tijkxixjxk.
The relation with the multilinear form in (5) is that t′(x) = t(x, x, x). For
symmetric tensors one may consider arbitrary decompositions as in (3), but
it is very natural to look for symmetric decompositions where ui = vi = wi.
Such a decomposition provides a decomposition t′(x) =
∑r
i=1(u
T
i x)
3 as a sum
of cubes of linear forms. The symmetric rank, denoted srank(T ) in this paper,
is the smallest number of terms r in any symmetric decomposition of T . By
definition we have srank(T ) ≥ rank(T ) for any symmetric tensor T (it was
shown only recently that this inequality can be strict [22]). In the other
direction we have srank(T ) ≤ 4 rank(T ). This can be shown by substituting
x = y = z in (6) and rewriting each of the r products of linear forms as a
sum of 4 cubes using the formula:2
24uvw = (u+ v + w)3 − (u− v + w)3 − (u+ v − w)3 + (u− v − w)3.
In contrast to the ordinary case, the exact value of the symmetric rank
for a generic symmetric tensor of any size and any order is known thanks to
the Alexander-Hirschowitz theorem [1, 6].
2.2 Outline of the proof of Strassen’s theorem
In this section we provide an outline of the proof of Theorem 1 so the reader
can better appreciate its relations to Problem 1 and Theorem 4. The first
step of the proof is a reduction to the case where the first slice A1 is the
identity matrix. This is possible because multiplying each slice by A−11 (or
by any invertible matrix) does not change the tensor rank, as can be seen
from Proposition 5. Assuming that A1 = In, it therefore remains to show
that:
r = rank(T ) ≥ n+
1
2
rank(A2A3 −A3A2).
The next step of the proof is akin to Theorem 4: Strassen embeds T in a
tensor S of format r× r× 3 having Ir as its first slice (of course, this would
be impossible without the assumption A1 = In). As a result, we can take
Z = Z1 = Ir in Theorem 4.(ii) and we conclude that the last two slices of S
commute. More details on this step can be found in the appendix.
2This can be generalized to tensors of any order d using Fischer’s formula [10]: we have
srank(T ) ≤ 2d−1 rank(T ).
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The final result therefore follows from the next lemma, which is Strassen’s
solution to Problem 1 for two matrices:
Lemma 6. If A2, A3 ∈Mn(K) can be embedded as submatrices in two com-
muting matrices A′2, A
′
3 ∈Mr(K) we must have
r ≥ n+
1
2
rank(A2A3 −A3A2).
Proof. Consider the block decomposition of A′2 and A
′
3:
A′i =
(
Ai Bi
Ci Di
)
.
Since A′2 and A
′
3 commute we have A2A3−A3A2 = B3C2−B2C3. Since B2
and B3 have only r − n columns, rank(B3C2 −B2C3) ≤ 2(r − n).
3 Symmetric tensors: from orthogonal decomposi-
tions to arbitrary decompositions
In this section we give a proof of Theorem 3 and of its complex counterpart
(Theorem 18). As explained in Section 1.1, these results rely on the existence
of "simple characterizations" for orthogonal tensor decompositions.
3.1 Real tensors
Following [5], a real symmetric tensor of order d and size n is said to be
symmetrically odeco if one can write
T =
k∑
i=1
αiv
⊗d
i (7)
where αi = ±1 and v1, . . . , vk are nonzero, pairwise orthogonal vectors in R
n.
One may clearly take αi = 1 for all i when d is an odd number.
Theorem 7. A real symmetric tensor of order 3 is symmetrically odeco if
and only if its slices pairwise commute.
This result was first established in [5] in a different language: instead
of commuting slices, they give a characterization based on the associativity
of a bilinear map associated to the tensor. The equivalent formulation in
Theorem 7 is from [13].
Theorem 8. Let T be a real symmetric tensor of order 3 and size n. For
any integer r, srank(T ) ≤ r if and only if there is a real symmetric tensor S
of order 3 and size r + n such that:
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(i) The slices of S commute.
(ii) T is a subtensor of S in the sense that Tijk = Sijk for all 1 ≤ i, j, k ≤ n.
(iii) srank(S) ≤ r.
The following lemma is needed for the proof of Theorem 8.
Lemma 9. Let u1, . . . , ur be an arbitrary family of vectors in R
n. There
exists a family v1, . . . , vr of pairwise orthogonal vectors of R
r+n such that
ui is the orthogonal projection of vi on its first n coordinates, i.e., ui =
(vi1, . . . , vin).
Proof. We are looking for a family w1, . . . , wr of vectors of R
r such that
〈ui, uj〉 + 〈wi, wj〉 = 0 for i 6= j since we can then use the coordinates of wi
as the last r coordinates of vi. Let A ∈Mr(R) be the symmetric matrix with
entries Aij = −〈ui, uj〉 . Fix a large enough constant λ such that B = A+λIr
is positive semidefinite. This matrix must admit a Cholesky decomposition
B = LLT and we can take the rows of L as our vectors wi.
Proof of Theorem 8. Suppose that properties (ii) and (iii) hold for S.
By (iii), there are vectors v1, . . . , vr ∈ R
n+r such that S =
∑r
i=1 v
⊗3
i . By (ii),
srank(T ) ≤ r since T =
∑r
i=1 u
⊗3
i where ui is obtained from the first n coor-
dinates of vi: ui = (vi1, . . . , vin). Note that this argument does not use (i).
For the converse, assume that srank(T ) ≤ r, and let
T =
r∑
i=1
u⊗3i
be a corresponding decomposition. Let S =
∑r
i=1 v
⊗3
i where the orthogonal
vectors vi are given by Lemma 9. Condition (ii) holds by construction of
the vi, and (i) holds by Theorem 7. Condition (iii) holds as well since S is
defined as a sum of r tensors of rank at most 1.
Remark 10. By Theorem 7, a tensor S satisfying only property (i) of The-
orem 8 will already satisfy srank(S) ≤ n+ r.
The characterization in Theorem 8 is not completely satisfactory because
condition (iii) still appeals to the notion of symmetric rank. We would like
instead a characterization in terms of properties of the slices only. For this
we need two additional facts.
Lemma 11. Let K be an arbitrary field. Let (u1, . . . , ur) and (v1, . . . , vr) be
two families of vectors of Kn, respectively of rank ru and rv. For the matrix
M =
∑r
i=1 uiv
T
i we have rankM ≤ min(ru, rv). Moreover, if ru = rv = r
then rankM = r as well.
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Proof. In the expression forM we can rewrite each ui as a linear combination
of the elements of a basis e1, . . . , eru . This yields an expression for M as a
sum of ru matrices of rank at most 1, namely,
M =
ru∑
i=1
eiw
T
i
where the wi are linear combinations of the vi. Hence rankM ≤ ru, and
rankM ≤ rv by a similar argument.
Assume now that ru = rv = r. It remains to show that rankM = r.
This is equivalent to dimkerM = n− r. A vector x ∈ Kn is in the kernel if
and only if
∑r
i=1(v
T
i x)ui = 0. Since the ui are linearly independent, this is
equivalent to vTi x = 0 for all i. Using now the linear independence of the vi,
it follows that the solution space is of dimension n− r as needed.
For application in sections 5 and 6, the next proposition is stated for
ordinary tensors. In sections 3 and 4 we only need to apply it to symmetric
decompositions, namely, to the case n = p and ui = vi = wi.
Proposition 12. Let K be an arbitrary field and let (u1, . . . , ur), (v1, . . . , vr)
be 2 families of vectors of Kn, respectively of rank ru and rv. Let (w1, . . . , wr)
be a family of vectors of Kp of rank rw. From these families, let us construct
the tensor T =
∑r
i=1 ui ⊗ vi ⊗ wi. The rank of any matrix in the subspace
spanned by the z-slices of T is at most equal to min(ru, rv). Moreover, if
ru = rv = rw = r then there is a matrix of rank r in this subspace.
Proof. Let Z1, . . . , Zp be the z-slices of T . We have already pointed out be-
fore (4) that the k-th z-slice of ui⊗vi⊗wi is wik(uiv
T
i ). As a result any matrix
M in the span of Z1, . . . , Zp is a linear combination of the matrices uiv
T
i . It
follows from Lemma 11 or directly from (4) that rankM ≤ min(ru, rv).
Assume now that ru = rv = rw and consider a linear combination of
slices
M =
p∑
k=1
xkZk =
r∑
i=1
p∑
k=1
wikxk(uiv
T
i ).
Note that the coefficients of the matrices uiv
T
i in this expression are the en-
tries of the matrix-vector product W.x, where W is the matrix with the wi
as rows. Since W is of full row rank, one can obtain any desired values for
these r coefficients by an appropriate choice of x. If we choose r nonzero val-
ues for these coefficients, it follows from Lemma 11 that the correspondingM
is of rank r.
As our final characterization of symmetric rank for real tensors, we can
now give a proof of Theorem 3. For the reader’s convenience we reproduce
its statement below.
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Theorem 13. Let T be a real symmetric tensor of order 3 and size n. For
any integer r, srank(T ) ≤ r if and only if there is a real symmetric tensor S
of order 3 and size r + n such that:
(i) The slices of S commute.
(ii) T is a subtensor of S in the sense that Tijk = Sijk for all 1 ≤ i, j, k ≤ n.
(iii) Any matrix in the subspace spanned by the slices of S is of rank at
most r.
Proof. Suppose that srank(T ) ≤ r. Properties (i) and (ii) hold for the ten-
sor S constructed in Theorem 8. Property (iii) follows from the correspond-
ing property of Theorem 8 and from the first part of Proposition 12.
For the converse, assume that properties (i) to (iii) hold for some tensor S.
We just need to show that srank(S) ≤ r since srank(T ) ≤ r will then follow
from Theorem 8. By Theorem 7 and (i), we have a decomposition S =∑k
i=1 v
⊗3
i where the vi are nonzero orthogonal vectors. By the second part of
Proposition 12, there is a matrix of rank k in the span of the slices of S. This
implies k ≤ r by (iii), and we have shown that srank(S) ≤ r as needed.
3.2 Complex tensors
Symmetric orthogonal decompositions over C were first studied in [13] in
the language of polynomials, where they are called orthogonal Waring de-
compostions. The corresponding set of tensors (or polynomials) was denoted
OWn(C). By contrast, [5] studied unitary rather than orthogonal decompo-
sitions of complex tensors. Recall from [13] that a symmetric tensor T of
size n is said to be in OWn(K) if one can write:
T =
n∑
i=1
αi(Aei)
⊗3 (8)
where α1, . . . , αn ∈ K, (e1, . . . , en) is the standard basis of K
n and A is an
orthogonal matrix (i.e., ATA = In). For K = R, we recover the notion of a
symetrically odeco tensor from Section 3.1. In the remainder of this section
we will be interested in the case K = C. The following characterization is in
the style of (7) and can be found in [13, Section 3.2].
Proposition 14. A symmetric tensor T of size n is in OWn(C) if and only
if we have
T =
k∑
i=1
v⊗3i
for some integer k ≤ n, where v1, . . . , vk are pairwise orthogonal non-
isotropic vectors of Cn.
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Here, orthogonality is defined with respect to the bilinear form 〈u, v〉 =
uT v like in the real case. We recall that a vector u is isotropic if it is
self-orthogonal, i.e., 〈u, u〉 = 0. In terms of slices we have the following
characterization, also from [13, Section 3.2].
Theorem 15. A symmetric tensor of size n is in OWn(C) if and only if its
slices are diagonalizable and pairwise commute.
The diagonalizability condition appears in the above theorem because,
in contrast to real symmetric matrices, complex symmetric matrices are
not always diagonalizable. The following lemma is the complex analogue
of Lemma 9.
Lemma 16. Let u1, . . . , ur be an arbitrary family of vectors in C
n. There
exists a family v1, . . . , vr of pairwise orthogonal non isotropic vectors of C
r+n
such that ui is the orthogonal projection of vi on its first n coordinates, i.e.,
ui = (vi1, . . . , vin).
Proof. We are now looking for a family w1, . . . , wr of vectors of C
r such that
〈ui, uj〉+〈wi, wj〉 is equal to 0 for i 6= j, and is different from 0 for i = j. Let
A ∈ Mr(C) be the symmetric matrix with entries Aij = −〈ui, uj〉, and let
B = A+ Ir. Like any complex symmetric matrix, B admits a decomposition
of the form B = LLT [12, Corollary 2.6.6], and we can take the rows of L as
our vectors wi (in particular, we obtain 〈vi, vi〉 = 1 for all i).
With this lemma in hand, we can now give the complex analogue of
Theorem 8.
Theorem 17. Let T be a complex symmetric tensor of size n. For any
integer r, srank(T ) ≤ r if and only if there is a complex symmetric tensor S
of size r + n such that:
(i) The slices of S are diagonalizable and pairwise commute.
(ii) T is a subtensor of S in the sense that Tijk = Sijk for all 1 ≤ i, j, k ≤ n.
(iii) srank(S) ≤ r.
Proof. One shows like in the real case that srank(T ) ≤ r follows from (ii)
and (iii). For the converse, assume that srank(T ) ≤ r, and let
T =
r∑
i=1
u⊗3i
be a corresponding decomposition. Let S =
∑r
i=1 v
⊗3
i where the pairwise
orthogonal non-isotropic vectors vi are given by Lemma 16. Condition (ii)
holds by construction of the vi, and (i) holds by Proposition 14 and Theorem
15. Condition (iii) holds as well since S is defined as a sum of r tensors of
rank 1.
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We conclude Section 3.2 with an analogue of Theorem 13.
Theorem 18. Let T be a complex symmetric tensor of size n. For any
integer r, srank(T ) ≤ r if and only if there is a complex symmetric tensor S
of size r + n such that:
(i) The slices of S are diagonalizable and pairwise commute.
(ii) T is a subtensor of S in the sense that Tijk = Sijk for all 1 ≤ i, j, k ≤ n.
(iii) Any matrix in the subspace spanned by the slices of S is of rank at
most r.
Proof. Suppose that srank(T ) ≤ r. Properties (i) and (ii) hold for the ten-
sor S constructed in Theorem 17. Property (iii) follows from the correspond-
ing property of Theorem 17 and from the first part of Proposition 12.
For the converse, assume that properties (i) to (iii) hold for some ten-
sor S. We just need to show that srank(S) ≤ r since srank(T ) ≤ r will then
follow from Theorem 17. By Theorem 15 and (i), we have a decomposition
S =
∑k
i=1 v
⊗3
i where the vi are pairwise orthogonal non-isotropic vectors.
In particular, the vi must be linearly independent. By the second part of
Proposition 12, there is a matrix of rank k in the span of the slices of S. This
implies k ≤ r by (iii), and we have shown that srank(S) ≤ r as needed.
4 Symmetric tensors: from independent decompo-
sitions to arbitrary decompositions
The characterizations of symmetric rank in Section 3 relied on earlier results
about orthogonal decompositions. In this section we give an alternative char-
acterization which relies instead on independent decompositions. These are
symmetric decompositions involving vectors that are assumed to be linearly
independent rather than orthogonal. The following theorem summarizes
some results from [14] regarding these decompositions.
Theorem 19. Let K be the field of real or complex numbers, and let S be a
symmetric tensor of size r over K with slices Z1, . . . , Zr. There are linearly
independent vectors v1, . . . , vr ∈ K
r such that S =
∑r
i=1 v
⊗3
i if and only if
the following two conditions are satisfied:
(i) The span of Z1, . . . , Zr contains an invertible matrix.
(ii) For any invertible matrix Z in this span, the r matrices Z−1Zi commute
and are diagonalizable over K.
Proof. This is essentially the content of [14, Theorem 23] except that in that
reference, property (ii) is replaced by:
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(ii’) The slices Z1, . . . , Zr are simultaneously diagonalizable by congruence.
Assume first that K = C. If (i) and (ii) hold then (ii’) must hold by [14,
Theorem 7]. Conversely, if (i) and (ii’) hold then [14, Theorem 7] shows that:
1. The matrices Z−1Zi commute for any invertible matrix Z in the span
of the Zi.
2. There exists an invertible matrix Z in the span such the matrices Z−1Zi
are diagonalizable.
It is easily checked that the proof of [14, Theorem 7] implies that the above
diagonalizability property holds not only for some invertible matrix Z in the
span, but for any invertible matrix Z in the span. Hence (ii) follows from (i)
and (ii’). For the field of real numbers, the arguments are very similar and
can be found in [14, Section 2.3].
As a variation on Theorem 19, one could replace (i) and (ii) by:
(iii) There exists an invertible matrix Z in the space of Z1, . . . , Zr such that
that the matrices Z−1Zi commute and are diagonalizable over K.
With Theorem 19 in hand, we can now give a characterization of symmetric
tensor rank under the relatively mild assumption that the span of slices
contains an invertible matrix.
Theorem 20. Let K be the field of real or complex numbers, and let T
be a symmetric tensor of size n over K. Assume moreover that the span
of the slices of T contains an invertible matrix. For any integer r ≥ n,
srank(T ) ≤ r if and only if there is a symmetric tensor S of size r with
slices Z1, . . . , Zr such that:
(i) The span of Z1, . . . , Zr contains an invertible matrix.
(ii) For any invertible matrix Z in this span, the matrices Z−1Zi commute
and are diagonalizable over K.
(iii) T is a subtensor of S in the sense that Tijk = Sijk for all 1 ≤ i, j, k ≤ n.
Proof. Suppose that T =
∑r
i=1 u
⊗3
i where u1, . . . , ur ∈ K
n. Since the span
of the slices of T contains an invertible matrix, the family u1, . . . , ur must
be of rank n by Proposition 12. Consider the r × n matrix having the ui as
row vectors. We can attach to this matrix r − n column vectors in order to
obtain a matrix V of rank r. Let v1, . . . , vr ∈ K
r be the row vectors of V and
let S =
∑r
i=1 v
⊗3
i . Property (iii) holds for S by construction. Properties (i)
and (ii) follow from Theorem 19 since the family v1, . . . , vr is of rank r. Note
that (i) also follows from Proposition 12.
For the converse, assume that properties (i) to (iii) hold for S. By Theo-
rem 19 there are vectors v1, . . . , vr such that S =
∑r
i=1 v
⊗3
i . By (iii) we have
T =
∑r
i=1 u
⊗3
i where u1, . . . , ur are obtained from the first n coordinates of
v1, . . . , vr.
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5 Ordinary tensors: from orthogonal decomposi-
tions to arbitrary decompositions
The characterizations of tensor rank given in this section rely on appropriate
generalizations of the orthogonal decompositions of Section 3 to the setting
of ordinary tensors.
5.1 Real tensors
Following [5], a real ordinary tensor of size n is said to be odeco if one can
write
T =
k∑
i=1
ui ⊗ vi ⊗ wi (9)
where each of the 3 lists (u1, . . . , uk), (v1, . . . , vk), (w1, . . . , wk) is made of k
nonzero, pairwise orthogonal vectors of Rn. A characterization of odeco
tensors by degree 2 equations was obtained in [5]. Like in Section 3.1 we
will work instead with a characterization in terms of slices:
Theorem 21. For a real tensor T of size n, the two following properties are
equivalent:
(i) If (T1, . . . , Tn) denotes the tuple of x-slices of T , or its tuple of y-slices,
or its tuple of z-slices then the matrices TkT
T
l and T
T
k Tl are symmetric
for all k, l ∈ {1, . . . , n}.
(ii) T is odeco.
This result from [13, Section 4] is the ordinary analogue of Theorem 7. As
pointed out in that paper, property (i) implies in particular that the matrices
TkT
T
l pairwise commute, and that the matrices T
T
k Tl pairwise commute. The
following characterization of tensor rank is the ordinary analogue of Theorem
8.
Theorem 22. Let T be a real tensor of size n. For any integer r, rank(T ) ≤
r if and only if there is a real tensor S of size r + n such that:
(i) The x, y and z-slices of S satisfy property (i) from Theorem 21.
(ii) T is a subtensor of S in the sense that Tijk = Sijk for all 1 ≤ i, j, k ≤ n.
(iii) rank(S) ≤ r.
The proof is omitted since it is a straightforward adaptation of the proof
of Theorem 8 (instead of Theorem 7, we just need to evoke Theorem 21).
The final result of Section 5.1 is the ordinary counterpart of Theorem 13.
Its proof is omitted for the same reason.
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Theorem 23. Let T be a real tensor of size n. For any integer r, rank(T ) ≤
r if and only if there is a real tensor S of size r + n such that:
(i) The x, y and z-slices of S satisfy property (i) from Theorem 21.
(ii) T is a subtensor of S in the sense that Tijk = Sijk for all 1 ≤ i, j, k ≤ n.
(iii) Any matrix in the subspace spanned by the z-slices of S is of rank at
most r.
Remark 24. Let T be a real tensor of size n, and let S be the tensor con-
structed from T in the above theorem. Property (iii) is about the z-slices
of S, but the x and y slices of S also satisfy the same property. A similar
remark will apply to Theorem 28 in Section 5.2.
5.2 Complex tensors
Like in the symmetric case, orthogonal decompositions of complex ordinary
tensors were first studied in [13]. The corresponding set of tensors (or polyno-
mials) was denoted OTn(C). Let K be the field of real or complex numbers.
Recall from [13] that a tensor T of size n is said to be in OTn(K) if one can
write:
T =
n∑
i=1
αi(Aei)⊗ (Bei)⊗ (Cei) (10)
where α1, . . . , αn ∈ K, (e1, . . . , en) is the standard basis of K
n and A,B,C
are three orthogonal matrices. For K = R, we recover the notion of an odeco
tensor from Section 5.1. In the remainder of this section we will be interested
in the case K = C. The following characterization is the ordinary analogue
of Proposition 14.
Proposition 25. A tensor T of size n is in OTn(C) if and only if we have
T =
k∑
i=1
ui ⊗ vi ⊗ wi
for some integer k ≤ n, where each of the 3 lists (u1, . . . , uk), (v1, . . . , vk),
(w1, . . . , wk) is made of k pairwise orthogonal non-isotropic vectors of C
n.
In terms of slices we have the following characterization [13, Section 4.2].
Theorem 26. A complex tensor T of size n admits an orthogonal decompo-
sition iff the x-slices of T satisfy the following conditions:
(i) for each k, XTk Xk is diagonalizable and rankXk = rankX
T
k Xk,
(ii) the matrices XkX
T
l and X
T
k Xl are symmetric for all k, l ∈ {1, . . . , n},
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and the y and z-slices satisfy the same conditions.
The next result is the ordinary analogue of Theorem 17, and the complex
analogue of Theorem 22.
Theorem 27. Let T be a complex tensor of size n. For any integer r,
rank(T ) ≤ r if and only if there is a complex tensor S of size r+n such that:
(i) The x, y and z-slices of S satisfy the conditions of Theorem 26.
(ii) T is a subtensor of S in the sense that Tijk = Sijk for all 1 ≤ i, j, k ≤ n.
(iii) rank(S) ≤ r.
The proof is omitted since it is a straightforward adaptation of the proof
of Theorem 17 (instead of Proposition 14 and Theorem 15, we just need to
apply Proposition 25 and Theorem 26). The final result of Section 5.2 is
the ordinary counterpart of Theorem 18, and the complex counterpart of
Theorem 23. Its proof is omitted for the same reason.
Theorem 28. Let T be a complex tensor of size n. For any integer r,
rank(T ) ≤ r if and only if there is a complex tensor S of size r+n such that:
(i) The x, y and z-slices of S satisfy the conditions of Theorem 26.
(ii) T is a subtensor of S in the sense that Tijk = Sijk for all 1 ≤ i, j, k ≤ n.
(iii) Any matrix in the subspace spanned by the z-slices of S is of rank at
most r.
6 Ordinary tensors: from independent decomposi-
tions to arbitrary decompositions
In this section we generalize the notion of independent decomposition from
Section 4 to the setting of ordinary tensors. As it turns out, we only need to
assume that each of the two families (u1, . . . , ur), (v1, . . . , vr) in (3) is made
of linearly independent vectors; no assumption is made about the family
(w1, . . . , wr). Then we give a characterization of the set of decomposable
tensors, and we use it to prove Theorems 2 and 4.
6.1 Independent decompositions of ordinary tensors
Theorem 29 (simultaneous diagonalization by equivalence). Let A1, . . . , Ak
be matrices of size n and assume that their span contains an invertible
matrix A. There are diagonal matrices Di and two nonsingular matrices
P,Q ∈ Mn(K) such that Ai = PDiQ for all i = 1, . . . , k if and only if the
k matrices A−1Ai (i = 1, . . . , k) form a commuting family of diagonalizable
matrices.
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Proof. We will show this for the special case A = A1. The general case
follows easily since the tuple (A1, . . . , Ak) is simultaneously diagonalizable
by equivalence if and only if the same is true of the tuple (A,A1, . . . , Ak).
Suppose first that Ai = PDiQ where P,Q are nonsingular and the Di
diagonal. Since A1 is invertible, the same is true of D1 and we have A
−1
1 Ai =
Q−1D−11 DiQ. These matrices are therefore diagonalizable, and they pairwise
commute.
Assume conversely that the A−11 Ai form a commuting family of diago-
nalizable matrices. This is well known to be a necessary and sufficient con-
dition for simultaneous diagonalization by similarity [12, Theorem 1.3.21]:
there must exist a nonsingular matrix Q and diagonal matrices D2, . . . ,Dk
such that A−11 Ai = Q
−1DiQ for i = 2, . . . , k. Let P = A1Q
−1. We
have A1 = PD1Q where D1 is the identity matrix, and for i ≥ 2 we have
PDiQ = A1Q
−1DiQ = A1(A
−1
1 Ai) = Ai.
Theorem 30. Let S be a tensor of format r×r×p over K, with an invertible
matrix Z in the span of its z-slices. The following properties are equivalent:
(i) There is a family (w1, . . . , wr) of vectors of K
p and two linearly inde-
pendent families (u1, . . . , ur), (v1, . . . , vr) of vectors of K
r such that
S =
r∑
i=1
ui ⊗ vi ⊗ wi.
(ii) The p matrices Z−1Zi commute and are diagonalizable over K.
Proof. By Proposition 5, (i) is equivalent to the existence of two invertible
matrices U and V and of diagonal matrices D1, . . . ,Dp of size r such that the
z-zlices of S satisfy Zi = U
TDiV for i = 1, . . . , p. This is in turn equivalent
to (ii) by Theorem 29.
6.2 A characterization of tensor rank
We can derive from Theorem 30 a characterization of tensor rank under the
relatively mild assumption that the spans of z-slices contains an invertible
matrix. This is the ordinary analogue of Theorem 20. This result already
appears as Theorem 4 in Section 1. We reproduce its statement below for
the reader’s convenience.
Theorem 31. Let T be a tensor of format n × n × p over K. Assume
moreover that the span of the z-slices of T contains an invertible matrix. For
any integer r ≥ n, rank(T ) ≤ r if and only if there is a tensor S ∈ Kr×r×p
with z-slices Z1, . . . , Zp such that:
(i) The span of Z1, . . . , Zp contains an invertible matrix.
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(ii) For any invertible matrix Z in the span of Z1, . . . , Zp, the matrices
Z−1Zi commute and are diagonalizable over K.
(iii) T is a subtensor of S in the sense that Tijk = Sijk for 1 ≤ i, j ≤ n and
1 ≤ k ≤ p.
Proof. Suppose that T =
∑r
i=1 ui ⊗ vi ⊗ wi with ui, vi ∈ K
n and wi ∈ K
p.
Since the span of the z-slices of T contains an invertible matrix, it follows
from Proposition 12 that each of the 2 families (u1, . . . , ur) and (v1, . . . , vr)
must be of rank n. Consider the r×nmatrix having the ui as row vectors. We
can attach to this matrix r−n column vectors in order to obtain a matrix U ′
of rank r. We can likewise obtain a matrix V ′ ∈ GLr(K) from the vi.
Let (u′1, . . . , u
′
r) and (v
′
1, . . . , v
′
r) be the 2 families of vectors of K
r obtained
respectively from the rows of U ′ and V ′. Finally, let S =
∑r
i=1 u
′
i ⊗ v
′
i ⊗wi.
Property (iii) holds for S by construction. Properties (i) and (ii) follow from
Theorem 30 since the 2 families (u1, . . . , ur) and (v1, . . . , vr) are made of
linearly independent vectors.
For the converse, assume that properties (i) to (iii) hold for S. By The-
orem 30 there are vectors u′i, v
′
i, wi such that S =
∑r
i=1 u
′
i⊗ v
′
i⊗wi. By (iii)
we have T =
∑r
i=1 ui ⊗ vi ⊗ wi where ui and vi are obtained respectively
from the first n coordinates of u′i and v
′
i.
6.3 Making slices commute again
Compared to e.g. Theorem 18, there is an unpleasant complication in The-
orem 31: the commutation property that we have obtained is not directly
for the slices Zi of S, but for matrices of the form Z
−1Zi. In Theorem 33
we will obtain a simpler commutation property, directly for the slices of S.
The price to pay is that we do not obtain an exact characterization of tensor
rank like in Theorems 18 or 31. Toward the proof of Theorem 33 we need
the following simple fact, already used in [24].
Lemma 32. Let U and V be two r×n matrices such that UTV = In. Then
r ≥ n, and one can add r − n columns to U and V in order to obtain two
r × r matrices which satisfy U ′TV ′ = Ir.
Proof. We have r ≥ n since rank(UTV ) ≤ max(rank(U), rank(V )). Since
U has full column rank, we can add r − n columns in order to obtain an
invertible matrix U ′. The inverse of U ′T is obtained by adding r−n columns
to V .
Theorem 33. Let T be a tensor of format n × n × p over K and let r =
rank(T ). There exists a tensor S of format (r+n)× (r+n)×p with z-slices
Z1, . . . , Zp such that:
(i) The Zi commute and are diagonalizable over K.
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(ii) T is a subtensor of S in the sense that Tijk = Sijk for all 1 ≤ i, j ≤ n
and 1 ≤ k ≤ p.
Note that this is just a restatement of Theorem 2 since we can form a
tensor T from any tuple of matrices.
Proof. This is a variation on the proof of Theorem 31, with some additional
elements coming from the proof of Strassen’s theorem [24]. Very roughly, the
two main steps are: to construct a tensor T ′ of rank at most r+ n obtained
from T by addition of a (1 + p)-th slice equal to the identity matrix; and
then to apply the construction of Theorem 31 to T ′ in order to obtain a
tensor S′ with p+1 slices and a last slice Zp+1 equal to the identity matrix.
Theorem 31 applied with Z = Zp+1 then shows that the slices of S
′ must
commute. We can therefore take for S the tensor made of the first p slices
of S′.
Let us now describe the construction of T ′. Consider a decomposition
T =
∑r
i=1 ui ⊗ vi ⊗ wi. We will take T
′ =
∑r+n
i=1 u
′
i ⊗ v
′
i ⊗ w
′
i where:
1. For i ≤ r, u′i = ui, v
′
i = vi and w
′
i ∈ K
p+1 is obtained from wi by
addition of a last coordinate w′i,p+1 = 1.
2. For i > r, w′i is equal to ep+1, the (1 + p)-th vector of the standard
basis of Kp+1. It will be important at the end of the proof that we
chose w′i,p+1 = 1 for all i.
These two conditions ensure that the first p slices of T ′ are those of T .
Moreover, in the last n terms
∑
i>r u
′
i ⊗ v
′
i ⊗ ep+1 of the decomposition
of T ′, the factor
∑
i>r u
′
i ⊗ v
′
i can be made equal to any matrix of size n by
an appropriate choice of the u′i and v
′
i. In particular, we can choose these
vectors so that T ′ has the identity matrix as its last slice.
Next we describe the construction of S′ from T ′. Since T ′ has a slice of
rank n (the last one), by Proposition 12 the two families (u′1, . . . , u
′
r+n) and
(v′1, . . . , v
′
r+n) must be of rank n. We can now proceed as in the proof of
Theorem 31. Namely, let U ′ be the (r + n)× n matrix having the u′i as row
vectors. We can attach to this matrix r column vectors in order to obtain a
matrix U ′′ of rank r + n. We can likewise obtain a matrix V ′′ ∈ GLr+n(K)
from the v′i. By construction, T
′ is a subtensor of
S′ =
r+n∑
i=1
u′′i ⊗ v
′′
i ⊗ w
′
i (11)
where the u′′i and v
′′
i are respectively the rows vectors of U
′′ and V ′′. More-
over, property (ii) in Theorem 31 shows that we have the following property
for the slices Zi of S
′:
(ii’) For any invertible matrix Z in the span of Z1, . . . , Zp+1, the matrices
Z−1Zi commute and are diagonalizable over K.
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Therefore, if we can take Z = Ir+n in (ii’) we have obtained Theorem 33.(i).
As a result, all that remains to be done is to show that we can obtain
Zp+1 = Ir+n. We will obtain this property by a careful choice of the matrices
U ′′ and V ′′. First, note that since In is the last slice of T
′ we have
U ′TDp+1V
′ = In
by (4), where Dp+1 = diag(w1,p+1, . . . , wr+n,p+1). Remembering that we
chose wi,p+1 = 1 for all i, this yields U
′TV ′ = In. By Lemma 9 we can add r
columns to U ′ and V ′ in order to obtain (r+n)×(r+n) matrices U ′′ and V ′′
which satisfy U ′′TV ′′ = Ir+n. We conclude that the last slice of the tensor S
in (11) is equal to U ′′TDp+1V
′′ = U ′′TV ′′ = Ir+n, as needed. Finally, as
announced at the beginning of the proof we take for S the tensor made of
the first p slices of S′.
As our final result we observe that Theorem 33 (i.e., Theorem 2) is tight
up to the additive term n.
Theorem 34. Let (A1, . . . , Ap) be a tuple of p matrices of Mn(K). If these
matrices can be embedded as submatrices in a commuting tuple of p diago-
nalizable matrices of size N , we must have N ≥ rank(T ) where T denotes
the tensor with slices (A1, . . . , Ap).
Proof. Let (Z1, . . . , Zp) be the commuting tuple and let S be the tensor
with slices Z1, . . . , Zp. Since the Zk commute and are diagonalizable, they
are simultaneously diagonalizable: there are diagonal matrices D1, . . . ,Dp
and an invertible matrix P such that Zk = P
−1DkP for 1 ≤ k ≤ p. By
Proposition 5 we have rank(S) ≤ N , and rank(T ) ≤ N follows since T is a
subtensor of S.
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Appendix: Completing the proof of Strassen’s theo-
rem
Most of the elements of the proof of Theorem 1 can be found scattered in
Sections 2 and 6. In this appendix we tie up the loose ends. Recall from
Section 2.2 that the second step of the proof is a version of Theorem 4 for a
tensor with the identity matrix as its first slice. The precise statement is as
follows; we will need to apply it to a tensor T with only p = 3 slices.
Proposition 35. Let T be a tensor of format n × n × p over K, with the
identity matrix In as its first slice. Assume moreover that T admits a de-
composition as a sum of r rank 1 tensors as in (3) with wi1 6= 0 for all i.
Then there is a tensor S ∈ Kr×r×p with z-slices Z1, . . . , Zp such that:
(i) Z1 = Ir.
(ii) The Zi commute and are diagonalizable over K.
(iii) T is a subtensor of S in the sense that Tijk = Sijk for 1 ≤ i, j ≤ n and
1 ≤ k ≤ p.
Proof. We will assume that wi1 = 1 for all i. This is without loss of generality
since wi can be multiplied in (3) by w
−1
i1 and ui (or vi) by wi1 if necessary.
We can now proceed like in the proof of Theorem 33, with the role of the
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additional (1 + p)-th slice now played by Z1. Namely, let U, V be the two
r×n matrices having respectively the ui and vi as row vectors. Since T has
In as its first slice we have U
TV = UTD1V = In by (4). By Lemma 32 we
can add r−n columns to U and V in order to obtain two r×r matrices which
satisfy U ′TV ′ = Ir. Then we define S =
∑r
i=1 u
′
i⊗v
′
i⊗wi like in the proof of
Theorem 31, where the u′i, v
′
i are the row vectors of U
′ and V ′. Property (iii)
holds by construction of S and (i) follows from (4). Property (ii) follows
from Theorem 30 applied with Z = Z1.
As explained in Section 2.2, after applying the above proposition we can
conclude with Lemma 6. We therefore have a proof of Theorem 1 under the
hypothesis that wi1 6= 0 for all i. We complete the proof with a perturbation
argument. Consider r sequences (w
(k)
i )k≥0 of vectors of C
n such that wi =
limk→+∞w
(k)
i and w
(k)
i1 6= 0 for all i and for all k. Our result can be applied
to the tensors
T (k) =
r∑
i=1
ui ⊗ vi ⊗ w
(k)
i :
we have
rank(T (k)) ≥ n+
1
2
rank(A
(k)
2 B
(k)
1 A
(k)
3 −A
(k)
3 B
(k)
1 A
(k)
2 ) (12)
where the A
(k)
i are the slices of T
(k) and B
(k)
1 is the inverse of A
(k)
1 . Note that
the inverse is well-defined for large enough k since the slices of T (k) converge
to those of T . Moreover we have
rank(A
(k)
2 B
(k)
1 A
(k)
3 −A
(k)
3 B
(k)
1 A
(k)
2 ) ≥ rank(A2A
−1
1 A3 −A3A
−1
1 A2) (13)
for large enough k by lower semicontinuity of matrix rank, and rank(T (k)) ≤
r = rank(T ) by construction of T (k).
Instead of this pertubation argument, Strassen used an induction on the
number of indices for which wi1 = 0. Another difference with our proof lies
in Proposition 35: he did not consider the case p > 3, which is not needed
for the proof of Theorem 1. Also, he did not phrase this argument as an
embedding of T in a bigger tensor S. Instead, he constructed directly the
two matrices Z2 and Z3, denoted Bˆ and Cˆ in his paper.
Border rank
Recall that a tensor T is said to be of border rank at most r if there exists a
sequence (T (k)) of tensors converging to T such that rank(T (k)) ≤ r for all k.
The border rank is denoted rank(T ); by definition, rank(T ) ≤ rank(T ). For
the sake of completeness, we show that the the right-hand side of (1) not
only provides a lower bound on rank(T ), but also on rank(T ). This follows
from the argument that we just used to complete the proof of Theorem 1.
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Consider indeed any sequence (T (k)) of tensors converging to T . As pointed
out above, the first slice of T (k) must be invertible for all large enough k,
and then (12) holds by Theorem 1. Finally, (13) holds for large enough k by
lower semicontinuity of matrix rank.
Instead of this direct argument, Strassen completed the proof of his bor-
der rank lower bound by a more algebraic argument. He showed that the
set of tensors of border rank at most r is included in a variety defined by an
explicit system of polynomial equations, obtained from (1) by clearing out
the denominator det(A1) from A
−1
1 on the right-hand side. These equations
are called the "Strassen equations" in [15, 16]. One can consult these two
references for other proofs of Theorem 1 in its border rank version.
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