ABSTRACT
INTRODUCTION
The coupling effects of fluid sloshing have been studied experimentally and numerically in many contexts. A brief literature survey is as follows. Rognebakke and Faltinsen [2] compare the coupled behavior of sloshing and ship motions for experimental and numerically simulated results. A linear numerical two degree of freedom model with sway-roll coupling is used by Dillingham and co-authors to analyze dynamic effects of water on deck under the assumption of shallow water theory [3, 4] . Later work by Laranjinha, Falzarano, and Soares considered a linearized numerical six degree of freedom ship motion model analogous to the method put forth by Dillingham [5] . Authors have considered such problems when investigating issues such as flow in anti-roll tanks [6] amongst other applications.
The studies cited above establish the importance of addressing nonlinearities in this phenomena. The work presented here investigates the coupling effects of fluid sloshing experimentally for a simulated LNG carrier with a free surface in two on-board tanks. This paper then surveys and applies to the data nonlinear and chaotic time series analysis tools such as Lyapunov exponents.
The use of Lyapunov exponents to study capsize has been touched upon in the literature for both naval architecture and nonlinear dynamics. In recent years the Lyapunov exponent has been calculated from equations of motion for the mooring problem [7] , single degree of freedom capsize models [8] [9] [10] , and works studying the effects of rudder angle while surf-riding as it leads to capsize [11] . Additionally, the authors conducted a study of the use of Lyapunov exponents and finite-time Lyapunov exponents to investigate large amplitude vessel roll motions in beam seas for a multi-degree of freedom numerical model in comparison to experimental results [12, 13] .
The paper is organized as follows: experimental setup and data collection method are explained followed by background, theory, and application of surrogate data tests for nonlinearity as well as background, theory, and application of Lyapunov exponents to detect chaotic behavior. 
DATA COLLECTION FOR SIMULATED LIQUIFIED NAT-URAL GAS CARRIER (LNG) EXPERIMENTATION IN BEAM SEAS
Testing was conducted at the University of Michigan's towing tank facility on a box barge model designed to simulate an LNG carrier. The general methodology used to collect data was similar to that used by Obar, Lee, and coauthors [14] [15] [16] for capsizing experiments. The towing tank measures 109.7 m long, 6.7 m wide, and 3.05 m deep with a plunger style wave maker. The model, with principle dimensions as given by Figure  1 , was placed in a test section spanning 4.06 m about the marker at 30.48 m of the length of the facility. A drawing of the test section layout appears in Figure 2 . Four red LED lights were mounted on the model, as shown in Figure 1 and four lights outlined the test section as indicated in Figure 2 . These four indicator lights in the test section are used to correct for camera twist angle as well as to indicate the wave maker-on command signal.
In the fore and aft bays of the model, wooden tanks, each with a capacity of approximately 300,000 cubic centimeters, were placed and filled 75% full with water, resulting in a vessel draft of approximately 18.9 cm, for twenty experimental runs. Video files were recorded in MPEG format, decompiled into frames and then analyzed using a Matlab program written to detect the red component within the video frame above a given threshold. Employing four LED's on the physical model allows for calculation of six state variables in roll, roll velocity, heave, heave velocity, sway, sway velocity as well as the magnitude of yaw with redundancy. No release mechanism was used, rather tethers were attached to load cells on the model with an For additional redundancy, accelerometers and an inclinometer were attached to the model (as shown in Figure 1 ) to provide roll, sway, and heave accelerations. To calculate RAO values from the displacements as defined by the LED motions, the magnitude of motion was calculated from the difference of the peak to trough values for the maximum time interval permissible before reflected waves reach the model, usually from 10-30 cycles depending on wave length. RAO values from accelerations are calculated using a fast Fourier transform (FFT) of the accelerometer output. FFT's proved inaccurate for use with the displacement time series measured from LED's due to non-zero heel angles and drift. Instead, the LED RAO values were calculated through direct measurement of peak/trough values of the time series as stated previously. A test matrix of wave amplitude/period pairings investigated is shown in Table 1 .
SURROGATE DATA TESTING FOR NONLINEARITY IN VESSEL ROLL TIME SERIES Introduction
Before one can conduct tests for chaos, i.e. using techniques such as Lyapunov exponents, it is important to verify that the behavior studied is in fact nonlinear rather than representing a linear random process perhaps with transients and/or noise. Intuitively, large amplitude roll motions are highly nonlinear phenomena due to nonlinearities associated with system stiffness and damping. However, for all runs, and particularly those that yielded relatively small roll angles, it is important to demonstrate nonlinearity within the time series prior to applying tools of nonlinear systems analysis. Simply because a system is known to contain nonlinearities does not necessitate that those nonlinearities are reflected in the time series gathered [17] . This section presents a brief application of surrogate data testing to vessel roll motion time series. This section contains analysis of data collected from tests of a box barge containing two tanks filled to a 75% filling ratio with water to simulate the dynamics of an LNG carrier as described previously. For those cases containing large amplitude roll motions one expects to find nonlinearities present. However this point is far more subtle for the case of fluid sloshing in tanks onboard. The nonlinear time series analysis programs in the TISEAN package are used extensively throughout this section [1, 17, 18] .
Stationarity
Many algorithms used to test for nonlinearity require stationarity since non-stationarity introduces a range of additional difficulties [19] [20] [21] . A relatively simple, qualitative way to test for stationarity is to generate and examine recurrence plots [18, 21, 22] . A recurrence plot searches a given time series and notes the indices of pairs of points within some predetermined distance of each another [18] . For example, if the predetermined separation for the roll time series is 0.1 degrees, and the first and fifth entries in the time series are separated by 0.05 degrees, one would place a dot at the (i,j) coordinate pair (1, 5) . , which gives a simplistic model for single degree of freedom vessel rolling. As one would expect of this stationary process there is no distinct trend towards the diagonal. Figure 5 (d) is a plot generated from a sample time series from different, previous experiments which led to capsize [12, 14, 16] . This clearly shows a strong tendency towards the diagonal indicating non-stationarity [18] . Figures 5(b) and 5(c) are for experimental time series of a barge with water sloshing in tanks within the hull described previously and a non-capsize run from the aforementioned capsize experiments with large amplitude roll [12, 14, 16] . The sloshing data demonstrates reasonably stationary behavior and is indicative of the bulk of the LNG carrier experiments.ẍ
Surrogate data testing background Upon establishing stationarity one can use a number of surrogate data tests to determine nonlinearity. Typically, surrogate data methods of testing for nonlinearity consist of formulating a null hypothesis of linearity, generating surrogate data sets consistent with the null hypothesis, then calculating and comparing a discriminating statistic for the original and surrogate data [19] . If the original data's discriminating statistic is an outlier from those calculated for the collection of surrogate data then the null hy- pothesis is rejected at some amount of certainty dependent upon the number of surrogates used, i.e. if one desires a probability of false rejection of α * 100% then 1 α − 1 or 2 α − 1 surrogate time series are required for a one-sided or two-sided test respectively [17] . This process of using surrogates to define a range of values to which to compare the discriminating statistic of the source data is referred to as 'bootstrapping' [23] . For the study presented herein, two types of tests were used. The first is a one-sided test to detect small nonlinear prediction errors [17] and the second test is a two-sided test for symmetry with respect to time [17, 20] .
Generation of surrogate time series and description of two surrogate data tests. Surrogate data is generated using a Monte Carlo resampling technique. The surrogate data is constrained to contain the same linear properties, (e.g. mean, Fourier amplitudes, power spectrum, and autocorrelation function) as the original data and to be consistent with the null hypothesis of a stationary Gaussian linear random process. Surrogate data is otherwise random [17, 19, 21, 23, 24] . This study employs the routine surrogates developed in the TISEAN software package. For further details refer to Kantz and Schreiber [21] , Hegger and Kantz [18] , and Schreiber and Schmitz [17] .
The nonlinear prediction error algorithm predict from the TISEAN package is used as the first test for nonlinearity. The algorithm is based upon the principal that to predict a future state given the present, one can search all past states for those closest to the present and use the data immediately following those past states as predictors for the future state. That is, if we wish to predict the value of θ N+1 given θ N and can find values close to θ N at θ n for n < N, then we can estimate θ N+1 using values for θ n+1 [1, 21] . The implementation of this is nontrivial; details can be found in Schreiber and Schmitz [17] , Hegger et al [1] , and Kantz and Schreiber [21] .
The discriminating statistic for this method is the root mean square of the prediction errors (the difference between the initial time series and the predicted series) [1] . As a one-sided statistic, to reject the null hypothesis of a stationary linear Gaussian random process at a 99% certainty we must compare the discriminating statistic with those of 99 surrogate time series. If the root mean square of the prediction error for the source data is smaller than those of the surrogates the null hypothesis may be rejected [1] . Note, non-rejection does not necessitate linearity; non-rejection simply implies that either the null hypothesis is true or the particular discriminating statistic is unable to detect the nonlinearity of the data [22] . For this reason if the prediction error test yielded non-rejection, the time reversal test was also conducted.
The statistics of a stationary linear stochastic process are symmetric with respect to time, i.e. they are reversible [17, 20] . This property can be used as a null hypothesis in surrogate data testing in the form of time reversal tests using higher order statistics. Measuring time asymmetry is a relatively simple process with the test statistic normally being a summation of differences of values in the time series to some power. The TISEAN algorithm timerev implements Equation 2 to calculate the discriminating statistic [1, 17] .
Because this is a higher order statistic, it is particular strong for detecting weak nonlinearities [17] . This is a two-sided statistic, thus to test this null hypothesis to a 99% level of certainty 199 surrogate time series are generated. If this higher order discriminating statistic for the original data is an outlier on either end of the spectrum then the time asymmetry of the data is significantly different from that of surrogates containing the same linear properties. The null hypothesis of a stationary linear Gaussian random process may be rejected at the 99% level of significance [1] .
Results
This section presents the results of application of the methods discussed previously to experimental tests for water sloshing in 75% full tanks in a vessel simulating an LNG carrier in beam seas. The prediction error test was first conducted on each of the twenty experimental runs with 99 surrogate time series generated for each run. The use of this method allowed for rejection of the null hypothesis at a 99% confidence for five of the runs. The time reversal test was conducted on the remaining 15 experimental runs using 199 surrogate time series for each run. This allowed for the rejection of the null hypothesis at a 99% level of confidence for an additional eight test runs. Figure  6 plots the roll response amplitude operator as a function of frequency with rejection or non-rejection of the null hypothesis indicated for each run. Graphically it is apparent that there is a transitional area of questionably nonlinearity for wave periods between 1-1.5 seconds. In this region more than half the runs did not yield rejection of the null hypothesis while few runs rejected the null hypothesis indicating likely nonlinearity. Through the steepest region of the figure all runs indicated rejection of the null hypothesis, while at the longest wave periods again, there were some experimental time series for which the given tools were unable to reject the null hypothesis or which are, in fact, representative of linear motions.
It is possible that this is due to a corrective force from the sloshing creating linear ship motions. For example, if the fluid motion is tuned to be ideally out of phase with the vessel motion, resulting roll angles may be smaller than had there been no fluid present at all, as implemented in anti-roll tanks aboard real vessels. The implications of this result are that when conducting further analysis using nonlinear tools such as Lyapunov exponents, only those runs for which the null hypothesis can be rejected may be justifiably studied.
USING LYAPUNOV EXPONENTS TO IDENTIFY CHAOTIC VESSEL BEHAVIOR Background
The method of Lyapunov characteristic exponents serves as a useful tool to quantify chaos. Specifically, Lyapunov exponents measure the rates of convergence or divergence of nearby trajectories [25, 26] and methods of calculation of the Lyapunov exponents from numerical and experimental systems are well established [1, [26] [27] [28] [29] [30] [31] [32] [33] . Negative Lyapunov exponents indicate convergence, while positive Lyapunov exponents demonstrate divergence and chaos. The magnitude of the Lyapunov exponent is an indicator of the time scale on which chaotic behavior can be predicted or transients decay for the positive and negative exponent cases respectively [26] . If one considers a ball of points in N-dimensional phase space, in which each point follows its own trajectory based upon the system's equations of motion, over time, the ball of points will collapse to a single point, will stay a ball, or will become ellipsoid in shape [34] . A common measure of the rate at which this infinitesimal ball collapses or expands is the Lyapunov exponent. For a system of equations written in state-space formẋ = u(x), small deviations from the trajectory can be expressed by the equation δẋ i = (∂u i /∂x j )δx j [35] . δx is a vector representing the deviation from the trajectory with components for each state variable of the system. The maximal Lyapunov exponent is then defined by Equation 3. 1 Often times only the maximal Lyapunov exponent is discussed since the maximal exponent is simplest to calculate from a time series and yields the greatest insight into the dynamics of the system. However, for a space with dimension N, there are N Lyapunov exponents which make up the Lyapunov spectrum and correspond to the rate of expansion or contraction of the principal axes of the infinitesimal N-dimensional ball. For example, after ordering Lyapunov exponents with λ 1 being the largest and λ N being the smallest, the length of the most rapidly growing principal axis is proportional to e λ 1 t , the area of the two most rapidly growing principal axes is proportional to e (λ 1 +λ 2 )t , etc... [31] . 1 The Lyapunov exponent is defined with the logarithm base e. Depending on the nature of the application, at times the exponent is calculated base 2 in order to allow the output to be expressed in terms of bits per second. This lends physical insight as to a rate at which information about the state of the system is created or destroyed [36] . For consistency, in this work, the exponent is always calculated using the true definition base e and is therefore expressed with units of 1/time.
One can draw conclusions about the nature of the dynamical system from the spectra assembled. For a one-dimensional system a positive Lyapunov exponent indicates chaos, a negative exponent defines a stable attractor, and a zero value represents an orbit with marginal stability [31] . For the case of a threedimensional system there are three Lyapunov exponents making up the spectra. A fixed point consists of all negative exponents. A limit cycle's spectrum would have two negative values and a zero. A two-torus has two zeros and a negative value in it's spectrum, and a strange attractor has one each of positive, negative, and zero values [31] . This pattern can be extended to higher dimensional spaces.
Lyapunov exponents from experimental time series
This section surveys developments in techniques to calculate Lyapunov exponents from experimental time series. Using the methods discussed in the Theory subsection, Lyapunov exponents for the experimental results studying the dynamics of fluid sloshing in tanks onboard a LNG carrier, are calculated and discussed.
Theory.
A large volume of work has been dedicated to the problem of calculating Lyapunov exponents from experimental time series. A number of researchers have developed methods which can be divided into two distinct approaches, direct methods and tangent space methods.
Direct methods consist of searching the time series for neighbors at any given point and calculating expansion rates through comparison to these neighboring points. The first such method was that of Wolf, et al. [31] . Wolf, et al. [31] developed a methodology in which one can calculate the largest positive Lyapunov exponent from a data set by following the long term evolution of one principal axis, a 'fiducial trajectory', progressively reorthonormalized maintaining phase space orientation [31] . Wolf's method is highly sensitive to inputs, however, and can easily lead to an erroneous result.
In the early 1990's two separate research groups produced a new method [32, 33] . The approach eliminates the requirement Wolf imposes upon maintaining phase-space orientation stating it is unnecessary for calculating the largest Lyapunov exponent [32] . Rather than following one trajectory, the full data set is used and in essence a trajectory for every pair of nearest neighbors is calculated. For details refer to Rosenstein, et al. [32] and Kantz [33] . Both methods are substantively similar. The Kantz algorithm (and similarly the Rosenstein algorithm) calculates the largest Lyapunov exponent by searching for all neighbors within a neighborhood of the reference trajectory and computes the average distance between neighbors and the reference trajectory as a function of time (or relative time scaled by the sampling rate of the data) [32, 33] . The algorithm computes values for Equation 4 with parameters defined as follows: x t , arbitrary point in time series; U t , neighborhood of x t ; x i neighbor of x t ; τ, relative time scaled by sampling rate; T length of time series; S(τ) stretching factor with region of robust linear increase showing slope equal to Lyapunov exponent ie e λτ ∝ e S(τ) [21, 33] . However, this post-processing requirement of a robust linear increase in slope introduces new errors. While the method is useful and accurate for systems with known values for the Lyapunov exponent, the choice of region and parameters over which a 'robust linear increase' are found is somewhat arbitrary. It is the opinion of the authors that this tool is useful primarily if one knows what value of Lyapunov exponent is desired and can thus choose the region exhibiting a slope equal to that value.
Tangent space methods, developed simultaneously by the separate research teams of Sano and Sawada [37] and Eckmann and coauthors [38, 39] allow for calculation of the full spectrum of Lyapunov exponents through local predictions of the Jacobian along the time series trajectory. For example, for a given trajectory x(t) defined by Equation 5 , the tangent vector ξ is given by the linearized form of Equation 5 presented in Equation 6 where J is the Jacobian matrix of f, J = ∂f/∂x [37] . Sano and Sawada [37] solve Equation 6 through a least squares estimate of the time dependent linear operator A j which approximates the map from ξ(0) to ξ(t). The Lyapunov exponents are then computed using Equation 7 where τ is a flow scale time increment, n is then number of data points, and e is an orthonormal basis maintained using a Gram-Schmidt renormalization process [37] . For details of this process refer to Sano and Sawada [37] or the similar works of Eckmann, et al. [38, 39] . The weakness of this approach is in its sensitivity to choice of embedding dimension. Too small an embedding dimension outputs erroneous Lyapunov exponents while too large an embedding dimension creates spurious exponents [33] . However, for this application with careful attention paid to the choice of embedding dimension, the tangent space method was found to be more robust then the direct methods as it was not dependent on any form of arbitrary postprocessing. To check for spurious exponents, the technique first suggested by Parlitz [40] of analyzing both the original time series and the reversal of the original time series was used. No significant errors were noted for the largest Lyapunov exponents presented in this work. The implementation of the Sano and Sawada method included in the TISEAN [1] package was used to calculate Lyapunov exponents for the experimental time series in the following subsection. Application to experimental model LNG motion with fluid sloshing in tanks. Lyapunov exponents were calculated for the experimental time series for model scale LNG carrier rolling motion. Values of largest Lyapunov exponent ranged from -0.01 s −1 (negative values indicate a stable limit cycle) to 0.81 s −1 . As shown in Figure 7 , the Lyapunov exponent appears related both to wave frequency and response amplitude operator. The RAO values plotted in Figure 7 are those calculated from LED motions given in Figure 4 . They are calculated as the amplitude of roll motion normalized by wave amplitude averaged over the maximum number of wave cycles possible before wave reflection interfered with the result (typically 10-30 cycles). The amplitudes were calculated from the locations of peaks and troughs in the roll motion time series. Plotting both RAO and Lyapunov exponent relative to wave frequency in Figure 8 one can see both values exhibit similar behavior near resonance, a period of approximately 2.2 s, at which point the Lyapunov exponent jumps to its maximum value of the data set. Other regions containing large exponents indicate chaotic behavior. These regions as well as the seemingly anomalous points of the RAO, such as that at a wave period of 2.1 seconds, are likely due to the coupling of fluid motion in tanks to the motions of the vessel generating stabilizing or chaotic destabilizing effects depending on the phase relationship between the free surface and the vessel.
CONCLUSIONS
This paper serves the following purposes:
1. Describes a successful method for conducting experimentation studying the coupled dynamics of fluid sloshing in a model LNG carrier exposed to beam seas. 2. Demonstrates the nonlinearity of the result through surrogate data testing. Nonlinearity was often present in the absence of large amplitude roll motions. 3. Identifies chaotic and non-chaotic model LNG vessel behavior.
Many of the results of the surrogate data testing, namely those indicating that time series for large amplitude roll motions contain nonlinearities, are no doubt intuitive. However, if one wishes to extend the methodologies developed for analysis of nonlinear motions, the steps contained herein are a nontrivial and necessary inclusion. Using modern nonlinear analysis tools to detect chaos without first validating the nonlinearity of the time series introduces an undue bias into the analysis. Additionally, while experiments leading to capsize are clearly nonlinear other time series, such as those presented here for a vessel with fluid sloshing in tanks, must have their nonlinearity validated. It is not a clearly intuitive assumption that this behavior will produce nonlinearity or chaos. None of the time series discussed in this section lead to capsize; often they do not even contain large amplitude roll motions yet they are indeed nonlinear. By isolating which time series reject the null hypothesis of a stationary, linear, Gaussian random process one can then progress into the intelligent and valid application of the nonlinear techniques used in the section discussing Lyapunov exponents. Calculation of the Lyapunov exponent for the nonlinear time series confirms the chaotic nature of the coupled vessel-fluid sloshing motions for a range of wave excitations.
