It has recently been shown how to construct online, non-amortised approximate pattern matching algorithms for a class of problems whose distance functions can be classified as being local. Informally, a distance function is said to be local if for a pattern P of length m and any substring T [i, i+m−1] of a text T , the distance between P and
Introduction
A great deal of progress has been made in finding fast algorithms for a variety of important forms of approximate matching in the last few decades. The most common computational model in which these algorithms have been analysed assumes that the text and pattern are to be held in fast primary storage and that each query to the data has constant cost. However, increasingly it has become apparent that new applications such as those found in telecommunications or monitoring Internet traffic require a fresh approach. It may no longer be possible to store the entirety of the text and the worst case time per input character is often more important than the overall running time of any algorithm.
The model that we consider is a deterministic variant of data streaming where we assume we are given a pattern in advance and the text to which it is to be matched arrives one character at a time. The overall task is to report matches between the pattern and text as soon as they occur and to bound the worst case time per input character. It is an important feature of this model that the asymptotic time complexities must not be amortised. We refer to this as the pseudo real-time (PsR) model by analogy to the real-time model where the time per input must be constant. The algorithms we present are in the RAM model with a word size of Ω(log n) (where n is the total text length).
Previous work in this model showed how to convert offline algorithms for approximate pattern matching problems with simple distance functions into efficient online ones using a black box approach [7] . The main restriction for this black box solution was that the distance function defined by the approximate matching problem had to have the property of being local. Informally, we think of a local distance function as one where the distance between a pattern P and a substring of the text T can be written as Σ j ∆(P [j], T [i + j]), where ∆ is any distance function between individual characters. In other words, the distance was simply measured as the sum of the distances between individual symbols. Formally we define a local distance function as being expressible in the form where • is any associative operator with arity two. Throughout we will assume that both ∆ and • are computable in constant time. When • is defined to be addition, the definition simplifies to Σ j ∆(P [j], T [i + j]) as above and includes matching under the Hamming norm and numerical measures such as L p p norms for constant p ≥ 1. When • is defined to be the logical and operation, the definition simplifies to j ∆(P [j], T [i + j]) and includes exact matching and exact matching with wildcards. The previous work of [7] also considered the k-mismatch problem which can also be shown to be local under the given definition. In this case, we define a • b to be min(a + b, k + 1).
To appreciate the challenges that arise in online pattern matching when the distance function is non-local, consider for example the problem of function matching [2] . There is a function match between pattern P and text substring T [i, i + m − 1] if there exists a function f (possibly different for each i) from the input alphabet Σ to itself such that T [i + j] = f (P [j]) for all 0 ≤ j < m. For example P = aba has a function match with T = xyx but not T = xyy as a cannot be mapped to two different letters. In the previous black box approach that we briefly describe in Section 2, distances are found independently for different substrings of the pattern and the results combined. However, in this case whether P [2] = a matches T [2] = y depends on the function chosen to map the characters in P [0, 1] and vice versa. Therefore, any matchings for the substrings of P have to depend on the results for all other substrings. In general for non-local distance functions, we must find a way to handle efficiently the dependencies between different parts of the pattern.
Our contribution is to present three general methods which can be applied successfully to convert a wide variety of non-local approximate matching problem into efficient non-amortised online ones. The techniques are necessarily no longer black box, depending in detail on the specific offline algorithm being considered. The running time per input character of the new online pattern matching algorithms is guaranteed in each case to be within a log factor of its offline counterpart.
Our results are summarised in Table 1 which gives the time complexity of the best known offline algorithm divided by the text length and the multiplicative penalty incurred by our onlinization process. All algorithms listed use only O(m) space. In some cases, the methods we present allow us to create online pattern matching algorithms whose running time is the same as in the offline case, that is without any asymptotic overhead at all. For completeness, we also give examples of offline algorithms which translate immediately to the PsR setting with little or no modification.
Problem
Offline per char time Online/PsR penalty Method : Splitting [7] (summarised in Section 2) local matching various [7] O(log m) [7] Method : Immediate edit distance/LCS O(m) [14] O(1)
O(1) Method : PsR cross-correlations (Section 3.1) 
Preliminaries and previous work
Throughout the paper, T and P will be used to denote the text and pattern strings respectively. By convention, |T | = n and |P | = m. The alphabet from which the characters in the input are chosen is denoted Σ (and Σ P for the pattern alphabet). When discussing the alignment of the pattern and text we will often refer to right alignments. Right alignment i of P and T aligns the final character of P with the i-th character of T . This is a natural way to discuss alignments when the text is being streamed. The usual offline notion where P [0] is aligned with the T [i] will be termed a left alignment to avoid confusion.
The ideas we present build on the method of [7] for translating offline algorithms for problems with local distance functions (defined in the introduction). We briefly recap their methods here, which we refer to throughout as the local method. In the following we assume that the • operator is addition but the result immediately generalises to any associative operator (with arity two). Fischer and Stockmeyer [9] used a similar technique for online integer multiplication on multi-tape turing machines. The basic idea is to split the pattern into O(log m) consecutive subpatterns each having half the length of the previous one. The first subpattern S 1 = P [0, m/2 − 1] and subpattern S j has length m2 −j for 1 < j < s where s ≈ log 2 (m). S s is set to be the last character of the pattern. The offline algorithm is then run for each subpattern against the whole of the text with the distances found added to an auxiliary array C. In this way, for any subpattern starting at position j of the pattern, its distance to a substring starting at position i of the text will be added to the count at C[i − j]. At the end of this step C will contain j ∆(P [j], T [i + j]) for every left alignment i in T as required.
To ensure that the work for each subpattern is completed before its result is needed, the text is partitioned conceptually into overlapping substrings. Each of the O(log m) subpatterns has a different length and induces a different and independent partitioning of the text. Each partition of the text is set to be of size 3|S j |/2, with an overlap of length |S j | with the previous partition. For each subpattern, the work of a search does not have to be completed until |S j |/2 characters after it starts and so we can set this work to be performed over the period between arrival of T [i] and T [i + |S j |/2] as shown in Figure 1 . The total space requirement is O(m), matching that of the corresponding offline algorithms. Let T (n, m) be the time complexity of the offline algorithm used as a black box. The running time per text input character is shown to be O(Σ log 2 m j=1 T (n, 2 j−1 )/n)) which is bounded above by O(T (n, m) log(m)/n). Thus, for example, pattern matching with wildcards is shown to require O(log 2 m) time per text input character. 1st partition for S1 2nd partition for S1 3rd partition for S1 4th partition for S1
Computation starts
Computation ends We are not aware of other previous work directly on the question of pattern matching in the streaming setting. However, if linear time preprocessing is allowed, it was shown in [12] that the k-difference problem can be solved in O(k) per character. This work is notable for its ability to add characters both to the right and left of any growing portion of the text and still achieve this tight time bound. Unfortunately their techniques are not applicable as we do not have access to the text in advance so cannot perform the preprocessing required.
Algorithms for pseudo real-time translation

Pseudo real-time cross-correlation method
The cross-correlation and its implementation via the Fast Fourier Transform (FFT) is an important technique in pattern matching and lies at the heart of many of the fastest algorithms known. We discuss a class of non-local problems that can be made PsR simply and efficiently by using as its main tool the replacement of the offline cross-correlation with a PsR version. Lemma 1 gives the running time of this PsR replacement. Lemma 1. Let T be an array (length n) received online and P be an array (length m) received in advance. For any i, when character T [i] arrives, we can compute
Proof. As the cross-correlation problem is local, the local method of [7] can be applied. Using the standard O(n log m) time offline FFT based cross-correlation algorithm we get the the stated result. Note that the improvement from the original FFT complexity of O(n log n) results from the well-known pattern matching trick of dividing the text into n/m overlapping sections, each of length 2m.
Self-normalised matching
The self-normalised distance between a pattern P (with integer valued symbols) and text T is defined in relation to the well-known L 2 distance where the objective is to calculate (the square root of)
2 for all i. In the self-normalised variant, the pattern can be normalised by adding an equal quantity to each pattern value to minimise the L 2 distance. This quantity can be different for each alignment. Wildcards are also allowed in the pattern and the text. The distance can be formalised as
Here, P and T are binary arrays with P [j] = 0 iff P [j] is a wildcard (respectively for T ). This ensures that if either P [j] or T [i + j] is a wildcard at alignment i then the contribution of the pair to the distance is zero. Observe that as α is defined globally for each alignment, the problem is non-local. The problem was first considered by Clifford and Clifford [6] who gave an offline O(n log m) algorithm using the above formalisation. The online problem is to output d(i) as T [i + m − 1] arrives under strict non-amortised time limits. We begin by briefly explaining a variant of their offline algorithm. By differentiating d(i) with respect to α, Clifford and Clifford, show that the value of α which minimises d(i) is given bŷ
.
Here P and T are P and T with all wildcards replaced with zeroes. Observe thatα i can computed for all i using three cross-correlations (one for each sum 
As this stage is independently computed for each i, it is also naturally online.
Function matching (randomised)
For the function matching problem (defined in the introduction), Amir et al. [2] give an O(n log m) time randomised solution with probability 1/n of declaring a false positive. They also give a deterministic solution for small pattern alphabets that runs in O(n|Σ P | log m) time which we consider in Section 3.2.1. We again begin by briefly explaining their randomised offline algorithm.
Amir et al. begin by proving that for any pattern P , there exists a pair of patterns such that for all i, P function matches T [i, i + m − 1] iff both these patterns also function match T [i, i + m − 1]. Further, both patterns have the property that no symbol occurs more than twice. These patterns (both of length m) can be constructed from a single pass of P in O(m) time without knowledge of T (and hence can be computed during preprocessing). We direct the reader to Lemma 3 of [2] for details of the constructions and continue with the assumption that no symbol occurs more than twice in P .
The central idea is to first assign each symbol in the text alphabet to a numerical value between 1 and n 2 . For the pattern, each symbol which occurs only once is assigned the value 0. For symbols which occur twice, the first occurrence is assigned a random number x between 1 and n 2 and the second occurrence is assigned −x. They then compute the cross-correlation T ⊗ P , where T and P are the chosen numerical representations of the text and pattern respectively.
and first observe that symbols that occur only once in P have P [j] = 0 and so contribute 0 to the sum. For a symbol which occurs twice in P in positions j and j we have that
Further for a function match to exist we must have
Therefore if a function match exists then (T ⊗ P )[i] = 0. The authors then go on to prove that the probability that (T ⊗ P )[i] = 0 when a function match does not exist is at most 1/(n 2 ) when the numerical values are chosen uniformly. Therefore the probability over all alignments of a false positive occurring is at most 1/n. Proof. The pattern transformation is independent of the text so can be performed before any text characters arrive. If the text transformation could be performed in PsR, the cross-correlation can be performed in O(log 2 m) time per character as described by Lemma 1.
The text transformation maps text characters to integers in the range 1 to n 2 . Recall that we are working in the RAM model with words of size Ω(log n) and therefore we can store each character of T in a constant number of words.
The text transformation can certainly be performed directly in O(log |Σ T |) time per character if we are prepared to precompute and store the text symbol mapping using Θ(|Σ T |) space. However, |Σ T | may be much larger than m. To ensure that this is not the case we also perform an initial (deterministic) text transformation which reduces the size of Σ T to be at most m. This transformation is also performed in PsR.
Our initial transformation constructs a text T with an alphabet which is a subset of {1 . . . m} from the original text T in PsR as follows. As text characters arrive we maintain a balanced binary search tree of the at most m symbols of the text symbols which occur in a sliding window of m positions in T with their corresponding symbols in T (which will change as the window slides). 
. Therefore by the problem definition, a function match occurs in T iff it occurs in T .
Parameterised matching
We now turn to parameterised matching, which is a restriction of function matching (defined in the introduction and discussed above) that requires that the function, f : Σ → Σ be injective (i.e. one-to-one). While our PsR solution to this problem does not use the PsR cross-correlation method we include it here because of its relation to function matching. Amir, Farach and Muthukrishnan [5] gave an O(n log |Σ P |) time solution for this problem based on the Knuth-Morris-Pratt (KMP) algorithm for exact string matching [11] . Their algorithm is suitable for online computation but the time complexity is amortised. We briefly explain their algorithm and demonstrate that it can be deamortised by the technique used by Galil [10] 
The failure links depend only on P and Amir et al. demonstrate that the links can be computed in O(m log |Σ|) time. Once a failure link has been followed the algorithm continues determining (i + 1) using the new (smaller) prefix of length fail( (i)). This process may be repeated up to m times for a given T [i]. However, over all the number of failure links followed in linear as only increases at most n times. The overall time complexity is O(n log |Σ|) due to the need to look up the previous occurrences of arriving text characters (in a binary search tree). Proof. Galil [10] showed that any linear time online algorithm fulfilling a simple predictability condition can be deamortised to create a real-time algorithm. Here we show that this technique can be applied to the O(n log |Σ|) online algorithm described above to create an O(log |Σ|) time per character PsR algorithm. The new PsR algorithm has two 'processes' which operate in parallel. Process A is the original online algorithm which only provides its output to process B. Process B is a new algorithm which always takes O(log |Σ|) time per character. Process B always processes the most recently arrived character but as A is amortised it may fall behind B. We consider a unit of work performed by A to be one of the following: following a failure link or outputting a result. Process B operates as follows when T [i] arrives. First it waits until A has done two units of work (or A has stopped computing) then if A has outputted a result for right alignment i, B outputs the same result otherwise, B outputs "no match". Certainly, this new algorithm is non-amortised and produces an output as each text character arrives in O(log |Σ P |) time. It remains to show that the algorithm gives no false negatives. 
The L 2 rearrangement distance problem, first introduced by Amir et al.
[1], allows us to describe a more sophisticated application of PsR cross-correlations. At right alignment i, consider any permutation π such that
2 . The L 2 rearrangement distance is defined to be the minimum cost re over all such permutations. If no such permutation exists, then the distance is defined to be ∞. Observe that this is the case iff there exists some character which occurs more frequently in P than in T [i − m + 1, i]. Such alignments can be simply detected using a sliding window approach in O(log m) time per character. We briefly recap the offline solution and demonstrate how it can be converted to operate in PsR.
For all a ∈ Σ, let ψ a (X) be an array of the indices of all occurrences of character a in some string X; further we define occ a (X) = |ψ a (X)|. Amir et al. showed that the minimum cost rearrangement is to move the j-th occurrence of each symbol in the pattern to align with the j-th occurrence of the same symbol in the text substring (for all symbols and all j). The index of the j-th occurrence of a ∈ Σ is given by ψ a (P ) [j] and similarly the index of j-th occurrence of a in
. Summing over all pattern characters, we have that the minimum cost rearrangement is given by:
Note that here d α is a simplification of the distance function used in Section 3.1.2 as there are no wildcards in the input. Amir et al. observe that G can be viewed as a polynomial of degree 2 in α (for fixed P and T ) and therefore if we can compute G α (P, T )[i] for three fixed values of α, by polynomial interpolation we can find G α (P, T )[i] for any α in constant time. Therefore they concentrate on computing G α (P, T )[i] for fixed α = 0, 1, 2. They next observe that although the distance G is the sum over |Σ| terms we have that
differ only on one term. Thus if we can compute d α (ψ a (P ), ψ a (T )) for all a ∈ Σ, we can compute G α (P, T )[i] (for fixed α) by a simple sliding window approach. Amir et al. then consider computation of d α (ψ a (P ), ψ a (T )) as a pattern matching problem with pattern ψ a (P ) and text ψ a (T ). They demonstrate that by multiplying out the quadratic equation, and separating, d α can be expressed as six sums, each of which can be computed using a cross-correlation and linear time to square the values in the pattern and/or text for some terms. Therefore d α (ψ a (P ), ψ a (T )) for some fixed α and all a ∈ Σ can be computed in O( a∈Σ occ a (T ) log occ a (P )) = O(n log m) time. Proof. We first observe that as the polynomial interpolation is performed independently for each alignment (in constant time), we only need to consider PsR computation of G α for constant α. Further the sliding window approach used to compute
is also naturally suited to PsR computation assuming we can compute the value of
arrives. In the offline setting, Amir et al. showed that we can precompute all such values using cross-correlations in O(n log m) time. In the online setting, consider the related problem of computing d α (P , T ) for all i with pattern P and text T which arrives online. Certainly we could use PsR cross-correlations to compute
Analogously to the decomposition of the problem into |Σ| subproblems in the original algorithm, we decompose the stream into |Σ| substreams. Each substream corresponds to a single symbol a ∈ Σ with P = ψ a (P ) and text T = ψ a (T ). When a character a = T [i] arrives we consider it to be the arrival of ψ a (T )[occ a (T [0, i])] = i in the substream for symbol a which incurs O(log 2 |P |) work. Note that during this arrival no other substream performs any computation as no character has arrived in their stream. Therefore the total time complexity is upper bounded by O(log 2 |P |) = O(log 2 m) time per character. As the cross-correlations use linear space, the total space is upper bounded by O( a occ a (P )) = O(m).
Split and correct
The simplest variant of the 'split and correct' method operates as follows: First, we split the text into O(log m) consecutive subpatterns each half the length of the last and apply the local method to find the distance from all subpatterns to the text at each alignment. Second, we correct the distance at each alignment to account for non-local effects between subpatterns that are ignored by the local method. The function matching problem considered below gives a simple concrete example of this method. For more sophisticated examples such as swap-mismatch (Section 3.2.2) and overlap matching (Section 3.2.4), it is also necessary to perform a constant number of different transformations to each subpattern before matching. These transformations are used to simulate different possible non-local effects. We also need to determine which transformations would have been applied to each subpattern in a globally optimal alignment between pattern and text. This allows us to select the appropriate transformed subpatterns at each alignment and recombine the results.
Function matching (deterministic)
The function matching problem (defined in the introduction) gives us a simple example of where the 'split and correct' method is effective. Amir et al. [2] give a solution for small pattern alphabets that runs in O(n|Σ P
If there is a function match at some alignment then there is certainly a function match for each subpattern (using the same function). Therefore C[i−m+1] = s is a necessary condition for a match.
By the problem definition, a function match exists at some alignment iff for each symbol a ∈ Σ P , all occurrences of a in P align with occurrences of the same character in T . Further, if C[i − m + 1] = s we know that for each subpattern S k , all occurrences of a align with occurrences of the same character in T . We call this character f k (a) (which may be different at each alignment). Observe that P function matches Proof. We use the O(n|Σ P | log m) offline algorithm of Amir et al. [2] as our black box for the local method. This stage has a time complexity of O(|Σ P | log 2 m) per character as there are O(log m) subpatterns. From the local method, we also have that the space complexity is O(m). We also check that the functions found for each subpattern are consistent at each alignment. This is done separately for each alignment and as was observed above takes O(|Σ P | log m) time per character.
Swap-mismatch
The swap-mismatch distance between equal length strings is the minimum number of moves required to transform P into T referred to as cost sm (P, T ).
The valid moves are swap (swap two adjacent characters) and mismatch (replace a character). Further, each character in P can only be involved in at most one move. On non-equal length strings, at right alignment i, the distance is defined to be cost sm (P,
Let S 1 , S 2 . . . S s be consecutive subpatterns of P , each half the length of the last, as defined in the local method. Additionally, let l j and r j be the indices of the leftmost and rightmost characters of section S j respectively. Consider naively using the local method to compute * is a "y" followed by zero or more copies of "xy".
Lemma 2.
There is an optimal swap-mismatch transformation of P into T [i − m + 1, i] where for all j, r j and l j+1 are swapped iff b i,j = 1.
Proof. For notational simplicity, we prove the case when n = m and i = 0. However, the result immediately generalises. Let "xyx . . ." be an alternating string of some symbols x and y. We define (q, r) to be a run if T [q . . . r] = xyx . . . and P [q . . . r] = yxy . . . for some x = y in Σ and r > q. Further we term a run maximal if all other runs are either completely contained within it or are disjoint from it. In other words we require that maximal runs are disjoint. If there is no run, (q, r) such that q ≤ j ≤ r then P [j] cannot be swapped in any correct transformation as this would leave a character unmatched by the definition of a run (and each character can only be involved in one move).
Consider the following transformation of P into T . Any position x which is not in a run is not swapped and is mismatched if
. Any maximal run (q, r) is transformed by swapping P [q + 2x] with P [q + 2x + 1] for all x < (r − q)/2. If r − q is even then P [r] is mismatched. By the definition of a run, this transformation correctly transforms P into T . All maximal runs are transformed optimally in isolation. Further as they are disjoint, P [q] or P [r] cannot be swapped with P [q − 1] or P [r + 1] respectively. Therefore we can consider them in isolation and the transformation is optimal. It is easily verified that in this transformation, for all j, r j and l j+1 are swapped iff b i,j = 1.
For any subpattern S j , the boundary indicators b i,j−1 and b i,j determine whether either r j or l j are involved in a swap at alignment i. We need to ensure that if either r j or l j is swapped, no further moves are applied to that position. We do this by removing those positions from the subpatterns. For each subpattern we define four transformed subpatterns one for each combination of b i,j−1 and b i,j . For x, y ∈ {0, 1}, let S (x)(y) j = P [l j + x, r j − y] represent these transformed subpatterns. Lemma 3 gives the key relationship between the subpatterns S (x)(y) j , the boundary indicators, b i,j and cost sm (P,
Lemma 3. The cost of transforming P into
Proof. The function for given i corresponds to a transformation (T R) formed by: First, apply the optimal transformation of each S
. Therefore each position in P is considered exactly once so T R is a correct transformation of P into T [i−m+1, i]. It remains to show that this transformation has minimal cost. By Lemma 2 there is an optimal transformation, OP T , which for all j, swaps P [r j ] and P [l j+1 ] iff b i,j = 1. If this optimal transformation requires fewer total moves than T R, there must be a pattern subsection, S We can now describe our algorithm which performs three stages:
1. Calculate matches of T against S 
Overlap matching
The overlap matching problem is defined on a pattern P and text T which are both binary. We call a contiguous sequence of 1s in P or T a 1-segment. P overlap matches T [i − m + 1, i] if all 1-segments in P have an even length overlap with 1-segments in T [i − m + 1, i]. This problem was first considered by Amir et al. [3] and was partly motivated by its use in solving the swap matching problem (see Section 3.2.4).
Consider splitting the pattern into O(log m) subpatterns each having half the length of the previous one as with the local method. The first subpattern S 1 = P [0, m/2 − 1] and subpattern S j has length m2 −j for 1 ≤ j < s where s = log 2 (m) + 1. S s is set to be the last character of the pattern. The problem with this approach is that any 1-segment which crosses a boundary between two subpatterns S i and S i+1 has been split which may make the parity of any overlaps with 1-segments in T [i − m + 1, i] incorrect. Instead let S j be S j with any contiguous 1s at the beginning or end of S j replaced with 0s. We refer to these removed 1-segments as crossing 1-segments and they will be handled separately (analogously to the boundary indicators in the swapmismatch algorithm above). We use P to denote S 1 S 2 . . . S s . We can now outline our algorithm which performs all three stages in PsR:
1. Find matches of S j for all j in T at all alignments using the local method. 2. Find matches of each crossing 1-segment in T at all alignments. 3. Combine the results of stages one and two by finding all alignments where all S j and all crossing 1-segments match. Proof. By applying the local method in stage 1 on an offline algorithm for overlap matching to the subpatterns S j we compute all overlap matches of P in T in PsR. We calculate all matches correctly because all 1-segments in P are completely contained in a single subpattern. Observe that if P matches
then there exists a crossing 1-segment in P which has odd overlap with some 1-segment in T . Any mismatching crossing 1-segments are found by stage 2. Therefore we correctly find all alignments where P matches T by finding the alignments where P and all crossing 1-segments match. This completes the correctness. 
Swap matching
In the swap matching problem, we say that P matches
] by swapping adjacent characters. As with the swap-mismatch problem, each character is swapped at most once. Amir et al. [3] showed that this problem can be solved offline in O(n log m log |Σ P |) time.
Amir et al. [3] first show that the swap matching problem on a binary alphabet can be reduced to overlap matching with a constant overhead. From T they create two text transformations T e and T o . T e is given by first splitting T into maximal length alternating substrings, for example T = 010001101 would become "010", "0""01", "101". All substrings in which the 1s begin on even text indices are replaced with contiguous 1s and all others with 0s so in our example
) for all i. The pattern transformations, P e and P o are computed in the same manner. Observe that these transformations can be computed online. Amir et al. show that a swap match occurs at an even alignment i iff P e overlap matches T e and P o overlap matches T o . Analogously for an odd alignment they consider the pattern/text pairs P e , T o and P o , T e . Hence, by using the PsR overlap matching algorithm in Section 3.2.3 that we can achieve a time complexity of O(log 2 m) per character and O(m) space for binary alphabets.
For general alphabets of size |Σ P |, Amir et al. show that the swap matching problem can be reduced to swap matching on a binary alphabet with a multiplicative O(log |Σ P |) factor. The reduction constructs O(log |Σ P |) binary transformations of P and T where each transformation replaces all characters equal to a chosen symbol with 1 and all other characters with 0. Observe that it is simple to perform each transformation on the text online in real-time. Amir et al. show that a swap match occurs iff an overlap match occurs in all binary transformations. This gives us the desired complexity of O(log 2 m log |Σ P |) time per character. However, naively this results in a space complexity of O(m log |Σ P |). To overcome this, in the proof of Theorem 3.8 we show that we can modify the PsR overlap matching algorithm in Section 3.2.3 to take advantage of the fact that the O(log |Σ P |) instances of overlap matching in the reduction are binary. Now consider stage one which finds matches using the local method. The local method makes a number of calls to a suitable offline algorithm and distributes the work over a range of text character arrives. Our reduction runs p = O(log |Σ P |) instances of the overlap algorithm in parallel all on patterns of the same size. Observe from Section 2 that the partitioning used by the local method depends only on the pattern size. Therefore, all instances of the PsR overlap algorithm make calls to the offline algorithm at the same time and distribute the work over the same range, T [a . . . b], using the same amount of time per character, w and the same amount of space s. The total time per character is pw and the total space is ps. However, we observe that the results of the offline computation can all be stored in only s words by the bit-packing arguments above. Therefore, we can change the algorithm to work at the same total rate but make the offline calls sequential (rather than parallel). Now the total time per character is still pw but the space is only s words and all results are available when T [b] arrives. This gives a total of O(m) space as required.
Split and feed
The final conversion technique that we discuss is termed 'split and feed'. This will allow us to handle pattern matching problems defined by dynamic programming recurrences. We will require these recurrences to satisfy three main properties which we show are satisfied by, for example, k-differences (see Section 3.3.1) and k-differences with transpositions (see Section 3.3.2). The first and simplest property is just that the recurrence must be expressible in the following form,
We assume that f is some function that can be computed in constant time. When each text character T [i] arrives, the goal is to output D[m − 1, i] as quickly as possible. Observe that any local distance pattern matching problem can be expressed in this form by simply setting Analogously to the local method which splits the pattern (and text) into sections, the overall idea of our split and feed method is to split the underlying dynamic programming table into overlapping blocks. For each block we require that we can compute the entries on the bottom and right edges from the entries on the top and left edges of a block using an appropriate offline algorithm (see Figure 2) . Definition 2 gives a more formal description of this, the second property required for the split and feed technique. This offline algorithm may be the same as the one we wish to convert to online or in some case may require some modification. It is, of course, assumed that any such offline algorithm computes the bottom and right edge entries asymptotically faster than computing all block entries directly. The results for bordering blocks are then fed from one to another, hence the name 'split and feed'. A similar technique of dividing the dynamic table into blocks appeared in [8] The final required property is that the dynamic programming recurrence is k-bounded for some constant k (see Definition 3 and Figure 3) . Intuitively, it states that the non-locality in the problem is in some sense bounded. In the case of k-differences, for example, that the number of inserts and deletes is limited. We can now set out the main split and feed result. We delay explicit description of the construction of this new online algorithm and a full proof until Section 3.3.3 in order to present some motivating examples.
k-differences
The first application we give for the split and feed technique is the well known problem called pattern matching with k-differences. The edit distance between two strings is the minimum number of moves required to transform P into T . We refer to this distance as cost kd (P, T ). The valid moves are insert (insert a character), delete (delete a character) and mismatch (replace a character). In the pattern matching case at each right alignment i the goal is to output the minimum distance from P to any suffix of T [0 . . . i]. This can be formalised as min ≤i cost kd (P, T [ , i]). In the k-difference problem the number of moves is restricted to be at most k. As both insert and delete operations are non-local and affect alignment of other characters we cannot simply split the pattern and search each independently. The k-differences problem can be formulated as a dynamic programming recurrence as follows:
Here eq(i, The last property we must show for k-difference is that there is an offline algorithm which is blockwise decomposable and which runs in O(k(H + W )) per block of width W = b − a + 1 and height H = y − x + 1. We derive such an algorithm by a modification of the Landau-Vishkin algorithm [13] for the k-difference problem. Algorithm 1 sets out the main steps. The main change to the original algorithm that is made is to permit the use of block edges in the dynamic programming table as input rather than strings. In the algorithm, LCE refers to Longest Common Extension. The value = LCE(i, j) is defined to be the largest such that
Lemma 5. Algorithm 1 is a blockwise decomposable offline solution for the kdifference problem and runs in O(k(H + W )) time for a block of width W and height H using O(H + W ) space. Further We can now give the main k-differences result. Proof. We have shown that k-differences can be described by a k-bounded dynamic programming recurrence and that an O(kn) blockwise decomposable offline algorithm exists using O(n) space when run on a block of width n and height m ≤ n. Therefore by Theorem 3.9, the result follows.
k-difference with transpositions
The k-difference problem with transpositions allows an additional move, transposition which swaps two adjacent characters. However, each character can be transposed at most once and all transpositions must be performed before any other moves. Hence a transposition move can be seen as a restriction of the swap move (see Section 3.2.2). Transpositions can be incorporated into the k-difference dynamic programming recurrence as follows (Ukkonen [16] ):
Here eq(i, We can now give the k-differences with transpositions result. Proof. We have shown that k-differences with transpositions can be described by a (k + 1)-bounded dynamic programming recurrence of the correct form and that an O(nk) blockwise decomposable offline algorithm exists using O(n) space when run on a block of width n and height m ≤ n. Therefore by Theorem 3.9, the result follows.
3.3.3. The split and feed translation algorithm (Proof of Theorem 3.9)
Throughout this section we will consider an arbitrary approximate pattern matching problem defined by a recurrence relation D[j, i] on a pattern P and a text T arriving online as defined above. We assume that this relation is k-bounded (Definition 2) and that an offline blockwise decomposable (Definition 3) algorithm, A, running in time T (W, H) and using S(W, H) space is provided. Here W and H are the width and height respectively of the dynamic programming block being computed. We give an non-amortised online algorithm using A as a black box which computes D[m − 1, i] as T [i] arrives in time O((T (n, m)/n) log m + k) per character.
Consider the m×n dynamic programming table underlying the problem. Our algorithm splits the table by row into a number of levels, defined by a sequence of dividing rows, r(ρ) = (1 − 4 −ρ )m for 1 ≤ ρ < s . Here s is the largest integer such that m/4 s+1 > 6k. For simplicity we let r(0) = 0 and r(s) = m − 1. In the case that s < 3, we compute each new column of the dynamic programming table directly in O(m) time per arriving character online and non-amortised. As s < 3 we have that k > m/(6 × 4 4 ) and hence O(m) ⊆ O((T (n, m)/n) log m + k) as required by Theorem 3.9. Therefore wlog. we assume that s ≥ 3.
Each level 0 < ρ < s computes row r(ρ) of the dynamic programming table using the values of cells in row r(ρ − 1) (and the relevant pattern and text sections). We show that computation is scheduled so that any cell value required by level ρ is either outputted by level ρ−1 before it is needed or cannot affect the output (due to the k-bound). Each of these O(log m) levels will run at most eight copies of A in parallel. The final level s will compute all rows r(s c ρ (j − 1) . . . c ρ (j)] outputted by A are kept (as others may be incorrect). Due to the overlap of the blocks, the value for each cell on row r(ρ) is outputted by some block on level ρ.
