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ABSTRACT
Program specialization is the process of generating optimized programs based
on available inputs. It is particularly applicable when some input data are
used repeatedly while other input data vary. Specialization can be employed
at compile-time as well as at run-time, depending on when the inputs be-
come available. This technique has the potential of generating highly efficient
codes, at the expense of the overheads of the run-time code generation. In
this thesis, the potential for using specialization to obtain speed-ups in the
very common numerical procedure of sparse matrix-vector multiplication,
in the case where a single matrix is to be multiplied by many vectors, is
explored. The main objective is the evaluation of the speed-ups that can
be obtained with program specialization without considering the overheads
of the code generation. Tests were prepared to probe several sparse matrix-
vector multiplication methods using fifty-three sparse matrices obtained from
the Matrix Market and the University of Florida Sparse Matrix Collection
and run on four target platforms. In this investigation, only sequential ex-
ecution was tested. The research found that two of the methods were more
frequently faster that all the other methods combined and that the speed-up
of these methods was significant when compared to a variant of the standard
compressed sparse rows (CSR) method.
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CHAPTER 1
INTRODUCTION
The technique of program specialization begins with the observation that
many computations get their inputs in two parts: an early and static part,
and a late and dynamic part. A good example is the very common numerical
procedure of matrix-vector multiplication, in which a single matrix M is
multiplied by many vectors v; M is early and static, while the vectors are
late and dynamic. The logical question that follows is: can a very efficient
function multByM(v, w) to multiply M by an input vector v, placing the result
in an output vector w, be developed?
It is easy to see that the “optimal” approach is simply to unfold the calcu-
lation. Instead of a loop iterating over M and v, the function multByM(v, w)
consists of a long sequence of assignment statements of the form
w[i] = Mi,j0 * v[j0] + Mi,j1 * v[j1] + . . .;
where the italicized parts — i, Mi,j0 , j0, etc. — are fixed values, not variables
or subscripted arrays.
This code is “optimal” in the sense of producing the minimum instruction
count; a standard Compressed-Sparse-Row (CSR) loop (see §2.2) will execute
perhaps five times as many instructions as this unfolded code. They will, of
course, execute the same number of floating-point operations; the additional
instructions are all integer, control, or load operations.
However, it will come as no surprise to those who work in the area of high-
performance computing that instruction count tells only a part of the story.
Execution speed is affected by factors such as the quality of the code (e.g.
register usage), and by the performance of the memory system. Traditionally,
the latter is concerned primarily with avoiding cache misses when accessing v
and w (with accesses to M being purely sequential and therefore not subject
to optimization); a new concern that arises here is access to the code itself.
In this thesis, the potential for optimizing sequential sparse matrix–dense
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vector multiplication by specialization relative to the matrix M , using ma-
trices of realistic size and structure is studied. A variety of methods are
explored and measured on their efficiency.
The basic methods (described in detail in Chapter 2) are these:
Unfolding. This is the simple unfolded code mentioned above.
Unrolling. This is a straightforward implementation of the well-known Com-
pressed Sparse Row (CSR) representation for sparse matrices. Since
some efficiency can be gained by unrolling the inner loop, unrollingu
is used to indicate CSR with the inner loop unrolled u times.
OSKI. This is the method implemented in the OSKI library [1, 2, 3]. It
takes a matrix and divides it into blocks to generate efficient per-block
code, at the cost of inserting some zeros into the matrix data. Several
variations of this method were developed and tested.
CSRbyNZ. This method generates a loop for each group of rows that con-
tain a given number of non-zeros, using a representation similar to the
one used by Mellor-Crummey et al. [4].
Stencil. This method analyzes the matrix to find the patterns of non-zero
entries in each row of M , and generates, for each pattern, a loop that
handles all the rows that have that pattern. Similar to OSKI, several
variations of this method were developed and tested.
Diagonal. This is a well-known method that is applicable when M is very
strongly banded — that is, a large percentage of its non-zeros occur
on diagonals which are very dense. It uses a simple loop that can
be easily vectorized on modern computers. However, two limitations
should be pointed out. First, since all the calculations are performed us-
ing double-precision floating-point numbers, on machines with 128-bit
wide vector registers, only a 2-fold speed-up, at best, can be obtained.
Second, when diagonals are not 100% dense, zeros need to be inserted,
increasing the number of floating-point operations and loads.
The main contribution of this thesis is a systematic comparison of a num-
ber of methods for performing sparse matrix–dense vector multiplication,
2
including methods that are specialized to a particular matrix, on a single
processor.
The methods evaluated are “generic” in the sense that they are not de-
signed for matrices of any very particular structure, but would apply in
general to sparse matrices of the kind found in the Matrix Market [5] or the
University of Florida Sparse Matrix Collection [6].
The structure of the thesis is this: Chapter 2 explains the set of methods
listed above in more detail. Chapter 3 describes the experimental setup.
Chapter 4 presents and analyzes results. Chapter 5 discusses related work.
Finally, some conclusions are presented in Chapter 6.
3
CHAPTER 2
METHODS
In this chapter, the methods that were introduced in Chapter 1 are described
in detail. Before presenting the methods, some features affecting their per-
formance are briefly discussed.
Instruction count. In general, all methods execute the same set of floating-
point operations, except for those requiring zero filling (see below).
However, the methods vary in the number of integer and control oper-
ations they execute. It is usually fairly easy to see how the methods
differ here, although it can depend on how well compilers perform var-
ious optimizations.
Memory behavior. Some methods require that the matrix M be reordered,
but once that is done, its values are referenced in purely sequential or-
der without any possible improvement. However, memory behavior
needs to be considered relative to the input and output vectors (v, w),
since references to any of their values are, in general, random and can
produce highly variable data locality and, therefore, less than optimal
performance.
Zero fill. Refers to the addition of zero values to the representation of the
matrix, which is required by the diagonal and OSKI methods in order
to obtain dense diagonals or blocks, respectively. In these cases, the
amount of fill will vary from matrix to matrix, and will be a crucial
determinant of the method’s performance.
Vectorizability. The amenability of some methods to vectorization. This
requires the rearranging of the matrix elements values into large con-
tiguous segments that can be simultaneously multiplied by contiguous
elements of the input vector, v. Most of the methods discussed here
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are not vectorizable, and those that are, require some zero fill, which,
as just noted, will mitigate the advantage of vectorizing.
Branch predictability. Codes that employ switch statements seem to pay
a performance penalty as compared with codes with simple loops, most
likely because the processor cannot correctly predict the branch.
For the description of the methods, it is assumed that a function of the
form multByM(v, w) multiplies a matrix M by input vector v, to produce an
output vector w . The methods only handle square matrices, of size n × n,
and the number of non-zeros is nz.
2.1 Unfolding
The simplest sparse matrix-vector multiplication method is to create a straight-
line program that does all the floating-point operations. Assume the non-zero
elements of a matrix are represented by a set of triples giving row, column,
and value: < r, c,m >, < r′, c′,m′ >, ..., instead of a loop iterating over the
matrix M and the input vector v, the function multByM(v, w) consists of a
long sequence of assignment statements of the form:
w[r] += v[c] * m;
w[r′] += v[c′] * m′;
.
.
.
.
.
If r = r′, it turns out to be somewhat more efficient to write this as:
w[r] = v[c] * m + v[c′] * m′ + ...;
with exactly one assignment statement per row.
If M is very strongly banded, with few out-of-band elements, the memory
behavior is very good. Otherwise, this method can produce sub-optimal
memory behavior relative to the input vector v, because it runs through
large parts of v for each assignment into the output vector w. To improve
memory behavior for this later case, the method can be blocked using integer
parameters br and bc which allow to conceptually divide the matrix into blocks
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of size br × bc. The computations are done on entire blocks, with the blocks
themselves ordered in row-major order. However, blocking has the effect of
requiring more assignment statements, at most n× bc, which leads to higher
instruction counts; in practice it fails to produce better results than its non-
blocking counterpart.
2.2 Unrolling
The most common representation for sparse matrices is compressed sparse
rows, or CSR.
The representation consists of three vectors:
• values: array of floating-point numbers of length nz, containing the
non-zero elements of M in row-major order. Double precision numbers
were used throughout this study.
• cols: integer array of length nz. Element i of this array is the number
of the column of the ith element in the values array.
• rows: integer vector of length n + 1. Element j of this integer array
gives the index of the element in the values array that is the first
non-zero element in row j.
Using this representation, here is a standard CSR loop:
1 for ( i = 0 ; i<n ; i++) {
2 ww = 0 . 0 ;
3 k = rows [ i ] ;
4 kk = rows [ i +1] ;
5 for ( 0 ; k <= kk−1; k += 1) {
6 ww += mvalues [ k ]∗ v [ c o l s [ k ] ] ;
7 }
8 w[ i ] += ww;
9 }
The unrolling methods consist of variations of the standard CSR loop
in which partial unrolling of the inner loop is done, as shown below for the
unrolling3 case. Notice the addition of a “clean-up” standard CSR loop
handling the leftover elements.
6
1 for ( i = 0 ; i <n ; i++) {
2 ww = 0 . 0 ;
3 k = rows1 [ i ] ;
4 kk = rows1 [ i +1] ;
5 for ( 0 ; k <= kk−3; k += 3) {
6 ww += mvalues1 [ k ] ∗ v [ c o l s 1 [ k ] ] +
7 mvalues1 [ k + 1 ] ∗ v [ c o l s 1 [ k + 1 ] ] +
8 mvalues1 [ k + 2 ] ∗ v [ c o l s 1 [ k + 2 ] ] ;
9 }
10 for ( 0 ; k < kk ; k++) // standard csr loop
11 ww += mvalues1 [ k ]∗ v [ c o l s 1 [ k ] ] ; // hand l ing l e f t o v e r
12 w[ i ] += ww;
13 }
2.3 OSKI
The main objective of the OSKI method [1, 2, 3] is to increase register reuse.
The matrix M is divided into (small) dense blocks and the multiplication is
performed on a block basis, with the code for a single block being unrolled.
The method also reduces the amount of memory required to store indices for
the matrix M , since a single index is stored per block. The typical code for
a 2× 2 block is:
1 for ( row = 0 ; row < n /2 ; row++) {
2 nz = rows1 [ row ] ;
3 while ( nz > 0) {
4 r = row ∗ 2 ;
5 c = ∗ c o l++ ∗ 2 ;
6 ww = v [ c ]∗ (∗mvals++) ;
7 ww += v [ c +1]∗(∗mvals++) ;
8 w[ r ] += ww;
9 r = r +1;
10 ww = v [ c ]∗ (∗mvals++) ;
11 ww += v [ c +1]∗(∗mvals++) ;
12 w[ r ] += ww;
13 nz−−;
14 }
15 }
However, since all the blocks have to be dense, the drawback is that some
zeros have to be explicitly added into the blocks, increasing the number
of floating-point operations. This zero fill substantially determines whether
this method will be efficient. Experience shows that 1x2, 2x1, and 2x2 blocks
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are occasionally efficient, but larger blocks almost never are, although, this
obviously depends entirely on the matrix.
To try to overcome the zero fill problem, several variations of the OSKI
method were developed. Two of them, genOSKI and genOSKI2 are based
on generating code specific to each pattern of non-zeros within a block, and
multiply on a block-by-block basis. While genOSKI goes in order of pat-
tern, handling all the blocks for a given pattern and then going on to the
next pattern, genOSKI2 goes in order of block (in row-major order), han-
dling each block by code specific to that block’s pattern. A further special-
izer, nogen OSKI, works by saving the various patterns in an array, then
generic code handles blocks with any given pattern. Similar to genOSKI,
nogen OSKI goes in order of pattern.
2.3.1 genOSKI
The genOSKI method has one loop for each pattern of non-zeros in a block.
For each loop, two arrays hold the list of “block locations”, indices of the
northwest corner of that block, that have that pattern.
For example consider a matrix divided into 3x3 blocks and having 18 blocks
conforming with this pattern of non-zeros: the first two columns on row 0;
all three columns on row 2; and second and third columns on row 3 ({1,1,0;
1,1,1; 0,1,1}). The loop to handle these 18 blocks would look like this:
1 for ( i = 0 ; i < 18 ; i++) {
2 www = w + rows1 [ a ] ;
3 vv = v + c o l s 1 [ a ] ;
4 www[ 0 ] += vv [ 0 ] ∗ mvalues1 [ b ] + vv [ 1 ] ∗ mvalues1 [ b+1] ;
5 b += 2 ;
6 www[ 1 ] += vv [ 0 ] ∗ mvalues1 [ b ] + vv [ 1 ] ∗ mvalues1 [ b+1] + vv [ 2 ] ∗ mvalues1 [ b+2] ;
7 b += 3 ;
8 www[ 2 ] += vv [ 1 ] ∗ mvalues1 [ b ] + vv [ 2 ] ∗ mvalues1 [ b+1] ;
9 b += 2 ;
10 a = a + 1 ;
11 }
Here a is a global variable indexing over blocks and b is a global variable
indexing over values.
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2.3.2 genOSKI2
The genOSKI2 method uses the same collection of statements for each block
as genOSKI, but puts them in a switch statement inside a loop that iterates
over all blocks in row-major order as shown below.
1 for ( r = 0 ; r <= 8 ; r++) { /∗ i t e r a t e over b l o c k rows ∗/
2 nb = b lock s in row1 [ r ] ;
3 ww0 = 0 . 0 ;
4 ww1 = 0 . 0 ;
5 ww2 = 0 . 0 ;
6 for ( i =0; i<nb ; i++) { /∗ i t e r a t e over b l o c k s at t ha t row ∗/
7 c = c o l o f b l o c k 1 [ c o l ] ;
8 p = p a t t e r n o f b l o c k 1 [ c o l ] ; /∗ l ook up pa t t e rn o f t h i s b l o c k ∗/
9 switch (p) {
10 . . .
11 case 9 :
12 ww0 += ∗mvalsptr++ ∗ v [ c +0] ;
13 ww0 += ∗mvalsptr++ ∗ v [ c +1] ;
14 ww1 += ∗mvalsptr++ ∗ v [ c +0] ;
15 ww1 += ∗mvalsptr++ ∗ v [ c +1] ;
16 ww1 += ∗mvalsptr++ ∗ v [ c +2] ;
17 ww2 += ∗mvalsptr++ ∗ v [ c +1] ;
18 ww2 += ∗mvalsptr++ ∗ v [ c +2] ;
19 break ;
20 . . .
21 }
22 c o l++;
23 }
24 row = 3 ∗ r ; /∗ ac tua l row i s b l o c k row ∗ b l o c k i n g f a c t o r ∗/
25 w[ row+0] += ww0;
26 w[ row+1] += ww1;
27 w[ row+2] += ww2;
28 }
2.3.3 nogenOSKI
The nogen OSKI method iterates over patterns, like genOSKI, handling,
for each pattern, all blocks with that pattern. However, instead of having a
loop for each pattern, it has an array describing each pattern, and a generic
function that interprets these descriptions.
Each version of the OSKI method has its advantages and disadvantages.
The original OSKI method suffers from the problem of zero fill which ren-
ders it non-competitive in nearly all cases tested. genOSKI has low over-
head, and indeed often performs well, but it does not do well when most
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blocks have patterns that are very sparse (one or two non-zeros). Further-
more, it can generate a lot of code. For example, for 4x4 blocks, there could
be as many as 65,535 distinct patterns, which would produce a huge program.
In practice, this number tends to be reasonable, though often large enough to
negatively affect its speed. genOSKI also involves many more writes to the
output vector, because the processing of each block involves writing the val-
ues produced by that block to the output vector. Lastly, because the blocks
are not processed in row-major order, locality in the input and output vec-
tors can be reduced. In other words, the blocks within a particular pattern
are handled in row-major order, but each pattern starts over at the origin of
the matrix. genOSKI2 has roughly the same size code as genOSKI, since
it produces code for each pattern, but it improves upon genOSKI in these
other aspects: since it handles all blocks in row-major order, it calculates an
entire row (or rather several rows) at a time and writes to the output vector
just once. And since it does the calculation in roughly row-major order, any
locality in the matrix is preserved. However, it turns out that genOSKI2
does not generally perform very well; it is believed that this is because the
processors cannot predict the branching behavior. nogen OSKI also does
not generally perform very well; it reduces code size to something negligible,
which is good, but it simply has too much overhead.
2.4 CSRbyNZ
The CSRbyNZ method groups the rows of M according to the number of
non-zeros they contain (similar to [4]), and generates one loop for each group.
Similar to unrolling and OSKI, the idea of CSRbyNZ is to produce loops
that allow for efficient code.
Below is code produced by the CSRbyNZ method corresponding to one
loop processing exactly six rows that have 12 non-zeros. This loop handles
just those six rows.
1 for ( i =0; i <6; i++) {
2 row = rows1 [ a1 ] ;
3 a1++;
4 w[ row ] +=
5 mvalues1 [ b1+0] ∗ v [ c o l s 1 [ b1 +0] ] + mvalues1 [ b1+1] ∗ v [ c o l s 1 [ b1 +1] ] +
6 mvalues1 [ b1+2] ∗ v [ c o l s 1 [ b1 +2] ] + mvalues1 [ b1+3] ∗ v [ c o l s 1 [ b1 +3] ] +
10
7 mvalues1 [ b1+4] ∗ v [ c o l s 1 [ b1 +4] ] + mvalues1 [ b1+5] ∗ v [ c o l s 1 [ b1 +5] ] +
8 mvalues1 [ b1+6] ∗ v [ c o l s 1 [ b1 +6] ] + mvalues1 [ b1+7] ∗ v [ c o l s 1 [ b1 +7] ] +
9 mvalues1 [ b1+8] ∗ v [ c o l s 1 [ b1 +8] ] + mvalues1 [ b1+9] ∗ v [ c o l s 1 [ b1 +9] ] +
10 mvalues1 [ b1+10] ∗ v [ c o l s 1 [ b1 +10] ] + mvalues1 [ b1+11] ∗ v [ c o l s 1 [ b1 + 1 1 ] ] ;
11 b1 += 12 ;
12 }
The mvalues1 array contains the non-zeros of M in just the order in which
they are consumed by these loops, with b1 giving the current index into it.
This loop is not vectorizable because it accesses the input vector indirectly
through the cols1 array. Notwithstanding, it tends to be quite efficient
because the long loop bodies are compiled efficiently and the overall code size
is modest because there are usually not too many distinct non-zero counts
and therefore not too many loops.
2.5 Stencil
Where CSRbyNZ divides up the rows of M according to the number of
non-zeros, stencil divides them up according to the exact pattern of non-
zeros, called “stencil”. Then it generates a loop for each stencil. Specifically,
the stencil of each row is defined by the location of the non-zeros relative to
the main diagonal; e.g., if row r has non-zeros in columns r-1, r, r+1, and
r+3, its stencil would be {-1, 0, 1, 3}. The loop generated by a given stencil
handles all the rows that have that stencil. For example, the following code
will handle three rows of a matrix (rows 2, 4, and 6) whose stencil is given
by {-1, 0, 1, 8, 9, 10, 17, 18, 19}.
1 double ∗mvals1 ;
2
3 int s t e n c i l 1 2 [ 3 ] = {2 , 4 , 6} ;
4 mvals1 = mvalues1 + 18 ;
5 for ( i =0; i <3; i++) {
6 row = s t e n c i l 1 2 [ i ] ;
7 vv = v+row ;
8 w[ row ] += vv [−1] ∗ mvals1 [ 0 ] + vv [ 0 ] ∗ mvals1 [ 1 ] +
9 vv [ 1 ] ∗ mvals1 [ 2 ] + vv [ 8 ] ∗ mvals1 [ 3 ] +
10 vv [ 9 ] ∗ mvals1 [ 4 ] + vv [ 1 0 ] ∗ mvals1 [ 5 ] +
11 vv [ 1 7 ] ∗ mvals1 [ 6 ] + vv [ 1 8 ] ∗ mvals1 [ 7 ] +
12 vv [ 1 9 ] ∗ mvals1 [ 8 ] ;
13 mvals1 = mvals1 + 9 ;
14 }
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The values of M are laid out in the order in which they are consumed by
these loops.
Stencil loops can be compiled to very efficient code, because they do not
have indirection through the cols array, as in unrolling and CSRbyNZ.
Thus, it has been determined that this method is the most efficient method
for many matrices. On the other hand, matrices can have many stencils, so
the code can get quite large, reducing its efficiency. The number of stencils
in a matrix can be reduced in a variety of ways, including simply swapping
rows, and there is some literature on this topic. However, this process is so
combinatorially explosive that it was not tested because it was assumed that
it could not be applied in real-time.
The stencil method does not have particularly good memory behavior rel-
ative to either the input (v) or the output vector (w). Since each stencil
loop may cover rows that are randomly distributed throughout M , each loop
randomly accesses elements of w. Additionally, since each stencil contains
elements of M randomly distributed throughout a single row, each stencil
randomly reads elements of v.
Several variations of the stencil method were developed: stencil2, no-
gen stencil, and nogen stencil2. Those are briefly discussed next.
2.5.1 stencil2
stencil2 is to stencil as genOSKI2 is to genOSKI: instead of a loop for
each stencil, it has one loop over all rows, and a switch statement that exe-
cutes the correct calculation for each row, based on an array stencil of row
that identifies the stencil of each row.
2.5.2 nogen stencil
nogen stencil, like nogen OSKI, represents stencils in an array and has a
generic loop that handles rows with any given stencil. It does the calculations
in the same order as stencil, looping over stencils and, within each stencil,
over rows.
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2.5.3 nogen stencil2
nogen stencil2 is similar to nogen stencil, but does the calculation as in
stencil2; looping over rows and selecting the correct stencil code for each row.
2.6 Diagonal
The diagonal method handles elements in diagonals having a density larger
than a minimum density, which must be set in advance. Since all the diag-
onals must actually be 100% “dense”, any difference between the minimum
density and 100% must be padded by adding some zeros. The elements of
the matrix not falling in “dense” diagonals must be handled by a “secondary
specializer”(see §4.2). The idea is to store the values of each diagonal con-
secutively, then, for each diagonal, the values of the diagonal are multiplied
by the corresponding values of v, and added to the corresponding values of
w. Figure 2.1 show the “dense” diagonals, their corresponding values of v,
and the memory layout of the diagonals.
Matrix Data:  
Figure 2.1: Desnse diagonals of M
This is the diagonal code for a matrix with n = 2048; where just 5 diagonals
satisfy the requirement of having density ≥ 80%.
1 m1 = mvalues1 ;
2 for ( i =0; i <5; i++) {
3 diag = diags1 [ i ] ;
4 sz = 2048−( diag<0 ? −diag : d iag ) ;
5 f s t row = diag<0 ? −diag : 0 ;
6 f s t c o l = diag<0 ? 0 : d iag ;
7 w1 = w+fs t row ;
8 v1 = v+f s t c o l ;
9 for ( j =0; j<sz ; j++) {
10 w1 [ j ] += m1[ j ]∗ v1 [ j ] ;
11 }
12 m1 += sz ;
13 }
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The first several assignments are finding the size of the particular diagonal;
a diagonal k columns to the left or right of the main diagonal has length n-k.
The inner loop is again a simple product of a diagonal from M with a large
portion of input vector v.
The entire point of this method is that this loop is vectorizable; for highly
banded matrices, with the correct compiler, this method can work well. How-
ever, the advantage of vectorizing could be defeated by its requirement of
some zero fill.
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CHAPTER 3
EXPERIMENTAL SETUP
The programs implementing the methods described in Chapter 2 are written
in the C programming language and compiled with the clang compiler [7]
using the -O3 option, with the exception of programs implementing the di-
agonal method, which were compiled using the Intel compiler, icc, because
it produces much better times than clang (or gcc) for this method. For
non-vectorized code, clang, gcc, and icc produce similar times.
3.1 Target Platforms
The performance of the methods were evaluated using four target platforms.
The hardware and software characteristics of these target platforms are listed
in Table 3.1 and Table 3.2 respectively.
Name Processor & Freq (GHz) Cache Sizes (Bytes) Ram
L1 (I) L1 (D) L2 L3 (GB)
loome1 Intel Xeon E5640 @ 2.67 32K 32K 256K 12M 12
loome2 Intel Core i7 880 @ 3.07 32K 32K 256K 8M 8
loome3 Intel Core i5 2400 @ 3.10 32K 32K 256K 6M 8
upcrc5 Intel Xeon L7555 @ 1.87 32K 32K 256K 24M 64
Table 3.1: Hardware specification of target platforms.
Name OS clang icc
loome1 CentOS release 5.9 3.2 12.1.4
loome2 Scientific Linux 6.4 3.2 12.1.4
loome3 Scientific Linux 6.4 3.2 12.1.4
upcrc5 Scientific Linux 6.4 3.2 13.1.1
Table 3.2: OS and compilers used.
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3.2 Matrices
A total of 53 matrices, all of them square, were used in this study: Forty of
them were obtained from the MatrixMarket [5] and the other thirteen were
obtained from The University of Florida Sparse Matrix Collection [6].
Table 3.3 shows some relevant features of the matrices. The first column
lists the matrix name, as given by their original source, and the second
column list the matrix source from where the matrix was obtained. For
those matrices obtained from the Florida Collection (FC), the matrix group
is also given after a colon following the matrix name. The following two
columns (n and nz) are the size and non-zero counts.
To understand the columns listed under “Diagonals”, it must be remem-
bered that: a) vectorizable code is only used for diagonals having a density
larger than a minimum density, and b) any diagonal handled with this code
must actually be 100% dense (see §2.6). In this investigation, the minimum
density used was set to 80%. The fifth and sixth columns show the percentage
of non-zeros handled by diagonal method ( % falling within diagonals that
are at least 80% dense) and the percentage of zeros added to those diagonals
to make them 100% dense. For example, in matrix utm5940 21,820 non-
zeros out of 83,842 (26.03%) are in dense diagonals, and 1,279 zeros (5.86%)
had to be added in those diagonals to make them 100% dense.
The column “Row nz #” shows the number of distinct row non-zero counts;
e.g., every row in chem master1 has either 3, 4, or 5 non-zeros. The column
“Stencils” gives the number of stencils in the matrix (see §2.5). Finally,
the column “Patterns” is the number of patterns the methods genOSKI,
genOSKI2, and nogenOSKI produce for a 4 X 4 block size (see §2.3.1).
Appendix A contains plots showing the non-zero structure of all the ma-
trices selected for this study.
3.3 Tests
For each matrix/method/machine combination, timings were collected fol-
lowing these three steps: [1] perform matrix-vector multiplication 10,000
times (on an unloaded machine); [2] repeat step (1) five times; and [3] choose
the fastest of those five trials.
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Matrix Source n nz Diagonals Row Stencils Patterns
Percentage Zero Fill nz #
add20 MM 2,395 13,151 18.21% 0.00% 48 2,128 568
add32 MM 4,960 19,848 24.99% 0.00% 6 3,941 233
af23560 MM 23,560 460,598 44.69% 2.56% 12 122 3
bcsstk13 MM 2,003 42,943 4.66% 0.00% 73 1,820 1284
bcsstk15 MM 3,948 60,882 6.48% 0.00% 36 3,314 431
bcsstk16 MM 4,884 147,631 32.13% 11.61% 40 301 246
bcsstk17 MM 10,974 219,812 4.99% 0.00% 54 6,715 232
bcsstk18 MM 11,948 80,519 14.84% 0.00% 32 8,550 1420
bcsstk24 MM 3,562 81,736 27.77% 9.76% 42 1,045 118
bcsstk26 MM 1,922 16,129 11.92% 0.00% 26 1,297 310
bcsstk28 MM 4,410 111,717 17.97% 9.77% 68 2,913 140
cage12:vanHeukelum FC 130,228 2,032,536 6.41% 0.00% 28 130,228 1100
cavity05 MM 1,182 32,632 0.00% n/a 30 395 181
cavity15 MM 2,597 71,601 0.00% n/a 26 371 183
cavity23 MM 4,562 131,735 0.00% n/a 26 440 170
cfd2:Rothberg FC 123,440 1,604,423 14.56% 5.69% 27 46,535 3422
chem master1:Watson FC 40,401 201,201 100.00% 0.20% 3 9 9
conf6 0-8x8-20:QCD FC 49,152 1,916,928 13.46% 13.61% 1 648 22
debr:AG-Monien FC 1,048,576 2,097,149 0.00% n/a 3 786,432 7
dw2048 MM 2,048 10,114 98.71% 1.90% 5 18 8
e30r0500 MM 9,661 306,002 0.00% n/a 27 476 140
e40r5000 MM 17,281 553,562 0.00% n/a 25 601 130
engine:TKK FC 143,571 2,424,822 10.97% 7.91% 147 84,195 108
fidap002 MM 441 26,831 19.37% 9.51% 22 436 93
fidap010 MM 2,410 54,816 12.30% 7.15% 27 356 188
fidap011 MM 16,614 1,091,362 9.68% 10.05% 71 7,432 1684
fidap013 MM 2,568 75,628 16.17% 4.96% 22 1,264 225
fidap015 MM 6,867 96,421 61.68% 3.27% 12 73 105
fidap024 MM 2,283 47,897 8.03% 18.68% 26 622 339
fidap031 MM 3,909 91,165 3.60% 19.21% 39 745 402
fidap035 MM 19,716 217,972 72.80% 11.37% 17 202 146
fidapm11 MM 22,294 617,874 0.00% n/a 22 4,682 1197
fidapm29 MM 13,668 183,394 0.00% n/a 14 490 193
fidapm37 MM 9,152 765,944 1.19% 0.00% 70 8,391 876
m133-b3:JGD Homology FC 200,200 800,800 0.00% 0.00% 1 200,200 489
m14b:DIMACS10 FC 214,765 1,679,018 0.00% n/a 22 172,130 3331
mc2depi:Williams FC 525,825 2,100,225 25.04% 0.00% 3 2,298 50
mcfe MM 765 24,382 30.26% 13.66% 55 346 391
memplus MM 17,758 99,147 17.91% 0.00% 91 16,719 605
mhd3200a MM 3,200 68,026 0.00% n/a 18 55 45
mhd4800a MM 4,800 102,252 0.00% n/a 17 55 45
orsreg 1 MM 2,205 14,133 100.00% 2.66% 4 27 17
s2rmq4m1 MM 5,489 134,420 65.25% 4.12% 29 167 94
s3dkq4m2 MM 90,449 2,259,087 74.91% 6.44% 29 1,131 380
s3dkt3m2 MM 90,449 1,888,336 77.02% 5.35% 23 935 97
s3rmt3m3 MM 5,357 106,240 33.55% 5.13% 36 1,322 117
saylr4 MM 3,564 22,316 100.00% 9.72% 5 34 18
sherman5 MM 3,312 20,793 15.93% 0.00% 20 140 60
ship 003:DNVS FC 121,728 1,949,382 6.24% 0.00% 60 105,098 3982
Soc-Epinions1:SNAP FC 75,888 508,837 0.00% n/a 326 49,442 3281
thermomech dK:Botonakis FC 204,316 2,846,228 7.18% 0.00% 9 204,290 17
torso2:Norris FC 115,967 1,033,473 54.98% 2.03% 3 3,148 81
utm5940 MM 5,940 83,842 26.03% 5.86% 25 176 162
Table 3.3: Characteristics of the matrices.
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CHAPTER 4
EXPERIMENTAL RESULTS
The methods introduced in Chapter 2 were used to developed a set of tests
consisting of: unfolding, unrollingu with u varying from 1 to 4; OSKI with
block sizes 2×2, and 3×3, genOSKI with block size 4×4, genOSKI2 with
block size 4 × 4, nogen OSKI with block size 4 × 4, CSRbyNZ, stencil,
stencil2, nogen stencil, nogen stencil2, and diagonal. The tests were
run on the four target platforms (see §3.1) and the fifty-three matrices listed
in Table 3.3.
4.1 Results Discussion
Method loome1 loome2 loome3 upcrc5 Total %
stencil 19 22 15 22 78 36.79%
genOSKI 16 14 10 16 56 26.42%
CSRbyNZ 5 1 6 2 14 6.60%
unrolling2 3 0 4 5 12 5.66%
unfolding 3 5 0 4 12 5.66%
unrolling4 2 5 4 0 11 5.19%
unrolling3 0 1 7 0 8 3.77%
OSKI 3X3 2 1 3 1 7 3.30%
genOSKI2 1 2 1 1 5 2.36%
OSKI 2X2 0 1 1 1 3 1.42%
diagonal 2 1 0 0 3 1.42%
stencil2 0 0 2 0 2 0.94%
unrolling1 0 0 0 1 1 0.47%
nogenOSKI 0 0 0 0 0 0.00%
nogen stencil 0 0 0 0 0 0.00%
nogen stencil2 0 0 0 0 0 0.00%
Table 4.1: Fastest method by frequency.
Table 4.1 shows how many times each tested method was the fastest. Re-
sults are shown per platform and total. Notice that the stencil and the
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genOSKI methods were the fastest more frequently than all the other meth-
ods combined. Also notice that the combined result of all the unrollingu
methods put this method as the fastest method more than 15% times, or in
third place over CSRbyNZ, and unfolding which occupy the 4th and 5th
place respectively. The remaining methods, which represent more than half
of the tested methods, were the fastest in fewer than 10% of the tests.
In this study, the speed-up of any method x is defined with respect to the
unrolling2 method and obtained using Equation 4.1.
Su =
unrolling2
x
(4.1)
The speed-up is measured with respect to unrolling2, because it proved to
be a generally good method that can be employed without latency. Although
unrolling2 is the correct baseline for this investigation, many people usually
think of the standard CSR method (unrolling1) as the baseline. Therefore,
Table 4.2 gives speed-up of the unrolling2 method compared to unrolling1
to provide some context of the results presented in this study.
Tables 4.3 to 4.6 presents the fastest method and its speed-up (Su) for
each platform/matrix pair. These tables sort the results based on matrix
name, number of non-zeros, number of stencils, and number of patterns,
respectively.
To complement the information provided by Tables 4.1 to 4.6, Appendix
B contains figures plotting the speed-up of all the tests produced during this
investigation. The information in these figures is sorted based on the most
relevant parameters of each method.
Although the information in tables 4.3 to 4.6 is redundant, they help to
make some observations for the most relevant methods, acknowledging that
almost all of these observations admit of some exceptions.
stencil. The stencil method was the fastest for 36.79% of the tests. For
this method the situation is fairly clear: all the matrices do fairly well
with this method unless the number of stencils is too large. This can
be observed in Table 4.5 and Figure B.9. For the matrices having less
than about 1000 stencils, the stencil method is very frequently the best
on at least three out of the four target platforms. Even for matrices
mc2depi and torso2, having 2,298 and 3,148 stencils respectively, it
was the best method in every target. On the other hand, the number
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nz loome1 loome2 loome3 upcrc5
add20 13151 1.10 1.10 1.43 1.09
add32 19848 1.47 1.47 1.11 1.47
af23560 460598 1.07 1.08 1.37 1.07
bcsstk13 42943 1.09 1.09 1.37 1.09
bcsstk15 60882 1.08 1.08 1.46 1.08
bcsstk16 147631 1.02 1.02 1.55 1.02
bcsstk17 219812 1.07 1.07 1.44 1.07
bcsstk18 80519 1.13 1.13 1.14 1.12
bcsstk24 81736 1.05 1.09 1.48 1.09
bcsstk26 16129 1.24 1.24 1.66 1.24
bcsstk28 111717 1.03 1.03 1.48 1.03
cage12 2032536 1.04 1.03 1.19 1.05
cavity05 32632 1.05 1.05 1.51 1.06
cavity15 71601 1.07 1.07 1.51 1.07
cavity23 131735 1.10 1.10 1.51 1.10
cfd2 1604423 1.07 1.07 1.19 0.89
chem master1 201201 1.10 1.10 1.13 1.10
conf6 0-8x8-20 1916928 1.01 1.03 1.31 0.99
debr 2097149 0.97 0.99 1.00 1.00
dw2048 10114 1.64 1.10 1.12 1.11
e30r0500 306002 1.11 1.11 1.50 1.11
e40r5000 553562 1.10 1.09 1.44 1.11
engine 2424822 1.07 1.07 1.16 1.07
fidap002 26831 0.86 1.03 1.39 1.04
fidap010 54816 1.09 1.09 1.49 1.09
fidap011 1091362 1.05 0.99 1.21 1.02
fidap013 75628 1.06 1.06 1.48 1.06
fidap015 96421 1.25 1.25 1.39 1.25
fidap024 47897 1.08 1.09 1.48 1.09
fidap031 91165 1.12 1.12 1.51 1.11
fidap035 217972 1.28 1.28 1.37 1.28
fidapm11 617874 1.01 1.04 1.42 1.05
fidapm29 183394 1.17 1.17 1.36 1.17
fidapm37 765944 1.01 1.03 1.28 1.02
m133-b3 800800 1.08 1.07 1.10 1.07
m14b 1679018 1.06 1.05 1.08 0.98
mc2depi 2100225 1.05 1.05 1.10 0.99
mcfe 24382 1.08 1.08 1.35 1.09
memplus 99147 1.07 1.07 1.16 1.07
mhd3200a 68026 1.15 1.15 1.49 1.15
mhd4800a 102252 1.15 1.15 1.49 1.15
orsreg 1 14133 1.06 1.06 1.28 1.06
s2rmq4m1 134420 1.03 1.03 1.44 1.03
s3dkq4m2 2259087 1.02 1.01 1.26 1.24
s3dkt3m2 1888336 1.04 1.03 1.28 1.02
s3rmt3m3 106240 1.08 1.08 1.50 1.09
saylr4 22316 0.78 1.08 1.34 1.08
sherman5 20793 0.99 1.22 1.24 1.22
ship 003 1949382 1.06 1.06 1.14 1.05
soc-Epinions1 508837 0.99 1.00 1.02 0.99
thermomech dK 2846228 1.08 1.06 1.13 1.00
torso2 1033473 1.13 1.11 1.17 1.16
utm5940 83842 1.36 1.36 1.37 1.36
Table 4.2: unrolling1
unrolling2
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loome1 loome2 loome3 upcrc5
Matrix nz stencils pat. Method Su Method Su Method Su Method Su
add20 13,151 2,128 568 unrolling2 1.00 unfolding 1.37 CSRbyNZ 1.16 unfolding 1.37
add32 19,848 3,941 233 genOSKI 1.12 genOSKI 1.04 CSRbyNZ 1.14 genOSKI 1.13
af23560 460,598 122 3 genOSKI2 1.55 genOSKI2 1.58 genOSKI2 1.40 genOSKI2 1.55
bcsstk13 42,943 1,820 1,284 genOSKI 1.27 genOSKI 1.21 unrolling4 1.07 genOSKI 1.33
bcsstk15 60,882 3,314 431 CSRbyNZ 1.18 genOSKI 1.26 unrolling4 1.07 genOSKI 1.37
bcsstk16 147,631 301 246 stencil 1.46 stencil 1.46 OSKI 3X3 1.08 stencil 1.46
bcsstk17 219,812 6,715 232 genOSKI 1.37 genOSKI 1.33 genOSKI 1.05 genOSKI 1.41
bcsstk18 80,519 8,550 1,420 unfolding 1.40 unfolding 1.42 CSRbyNZ 1.51 unfolding 1.45
bcsstk24 81,736 1,045 118 genOSKI 1.72 genOSKI 1.59 genOSKI 1.24 genOSKI 1.68
bcsstk26 16,129 1,297 310 genOSKI 1.62 genOSKI 1.56 genOSKI 1.09 genOSKI 1.65
bcsstk28 111,717 2,913 140 genOSKI 1.34 genOSKI 1.59 genOSKI 1.23 genOSKI 1.69
cage12 2,032,536 130,228 1,100 unrolling4 1.01 unrolling4 1.04 unrolling2 1.00 unrolling2 1.00
cavity05 32,632 395 181 genOSKI 1.47 genOSKI 1.37 genOSKI 1.16 genOSKI 1.47
cavity15 71,601 371 183 genOSKI 1.33 stencil 1.29 genOSKI 1.06 genOSKI 1.34
cavity23 131,735 440 170 stencil 1.31 stencil 1.32 unrolling3 1.05 stencil 1.32
cfd2 1,604,423 46,535 3,422 unrolling4 1.03 unrolling4 1.06 unrolling3 1.01 unrolling1 1.13
chem master1 201,201 9 9 stencil 1.42 stencil 1.42 stencil2 1.52 stencil 1.42
conf6 0-8x8-20 1,916,928 648 22 OSKI 3X3 1.36 OSKI 3X3 1.38 OSKI 3X3 1.20 OSKI 3X3 2.16
debr 2,097,149 786,432 7 CSRbyNZ 1.11 genOSKI2 1.14 CSRbyNZ 1.12 unrolling2 1.00
dw2048 10,114 18 8 unfolding 1.76 unfolding 1.64 stencil 1.54 unfolding 1.71
e30r0500 306,002 476 140 stencil 1.37 stencil 1.37 unrolling4 1.10 stencil 1.38
e40r5000 553,562 601 130 stencil 1.31 stencil 1.32 stencil2 1.03 stencil 1.31
engine 2,424,822 84,195 108 OSKI 3X3 1.24 unfolding 1.40 OSKI 3X3 1.14 unfolding 2.38
fidap002 26,831 436 93 genOSKI 1.62 genOSKI 1.53 genOSKI 1.37 genOSKI 1.62
fidap010 54,816 356 188 genOSKI 1.19 stencil 1.38 unrolling3 1.05 stencil 1.40
fidap011 1,091,362 7,432 1,684 genOSKI 1.15 genOSKI 1.18 genOSKI 1.07 genOSKI 1.18
fidap013 75,628 1,264 225 genOSKI 1.46 genOSKI 1.37 genOSKI 1.15 genOSKI 1.45
fidap015 96,421 73 105 stencil 1.40 stencil 1.40 stencil 1.31 stencil 1.41
fidap024 47,897 622 339 stencil 1.30 stencil 1.32 unrolling3 1.05 stencil 1.32
fidap031 91,165 745 402 stencil 1.34 stencil 1.34 unrolling3 1.06 stencil 1.35
fidap035 217,972 202 146 stencil 1.20 stencil 1.20 stencil 1.11 stencil 1.21
fidapm11 617,874 4,682 1,197 stencil 1.19 unrolling4 1.09 unrolling2 1.00 stencil 1.16
fidapm29 183,394 490 193 stencil 1.45 stencil 1.45 stencil 1.13 stencil 1.46
fidapm37 765,944 8,391 876 genOSKI 1.11 genOSKI 1.09 unrolling3 1.02 genOSKI 1.00
m133-b3 800,800 200,200 489 unfolding 1.34 unfolding 1.20 CSRbyNZ 1.07 unrolling2 1.00
m14b 1,679,018 172,130 3,331 unrolling2 1.00 unrolling3 1.01 unrolling2 1.00 unrolling2 1.02
mc2depi 2,100,225 2,298 50 stencil 1.24 stencil 1.27 stencil 1.29 stencil 1.56
mcfe 24,382 346 391 genOSKI 1.16 genOSKI 1.06 unrolling4 1.14 genOSKI 1.18
memplus 99,147 16,719 605 CSRbyNZ 1.08 CSRbyNZ 1.04 CSRbyNZ 1.10 CSRbyNZ 1.08
mhd3200a 68,026 55 45 stencil 1.50 stencil 1.50 stencil 1.14 stencil 1.50
mhd4800a 102,252 55 45 stencil 1.50 stencil 1.50 stencil 1.13 stencil 1.50
orsreg 1 14,133 27 17 diagonal 1.29 diagonal 1.46 stencil 1.58 stencil 1.45
s2rmq4m1 134,420 167 94 stencil 1.53 stencil 1.52 stencil 1.15 genOSKI 1.56
s3dkq4m2 2,259,087 1,131 380 stencil 1.34 stencil 1.42 stencil 1.18 stencil 2.71
s3dkt3m2 1,888,336 935 97 stencil 1.47 stencil 1.51 stencil 1.14 stencil 2.34
s3rmt3m3 106,240 1,322 117 genOSKI 1.66 genOSKI 1.61 genOSKI 1.20 genOSKI 1.70
saylr4 22,316 34 18 diagonal 2.11 stencil 1.54 stencil 1.57 stencil 1.55
sherman5 20,793 140 60 CSRbyNZ 1.43 stencil 1.56 stencil 1.48 stencil 1.64
Ship 003 1,949,382 105,098 3,982 unrolling2 1.00 unrolling4 1.00 unrolling3 1.00 unrolling2 1.00
Soc-Epinions1 508,837 49,442 3,281 CSRbyNZ 1.03 unrolling4 1.04 unrolling2 1.00 CSRbyNZ 1.22
thermomech dK 2,846,228 204,290 17 genOSKI 1.23 OSKI 2X2 1.19 OSKI 2X2 1.15 OSKI 2X2 1.31
torso2 1,033,473 3,148 81 stencil 1.47 stencil 1.41 stencil 1.42 stencil 1.35
utm5940 83,842 176 162 stencil 1.44 stencil 1.44 stencil 1.20 stencil 1.45
Table 4.3: Fastest method and speed-up.
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loome1 loome2 loome3 upcrc5
Matrix nz stencils pat. Method Su Method Su Method Su Method Su
dw2048 10,114 18 8 unfolding 1.76 unfolding 1.64 stencil 1.54 unfolding 1.71
add20 13,151 2,128 568 unrolling2 1.00 unfolding 1.37 CSRbyNZ 1.16 unfolding 1.37
orsreg 1 14,133 27 17 diagonal 1.29 diagonal 1.46 stencil 1.58 stencil 1.45
bcsstk26 16,129 1,297 310 genOSKI 1.62 genOSKI 1.56 genOSKI 1.09 genOSKI 1.65
add32 19,848 3,941 233 genOSKI 1.12 genOSKI 1.04 CSRbyNZ 1.14 genOSKI 1.13
sherman5 20,793 140 60 CSRbyNZ 1.43 stencil 1.56 stencil 1.48 stencil 1.64
saylr4 22,316 34 18 diagonal 2.11 stencil 1.54 stencil 1.57 stencil 1.55
mcfe 24,382 346 391 genOSKI 1.16 genOSKI 1.06 unrolling4 1.14 genOSKI 1.18
fidap002 26,831 436 93 genOSKI 1.62 genOSKI 1.53 genOSKI 1.37 genOSKI 1.62
cavity05 32,632 395 181 genOSKI 1.47 genOSKI 1.37 genOSKI 1.16 genOSKI 1.47
bcsstk13 42,943 1,820 1,284 genOSKI 1.27 genOSKI 1.21 unrolling4 1.07 genOSKI 1.33
fidap024 47,897 622 339 stencil 1.30 stencil 1.32 unrolling3 1.05 stencil 1.32
fidap010 54,816 356 188 genOSKI 1.19 stencil 1.38 unrolling3 1.05 stencil 1.40
bcsstk15 60,882 3,314 431 CSRbyNZ 1.18 genOSKI 1.26 unrolling4 1.07 genOSKI 1.37
mhd3200a 68,026 55 45 stencil 1.50 stencil 1.50 stencil 1.14 stencil 1.50
cavity15 71,601 371 183 genOSKI 1.33 stencil 1.29 genOSKI 1.06 genOSKI 1.34
fidap013 75,628 1,264 225 genOSKI 1.46 genOSKI 1.37 genOSKI 1.15 genOSKI 1.45
bcsstk18 80,519 8,550 1,420 unfolding 1.40 unfolding 1.42 CSRbyNZ 1.51 unfolding 1.45
bcsstk24 81,736 1,045 118 genOSKI 1.72 genOSKI 1.59 genOSKI 1.24 genOSKI 1.68
utm5940 83,842 176 162 stencil 1.44 stencil 1.44 stencil 1.20 stencil 1.45
fidap031 91,165 745 402 stencil 1.34 stencil 1.34 unrolling3 1.06 stencil 1.35
fidap015 96,421 73 105 stencil 1.40 stencil 1.40 stencil 1.31 stencil 1.41
memplus 99,147 16,719 605 CSRbyNZ 1.08 CSRbyNZ 1.04 CSRbyNZ 1.10 CSRbyNZ 1.08
mhd4800a 102,252 55 45 stencil 1.50 stencil 1.50 stencil 1.13 stencil 1.50
s3rmt3m3 106,240 1,322 117 genOSKI 1.66 genOSKI 1.61 genOSKI 1.20 genOSKI 1.70
bcsstk28 111,717 2,913 140 genOSKI 1.34 genOSKI 1.59 genOSKI 1.23 genOSKI 1.69
cavity23 131,735 440 170 stencil 1.31 stencil 1.32 unrolling3 1.05 stencil 1.32
s2rmq4m1 134,420 167 94 stencil 1.53 stencil 1.52 stencil 1.15 genOSKI 1.56
bcsstk16 147,631 301 246 stencil 1.46 stencil 1.46 OSKI 3X3 1.08 stencil 1.46
fidapm29 183,394 490 193 stencil 1.45 stencil 1.45 stencil 1.13 stencil 1.46
chem master1 201,201 9 9 stencil 1.42 stencil 1.42 stencil2 1.52 stencil 1.42
fidap035 217,972 202 146 stencil 1.20 stencil 1.20 stencil 1.11 stencil 1.21
bcsstk17 219,812 6,715 232 genOSKI 1.37 genOSKI 1.33 genOSKI 1.05 genOSKI 1.41
e30r0500 306,002 476 140 stencil 1.37 stencil 1.37 unrolling4 1.10 stencil 1.38
af23560 460,598 122 3 genOSKI2 1.55 genOSKI2 1.58 genOSKI2 1.40 genOSKI2 1.55
Soc-Epinions1 508,837 49,442 3,281 CSRbyNZ 1.03 unrolling4 1.04 unrolling2 1.00 CSRbyNZ 1.22
e40r5000 553,562 601 130 stencil 1.31 stencil 1.32 stencil2 1.03 stencil 1.31
fidapm11 617,874 4,682 1,197 stencil 1.19 unrolling4 1.09 unrolling2 1.00 stencil 1.16
fidapm37 765,944 8,391 876 genOSKI 1.11 genOSKI 1.09 unrolling3 1.02 genOSKI 1.00
m133-b3 800,800 200,200 489 unfolding 1.34 unfolding 1.20 CSRbyNZ 1.07 unrolling2 1.00
torso2 1,033,473 3,148 81 stencil 1.47 stencil 1.41 stencil 1.42 stencil 1.35
fidap011 1,091,362 7,432 1,684 genOSKI 1.15 genOSKI 1.18 genOSKI 1.07 genOSKI 1.18
cfd2 1,604,423 46,535 3,422 unrolling4 1.03 unrolling4 1.06 unrolling3 1.01 unrolling1 1.13
m14b 1,679,018 172,130 3,331 unrolling2 1.00 unrolling3 1.01 unrolling2 1.00 unrolling2 1.02
s3dkt3m2 1,888,336 935 97 stencil 1.47 stencil 1.51 stencil 1.14 stencil 2.34
conf6 0-8x8-20 1,916,928 648 22 OSKI 3X3 1.36 OSKI 3X3 1.38 OSKI 3X3 1.20 OSKI 3X3 2.16
Ship 003 1,949,382 105,098 3,982 unrolling2 1.00 unrolling4 1.00 unrolling3 1.00 unrolling2 1.00
cage12 2,032,536 130,228 1,100 unrolling4 1.01 unrolling4 1.04 unrolling2 1.00 unrolling2 1.00
debr 2,097,149 786,432 7 CSRbyNZ 1.11 genOSKI2 1.14 CSRbyNZ 1.12 unrolling2 1.00
mc2depi 2,100,225 2,298 50 stencil 1.24 stencil 1.27 stencil 1.29 stencil 1.56
s3dkq4m2 2,259,087 1,131 380 stencil 1.34 stencil 1.42 stencil 1.18 stencil 2.71
engine 2,424,822 84,195 108 OSKI 3X3 1.24 unfolding 1.40 OSKI 3X3 1.14 unfolding 2.38
thermomech dK 2,846,228 204,290 17 genOSKI 1.23 OSKI 2X2 1.19 OSKI 2X2 1.15 OSKI 2X2 1.31
Table 4.4: Fastest method and speed-up sorted by non-zeros.
22
loome1 loome2 loome3 upcrc5
Matrix nz stencils pat. Method Su Method Su Method Su Method Su
chem master1 201,201 9 9 stencil 1.42 stencil 1.42 stencil2 1.52 stencil 1.42
dw2048 10,114 18 8 unfolding 1.76 unfolding 1.64 stencil 1.54 unfolding 1.71
orsreg 1 14,133 27 17 diagonal 1.29 diagonal 1.46 stencil 1.58 stencil 1.45
saylr4 22,316 34 18 diagonal 2.11 stencil 1.54 stencil 1.57 stencil 1.55
mhd3200a 68,026 55 45 stencil 1.50 stencil 1.50 stencil 1.14 stencil 1.50
mhd4800a 102,252 55 45 stencil 1.50 stencil 1.50 stencil 1.13 stencil 1.50
fidap015 96,421 73 105 stencil 1.40 stencil 1.40 stencil 1.31 stencil 1.41
af23560 460,598 122 3 genOSKI2 1.55 genOSKI2 1.58 genOSKI2 1.40 genOSKI2 1.55
sherman5 20,793 140 60 CSRbyNZ 1.43 stencil 1.56 stencil 1.48 stencil 1.64
s2rmq4m1 134,420 167 94 stencil 1.53 stencil 1.52 stencil 1.15 genOSKI 1.56
utm5940 83,842 176 162 stencil 1.44 stencil 1.44 stencil 1.20 stencil 1.45
fidap035 217,972 202 146 stencil 1.20 stencil 1.20 stencil 1.11 stencil 1.21
bcsstk16 147,631 301 246 stencil 1.46 stencil 1.46 OSKI 3X3 1.08 stencil 1.46
mcfe 24,382 346 391 genOSKI 1.16 genOSKI 1.06 unrolling4 1.14 genOSKI 1.18
fidap010 54,816 356 188 genOSKI 1.19 stencil 1.38 unrolling3 1.05 stencil 1.40
cavity15 71,601 371 183 genOSKI 1.33 stencil 1.29 genOSKI 1.06 genOSKI 1.34
cavity05 32,632 395 181 genOSKI 1.47 genOSKI 1.37 genOSKI 1.16 genOSKI 1.47
fidap002 26,831 436 93 genOSKI 1.62 genOSKI 1.53 genOSKI 1.37 genOSKI 1.62
cavity23 131,735 440 170 stencil 1.31 stencil 1.32 unrolling3 1.05 stencil 1.32
e30r0500 306,002 476 140 stencil 1.37 stencil 1.37 unrolling4 1.10 stencil 1.38
fidapm29 183,394 490 193 stencil 1.45 stencil 1.45 stencil 1.13 stencil 1.46
e40r5000 553,562 601 130 stencil 1.31 stencil 1.32 stencil2 1.03 stencil 1.31
fidap024 47,897 622 339 stencil 1.30 stencil 1.32 unrolling3 1.05 stencil 1.32
conf6 0-8x8-20 1,916,928 648 22 OSKI 3X3 1.36 OSKI 3X3 1.38 OSKI 3X3 1.20 OSKI 3X3 2.16
fidap031 91,165 745 402 stencil 1.34 stencil 1.34 unrolling3 1.06 stencil 1.35
s3dkt3m2 1,888,336 935 97 stencil 1.47 stencil 1.51 stencil 1.14 stencil 2.34
bcsstk24 81,736 1,045 118 genOSKI 1.72 genOSKI 1.59 genOSKI 1.24 genOSKI 1.68
s3dkq4m2 2,259,087 1,131 380 stencil 1.34 stencil 1.42 stencil 1.18 stencil 2.71
fidap013 75,628 1,264 225 genOSKI 1.46 genOSKI 1.37 genOSKI 1.15 genOSKI 1.45
bcsstk26 16,129 1,297 310 genOSKI 1.62 genOSKI 1.56 genOSKI 1.09 genOSKI 1.65
s3rmt3m3 106,240 1,322 117 genOSKI 1.66 genOSKI 1.61 genOSKI 1.20 genOSKI 1.70
bcsstk13 42,943 1,820 1,284 genOSKI 1.27 genOSKI 1.21 unrolling4 1.07 genOSKI 1.33
add20 13,151 2,128 568 unrolling2 1.00 unfolding 1.37 CSRbyNZ 1.16 unfolding 1.37
mc2depi 2,100,225 2,298 50 stencil 1.24 stencil 1.27 stencil 1.29 stencil 1.56
bcsstk28 111,717 2,913 140 genOSKI 1.34 genOSKI 1.59 genOSKI 1.23 genOSKI 1.69
torso2 1,033,473 3,148 81 stencil 1.47 stencil 1.41 stencil 1.42 stencil 1.35
bcsstk15 60,882 3,314 431 CSRbyNZ 1.18 genOSKI 1.26 unrolling4 1.07 genOSKI 1.37
add32 19,848 3,941 233 genOSKI 1.12 genOSKI 1.04 CSRbyNZ 1.14 genOSKI 1.13
fidapm11 617,874 4,682 1,197 stencil 1.19 unrolling4 1.09 unrolling2 1.00 stencil 1.16
bcsstk17 219,812 6,715 232 genOSKI 1.37 genOSKI 1.33 genOSKI 1.05 genOSKI 1.41
fidap011 1,091,362 7,432 1,684 genOSKI 1.15 genOSKI 1.18 genOSKI 1.07 genOSKI 1.18
fidapm37 765,944 8,391 876 genOSKI 1.11 genOSKI 1.09 unrolling3 1.02 genOSKI 1.00
bcsstk18 80,519 8,550 1,420 unfolding 1.40 unfolding 1.42 CSRbyNZ 1.51 unfolding 1.45
memplus 99,147 16,719 605 CSRbyNZ 1.08 CSRbyNZ 1.04 CSRbyNZ 1.10 CSRbyNZ 1.08
cfd2 1,604,423 46,535 3,422 unrolling4 1.03 unrolling4 1.06 unrolling3 1.01 unrolling1 1.13
Soc-Epinions1 508,837 49,442 3,281 CSRbyNZ 1.03 unrolling4 1.04 unrolling2 1.00 CSRbyNZ 1.22
engine 2,424,822 84,195 108 OSKI 3X3 1.24 unfolding 1.40 OSKI 3X3 1.14 unfolding 2.38
Ship 003 1,949,382 105,098 3,982 unrolling2 1.00 unrolling4 1.00 unrolling3 1.00 unrolling2 1.00
cage12 2,032,536 130,228 1,100 unrolling4 1.01 unrolling4 1.04 unrolling2 1.00 unrolling2 1.00
m14b 1,679,018 172,130 3,331 unrolling2 1.00 unrolling3 1.01 unrolling2 1.00 unrolling2 1.02
m133-b3 800,800 200,200 489 unfolding 1.34 unfolding 1.20 CSRbyNZ 1.07 unrolling2 1.00
thermomech dK 2,846,228 204,290 17 genOSKI 1.23 OSKI 2X2 1.19 OSKI 2X2 1.15 OSKI 2X2 1.31
debr 2,097,149 786,432 7 CSRbyNZ 1.11 genOSKI2 1.14 CSRbyNZ 1.12 unrolling2 1.00
Table 4.5: Fastest method and speed-up sorted by number of stencils.
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loome1 loome2 loome3 upcrc5
Matrix nz stencils patt. Method Su Method Su Method Su Method Su
af23560 460,598 122 3 genOSKI2 1.55 genOSKI2 1.58 genOSKI2 1.40 genOSKI2 1.55
debr 2,097,149 786,432 7 CSRbyNZ 1.11 genOSKI2 1.14 CSRbyNZ 1.12 unrolling2 1.00
dw2048 10,114 18 8 unfolding 1.76 unfolding 1.64 stencil 1.54 unfolding 1.71
chem master1 201,201 9 9 stencil 1.42 stencil 1.42 stencil2 1.52 stencil 1.42
orsreg 1 14,133 27 17 diagonal 1.29 diagonal 1.46 stencil 1.58 stencil 1.45
thermomech dK 2,846,228 204,290 17 genOSKI 1.23 OSKI 2X2 1.19 OSKI 2X2 1.15 OSKI 2X2 1.31
saylr4 22,316 34 18 diagonal 2.11 stencil 1.54 stencil 1.57 stencil 1.55
conf6 0-8x8-20 1,916,928 648 22 OSKI 3X3 1.36 OSKI 3X3 1.38 OSKI 3X3 1.20 OSKI 3X3 2.16
mhd3200a 68,026 55 45 stencil 1.50 stencil 1.50 stencil 1.14 stencil 1.50
mhd4800a 102,252 55 45 stencil 1.50 stencil 1.50 stencil 1.13 stencil 1.50
mc2depi 2,100,225 2,298 50 stencil 1.24 stencil 1.27 stencil 1.29 stencil 1.56
sherman5 20,793 140 60 CSRbyNZ 1.43 stencil 1.56 stencil 1.48 stencil 1.64
torso2 1,033,473 3,148 81 stencil 1.47 stencil 1.41 stencil 1.42 stencil 1.35
fidap002 26,831 436 93 genOSKI 1.62 genOSKI 1.53 genOSKI 1.37 genOSKI 1.62
s2rmq4m1 134,420 167 94 stencil 1.53 stencil 1.52 stencil 1.15 genOSKI 1.56
s3dkt3m2 1,888,336 935 97 stencil 1.47 stencil 1.51 stencil 1.14 stencil 2.34
fidap015 96,421 73 105 stencil 1.40 stencil 1.40 stencil 1.31 stencil 1.41
engine 2,424,822 84,195 108 OSKI 3X3 1.24 unfolding 1.40 OSKI 3X3 1.14 unfolding 2.38
s3rmt3m3 106,240 1,322 117 genOSKI 1.66 genOSKI 1.61 genOSKI 1.20 genOSKI 1.70
bcsstk24 81,736 1,045 118 genOSKI 1.72 genOSKI 1.59 genOSKI 1.24 genOSKI 1.68
e40r5000 553,562 601 130 stencil 1.31 stencil 1.32 stencil2 1.03 stencil 1.31
e30r0500 306,002 476 140 stencil 1.37 stencil 1.37 unrolling4 1.10 stencil 1.38
bcsstk28 111,717 2,913 140 genOSKI 1.34 genOSKI 1.59 genOSKI 1.23 genOSKI 1.69
fidap035 217,972 202 146 stencil 1.20 stencil 1.20 stencil 1.11 stencil 1.21
utm5940 83,842 176 162 stencil 1.44 stencil 1.44 stencil 1.20 stencil 1.45
cavity23 131,735 440 170 stencil 1.31 stencil 1.32 unrolling3 1.05 stencil 1.32
cavity05 32,632 395 181 genOSKI 1.47 genOSKI 1.37 genOSKI 1.16 genOSKI 1.47
cavity15 71,601 371 183 genOSKI 1.33 stencil 1.29 genOSKI 1.06 genOSKI 1.34
fidap010 54,816 356 188 genOSKI 1.19 stencil 1.38 unrolling3 1.05 stencil 1.40
fidapm29 183,394 490 193 stencil 1.45 stencil 1.45 stencil 1.13 stencil 1.46
fidap013 75,628 1,264 225 genOSKI 1.46 genOSKI 1.37 genOSKI 1.15 genOSKI 1.45
bcsstk17 219,812 6,715 232 genOSKI 1.37 genOSKI 1.33 genOSKI 1.05 genOSKI 1.41
add32 19,848 3,941 233 genOSKI 1.12 genOSKI 1.04 CSRbyNZ 1.14 genOSKI 1.13
bcsstk16 147,631 301 246 stencil 1.46 stencil 1.46 OSKI 3X3 1.08 stencil 1.46
bcsstk26 16,129 1,297 310 genOSKI 1.62 genOSKI 1.56 genOSKI 1.09 genOSKI 1.65
fidap024 47,897 622 339 stencil 1.30 stencil 1.32 unrolling3 1.05 stencil 1.32
s3dkq4m2 2,259,087 1,131 380 stencil 1.34 stencil 1.42 stencil 1.18 stencil 2.71
mcfe 24,382 346 391 genOSKI 1.16 genOSKI 1.06 unrolling4 1.14 genOSKI 1.18
fidap031 91,165 745 402 stencil 1.34 stencil 1.34 unrolling3 1.06 stencil 1.35
bcsstk15 60,882 3,314 431 CSRbyNZ 1.18 genOSKI 1.26 unrolling4 1.07 genOSKI 1.37
m133-b3 800,800 200,200 489 unfolding 1.34 unfolding 1.20 CSRbyNZ 1.07 unrolling2 1.00
add20 13,151 2,128 568 unrolling2 1.00 unfolding 1.37 CSRbyNZ 1.16 unfolding 1.37
memplus 99,147 16,719 605 CSRbyNZ 1.08 CSRbyNZ 1.04 CSRbyNZ 1.10 CSRbyNZ 1.08
fidapm37 765,944 8,391 876 genOSKI 1.11 genOSKI 1.09 unrolling3 1.02 genOSKI 1.00
cage12 2,032,536 130,228 1,100 unrolling4 1.01 unrolling4 1.04 unrolling2 1.00 unrolling2 1.00
fidapm11 617,874 4,682 1,197 stencil 1.19 unrolling4 1.09 unrolling2 1.00 stencil 1.16
bcsstk13 42,943 1,820 1,284 genOSKI 1.27 genOSKI 1.21 unrolling4 1.07 genOSKI 1.33
bcsstk18 80,519 8,550 1,420 unfolding 1.40 unfolding 1.42 CSRbyNZ 1.51 unfolding 1.45
fidap011 1,091,362 7,432 1,684 genOSKI 1.15 genOSKI 1.18 genOSKI 1.07 genOSKI 1.18
Soc-Epinions1 508,837 49,442 3,281 CSRbyNZ 1.03 unrolling4 1.04 unrolling2 1.00 CSRbyNZ 1.22
m14b 1,679,018 172,130 3,331 unrolling2 1.00 unrolling3 1.01 unrolling2 1.00 unrolling2 1.02
cfd2 1,604,423 46,535 3,422 unrolling4 1.03 unrolling4 1.06 unrolling3 1.01 unrolling1 1.13
Ship 003 1,949,382 105,098 3,982 unrolling2 1.00 unrolling4 1.00 unrolling3 1.00 unrolling2 1.00
Table 4.6: Fastest method and speed-up sorted by number of pattenrs.
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of stencils does not tell the whole story: for the dw2048 matrix, which
only has 18 stencils, the stencil method is the best only on loome3.
genOSKI. This method was the fastest for 26.42% of the tests. It per-
formed well for matrices having a non-zero count smaller than about
110,000. This can be observed in Table 4.4 and Figure B.26. However,
this method still performed well for matrices like bcsstk17, fidapm37
and even fidap011 having 219,812, 765,944 and 1,091,362 non-zeros re-
spectively. The reason for this anomaly is found on the high number
of stencils each of these matrices has, which, most likely, prevent the
stencil method from having a better performance.
unrollingu. In 15.09% of the tests overall, one of the unrollingu methods
produced the fastest time. This method seems to perform well mainly
when the stencil and genOSKI methods fail; either when there are
too many stencils and/or too many non-zeros. Additionally, for those
cases in which this method is the fastest, the speed-up is usually barely
larger than one. Also notice that unrolling1 was the fastest method
only once, compared to the 31 times achieved by its unrollingu (for u
> 1) counterparts, demonstrating the benefit achieved by unrolling the
inner loop in the standard CSR method.
CSRbyNZ. This method was the fastest for 6.60% of the tests. It seems to
perform well mainly when the stencils to non-zero ratio (# of stencils
nz
)
is larger than 10%. For example, this method was the fastest across
the four target platforms for the memplus matrix, which has the 4th
largest stencils to non-zero ratio (16.86%) for this set of matrices. It
also performed well in loome3 for the add32, m133-b3, and debr
matrices, which have an even larger stencils to non-zero ratio than
memplus. On the other hand, this method was never the fastest
when this ratio was smaller than 5%, with the exception of sherman5
in loome1.
unfolding. This method was the fastest for 5.66% of the tests. However,
this success seems to lack any consistency; the matrices for which this
method was the best include some with the smallest count of non-zeros
and stencils (dw2048 with 10,114 non-zeros and 18 stencils), some
with very large count of non-zeros (engine with 2,424,822 non-zeros)
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and some with very large count of stencils (m133-b3 with 200,200
stencils). Remarkably, for those cases in which this method was the
fastest, the speed-ups it achieved were among the largest.
OSKI. The OSKI method produced the best time in only 4.72% of the
tests. In all cases in which this method was the fastest, it produces a
very low addition of zeros to the matrix representation; in other words,
a very low zero fill ratio (see Chapter 2). For example, for the thermo-
mech dK matrix, the OSKI method with a 2 by 2 block size (OSKI
2X2) produces a zero fill ratio of 1.00000140537, meaning that about
0.00014% zeros were added to the matrix representation compared to
the original representation. Similarly, for the bcsstk16, conf6 0-8x8-
20, and engine matrices the zero fill ratios were 1.052, 1, and 1.059
respectively running the OSKI 3X3 tests. Typically, the zero fill ra-
tios for OSKI 2X2 and OSKI 3X3 were much larger. Here are zero
fill ratios for two other matrices:
Matrix OSKI 2X2 OSKI 3X3
memplus 1.7940 3.9616
utm5940 1.8130 2.4025
Figures B.23 and B.25 in Appendix B clearly demonstrate that the
poor performance of this method is related to large zero fills. These
two figures also clearly show the growing of the zero fill ratio with the
block size.
genOSKI2. This method was the best only 5 times (2.36%). Table 4.6,
which sort the results based on the number of patterns, shows that it
performs well only if the number of patterns is very small. It was the
best method across all the platforms for the af23560 matrix, which
only has 3 patterns, despite the fact it has an important number of
non-zeros (460,598). It even succeeds for the debr matrix, which has 7
patterns and 2,097,149 non-zeros in loome2. Figure B.29 shows how
the effectiveness of this method decreases with the number of patterns.
Diagonal. This method deserves to be mentioned due to its surprisingly
poor performance. Even recognizing some performance limitation due
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to its requirement of some zero fill (see §2.6), this method was ex-
pected to perform relatively well for highly banded matrices such as
chem master1, orsreg 1 and saylr4. However, it was not able to
deliver even in the case of the chem master1 matrix, which accord-
ing to Table 3.3 has a zero fill of less than 1%.
Finally, Table 4.7 shows the average speed-up for each of the relevant
method for those cases in which the method was the fastest one. This table
shows that the average speed-up that the stencil and genOSKI method
can achieve can be substantial, while the average speed-up for CSRbyNZ is
marginal. Although the average speed-up of unfold seems large, this method
was the fastest only very few times.
Speed-up
Method loome1 loome2 loome3 upcrc5 Total
stencil 1.38 1.41 1.29 1.51 1.41
GenOSKI 1.36 1.34 1.16 1.43 1.34
CSRbyNZ 1.16 1.04 1.18 1.15 1.16
unfold 1.50 1.41 n/a 1.73 1.54
unrollingu 1.01 1.04 1.04 1.04 1.04
Table 4.7: Average speed-up produced by best methods
4.2 Hybrid Methods
While almost all the methods discussed in the previous subsection are able
to handle any matrix by themselves, the OSKI and diagonal methods are,
by definition, “hybrid methods”. Hybrid methods require the splitting of a
matrix into two or more sub-matrices and using any of the different methods
for handling the sub-matrices.
The OSKI method can only be used after splitting the original matrix into
one sub-matrix, whose size is an exact multiple of the block size, and another
sub-matrix holding a relatively small number of elements from the right side
and bottom of the original matrix. The first of these sub-matrices is then
handled by the OSKI method itself, and the other sub-matrix is handled
by a “secondary” method, chosen among those able to handle and solve any
matrix.
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Similar to the OSKI method, the diagonal method can only be used
after splitting the original matrix since the vectorizable code handles only
elements that occur in dense diagonals. Therefore, the matrix has to be split
into two sub-matrices, one holding the “dense” diagonals and handled by the
diagonal method itself and the other holding left over elements and handled
by a “secondary” method.
In the results presented in Section 4.1 the secondary method used with the
OSKI and the diagonal methods was unrolling2.
Since the results obtained from the OSKI and the diagonal methods were
not especially good, and because the space of possibilities for using hybrid
methods is so huge, hybrid methods were not further explored.
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CHAPTER 5
RELATED WORK
Program specialization, also called code generation, partial evaluation, or
staging, allows the programmer to determine exactly what code will be gen-
erated. The area has been heavily studied, especially with respect to lan-
guage features, such as type-checking, that promote simplicity and safety
of specialization [8, 9, 10]. Work in this area specifically addressing high-
performance for realistic applications includes work on marshalling [11, 12]
and on code-optimizing transformations [13].
With run-time specialization, the focus moves toward the efficiency of spe-
cialization itself [14, 15]. Run-time code generation is used routinely in “just-
in-time” compilers. For example, Google’s V8 compiler for JavaScript [16]
overcomes the inherent inefficiency of dynamic typing by specializing the
code to the data types that occur most often at run time. However, in this
application of run-time code generation, the programmer has little or no
control.
This study draws from these areas, using program specialization to opti-
mize sparse matrix-vector multiplication. Sparse matrix-dense vector multi-
plication is an operation that is used in many scientific problems. Different
techniques has been applied to improve its effectiveness. For example, stor-
ing the matrix values using blocking to improve locality has been studied
in the OSKI project [1]. Other techniques include approaches that utilize
the structure of the matrix to improve performance, such as the ones used
by Mellor-Crummey et al. [4] and by Shantharam et al. [17]. A number of
researchers have also looked at multi-core implementations [18, 19, 20].
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CHAPTER 6
CONCLUSION
The main objective of this thesis consisted in determining if program special-
ization can be used to obtain some speed-up for the very common numerical
procedure of sparse-matrix dense-vector multiplication. Based on the results
presented on Tables 4.1 to 4.7 and on figures contained in Appendix B, the
following conclusions can be drawn:
1. Two of the methods studied; the stencil and the genOSKI meth-
ods were the fastest method more frequently than all the other stud-
ied method combined. Additionally, these two methods were able to
achieve important speed-up.
2. Two other methods, CSRbyNZ and unfolding, were also able to
achieve speed-ups. However, neither one was able to be the fastest
method with a frequency high enough to redeem them as important.
3. The OSKI method suffers an important performance hit due to the
zero fill required by the method. It was clearly demonstrated how the
zero fill affects the efficiency of the method; in the very few occasions
this method was the fastest, the zero fill ratio was very close to one.
Additionally, it was also shown that the zero fill ratio grows with the
block size.
4. Related to the previous point, the solution proposed to overcome the
zero fill problem of the OSKI method, (generating code specific to
each pattern of non-zeros within a block), worked very well to redeem
the genOSKI method as a competitive one. However other OSKI
variants, genOSKI2 and nogenOSKI, never were competitive.
5. The standard CSR method, which provides the base for the unrollingu
methods, effectively benefits from unrolling the inner loop as evidenced
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by the fact that the unrolling1 was the fastest method only one time,
compared to the 31 times achieved by its unrollingu (for u > 1) coun-
terparts. Table 4.2, which gives speed-up of the unrolling2 method
compared to the standard CSR method (unrolling1), can also be used
to support this affirmation. However, the benefit of unrolling the inner
loop seems to end after unrolling the loop a few times.
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APPENDIX A
This appendix contains plots of the non-zero structure for the matrices used
in this study.
Figure A.1: Matrices nonzeros structure (continues....)
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Figure A.1: Matrices nonzeros structure (continues....)
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Figure A.1: Matrices nonzeros structure (continues....)
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Figure A.1: Matrices nonzeros structure (continues....)
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Figure A.1: Matrices nonzeros structure (continues....)
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Figure A.1: Matrices nonzeros structure (continues....)
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Figure A.1: Matrices nonzeros structure
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APPENDIX B
This appendix contains figures showing the speed-up of the all methods
tested, for the four target platform used in the investigation. The speed-
ups are calculated relative to the unrolling2 method. In general, the plots
contain results for each of the matrices selected for this study. The speed-ups
are sorted by relevant parameters related to each method.
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B.1 unrolling1 speed-up
The figure show unrolling1 speed-up relative to unrolling2 sorted by num-
ber of non-zeros. As can be seen in the figure unrolling1is frequently out-
performed by unrolling2.
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B.2 unrolling2 speed-up
The figure show unrolling2 speed-up relative to unrolling2 sorted by num-
ber of non-zeros. This figure is included for completeness.
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B.3 unrolling3 speed-up
The figure show unrolling3 speed-up relative to unrolling2 sorted by num-
ber of non-zeros. In general, the speed-up of this method can be considered
as marginal.
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.0e+04 1.0e+05 1.0e+06
Sp
ee
d-
up
loome1
1.0e+04 1.0e+05 1.0e+06
loome2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
.4
1.0e+04
1.0e+05
1.0e+06
Sp
ee
d-
up
Non-Zeros
loome3
1.0e+04
1.0e+05
1.0e+06
Non-Zeros
upcrc5
Figure B.3: unrolling2
unrolling3
45
B.4 unrolling4 speed-up
The figure show unrolling4 speed-up relative to unrolling2 sorted by num-
ber of non-zeros. In general, the speed-up of this method can be considered
as marginal.
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B.5 unfolding speed-up
The figure show unfolding speed-up relative to unrolling2 sorted by number
of non-zeros. As can be seen, this method seldom shows speed-up.
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B.6 CSRbyNZ speed-up
The figure show CSRbyNZ speed-up relative to unrolling2 sorted by num-
ber of non-zeros. The figure shows that this method produces speed-up that
are, in general, smaller than 1.2. Notice also that in loome3 the method
mainly produce slowdowns rather than speed-ups.
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B.7 CSRbyNZ speed-up
The figure show CSRbyNZ speed-up relative to unrolling2 sorted by RowNz-
Count.
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B.8 stencil speed-up
The figure show stencil speed-up relative to unrolling2 sorted by number
of non-zeros. This method produced speed-ups in the range from 1.0 to 1.5
for a significant number of matrices for 3 of the 4 target platforms. However,
the number of slowdowns is not negligible.
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B.9 stencil speed-up
The figure show stencil speed-up relative to unrolling2 sorted by number of
stencils. In this figure is easy to see that the slowdowns this method produces
are directly related with the number of stencils.
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B.10 stencil2 speed-up
The figure show stencil2 speed-up relative to unrolling2 sorted by number
of non-zeros. stencil2 produces speed-ups in about half the cases. Because
of the size of the code, a number of the matrices failed to compile and are
shown as zeros in this figure.
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B.11 stencil2 speed-up
The figure show stencil2 speed-up relative to unrolling2 sorted by number
of stencils. This figure also shows the adverse influence of the number of
stencils, not only on the speed-up but also in the capacity of stencil2 method
to produce compilable programs.
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B.12 nogen stencil speed-up
The figure show nogen stencil speed-up relative to unrolling2 sorted by
number of non-zeros. This method mainly produces slowdowns.
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B.13 nogen stencil speed-up
The figure show nogen stencil speed-up relative to unrolling2 sorted by
number of stencils. This method mainly produces slowdowns.
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
 10  100 1000 10000 1 0000 1e+06
Sp
ee
d-
up
loome1
 10  100 1000 10000 1 0000 1e+06
loome2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
 10  100 1000
 10000
 100000
 1e+06
Sp
ee
d-
up
Number of Stencils
loome3
 10  100 1000
 10000
 100000
 1e+06
Number of Stencils
upcrc5
Figure B.13: unrolling2
nogen stencil
55
B.14 nogen stencil2 speed-up
The figure show nogen stencil2 speed-up relative to unrolling2 sorted by
number of non-zeros. This method mainly produces slowdowns.
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B.15 nogen stencil2 speed-up
The figure show nogen stencil2 speed-up relative to unrolling2 sorted by
number of stencils. This method mainly produces slowdowns.
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B.16 stencil2 relative to stencil speed-up
The figure show stencil2 speed-up relative to stencil sorted by number of
non-zeros. Frequent slowdowns indicates a clearly superiority of the stencil
method over stencil2. A number of the matrices failed to compile and are
shown as zeros in this figure (see comment in Figure B.10).
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B.17 stencil2 relative to stencil speed-up
The figure show stencil2 speed-up relative to stencil sorted by number of
stencils (see comment on Figure B.16).
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B.18 nogen stencil relative to stencil speed-up
The figure show nogen stencil speed-up relative to stencil sorted by num-
ber of non-zeros. The figure clearly shows the superiority of the stencil
method over nogen stencil.
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B.19 nogen stencil relative to stencil speed-up
The figure show nogen stencil speed-up relative to stencil sorted by num-
ber of stencils (see comment on Figure B.18).
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B.20 nogen stencil2 relative to stencil speed-up
The figure show nogen stencil2 speed-up relative to stencil sorted by num-
ber of non-zeros. The figure clearly shows the superiority of the stencil
method over nogen stencil2.
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B.21 nogen stencil2 relative to stencil speed-up
The figure show nogen stencil2 speed-up relative to stencil sorted by num-
ber of stencils (see comment on Figure B.20).
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B.22 OSKI with 2X2 block size speed-up
The figure show OSKI 2X2 speed-up relative to unrolling2 sorted by num-
ber of non-zeros. The figure shows that this method mainly produce slow-
downs.
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B.23 OSKI with 2X2 block size speed-up
The figure show OSKI 2X2 speed-up relative to unrolling2 sorted by zero
fill ratio. The few speed-ups the method produce corresponds to zero fill
ratios close to 1, demonstrating that the poor performance of this method is
related with large zero fills this method tends to produce.
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B.24 OSKI with 3X3 block size speed-up
The figure show OSKI 3X3 speed-up relative to unrolling2 sorted by num-
ber of non-zeros. The figure shows that this method mainly produce slow-
downs.
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B.25 OSKI with 3X3 block size speed-up
The figure show OSKI 3X3 speed-up relative to unrolling2 sorted by zero
fill ratio (see comment in Figure B.23).
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B.26 genOSKI with 4X4 block size speed-up
The figure show genOSKI 4X4 speed-up relative to unrolling2 sorted by
number of non-zeros. This method tends to have largest speed-up in matrices
having a relatively small count of non-zeros.
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B.27 genOSKI with 4X4 block size speed-up
The figure show genOSKI 4X4 speed-up relative to unrolling2 sorted by
number of patterns.
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B.28 genOSKI2 with 4X4 block size speed-up
The figure show genOSKI2 4X4 speed-up relative to unrolling2 sorted by
number of non-zeros. The figure shows that this method has more frequent
slowdowns than speed-ups.
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B.29 genOSKI with 4X4 block size speed-up
The figure show genOSKI 4X4 speed-up relative to unrolling2 sorted by
number of patterns. This figure allows to see how the effectiveness of this
method decreases with the number of pattern.
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B.30 nogenOSKI with 4X4 block size speed-up
The figure show nogenOSKI 4X4 speed-up relative to unrolling2 sorted
by number of non-zeros. This method mainly produces slowdowns.
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B.31 nogenOSKI with 4X4 block size speed-up
The figure show nogenOSKI 4X4 speed-up relative to unrolling2 sorted
by number of patterns. This method mainly produces slowdowns.
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B.32 diagonal+unrolling2 speed-up
The figure show the hybrid diagonal+ unrolling2 speed-up relative to
unrolling2 sorted by number of non-zeros. This method mainly produces
slowdowns.
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B.33 diagonal+none speed-up
The figure show diagonal+none speed-up relative to unrolling2+none
sorted by number of non-zeros. The diagonal+none method solves a sub-
matrix consisting of only the “dense” diagonals. No “secondary” method is
involved. As can be seen, significant speed-ups can be achieved.
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B.34 diagonal+none speed-up
The figure show diagonal+none speed-up relative to unrolling2+none
sorted by the amount of zeros filled into the diagonals to make them 100 %
dense (see comment of Figure B.33).
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