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Abstract
We present IMU2Face, a gesture-driven facial reenactment system. To this end, we combine recent advances in facial
motion capture and inertial measurement units (IMUs) to control the facial expressions of a person in a target video based
on intuitive hand gestures. IMUs are omnipresent, since modern smart-phones, smart-watches and drones integrate such
sensors; e.g., for changing the orientation of the screen content, counting steps, or for flight stabilization. Face tracking
and reenactment is based on the state-of-the-art real-time Face2Face [3] facial reenactment system. Instead of transferring
facial expressions from a source to a target actor, we employ an IMU to track the hand gestures of a source actor and use
its orientation to modify the target actor’s expressions; see the supplemental video https://youtu.be/UXGodiDAqiE.
1 Related Work
This project has been inspired by the Sparse Inertial
Poser [5] body tracking approach. This approach em-
ploys a small set of six body-mounted IMUs to recon-
struct the full body motion of an actor. The first real-
time facial reenactment approach has been introduced
by Thies et al. [2]. In this approach, an RGB-D sen-
sor, e.g., the Microsoft Kinect, is used to track and re-
construct human faces enabling live expression transfer
from one person to another. In a follow-up work, the
Face2Face [3] approach, for the first time, enabled real-
time reenactment of standard in-the-wild color videos;
i.e., downloaded from Youtube. Recently, the FaceVR
[4] approach demonstrated self-reenactment for head
mounted display (HMD) removal to enable teleconfer-
encing in VR, where participants want to see each other
without an HMD occluding half of the face.
2 Method Overview
Given a video of a target actor, we first analyze the
facial geometry and expressions using the Face2Face
[3] approach. Based on the obtained 3D actor model,
the facial expressions in the target video can be edited.
Instead of transferring facial expressions from a source
video, we use an IMU that is attached to the source
actor’s hand to control the target actor; i.e., the jaw
motion. For details on facial tracking, we refer to the
Face2Face publication [3]. In the following, we describe
the reconstruction of the expression parameters based
on an IMU.
3 Motion Transfer
The target actor’s expressions are modified to visually
match the hand gesture of the source actor. Given
the orientation of the IMU, we compute the expression
blendshape weights that best explain such an orienta-
tion of the jaw bone. To this end, we minimize the
deformation transfer (DT) energy [1]. We measure the
DT energy over the jaw region (see figure, left). The
target deformation gradients in the jaw region are de-
fined by the relative orientation of the IMU sensor.
Thus, as an initialization, a reference pose of the IMU
sensor has to be defined. The resulting linear system is
solved in real-time for every frame. We employ an RC
drone flight controller that integrates and filters the
IMU data at high rates. We use the open flight con-
troller software BetaFlight1 to stream the IMU data to
a desktop PC.
4 Conclusion
With IMU2Face, we demonstrated a novel method to
adapt the expressions of a target actor based on intu-
itive hand gestures. This show-casts the easy applica-
bility of IMUs for real time tracking. We believe similar
strategies could be employed to drive other actions.
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