The 
Introduction
Positional accuracy represents the nearness of those values to the entity`s "true" position in the coordinate system (Drummond, 1995) , (Tveite, 1999) . Positional accuracy is one element of the spatial data quality, which is defined as the accuracy of the position of features within a spatial reference system (Stanislawski et al, 1996) , (Zandbergen, 2008) , (Drobnjak et al, 2016) . Also, positional accuracy may be defined as a degree to which the digital representation of a real-world entity agrees with its true position on the earth's surface (Congalton & Plourde, 2002) , (Devillers & Jeansoulin, 2010) .
It consists of three sub-elements of data quality: -Absolute or external accuracy -closeness of the reported coordinate values to the values accepted as or being true; -Relative or internal accuracy -closeness of the relative positions of features in a dataset to their respective relative positions accepted as or being true; -Positional accuracy of gridded data -closeness of the gridded data spatial position values to the values accepted as or being true. Evaluation of positional accuracy is reduced to a comparison of the coordinates of individual points read from maps with a reference, several times more accurate coordinates of the same points positioned corresponding geodetic measurements in the field, or taken from other sufficiently accurate sources (Goodchild & Hunter, 1997) . The basic problem in assessing the positional accuracy of the maps is the choice of measures of accuracy (i.e. accuracy estimators), as well as a corresponding set of points that represent a particular map sheet and that represent entirety of whole map (Bozic & Radojcic, 2011) , (Petrovič, 2006 ).
An example of successful positional accuracy estimation of digital topographic maps is represented by the Army Geographic Institute of Portugal, who has made the assessment of the positional accuracy of a vector data digital topographic map at scale 1:25 000 using STANAG 2215 standard. In the article (Afonso et al, 2006) , the obtained results of estimates of positional accuracy are divided into specific areas by the year of production of spatial data, as it was done in this paper.
Positional accuracy has traditionally been evaluated using control points. These points are defined as "well defined points", and their use has been conditioned by classical topographic field surveying methods (Bozic & Radojcic, 2011) . Following this idea, there are very many statistical Positional Accuracy Assessment Methodologies like: NMAS, NSSDA (FGDC 1998 ), STANAG 2215 (NATO 2002 . Also, those methodologies represent point-based positional accuracy assessment methods and many of them are stated as standards for the positional control of cartographic products by national mapping agencies. Some of these methods have recently been analyzed in detail using a simulation process and compared in a more general manner by the same authors. Nevertheless, researchers have criticized these standards for being limited to well defined points, and also for failing to address more complex elements like linear and polygon ones. It is not possible to assume that all features can be characterized by an error in the position of the well-defined points (Bozic & Radojcic, 2011) .
On the other hand, the most widely applied methods for the linebased positional accuracy assessment of 2D lines are: the Hausdorff Distance (HDM) (Ariza-López et al, 2011) , the Mean Distance (MDM) (Skidmore & Turner, 1992) , the Single Buffer Overlay (SBOM) (Goodchild & Hunter, 1997) and the Double Buffer Overlay (DBOM) (Tveite, 1999) . All the methods present an asymmetric or directional behavior which means that results depend on the direction of the assessment. The asymmetry comes from intervening elements in the distance estimation formula being applied. All the results are understood as uniform errors along the lines but we know that the distribution is non-uniform in lines; and that is a limitation of all of them. Figure 1 shows two examples of errors in the evaluation of positional accuracy of the test data set. Section 1 shows a road portion which is wrong mapped, while Section 2 shows a public object in the scale (hospital), also mapped at wrong positioning in relation to the reference data of the universe of discourse. 
Methods and materials
In STANAG 2215, the absolute horizontal accuracy is defined as the uncertainty in the horizontal position of a point with respect to the horizontal datum required by a product specification, caused by random and any systematic errors, and is expressed as a circular error at the 90% confidence level -CMAS (NATO, 2002) . In a similar manner, the absolute vertical accuracy is defined as the uncertainty in the vertical position of a point with respect to the vertical datum, caused by random and any systematic errors, and is expressed as a linear error at the 90% confidence level -LMAS (NATO, 2002) .
The process of evaluation of horizontal positional accuracy begins with the first step, where we calculate the circular error or circular error estimate -CE (defined as the distance in the horizontal plane between a true or known position and the measured or derived position and may involve the use of several circular error confidence levels). The circular error takes into consideration that a certain percentage of the error in the two axes E (Easting coordinates) and N (Northing coordinates) will lie within a circle of a certain radius of the mean error (Ariza López & Atkinson, 2008) . The circular standard deviation of the measured differences between the product and reference data sets, marked with σ C may be computed from the linear standard deviations of E and N (NATO, 2002):
where -σ C is the circular standard deviation (with a confidence level of 39.35%),
-δE i , δN i are individual differences of measured and reference coordinates of the E and N axis, respectively, -E  and N  are the arithmetic means of the difference between the axes and -n is the number of the diagnostic points. Then the outlier detection is performed. The residuals R with a value higher of
, should be tested according to:
where M 2 is computed depending on the size of a sample (i.e. degrees of freedom, n-1): 
 -root-mean-square error per coordinate axis, E or N -t 10% -value which ensures a confidence level of 90% based on a t distribution for n-1 degrees of freedom. The absolute horizontal accuracy at the 90% confidence level when there is no systematic error (i.e. when E  and N  do not significantly differ from zero) is calculated with (NATO, 2002) :
When the products contain a bias (i.e. when E  and/or N  significantly differ from zero), then:
where d is the mean error vector (bias):
In accordance with STANAG 2215, map products at scale 1:25000 are classified by the CMAS in five position accuracy classes (Table 1) . For vertical accuracy evaluation, STANAG 2215 demands at least 167 check points per data set, like for horizontal accuracy evaluation. In the vertical accuracy evaluation procedure, the first step is to calculate the height differences between the measured height and the reference height δH i , then its differences from the mean value of all differences and calculate the linear standard deviation:
Then, the tests for blunders and systematic errors are performed, in the same way as for horizontal accuracy evaluation. Finally, we have to evaluate the linear error with the 90% confidence level. If H  is not significantly differing from zero, the LMAS is calculating as: (8) and in the opposite case:
By the value of the LMAS, STANAG 2215 divides all cartographic products at scale 1:25 000 into five classes (Table 2) . STANAG 2215 standard requires a minimum of 167 diagnostic (welldefined) points per sheet or a defined test area. In this standard, the assessment of the accuracy is also based on comparisons between the values on the product being assessed and more accurate data. A welldefined point is one that can be easily and uniquely identified on the map and in the field. STANAG 2215 insists that all types of geographic elements must be involved (Bozic & Radojcic, 2011) .
In this research, the test area for the positional accuracy assessment was covered by 49 sheets of a digital topographic map at scales of 1:25 000 (DTM25), as shown in Figure 2 . The marked rectangles in Figure 2 represent the tested sheets of the digital topographic maps at scale 1:25000.
For every sheet of DTM25 in the test area, we assigned to the 167 welldefined points, chosen from nearly all thematic layers of digital topographic maps. A larger number of those points are collected in the field measurement using a GPS receiver, while the coordinates of remaining points are determined using 3D stereorestitution (Drobnjak et al, 2014) .
The field measurements were carried out with one GPS Trimble Geoexplore receiver. The receiver was tested on control points. The accuracy of the GPS positioning in the national map grid system, as defined by the root mean square error of a single point, was 1.41 m. The coordinates obtained by GPS measurements and 3D stereorestitution were compared with the map coordinates of the common points using the PAAT (Positional Accuracy Assessment Tool) tool ESRI ArcGIS software (Esri ArcGIS, 2014). The PAAT tool used the root mean square error, which is denoted by RMSE for assessing the positional accuracy. RMSE is the second root of the mean sum of squared differences of coordinates read from the map and the corresponding reference ("true") coordinates. The absolute horizontal accuracy is the uncertainty of two-dimensional position (relative to the horizontal datum) and is expressed as circular errors with 90, 95 and 99% confidence levels. On the other hand, absolute vertical accuracy is the uncertainty of one-dimensional position (relative to the vertical datum) and is expressed as a linear error with 90, 95 and 99% confidence levels. Accuracy is communicated in those units in which coordinates are expressed in nature (meter), which enables a direct comparison of different products, regardless of the differences in scale or resolution.
The PAAT has the ability of the automatic testing and elimination of gross errors. A testing statistic called 3σ threshold is used for this ( Figure  3) . If a specific positional error is greater than the value of 3σ, the program eliminates it, leaving the possibility to keep these points if we wish to do that (ESRI, 2012). The report of the positional accuracy assessment results using the PAAT tool consists of a text file for the appropriate test area, the vector data of the reference and the test points in a standard ESRI Shapefile vector format and metadata in accordance with ISO 19115 and FGDC standards in the form of an XML file. Since the PAAT tool does not have an integrated analysis of positional accuracy on the basis of STANAG 2215 standard, the results of the analysis have been exported to the Excel format (Drobnjak et al, 2016 ). Table 3 shows the results of an analysis of the absolute positional accuracy of using the aforementioned quality measures with classification of digital topographic maps according to STANAG 2215 standard for all test areas that were analyzed in the experimental research activities by year of production of spatial data. From Table 3 , it can be concluded that all 40 test areas analyzed in the experimental study of the horizontal positional accuracy of the DTM have a value of the circular error as the map accuracy standard is less than 12.5 meters (CMAS < 12.5 m) and belong to the best "A" map class according to the classification of STANAG 2215 standard. Also, it can be concluded that, in the analysis of the vertical positional accuracy of the 40 analyzed test areas, 35 test areas have a value of linear errors as the map accuracy standard of less than 2.5 meters (LMAS < 2.5 m) and belong to the best "0" map class according to the classification of STANAG 2215, while five test areas have a LMAS value between 2.5 and 5 meters (2.5 m<LMAS<5 m) and belong to the class "1" according to the classification of STANAG 2215. From everything shown and mentioned, it can be concluded that the analyzed DTM produced by the MGI have a high level of geometrical, positional accuracy.
Results
The graphical representation as a diagram of the circular error value as the map accuracy standard (LMAS) by a production year is shown in Figure 4 . The graphical representation of the LMAS value by a production year is shown in Figure 5 . Table 4 shows the standardized report on the results achieved by positional accuracy assessment and the classification of digital topographic maps related to STANAG 2215 standard for the test area which covers one sheet of DTM25, nomenclature NK34-5/6-2-4, Vranje. 
Conclusion
Knowledge of positional accuracy is of fundamental importance both for map users and for manufacturers. Unlike most online properties, its horizontal positional accuracy can be fully examined and quantified in an exact way. This paper presents the results of an assessment of the positional accuracy of digital topographic maps in a scale of 1:25 000 produced in the Military Geographical Institute. The evaluation of positional accuracy verified and confirmed that the analyzed digital topographic maps produced in the Military Geographical Institute have a high level of geometric positional accuracy.
The obtained results of the positional accuracy assessment have the same level of accuracy to the specifications considered in the STANAG 2215 standard, which indicates that the MGI obtains the best classification as defined in STANAG 2215 standard. 
