Due to high correlations among the adjacent blocks, several algorithms utilize movement information of spatially and temporally correlated neighbouring blocks to adapt their search patterns to that information. In this paper, this information is used to define a dynamic search pattern. Each frame is divided into two sets, black and white blocks, like a chessboard pattern and a different search pattern is defined for each set. The advantage of this definition is that the number of spatially neighbouring blocks is increased for each current block and it leads to a better prediction for each block. Simulation results show that the proposed algorithm is closer to the Full-Search algorithm in terms of quality metrics such as PSNR than the other state-of-the-art algorithms while at the same time the average number of search points is less.
Introduction
With the increasing usage of video, namely in social media, as well as the increase in video quality and resolution, the need to reduce the volume of compressed video for storage and transmission over the network is felt more than before. Video coding standards try to reduce redundancy between successive frames and motion estimation is the critical part of this process. Block-matching motion estimation algorithms due to their efficiency and simplicity are broadly used in the state-of-the-art video coding standards like HEVC [24] . As Fig. 1a shows, these algorithms divide the current frame into non-overlapping blocks and search for the best-matched block in a corresponding search window in the previous frame(s), called reference frame(s). A motion vector is defined as the difference in positions between a candidate block and its best-matched block in the corresponding search window. When motion vectors for all the blocks are determined, the blocks in the reference frame are used to reconstruct the current frame (Fig. 1b) [9] .
The most straightforward method to find the best-matched block in the defined search window is the Full-Search (FS) algorithm, which searches for all the blocks inside the search window and results in the best possible matched block. However, searching all the blocks demands a high computational cost. Several algorithms have been proposed to reduce this computational cost while they try to keep the quality close to FS. Traditional fast motion estimation algorithms such as three step search (TSS) [10] , four step search (FSS) [18] , diamond search (DS) [26] , hexagonal search (HS) [27] , cross search (CS) [4] , orthogonal search (OS) [19] and etc. use fixed search patterns to find best-matched block in the search window based on a unimodal error surface assumption [1] . Examples of search paths of these algorithms are shown in Fig. 2 [6] .
Although these algorithms reduce computational complexity compared to FS, they are not flexible to the various types of movements. They also have some fundamental problems, such as being trapped into a local minimum and over-searching. To have an early estimate of the current block's motion and avoid using a fixed search pattern for all types of movements, some algorithms utilize movement information of neighbouring blocks to get an early estimate of the current block's movement. This is due to the high correlation among the movements of adjacent blocks. Each block has four spatially neighbouring coded blocks which are shown in Fig. 3 , as well as one temporally neighbouring block, where their motion vectors can be used as predictors.
According to the algorithms such as ARPS [15] , APSP [14] , long rood [12] , PMVFAST [25] , PTSS [3] and so on, motion vectors of adjacent blocks can be used to determine size, type or center of the search pattern, region of the search or other kinds of predictions. Moreover, DPS [23] , Enhanced DPS [22] , DISP [16] and, Prioritized-DSP [2] define Fig. 2 Examples of search paths of some traditional motion estimation algorithms. Numbers in each circle indicate the step and red points show best-matched block in each step a dynamic search pattern based on motion vectors of neighbouring blocks which can eliminate unnecessary search points and improve the performance of the algorithms. However, these algorithms are limited to the four spatially neighbouring blocks because of using the conventional raster scan. Hence, they cannot utilize movement information of eight immediate spatially neighbouring blocks. In this paper, a new search method that allows the algorithm to use more motion vectors of neighbouring blocks and increase the performance of the search is proposed. The reminder of this paper is organized as follows: In Section 2, a systematic and detailed review of the state-of-the-art algorithms especially those which use dynamic search patterns is presented. The proposed algorithm which uses chessboard instead of conventional raster scan method is introduced in Section 3. Experimental results and discussions are covered in Section 4 and finally conclusions are drawn in Section 5.
Related work
Motion estimation algorithms can be categorized into two types. First group of algorithms use fixed search patterns to find an optimal motion vector for any kind of video. DS is the most-known method in fixed search pattern algorithms that has a good performance in terms of quality/complexity. In this algorithm, a Large Diamond Search Pattern (LDSP) is repeatedly searched to find the best-matching block until the central point is optimal. Then the LDSP is changed to a Small Diamond Search Point (SDPS) and search is continued until the central point becomes optimal resulting in the final motion vector. Based on analysis of motion vectors' distribution, LDSP has changed to a star search model in star diamond (SD) [7] algorithm. Examples of DS and SD are shown in Fig. 4 .
State-of-the-art video encoders such as HEVC use TZSearch algorithm to find the motion vectors. TZSearch (based on default setting of HM software 16.19 [5] ) is formed by the following steps [8, 20, 21] :
Best predictor definition: First, median of left, top and top-right predictors is computed.
Then the predictor with minimum cost among the median and zero predictors is selected as the center for next step. Initial grid search: Diamond pattern with different stride lengths that are multiples of two, are employed. This pattern is shown in Fig. 5a . Distance of best point is saved in variable uBestDistance. Decision on the next step of algorithm is made based on uBestDistance:
-if uBestDistance = 0, algorithm stops.
-if uBestDistance = 1, Two-point search is performed.
-if uBestDistance > iRaster, Raster search is performed.
-if 1 < uBestDistance < iRaster, Star refinement is performed. 
Two-point search:
In the cases that uBestDistance is 1, there are two out of eight unsearched points around the best-matched block of the last step. When these two points are searched, the algorithm stops. Figure 5b shows an example of two-point search. Raster search: When best-matched block is far from the center in the initial grid search -uBestDistance is more than predefined iRaster -raster search is performed. Raster search is a down-sampled version of the search window with a sampling factor iRaster. A raster search with iRaster = 4 has been illustrated in Since these types of algorithms use fixed search patterns, they are not suitable for all type of video, especially those video frames which have a mixture of motions varying from very slow to fast movements. They also may do over-searching for stationary and semi-stationary video scenes.
The high similarity among motions of adjacent blocks is utilized in the second group of motion estimation algorithms to define a dynamic search pattern. In this case, the search is adapted to the motions of neighbouring blocks instead of using only one fixed search pattern for all kind of motions. One of the first attempts in this direction is the Adaptive Rood Pattern Search (ARPS) [15] that decomposes motion vector of the left block to horizontal and vertical components and the maximum of these components is used to determine the size of search pattern. This motion vector is also used as an initial search point. DPS [23] is a modified version of ARPS which adds the motion vector of the corresponding block in the reference frame to the initial search points set. Moreover, Enhanced DPS [22] gives to the initial search points a priority and stops the search algorithm if any of them meets a threshold criterion. As a result, in these types of algorithms videos with fast moving objects benefit from using large search pattern, and stationary and semi-stationary videos benefit from small-size search patterns. While in most of motion estimation algorithms, the center of search pattern for each current block is placed at the corresponding location of the current block in the reference frame, some algorithms such as [12] update locations of the search pattern centers based on motion information of adjacent blocks. In order to eliminate searching unnecessary points to reduce complexity, algorithms like PTSS [3] divide a search window into different regions and search only the points that are placed in the same region of neighbouring blocks' optimal matched block. Moreover, some other algorithms including [13] use various type of search patterns and based on the obtained motion information make a decision to select an appropriate pattern. Adaptive pattern selection (APS) [17] adaptively uses SDSP, LDSP and half-way stop techniques to modify the DS algorithm.
Above mentioned algorithms although try to adapt their search patterns to information of the obtained motions, however, they use a fixed search pattern and modify it. The stateof-the-art algorithms use spatially and temporally adjacent motion vectors to form an initial search pattern and for each candidate block the initial search pattern can vary. Dynamic initial search pattern (DISP) [16] is an algorithm that its initial search points are completely dependent on the motion vectors of neighbouring blocks. To construct an initial search point set, motion vectors of top (T), left (L) and top-left (TL) neighbouring blocks are decomposed into their horizontal and vertical components. Horizontal components consist of S x : {x L , x T , x T L } and vertical components form S y : {y L , y T , y T L }. Now, an initial search points set is obtained by Cartesian product of S x and S y as: Figure 7 details the definition of these initial search points. After searching the points in set S , a cross search pattern is centered at the optimal point and searching is continued until the center is the best matching block. Prioritized dynamic search pattern (PDSP) [2] uses all the available spatially and temporally adjacent neighbouring blocks' (left, top-left, top, right and temporal) motion vectors along with (0,0) to form a dynamic search pattern and prioritizes them based on their matching criterion that has been calculated between these blocks and their best-matched blocks. Then these points are searched one by one and respectively each point that meets the threshold criterion is selected as optimum and the algorithm stops; otherwise, refinement step is started and continues until the center is the best point. The above survey of the literature in motion estimation indicates that for a better estimate of the motion vector of the current block, its surrounding motion vectors are investigated. In this regard, whether the search range is kept constant or varied dynamically, an increase in the estimation accuracy is highly desired. In the following section, we introduce a new way of exploiting the neighbouring motion vectors, named as chessboard search pattern (CSP). 
Initial dynamic search pattern
As shown in Fig. 8 , conventional motion estimation algorithms use raster scan order to find the motion vector of the current block. Figure 8 shows how this scan order leads to the definition of four spatially neighbouring blocks for each current block. In this figure, gray blocks have been searched previously, the current block is shown with a question mark and its four spatially neighbouring blocks are marked with a star. As discussed in the previous section, movement information of neighbouring blocks is useful and can give a prediction for motion of the current block. To address this, motion vectors for two sequences, namely bus and coastguard, are stored using FS method. Then the similarity of motion vectors with motion vectors of all eight spatially neighbouring blocks, temporal block, and zero motion vector is computed. To do this, the number of blocks that have at least one similar motion vector with the above-mentioned predictors is divided by the total number of the blocks. Secondly, the similarity of motion vectors with first groups along with their four immediate blocks is also computed. In Fig. 9 , black and white bars show similarity with first and second groups, respectively.
However, because of the raster scan order, each current block has access to motion vectors of only four spatially neighbouring coded blocks: left, top-left, top and top-right blocks.
To utilize motion vectors of other neighbouring blocks a chessboard scan can be used. In [11] partitioning of the current frame into three groups of macroblocks with different number of available predictors is proposed. In our paper, blocks in each current frame are divided into two different sets -white and black blocks -like a chessboard pattern. Firstly, the algorithm starts to find the best-matched block for black blocks (Fig. 10a) and assigns them an early motion vector. When black blocks are searched, each block has three neighbouring blocks: top-left, top-right and temporal. The number of motion vectors that is used as predictors is the same as EPZS but the predictors were changed. In the proposed algorithm, the left predictor has been changed to top-left and top temporal predictors. These predictors along with (0,0) are used as initial search points for black blocks. When initial motion vectors are found for all the black blocks, the algorithm starts to search for white blocks. An example of a white block is shown in Fig. 10b . As can be seen from this figure, when the algorithm starts to find motion vectors for a white block all the black blocks had already been searched and their motion vectors are already available. Consequently, motion vectors Therefore, motion vectors of seven neighbouring blocks will be available to be used as a predictor for white blocks: left, top-left, top, top-right, right, bottom and temporally colocated block along with (0,0) there will be eight points to be searched. Predictor motion vectors used in this paper are named in Table 1 . For both black and white blocks, the algorithm uses motion vectors of neighbouring blocks to define a dynamic search pattern.
As an example, for a current black block, if top-left (MV T L ), top-right (MV T R ) and temporally neighbouring (MV P ) motion vectors have following values: number of the black blocks to start parallel processing n r number of the blocks that can be processed in parallel way along with MV 0 =(0,0) make a dynamic search pattern which is called dynamic black search pattern and can be seen in Fig. 11a . Similarly, to the current black block, a dynamic white search pattern is defined for white current blocks. For instance, if the motion vectors of adjacent blocks for a white block are:
along with MV 0 =(0,0) define a dynamic white search pattern that is shown in Fig. 11b. 
Proposed algorithm
Predictors can give an early estimation for the motion of the current block. As in most of the cases, the motion of adjacent blocks is similar, these predictors can avoid the algorithm from over-searching and being trapped into a local minimum. Moreover, defining a dynamic search pattern can prevent the algorithm from searching unnecessary points in the fixed search patterns that are not in the similar direction of the adjacent blocks' motions. Considering the right direction for movement of adjacent blocks, searching blocks that are in the left direction not only will increase the number of search points, but it also may increase the risk of being trapped into a local minimum. In the developed algorithm, as discussed in the previous section, black and white search patterns will be used as initial search patterns. However, the number of initial search points for black blocks is not as enough as it is for white points, therefore, the algorithm will find an early motion vector for the black blocks that will be useful in stationary blocks and blocks that have large motions and can be named as early best motion vector (EBMV). Then after searching white blocks, the algorithm will return to black blocks again. Now, for each black block motion vectors four white blocks are added as initial search points and will be compared to EBMV and the best point will be Fig. 11 Examples of initial search patterns for a black and white block used as a center for the next step. The algorithm of the chessboard search method introduced in the previous section is as follows:
Black blocks: -a dynamic black search pattern based on available motion vectors of adjacent blocks (MV T L , MV T R and MV P ) and MV (0, 0) is made, the matching criterion for all of them is computed and the best point is selected. -an early search termination for best point is checked and if it is less than a threshold (T ), the algorithm stops; Otherwise, it goes to the next step. -unity size diamond search pattern is centered at the best-matched block, the matching criterion is calculated for corresponding points of the search pattern and the point with minimum matching error is selected as EBMV.
White blocks:
-a dynamic white search pattern based on available motion vectors of adjacent
, MV P ) and MV(0,0) is made. -early search termination for the best point is checked and if it is less than threshold (T ), the algorithm stops; Otherwise, it goes to the next step -unity size diamond search pattern is centered at the best matched block, the matching criterion is calculated for each point of the search pattern and the point with minimum matching error is selected as the best point. -if the best point is at the center, the algorithm stops searching for this block and goes to other white blocks, else it returns to the previous step.
Black blocks refinement:
-MV L , MV T , MV R and MV B are compared with EBMV and the best point is selected. -early search termination for the best point is checked and if it is less than a threshold (T ), the algorithm stops; Otherwise, it goes to the next step. -unity size diamond search pattern is centered at the best-matched block, the matching criterion is calculated for each point of the search pattern and the point with minimum matching error is selected as the best point. -if the best point is at the center, the algorithm stops searching for this block and goes to other white blocks, else it goes to the previous step.
A flowchart of the proposed algorithm is depicted in Fig. 12 . An example of the proposed algorithm for a black and a white block is shown in Fig. 13a and b, respectively. In these figures, the step number of the search has been written inside the circle representative of each point. Red points represent the best-matched block in each step. In Fig. 13a , the algorithm starts with 4 initial points which are shown with circles and the red circle is the best point. Then this best point is compared with the threshold and as it does not satisfy the threshold a diamond search pattern is centered at the best point and the corresponding points of the search pattern (points with number 2) are checked and the best one is represented with a red circle. When the algorithm returns to this block again, four motion vectors of white neighbouring blocks (points with number 3) are added to the initial search points and it updates the best-matched point (in this example best point doe s not change). If matching errors of these points are not less than the threshold, the refinement step is started, unity size diamond search is centered at the best point and the algorithm continues until the center is the best match. In the white block example, each initial search point is compared with the threshold and if none of them meets the threshold criterion, the best of them is selected as the best point which is represented with a red circle in the figure. A diamond search pattern is centered at the best point and the corresponding points are searched and the algorithm goes further until the center becomes the best point. 
Parallel processing
The proposed method can be used in both off-line and on-line codecs of H.264/H.265 using parallel processing. Motion vectors of neighbouring blocks are available for the white blocks when black blocks in two rows are processed. Hence, searching white blocks can be started after processing two lines of black blocks which enables parallel processing. In this way, remaining white and black blocks can be processed simultaneously. Figure 14 , depicts an example of how black and white blocks can be searched in parallel. In this figure, numbers inside each block indicate the step when corresponding blocks are searched. Black and white blocks with the same numbers can be used concurrently in different processors. Considering Fig. 14 , the number of black blocks needed to be searched till parallel search can be started is n 0 = 6. After that, remaining blocks (n r = 94) can be processed in parallel. Therefore, the maximum saving time can be calculated as:
Therefore, nearly 50% of time complexity can be saved through parallel processing.
Experimental results
Several video sequences listed in Table 2 have been used to compare the performance of the proposed algorithm with other block matching motion estimation techniques. For a com- 
The quality of the reconstructed frames is measured in terms of PSNR which is defined as:
where n is number of bits per pixel. MSE is the Mean Squared Error between the current and reconstructed frames, defined as: The bold numbers show the lowest average search points for each sequence where (m,n) is the size of each frame, f rec is the reconstructed frame and f ref is the reference frame. The threshold (T ) is used as early termination criterion for best predictors and is set to T = 512. Various known block matching algorithms are compared with each other in terms of quality and speed. Table 3 compares performance of the proposed algorithm with the other block matching methods in terms of quality (PSNR) for block size of 16 × 16 pixels and in Table 4 in terms of speed (average search points per block). In order to better study the detailed behaviour of the proposed algorithm over other algorithms, the PSNR per frame and average search points per block for the first 100 frames of the bus sequence, are plotted in Figs. 15 and 16 , respectively.
As these Tables indicate while the motion compensation efficiency of the proposed algorithm is as good as TZSearch, its estimation time is much faster. The reason for such property is as follows: On the search speed, since the proposed algorithm uses all the surrounding motion vectors, and the final motion vectors is closer to one of them, then it needs fewer points to find it. The number of the points is variable from one to up 8. Whereas, the TZSearch, searches at least 29 points in the initial search grid. Also, when the best-matched point in the initial search grid is far from the center, TZSearch does raster search which adds to the complexity. In addition, refinement can be stopped with 4 points for the proposed method while TZSearch requires more refinement steps and hence its search time is increased. 
Conclusion
In this paper, a fast motion estimation algorithm has been proposed which divides the current frames into black and white blocks like a chessboard pattern. Using this definition, a larger number of predictors are available to define an initial dynamic search pattern. First, early motion vectors are obtained for the black blocks and then the white blocks are searched, and final motion vectors are obtained for them. Then the motion vectors of white neighbouring blocks are added to the initial search pattern of the current black block as predictors increasing the number of predictors for the black blocks. The performance of the proposed method is compared against the other known methods in terms of PSNR. The experimental results show that the proposed algorithm is closer to FS than the other methods. Moreover, the proposed algorithm has the best compression efficiency, and has the fastest response for best motion vector computation. 
