ABSTRACT All available observations of photometric standard stars obtained with the Gemini Multi-Object Spectrograph at Gemini North in the period from August 2001 to December 2003 have been used to establish the calibrations for photometry obtained with the instrument. The calibrations presented in this paper are based on significantly more photometric standard star observations than usually used by the individual users. Nightly photometric zero points as well as color terms are determined. The color terms are expected to be valid for all observations taken prior to UT 2004 November 21 at which time the Gemini North primary mirror was coated with silver instead of aluminum. While the nightly zero points are accurate to 0.02 mag or better (random errors), the accuracy of the calibrations is limited by systematic errors from so-called "sky concentration", an effect seen in all focal reducer instruments. We conclude that an accuracy of 0.035 to 0.05 mag can be achieved by using calibrations derived in this paper. The color terms are strongest for very red objects, e.g. for objects with (r ′ − z ′ ) = 3.0 the resulting z ′ magnitudes will be ≈ 0.35 mag too bright if the color term is ignored.
INTRODUCTION
The Gemini Multi-Object Spectrograph (GMOS-N) at the Gemini North 8-meter telescope was commissioned in August and September 2001, and has been in regular operation since October 2001. GMOS-N is used in imaging mode for imaging of fields later to be observed in multi-object spectroscopic mode as well as for imaging programs aimed at photometry of faint targets. GMOS-N is equipped with a filter set (u ′ g ′ r ′ i ′ z ′ ) intended to be identical to the Sloan-DigitalSky-Survey (SDSS) filters. The SDSS u ′ g ′ r ′ i ′ z ′ standard star system is described in Smith et al. (2002) . Filters designed to reproduce the SDSS system have also been used at the Isaac Newton Telescope, in particular for the wide field survey carried out with this telescope, see Lewis et al. (2000) for details.
Photometric standard star fields were observed with GMOS-N during each photometric night when imaging data were obtained for commissioning, system verification and/or queue programs. Using all of these observations together offer the possibility of determining the photometric calibration to an accuracy not possible from the photometric standard stars usually made available to individual investigators. Longterm monitoring of the system performance (telescope plus instrument) is possible, as well as testing for systematic effects in the calibrations. Since all Gemini data are archived, the calibrations derived in this paper will also be of importance to future archive users. This paper presents the photometric zero points for all photometric nights during which photometric standard stars were observed, an accurate determination of the color terms, and tests for systematic effects in the calibrations. The intent is to calibrate the GMOS-N photometric system to consistency with the SDSS system. As for the SDSS system, the calibrated magnitudes are very close to AB magnitudes. GMOS-N and the commissioning of the instrument are described in detail in Hook et al. (2004) . GMOS-S on Gemini South is similar to Electronic address: ijorgensen@gemini.edu GMOS-N. However, the calibrations and color terms are expected to be different for the two instruments primarily due to differences in the detector quantum efficiencies. See Ryder, Murrowood & Stathakis (2006) for examples of photometric calibrations for GMOS-S.
The paper is organized as follows. Section 2 describes the available data, the observed fields, the basic reductions, and how the photometry is derived. Section 3 compares the GMOS-N system throughput with the SDSS system and describes the transformation of the Landolt (1992) standard magnitudes to the SDSS system. In Section 4 we derive the nightly zero points and discuss the variations of these with time. The color terms in the transformations are established in Section 5, while Section 6 presents other tests for systematic effects. The results are summarized in Section 7. Landolt (1992) , except the field GJ745A+B observed in November 2003 which is from Smith et al. (2002) . While in retrospect it might have been better to select SDSS standard stars from Smith et al. as standard stars for GMOS-N, no information was publicly available on the SDSS magnitudes of these stars at the time when GMOS-N started operations. Table 1 lists the names of the fields and the central coordinates. There are eleven standard star fields normally used for GMOS-N, listed as "standard field" in Table 1 . In addition the table contains 15 fields that were only observed during November 2003. These fields contain red standard stars, most of them with (r ′ − z ′ ) > 1.2. They were observed in order to establish the color terms for especially the i ′ -filter and the z ′ -filter in the far red. These fields are listed as "red star" in The imaging field of view of GMOS-N is approximately 5.5 arcmin by 5.5 arcmin. The normal standard star fields, as well as the field 98_618 contain between three and ten standard stars. The other fields observed in November 2003 contain only one or two stars.
Observations were done during 117 nights. These nights were either commissioning nights or queue science nights. Usually the staff observer only obtained standard star observations if the night was judged to be photometric based on the counts from the guideprobes on Gemini North and/or the information from the Canada-France-Hawaii-Telescope (CFHT) SkyProbe (http://www.cfht.hawaii.edu/Instruments/Elixir/skyprobe/ tonight.html). The photometric quality of the nights were checked after the fact as well using archived data from these sources. Data taken during non-photometric nights were excluded from the analysis. A total of 1694 images were obtained during photometric nights, 282 of those during the November 2003 observations. Ninety different stars were observed, 66 of these are in the normal standard star fields, while the remainder were only observed during November 2003. Thirteen of the stars observed are included in Smith et al. (2002) as primary standards for the SDSS system, six of these were only observed during November 2003. Observations were done in g ′ , r ′ , i ′ , and z ′ though not all filters were used each night. On seven nights also u ′ observations were obtained.
The typical exposure times were 1 or 3 seconds for g ′ , r ′ , i ′ and z ′ , and 20 sec for u ′ . The GMOS-N shutter is a blade shutter. The travel time for the shutter blades depends slightly on the direction of movement, causing ≈ 1 percent uncertainty on the exposure time of 1 sec exposures. Using the average of two exposures taken immediately after each other instead of a single exposure eliminates this uncertainty. Thus, all the standard star observations were taken as pairs of two exposures.
Basic reductions
A custom program was written to automatically select the photometric standard star observations from all observations obtained with GMOS-N, and then select the mean bias image and twilight flat field closest in time to each standard star observation. The images were then processed using the GMOS tasks in the Gemini IRAF package; v1.5 of the package was used. The Gemini IRAF package is an external IRAF 1 package distributed by Gemini Observatory. The images were bias subtracted, converted from ADU to electrons, and flat field corrected. Bias images and flat fields were the mean images derived for each dark-period and are identical to those reduced calibration images distributed to the users with programs observed during queue operation of the instrument. Finally the images from the three detectors were mosaiced together to one image.
Using the world-coordinate-system in the images together with improved coordinates for the Landolt standard stars provided by John Thorstensen (private communication, 2003) , pixel coordinate files for all images were produced automatically. The coordinates from Thorstensen were derived using the USNO A2.0 catalog (Monet et al. 1996) The reduced images were processed with the task gemseeing, which is part of the Gemini IRAF package, in order to determine the full-width-half-maximum (FWHM) and ellipticity of the point-spread-function (PSF). Only the standard stars in each field were used for this purpose. Saturated stars were eliminated from the measurements. Images with very poor image quality were omitted from further analysis. The poor image quality is due to the fact that majority of the standard star observations were done without guiding. When observing without guiding, the Gemini Telescopes are subject to wind shake, which on occasion can cause very poor image quality even in exposures with exposure time below 5 seconds.
Photometry
For each image the median values of the FWHM and the ellipticity, ǫ, were used to determine the aperture size to be used for the photometry. The aperture radius for each image was derived as
For a Moffat PSF with β = 2.8, as is typical for GMOS-N images, less than 0.7 per cent of the signal is expected to be FIG. 1.-System throughput in the five SDSS filters. Solid lines -GMOS-N on Gemini North, including the telescope and the instrument (camera optics, filters and CCDs). Dashed lines -USNO 40-in telescope, including the telescope, filters and CCD. In both cases, the atmospheric extinction at the site is included for airmass=1.0. Landolt (1992) transformed to the SDSS system; triangles in circles (blue) -the stars observed with GMOS-N that were excluded from the determination of the nightly magnitude zero points and also excluded from some of the fits, see text for details. 
where t is the exposure time, N is the number of electrons inside the aperture and above the sky level, airmass is the mean airmass for the exposure, and k is the median atmospheric extinction at Mauna Kea. The adopted median atmospheric extinction is 0.42, 0.14, 0.11, 0.10 and 0.05 for u ′ , g ′ , r ′ , i ′ , and z ′ , respectively (Béland, Boulade & Davidge 1988) .
THE SDSS PHOTOMETRIC SYSTEM 3.1. Throughput for Gemini North with GMOS-N and for
the USNO 40-inch telescope The SDSS primary standards were observed with the USNO 40-inch telescope, Flagstaff, Arizona (Smith et al. 2002) . In this section we compare the available throughput information for that system with the throughput of the Gemini North 8-meter telescope plus GMOS-N. Figure 1 shows the system throughput for the two systems. The data for the USNO 40-inch are from the web site http://home.fnal.gov/∼dtucker/ugriz/Filters/response.html, while the data for Gemini are available on the GMOS-N web pages (linked from http://www.gemini.edu). The transmission curves for the filters used in GMOS-N appear to be shifted slightly redwards relative to those of the filters used at the UNSO 40-inch. Further, GMOS-N has relatively better throughput in the red and poorer throughput in the blue, compared to the USNO 40-inch. This is most likely due to a difference in quantum efficiency for the CCDs in the two systems. Based on the differences in the throughput we expect all the filters at GMOS-N to show color terms in the transformations to the SDSS photometric system.
Landolt standard stars on the SDSS system
The magnitudes from Landolt (1992) , which are in the Johnson-Kron-Cousin system, were transformed to the SDSS system using the transformations from Smith et al. ′ ) is 0.074. Except for the u ′ -band, the rms scatter in the transformations is below or comparable to other sources of uncertainty in the calibration of the GMOS-N photometry. The resulting magnitudes in the SDSS system are distributed with the Gemini IRAF package (v1.5) in the table gmos$calib/nlandolt.fits and are therefore not listed in this paper. Figure 2 shows the color-color diagrams for the standard stars from Landolt (1992) and Smith et al. (2002) . The stars observed with GMOS-N are overplotted. Four of the standard stars from Landolt (1992) are located off the stellar sequence in the (u
It is not clear if the transformations result in incorrect SDSS magnitudes for these stars. However, the four stars were excluded from the determination of the nightly magnitude zero points. The stars are SA98_L5, SA98_646, SA110_L1, and SA110_362. The very blue object PG0231+051 was also excluded. The star SA98_614 was excluded from further analysis because it has a faint neighbor inside the aperture used for the photometry. Further, only stars with 0.6 ≤ (r ′ − z ′ ) ≤ 1.65 were included in the determination of the nightly magnitude zero points for g ′ , r ′ , i ′ , and z ′ , while for u ′ the stars were also required to have (u
2. This is done to limit the effect of the color terms on the zero points, see Section 5. For objects with colors outside these ranges it is esseential that the standard calibration takes into account the color terms derived in Section 5.
While a detailed discussion of the location of various types of stars in the color-color diagrams is beyond the scope of the present paper, we note that the standard stars included in Figure 2 separate in two sequences for colors redder than (g Fan (1999) and AdelmanMcCarthy et al. (2008) shows that the "lower" of the two sequences on this diagram is formed by low mass main sequence stars, while the "upper" sequence contains cool subdwarfs and possibly carbon stars. We refer to AdelmanMcCarthy et al. for details on this as well as details on how to select dwarfs versus giant stars using the SDSS colors.
4. MAGNITUDE ZERO POINTS FOR GMOS-N 4.1. Nightly magnitude zero points For each of the nights and each of the filters, the magnitude zero point was derived as the median of m std − m inst + 28 for each of the unsaturated standard star observations obtained on that night. The resulting magnitude zero points, rms and number of standard star measurements used are listed in Tables 7  and 2 . No color terms were included in this determination. Using these zero points, approximate standard magnitudes for observations on each of these nights may be determined as
where t is the exposure time, N is the number of electrons inside the aperture and above the sky level, airmass is the mean airmass for the exposure, and k is the median atmospheric extinction at Mauna Kea. In Tables 7 and 2 the rms scatter of the individual measurements is listed in the columns "rms". Since each zero point is typically based on 7 or more stars the random uncertainty on the nightly zero points, rms/ √ N where N is the number of measurements, is typically 0.02 mag or better for g ′ , r ′ , i ′ , and z ′ , and 0.05 mag or better for u ′ . However, see Sections 5 and 6 for discussions of color terms and systematic effects, respectively. Figure 3 shows the zero points as a function of the UT date of the night. Very large variations in the zero points are seen over periods of weeks to months. Overplotted on the same figure are the available measurements of the mirror reflectivity of Gemini North at 880 nm. To make the comparisons easier, these measurements have been converted to magnitudes and normalized to the magnitude zero point in the i ′ -filter for UT 2003 February 2. Reflectivity measurements are also available at 470 nm, 530 nm, and 650 nm. These show qualitatively the same behavior as the data for 880 nm and are therefore not included on the figure The large decline in system throughput from August 2001 to February 2002 is most likely due to a degradation of the coating of the secondary mirror. While no reflectivity measurements for the secondary mirror are available from this period, it is clear that the primary mirror reflectivity did not decline sufficiently to explain this decline in system throughput. Further, the system throughput was restored to the original values after the recoating of the secondary mirror on UT 2003 January 10.
Magnitude zero point changes with time
Smaller variations in the zero points are most likely due to night-to-night variations in the atmospheric extinction. To quantify these variations, we fitted linear functions to the nightly zero points for the r Table 3 ; dashed lines (green) -inverse color relations listed in Table 4. 5. COLOR TERMS For the individual magnitude measurements, the residual zero point was derived as
where m zero is the adopted median magnitude zero point for the relevant filter on the relevant night. Using these residual zero points we can now establish the color terms using the full database of standard star measurements together. The u ′ -filter is not included in this analysis, since there are too few measurements in the u ′ -filter to reliably establish the color terms.
Figures 4 and 5 show ∆m zero versus the standard colors of the observed standard stars. Table 3 lists the rms scatter of ∆m zero . This scatter is equivalent to the expected uncertainty on the standard magnitudes if the color terms in the calibration are ignored. We fit linear relations to ∆m zero as a function of the six different colors. In some cases a single linear relation does not fit the full color range, and we therefore fit two relations, one on the blue and one in the red. This is the case for ∆g zero and ∆z zero versus all colors except the color (g ′ − r ′ ). The linear fits and the rms relative to the fits are listed in Table 3 . The stars excluded from the zero point determinations, were also excluded from the linear fits, except it turned out that PG0231+051 can be included in the fits for ∆g zero without any significant change to the resulting relation. Further, we iteratively excluded measurements deviat- Because many programs executed with GMOS-N target high redshift galaxies with very red apparent colors, we also established a parameterization for i ′ and z ′ that includes the reddest standard star observed, 98_L5. In order to do so, we fit relations of the form
where C is one of the colors. The relations ∆i zero and ∆z zero versus color (g ′ − r ′ ) cannot be fit with this type of function. The resulting relations should only be seen as parameterization of the very strong color terms for the i ′ -and z ′ -filters in the far red, and is not recommended for calibration of observations that do not include very red objects. The coefficients α, β, and γ are listed in Table 4 . The relations are shown on Figures 4 and 5. Because our data do not sample the color intervals from the red end of the linear relations given in Table 3 and the colors of the star 98_L5 the values of α and β may be different from the values given here if they were determined from a dataset sampling these color ranges. However, no such data set exists for GMOS-N for the time during which Gemini North had an aluminum coating.
Using both the nightly magnitude zero points and the color terms, the standard magnitudes may be derived as m std = m zero + ∆m zero − 2.5 log(N/t) − k (airmass − 1) (8) where ∆m zero is derived using one of the relations listed in either Table 3 or Table 4 .
Since the system throughput shows large variations that all most likely are due to changes in the telescope mirror coatings, cf. No significant differences were found between the color terms in the three time intervals, or between those and the color terms derived using the full sample. Thus, we conclude that the relations listed in Table 3 and Table 4 are valid for the full period from UT 2001 August 20 to UT 2003 December 26. We also expect the relations to be valid for the priod UT 2003 December 27 to UT 2004 November 21, at which time the Gemini North primary mirror was recoated with silver instead of aluminum. This recoating may have lead to a change in the color terms.
TESTS FOR OTHER SYSTEMATIC EFFECTS
6.1. Position on the detector array The GMOS-N detector array consists of three CCDs with different gains and different quantum efficiency. It is therefore a concern that the three CCDs have been calibrated to consistency. The large database of standard star observations allow us to test this, as well as test for other dependences on the position on the detector array. Figure 6 shows the color corrected residual zero points, ∆(∆m zero ), versus the pixel position of the observed standard stars in X and Y as well as the distance from the center of the array in pixels. The color corrected residual zero points are the zero points corrected for the color terms using the linear relations for (r Table 3 . Only the stars included in the determination of these relations are included on the figure. All pixel positions have been transformed to pixels with the detector binned 2 pixels by 2 pixels as it most often is used for imaging observations. With this binning the pixel scale is 0.1454 arcsec per binned pixel. Table 5 summarizes the mean values of ∆(∆m zero ) for the three detectors. Detector number one (CCD1) has zero points that are systematically offset from the other detectors with about 0.014 mag. The rms of the residual zero points within a detector is of the same size as the rms for all the measurements. Thus, the offset of the CCD1 zero points does not significantly affect the scatter. It is also well within the uncertainty of the standard calibrations taken as part of the routine calibrations done for GMOS-N photometric data. We conclude that the individual detectors are calibrated to about 1.5 per cent relative to each other. The residual color corrected zero points show no significant dependency on the Y pixel coordinate.
GMOS-N (and GMOS-S at Gemini South) were designed to minimize the effects of sky concentration, also called parasitic light (Murowinski et al. 2003) . Sky concentration originates from light reflected back from the detector to the optics and being scattered. The scattered light causes an increase in the background level in the center of the field. Sky concen- 
.25 e The rms is higher than without a color term, due to the inclusion of red stars. The boundaries between the three detectors in X pixels are shown. The GMOS-N imaging field is approximately square and centered on the rectangular detector array. Thus, the lower limit of the imaging field is around X=400 and the upper limit around X=2700. 7. -Sky concentration. Solid boxes -photometry from the two overlapping fields, the figure shows the difference in magnitudes versus the difference in the distance from the center of the field. Thick solid line -best fitting linear relations for the photometry from the two overlapping fields; thick dotted line -linear relations equivalent to the result based on the standard star photometry; thick dashed line -linear relations equivalent to the result based on the normalized twilight flat fields. For ∆r (the r ′ filter) the three lines are on top of each other.
tration for focal reducer instruments is discussed in detail by Andersen, Freyhammer & Storm (1995) . In the presence of sky concentration, we expect the flat fields to have relatively too high counts in an area around the center of the optical axis. This in turn will lead to underestimated count levels for stars near the center of the field. Andersen et al. describe the technique for deriving a 2-dimensional map of the sky concentration by using offset and rotated images of the same stellar field. No observations obtained with GMOS-N were done with this purpose in mind. However, we have used three different methods to estimate the effect of sky concentration in GMOS-N. (1) The standard star photometry, (2) a set of observations of two partly overlapping fields observed in the filters g ′ , r ′ and i ′ , and (3) normalized twilight flat fields. If sky concentration affects the standard star photometry, then the residual color corrected zero points ∆(∆m zero ) are expected to be systematically smaller at the center of the field compared to the edges of the field. Spearman rank order tests were used to test for correlations between ∆(∆m zero ) and the distance from the field center, R, see Figure 6 . We find signif- (1) The effect of the sky concentration in magnitudes at the center of the field, ∆mcenter, and 2.5 arcmin from the center, ∆m 2.5arcmin ; both relative to the mean of the standard star measurements. (2) and (3) The efect of the sky concentration as the magnitude difference between photometry in the center of the field and 2.5 arcmin from the center.
icant correlations for all filters and fit linear relations in order to quantify the size of the effect. Table 6 lists the effect at the center of the field and 2.5 arcmin from the center. Because of the concern that some of this effect may be caused by the zero point offset for CCD1, we repeated the tests omitting all measurements from CCD1. The correlations are still present and the effects are of the same size as for the full sample of measurements.
For the observations of the two partly overlapping fields, we expect the difference in magnitudes for objects in the two fields to depend on the difference of the distances from the field center, in such a way that the magnitude difference ∆m decreases with the distance difference ∆R, cf. Andersen et al. (1995) . Figure 7 shows ∆m versus ∆R for the three filters. Using Spearman rank order tests, we find significant correlations for g ′ and r ′ , the probabilities that there are no correlations are ≤ 0.2. For i ′ the test shows no significant correlation. Figure 7 shows linear fits to the data, as well as the linear relations equivalent to the result based on the standard star photometry. The magnitude difference resulting from a difference of 2.5 arcmin in distance from the center of the field is listed in Table 6 .
Finally, normalized twilight flats may be used to set limits on the size of the sky concentration. The level at the center of the flat fields (we used the central 30 arcsec × 30 arcsec) were compared to the levels at the edges of the field at a distance of 2.5 arcmin from the center of the field. The results are summarized in magnitudes in Table 6 . For comparison, the results are also shown on Figure 7 .
The results from the three methods do not agree completely. However, we can conclude that there is sky concentration in GMOS-N, and that the effect results in a systematic difference of 0.03 to 0.05 mag between photometry derived from objects near the center of the field and objects near the edges of the field, with the objects near the center of the field appearing fainter than those near the edges of the field. The sky concentration may be stronger in the blue than in the red, though the standard star photometry seems to indicate that this is not the case. More detailed engineering data are needed to fully quantify the effect and to derive a 2-dimensional map of the sky concentration.
Atmospheric extinction
The standard stars observed each night cover an airmass interval insufficient for determining the nightly atmospheric extinction. However, we can perform a simple test of the adopted median atmospheric extinction. Figure 8 shows the color corrected residual zero points versus the airmasses. For 
g
′ and z ′ , the color corrected residual zero points do not correlate with the airmasses. Thus, for these filters the adopted median atmospheric extinction is in agreement with the actual median atmospheric extinction during the nights' of observation. For r ′ and i ′ we find correlations between the color corrected residual zero points and the airmasses. Spearman rank order tests give probabilities of 0.5 per cent and 0.9 per cent for r ′ and i ′ , respectively, that there are no correlations. If we fit linear relations, then the size of the slopes show that the median atmospheric extinction may in fact be about 0.02 smaller during the nights of observation than the adopted values.
7. SUMMARY We have determined the nightly magnitude zero points for GMOS-N for the 117 nights in the period August 2001 to December 2003 during which photometric standard stars were observed. Long-term variations in the zero points are primarily due to variations in the reflectivity of the primary and the secondary mirror, with the secondary mirror being the most important factor. Night-to-night variations are most likely due to variations in the atmospheric extinction. All the filters have small color terms for colors in the interval −0.65 We find that sky concentration affects the photometry with approximately 0.03 to 0.05 mag over the full field of view. The presence of sky concentration limits the accuracy of photometry derived from GMOS-N observations using standard methods. Observations specifically designed to map the sky concentration are needed in order to improve this situation.
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