1. Introduction. Most modern methods to determine whether a given number n is prime are based on Fermat's theorem and its generalizations. This theorem asserts that (1.1) if n is prime, then an = amodn for all a E Z.
Thus, to prove that a number is composite, it suffices to find a single integer a for which a" $ amodn; here an modn can be efficiently calculated by repeated squarings and multiplications modulo n. To prove that n is prime, however, we need a converse to (1.1). Two problemis present themselves in this connection.
The first problem is that the direct converse of (1.1) is false: the composite numbers n = 561 = 3* 11 * 17, n = 1105 = 5* 13. 17, n = 1729 = 7 13 19, n = 2465 = 5 *17 29 also have the property that an a mod n for all a E Z. Such composite numbers are called Carmichael numbers, and there are probably infinitely many of them. The second problem is that even if the converse of (1.1) were true, it would not help us much, since checking all integers a (modn) is not computationally feasible, even for moderately sized n.
To solve the first problem we replace (1.1) by a stronger assertion. We discuss two ways to do this.
The first depends on the Jacobi symbol (,), which is defined for a, n E Z, n positive, gcd(2a,n) = 1; see [5, Section 9]. It can be calculated efficiently by means of the quadratic reciprocity law. From the definition of (") it follows that (1. 2) if n is an odd prime, then
The primality test that was recently invented by Adleman and Rumely [1, Section 4] also fits the above description, although this may not be clear from the way it is formulated in [1] . In this algorithm one tests a collection of congruences involvinlg Jacobi sums in cyclotomic rings. Using the higher reciprocity laws from algebraic number theory, one shows that any n satisfying all these congruences also satisfies (1.4), with H = (Z/.sZ)*, 41(r) = (rmods) for an auxiliary numbers that is coprime to n. This number s is a squarefree integer exceeding n1"2, and it is selected in such a way that a' = I mods for alla cE Z with gcd(a,s) = 1, where t is a relatively small squarefree positive integer.
In this paper we present a theoretically and algorithmically simplified version of the test of Adleman and Rumely. The theoretical simplification is achieved, as in [16] 1 by considering Gauss sums instead of Jacobi sums. This allows us to bypass the higher reciprocity laws that were used in [1] . Our approach has the additional advantage of working for nonsquarefree values of J and s as well.
From an algorithmic point of view the Gauss sums appearing in our test are distinctly inferior to the Jacobi sums from [1] , since the latter belong to much smaller rings. For this reason it is important to reformulate our test in terms of Jacobi sums. This is done with the help of techniques that are familiar from the theory of cyclotomic fields. The reformulation results in congruences involving Jacobi sums that are simpler to test than the congruences appearing in [1] .
It will be seen that assertions of the form (1.4) play an important role in this paper. The choice H = (Z/sZ)*, A(r) = (rmods) was already mentioned. Further, we shall consider H = C*, the multiplicative group of nonzero complex numbers, and A equal to a character, as defined in Section 6. Finally, for several small primes p we shall take H = Z*, the group of p-adic units, discussed in Section 5; in this case The present paper draws upon a number of techniques from algebra and number theory that have not traditionally been used in primality testing. We have therefore attempted to keep the exposition as self-contained as possible. The contents of the paper are as follows.
A is defined by ,(r)
A brief outline of our algorithm, in three stages, is given in Section 2. Section 3 is devoted to the last stage, and Section 4 to the first. The central stage occupies Sections 5 to 1 1. In Sections 5 and 6 we collect the properties of p-adic numbers and characters that we need. In Section 7 we show how Gauss sums can be used to generalize the test in (1.2). The reformulation in terms of Jacobi sums occupies Sections 8 and 9. In Section 10 we shall see how algorithms related to finite fields lead to additional improvements, under certain conditions. Section 11, finally, describes the central stage of the primality testing algorithm. A detailed description of the entire algorithm, from a computational point of view, is contained in Section 12. The actual implementation is discussed in Section 13.
By Z, Zp, Q, C we denote the ring of integers, the ring of p-adic integers (see Section 5), the field of rational numbers, and the field of complex numbers, respectively. The number of times that a prime number p appears in m is denoted by vp(m), for m E Z, m * 0 (cf. Section 5). By rlm we mean that r is a divisor of m, i.e. a positive integer dividing m. Rings are supposed to be commutative with 1, and subrings have the same 1. The group of units of a ring R is denoted by R*. For 'm' Ul, I a-< G, see Section 7.
2. Outline of the Algorithm. We give a brief description of our primality testing algorithm in three stages. Let n be the integer to be tested for primality, and assume that n > See Section 4 for more details concerning the selection of t and s. Continuing Stage 1, check that gcd(st, n) = 1 using the Euclidean algorithm; if gcd(st, n) * 1, then a prime factor of n is found, by (2.4), and the algorithm halts.
Stage 2. Subject n to a series of tests similar to the test in (1.2). If it fails to pass any of these tests, then n is composite and the algorithm halts. Otherwise, attempt to prove the following assertion, using the information obtained from the tests:
for every divisor r of n there exists i E (0,1,..., t -1) such that r n'mods.
The theoretical possibility exists that this attempt is unsuccessful within a reasonable time limit. In this case one may tell the algorithm to halt with the message that it has not been able to decide whether n is prime or not. A more detailed description of Stage 2 is found in Section 11. Stage 3. If (2.5) has been proved, use (2.5) and (2.2) to factor n completely, and hence to decide whether n is prime or not. In Section 3 we shall see how this can be done.
Remark. From the description of Stage 3 one should not get the impression that the algorithm is helpful in factoring n if n is composite, since practically all composite numbers will be eliminated in Stage 1 or Stage 2.
3. The Final Stage of the Algorithm. Suppose that (2.5) has been proved and that s > n"l2. To factor n completely it suffices to find all divisors r < n1/2 of n. Such a divisor satisfies r < s and is, by (2.5), congruent to n'mods for some i E (0, 1,..., t -1). Hence, if we determine r, by ri n mods and 0 < r, < s, for 0 < i < t, and check which of the r, divide n, then we obtain the complete prime factorization of n.
Next suppose that, besides (2.5), one knows only the weaker version s > n113 of (2.2). Then the prime factorization of n is found by applying the following result to d = r, for i = 0,1,..., t -1; notice that gcd(r1,s) = 1 since in Stage 1 we checked that gcd(st, n) = 1. We refer to [15] for a proof of this theorem and for a description of the algorithm. Next we have to choose s. One way to do this is as follows. First put s = e(t). If s has a prime power factor qm(7) for which s/qm(q) is stilli larger than n /2 (or nl/l, depending on Stage 3), then we choose such a qm(q) with q as large as possible, and we replace s by s/qm(q). This is repeated until it is no longer possible.
We describe a better way of choosing s. Write e(t) = lq6Eqm(E). We restrict to divisors s of e(t) of the form s = FlqeSqm(q) with S c E. As we shall see in Section I1, each q E S gives rise to a certain amount of work in Stage 2 of the algorithm. . In order to minimize the running time we should now choose S such that 2q(ESw(q) is as small as possible, subject to the condition that s > n' 2 or n1l3. Putting S' = E -S, we see that we have to maximize YJqG,S'w(q) subject to the condition that 2qGS log(q,,(q)) < log(e(t)) -or -k)logn. This is an instance of the knapsack problem. A well-known approximate solution method for this problem leads to the following way of selecting s. First put s = e(t). If s has a prime power factor qn?(q) for which 5/q l(q) iS still larger than n1"2 or n /3, then we choose such a qnl(q) with w(q)/log(q l(q)) as large as possible, and we replace s by 5/ql(q). This is repeated until it is no longer possible. For more subtle methods to solve the knapsack problem we refer to [18] .
The final value for s is a divisor of e(t), so by (4. for all E > 0 and all n exceeding a bound depending on E. The following theorem shows that this result is best possible, apart from the value of the constant in the exponent. 6. Characters. Let q be a prime number. A character X modulo q is a group homomorphism from (Z/qZ)* to C*. We extend such a character to a map Z/qZ --C by x(Omodq) = 0, and we put x(a) = x(amodq) for a E Z. The set of all characters modulo q forms a group under multiplication. We denote this group by Xq.
It is well known that (Z/qZ)* is cyclic of order q -1. Let a generator g be chosen. Mapping X to x(g), we obtain an isomorphism between Xq and the group of here h(q) is assumed to be so large that (nq-I)qh(qmodqP?(q) We now know that the q-adic integer a = r n 1(r) satisfies a I modq, a
modq
The latter congruence implies that the multiplicative order of a modulo qn1(q) divides q -1, the former that it is a power of q. It follows that this order equals 1, so a -1 modq?(q). This proves (6.6). Since (6.6) holds for any prime q dividing s, we may conclude that r n nI(r) mods. Here l(r) may be reduced modulo t, since n' 1 mods by (2.3). This proves (6.3). 2) , we consider the case that X is quadratic, i.e. has order p" = 2. Then q is an odd prime, and X is the Legendre symbol: x(x) = (9). From (7.2) we see that T(X)2 = a, where a = q. The automorphism a,, is the identity, so the congruence of the lemma is equivalent to a '(t I)/2 -() modn. This is the same as (1.2), since (Q) = (') by the quadratic reciprocity law, which can, in fact, be proved in this way. We return to the general situation. We shall investigate what can, conversely, be said about n if the congruence in (7.3) is known to hold. For practical purposes it is important to build in some extra degrees of freedom, as expressed in the following corollary. The map sending D to tA is an automorphism of the group UPA, if (7.6) holds. Condition (7.7) will be investigated in Section 10.
This is the Galois group of K over Q(~q). It is isomorphic to (Z/pkZ)*, under an isomorphism mapping ax to (xmodpk). Denote by Z[G] the group algebra of G over
(7.8) THEOREM. Let X be a character modulo q of order pA, and assume that (7.9)
T(X)('-o")
-modn for some t E UpA, some ,3EZ[G] satisfying (7.6) and some ideal n of B satisfying (7.7).
Assume further that condition (6.4) is satisfied. Then X satisfies (6.5), i.e.
X(r) =x(n)
for every divisor r of n, with lp(r) as in (6.4) and (6.7).
Remark. For given /3 and n, the congruence (7.9) is true for at most one ; E UA; this follows from (7.17).
Proof. By (7.6) and gcd(n,p) = 1 we can write D -rl" for some q EL UpA. Let i E Z, i > 0. We raise both sides of the congruence Let now r be a prime divisor of n. Then we know from (7.5) that (7.10), with n, q, n replaced by r, x(r), rB, is true, so the same holds for (7.1 1). Taking i = p -1, we obtain (7.13) u -X(r)(P) modrB.
We shall combine (7.11) and (7.13) modulo the ideal r = rB + n, which contains both rB and n. We apply (7.11) to i = (p -I)m, and divide it by (7.13); this is allowed since both sides of (7.13) are units in B. Using (7.16), we then find that u = (x(r)n-m)(P1 modr.
Let a be the largest divisor of nf(P_ )Pk -1 that is not divisible by p. If we raise the congruence to the power a, then by (7.15) the exponent on the left becomes divisible by n(P-)p -1, so by (7.12) we obtain
A1
-(X(r) q-m)(PI )rPtEamodr.
Assume, for the moment, the following lemma. From (p -I)rP la i 0 modp and (7.6) it now follows that X(r) = qn', so X(r) =-q1p by (7.14). This we proved for prime divisors r of n. By multiplicativity (cf. (6.7)) it holds for any divisor r of n. In particular, since lp(n) = 1, we obtain x(n) = , so X(r) = X(n)lp(r) for all r dividing n. This proves (7.8).
Proof of (7.17). We have an equality of polynomials Therefore, if the lemma is wrong, we have pA E r = rB + n, so pk = rx + y for certain x E B, y E tt. Upon multiplication by n/r this would give pkn/r E ii, so pkn/r e nZ by (7.7). But r is a prime dividing n, and p is a prime not dividing n, so this is impossible. This proves (7.17).
We shall now develop several methods that can be used to prove that condition (6.4), which occurs both in (6.3) and in (7.8), is satisfied. A different way to do this can be found in Section 10; see (10.7). Our first two methods require that p > 3. + pZP for all divisors r of n, it follows that (6.4) is satisfied. This proves (7.18).
(7.19) THEOREM. Let X be a character modulo q of order pk, and assume that p > 3. Suppose that (7.9) is satisfied with a primitive pk th root of unity t. Then p satisfies condition (6.4).
Proof. As in the proof of (7.8) we write = -" with rj e Up. Since D is a primitive pk th root of unity, the same is true for q. Let u = T(X) . Applying (7.11) toi = (p -I)pk1,wefindthat (7.20) u n(P-)PA '-I l pA-I mod n.
Let r be a prime dividing n. Replacing n, q, ti by r, X(r), rB, as in the proof of (7.8), we obtain (7.21) urP)Pk 1 X(r) 'AmodrB.
We combine (7.20) and (7.21) modulo r = rB + n. Let X denote the order of (umodr) in the group (B/r)*. Since q is a primitive pk th root of unity, it follows from (7.6) and ( VP(n(P-)Pk-I-)
Notice that the equality sign holds if and only if X(r)P * 1. From (7.22), (5.1) and the fact that p> 3 we obtain r(P-I)P =I ( n(P-I)P -) l for some / E Zp. Since Zp contains no elements of order p, by (5.2), this immediately implies that rP-' = (nP-')'. This proves (7.19).
In the rest of this section we take p = 2 and, consequently, n odd. In this case an important role is played by quadratic characters. For such characters it is convenient to replace condition (7. The case n 7 mod 8, which is not covered by (7.24) or (7.25), is most conveniently dealt with by means of Proposition (10.8). Alternatively one can use the following theorem, which is the analogue of (7.19). We use the notation introduced at the beginning of this section.
(7.26) THEOREM. Let X be a character modulo q of order pk, with p = 2 and k > 2. Suppose that (7.9) is satisfied with a primitive 2kth root of unity t. Suppose also that q(f-1)/2 = -1 modn. Then condition (6.4) is satisfied for p = 2.
Remark. Suppose that n is prime, and that (7.9) holds with a primitive 2k th root of unity ' . We claim that the extra condition q(,,-1)/2 = -1 modn is then satisfied.
To prove this, we first note that D = X(n)-`"o by (7.5) and ( Proof of (7.26). In the case that n 1 mod 4 the theorem immediately follows from (7.24). Assume therefore that n 3 mod 4. As in the remark above, let 4x = '.Let r be a prime divisor of n. Arguing as in the proof of (7.19), we find that Since f and n satisfy (7.6) and (7.7), it is now immediate that (8.8) implies ( Dividing by pk, we obtain the first assertion of (8.12). The second assertion is equivalent to 9. Jacobi Sums for p = 2. In this section we do for p = 2 what we did in the previous section for p > 3. The notation is unchanged; in particular, our hypothesis gcd(n,pq) = 1 implies that n is odd for p = 2. We distinguish the cases k = 1, k = 2 and k > 3. It follows that (9.4) is the same as (7.9) with ,B= 1 and n as above. The second assertion of the theorem again follows from (7.5). This proves (9.3). From this the theorem follows by the argument used in the proof of (8.5). Notice that ,f satisfies condition (7.6). by (9.14). To prove (9.21) we apply (9.15) to m = -n; this is allowed because -n I or 3 mod 8. We find that and this implies (9.23) . This completes the proof of (9.19). to test (8.8),  (9.2), (9.4), (9.6), (9.11) and (9.20) for several choices of p, k, To facilitate the multiplication in F one should choose g such that its coefficients are "small", and this can usually be done in practice.
By (8.2) this is the same as T(X)2/T(X2) = X(4) 'T(X)T(4)/T(X4),
It is important that F be constructed in such a way that we can recognize whether a given element of F belongs to the unit group F*. In the example given we can do this by calculating the gcd with g in (Z/nZ)[T], using the Euclidean algorithm; this can only fail if at some stage a nontrivial common divisor of n and some leading coefficient is found, in which case n is factored [1, Section 5].
Once F has been made one constructs a ring homomorphism p: F --F such that if n is prime, we have p(a) = an for all a E F. For F as above this is done by checking that g(Q") = 0 and putting p (V2_('a,t') = ,=fOa, n; if g(Q') * 0, then n is composite.
Next one chooses an element 8 e F, 3 ,* 0, such that 3(n f-)/p * 1. Such an element ,8 should not be hard to find, since if n is prime, then a random ,EF -(0) has this property with probability ( p -l)/p. If n is prime, then we must have It is an attractive feature of our second method to construct it that it gives us an easy way to check condition (6.4). Proof. This is an immediate consequence of (10.7), with k = 2, f = 2 and /3 = This proves (10.8).
We leave it to the reader to deduce (10.8) directly from properties of the Lucas function, and to prove that the assumptions of (10.8) also imply that ((u2 + 4)/n) = -1.
11. The Central Stage of the Algorithm. In this section we give a more detailed description of the second stage of our primality test than was given in Section 2.
(11.1) Let n be the integer to be tested for primality, n > 1, and let t and s be integers satisfying (2.1), (2.2), (2.3), (2.4) and gcd(st,n) = 1. We describe an algorithm that leads either to a proof that n is composite or to a proof that (2.5) holds. (c) Finally one checks that every prime p dividing t satisfies condition (6.4). The procedure by which this is done is described in (11.2) for odd p and in (11.5) for p = 2. If this has been done then from (7.8) it follows that every X E Ys satisfies (6.5). From Theorem (6.3) one can now draw the desired conclusion that (2.5) holds. This is the end of the second stage.
(1 1.2) Let n, t, s be as in ( 11.1), and let p be an odd prime dividing t. We describe a procedure that leads either to a proof that n is composite or to a proof that p satisfies condition (6.4). If in (1 1.l)(a) algorithm (10.3) has been used to construct m, it suffices to apply (10.7). Otherwise we can proceed as follows. (b) To justify the claims made in (11 .2)(e), suppose that n is prime and that q is a prime satisfying (11.3) with q not dividing n. Let x be as in (1 1.2)(e) if q does not divide s, and X = Xp.q if q does divide s. Write order(x) = ph. Then from (11.3) it follows that X(n) is a primitive pk th root of unity, so (7.5) implies that X satisfies (7.9) with D E UPA primitive.
Hence if one finds that (7.9) is not true with ' primitive, one can conclude that n is composite. This applies in particular if q divides s, since in this case it was discovered in (11.2)(b) that X = Xp.q does not satisfy (7.9) with ' primitive. This proves the claims in (I 1.2)(e) .
(c) Procedure (1 1.2) is quite efficient in practice, despite the theoretical difficulties mentioned in (I 1.4)(a). In fact, it only rarely happens that parts (c), (d) and (e) of the procedure are needed. This occurs, for example, if n is a prime number that is congruent to a pth power modulo p2 s. If n is very likely to be prime the procedure can be speeded up by omitting part (c) and by restricting the search in (d) to the primes q not dividing s.
(11.5) Let n, t, s be as in (11.1), and assume that t is even. We describe a procedure that either proves that p = 2 satisfies (6.4) or proves that n is composite.
First suppose that n-1 mod4. In this case one determines an integer a satisfying (,) 12. Detailed Description of the Algorithm. (12.1) Let N be some large integer. We describe, from a computational point of view, an algorithm to determine whether an integer n, 1 < n < N, is prime.
Step 1. Preparation of Tables. These tables Step 2. Preliminary Tests. Let now an integer n be given, I < n < N, to be tested for primality.
(c) Depending on the information that one may already have about n, it may be wise to test n for small divisors, or to subject n to the test of Miller and Rabin [8, p. 379].
(d) Test whether gcd(te(t),n) = 1, using Euclid's algorithm. If not, then a prime divisor of n is obtained, since te(t) is completely factored, and we stop.
(e) Select a divisor s of e(t) with s > n'/2 (cf. Section 4). Replace t by the smallest t' for which s divides e(t'). (Note that the new t is the exponent of the group (Z/sZ)* and therefore divides the old t.)
Step , * b8, a,6 * b6, (a,6modb8) =-a,6 -[a,6/b8]b8 and (a32modb,6) 
