Background: Examinations are necessary for assessment of student proficiency in medical education, but comparison of achievement across different cohorts in different tests is challenging. We applied psychometric test equating methods to compare student proficiency in two different examinations for a clinical anesthesiology course. Methods: Each examination contained 50 multiple choice items and nine common items were identified from the two examinations (administered in 2011 and 2012). The common item design was used for test equating. Two psychometric test-equating approaches, chained linear equating and item response theory, were used to compare student proficiency in anesthesiology across distinct medical student cohorts. Raw scores from the 2012 test were linearly transformed to the 2011 scale using the chained method, and then Rasch analysis was applied to calibrate examinee ability and item difficulty in the two examinations on a common scale. Results: Both the linear equating method and Rasch analysis indicated that students in the 2011 examination performed better than those who took the 2012 examination (both p < 0.001). Rasch analysis revealed that the range of student ability was between À0.53 and 4.16, while the difficulty of all items ranged from À5.25 to 6.32. No significant difference in mean item difficulty was noted among the common items and other items in the two examinations. Conclusion: Although both the chained linear equating method and Rasch analysis can be readily applied to practical test-equating issues in medical education, Rasch analysis exhibited more versatility in test parameter estimation and item bank development for clinical curriculums.
Introduction
Examinations have great value in medical education for assessing the performance of medical student on a clinical curriculum. 1, 2 However, finding the most effective method for comparing achievement between different cohorts of students is a challenge for practitioners. In general, performance on a clinical test is expressed in terms of raw scores, and direct comparison of student ability across distinct cohorts is not feasible when different tests are administered. 3, 4 For example, a student with lower ability may obtain a higher raw score on an easier test than another student with higher ability who takes a more difficult examination. This makes direct comparison of raw scores unreasonable and unreliable. Although traditional equating methodologies developed on the basis of classic test theory can be used to overcome this issue, the assumption that examinees are from identical population is disputable in various cases. 5, 6 The development of item response theory (IRT) provides a promising solution to test equating, 7 and IRT models have been successfully applied to test equating problems for health status measures 8 and medical licensing examinations. 9 One IRT model, the one-parameter Rasch model, can be readily Conflicts of interest: The authors declare that there are no conflicts of interest related to the subject matter or materials discussed in this article.applied in comparing examinee performance not only in the same test but also in different tests, provided there is sufficient linkage between the tests. This is because Rasch analysis has great potential and flexibility for the management of systematic missing data. 10 In this study, we applied both the traditional linear equating method and Rasch analysis for practical comparison of student performance in different examinations of a clinical curriculum using a common item design. The versatility of Rasch analysis can also be demonstrated by additional contributions to parameter estimation of item difficulty and examinee ability, and to further item bank development.
Methods

Data collection
The data were collected in 2011 and 2012 from written examinations in anesthesiology for students in their fifth year of medical education in a university in Taiwan. The examinations were administered after the end of a compulsory course in anesthesiology to assess the understanding of basic concepts of the curriculum. A portion of the data collected in 2011 were used in a previous study. 2 There were 130 and 122 students taking the examinations in 2011 and 2012, respectively. Both examinations comprised 50 multiple choice questions (MCQs) with five options and a single best answer. The time limit in each case was 1 hour, and all examinees completed the task within the allotted time. After completing the test, examinees were asked to return their examination paper and corresponding answer sheet to ensure test question security. Two marks were given for each correct response, and no penalty was assigned for a wrong answer. Accordingly, the number of items correctly answered by an examinee multiplied by two was equal to his or her raw score, and these item response data were used for test linking and equating.
Statistical analysis
Among the 100 items in the two examinations, nine common items were identified and thus a common item design with concurrent calibration was applied for test equating. The chained linear equating method was used to transform raw scores in the 2012 examination to the 2011 scale.
11 Examinee ability and item difficulty were calibrated using Rasch analysis, and estimated examinee and item parameters were expressed using the logit (log odds) unit on a common linear scale. 1 More details on the chained linear equating method and Rasch model are available in Appendix 1 and the literature. 4, 5 The raw scores, linearly transformed scores, and logit scores obtained from the linear equating process and Rasch analysis are presented as mean AE SD. The linear relationship between transformed and raw scores in the 2011 examination was plotted and an item distribution map was constructed to illustrate the examinee ability distribution and item difficulty in the two examinations on the common scale. Rasch analysis was also used to estimate test reliability. Comparisons of parametric data between the two student groups were conducted using an independent t test or one-way analysis of variance as appropriate. Responses to common items between the two student groups using a c 2 test and differential item functioning analysis using logistic regression were also compared to preclude the possibility of test security compromise. Winsteps software, Version 3.75 (Winsteps.com, Chicago, IL, USA) was used for Rasch analyses. The default setting for mean item difficulty was 0 on the common logit scale to avoid scale indeterminacy. Larger estimated values indicate higher examinee ability and item difficulty. Differential item functioning and other analyses were performed using PASW Statistics version 18.0 (SPSS Inc., Chicago, IL, USA). A p value less than 0.05 was considered statistically significant.
Results
The common test reliability of the two examinations was 0.77. Table 1 compares the mean original score, number of correct responses to common items, linearly transformed scores on the 2011 scale, and Rasch logit scores between students in the 2011 and 2012 examinations. All comparisons reveal that students in the 2011 test performed significantly better than those in the 2012 examination (all p < 0.001). The difficulty of all items ranged from À5.25 to 6.32 with SD of 2.17. Only three items exceeded the examinee ability range and 41 items had difficulty lower than the ability of the least able examinee. Table 2 compares the proportion of correct responses to common items between students in the 2011 and 2012 Table 1 Comparison of raw scores, number of correct response to common items, linearly transformed 2012 score, and Rasch logit scores between the two student groups. examinations and assesses potential item differentiation to prevent compromise of test security. Among the nine common items, only three items show a significant difference in the proportion of correct responses. Note that students in the 2012 examination performed better than their 2011 counterparts on only one item (Q40R39). However, further item differentiation analysis revealed that the 2012 student group had no advantage over those who took the 2011 test (p ¼ 0.19). One differential item (Q40R43) was observed (see Appendix 2 for detailed information).
2011
Discussion
We applied the classical linear equating method and Rasch analysis for test linking and equating in medical education. Our investigation has provided several important findings. First, both methods can be readily used to compare student performance in different tests with minimal assumptions. Note that on average, students in the 2011 examination performed better than their 2012 counterparts. Since the two examinations were of comparable difficulty, the underlying causes of discrepancy in performance should be thoroughly investigated. Our approaches not only compare the achievements of distinct student groups but also provide clues for possible educational gaps in different student cohorts, which merits further study to ensure the educational quality of clinical curriculums. 9 Second, even when only a relatively small sample size is available, Rasch analysis can still provide efficient and reliable estimation. 10, 12 Although more complicated models can also be considered in test equating, a larger sample size is needed to generate stable estimates. However, such a requirement is rarely met in test equating processes conducted in a single medical university. Third, the analytical results can be used to develop an item bank for anesthesiology in clinical education owing to the availability of item parameter estimates. Test equating processes can combine the item responses for two or more examinations and yield estimates of item parameters on a common scale to construct an The distribution of examinee ability is illustrated on the left-hand side of the common scale using # to denote two students and , to denote one student.
item bank for more advanced applications such as computerized adaptive testing. 13 There are three common types of IRT-based test equating method: separate calibration, calibration with fixed common item parameters, and concurrent calibration.
14,15 Separate calibration estimates item parameters for different test forms separately and then computes transformation coefficients using parameter estimates for the common items. For calibration with fixed common item parameters, item parameters are estimated in one of the test forms and then the parameters are fixed for common items to estimate item parameters in the other test forms to achieve a common scale. In concurrent calibration, all item and examinee parameters in multiple test forms are simultaneously estimated in a single run. As suggested by Hanson and Béguin, 15 concurrent calibration generally results in fewer errors than the other methods and thus we adopted this approach in our study.
The development of item banks is a time-consuming and laborious task. In practice, the number of items in a test is finite and item parameters estimated in separate tests cannot be directly used to construct an item bank since the parameters are estimated on different bases. 16 As a result, test linking and equating are essential for the development of an item bank. After an item bank is constructed, it is necessary to maintain and improve item bank quality through regular updating by adding new items and removing those that are out of date. Accordingly, a highly efficient test equating method is indispensable for sustainable use of an item bank. Our approach provides a feasible solution to practical test equating issues encountered in the development and maintenance of item banks for clinical curriculums.
There are some limitations in the study. First, we only used chained linear equating and the Rasch model for test equating. Although other psychometric methods can also be considered, the linear equating method is technically easy to conduct and the Rasch model was a better choice to provide stable and reliable results in our study setting. 2 Second, the test equating process was conducted in a single university and the generalization of the item parameters and item bank obtained needs further test equating processes to link up test forms developed in other schools. Nevertheless, our study provides feasible approaches for test equating in clinical curriculums.
In conclusion, we demonstrated the applicability of chained linear equating and Rasch analysis to practical test equating issues for clinical curriculums. Student performance in different tests can be compared using these methodologies through the linkage of common items. The item parameter estimates can also be applied to the development of an item bank for a clinical curriculum. Rasch analysis provides a versatile solution to test equating and linking problems in medical education.
Chained linear equating
Linear equating methodology can be applied to test equating through the linkage of common items in two tests. Chained linear equating transforms a raw score in the new form X into a rescaled score in the base form Y, given the assumption of population invariance, according to
where SD x , SD Y , SD xC , and SD YC are the standard deviation for the raw scores of forms X and Y and for raw scores calculated from common items in forms X and form Y, respectively, and m(X), m(Y), m x (C), and m Y (C) are mean raw scores for forms X and Y and mean raw scores calculated from common items in forms X and Y, respectively.
Rasch model
The Rasch model translates the probability of a correct item response into person ability and item difficulty according to
where P(Y ij ¼ 1) is the probability that examinee i will correct answer item j, q i is the ability of examinee i, and b j is the difficulty of item j. Rasch analysis can estimate examinee ability and item difficulty parameters on the same scale and the difference between examinee ability and item difficulty can be directly expressed as the probability of a correct response.
Because the common item Q40R43 shows a differential item function, further evaluation of the response pattern is necessary. Table 2 Comparison of the proportion of correct responses to common items between the two examinations held in different years. Of the three common items that significantly differ in the proportion of correct responses, examinees in 2012 performed better than their counterparts in 2011 for only one item (Q10R39). However, item differentiation was not observed for this item.
Comparison of the Rasch logit score (mean AE SD) reveals a significant difference between correct and incorrect respondents. This finding suggests that the item functioned normally in the 2011 examination because correct respondents obtained higher scores. By contrast, in the 2012 examination, no significant difference in logit score was noted between the correct and incorrect subgroups. This implies that item Q40R43 cannot discriminate proficient from unskilled students.
