1. Introduction. Ordinary linear differential operators of the type will be under consideration on a half-open real interval (0, 6] (6 > 0), designated as the basic interval. The coefficients pj -Pj(x)(j -0,1, 9 n) are real-valued, continuous functions possessing j continuous derivatives on (0, 6] , and p n (x) ^0 on (0, 6] . The point x = 0 is supposed to be a singularity for L.
The basic operator over the Hubert space J^2(O, b) will be obtained as a restriction of L to a domain consisting of functions which are sufficiently differentiable and which satisfy certain boundary conditions. When L coincides with its Lagrangian adjoint, conditions are known [1] under which an operator like this is self-adjoint over J5f 2 (0, δ). Our attention will not be focused on a self-adjoint operator, however, but on a basic operator which has at least one isolated point in its spectrum.
The investigation here concerns the spectrum of a perturbed operator. Let [ε, b] denote a closed subinterval of the basic interval, where ε is a small positive number. A perturbed operator A s is a restriction of L to a domain in ^2 (ε, b) consisting of functions which are suitably differentiable on [ε, 6] , and which satisfy homogeneous boundary conditions at the endpoints x = e and x -b. Then a set of perturbed operators is obtained when ε varies. It will be shown that for each characteristic value A of the basic operator, there is a characteristic value λ(ε) of the perturbed operator A z which converges to J as ε -> 0 and furthermore that λ(ε) can be represented by an asymptotic expansion, valid as ε -• 0.
An asymptotic expansion for the characteristic function u corresponding to λ(ε) will also be established. In particular, the asymptotic form u(x) = ί7(cc) [l + o(l) ] will be obtained, in terms of the characteristic function U of the basic operator corresponding to Λ, valid uniformly for x contained in a certain closed subset of [ε, 6] as ε -> 0. Evidently such an asymptotic form cannot hold uniformly near the zeros of U, nor can it hold near the boundary x -e since u is forced to satisfy a boundary condition at x = ε. The procedure used herein permits a representation for the characteristic functions to be obtained in the " boundary layer " near x = ε, as well as the uniform result stated above.
The distinctive feature of the problem under consideration is that the domain of the basic operator has been perturbed to a " slightly different " domain, depending upon the small parameter ε. In the usual perturbation theories, the operator L itself is perturbed: the perturbed operator is defined formally by the relation A, -T o + ε2\ + ε 2 T 2 + . One then develops the characteristic values and characteristic functions of A 2 in convergent or asymptotic power series in ε as ε -> 0 [5] . In the present case, when the perturbation arises from the domain of the operator, power series expansions are not valid in general, and instead more general types of expansions will be obtained.
The present method consists of comparing the solutions of the perturbed problem with those of the basic problem by means of an integral equation of Volterra's type. The kernel of the integral equation has a well-known [2, 4] representation as the quotient of determinants of order n. A specific representation for solutions of the perturbed problem can then be obtained.
The analogous problem for second order self-ad joint operators has been treated previously [9] . The present results will correspond to the class 1 problems in [9] , for which there exist linearly independent solutions of (1.1) which can be ordered according to their asymptotic behaviour near x = 0. Asymptotic expansions for perturbed characteristic values and functions are then obtained, and the main theorems are enunciated in §4.
2 Definitions* The asymptotic terminology to be used in the sequel will first be described. This follows Van der Corput [10] . Asymptotic expansions of functions /(ε) for small values of the positive, real variable ε will be under consideration. Let δ(ε) be a positive function of ε with the property that δ -o(l) as ε -> 0. The function δ will be called a scale. Suppose that / and f t are functions not only of ε, but of an additional real variable x on an interval I, which may depend on ε. Let 8 be a function of ε and x with the property that δ = o(l) as ε -> 0, uniformly for x e I. Then a uniform asymptotic expansion for / is defined as follows. DEFINITION 
The series ^f
is said to be an asymptotic expansion for f with scale S as ε ~-» 0, valid uniformly for x e I, if for some function a(x, ε) the order relation f ~ f x ~ f 2 --f t -O(αδ*) feoZds uniformly for x e I for each i = 1, 2, . The differential operator (1.1) is under consideration on the real interval (0, 6] (6 > 0). It will be assumed without essential loss of generality that
All points in the interval (0, b] are supposed to be ordinary points of L and x = 0 is supposed to be a singular point. Let ξ> denote the Hubert space ^2(0, δ), and let (, ) and | | | | denote the inner product and norm respectively in ξ>. Let '^n~\a, b) denote as usual the class of real valued functions on (α, 6) possessing n -1 continuous derivatives. Certain transformations on § will now be defined by suitably restricting the formal operator L. It is possible that T is already a self-adjoint transformation on the space ξ>. When n = 2, this corresponds to the limit point case in WeyPs classification of singular points [2, 11] . If T is not self-adjoint, one can try to obtain all possible self-ad joint transformations by adjoining suitable conditions at x = 0 but we are not going to be interested in forming self-ad joint transformations, and instead make some direct assumptions.
A set of n linearly independent functions V^α?) on (0, b) are said to be asymptotically ordered as x -> 0 when there exists a number x 0 > 0 so that each F έ > 0 whenever 0 < x < x 0 , and (2. 4) lim
This property induces an ordering on the set {VJ, which can be indicated by the chain v,< v 2 < ... < v n .
Let A be a real number, and consider a fundamental set of solutions Ui = U t (x, A) 
The following assumptions will be made.
ASSUMPTIONS For at least one real number A, there is a fundamental set of solutions U % of the differential equation Ly -Ay with the properties
(i) The set {C7J is asymptotically ordered as x-+0.
(v) (TF W , Z7 fc ) exists for each k -l y 2 y , ^ -1, and (W n , f/w-m) ^ 0.
(vi) The solution space Wl of (2.2) m ίfee manifold {Ui} is spanned by the m functions
It will be convenient to use the notation
The assumptions (i), (ii) correspond to those for class 1 problems in [9] . When n = 2, assumption (iii) is implied by (i), and (v) is implied by (iv). Concerning (iv), it may be that not only U n -m9 but a subset 31 of 3Ji with dim 5ft >1 lies in ®. However, our attention will be focused on the function U n -m , in fact the minimal element of the chain Ut< U 2 < ••• -< U n which lies in ®. The function U n _ m will be called a basic characteristic function for T, corresponding to the characteristic value A. It can be shown that under the assumptions, the characteristic values are isolated numbers.
The Wronskian determinant W of the functions U ό (x) is a constant because of Abel's formula [4] , since p n -i(%) = 0, and without loss of generality
The perturbed transformation A, will now be defined as a restriction of L to functions y satisfying a set of m homogeneous boundary conditions at x = ε, of the form
where the α u are real-valued functions of ε, and at least one of the functions a il9 a i2 , a in does not vanish for any ε. It will be necessary to assume that these functions satisfy some mild conditions, which will be stated below.
Let \& u \ denote the boundary operator defined by
Let ] det | (a u ) denote the sum of the absolute values of the m! terms in the expansion of the determinant of an order-m matrix (a iό ). Consider the matrix (b ik ) with elements given by
where the functions V k are given by (2.8 
are bounded functions of e whenever
, and in particular (e) u is identically zero on (0, ε). The perturbed operator A, is then defined to have domain S ε and (2.14)
The domain ® ε is to be considered as a perturbation of the basic domain ®, and the perturbation is due to the boundary conditions (d) of Definition 4 being adjoined. In a sense, the operators A 2 converge to the basic operator T as ε->0 [8] . Our problem is to show that the characteristic values and functions of A 2 converge to those of Γ, and furthermore to obtain asymptotic representations which are valid for small values of ε.
3»
The comparison procedure* The characteristic value problem under consideration is
Let {Uj} be the fundamental set of solutions of Ly = Ay which was postulated in § 2. Let V o -U n -m be the basic characteristic function corresponding to the characteristic value A, that is
Let U be any function in the manifold spanned by the n functions U } . Let u = u(x, λ) be defined by the integral equation
where the function
is obtained by the classical method of variation-of-parameters [4] , and W h is given by (2.5).
(ε, b), then for each fixed value of λ and ε there exists a solution u of (3.3) in ( έf n (ε, 6) . This solution satisfies the differential equation (3.1) , and furthermore satisfies the n -m boundary conditions (2.2) at % -b if U satisfies these same conditions.
The proof is well-known [2] . In the sequel U will lie in the solution space of (2.2) in the manifold spanned by {£/<} (i = 1, 2, n). Then U will have the form
where the numbers γ 7 are independent of x but depend on ε. The γ' s are to be determined from the boundary conditions (2.10).
LEMMA 2. // the numbers y L , γ 2 , •• ,γ m _ 1 , X can &β determined so that the solution u of the integral equation (3.3) , with U given by (3.5) , satisfies the m boundary conditions (2.10), then X is a characteristic value for A 3 and u is the corresponding characteristic function. For u satisfies all the conditions of Definition 4, so that u e ® ε , and by Lemma 1, Lu = Xu.
Let H be the integral operator defined by
Jx and let W be the ith iterate of H. The solution of (3.3) can then be expressed in the form
which is uniformly convergent and termwise differentiate up to order n (according to Lemma 1) . Application of the boundary conditions (2.10) gives the set of m equations
Define for convenience (3.9) y m = A -λ, 7 0 = 1 .
Then by (3.5), equations (3.8) can be written in the form
These are power series in 7 X , γ 2 , γ m . Our problem is to invert them, but first certain preliminary results concerning the size of the coefficients in (3.10) will be established. These results will be given in a sequence of lemmas.
LEMMA 3. The following asymptotic forms are valid (3.11 )
, n -1, where (3.12) β* = (W», E/*).
Proo/. According to (3.4) and (3.6) (3.13)
Jo
Since (W n , U k ) exists by assumption (v), the last term on the right side of (3.13) is o(l) as x-+0. By assumption (ii), each term in the summation is also o(l) as x -> 0.
The following notation will be used:
Jx where x 0 is a positive number, as postulated in (2.4), (2.7). The function g(x) is uniformly bounded for x 0 < x < b.
There is a constant C independent of x and j so that
Proo/. Suppose that cc 0 < x < b. Then it follows easily from (3.4), (3.6) , and (3.15) that
\HU k (x)\ <ng(x)U(x) .
Hence (3.16) is true for j -1. Under the assumption that it is true for j, it follows that Suppose now that 0 < x < x 0 . Then
It follows from assumption (v), below (2.7), that (3.16) is true for j -1. Proceeding by induction. The first factor is o(l) as ε -> 0 by (2.6), and the second factor is bounded by hypothesis (2.12). These considerations establish (3.17) .
It will be convenient to introduce, in addition to (2.11), a matrix (c ik ) defined by An analogue of Lemma 4 will now be stated. The proof is similar to that of Lemma 4, and will be omitted. where \& H \ is defined below (2.10) and U is defined by (3.14).
4. Characteristic values and functions. The problem has been reduced to investigating the solutions <γj(j = 1, 2, , m) of the system (3.10). The quantity J -γ m , depending on ε, is the characteristic value λ under consideration. The system (3.10) associated with (4.1) has, on account of (3.18), (3.19 ) the following asymptotic behaviour
Since Ω n -m Φ 0 by hypothesis (v), and since det(6 ifc ) φ 0 by (2.13), the linear system (4.4) possesses unique solutions γ fc for 0 < ε < ε 0 . Hence (4.1) can be written in the form (6) and (6) Here, the matrices (6 iΛ ), (cί iλ: ) have been defined in (2.11)-(2.12), and (a ilc ) is defined as follows a** -δ«fc
The result (4.5) has been used in obtaining the asymptotic forms (4.7), (4.8) . Proof. The Cauchy majorization procedure [3, p. 470] will be used to show that (4.16) has solutions s h representable by power series expansions, convergent when z = 1. Accordingly, (4.16) can be dominated by the system (4.17 
provided R is chosen suitably. In the power series expansion of the right side of (4.17), the sum of the exponents for any term is > 2, as is the case also in (4.16). It can be seen from (4.9), 4.10), and (4.13) that the system (4.16) is dominated by (4.17) whenever R' 1 is of order u 1 (ε)g(ε) f which is o(l) as ε->0 by (2.6), (3.15) . Then, according to the Cauchy majorίzation procedure, the series (4.15) for the solutions of (4.16) are dominated by the series for the solutions S h of (4.17). However, the latter are easily constructed, as follows:
and the right member is developable in a power series about Z -0, with radius of convergence Z Q of order (^g)" 1 .
Then the m series (4.14), obtained from (4.15) when 2 = 1, are convergent series expansions for the solutions of the system (4.12).
LEMMA 8. The series on the right side of (4.14) constitutes an asymptotic expansion of s h (ε) with scale S = v 1 (e)g(ε) f as ε -> 0. In particular, the following asymptotic forms are valid:
Proof. The coefficients B hΊc in (4.14) are dominated by the coefficients in the power series expansion of (4.18). Hence which establishes (4.19) .
The coefficients B hkf as determined by formal substitution of (4.15) into (4.16) Then an inductive argument shows that B hk -Oίδ*" 1 ) (h = 1, 2, , m A; = 1,2, .-•). Hence by (4.14) , so that the series on the right side of (4.14) is an asymptotic expansion for s h with scale δ(ε) as ε -> 0.
According to (4.11), (4.14) , the solutions of (4.6) are , 2, ..., m) and the right member constitutes an asymptotic expansion for γ ft (ε) as ε->0 for each h = 1, 2, « ,m. Evidently (4.21) are also solutions of (4.1) and hence of (3.10) . In particular the following asymptotic forms are valid: Proof. The coefficients γ Λ given by (4.21) have been determined so that the function u, with the representation (3.7), satisfies (3.10), or (2.10) . Then Lemma 2 shows that λ(ε) = A -γ m (ε) is a characteristic value for A 2 , and that u is the corresponding characteristic function. The expansion (4.23) follows from (4.21) .
In particular, the following asymptotic form is valid
An asymptotic expansion for the characteristic function u -u(x, λ) corresponding to λ can now be obtained directly from (3.7) ; for it follows from (3.7), (3.16), (4.23 
Furthermore, y m (ε)g(x) = o(l) as ε -> 0, uniformly for ε < x < δ, on account of (2.6), (3.15) , (4.9), and (4.22) . Then u has the asymptotic expansion (4.24) u
with scale δ = y m (ε)g(x) as ε -> 0, valid uniformly for ε < x < b. The function a in Definition 2 can be taken to be y m (e)U(x, A). The function U(x, A), depending on ε, is defined by (3.7) . In particular, the result
. When x is in a closed subset /of ε < x < b which is independent of ε, the error term is of order ι^(ε), or V 0 (ε)l Vi(e), uniformly for x e I. On the other hand, when the ratio xjε remains bounded as ε -> 0, the error term is of order 
is valid as ε -> 0, uniformly for x e J [F 0 , V 19 , F fc ] (k = 0,1, ,m -1).
5 Regular singularities. In this section, the point x = 0 is supposed to be a regular singular point for the differential operator (1.1). Specifically, it is assumed that the functions Pj(x) have the asymptotic behavior Then the differential equation Ly = Ay possesses a fundamental set of solutions Uj(x) with the asymptotic behavior
where the constants α^ are independent of A as well as x. It follows from (5.2) that the solutions (5.4) are asymptotically ordered as x -> 0, and hence assumption (i) of section (2) is satisfied. Also, according to (2.5) and (5.4),
and from this it is seen that assumption (ii) is valid. From the asymptotic behavior of U 3 and W 5 as x -> 0, it follows that
nd hence assumption (iii) is also valid. Then in the case that the exponents at the singularity are real and distinct, ordered by (5.2), the assumptions (i), (ii), (iii), are all satisfied independent of the number A. The distinctness assumption could be removed by introducing solutions like x*, x* logx, corresponding to a double zero π [4] . This has been done in [9] for the case n = 2, but the discussion will be omitted here.
Concerning the boundary conditions (2.10), suppose that each function a in (ε) Φ 0 (0 < ε < ε 0 i = 1,2, , m) and that the limits (5.5) all exist. Then sufficient conditions for (2.12), (2.13) to hold are Here, the index i assumes the values 1, 2, , m; k assumes the values n -m + 1, n -m + 2, , n; and j assumes the same values as k except n -m + h is replaced by n -m. Then asymptotic forms of the type (4.23) can be obtained for the characteristic values λ(ε) as ε -> 0.
As an example of (2.10), consider the boundary conditions y^'^ie) = 0 (ί -1,2, « ,m). In this case, the matrix (μ lk ) involved in (5. For characteristic functions u = w(α?, λ), a result more precise than (4.24) will be obtained when x is on a closed subset of (0, 6] Then the series Σ-^O^J ε ) represents a uniform asymptotic expansion for the characteristic function u(x, λ) as ε -> 0.
