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Abstract: Exact renormalization group techniques are applied to mass deformed N =4
supersymmetric Yang–Mills theory, viewed as a regularised N =2 model. The solution of
the flow equation, in the local potential approximation, reproduces the one-loop (perturba-
tively exact) expression for the effective action of N =2 supersymmetric Yang–Mills theory,
when the regularising mass,M , reaches the value of the dynamical cutoff Λ. One speculates
about the way in which further non-perturbative contributions (instanton effects) may be
accounted for.
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1. Introduction
In a previous paper [1], we have studied the proposals by Arkani-Hamed and Murayama [2,
3] concerning the renormalization group (RG) invariance of exact results in supersymmetric
(SUSY) gauge field theories. Our main tool was the method of the exact renormalization
group (ERG) equation [1], inspired by the decimation method by Wilson [4] and adapted
by Polchinski and Gallavotti [5] to the continuum field theory case.
The main results in [1] are:
– the dominant part of the low energy effective (a.k.a. “Wilsonian” ) action which is
responsible for the Novikov-Shifman-Vainshtein-Zakharov (NSVZ) exact expression for the
beta function [6] is the anomalous term due to the rescaling (a.k.a. Konishi) anomaly [7];
– after subtracting such an anomalous term, the remainder of the effective action
satisfies the ERG equation, or Polchinski’s equation, with respect to the variation of the
regularising mass, M .
After these results, as a further test of our method, we would like to see whether it
can be used to get further useful information about the low energy interactions of SUSY
gauge field theories, beyond the NSVZ formula.
In particular, it should be possible, at least in principle, to compute the low energy effective
action for the N = 2 SUSY Yang–Mills theory (SYM), as regularised as the ultraviolet
(UV) finite mass deformed N =4 SYM [8].
In a subsequent note [9], however, we adopted the idea that the detailed structure of
low energy effective action could be obtained by generalising the “anomaly analysis” in [1, 5]
rather than seeking the solution of the ERG equation we derived in [1]. As a matter of fact,
in [9] it has been tacitly assumed that the “non-anomalous” part of the effective action
becomes irrelevant once the generalised Konishi anomaly has been introduced.
The expression of the low energy effective action (the vector field kinematical term) of
N =2 SYM given in [9], although similar in functional form to the standard perturbately
exact one-loop result, has the wrong dependence on the relevant mass parameters (M and
– 1 –
M0, the latter being the starting point of the flow), so that one cannot reproduce the
correct exclusive dependence on the dynamical cutoff Λ.
In the present note, we would like to pursue the original idea in [1] and look back
at the ERG equation for the non-anomalous part of the effective action. We will try
and solve that equation in the simplest standard approximation, i.e. the local potential
approximation (LPA).
It might be expected that, within such approximation, one would essentially end up
with the same result as in [9]. Instead, the effective action we computed shows similar
functional dependence on the chiral superfield ϕ but different dependence on the mass
parameters. This change brings the new result into complete agreement with the standard
perturbately exact result for N =2 SYM in weak coupling regime.
In [1], Polchinski’s original derivation of the ERG equation has been closely followed.
With this method one sees the appearance of a singular functional derivative term which
is then identified with the contribution of the rescaling anomaly. Even though this passage
can be made more convincing by using some pre-regularisation, it would be nice to avoid any
reference to such a singular term. This can be achieved by applying the method proposed
by C. Becchi [10]. In the standard RG approach, this method consists in damping high
modes by a suitable field redefinition, φp → KΛφp, in the interaction part of the action
only. Thus, up to a vacuum energy term, it is equivalent to modifying the free propagator,
D(p) → D(p)K−1Λ . KΛ ≡ K
(
p2
Λ2
)
is a smooth ultraviolet cutoff profile, rapidly vanishing
at infinity.
The paper is organised as follows: in sec. 2 we introduce the mass deformed N =4 SYM
theory and re-derive the ERG equation in presence of the rescaling anomaly by generalising
Becchi’s transformation. Sec. 3 is devoted to the study of the flow equation in the LPA:
we start off with the SU(2) case and, then, generalise the results to SU(N). In sec. 4 we
summarise and draw our conclusions.
2. Exact renormalization group equation for SUSY gauge theories
As in [1], we consider the mass deformed version of N =4 SU(N) SYM in four space-time
dimensions, corresponding to the so-called N =1∗ or N =2∗ models.
The classical action is given by S∗ = SN=4+ mass terms and reads (written in terms
of N =1 superfields and in the “holomorphic” representation)
S∗(V, ϕi, ϕi; g0) =
1
16
∫
d4x d2θ
1
g20
W aαW
aα +
∫
dx d4θℜe
(
2
g20
)
N
3∑
i=1
ϕie
V ϕi+
+
∫
d4x d2θℜe
(√
2
g20
)
iNfabc ϕ
i
a ϕ
j
b ϕ
k
c
ǫijk
3!
+
1
2
∫
d4x d2θ
µ∑
i=1
M0i ϕ
2
i + h.c.,
(2.1)
all the relevant fields transforming as the adjoint representation of the gauge group.
In order to break supersymmetry down to N = 2 or N = 1, one gives mass to some
of the chiral superfields in the N =4 supermultiplet. These masses are supposed be large
compared to the range of momenta one is interested in. In what follows we will consider the
– 2 –
case in which two chiral superfields are given the same mass, i.e. µ=2 and M01 =M
0
2 =M0,
as it preserves N =2 SUSY.
This model, just as the original N =4 SYM theory without chiral mass terms, is be-
lieved to be finite. It has been shown that, at the perturbative level, all the UV divergences
cancel out [8].
The generating functional takes the form
ZM0 =
∫
D[V ]D[ϕ]D[ϕ]
2∏
i=1
D[ϕi]D[ϕi] exp i
[
SN=4(V, ϕ, ϕ, ϕi, ϕi; g0)+
+
M0
2
∫ 2∑
i=1
ϕ2i + h.c.+
∫ 2∑
i=1
Ji ϕi + h.c.+
∫
Jϕ ϕ+
∫
Jϕ ϕ+
∫
JV V
]
,
(2.2)
where ϕ is the massless chiral superfield before denoted by ϕ3 and the integration over the
chiral or full superspace has not been written explicitly.1 The field set (V, ϕ, ϕ) is often
referred to as the N =2 vector multiplet.
The ERG method consists in varying the regularising mass M0 to M ≤ M0 and
compensating for such change by replacing the bare action by the Wilsonian effective
action SM , i.e.
ZM0 = ZM ≡
∫
D[V ]D[ϕ]D[ϕ]
2∏
i=1
D[ϕi]D[ϕi] exp i
[
SM (V, ϕ, ϕ, ϕi, ϕi)+
+
M
2
∫ 2∑
i=1
ϕ2i +
∫ 2∑
i=1
f(M)Ji ϕi +
1
2
∫ 2∑
i=1
g(M)J2i +
∫
Jϕ ϕ+ h.c.+
∫
JV V
]
.
(2.3)
Demanding the generating functional be invariant under the continuous change in the
parameter M one gets the equation obeyed by the effective action SM .
Following the method in [10], we implement Becchi’s transformation by rescaling aux-
iliary chiral superfields,
ϕi =
√
M0
M
ϕ′i, ϕi =
√
M0
M
ϕ′i, i = 1, 2.
In this way, the dependence upon M is transferred from the mass term to the effective
action itself. Moreover, the functional measure for the relevant fields is known to acquire
the non-trivial Jacobian determinant [7]
µ∏
i=1
D[ϕi]D[ϕi] =
µ∏
i=1
D[ϕ′i]D[ϕ
′
i] exp
[
− i
2
∫
d4x d2θ
µN
64π2
log
(
M
M0
)
W aαW
aα + h.c.
]
,
where µ=2 in the present case and the factor −12 is due to log
√
M0
M
= −12 log
(
M
M0
)
.
1In order to simplify notation, we will dispense with the integration measure in what follows.
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Thus ZM can be rewritten as
ZM =
∫
D[V ]D[ϕ]D[ϕ]
2∏
i=1
D[ϕ′i]D[ϕ′i] exp i
[
SM
(
V, ϕ, ϕ,
√
M0
M
ϕ′i,
√
M0
M
ϕ′i
)
+
− N
64π2
∫
log
(
M
M0
)
W aαW
aα + h.c. +
M0
2
∫ 2∑
i=1
ϕ
′2
i +
∫ 2∑
i=1
f(M)
√
M0
M
Ji ϕ
′
i+
+
1
2
∫ 2∑
i=1
g(M)J2i + h.c. +
∫
Jϕ ϕ+
∫
Jϕ ϕ+
∫
JV V
]
.
(2.4)
As pointed out before, the equation for SM follows from the invariance of the generating
functional, ZM0 = ZM , or equivalently M∂MZM = 0.
M∂MZM = i
∫
D[V ]D[ϕ]D[ϕ]
2∏
i=1
D[ϕ′i]D[ϕ′i]
[
− N
64π2
∫
W aαW
aα + h.c.+
+M∂MSM
∣∣∣
ϕi,ϕi
+M∂M
√
M0
M
∫
ϕ′i
δSM
δϕi
+M∂M
√
M0
M
∫
ϕ′i
δSM
δϕi
+
+M∂M
∫
f(M)
√
M0
M
Ji ϕ
′
i +
1
2
M∂M
∫
g(M)J2i + h.c.
]
exp iStot,
(2.5)
where Stot stands for the argument of the exponential in eq. (2.4) and the sum upon i has
been left out.
Noting that the equation of motion ϕ′i =
1
M0
(
δStot
δϕ′
i
− δSM
δϕ′
i
− f(M)
√
M0
M
Ji
)
is valid
within the functional integral, the r.h.s. of eq. (2.5) can be recast as
i
∫
D[V ]D[ϕ]D[ϕ]
2∏
i=1
D[ϕ′i]D[ϕ′i]
[
− N
64π2
∫
W aαW
aα + h.c.+M∂MSM
∣∣∣
ϕi,ϕi
+
− 1
2M
∫
δSM
δϕi
(
δStot
δϕ′i
− δSM
δϕ′i
− f(M)
√
M0
M
Ji
)
+M∂M
∫
f(M)
√
M0
M
Ji ϕ
′
i+
+
1
2
M∂M
∫
g(M)J2i
]
exp iStot.
(2.6)
Integrating by parts, so that δSM
δϕia
δStot
δϕia
becomes i δ
2SM
δϕia δϕia
, and making again use of the
above equation of motion , eq. (2.6) becomes
i
∫
D[V ]D[ϕ]D[ϕ]
2∏
i=1
D[ϕ′i]D[ϕ′i]
[
M∂MSM
∣∣∣
ϕi,ϕi
− 1
2M
∫ (
i
δ2SM
δϕi δϕi
− δSM
δϕi
)
+
− 1
2M
∫ (√
M0Mϕ
′
i + f(M)Ji
)
f(M)Ji +M∂M
∫
f(M)
√
M0
M
Ji ϕ
′
i+
+
1
2
M∂M
∫
g(M)J2i −
N
64π2
∫
W aαW
aα + h.c.
]
exp iStot.
(2.7)
The equations for f(M), g(M) simply follow from the inspection of eq. (2.7),
M∂Mf(M) = f(M), M∂Mg(M) =
1
M
f2(M).
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The solutions to the above equations with the proper boundary conditions – f(M0) = 1
and g(M0) = 0 – are f(M) =
M
M0
and g(M) = M
M20
− 1
M0
.
Hence the generating functional is indeed invariant under the RG transformation if the
effective action satisfies the anomalous Polchinski’s equation
M∂MSM =
1
2M
∫ [
i
δ2SM
δϕi δϕi
− δSM
δϕi
δSM
δϕi
]
+ h.c. +
N
64π2
∫
W aαW
aα + h.c.
As in [1], the above equation can be also recast as
M∂M S˜M =
1
2M
∫ [
i
δ2S˜M
δϕi δϕi
− δS˜M
δϕi
δS˜M
δϕi
]
+ h.c., (2.8)
where S˜M = SM − N64pi2
∫
log
(
M
M0
)
W aαW
aα + h.c., as the contribution of the anomaly,
S˜M − SM , does not depend upon the auxiliary massive fields.
Eq. (2.8) is the main result in [1]. As stated in the introduction, in the present
derivation singular terms such as
∑
i
δϕi
δϕi
do not appear at all.2
3. The local potential approximation to Polchinski’s equation
As outlined in the introduction, we would like to find the solution of eq. (2.8) within some
approximation scheme, different from the standard perturbative loop expansion. For the
relevant initial condition at M =M0, we will try and determine S˜M at the lowest order
approximation in the derivative expansion, i.e. the local potential approximation.
In order to carry out the LPA consistently, one usually first Legendre transforms
the Wilsonian action SΛ (Λ being the cutoff, in the present case the regularising mass
parameter) to the one-particle-irreducible action ΓΛΛ0 [11], with Λ now acting as an infra-
red cutoff, and then applies the Coleman-Weinberg expansion
ΓΛΛ0(φ) =
∫
d4xVΛΛ0(φ) +
∫
d4xZΛΛ0(φ)(∂µφ)
2 + · · · ,
with the ellipsis standing for higher derivative terms. Substituting ΓΛΛ0(φ) back into the
flow equation, the various coefficients, VΛΛ0(φ), ZΛΛ0(φ), . . . , can be consistently deter-
mined [11].
In the present note, since we are interested in the lowest order local potential term in
a range of momenta much lower than the regulating mass, we will try the following ansatz
(for the details, please refer to T.R. Morris in [11])
S˜M(V, ϕ, ϕ, ϕi, ϕi) ≃
∫
d4x d2θ VM (V, ϕ, ϕi) + h.c.,
where VM is assumed to be an holomorphic function of the chiral fields. The initial condi-
tion, VM0 , can be read off from SN=4
VM0(V, ϕ, ϕi) =
∫
iα fabc ϕ
a ϕb1 ϕ
c
2 =
∫
α
(
−Fˆ · ~ϕ
)
ab
ϕa1ϕ
b
2, (3.1)
2K.Y. is grateful to T.Eguchi for pointing out this problem in [1].
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where α =
√
2N ℜe
(
1
g20
)
and Fˆ represents the set of hermitian generators of SU(N) in
the adjoint representation.
As was shown in [1], Polchinski’s equation can be formally solved by the integral form
exp iS˜M (V, ϕ, ϕ, ϕi, ϕi) =
{∫ 2∏
i=1
D[ϕ′i]D[ϕ′i] exp i
[
S˜M0
(
V, ϕ, ϕ, ϕ′i, ϕ
′
i
)
+
+
M˜
2
∫ 2∑
i=1
(
ϕ′i − ϕi
)2
+ h.c.
]}{∫ 2∏
i=1
D[ϕ′i]D[ϕ′i] exp i
[
M˜
2
∫ 2∑
i=1
ϕ
′2
i + h.c.
]}−1
,
(3.2)
where the “reduced” mass M˜ is defined by M˜−1 .= M−10 −M−1. The expression (3.2) is
formal in that the convergence of the r.h.s. is not well established.
In the LPA, S˜M0 is to be replaced by eq. (3.1), which is a quadratic form in the
integration variables, ϕi,
S˜M0
(
V, ϕ, ϕ, ϕ′i, ϕ
′
i
)
=
1
2
∫
ϕ′ia Aˆia,jb(ϕ)ϕ
′
jb + h.c., (3.3)
with Aˆia,jb(ϕ)
.
= −α ǫij
(
Fˆ · ~ϕ
)
ab
.
Hence the Gaussian integral
Z ′ =
{∫ 2∏
i=1
D[ϕ′i]D[ϕ′i] exp i
[
1
2
∫
ϕ′T Aˆ(ϕ)ϕ′ +
M˜
2
∫ 2∑
i=1
(
ϕ′ia − ϕia
)2
+ h.c.
]}
×
×
{∫ 2∏
i=1
D[ϕ′i]D[ϕ′i] exp i
[
M˜
2
∫ 2∑
i=1
ϕ
′2
ia + h.c.
]}−1 (3.4)
is to be evaluated.
Transforming the r.h.s. of eq. (3.4) by quadrature yields
Z ′ = exp i
M˜
2
[ ∫
ϕia
(
1l− M˜
(
Aˆ+ M˜1l
)−1)
ia,jb
ϕjb + h.c.
]
×
×
{∫ 2∏
i=1
D[ϕ′i]D[ϕ′i] exp
i
2
[ ∫
ϕ′ia
(
Aˆ+ M˜ 1l
)
ia,jb
ϕ′jb + h.c.
]}
×
×
{∫ 2∏
i=1
D[ϕ′i]D[ϕ′i] exp
i
2
[∫ 2∑
i=1
M˜ϕ
′2
ia + h.c.
]}−1
.
(3.5)
The ratio of the Gaussian integrals in eq. (3.5) can be simply computed by applying
the matrix rescaling anomaly [7]. Writing
ϕ′ia =
[
M˜
(
Aˆ+ M˜1l
)−1] 12
ia,jb
ϕ
′′
jb =
[
1l−
(
1− M
M0
)
Aˆ
M
]− 1
2
ia,jb
ϕ
′′
jb,
one has∏
D[ϕ′i] =
∏
D[ϕ′′i ] exp i
[
1
128π2
∫
tr
{
log
(
1l−
(
1− M
M0
)
Aˆ
M
)
W 2
}
+ h.c.
]
.
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The kinematical term for the vector superfield in SM takes the form
1
16
∫ [(
1
g20
+
2N
8π2
log
M
M0
)
W aαW
aα +
1
8π2
tr
{
log
(
1l−
(
1− M
M0
)
Aˆ
M
)
W 2
}]
+ h.c.
(3.6)
Since we are interested in the low energy dynamics only, we will restrict ourselves to mass-
less configurations. In the SU(2) case, this amounts to choosing the particular configuration
~V = (0, 0, V ) and ~ϕ = (0, 0, ϕ). For such SU(2) configuration, eq. (3.6) becomes
1
16
∫ [(
1
g20
+
1
2π2
log
M
M0
)
W aαW
aα +
1
4π2
log
(
1 + α2
(
1− M
M0
)2
ϕ2
M2
)
W aαW
aα
]
+ h.c.
(3.7)
Hence, the effective action SM is approximately given by
SM (V, ϕ, ϕ, ϕi, ϕi) =
1
16
∫ [(
1
g20
+
1
2π2
log
M
M0
)
W aαW
aα +
1
4π2
log
(
1 + α2
(
1− M
M0
)2
×
× ϕ
2
M2
)
W aαW
aα
]
+ h.c.+
M˜
2
[ ∫
ϕia
1l−(1l− (1− M
M0
)
Aˆ
M
)−1
ia,jb
ϕjb + h.c.
]
.
(3.8)
Let us now specialise to the weak coupling regime, i.e. 1
g20
>> 1. It is convenient to
introduce the dynamically generated scale Λ, defined as Λ = M0 exp−2pi2g20 , such that
1
g2(Λ)
= 1
g20
+ 1
2pi2
log Λ
M0
= 0, i.e. the running coupling diverges at M = Λ.
When 1
g20
is much bigger than 1, Λ is much smaller than M0. Moreover, if one replaces
the field variable ϕ with its vacuum expectation value (vev), then one can also assume
|ϕ| >> Λ. In this regime the quantum partition function of the mass deformed theory is
given by
ZΛ ≃
∫
D[V ]D[ϕ]D[ϕ]
2∏
i=1
D[ϕi]D[ϕi] exp i
[
SΛ +
Λ
2
∫ 2∑
i=1
ϕ2i + h.c.+ · · ·
]
,
and the form of SΛ can be read off from eq. (3.8).
The term sandwiched between the massive fields reduces to
1l−
(
1l−
(
1− M
M0
)
Aˆ
M
)−1
≃ 1l−
(
1l− Aˆ
M
)−1
≃ − Aˆ
Λ
(
1l− Aˆ
Λ
)−1
≃ 1l,
so that the last term in eq. (3.8) is given by −Λ2
∫∑2
i=1 ϕ
2
i + h.c.
Thus, for large |ϕΛ | the total action Stot can be written as
Stot = SΛ+
Λ
2
∫ 2∑
i=1
ϕ2i +h.c.+ · · · ≃
1
64π2
∫
log
(
ϕ2
Λ2
)
W aαW
aα+h.c.+source terms. (3.9)
The last expression agrees with the standard “perturbatively exact”result for N =2
SU(2) SYM.
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In [9], we have tried to interpret all the relevant part of the effective action as resulting
from the effect of the Konishi anomaly or its generalisation. Compared with the present
result, eqs (3.7), ( 3.8), the only difference is the dependence on the ratio ϕ
M
. As a matter
of fact, in [9] log(1 + α2(1 − M
M0
)2 ϕ
2
M2
) is replaced by log(1 + α2(1 − M
M0
)2 ϕ
2
M20
). Although
it may not seem so, it makes all the difference, as the latter expression cannot be recast
into the form eq. (3.9), which correctly depends on the dynamical cutoff Λ only. Note
that if one naively integrates out the massive fields in the action, eq. (2.1), neglecting the
kinematical term, then one ends up with the corresponding expression log(1 + α2 ϕ
2
M20
).
3.1 Generalisation to SU(N)
The explicit results given for SU(2) can be generalised to SU(N) if the trace of the logarith-
mic term in eq. (3.6) is computed for the corresponding diagonal (massless) configurations.
We will discuss the SU(3) case first and, then, generalise the method by making use of the
root equation in the Cartan-Weyl basis of the gauge group.
In the diagonal configuration, ~ϕ · Fˆ = F3ϕ3 + F8ϕ8, i.e. ϕa is different from 0 for
a = 3, 8 only (Cartan sub-algebra).
It is more convenient to re-express this quantity in terms of the fundamental represen-
tation, with redundant field variables,
8∑
a=1
ϕaλa = diag (ϕˆ1, ϕˆ2, ϕˆ3) ,
∑
i
ϕˆi = 0,
with the λ’s being the SU(3) generators in the fundamental representation, normalised as
trλaλb =
1
2δab.
With this choice of gauge one has
ϕˆ1 =
ϕ3
2
+
ϕ8
2
√
3
, ϕˆ2 = −ϕ3
2
+
ϕ8
2
√
3
, ϕˆ3 = − ϕ8√
3
(3.10)
and
~ϕ ·Fˆ =

ϕ3 σ2
0 (
ϕ3
2 +
√
3
2 ϕ8
)
σ2
(
−ϕ32 +
√
3
2 ϕ8
)
σ2
0

,
︸ ︷︷ ︸
1,2
︸︷︷︸
3
︸ ︷︷ ︸
4,5
︸ ︷︷ ︸
6,7
︸︷︷︸
8
– 8 –
with all other elements vanishing.
All the non-trivial coefficients in the above table can be written in terms of ϕˆi − ϕˆj ,
namely(
a1, a2, a3
)
.
=
(
ϕ3,
ϕ3
2
+
√
3
2
ϕ8,−ϕ3
2
+
√
3
2
ϕ8
)
=
(
ϕˆ1 − ϕˆ2, ϕˆ2 − ϕˆ3, ϕˆ1 − ϕˆ3
)
.
Thus, the logarithm in eq. (3.7) can be recast as log( 1l + χσ2 ⊗ ε) for some constant
χ, and can be evaluated by using
log ( 1l + χσ2 ⊗ ε) = 1
2i
log
(
1 + iχ
1− iχ
)
σ2 ⊗ ε+ 1
2
log
(
1 + χ2
)
1l. (3.11)
Repeating the same procedure3 for W 2,
W 2adj =

W 23
0
(
W3
2 +
√
3
2 W8
)2
(
−W32 +
√
3
2 W8
)2
0

,
we can now take the trace over colour indices to get
tr log
(
1l + α
(
1− M
M0
)
~ϕ ·Fˆ
M
⊗ ε
)
W 2 =
=
∑
i>j
(
Wˆi − Wˆj
)2
log
(
1 + α2
(
1− M
M0
)2(
ϕˆi − ϕˆj
M
)2)
.
The final expression, eq. (3.9), is therefore replaced by
Stot ≃ 1
64π2
∫ ∑
i>j
(
Wˆi − Wˆj
)2
log
(
ϕˆi − ϕˆj
Λ
)2
,
Λ being the dynamically generated cutoff.
In the SU(N) case, the matrices F3, F8 and {Fi}i 6=3,8 generalise to the hermitian
{H i}ri=1, where r = rank(G) and to the complex {Eα}, α = 1, . . . ,dim(G)− r respectively.
The commutators between H i’s and Eα’s are given by the root equation[
H i, Eα
]
= αiEα, 1 ≤ i ≤ r.
3Again only the non-vanishing elements will be written down.
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In the case of SU(N), r=N − 1 and dim(G)− r = N(N − 1).
Let us now introduce the hermitian matrices Aα and Bα, defined by
Eα = Aα + iBα, (Eα)∗ = E−α = Aα − iBα.
The root equation in terms of Aα’s and Bα’s reads[
H i, Aα
]
= iαiBα,
[
H i, Bα
]
= −iαiAα, (3.12)
the total number of different (Eα, E−α) or (Aα, Bα) pairs being 12N(N − 1).
As in the previous section, we specialise to the diagonal configuration,
∑
iH
iϕi,
which in the fundamental representation can be written as a N × N diagonal matrix,
diag (ϕˆ1, . . . , ϕˆN ), with
∑
a ϕˆa = 0.
In order to evaluate that matrix element in the adjoint representation, we can read
off the relevant structure constants from eq. (3.12). Writing Bα as Aα¯ and
[
H i, Aα(α¯)
]
=
iCiα(α¯)βAβ, one has Ciα(α¯)β = 0 unless β = α¯(α), Ciαα¯ = −Ciα¯α = αi.
Thus the non-trivial matrix elements of the Cartan sub-algebra in the adjoint rep-
resentation are given by H iαα¯ = −H iα¯α = −iαi. This means that ~ϕ · Hˆ can be recast
as
~ϕ ·Hˆ =

0
. . .
0
~α · ~ϕσ2
~β · ~ϕσ2
. . .

, (3.13)
︸ ︷︷ ︸
r
︸ ︷︷ ︸
αα¯
︸ ︷︷ ︸
ββ¯
again with all other elements vanishing.
In order to find out what the values of ~α · ~ϕ are, we can make use of eq. (3.12) as
applied to the fundamental representation of SU(N): (~ϕ ·Hˆ)ab = ϕˆaδab yields
(ϕˆa − ϕˆb)Eαab = (~α · ~ϕ)Eαab,
i.e.
i. Eαab = 0 unless the indices (a, b) are such that (ϕˆa − ϕˆb) = ~α · ~ϕ;
ii. for a given ~α, there is at least one pair of indices (a, b) such that (ϕˆa − ϕˆb) = ~α · ~ϕ;
iii. for different roots ~α, ~β, excluding the case ~α = −~β, the pairs of indices in ii. are
different to each other.
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As a consequence, when ~α goes over all the (Eα, E−α) pairs, the corresponding (ϕˆa − ϕˆb)
takes all the different index pairs. Since the number of different (Eα, E−α) pairs equals
that of (a, b) combinations, one can rewrite eq. (3.13) as
~ϕ ·Hˆ = (0)r ⊗
∏
α
(~α · ~ϕ) σ2 = (0)r ⊗
∏
a>b
(ϕˆa − ϕˆb) σ2.
These results can be used to evaluate the trace of the logarithmic term in eq. (3.7)
once Fˆ has been replaced by Hˆ. Making use of eq. (3.11) and writing W 2 = (0)r ⊗∏
a>b
(
Wˆa − Wˆb
)2
1l one gets
∑
a>b
(
Wˆa − Wˆb
)2
log
(
1 + γ2
(
1− M
M0
)2(
ϕˆa − ϕˆb
M
)2)
=
=
∑
α
(
~α · ~W
)2
log
(
1 + γ2
(
1− M
M0
)2(
~α · ~ϕ
M
)2)
,
(3.14)
where the constant α in the definition of Aˆ(ϕ) [cf. eq. (3.3)] has been replaced by γ to
avoid confusion with ~α, defined by the root equation.
Hence the W 2-term in the effective action SM is
1
16
∫ (
1
g20
+
N
4π2
log
(
M
M0
))
W aαW
aα − 1
16
1
4π2
∑
a>b
∫ (
Wˆa − Wˆb
)2
×
×
(
1 + γ2
(
1− M
M0
)2(
ϕˆa − ϕˆb
M
)2)
.
4. Conclusion and comments
The results given in the previous section represent the first application of the method
proposed in [1] beyond those already given in [2, 3], i.e. the exact NSVZ beta-functions.
The local potential approximation adopted here is of course expected to give only a
rough estimate of the holomorphic part of the effective action, SM . Moreover, it explicitly
breaks N = 2 supersymmetry since one cannot treat the non-holomorphic kinematical
terms for chiral superfields on the same footing as the kinematical term for the vector field.
Nevertheless, eq. (3.9) seems to indicate that the ERG equation applied to the mass
deformed N = 4 SYM retains, at least, some correct information about the low energy
behaviour of N =2 SYM. The same method can be applied to other models such as N =1∗.
In order to see whether non-perturbative corrections (instanton contributions) [12, 13]
too can be obtained in this way or not, one needs a more accurate estimate of the solution
of Polchinski’s equation.
Actually, except in the infinite ϕΛ limit, the heavy field dependent residual potential in
eq. (3.8) produces also some corrections of order (Λ
ϕ
)2n, n ∈ IN, but they are unlikely to be
instanton effects, as they should be of order (Λ
ϕ
)4n, n ∈ IN being the instanton number.
It is also conceivable that we should consider corrections to the Konishi anomaly
itself beyond what has been computed in [7], that is the anomalous Jacobian determinant
– 11 –
in presence of an external vector field, just like the chiral anomaly. This would be the
“quantum anomaly” discussed in [14], but at present we do not understand the consistent
way of calculating such a correction.
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