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Abstract
Consider the (2, n) group testing problem with test sets of cardinality at most 2. We determine the worst case number c2 of tests
for this restricted group testing problem.
Furthermore, using a game theory approach we solve the generalization of this group testing problem to the following search
problem, which was suggested by Aigner in [M. Aigner, Combinatorial Search, Wiley-Teubner, 1988]: Suppose a graph G(V, E)
contains one defective edge e. We search for the endpoints of e by asking questions of the form “Is at least one of the vertices of X
an endpoint of e?”, where X is a subset of V with |X | ≤ 2. What is the minimum number c2 (G) of questions, which are needed in
the worst case to identify e?
We derive sharp upper and lower bounds for c2(G). We also show that the determination of c2(G) is an NP-complete problem.
Moreover, we establish some results on c2 for random graphs.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
Consider the following classical group testing problem: Assume that a set V of n items contains exactly d defectives.
The defectives look exactly like the good items and the only way to identify them is through testing, which is error-
free. A test can be applied to an arbitrary subset of the n items with two possible outcomes: a negative outcome
indicates that all items in the subset are good, a positive outcome indicates that at least one item in the subset is
defective (but not knowing which ones or how many are defective). The tests are conducted one by one, and the
outcomes of previous tests are assumed to be known at the time of performing the current test. The question is: How
many tests are necessary to identify all defectives? This is one of the first mathematically investigated search problems
(cf. [7]), many variants of which have been discussed in the literature (cf. [1,2,8,9]).
To determine the worst case complexity c (also called the worst case number), i.e. the minimum number of tests in
the worst case, is an unexpectedly hard problem and is open for d ≥ 2. The only known general lower bound is
the information-theoretic bound
⌈
log2
( n
d
)⌉
. F. Hwang shows in [10] that c ≤ ⌈log2 ( nd )⌉ + d − 1, which is slightly
improved in [4] by A. Allemann.
In this paper, we restrict our attention to the case d = 2. In this case we can interpret the search domain V as the vertex
set of the complete graph Kn . We want to go even further and consider the following generalization of the (2, n) group
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testing problem: We interpret the search domain V as the vertex set of an arbitrary, finite, simple, undirected graph G
with edge set E and search for two defect elements from V , i.e an unknown edge e in E . We write c(G) for the worst
case complexity.
In many applications there is the natural restriction that only test sets with bounded cardinality are allowed. Let us
denote by cp (G) the worst case complexity when only test sets with cardinality at most p are allowed. The extremal
case p = 1 is investigated by M. Aigner and E. Triesch in [3,11,12]. In the present paper, we discuss the case p = 2.
For modelling the worst case complexity we introduce the following game-theoretic point of view. We interpret the
problem described above as a game between two players A (“Algy”) and S (“Strategist”) as follows:
Player A chooses a subset N1 ⊂ V with |N1| ≤ 2 and asks S questions of the form: “Is at least one of the vertices of
N an endpoint of e?” He receives as answer “yes” or “no”. With this information he chooses again a subset N2 ⊂ V ,
|N2| ≤ 2 and so on. A wants to determine the unknown edge e ∈ E with a minimal number of questions. Any
sequence of questions determining e is an algorithm of player A.
Player S, on the other hand, tries to force A to ask as many questions as possible. She does not fix the edge e at the
beginning of the game but delays giving the solution as long as possible. Still the answers she provides to the questions
of A have to be consistent, i.e. the graph has to contain an edge which complies with all answers given by S. Any
sequence of answers is called a strategy of S. The game stops when e is determined, and the length of the game is the
number of questions asked.
The (worst case) 2-complexity c2(G) is the minimum number of questions that have to be asked in order to determine
an unknown edge e if both players play optimally from their point of view.
In the next section we give some notations, important definitions and a known result on c, which we need throughout
the paper. In Section 3 we start with the proofs of exact results on c2 for some graph classes. By means of these results
we continue with the proof of sharp lower bounds for c2 (G). We also determine the 2-complexity of the complete
graph and provide thus a sharp upper bound for c2 (G) of an arbitrary graph G, partly characterizing the extreme
case. Section 4 is devoted to a proof that the computation of c2 (G) is an NP-complete problem. In the last section we
will see that
⌈
τ(G)−1
2
⌉
is a lower bound for c2(G), where τ denotes the vertex cover number of G. Furthermore, we
establish some results on the complexity of random graphs.
2. Preliminaries and terminology
In the following let l,m be two positive integers with l ≤ m and 2 ≤ m.
For all graph-theoretic notations which are not defined in the text, we refer the reader to [5] and [6]. Let G (V, E) be
a graph with vertex set V and edge set E and B ⊂ V , then 〈B〉 denotes the subgraph on B which contains all edges
within B which are present in G, i.e. V (〈B〉) = B and E(〈B〉) = E(G) ∩
(
B
2
)
. 〈B〉 is called the subgraph of G
induced by B.
We write K1,m for a star with m + 1 vertices. We write G ∪ H = (V (G) ∪ V (H), E(G) ∪ E(H)) and G \ H =
(V (G) \ V (H), E(G) \ E(H)). We obtain the join G + H from G ∪ H by adding all edges between G and H . If
W ⊂ V (G), then G−W = 〈V \W 〉 is the subgraph of G obtained by deleting the vertices in W and all edges incident
with them. If x and y are non-adjacent vertices of G, then G + xy is obtained from G by joining x to y. We write
N (x) for the neighborhood of x in G.
Definition 1. Let K1,l−1 and K1,m−1 be two stars with centers v of K1,l−1 and u of K1,m−1 such that v 6∈ V (K1,m−1).
K1,l−1 and K1,m−1 do not necessarily have disjoint vertex sets. A graph consisting of K1,l−1 and K1,m−1 and the edge
which joins v and u is called double star. It is denoted Kl Km and we say v and u are centers of Kl Km . In other words
Kl Km = K1,l−1 ∪ K1,m−1 + uv.
We write K1,l−1 unionmulti K1,m−1 for the union of K1,l−1 and K1,m−1 and call it star pair. We say v and u are centers of
K1,l−1 unionmulti K1,m−1.
In other words a star pair is a pair of two stars the centers of which are not adjacent and a double star is a pair of two
stars the centers of which are adjacent.
We can see in the Fig. 1 examples for two star pairs and two double stars.
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Fig. 1. Two star pairs and two double stars.
Definition 2. Let G = (V, E) be a graph and B ⊂ V a subset of V with |B| ≤ 2. Then the degree d(B) of B in G
is the degree of the vertex v in G if B = {v}. If B = {u, w}, then d (B) is equal to the sum of the degree of u in the
graph G and the degree of w in G − u, i.e. d (B) = dG (u)+ dG−u (w).
For instance the degree of the set {u, v} is equal to 8 in the graph K4 K5 of Fig. 1 and it is equal to 9 in the graph
K1,4 unionmulti K1,5 of Fig. 1.
Let c(G) be the minimum number of questions in the worst case if there are no restrictions on the test sets. The
following proposition is useful throughout the paper.
Proposition 1. Let G (V, E) be a graph. The information-theoretic bound on c (G) is
c (G) ≥ ⌈log2 (|E |)⌉ .
A proof can be found for example in [2]. As a simple conclusion we obtain the following corollary.
Corollary 1. Let G (V, E) be a graph. Then
c2(G) ≥ c(G) ≥
⌈
log2(|E |)
⌉
.
The following simple but useful result requires no further proof.
Observation 1. Let G, H be graphs with H ⊂ G then c2 (H) ≤ c2 (G).
3. Bounds for the 2-complexity
Isolated vertices are irrelevant for the 2-complexity, so we assume all graphs to contain no isolated vertices. We first
prove some exact results on c2.
Lemma 1.
c2
(
K1,m
) = ⌈m
2
⌉
.
Proof. It is obvious that c2
(
K1,m
) ≤ ⌈m2 ⌉. We want to show that c2 (K1,m) ≥ ⌈m2 ⌉. For m ≤ 6 the claim follows
from Proposition 1. Let m ≥ 7. Suppose that after i tests player A knows that the unknown edge e lies in the subgraph
Gi (Vi , Ei ) of G. It is |E0| = |E
(
K1,m
) | = m and if S always answers “no”, then |Ei | ≥ |Ei−1|−2 until |Ei−1| ≥ 4.
Thus, we have for k = ⌈m2 ⌉− 3
|Ek | ≥ |E0| − 2k = m − 2
⌈m
2
⌉
+ 6 ≥ 4 and |Ek+1| ≥ m − 2
⌈m
2
⌉
+ 6− 2 ≥ 3.
Together with Proposition 1 this yields
c2
(
K1,m
) ≥ ⌈m
2
⌉
− 2+ c2 (Gk+1) ≥
⌈m
2
⌉
− 2+ c (Gk+1) ≥
⌈m
2
⌉
− 2+ ⌈log2 3⌉ = ⌈m2 ⌉ . 
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In the following two Lemmata we will prove exact results on c2 for Kl Km and Kl unionmulti Km . We will need this exact
results to prove a sharp lower bound for the 2-complexity c2(G) of an arbitrary graph G.
Lemma 2. Let 2 ≤ l ≤ m and G = Kl Km be a double star with centers v of Kl and u of Km . Then
c2 (G) =

m + 1
2
if m odd and m − l ≥ 1
m + 3
2
if m odd and m − l = 0
m
2
if m even and m − l ≥ 3
m + 2
2
if m even and m − l ≤ 2.
Proof. Since K1,m ⊂ G, we have by Observation 1
c2 (G) ≥ c2
(
K1,m
) = ⌈m
2
⌉
. (∗)
Consider the following algorithm of A. Player A probes vertex v first. If player S answers “yes”, then the unknown
edge e lies in K1,l and A needs at most
⌈ l
2
⌉
further tests to find e by Lemma 1. If player S answers “no”, then e lies
in K1,m−1 (notice v ∈ N (u)) and thus by Lemma 1 player A needs
⌈
m−1
2
⌉
further tests in the worst case. Because of
that we have
c2 (G) ≤ 1+max
{⌈
l
2
⌉
,
⌈
m − 1
2
⌉}
≤ max
{⌈
l + 2
2
⌉
,
⌈
m + 1
2
⌉}
≤
⌈
m + 2
2
⌉
. (∗ ∗)
Case 1. m odd and m − l ≥ 1. We deduce c2(G) ≥
⌈m
2
⌉ = m+12 from (∗) and c2 (G) ≤ max {⌈ l+22 ⌉ ,⌈m+12 ⌉} ≤⌈
m+1
2
⌉
= m+12 from (∗∗).
Case 2. m odd and m−l = 0 and Case 4. m even and m−l ≤ 2 are similar. We deduce from (∗∗) that c2(G) ≤
⌈
m+2
2
⌉
.
Thus we have to show that c2 (G) ≥
⌈
m+2
2
⌉
. If m ≤ 4, then the claim arises from Proposition 1.
Let now m ≥ 5. Suppose that after i tests player A knows that the unknown edge e lies in the graph Gi (Vi , Ei ). We
have |E0| = 2m − 1 in Case 2 and |E0| ≥ 2m − 3 in Case 4. If A probes only subsets of N (u) ∪ N (v) \ {u, v}, then
S answers always “no” and we have |Ei | ≥ |Ei−1| − 4 until |Ei−1| ≥ 8. Thus, we obtain for k =
⌈
m−4
2
⌉
− 1
|Ek | ≥ |E0| − 4k = |E0| − 4
(⌈
m − 4
2
⌉
− 1
)
≥ 9 and |Ek+1| ≥ 9− 4 = 5.
Let us now consider the subcase that in a test A probes the vertex u or v. Let i0 be the smallest integer such that
A probes in the i0-th test a set Ti0 with v ∈ Ti0 or u ∈ Ti0 . S answers “no” in the first i0 − 1 tests. Then we get|Ei | ≥ |Ei−1| − 4 for 1 ≤ i ≤ i0 − 1 and Gi0−1 = Kl0 Km0 such that v is the center of Kl0 and u of Km0 and
l0 + m0 − 1 = |Ei0−1| ≥ |E0| − 4(i0 − 1). Let l0 ≤ m0 without loss of generality.
In the i0-th test S answers “no” if A probes v and “yes” if A probes u. In the following tests S answers always “no”
until |Ei | ≥ 5. Then we have
|Ei0 | ≥
⌈ |Ei0−1|
2
⌉
as well as |Ei | ≥ |Ei−1| − 2 ≥ |Ei0 | − 2 (i − i0) for i0 + 1 ≤ i ≤ k + 1.
In both subcases we obtain therefore that
|Ek+1| ≥ 5.
Together with Proposition 1 this yields
c2 (G) ≥ k + 1+ c2 (Gk+1) ≥
⌈
m − 4
2
⌉
+ c (Gk+1)
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≥
⌈
m − 4
2
⌉
+ ⌈log2 5⌉ ≥ ⌈m − 42
⌉
+ 3 =
⌈
m + 2
2
⌉
.
Case 3. m even and m − l ≥ 3. We have to show that c2 (G) ≤ m2 .
Player A probes the set {v,w} with w ∈ N (u) \ N (v) first. If player S answers “yes”, then the unknown edge e lies
in K1,l + uw and A needs at most
⌈
l+1
2
⌉
further tests to identify e by Lemma 1. If player S answers “no”, then A has
to search in K1,m−2. Therefore, A needs at most m−22 further tests by Lemma 1.
It follows that
c2 (G) ≤ 1+max
{⌈
l + 1
2
⌉
,
m − 2
2
}
= m
2
. 
Lemma 3. Let G = K1,l unionmulti K1,m be a star pair with not adjacent centers v of K1,l and u of K1,m . Then
c2 (G) =

m + 1
2
if m odd and m − l ≥ 2
m + 3
2
if m odd and m − l ≤ 1
m
2
if m even, N (v) ⊂ N (u) and m − l ≥ 4
m + 2
2
if m even, N (v) 6⊂ N (u) and m − l ≥ 4
m + 2
2
if m even and m − l ≤ 3.
Proof. By Observation 1 and Lemma 1 we have again⌈
m + 2
2
⌉
= 1+ c2
(
K1,m
) ≥ c2 (G) ≥ c2 (K1,m) = ⌈m2 ⌉ .
Case 1. m odd and m − l ≥ 2. We have to show that c2 (G) ≤ m+12 .
Player A probes the set {v,w} with w ∈ N (u) \ N (v) first. If player S answers “yes”, then the unknown edge e lies
in K1,l + uw and A needs at most
⌈
l+1
2
⌉
further tests to find e by Lemma 1. If player S answers “no”, then A has to
search in K1,m−1, therefore A needs at most m−12 further tests by Lemma 1.
It follows that
c2 (G) ≤ 1+max
{⌈
l + 1
2
⌉
,
m − 1
2
}
= m + 1
2
.
Case 2. m odd and m − l ≤ 1 and Case 5. m even and m − l ≤ 3 are similar. We have to show that c2 (G) ≥
⌈
m+2
2
⌉
.
If m ≤ 4, then the claim arises from Proposition 1. Let now m ≥ 5. Suppose that after i tests player A knows that the
unknown edge e lies in the graph Gi (Vi , Ei ). We have |E0| ≥ 2m − 1 in Case 2 and |E0| ≥ 2m − 3 in Case 5.
If A probes only subsets of N (u) ∪ N (v) \ {u, v}, then S answers always “no” and we have |Ei | ≥ |Ei−1| − 4 until
|Ei−1| ≥ 8. Thus, we obtain for k =
⌈
m−4
2
⌉
− 1
|Ek | ≥ |E0| − 4k = |E0| − 4
(⌈
m − 4
2
⌉
− 1
)
≥ 9 and |Ek+1| ≥ 9− 4 = 5.
Let us now consider the subcase that A probes in a test the vertex u or v. Let i0 be the smallest integer such that
A probes in the i0-th test a set Ti0 with v ∈ Ti0 or u ∈ Ti0 . S answers “no” in the first i0 − 1 tests. Then we get|Ei | ≥ |Ei−1| − 4 for 1 ≤ i ≤ i0 − 1 and Gi0−1 = Kl0 unionmulti Km0 such that v is the center of Kl0 and u of Km0 and
l0 + m0 = |Ei0−1| ≥ |E0| − 4(i0 − 1). Let l0 ≤ m0 without loss of generality.
In the i0-th test S answers “no” if and only if A probes v and in the following tests S answers always “no” until
|Ei | ≥ 5. Then we have
|Ei0 | ≥
⌈ |Ei0−1|
2
⌉
as well as |Ei | ≥ |Ei−1| − 2 ≥ |Ei0 | − 2 (i − i0) for i0 + 1 ≤ i ≤ k + 1.
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I n both cases we obtain therefore, that
|Ek+1| ≥ 5.
Together with Proposition 1 this yields
c2 (G) ≥ k + 1+ c2 (Gk+1) ≥
⌈
m − 4
2
⌉
+ c (Gk+1)
≥
⌈
m − 4
2
⌉
+ ⌈log2 5⌉ ≥ ⌈m − 42
⌉
+ 3 =
⌈
m + 2
2
⌉
.
Case 3. m even, m − l ≥ 4 and N (v) ⊂ N (u). We have to show that c2 (G) ≤ m2 .
Player A probes the common neighbors of u and v pairwise first until at most one remains. After this A probes this
one together with a neighbor of u. This costs at most
⌈ l
2
⌉
tests if S answers always “no”. If S answers “yes” in one of
this tests A needs at most
⌈ l
2
⌉ + 2 tests to identify e. If in this first ⌈ l2⌉ tests S answers always “no”, then A probes
the remaining neighbors of u pairwise. In this case A needs at most m2 tests to determine e. In total we get
c2(G) ≤ max
{⌈
l
2
⌉
+ 2, m
2
}
≤ m
2
.
Case 4. m even, m − l ≥ 4 and N (v) 6⊂ N (u). We assume l = 1 without loss of generality. Let w1 be the neighbor
of v. It is G = K1,m∪˙w1v with m even. By Lemma 1 it follows that
c2 (G) ≥
⌈
m + 1
2
⌉
= m + 2
2
. 
We conclude the following result from Lemmas 2 and 3.
Corollary 2. Let G = K1,l unionmulti K1,m or G = Kl Km be a graph with e = |E(G)| ≥ 3. Then
c2 (G) ≥
⌈
e + 4
4
⌉
.
Proof. We consider two cases.
Case 1. G = Kl Km .
Subcase (i) m odd and l ≤ m − 1: We obtain e ≤ 2m − 2 and thus m ≥ e+22 . Therefore, we conclude by Lemma 2
that c2 (G) = m+12 ≥
⌈
e+4
4
⌉
.
Subcase (ii) m odd and l = m: We obtain e = 2m − 1 and thus m = e+12 . Therefore, we conclude by Lemma 2 that
c2 (G) = m+32 = e+74 ≥
⌈
e+4
4
⌉
.
Subcase (iii) m even and l ≤ m − 3: We obtain e = 2m − 4 and thus m = e+42 . Therefore, we conclude by Lemma 2
that c2 (G) = m2 ≥
⌈
e+4
4
⌉
.
Subcase (iv) m even and l ≥ m − 2: We obtain e = 2m − 1 and thus we conclude again by Lemma 2 that
c2 (G) = m+22 ≥ e+54 ≥
⌈
e+4
4
⌉
.
Case 2. G = K1,l unionmulti K1,m .
Subcase (i) m odd and l ≤ m − 2: We obtain e ≤ 2m − 2 and thus m ≥ e+22 . Therefore, we conclude by Lemma 3
that c2 (G) = m+12 ≥
⌈
e+4
4
⌉
.
Subcase (ii) m odd and l ≥ m − 1: We obtain e = 2m and thus m = e2 . Therefore, we conclude by Lemma 3 that
c2 (G) = m+32 = e+64 ≥
⌈
e+4
4
⌉
.
Subcase (iii) m even and l ≤ m − 4: We obtain e = 2m − 4 and thus we conclude by Lemma 3 that c2 (G) ≥ m2 ≥⌈
e+4
4
⌉
.
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Subcase (iv) m even and l ≥ m − 3: We obtain e ≤ 2m and thus we conclude again by Lemma 3 that
c2 (G) = m+22 ≥
⌈
e+4
4
⌉
. 
Let κ(G) denote the number of components of a graph G.
Theorem 1. Let G be a graph and c2 ≥ 2 its 2-complexity. Then
(a) |E | ≤ 4
(
c2−1
2
)
+ 4 = 2c22 − 6c2 + 8 and
(b) |V | ≤ 2c22 − 6c2 + 8+ κ(G) ≤ 2c22 − 4c2 + 8.
Solving the inequalities in Theorem 1, we obtain sharp lower bounds for c2.
Corollary 3. Let G be a graph with n vertices and m ≥ 4 edges. Then
(a) c2(G) ≥
⌈√
m
2 − 74 + 32
⌉
and
(b) c2(G) ≥
⌈√
n
2 − 3+ 1
⌉
.
Proof of Theorem 1. We prove (a) by induction on c2. For c2 = 2, 3 the claim follows from Proposition 1. Suppose
for c2 > 3 that A1 is the first test set in an optimal algorithm for G. For the number of edges in G we get
|E(G)| = |E(G − A1)| + d(A1), (1)
where d(A1) is the degree of A1 in G.
Let us consider the subgraph G − A1 of G. The graph G − A1 contains at least one edge since, otherwise the choice
of A1 would not be optimal. We get furthermore
c2(G − A1) ≤ c2 − 1. (2)
Because: Assume that c2(G − A1) > c2 − 1 and player S answers “no” to the first question. Then e ∈ G − A1 and
player A needs at least c2(G − A1) > c2 − 1 further tests in the worst case to determine the second endvertex of the
unknown edge e. Thus, we get c2(G) ≥ c2(G − A1)+ 1 > c2, contrary to the assumption.
If c2(G − A1) ≥ 2 we use the induction hypothesis and inequality (2) to get
|E(G − A1)| ≤ 2 (c2 − 1)2 − 6 (c2 − 1)+ 8.
Together with the equality (1) this yields
|E(G)| ≤ 2 (c2 − 1)2 − 6 (c2 − 1)+ 8+ d(A1).
If cp(G − A1) ≤ 1, then |E(G − A1)| ≤ 2 and we receive again
|E(G)| = |E(G − A1)| + d(A1) ≤ 2+ d(A1)
≤ 2 (c2 − 1)2 − 6 (c2 − 1)+ 8+ d(A1).
Now let us consider A1. The following two cases are possible.
Case 1. A1 = {v}. Then the inequality
d(v) ≤ 2c2 − 2 (3)
holds, where d (v) is the degree of v in G.
Because: Assume that m = d(v) > 2c2 − 2 and player S answers “yes” to the first question. Then the unknown edge
e lies in a subgraph K1,m of G. That is why by Observation 1 and Lemma 1 player A needs at least
c2(K1,m) ≥
⌈m
2
⌉
> c2 − 1
further questions in the worst case to determine the second endvertex of the unknown edge e. Hence c2 (G) ≥
1+ c2(K1,m) ≥ c2 + 1, contrary to the assumption.
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Fig. 2.
Now using the inequality (3) for d(A1) in the sum |E(G)| ≤ 2 (c2 − 1)2 − 6 (c2 − 1)+ 8+ d(A1) we get
|E (G) | ≤ 2 (c2 − 1)2 − 6 (c2 − 1)+ 8+ 2c2 − 2
≤ 2c22 − 6c2 + 8 for all c2 ≥ 3.
Case 2. A1 = {v1, u1}. Then
d(A1) ≤ 4c2 − 8. (4)
Since: Assume that d(A1) ≥ 4c2 − 7 and S answers “yes”, then the unknown edge e lies in a subgraph K1,r ∪ K1,l of
G with |E(K1,r ∪ K1,l)| = d(A1). Therefore, by Corollary 2, player A needs at least
c2(K1,r ∪ K1,l) ≥
⌈
d(A1)+ 4
4
⌉
≥
⌈
4c2 − 7+ 4
4
⌉
= c2
further tests in the worst case to determine the second endvertex of e. Hence c2 (G) ≥ 1+ c2(K1,r ∪ K1,l) ≥ c2 + 1
and we get again a contradiction to the assumption c2 (G) = c2.
Now using the inequality (4) for d(A1)in the sum |E (G) | ≤ 2 (c2 − 1)2 − 6 (c2 − 1)+ 8+ d1 we conclude
|E (G) | ≤ 2 (c2 − 1)2 − 6 (c2 − 1)+ 8+ 4c2 − 8
= 2c22 − 6c2 + 8.
The first inequality in (b) follows immediately from (a). Observe for the second inequality that the number of
components of G is bounded by 2c2 since G has no isolated vertices. 
Note that c2(G) is in a natural way a lower bound for c1(G), thus we have
⌈√
m
2 − 74 + 32
⌉
≤ c2(G) ≤ c1(G) for a
graph G with m edges. But the lower bound
⌈√
2m − 74 − 12
⌉
≤ c1(G) which is deduced in [3] is better for all m ≥ 4.
In the same way we have
⌈
log2 m
⌉ ≤ c(G) ≤ c2(G). It is not hard to see that the lower bound of Corollary 3 is better
for all m ≥ 4.
Example 1. The bounds in Theorem 1 are sharp. To see this consider the graph G of Fig. 2. G consists of the disjoint
union[
c−2⋃
i=1
(
K1,2c−2−2i ∪˙K1,2c−2−2i
)]⋃˙4
j=1 K1,1.
It is easy to see that c2 (G) = c and |E | = 4
(
c−1
2
)
+ 4 and |V | = 2c2 − 4c + 8 = 2c2 − 6c + 8 + κ(G). By
successively identifying suitable vertices of G, we obtain further examples of graphs with |E | = 4
(
c−1
2
)
+ 4 and
|V | = 2c2 − 6c + 8+ κ(G).
Let us now turn our attention to upper bounds.
Corollary 4. Let G = K1,l unionmulti K1,m or G = Kl Km be a graph with e = |E(G)| and l ≤ m. Then
c2 (G) ≤
⌈
m + 2
2
⌉
≤
⌈ e
2
⌉
.
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Proof. Let us consider two cases.
Case 1. G = Kl Km .
Subcase (i) m odd and 2 ≤ l ≤ m − 1: We obtain e ≥ m + 1. Thus, by Lemma 2 we achieve c2 (G) = m+12 ≤ e2 .
Subcase (ii) m odd and l = m: We obtain e = 2m − 1 and thus m = e+12 . Therefore, we conclude by means of
Lemma 2 that c2 (G) = m+32 = e+74 ≤
⌈ e
2
⌉
.
Subcase (iii) m even and 2 ≤ l ≤ m−3: We obtain e ≥ m+1. Thus, we achieve by Lemma 2 that c2 (G) = m2 ≤ e−12 .
Subcase (iv) m even and l ≥ m − 2 ≥ 2: We obtain e ≥ 2m − 3 and thus we conclude again by Lemma 2 that
c2 (G) = m+22 ≤ e+74 ≤
⌈ e
2
⌉
.
Case 2. G = K1,l unionmulti K1,m .
Subcase (i) m odd and 1 ≤ l ≤ m − 2: We obtain e ≥ m + 1. Thus, we achieve by Lemma 3 that c2 (G) = m+12 ≤ e2 .
Subcase (ii) m odd and l ≥ m − 1: We obtain e ≥ 2m − 1 and thus m ≤ e+12 . Therefore, we conclude by Lemma 3
that c2 (G) = m+32 ≤
⌈ e
2
⌉
.
Subcase (iii) m even and 1 ≤ l ≤ m − 4: We obtain e ≥ m + 1. Thus, we achieve again by Lemma 3 that
c2 (G) ≤ m+22 ≤
⌈ e
2
⌉
.
Subcase (iv) m even and l ≥ m − 3: We obtain e ≥ 2m − 3 and thus we conclude again by means of Lemma 3 that
c2 (G) = m+22 ≤
⌈ e
2
⌉
. 
For an arbitrary graph G with n vertices M. Aigner and E. Triesch show in [3] that c1(G) ≤ n − 1. Therefore, we get
c2(G) ≤ c1(G) ≤ n − 1. Let us search for a better upper bound.
Proposition 2. Let G be a graph with n vertices. Then
c2 (G) ≤
⌈
n + 3
2
⌉
.
Proof. Player A probes the vertices of G pairwise. Let Ai = {ui , vi } be the set, which A probes in the i-th test. Let
Gi be the subgraph of G for which A knows after i tests that Gi contains the unknown edge e. Let w.l.o.g. mi ≥ li ,
where mi = dGi (ui ) is the degree of ui and li = dGi (vi ) of vi in Gi . If S answers “yes” in the i-th test, then the
problem is reduced to Gi ∼= K1,li ∪ K1,mi and A needs at least
⌈
mi+2
2
⌉
questions in the worst case to determine e in
Gi by Corollary 4.
If S answers “no” as long as possible, then A needs at most
⌈
n+1
2
⌉
questions to find e. Therefore, we obtain
c2(G) ≤ max
{
i +
⌈
mi + 2
2
⌉
,
⌈
n + 1
2
⌉
|i = 1, 2, . . . ,
⌊n
2
⌋}
≤ max
{
i +
⌈
n − 1− 2(i − 1)+ 2
2
⌉
,
⌈
n + 1
2
⌉
|i = 1, 2, . . . ,
⌊n
2
⌋}
=
⌈
n + 3
2
⌉
. 
Example 2. To see that the bound in Proposition 2 is sharp for n = |V (G) | ≥ 5, consider the graph G = Kn . We
want to show that c2(Kn) ≥
⌈
n+3
2
⌉
.
For n = 5, 6 the estimate follows from Proposition 1. We proceed by induction on n ≥ 7. Suppose that A1 is the first
test set in an optimal algorithm for G. Two cases are possible.
Case 1. |A1| = 1. The resulting graphs are G0 = K1,n−1 and G1 = Kn−1. By induction we obtain c2 (G1) ≥
⌈
n−1+3
2
⌉
and thus c2 (G) = 1+ c2 (G1) ≥ 1+
⌈
n+2
2
⌉
≥
⌈
n+3
2
⌉
.
Case 2. |A1| = 2. The resulting graphs are G2 = Kn−1 Kn−1 and G3 = Kn−2. By induction we have c2 (G3) ≥⌈
n−2+3
2
⌉
and thus c2 (G) ≥ 1+ c2 (G3) ≥ 1+
⌈
n+1
2
⌉
≥
⌈
n+3
2
⌉
.
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We have no characterization of all graphs with equality in Proposition 2, but we have a sufficient and a necessary
condition.
Proposition 3. Let G (V, E) be a graph with |V | = n ≥ 4. Then c2 (G) ≤
⌈
n+1
2
⌉
implies that there exist a positive
integer k and a sequence A1, A2, . . . , Ak of subsets of V with k ≤
⌈
n+1
2
⌉
and |Ai | ≤ 2 for 1 ≤ i ≤ k such that the
following conditions are satisfied:
(i) G − (A1 ∪ · · · ∪ Ak) contains one edge.
(ii) If k ≤
⌈
n−3
2
⌉
, then di ≤ 4
(⌈
n+1
2
⌉
− i − 1
)
for 1 ≤ i ≤ k,
if k =
⌈
n−1
2
⌉
, then di ≤ 4
(⌈
n+1
2
⌉
− i − 1
)
for 1 ≤ i ≤ k − 1 and dk ≤ 3,
if k =
⌈
n+1
2
⌉
, then di ≤ 4
(⌈
n+1
2
⌉
− i − 1
)
for 1 ≤ i ≤ k − 2 and dk−1 ≤ 2, dk = 1, where di denotes the
degree of Ai in the graph G − (A1 ∪ · · · ∪ Ai−1).
Proof. Let A1, . . . , Ak be the sequence of subsets of V asked by player A if A uses an optimal algorithm and if player
S always answers “no”.
Then the graph G− (A1 ∪ · · · ∪ Ak) contains one edge, |Ai | ≤ 2 for 1 ≤ i ≤ k. Moreover, we obtain that k ≤
⌈
n+1
2
⌉
since A uses an optimal algorithm and c2 (G) ≤
⌈
n+1
2
⌉
. Furthermore, we can assume that dk ≥ 1 since otherwise the
game would have been finished already after testing of Ak−1.
First we show that the inequality di ≤ 4
(⌈
n+1
2
⌉
− i − 1
)
hold for 1 ≤ i ≤ min
{
k,
⌈
n−3
2
⌉}
. Assume there exists an
index j ≤
⌈
n−3
2
⌉
with d j > 4
(⌈
n+1
2
⌉
− j − 1
)
. Let us consider the following strategy of S: Player S answers “no”
to the first j − 1 questions and “yes” to the j-th question. We have to consider the following cases.
Case 1. |A j | = 1. The unknown edge e lies in a subgraph K1,d j of G. Thus, by Lemma 1 player A needs at least d d j2 e
further tests to identify e. Therefore, S can force A to perform at least
j + d j
2
> j + 2
(⌈
n + 1
2
⌉
− j − 1
)
≥ 2
⌈
n + 1
2
⌉
−
(⌈
n − 3
2
⌉
+ 2
)
=
⌈
n + 1
2
⌉
tests. Since A uses an optimal algorithm, we get a contradiction to the assumption c2 (G) ≤
⌈
n+1
2
⌉
.
Case 2. |A j | = 2. Player A has to search in a subgraph of G, which is a star pair or a double star. Thus, from
Corollary 2 we conclude that player A needs at least
⌈
d j+4
4
⌉
further tests to identify e. Therefore, S can force A to
perform at least
j +
⌈
d j + 4
4
⌉
≥ j + d j + 4
4
> j +
(⌈
n + 1
2
⌉
− j
)
=
⌈
n + 1
2
⌉
tests contradictory to the assumption c2 (G) ≤
⌈
n+1
2
⌉
.
So far we have shown that the inequality di ≤ 4
(⌈
n+1
2
⌉
− i − 1
)
holds for all 1 ≤ i ≤ min
{
k,
⌈
n−3
2
⌉}
. Now if
k =
⌈
n−1
2
⌉
, then we have to show that dk ≤ 3.
Assume dk ≥ 4 and S answers “no” to the first k − 1 questions. Then the resulting graph G − (A1 ∪ · · · ∪ Ak−1)
contains dk + 1 ≥ 5 edges. Therefore, S can force A to perform
k − 1+ ⌈log2 5⌉ = ⌈n − 12
⌉
+ 2 =
⌈
n + 3
2
⌉
tests by Proposition 1, a contradiction to the assumption c2 (G) ≤
⌈
n+1
2
⌉
.
Let now k =
⌈
n+1
2
⌉
. We have to show that dk−1 ≤ 2 and dk ≤ 1.
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Assume dk−1 ≥ 3. Player S answers “no” to the first k−2 questions. Then the resulting graph G− (A1 ∪ · · · ∪ Ak−1)
contains dk−1 + dk + 1 ≥ 3+ 1+ 1 = 5 edges. Therefore, S can force A to ask at least
k − 2+ ⌈log2 5⌉ = ⌈n + 12
⌉
+ 1
questions by Proposition 1. Again we have a contradiction.
Assume now dk ≥ 2 and player S answers “no” to the first k − 1 questions, then A has to search in the graph
G − (A1 ∪ · · · ∪ Ak−2) which contains dk + 1 ≥ 2+ 1 = 3 edges. Therefore, S can force A to ask at least
k − 1+ ⌈log2 3⌉ = ⌈n + 12
⌉
+ 1
questions by Proposition 1. Contradiction! 
From Proposition 3 we can deduce another sufficient condition.
Corollary 5. Let G (V, E) be a graph with |V | = n ≥ 4. Then
|E | > 4
⌈ n−12 ⌉
2
+ 4⇒ c2(G) = ⌈n + 32
⌉
.
Proof. Assume c2 (G) ≤
⌈
n+1
2
⌉
. By Proposition 3 we obtain
|E | = 1+
k∑
i=1
di ≤ 1+ 4
⌈
n−3
2
⌉∑
i=1
(⌈
n + 1
2
⌉
− i − 1
)
+ 3 = 4
⌈
n−3
2
⌉∑
i=1
i + 4 = 4
⌈ n−12 ⌉
2
+ 4.
Contradiction! 
Proposition 4. Let G (V, E) be a graph with |V | = n such that there exist a positive integer k with k ≤
⌈
n+1
2
⌉
and
a sequence A1, A2, . . . , Ak of subsets of V which satisfy the following conditions:
(i) |Ai | ≤ 2 for 1 ≤ i ≤ k and G − (A1 ∪ · · · ∪ Ak) contains one edge.
(ii) di ≤ 2
(⌈
n+1
2
⌉
− i
)
for 1 ≤ i ≤ k − 1, dk ≤ 1, where di denotes the degree of Ai in the graph
G − (A1 ∪ · · · ∪ Ai−1).
Then c2 (G) ≤
⌈
n+1
2
⌉
.
Proof. Player A probes subsets of V according to the sequence A1, A2, . . . , Ak as long as S answers “no”. If
the answers are always “no”, then, after probing Ak , player A knows that the unknown edge e lies in the graph
G − (A1 ∪ · · · ∪ Ak), which contains only one edge. Thus, A identifies e after at most k ≤
⌈
n+1
2
⌉
tests.
If, on the other hand, S answers “yes” to the j-th question ( j < k), then A probes the neighbors of A j in
G − (A1 ∪ · · · ∪ A j−1) pairwise. From Lemma 1 and Corollary 4 we conclude that A needs at most ⌈ d j2 ⌉ further
tests to identify e. Thus, we obtain
c2 (G) ≤ max
{
k, j +
⌈
d j
2
⌉
| j = 1, . . . , k − 1
}
=
⌈
n + 1
2
⌉
. 
4. NP-completeness
In this section we prove that the computation of c2 (G) is an NP-complete problem. Let us define the corresponding
decision problem as follows:
Graph 2-complexity
Instance: A graph G = (V, E) and a positive integer k ≤ |V |.
Question: Is c2 (G) ≤ k?
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Theorem 2. Graph 2-complexity is NP-complete.
Proof. It is easy to see that the Graph 2-complexity problem is in NP. To prove that Graph 2-complexity is NP-
complete we reduce the Vertex Cover problem which is known to be NP-complete polynomially to the Graph
2-complexity problem.
Let (H, k) be an instance of Vertex Cover. We consider the graph G which consists of 2 (n + 2) + 1 disjoint copies
of H , where n = |V (H) |. Let τ = τ (H) denote the vertex cover number of H . Then c2 (G) ≥ (n + 2) τ since, if
player S always answer “no”, A needs at least 2 (n + 2) τ2 questions to find the copy of H in which the unknown edge
e lies.
On the other hand, c2 (G) < (n + 2) (τ + 1). To prove this let {v1, v2, . . . , vτ } be the vertices of a vertex cover of H of
minimal size. If τ is even, A first probes these vertices pairwise for each of the first 2 (n + 2) copies of H . If τ is odd,
A first probes the vertices {v1, v2, . . . , vτ−1} pairwise for each of the first 2 (n + 2) copies of H and then the vertices
of the set which consists of the vertices vτ from these first 2 (n + 2) copies of H , pairwise. After these (n + 2) τ
questions A knows in which copy the edge e lies, and thereafter at most d n+32 e further questions (Proposition 2) are
needed to find e. Thus, we have c2 (G) ≤ (n + 2) τ +
⌈
n+3
2
⌉
< (n + 2) τ + n + 2. Hence we conclude
τ (H) ≤ k ⇔ c2 (G) < (k + 1) (n + 2) .
This completes the proof. 
5. Greedy bound
Now we consider a simple strategy for player S, which we call the greedy strategy. In this strategy S says “no” as
long as possible, i.e. as long as there is at least one edge left in the graph G. The number c0 of tests, which player
A needs to identify the unknown edge e if S uses this strategy, is a lower bound for the complexity c. Let greedy
p-bound c0p (G) denote the minimum number of tests, if player S uses the greedy strategy and player A probes only
sets with cardinality at most p. The following result is easy to see:
Proposition 5. Let G = (V, E) be a graph and let τ be the vertex cover number of G. Then
(a) c02 (G) =
⌈
min{|W |:W⊂V and G−W has exactly one edge }
2
⌉
=
⌈
c01(G)
2
⌉
.
(b) c02 (G) ≥
⌈
τ−1
2
⌉
.
We show that the computation of c02 (G) is also NP-complete.
Greedy 2-bound
Instance: A graph G = (V, E) and a positive integer k ≤ |V |.
Question: Is c02 (G) ≤ k?
Theorem 3. Greedy 2-bound is NP-complete.
Proof. It is easy to see that the greedy 2-bound problem is in NP. To prove that greedy 2-bound is NP-complete we
again reduce the Vertex Cover problem polynomially to the greedy 2-bound problem.
Let (H, k) be an instance of Vertex Cover. Let us consider the graph G consisting of two disjunct copies of H and an
isolated edge e∗. Then by Proposition 5
c02(G) =
⌈
c01(G)
2
⌉
=
⌈
τ(G − e∗)
2
⌉
=
⌈
2τ(H)
2
⌉
= τ(H).
Hence we conclude
τ(H) ≤ k ⇔ c02(G) ≤ k.
This completes the proof. 
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Suppose now G is a random graph on n vertices, where every edge is in G with fixed probability x , 0 < x < 1;
estimate c2 (G). While we have no good results on c2 (G), we will consider the greedy 2-bound c02 (G) and prove that
almost every graph G has a greedy 2-bound equal to one of the two fixed values approximately equal to n2 − log2 n.
In [3] M. Aigner and E. Triesch prove that almost every graph G on n vertices has greedy 1-bound c01 (G) equal to
c01 (G) = n − dd (n)e or c01 (G) = n − bd (n)c,
where d (n) = 2 log2 nlog2(1/y) + O
(
log2 log2 n
)
with y = 1− x .
Together with Proposition 5 this implies
Theorem 4. Almost every graph G on n vertices has greedy 2-bound c02 (G) equal to
c02 (G) =
⌈
n − dd (n)e
2
⌉
or c02 (G) =
⌈
n − bd (n)c
2
⌉
,
where
d (n) = 2 log2 n
log2 (1/y)
+ O (log2 log2 n) with y = 1− x .
In particular, when x = 12 , then c02 (G) =
⌈ n
2
⌉− log2 n + O (log2 log2 n).
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