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Optimal gain control step sizes for bimodal stimulation
Dimitar Spirrov1, Bas van Dijk2, and Tom Francart1
1ExpORL, Department of Neurosciences, K.U. Leuven, Leuven, Belgium and 2Cochlear Technology Centre, Belgium
Abstract
Objective: Cochlear implants (CI) and hearing aids (HA) have a gain control that allows the bimodal user to change the loudness. Due to
differences in dynamic range between CI and HA, an equal change of the gains of the two devices results in different changes in loudness.
The objective was to relate and individualise the step sizes of the loudness controls to obtain a similar perceptual effect in the two ears.
Design: We used loudness models parametrised for individual users to find a relation between the controls of the CI and the HA such that
each step resulted in an equal change in loudness. We conducted loudness balancing experiments to validate the results. Study sample:
Eleven bimodal users of whom six were tested in a prior study. Results: The difference between the optimal gain from the loudness
balancing procedure and actual gain was 3.3 dB when the new relation was applied. In contrast, the difference was 8 dB if equal step sized
were applied at both sides. Conclusion: We can relate the controls such that each step results in a similar loudness difference.
Key Words: Cochlear implant; hearing aid; bimodal; gain settings; loudness models
Introduction
A cochlear implant (CI) is an auditory prosthesis that enables people
with severe deafness to hear through electrical stimulation of the
auditory nerve. In general, CI users have good speech understanding
in quiet environment, although there is a high individual variability.
However, their speech understanding is still problematic in realistic
noisy environments (Fu, Shannon, and Wang 1998; Friesen et al.
2001; Skarzynski et al. 2012). Many newly implanted people have
residual hearing in the opposite and sometimes even in the
implanted ear (Ching, Incerti, and Hill 2004; Francart and
McDermott 2012; Skarzynski et al. 2012). In this case a hearing
aid (HA) is often used in combination with a CI. A HA in
combination with a CI can improve speech understanding in quiet
(Shallop, Arndt, and Turnacliff 1992; Ching et al. 2001; Ching,
Incerti, and Hill 2004; Ching, van Wanrooy, and Dillon 2007) and
in noisy environments (Ching et al. 2001; Ching, Incerti, and Hill
2004; Ching, van Wanrooy, and Dillon 2007). The term bimodal
stimulation is used to identify electrical hearing in one ear
combined with acoustical hearing in the contralateral ear.
The added value of HA combined with electrical stimulation
consists mainly in providing low frequency cues, like pitch and
temporal fine structure (Francart, van Wieringen, and Wouters
2011), which are not well represented by CI (Wouters, Mcdermott,
and Francart 2015). Additionally, HA may provide binaural cues
that will help with localisation and speech understanding in
situations where target speech and noise are spatially separated.
However, there are also several limits related to the combined
CI-HA use. Current clinical practice for bimodal stimulation is that
of an off-the-shelf HA is combined with a CI (Francart and
McDermott 2012). Sometimes the HA is even provided at a
different place and fitted without taking into account the CI.
Additionally, due to the different modes of stimulation (acoustic
versus electric) the processing in the CI and HA are very different
and because the devices were not developed with combined use in
mind, even similar parts like compressors are not coordinated
(Francart and Wouters 2007; Francart and McDermott 2012, 2013;
Veugen et al. 2015). In reality, the loudness growth functions in the
two ears are different and moreover they are different for different
frequencies and electrodes (Hoth 2007; Francart and McDermott
2012). In some individuals, this can lead to an unbalanced sound
percept, poor sound source localisation performance (Ching et al.
2001) and decreased wearing comfort (Tyler et al. 2002). Our
definition of a balanced sound percept depends on the perception of
binaural stimuli. If the binaural stimulus results in a single fused
auditory image, it is considered balanced when it is perceived in the
centre of the head. If the binaural stimulus results in more than one
auditory image or partially overlapping images, it is considered
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balanced when those images are perceived as equally loud. An
unbalanced sound percept is one of the reasons for users to stop
using the contralateral HA (Fitzpatrick and Leblanc 2010).
Even in case of a good bimodal fitting where the devices are
loudness balanced for a certain intensity, the gain controls of the two
devices are independent. When the bimodal user changes the gain
control of the CI or the gain control of the HA the loudness changes
in that ear. However, the opposite device does not change its gain
control accordingly. Additionally, due to the different loudness
growth functions, the gain controls have a different perceptual effect:
for example, changing the CI gain by 1 dB may create a loudness
difference that corresponds to 2.5 dB for the HA gain control.
This makes it inconvenient or even impossible for some users to
achieve a balanced percept. An unbalanced loudness percept
potentially limits speech understanding (Ching et al. 2001;
Dorman et al. 2014). On the other hand, an approximation of
balanced loudness might already be sufficient for maximising
speech understanding, as it has been shown that the function
relating speech understanding performance to bimodal level differ-
ence has a plateau (Dorman et al. 2014).
The objective of our study was to relate and individualise the
step sizes of the gain controls based on loudness models. In this
article we describe how the gain step sizes can be related based on
knowledge of the hearing loss and the CI map of the bimodal user.
Methods
General approach
We assume one gain control for the HA and two for the CI. The HA
uses an overall broadband gain as a gain control parameter. The CI
uses either microphone input gain, also known as sensitivity, which is
a broadband gain or the so-called volume, which directly controls the
amplitude of the electrical pulses. Using loudness models para-
metrised for individual bimodal users, we calculated a function to
relate the HA overall gain to the resulting loudness. Similarly, for the
CI we calculated a second function to relate the input gain or volume
to the resulting loudness. To arrive at a broadband balanced sound
percept, we assume1 that the loudness caused by the HA and the CI
should be equal. Using this constraint, we combined the two functions
in a third function to relate the HA overall gain to the CI input gain or
volume. An overview of this approach is shown in Figure 1. The
front-end processing was not taken into account in this study.
However, the method is generic and may also be used to include
company specific front-end processing algorithms (e.g. compressors).
HA model
We used a MATLAB simulation of a linear HA. We chose a linear
HA for simplicity and because profoundly hearing impaired
listeners may not benefit from compression (Davies-Venn et al.
2009). However, our methods generalise to compression HA.
Since we used a linear HA, the individual hearing loss was
compensated according to the NAL-RP rule (Byrne, Parkinson, and
Newall 1990) by filtering the input signal with a 512-coefficient
finite impulse response filter. In order to calculate the gain versus
loudness function, the overall gain of the model was varied from
30 to +20 dB in steps of 0.1 dB.
CI model
We used a MATLAB simulation of the ACE strategy (Vandali et al.
2000). The model is part of the Nucleus MATLAB toolbox and
was provided by Cochlear Ltd, Sydney, Australia. It uses the
individual participant’s map as it was fitted in the clinic. In order to
preserve the electrical dynamic range, we chose to fix the CI
volume and to vary the CI sensitivity. We established the sensitivity
versus loudness function by fixing the CI volume to 100% and by
varying the CI sensitivity from 25 to +15 dB in steps of 0.1 dB.
Acoustical loudness model
For our study we used the model of Moore and Glasberg (1997).
Our motivation was that this model calculates the instantaneous
loudness which has been validated with psychometrical data. The
model’s predictions were also verified for broadband and narrow-
band loudness growth based on different subject dependent hearing
loss profiles. The parameters of Moore and Glasberg’s model were
determined according to the user’s audiogram. A 20/80 ratio
between inner and outer hair cell loss was used (Moore et al. 1999).
Electrical loudness model
McKay et al.’s (2003) electrical loudness model was used in this
study, which was verified by McDermott and Varsavsky (2009);
List of abbreviations
ACE advanced combination encoder
CI cochlear implant
dB decibel
IG insertion gain
ISTS international speech test signal
JND just noticeable interaural level difference
HA hearing aid
LTASS long term average speech signal
xPC real-time system
Figure 1. General approach.
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Varsavsky and McDermott (2013) and Francart et al. (2014). The
generic form of the loudness model of McKay is as given in
Equation 1.
log10 Lnð Þ ¼ anCL nð Þ þ 0:03bne CL nð ÞC0=b½  þ k ð1Þ
Wherein CL(n) is the current level in clinical units of one
electrical pulse and Ln is the loudness caused by this pulse. For
implant CI24M, the current level CL in clinical units is related to
the current i in micro-amperes according to Equation 2.
i ¼ 10  175CL=255 ð2Þ
The model uses different constants a, b, C0 and k that determine
the loudness growth. In a given time window, all loudness
contributions of all electrodes are added to calculate the loudness
for this window. In the generic case, these constants are user
dependent and the loudness growth will be different for each
electrode. However, it is not feasible to determine all of them in a
fitting procedure. Therefore, in the work of McDermott and
Varsavsky (2009); Francart and McDermott (2012) and Varsavsky
and McDermott (2013) a simplified formula as shown in Equation 3
was used.
log10 Lnð Þ ¼ aCLðnÞ þ k ð3Þ
Two assumptions were made in the simplified version of the
model: (1) the loudness growth is the same for all electrodes and
(2) the operation is mainly in the linear part of the model (Francart
and McDermott 2012). The k constant is a scaling factor that can
be used to obtain a value in sones. The slope of the loudness
growth is determined by the a constant. For our study, we
investigated three configurations for the electrical model. First, we
investigated the simple model with an individualised slope.
Second, we tested the simple model with a fixed slope
(a¼ 0.019). Third, we investigated the full model with fixed
constants (a¼ 0.016; b¼ 15 and C0¼ 180). These values are based
on the work of McKay et al. (2003), wherein all subjects had
relatively similar constant slopes at low current levels and
increasing slopes at high current levels. For the first configuration,
a and k cannot be found using a closed expression. Therefore,
parameters were determined from loudness balance results. We
used two loudness balance results and an optimisation procedure to
find the slope a and the scaling constant k of the electrical loudness
model according to the Equation 4.
XN
n¼1
10aCLnþk ¼ Lacoustic ð4Þ
Lacoustic was the acoustical loudness calculated from the
acoustical loudness model for certain stimuli and intensities. N
represents the number of pulses per analysis frame. The analysis
frame was a sliding rectangular window of 6.9 ms (Francart and
McDermott 2012). The time-frame was based on the 7 ms
rectangular integration time window from the work of McKay
and McDermott (1998). We determined a and k constants using
noise filtered according to the long term average speech spectrum at
60 dBSPL (Byrne et al. 1994).
The optimisation procedure varies the two constants until the
difference between the electrical and the acoustical loudness’s is
minimal. The following start values were used for the optimisation
function: a¼ 0.019, k¼ 0. In other words, the electrical loudness
model was adapted to match the loudness determined by the
acoustical loudness model for LTASS at 60 dBSPL. Once the
electrical loudness model with individualised slope was identified,
we recalibrated the model for all used stimuli.
Subjects
In order to validate the function relating the overall gain of the HA
with the sensitivity of the CI, we compared it with loudness balance
data of bimodal users. We collected data from five bimodal
participants that were tested with three different stimuli. Testing
was limited to five participants because of the time consuming
nature of the experiments. However, since we were aware of this
limitation, we also used data from a previous study (see below). The
tests were approved by the ethical committee of UZ Leuven. An
informed consent form was provided and signed by every partici-
pant before the experiment. All participants had at least 10 months
of CI experience before the experiments. They were implanted
either with a Cochlear Nucleus CI24RE advanced electrode or a
Cochlear Nucleus CI422 straight electrode. A typical loudness
balance experiment, including the fitting, lasted for about three
hours. Regular breaks were provided during the experiments. The
pure-tone unaided thresholds of the non-implanted ear for each
subject is given in Figure 2. None of the tested subjects had residual
hearing in the implanted ear. All of the subjects had full insertions
of the electrode array. Also, all subjects used all electrodes except
S4, who had the most basal electrode deactivated. Additional details
are listed in Table 1.
Equipment
We used MATLAB HA and CI implementation to find the desired
gain relations. The test setup for the behavioural validation is given
in Figure 3. We did not use the subjects own HA and CI processors.
We used a linear HA, implemented as a 129-taps finite impulse
Figure 2. Pure-tone unaided audiograms of the nonimplanted ear
for the tested subjects.
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response filter. The filter coefficients were calculated from the HA
insertion gains. The cochlear implant was provided by Cochlear
Ltd. It implemented the ACE strategy (Vandali et al. 2000). In order
to distinguish between the MATLAB implementation used to find
the gain control relation and the second implementation used in the
loudness balance procedure we will simply use HA and CI for the
latter. The HA and CI were executed on an xPC (real-time system)
target system (Speedgoat GmbH, Liebefeld, Switzerland). The
system inputs were connected to an RME Multiface II (Audio AG,
Haimhausen, Germany) sound card. Acoustical stimuli were
presented from an ER-3A insert phone (Etymotic Research, Elk
Grove Village, IL), which was connected to one output channel of
the xPC target system. Electrical stimuli were presented using a
StimGen box provided by Cochlear Ltd.
Unaided pure tone thresholds were measured in a sound boot
with an Orbiter 922 audiometer (Madsen Electronics, Budapest,
Hungary) and TDH 39 headphones.
The aided threshold and loudness balancing tests were per-
formed in a room that fulfilled the ANSI S31-1999 maximal
permissible noise level norm for ears covered with supra-aural
earphones.
CALIBRATION AND COMPENSATION OF THE DIFFERENCE IN A GROUP
DELAY BETWEEN CI AND HA
Calibration of the HA: We calibrated the HA with a broadband long
term average speech spectrum noise of a male speaker, using an
artificial ear (Bru¨el and Kjaer 4152) and a sound level metre (Bru¨el
and Kjaer 2250). The insertion gains of the HA were set to zero. We
reached the calibration level with the help of the built-in procedure
in the APEX3 software (Francart, van Wieringen, and Wouters
2008b).
Compensation of the difference in a group delay between CI and
HA: We corrected for the time difference between the electrical and
acoustical signals caused by the additional median time of 1.5 ms
that it takes for the acoustical signal to travel from the insert
phone to the neural fibres (Francart, Brokx, and Wouters 2009).
Figure 3. Schematic representation of the test set-up.
Table 1. Information for the tested subjectsa.
Subject Age (y) CI use (months) CI side Aetiology
S1 72 91 L Genetic
S2 68 19 L Unknown
S3 64 27 L Unknown
S4 16 13 R Unknown
S5 29 10 L Genetic
a‘‘Age’’ is given in years at the time of testing. ‘‘CI use’’ is implant
use in months at the time of testing. ‘‘CI side’’ is either left (L) or
right (R).
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Electrical stimuli were presented to an implant-in-a-box connected
to a resistor bank. The resistor bank was connected to the
oscilloscope as was the output of the xPC system for the acoustical
stimulus. For a click presented to the two inputs of the system, the
acoustical channel presented a signal 1.5 ms before the electrical
channel. After compensation for this delay, none of the subjects
perceived noticeable time differences between the stimuli from the
two channels.
Stimuli
We collected loudness balance data using the following three
stimuli: (1) white noise filtered according to the long term average
speech spectrum of a male speaker (LTASS) (Byrne et al. 1994); (2)
the international speech test signal (ISTS) (Holube et al. 2010) with
maximum silence intervals of 100 ms and (3) Swedish speech from
the story ‘‘the north wind and the sun’’. The three stimuli were
made in MATLAB and were presented at 50 and 60 dBA except for
one subject for whom LTASS was presented at 40 dBA instead of
50 dBA. The level of 60 dBA was chosen because it provides a
comfortable loudness. The level of 50 dBA was chosen because for
all subjects and for most frequencies it was above the aided
thresholds (described below). Because the subjects had very small
dynamic ranges on the acoustic side and the CI operates on a
relatively small dynamic range, it seems unlikely that someone
would change their gain by more than 10 dB, because it would result
in a large loudness change (Hoth 2007).
Fitting
Fitting of the HA
First, the participant’s unaided audiogram was measured with an
audiometer. Second, we calculated the aided targets according to
the NAL-RP rule (Byrne, Parkinson, and Newall 1990). Next, the
insertion gains (IG) were applied to the HA. In order to compensate
for the real ear response of the insert phone, we measured the aided
pure tone thresholds with the insert phone using an audiometer
implemented in the APEX3 software (Francart, van Wieringen, and
Wouters 2008b). Differences between the aided audiogram meas-
urements and the NAL-RP targets, as a result of the used transducer
and coupling, were corrected by changing the IGs. The aided
audiogram was measured again to ensure that the targets were
reached. In order to avoid stimulation of dead regions, we did not
stimulate frequencies equal or higher to the frequency where the
hearing loss was 120 dB HL. For these frequencies the IG were set
to zero. Also we did not amplify above 2 kHz for subject S5 due to
high frequency tinnitus. The participants were presented with a set
of sentences from the LIST corpus (van Wieringen and Wouters,
2008) and were asked to judge their quality. In order to achieve
better sound quality, adjustments were made to the IG. Since
participant S1 perceived the consonants as too loud, the gain at
4 kHz was reduced by 38 dB. Also, the IGs at frequencies 0.125 to
0.5 kHz were boosted with 10 and 15 dB, respectively. Participant
S3 needed a gain reduction of 17 dB at 0.5 kHz , most probably due
to a dead region at this frequency (threshold of 110 dB HL). For the
other subjects, changes from 9 dB (S2 at 0.25 kHz) to +4 dB (S3 at
0.125 kHz) were needed. In general, IG at high frequencies were
reduced with 2 to 7 dB. The individualised insertion gains were
taken into account in the modelling work and therefore in the
analysis of the difference between the loudness results and the
model predictions (see below).
Fitting of the CI
The CI was fitted according to the participant’s clinical map. All
participants had ACE monopolar (MP1 + 2) stimulation with eight
maxima, 900 pps, phase width of 25 ms and an inter-phase gap of
8ms. The electrode to frequency allocations were standard for all
participants except for participant S4, who had one electrode
deactivated. All participants perceived the sentences with 100%
volume as being comfortable.
Loudness balance procedures
In all tasks the CI level was fixed and the HA level was changed.
Two loudness balance tasks were performed for each stimulus and
intensity. In order to roughly determine the loudness balanced levels
we first used a loudness adjustment procedure. The result of this
procedure was used to determine the start levels of an adaptive
procedure. The left and right ear stimuli were presented simultan-
eously. LTASS stimulation stopped between the trials; ISTS and
Swedish stimuli were presented continuously.
LOUDNESS ADJUSTMENTS
The participants changed the HA level by pressing left and right
arrows on a screen. For each direction there were three types of
arrows: ‘‘555’’, ‘‘’’ and ‘‘5’’. They were associated with step
sizes of 5, 2, and 1 dB. We instructed the participants to start with a
rough loudness adjustment and then to continue with fine adjust-
ment. If the subjects perceived a fused sound image, we instructed
them to arrive at an image in the middle of the head. If the sounds
were diffuse, we instructed them to arrive at equal loudness.
We also asked the participants to further ‘‘explore’’ the level when
they first reached the balanced sound percept, by going up and
down with smaller steps, until they were sure that the sound was
balanced.
LOUDNESS ADAPTIVE PROCEDURE
We used interleaved two alternative forced choice adaptive 1up/2
down and 2up/1down tracks according to Jesteadt (1980). The two
tracks were alternated in sequence. The 1up/2down part of the
procedure aims at 29% and the 2up/1down aims at 71% of the
psychometric function. Each track consisted of 25 trials. Therefore,
there were 50 trials in total. The participants had to answer at which
side the sound was louder with virtual buttons left or right on a
screen. The starting levels for the two tracks were the result of the
adjustment procedure +/9 dB. The initial step size was 7 dB, after
two reversals it was changed to 5 dB and after two more reversals it
was changed to 3 dB. The 3 dB final step size was chosen to be
approximatively two times bigger than the average bimodal just
noticeable difference based on the data from Francart, Brokx, and
Wouters (2008a). From each adaptive track, we took the average of
the last six trials. The final result was the average of these two
averages. The results obtained from this procedure were further
used for the validation of the gain control relation.
Analysis of the difference between the loudness balance
results and the gain control relation
In summary, we first set the CI signal level to 60 dBSPL and found
the gain needed in the HA for balanced loudness. Then, we fixed the
signal level at the input of the CI to 50 dBSPL, assessed the change
Optimal gain step sizes for bimodal stimulation 5
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in gain needed to maintain balance with the HA and compared that
change with the changes predicted by the models. The difference
between observed and predicted HA gain change is the analysis
error.
In detail, in order to validate the gain control relation we needed
to establish a connection between sound intensities and gain
controls on both devices. Figure 4 gives a graphical representation
of the difference between the loudness results and the model
predictions. On both axes, 0 dB gain corresponds to 60 dBSPL
intensity. We assume that bimodal users will perceive a sound of
60 dBSPL as comfortable and therefore the CI sensitivity gain and
the HA overall gain will be in the middle of the scale. This
assumption is used for illustration purposes only because we want to
relate the step sizes of the two gain controls. First, we used loudness
balance results from the higher intensities to find the k-parameter
from Equations 1 and 3. On Figure 4, the loudness balance result for
the higher intensity is shown as point 1 and for the lower intensity
as point 3. Second, given that the level at the CI side was fixed, the
ordinate of point 3 refers to the real loudness balance level at
the HA side and the ordinate of point 4 to the predicted level. The
difference between the ordinates of point 3 and point 4 is referred to
as an error.
The errors were calculated for the three possible configurations
of the electrical loudness model: the simple model with an
individualised slope, the simple model with a fixed slope and the
full model. We also determined the error without prediction.
Without prediction, the relation between the gains is the diagonal of
Figure 4, which means equal gain set-ups on both sides. We shifted
the diagonal to pass the equally loud point 1 determined from the
balance procedure of the higher intensity stimuli. This represents
the situation wherein the steps with equal sizes in dB are used. The
difference between the HA gain determined from the diagonal at the
lower intensity at the CI side (point 2) and the real result (point 3) is
referred to as an error without prediction.
Results
The prediction errors are shown in Figure 5. Each panel shows the
errors for a different stimulus. On the horizontal axis, different
subjects and the mean across the subjects are indicated. The bars
indicate the difference between the experimental and the predicted
result and different colours represent different configurations of the
electrical model. For each configuration, the means are calculated
from the absolute values. The error bars represent the standard
deviation. For each subject, the first bars indicate the error without
prediction. The closer the bars are to zero the better are the
predictions. Mean absolute prediction errors were 3.1, 3.8 and
3.9 dB for the simple model with individualised slope, simple model
with fixed slope and the full model, respectively. Without
prediction, the mean absolute error was 10.8 dB . During the both
binaural loudness balancing tests we observed that the subjects
needed more time, to finish the test with the ISTS stimulus than
with the other two stimuli. Also, most of the subjects were confused
by the multi-language content of the ISTS stimulus. As a
consequence we observed worse predictability for this stimulus. If
we exclude the ISTS results, the mean absolute prediction errors
changed to 1.2, 2 and 2.1 dB for the simple model with an
individualised slope, the simple model with a fixed slope and the
full model, respectively. In this case the mean absolute error
without model prediction was 9.5 dB. Since the errors without
prediction had different variance than the errors with predictions,
we used non-parametric tests. We performed a two way ANOVA on
all data with 20% trimmed means (Wilcox 2013) with factors
electrical loudness model configuration and stimulus type. We
found that the model factor was not significant (effect¼ 3.5,
p¼ 0.459), the stimulus factor, however, was significant (effect
¼ 33, p¼ 0.002) and there were no interactions (effect¼ 4.28,
p¼ 0.796). The difference between ISTS and the two other stimuli
was tested with a post-hoc Wilcoxon paired signed rank test with
Holm correction for multiple comparisons (LTASS stimulus errors
Figure 4. Graphical representation of the difference between the loudness results and the models predictions. The CI sensitivity and the
HA gain correspond to a sound pressure in dBSPL. Zero CI sensitivity and HA gain correspond to 60 dBSPL in both axes.
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versus ISTS stimulus errors p50.001, Swedish stimulus error
versus ISTS stimulus errors p¼ 0.006). Additionally, we compared
the errors from the three electrical models with errors when no
prediction was made by the use of Wilcoxon paired signed rank test
with Holm correction for multiple comparisons. The prediction
errors for the models were significantly different from those without
prediction (simple model with an individualised slope versus
without prediction p¼ 0.01, simple model with a fixed slope
versus without prediction p¼ 0.037 and full model versus without
prediction p¼ 0.037).
Prediction errors based on the loudness balance data from a
previous study
We further validated our method using data collected by Francart
and McDermott (2012). They used the same loudness balancing
procedure but with different stimuli. Since we know the fitting of
the subjects, their hearing loss and maps, we can also predict their
gain control relation.
The loudness balance data from Francart and McDermott (2012)
are based on harmonic complexes with a fundamental frequency of
0.2 kHz and a varying number of equal amplitude harmonics. The
two intensities represent loudnesses of 16 and 8 sones. The subjects
unaided audiograms are shown in Figure 6. None of the subjects had
residual hearing in the implanted ear. All of them had full insertions
and all electrodes activated. Additional information is given in
Table 2.
Figure 5. Difference between the loudness results and the model predictions based on the data collected with real-time processing. The
difference between the high and low intensity level was 10 dB except for the LTASS, participant S1 where the difference was 20 dB.
Figure 6. Pure-tone unaided audiograms of the nonimplanted ear
for the subjects participated in the study of Francart and McDermott
(2012).
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The prediction errors are shown in Figure 7. We found that the
mean absolute prediction errors were 2.8, 3.2 and 3.1 dB for the
simple model with an individualised slope, the simple model with a
fixed slope and the full model, respectively. Without prediction, the
mean absolute error was 6.2 dB.
Based on a two way ANOVA for 20% trimmed means (Wilcox
2013) with factors electrical loudness model configuration and
stimulus type we determined that errors were influenced only by
electrical loudness model (Main effect¼ 23.08; p¼ 0.002) but not by
stimulus type (p¼ 0.296) and that there was no interaction between
the stimulus type and the electrical loudness model (p¼ 0.999).
As post-hoc tests we compared the absolute errors from the three
electrical models with the errors without prediction. Noticing no
effect of the stimulus type, we grouped the prediction errors of the
four stimuli. We also compared the errors from the simple model
with an individualised slope and that with a fixed slope. We used
Wilcoxon paired signed rank tests with Holm correction for
multiple comparisons. The prediction errors for the models were
significantly better compared to those without prediction (simple
model with an individualised slope versus without prediction
p¼ 0.03, simple model with a fixed slope versus without prediction
p¼ 0.049 and full model versus without prediction p¼ 0.03).
There was no significant difference (p¼ 0.14) between the predic-
tions of the simple model with an individualised slope and that with
a fixed slope.
Discussion
A method to relate the gain controls of a HA and a CI was proposed
and assessed. The assessment was based on a comparison between
the model predictions and the results from binaural loudness
balance experiments. The mean absolute difference between the
predictions of the models and the loudness balance results was
around 3 dB. It was not significantly influenced by the use of
different electrical loudness models. The remaining error is not
much larger than the mean bimodal just noticeable interaural
level difference (JND) (Francart, Brokx, and Wouters 2008a).
Figure 7. Difference between the loudness results and the model predictions based on the data of Francart and McDermott (2012).
SLP400, SLP600, SLP800 and SLP1200 consisted of 2, 3, 4 and 6 harmonics with fundamental frequency of 0.2 kHz, respectively. The
difference between the high and low intensity levels is 11.4 dB. The two intensities represent loudness of 16 and 8 sones for each stimulus,
respectively.
Table 2. Information for the subjects tested by Francart and
McDermott (2012)a.
Subject Age (y) CI use (months) CI side Aetiology
S26 75 17 R Unknown
S27 78 25 L Unknown
S30 60 28 R Unknown
S31 62 17 R Unknown
S32 54 84 R Menieres
S34 53 28 R Unknown
a‘‘Age’’ is given in years at the time of testing. ‘‘CI use’’ is implant
use in months at the time of testing. ‘‘CI side’’ is either left (L) or
right (R).
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Therefore, it is expected not to have a considerable perceptual
effect. Since the error difference between the simple model with an
individualised slope and that with a fixed slope was small, we
concluded that the fixed slope was suitable.
Although the loudness models we used were validated in
previous studies and the error we found was acceptable, optimiza-
tions are still possible. For example, the long-term loudness
(Glasberg and Moore 2002) might better predict the loudness of
speech (Rennies, Holube, and Verhey 2013). Also, due to the
frequency mismatch and different modes of stimulation (acoustic
versus electric), some subjects could perceive two separate and
rather different sound images. More work needs to be done to model
the way this can affect loudness perception with bimodal
stimulation.
Part of the error could also be a measurement error, due to the
subjective nature of the process. For example, there might be an
adaptation to the current HA fitting, since the IGs of the subjects
own HA might be different than those used in this study. Our results
might also be adversely affected by the fact that we did not
explicitly balance loudness across electrodes. Since we used the
maps as they were set in the clinic, we assume that the clinicians
assure equal loudness across the array. In this way, our results are
closer to what may happen in clinical practice.
It is to be noted that in Figure 7 the results of one participant
(S31) were not well predicted by the model. This could be a
consequence of a simplification of the electrical loudness model.
The model assumes the same loudness growth for all electrodes.
Since most subjects had a similar dynamic range across all
electrodes, we assumed that loudness growth was similar across
the array. This was probably not the case for S31, who had high
variability in T- and C-levels. Although we used the loudness
balance data of 11 subjects with different stimuli, a larger data set
might be needed to validate the proposed approach, since, the
variability in the outcomes of bimodal users can be high.
From our study, it seems that the ISTS signal was confusing for
most of the participants. Francart, van Wieringen, and Wouters
(2011) found a significant decrease of speech recognition with the
ISTS masker, which they attributed to informational masking
specific to the nature of the signal. This might be a consequence of
the different language mixture that is made to resemble speech
while not being intelligible (Holube et al. 2010). However, in our
study, subjects still might have concentrated on the meaning
rather than judging the loudness. Moreover, the ISTS rate is 240
syllables per minute, which is considerably higher than that of
natural speech (Holube et al. 2010). The reduction of the silent
intervals makes it even faster which might increase the subjects
confusion. Due to the faster ISTS it is possible that subjects judged
the loudness at the louder segments, which could possibly explain
the negative error bars.
It is to be noted that gain control relations were validated for a
range smaller than the speech dynamic range (Byrne et al. 1994;
Holube et al. 2010). In general, we expect that the errors will
increase with the increasing difference between the balanced
louder level and the predicted one. However, this will also be
true for the situation without prediction due to loudness
compression in the cochlear implant and loudness recruitment in
the hearing aid.
The relation between the gain controls should be established
after the classical bimodal fitting because it will be affected by the
adjustment of the IGs. The change of the IGs will also change the
loudness growth function. Front-end processing algorithms like
automatic gain control (AGC) or adaptive dynamic range optimiza-
tion (ADRO) will also influence the loudness growth function.
In the current study, these algorithms were not activated during the
loudness balancing procedure and were, therefore, not used in the
modelling work. In practice, this means different relations between
the step sizes of the gains will be obtained when different
algorithms are activated. The method is generic enough and it
will work for all types of processing.
Easy implementation in a real solution
The described method can be easily implemented in the fitting
software. The relation could be calculated by the fitting computer
and then sent to the CI or to the HA or to both devices.
Alternatively, it could be sent to one of the remote controls or to a
combined remote control. The calculated relation can be coded as a
polynomial function or look-up table in the remote control or in the
devices.
Conclusion
From this research we conclude that: (1) based on the subjects
fittings for a given stimulus we can relate the step sizes of the gain
controls to retain equal loudness when the gain controls are changed
with equal steps, (2) applying the proposed models reduced the
average prediction error to 3.3 dB compared to the situation without
modelling where it was 8 dB.
The related step sizes of the gain controls will lead to improved
usability and can possibly improve speech intelligibility and
localisation performance of bimodal users.
Note
1. The models do not account for frequency mismatches between
the electrical and acoustical stimulation and the resulting (lack
of) fusion, so our method may be improved using more
sophisticated models that take this into account.
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