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Tato bakalářská práce se zabývá metodami odposluchu stisknutých kláves na úrovni linu-
xového jádra za účelem odchycení citlivých údajů. Jsou prezentovány dvě metody, přičemž
každá z nich je určená na jiný účel. První metoda je efektivní v odchytávání hesel v prostředí
linuxového terminálu. Naproti tomu druhá metoda pracuje na nižší úrovni a odchytává ka-
ždé stlačení klávesy, dokonce i v grafickém užívatelském prostředí.
Abstract
This bachelor’s thesis collaborates on methods of logging key strokes in linux kernel in
order to reveal secret passwords. Two methods are presented, both of which are useful
for specific purpose. While the first one is effective in catching passwords typed in linux
terminal environment, the other one intercepts every key stroke, even in a graphical user
interface, and is designed to be working on the lowest level.
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Úvod
Bezpečnosť informačných technológií sa v dnešnej dobe stáva ich kľúčovou vlastnosťou.
Netýka sa to len najväčšej verejnej počítačovej siete na svete – Internetu – ale aj samot-
ných uživateľských staníc, ktoré nemusia byť žiadnym spôsobom pripojené k svojmu okoliu.
Jednou z hrozieb, ktorým musia čeliť je aj odposluch stlačených kláves tiež známy pod an-
glickým pojmom keylogging. Cieľom tejto práce je demonštrovať spôsoby, akými je možné
tento odposluch realizovať v operačnom systéme Linux na úrovni jadra.
Prvá kapitola predstavuje teoretický základ nutný pre pochopenie zásad programovania
v jadre. Znalosť uvedených princípov je tiež dôležitá pre pochopenie zdrojových kódov jadra
a jeho činnosti.
V druhej kapitole popisujem spôsob prenosu informácie o stlačených klávesách z kláves-
nice do jadra operačného systému a načrtávam miesta, kde je možné realizovať odposluch.
Ako hlavný zdroj informácii mi poslúžili zdrojové kódy Linuxového jadra verzie 2.6.35, pre
ktorú je nástroj vyvíjaný.
Tretia kapitola sa venuje popisu jednotlivých metód navrhnutých v druhej kapitole a
rozoberá a porovnáva ich výhody a nevýhody.
Vo štvrtej kapitole je popísaná implementácia navrhnutého nástroja. Navrhol som dve
metódy odposluchu, obe implementované formou samostatného zásuvného modulu jad-
ra. Prvá z nich realizuje odposluch na úrovni terminálu a zameriava sa na odchytávanie
hesiel terminálových aplikácií ako sudo, su, ftp, ssh, telnet apod. Druhá metóda realizuje
odposluch na nižšej úrovni a je schopná odhaliť heslá zadávané v ľubovoľnom prostredí,
napríklad aj vo formulári internetového prehliadača. Nakoniec uvádzam pre porovnanie
stručný popis vybraných voľne dostupných nástrojov realizujúcich odposluch klávesnice.
Posledná kapitola práce je venovaná testovaniu implementovaných nástrojov, ich porov-




Jadro je hlavným prvkom operačného systému. Do pamäte je zavádzané hneď po štarte,
beží po celú dobu behu výpočetnej jednotky a poskytuje základné služby, ktoré sprístup-
nňuje cez definované rozhranie. Ide o reaktivný systém, ktorý reaguje na prerušenia od
hardvéru a vonkajšie udalosti, preto v ňom možno vidieť prvky udalosťami riadeného pro-
gramovania. Tieto skutočnosti nerobia programovanie v jadre náročnejšie, ale len odlišnejšie
od programovania užívateľských aplikácií. Informácie uvedené v nasledujúcej kapitole boli
čerpané z [20, 14, 4, 8].
1.1 Typy jadier
Jadrá delíme podľa množstva kódu, ktorý je vykonávaný v jadrovom režime a podľa
množstva služieb a abstrakcií, ktoré sú poskytované užívateľskému režimu [16]:
 Monolitické jadrá. Kód tohto typu jadier beží v jednom pamäťovom priestore.
Jeho jednotlivé subsystémy sú úzko prepojené, čím sa dosahuje vysoká výkonnosť. Na
druhej strane tento prístup ale znamená aj bezpečnostné riziko, pretože napadnutie
jednej časti jadra môže znamenať kompromitáciu celého systému.
Zástupcovia: MS-DOS, Unix, Linux, FreeBSD
 Mikrojadrá, ako už sám názov napovedá, sú veľkosťou veľmi malé a ponúkajú iba
základnú množinu služieb, ako napríklad správa pamäte, plánovanie procesov a med-
ziprocesová komunikácia, čím sa minimalizuje množstvo kódu bežiaceho v jadrovom
režime. Ostatné časti jadra sú realizované formou užívateľských procesov zvaných ser-
very (správa súborového systému, ovládače zariadení, sieťové rozhranie). Nevýhodou
je vysoká komunikačná réžia medzi jednotlivými servermi, pretožé tá musí prechádzať
vždy cez jadro a tým dochádza k častému prepínaniu kontextu.
Zástupcovia: Minix, Symbian OS, QNX
 Hybridné jadrá kombinujú výhody oboch predchádzajúcich prístupov.
Zástupcovia: Windows NT, Mac OS X
 Exojadrá sú jadrá s veľmi nízkym rozhraním slúžiacim, podobne ako mikrojadrá,
k zaisteniu len základných služieb. Vychádzajú z predpokladu, že aplikácia má viac
informácií pre manipuláciu s údajmi ako operačný systém, a preto s nimi vie naložiť
efektívnejšie. Ostatné služby sú sprístupňované v užívateľskom režime formou knižníc.
Zástupcovia: Aegis, Nemesis
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 Virtuálny počítač. Jadro beží kompletne v užívateľskom režime. V jadrovom režime
beží iba monitor virtuálneho stroja, ktorého úlohou je virtualizácia dostupných pro-
striedkov. Monitor môže poskytovať rozhranie pre viacero jadier súčasne. Tento prístup
je výhodný predovšetkým pre vývoj a testovanie.
Zástupcovia: WMWare
1.2 Programovanie v linuxovom jadre
Linuxové jadro má niekoľko iných vlastností v porovnaní s užívateľskými aplikáciami.
Medzi najvýznamnejšie odlišnosti patria:
 Jadro nemá prístup k štandardným knižniciam jazyka C.
 Kód jadra sa drží štandardu GNU C.
 Neexistuje žiadna ochrana pamäte.
 Jadro nemôže jednoducho vykonávať floating point aritmetiku.
 Jadro má malý zásobník fixnej veľkosti.
 Kvôli reaktívnej povahe jadra je potrebné riešiť synchronizačné problémy a problémy
so súčasným prístupom k zdieľaným zdrojom.
 Dôležitá je otázka prenositeľnosti.
Ďalej si bližšie priblížime jednotlivé z uvedených vlastností.
1.2.1 Absencia štandardných knižníc
Na rozdiel od užívateľských aplikácií nie je jadro linkované oproti žiadnej knižnici
vrátane štandardnej knižnice jazyka C. Je tomu tak minimálne z dvoch dôvodov. Prvý pro-
blém je obdobný problému sliepky a vajcia – čo bolo skôr? Druhý, podstatnejší dôvod je ten,
že štandardná knižnica jazyka C je príliš veľká a pomalá. Nie je optimalizovaná na beh v ja-
drovom režime. Existuje však určitá podmnožina štandardnej knižnice, ktorá je dostupná
aj v linuxovom jadre. Ide napríklad o funkcie pre prácu s reťazcami v /lib/string.c.
1.2.2 GNU C
Ako každé iné unixové jadro je aj to linuxové naprogramované v jazyku C. Na rozdiel
od nich je však napísané podľa štandardu GNU C, resp. ISO C99 a nie podľa striktného
ANSI C. Štandard GNU C ponúka niekoľko rozšírení, ktoré si kladú za účel predovšetkým
optimalizáciu kódu. Ďalej si uvedieme niektoré z nich, ktoré sú používané v linuxovom
jadre.
Inline funkcie. Ako samotný názov napovedá, tieto funkcie sú vložené na každé miesto
kde sú volané. Vložený je celý ich kód, čím odpadá réžia volania a návratu (uloženie a
obnovenie registrov procesoru). Je však potrebné zvýšiť opatrnosť pri ich používaní, pretože
vzhľadom na to, že kód funkcie je vložený na každé miesto, kde je volaná, môže dôjsť
k veľkému nárastu kódu. Preto sa používajú predovšetkým len v časovo kritických situáciách
a len ak nie sú v programe volané na mnohých miestach. Definícia funkcie musí predchádzať
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každému jej použitiu, preto sa inline funkcie definujú často už v hlavičkových súboroch.
Svojou povahou pripomínajú definície makier, no ich výhoda spočíva narozdiel od makier
v typovej kontrole. Príklad deklarácie inline funkcie
static inline void function(int parameter)
Inline assembler. Umožňuje vkladanie inštrukcií jazyka symbolických adries priamo do
kódu napísaného v jazyku C. Toto vkladanie inštrukcií je realizované pomocou direktívy
prekladača asm() resp. asm (). Prvá z uvedených však môže byť potlačená prepínačom
prekladača. Tento spôsob vkladania inštrukcií asembleru priamo do kódu jazyka C sa pou-
žíva predovšetkým v platformovo závislých častiach kódu jadra, ktoré sú uložené v adresári
arch/.
Podmienené vetvenie. GNU C prekladač má zabudovanú direktívu, pomocou ktorej
je možné označiť jednotlivé vetvy ako veľmi pravdepodobne, resp. veľmi nepravdepodobne
vykonateľné. Linuxové jadro zabaľuje tieto direktívy do čitateľných makier likely() resp.
unlikely(). Aby táto optimalizácia bola naozaj účinná, musia byť pravdepodobnosti vy-
konania jednotlivých vetiev známe už za prekladu. V prípade likely() sa musia blížiť 1,
v prípade unlikely() 0. Správne použitie týchto direktív vedie k výkonnostnému vzrastu,
naopak ich chybné použitie vedie často na spomalený kód. Časté použitie nachádzajú v chy-
bových podmienkach. Príklad použitia:








1.2.3 Absencia ochrany pamäte
Neoprávnený prístup do pamäte užívateľských aplikácií vyústi do ich ukončenia. Jadro
zistí, že aplikácia sa snaží pristupovať do pamäte, ktorá jej nepatrí, a tak jej pošle SIGSEGV
signál, čím ukončí proces. V prípade, že sa jadro pokúsi pristúpiť k pamäti, ktorá mu nepa-
trí, nedôjde hneď k jeho ukončeniu, pretože v systéme nie je nič, čo by stálo nad jadrom a
kontrolovalo ho. V lepšom prípade dôjde k vyvolaniu oops, čo znamená, že došlo k závažnej
chybe systému. V horšom prípade dôjde k pádu jadra, resp. k jeho neočakávanému správa-
niu. V neposlednom rade je nutné pamätať na to, že pamäť jadra nie je stránkovateľná.
1.2.4 Floating point aritmetika
Keď užívateľská aplikácia používa aritmetiku s plávajúcou desatinnou čiarkou, jadro
riadi prechod od celočíselného k floating point (FP) módu. Proces riadenia prechodu je
značne závislý od architektúry, zvyčajne ide o odchytenie žiadosti o prácu s FP. V jadre
však nie je jednoduché odchytiť žiadosť od samého seba. Používanie FP aritmetiky v jadre
so sebou prináša okrem iného potrebu uloženia a obnovy FP registrov. Z tohto dôvodu sa
používanie FP aritmetiky v jadre považuje za nevhodné, existuje však niekoľko výnimiek.
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1.2.5 Malý, fixný zásobník
Užívateľský priestor disponuje veľkým zásobníkom, na ktorom je možné alokovať veľké
datové štruktúry, a ktorého veľkosť sa môže dynamicky meniť. Zásobník jadra nie je ani
veľký, ani dynamický. Je malý a má pevne danú veľkosť, ktorá je platformovo závislá.
Na architektúre x86 je možné ju nastaviť v dobe prekladu a zvyčajne má hodnotu 4KB
alebo 8KB. Z historických dôvodov ide o hodnotu, ktorá je dvojnásobkom veľkosti stránky,
preto na 32-bitových architektúrach má zásobnik jadra veľkosť 8KB, zatiaľ čo na 64-bitovej
architektúre to je 16KB.
1.2.6 Synchronizačné problémy
Uživateľské aplikácie sú väčšinou jednovláknové a na rozdiel od jadra nie sú náchylné na
synchronizačné problémy. Jadro obsahuje prostriedky, ktoré sú zdieľané mnohými klientami,
preto je potrebné ich chrániť (zaistiť, aby v jednom časovom okamihu boli spracovávané
najviac jedným procesom). Predovšetkým ide o
 Linuxové jadro je preemptívne, preto môže v ktoromkoľvek okamihu dôjsť k prepnutiu
kontextu bez varovania a bez ochrany. Takto by sa mohlo v kritickej sekcii nachádzať
súčasne 2 alebo viac procesov.
 Jadro podporuje symetrický multiprocessing (SMP)1. Takto môže každá procesorová
jednotka pristupovať k prostriedkom nezávisle na ostatných, a teda môže sa stať, že
viac jednotiek pristúpi v jednom okamihu k rovnakému zdroju.
 Prerušenia vznikajú asynchrónne voči práve vykonávanému kódu. Môže sa stať, že
obsluha prerušenia bude požadovať prístup k určitým prostriedkom, ktoré sú súčasne
využívané práve prerušeným kódom.
1.2.7 Prenositeľnosť
Užívateľské aplikácie sú často navrhované pre určitý OS, bez ohľadu na prenositeľ-
nosť. Linuxové jadro je navrhnuté s ohľadom na prenositeľnosť medzi rôznymi platformami.
Zdrojové kódy jadra sú striktne rozdelené na platformovo nezávislé (sú spoločné pre všetky
architektúry) a platformovo závislé (sú rozdelené do jednotlivých adresárov podľa cieľovej
architektúry). Jadro musí zohľadňovať platformovo závislé záležitosti ako napr. poradie baj-
tov (big endian vs. little endian), rôzne veľkosti datových typov (long vs. int), zarovnanie
v pamäti, reprezentácia času.
Všetky správy sú v konečnom dôsledku zapisované do súboru /var/log/messages. Inou
alternatívou čítania týchto správ je použitie programu dmesg, ktorý číta priamo z kruhového
buffera jadra.
1.3 Datové štruktúry jadra – zoznam
Namiesto implementácie vlastných typov by mali programátori využívať tie, ktoré sú
už v jadre preddefinované. Ide predovšetkým o zoznam, frontu, asociatívne pole a binárny
strom. Ďalej bude podrobnejšie popísaný iba datový typ zoznam ako najjednoduchšia a naj-
používanejšia datová štruktúra linuxového jadra. Zoznam umožňuje dynamické vkladanie
1Ide o plnohodnotné využitie multiprocesorových systémov, kedy jadro OS využíva všetky dostupné
procesorové jednotky.
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a rušenie prvkov zoznamu narozdiel od polí, kotrých veľkosť je známa už počas prekladu a
počas behu programu je nemenná. Jednotlivé prvky zoznamu sa nazývajú uzly. Vzhľadom
na to, že uzly dynamicky vznikajú a zanikajú, nemusia byť umiestnené v pamäti za sebou.
Z toho dôvodu musia byť prepojené, najčastejšie pomocou referencie na nasledujúci, resp.
predchádzajúci uzol. Podľa toho, či každý uzol obsahuje odkaz na svojho nasledovníka alebo
aj na svojho predchodcu delíme zoznamy na jednosmerné a obojsmerné.
next NULLnext next next next next
head
tail
Obrázek 1.1: Jednosmerný zoznam





Obrázek 1.2: Obojsmerný zoznam
Musí existovať spôsob, ktorým je možné zistiť, či daný uzol je koncovým alebo nie. Zvy-
čajne je to možné detekovať pomocou referencie na ďalší uzol. Ak je odkaz rovný preddefi-
novanej hodnote (napr. NULL), môžeme o danom uzle prehlásiť, že je koncovým. V situácii,
kedy sa posledný uzol odkazuje na prvý, resp. prvý na posledný, hovoríme o tzv. cyklickom
zozname.
next next next next next next
head
tail
Obrázek 1.3: Jednosmerný cyklický zoznam
prev next prev nextprev nextprev next
head
tail
Obrázek 1.4: Obojsmerný cyklický zoznam
Linuxové jadro implementuje zoznam unikátnym spôsobom, vo svojej podstate však
ide o obojsmerný cyklický zoznam. Bežný prístup pri implementácii zoznamu je vytvorenie
štruktúry, ktorá obsahuje okrem vlastných dát odkaz na nasledujúci, resp. predchádzajúci
uzol. Jadro však namiesto vytvorenia zoznamu prepojením jednotlivých štruktúr vkladá
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Všetky funkcie pre prácu so zoznamami v jadre sú generické, a preto pracujú s re-
ferenciami na štruktúru list head. My však potrebujeme pracovať s nami definovanou
štruktúrou. Na získanie jej adresy nám poslúži makro jadra:
#define container_of(ptr, type, member) ({ \
const typeof( ((type *)0)->member ) *__mptr = (ptr); \
(type *)( (char *)__mptr - offsetof(type,member) );})
Za týmto na prvý pohľad neprehľadným zápisom sa skrýva výpočet adresy rodičovskej
štruktúry, ktorej typ type je známy a je známa aj adresa ptr konkrétnej zložky member.
Vzhľadom na to, že prekladač jazyka C ukladá jednotlivé zložky štruktúry v pamäti za
sebou, uvedené informácie nám postačia na získanie adresy rodičovskej štruktúry. Princíp




















(struct car *) 0
struct car {
  int color;
  int weight;






Obrázek 1.5: Princíp výpočtu adresy štruktúry pomocou container of
2Kompletná implementácia zoznamu v linuxovom jadre sa nachádza v súbore list.h
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Linuxové jadro poskytuje rozhranie pre manipuláciu so zoznamami. Všetky funkcie pra-
cujú s referenciami na štruktúru list head a sú implementované ako inline funkcie. Rov-
nako ako na manipuláciu so zoznamom ponúka linuxové jadro rozhranie pre prechádzanie
a prístup k jeho uzlom.
funkcia popis
list add(struct list head *new, vloží nový prvok new
struct list head *head) za uzol head
list add tail(struct list head *new, vloží nový prvok new
struct list head *head) pred uzol head
list del(struct list head *entry) zruší uzol entry
Tabulka 1.1: Kernel API pre manipuláciu s prvkami zoznamu.
funkcia popis
list for each(pos, head) dočasná premenná pos obsahuje aktuálny
prvok zoznamu
list for each entry(pos, head, member) podobne ako list for each(), navyše
sprístupňuje aktuálny záznam pomocou
container of()
list for each entry safe(pos, next, zohľadňuje bezpečné zrušenie aktuálneho
head, member) prvku
list for each entry reverse() reverzná verzia list for each entry()
list for each entry safe reverse() reverzná verzia
list for each entry safe()
Tabulka 1.2: Kernel API pre prechádzanie zoznamu.
1.4 Správa pamäte
Alokácia pamäte v linuxovom jadre je značne odlišná od alokácie mimo neho. Na rozdiel
od užívateľského priestoru, programátor nemá v jadre taký komfort pri práci s pamäťou. Je
tomu tak predovšetkým z toho dôvodu, že v jadre nie je jednoduché ošetriť chyby alokácie
a navyše činnosť jadra nemôže byť vo väčšine prípadov pozastavená. V nasledujúcom texte
budú predstavené 4 rozhrania poskytované jadrom pre prácu s pamäťou. Najprv však bude
načrtnuté rozdelenie fyzickej pamäte tak, ako s ňou pracuje jadro.
1.4.1 Stránky
Aj keď najmenšou adresovateľnou jednotkou, s ktorou môže pracovať procesor je bajt,
jadro a MMU3 pracuje so stránkami. Ide o najmenšiu spravovateľnú jednotku pamäte, ktorej
veľkosť je platformovo závislá. Na 32-bitových architektúrach má zvyčajne veľkosť 4KB,
zatiaľ čo na 64-bitových je to 8KB. Údaje o každej stránke si jadro udržiava v štruktúre
struct page. Pre ilustráciu jedna takáto štruktúra má veľkosť asi 40 bajtov. Uvažujme
3Memory Management Unit – hardvérové zariadenie, ktoré spravuje mapovanie virtuálnych (lineárnych)
adries na fyzické.
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systém s 8KB stránkami a 4GB dostupnej fyzickej pamäte. Takýto systém má teda 524 288
stránok, ktorých štruktúry struct page spolu zaberajú približne 20MB, čo je oproti 4GB
malá cena vzhľadom na to, že máme k dispozícii popis každej z nich.





adresár stránok tabuľka stránok
22 21
rámec offset
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Obrázek 1.6: Preklad virtuálnych adries na fyzické
Fyzický adresový priestor (FAP) je rozdelený na tzv. rámce, jednotky rovnako veľké ako
stránky. Každý proces má k dispozícii vlastný virtuálny (logický) adresový priestor (LAP).
Vzhľadom na to, že každý proces má k dispozícii vlastný LAP a v systéme je len jeden FAP,
musí dôjsť k prekladu virtuálnych adries na fyzické. K tomu používa linuxové jadro tabuľky
stránok. Ide o datovú štruktúru, ktorá udržiava preklad adries stránok na odpovedajúce
rámce. Súčasťou adresy je offset, ktorý označuje posunutie v rámci stránky/rámca. Na 32-
bitovej architektúre sa zvyčajne využíva dvojúrovňový preklad adries, kde prvá časť adresy
predstavuje index do adresára stránok. Bázová adresa adresára stránok je uložená v registri
procesora cr3. Každá položka adresára ukazuje na odpovedajúcu tabuľku stránok. Druhou
časťou adresy je index do tejto tabuľky, výsledkom čoho je adresa rámca v FAP. Poslednou
časťou adresy je offset, ktorý je pripočítaný k adrese rámca a tým je proces prekladu adresy
ukončený. Celý postup prekladu adries LAP na adresy FAP je zobrazený na obr. 1.6.
1.4.2 Zóny
Kvôli hardvérovým obmedzeniam nemôže jadro vnímať všetky stránky rovnako. Niek-
toré stránky nemôžu byť použité na určitú úlohu kvôli ich uloženiu v pamäti. Preto jadro
rozdeľuje FAP na tzv. zóny. Z pohľadu adresácie pamäte musí jadro riešiť tieto problémy:
 Niektoré hardvérové zariadenia môžu vykonávať DMA4 len v určitom rozsahu adries,
4Direct Memory Access - priamy prístup do pamäte bez účasti procesoru.
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zvyčajne zo začiatku adresového priestoru.
 Niektoré architektúry môžu fyzicky adresovať väčšie množstvo pamäte ako virtuálne.









FAP do zón na 32-bitovej
architektúre x86
Kvôli týmto obmedzeniam rozdeľuje jadro FAP do štyroch
zón:
 ZONE DMA – zóna využiteľná pre DMA.
 ZONE DMA 32 – podobne ako ZONE DMA, ale s tým rozdie-
lom, že stránky tejto zóny sú prístupné len pre 32-bitové
zariadenia.
 ZONE NORMAL – zóna obsahujúca normálne mapované
stránky.
 ZONE HIGHMEM – zóna obsahujúca stránky „high me-
mory”, ktoré nie sú permanentne mapované do adre-
sového priestoru jadra.
Rozloženie zón je platformovo závislé. Niektoré architek-
túry vedia vykonávať DMA na ľubovoľnej adrese. V takomto
prípade je zóna ZONE DMA prázdna. Naproti tomu zariadenia
zbernice ISA na architektúre x86 vedia cez DMA pristupovať len k prvým 16MB fyzickej
pamäte (viď obr. 1.7). Aj keď niektoré alokácie vyžadujú stránky z určitej zóny, nemusí byť
vždy použitá odpovedajúca zóna. Napríklad hoci alokovaná pamäť pre DMA musí pochád-
zať z ZONE DMA, normálne alokovaná pamäť môže pochádzať z ZONE DMA alebo ZONE NORMAL.
Nikdy však nemôže byť alokovaná pamäť z dvoch rôznych zón zároveň.
1.4.3 Alokačné metódy
Linuxové jadro poskytuje jedno nízkoúrovňové rozhranie pre alokáciu pamäte spolu
s niekoľkými rozhraniami pre prístup k nemu. Všetky rozhrania pracujú so stránkovou
granularitou a sú deklarované v <linux/gfp.h>. Základnou funkciou pre alokáciu voľných
stránok je
struct page * alloc_pages(gfp_t gfp_mask, unsigned int order)
Táto funkcia alokuje 2order voľných stránok, ktoré sú v pamäti uložené fyzicky za se-
bou. Návratovou hodnotou je štruktúra page popisujúca prvú stránku, NULL v prípade
chyby. Parameter gfp mask udáva príznaky, ktoré určujú ako5 bude pamäť alokovaná a
odkiaľ 6 bude pochádzať. Namiesto špecifikácie všetkých príznakov pri každej alokácii ja-
dro poskytuje často používané preddefinované typy príznakov. Najčastejšie používané a pre
nasledujúcu implementáciu keyloggeru postačujúce sú GFP KERNEL a GFP ATOMIC.
 GFP KERNEL – normálna alokácia, ktorá môže byť blokujúca. Tento typ príznakov je
možné použiť v kontexte procesu, kedy je bezpečné uspať jadro. Jadro urobí všetko
preto, aby alokovalo požadovanú pamäť.
5V niektorých prípadoch je nutné, aby pamäť bola alokovaná okamžite, bez uspatia jadra, napríklad
počas obsluhy prerušení.
6Ako bolo uvedené, jadro rozdeľuje dostupný FAP do zón, kde každá slúži primárne na iný účel.
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 GFP ATOMIC – alokácia má vysokú prioritu a nemôťe dôjsť k uspatiu jadra. Tento
typ príznakov sa používa v obslužných rutinách prerušení, počas držania spinlocku a
v iných situáciach, kde nie je možný spánok.
Aby bolo možné pracovať s alokovanou pamäťou, nestačí mať jej popis vo forme štruk-
túry page, je potrebné poznať jej logickú adresu. Tú získame pomocou funkcie
void * page_address(struct page *page)
ktorá vracia ukazateľ na logickú adresu, kde sa práve nachádza daná stránka. V prípade,
že potrebujeme poznať len logickú adresu stránky a nezaujíma nás jej štruktúra page, je
možné použiť funkciu
unsigned long __get_free_pages(gfp_t gfp_mask, unsigned int order)
ktorá vracia priamo logickú adresu. Často potrebujeme z bezpečnostných dôvodov alokovať
pamäť a jej obsah pred použitím zmazať. Túto úlohu plní funkcia
unsigned long get_zeroed_page(unsigned int gfp_mask)
ktorá vynuluje celý obsah naalokovanej pamäte.
Tak ako v užívateľskom priestore, je aj v jadre potrebné naalokovanú pamäť uvoľniť po
skončení práce s ňou. Je však treba zvýšiť opatrnosť, pretože ako bolo uvedené, neoprávnený
prístup do pamäte má v jadre omnoho závažnejšie dôsledky ako v užívateľskom priestore.
Tak ako na alokáciu pamäte, aj na jej uvoľnenie ponúka jadro niekoľko funkcií
void __free_pages(struct page *page, unsigned int order)
void free_pages(unsigned long addr, unsigned int order)
void free_page(unsigned long addr)
kmalloc()
void * kmalloc(size_t size, gfp_t flags)
Činnosť funkcie kmalloc() pripomína funkciu malloc() z uživateľkého priestoru s roz-
dielom druhého parametru udávajúceho príznaky alokácie. Používa sa na bajtovo oriento-
vanú alokáciu pamäte a je deklarovaná v <linux/slab.h>. Návratovou hodnotou je uka-
zateľ na fyzicky (aj logicky) spojitú oblasť alokovanej pamäte, veľkosti aspoň7 size, NULL
v prípade chyby.
Rovnako, ako sa má free() ku malloc() sa má kfree() ku kmalloc(). Aj v tomto
prípade platí, že je potrebné zvýšiť opatrnosť pri uvoľnovaní pamäte.
void kfree(const void *addr)
vmalloc()
void * vmalloc(unsigned long size)
7kmalloc() môže alokovať viac pamäte, ako je potrebné, nikdy však menej. Neexistuje však spôsob, ako
zistiť koľko pamäte bolo v skutočnosti naalokované.
13
Jediným, avšak podstatným rozdielom medzi kmalloc() a vmalloc() je fakt, že vmalloc()
negarantuje, že alokovaná pamäť bude fyzicky spojitá vo FAP, bude spojitá iba v LAP. Na
podobnom princípe pracuje malloc() v užívateľskom priestore, avšak v kontexte jadra
takýto prístup nie je často prípustný z výkonnostných dôvodov. Funkcia vmalloc() môže
uspať jadro, preto nemôže byť použitá v obslužných rutinách prerušení, ani v prípadoch, kde
je spánok neprípustný. Protikladom vmalloc() je funkcia vfree(), ktorá pracuje podobne
ako free(), resp. kfree().
void vfree(const void *addr)
1.5 Synchronizačné metódy
Ako bolo uvedené v kapitole 1.2.6, linuxové jadro je náchylné na synchronizačné pro-
blémy. Ide predovšetkým o súčasný prístup k zdieľaným prostriedkom. Úsek kódu, ktorý
môže byť vykonávaný viacerými vláknami súčasne sa nazýva kritická sekcia.
Problém kritickej sekcie je často riešený pomocou tzv. zámkov. Ako už názov napovedá,
zámok slúži na uzamknutie kritickej sekcie tak, aby sa v nej nachádzal vždy najviac jeden
proces (všeobecne k procesov). Okrem vzájomného vylúčenia je potrebné zaistiť aj do-
stupnosť kritickej sekcie. Teda ak je kritická sekcia voľná, proces do nej môže vstúpiť.
Mechanizmus zámkov so sebou však prináša riziko vzniku uviaznutia (deadlock). Ide o situ-
áciu, kedy každý zo skupiny procesov čaká na uvoľnenie zdroja s výlučným prístupom, ktorý
je momentálne vlastnený iným procesom z danej skupiny [16]. Linuxové jadro postkytuje
dva typy zámkov.
Spinlock je zámok s tzv. aktívnym čakaním. To znamená, že ak je kritická sekcia obsadená
(a zámok je zamknutý) a iný proces žiada o vstup do kritickej sekcie, tak aktívne čaká na
uvoľnenie zámku procesom, ktorý sa nachádza v kritickej sekcii. Vzhľadom na to, že aktívne
čakanie zaťažuje procesor, použitie spinlocku je orientované na uzamykanie krátkych, časovo
kritických úsekov kódu.
Semafor je naopak tzv. spiaci zámok. Keď proces žiada o uzamknutie semaforu, ktorý
už je zamknutý (procesom v kritickej sekcii), tak jadro daný proces uloží do fronty a uspí.
Procesor tak môže vykonávať inú užitočnú činnosť a v momente, keď dôjde k odomknutiu
semaforu, jadro vyberie z fronty jeden proces a zobudí ho, aby mohol získať semafor a
vstúpiť do kritickej sekcie.
Spinlock je zámok s výlučným prístupom. V kritickej sekcii sa môže vždy nachádzať len
jeden proces. Naopak v prípade semaforu sa v kritickej sekcii môže nachádzať všeobecne
viac procesov. Špeciálnym typom semaforu je mutex, ktorý kombinuje vlastnosti spinlocku
a semaforu. Ide o spiaci zámok s výlučným prístupom (odtiaľ mutex – MUTual EXclusion).
deklarácia zamknutie odomknutie
spinlock DEFINE SPINLOCK(lock) spin lock(&lock) spin unlock(&lock)
semafor sema init(&lock, count) up(&lock) down(&lock)
mutex DEFINE MUTEX(lock) mutex lock(&lock) mutex unlock(&lock)
Tabulka 1.3: Kernel API pre prácu so zámkami
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1.6 Zásuvné moduly
Linuxové jadro radíme medzi tzv. monolitické, čo znamená, že pracuje v jednom adre-
sovom priestore, čím dosahuje vysoký výkon. To nad druhej strane spôsobuje bezpečnostné
problémy, pretože prelomenie ľubovoľnej jeho časti znamená kompromitáciu celého systému.
Jadro Linuxu má však modulárnu štruktúru, je teda rozdelené na jednotlivé podsystémy,
ktoré medzi sebou spolupracujú. To so sebou prináša možnosť zavedenia jadrových modulov,
ktorými je možné rozšíriť funkcionalitu jadra8.
1.6.1 Preklad a zostavenie modulu
S príchodom jadra verzie 2.6 sa zostavovanie modulov stalo omnoho jednoduchšie. Je to
vďaka kbuild zostavovaciemu systému. Každý modul musí obsahovať funkciu, ktorá je volaná
pri jeho zavedení do pamäte a takisto musí obsahovať funkciu volanú pri jeho odstránení.
Aby bolo jasné, ktorá funkcia je vstupným, resp. výstupným bodom, je nutné ich zaregis-
trovať pomocou makier module init(), resp. module exit(). Kľúčové slová init, resp.
exit sú nápovedou pre jadro, že ide o funkcie volané iba pri zavádzaní, resp. odstraňovaní
modulu z pamäte, a teda môže daný úsek kódu optimalizovať9. Makrá MODULE LICENSE(),
MODULE AUTHOR() a MODULE DESCRIPTION() udávajú typ licencie, meno autora a popis mo-




static int __init m_init(void) { ... }
static void __exit m_exit(void) { ... }
module_init(m_init);
module_exit(m_exit);
Typický Makefile obsahuje riadok
obj-m := module.o
ktorý preloží zdrojový súbor module.c na objektový súbor module.ko. V prípade, že modul
je rozdelený do viacerých súborov, postačí pridanie ďalšieho riadku
obj-m := module.o
module-objs := file1.o file2.o file3.o
Samotný preklad je riadený prekladovým systémom jadra
make -C /lib/modules/$(shell uname -r)/build M=$(shell pwd) modules
1.6.2 Zavedenie modulu
Na zavedenie modulu jadra do pamäte slúži jednoduchá utilita insmod, ktorej jediným
parametrom je názov objektového súboru zavádzaného modulu. Jej protikladom je pro-
gram rmmod, ktorý pracuje s rovnakým parametrom a jeho účelom je odstránenie modulu
8Ide väčšinou o zavedenie nového súborového systému, ovládačov zariadení apod.
9Po zavedení modulu do pamäte je kód obsahujúci inicializačnú funkciu, ktorá je volaná len raz, od-
stránený z pamäte, pretože už nebude použitý. Ak je modul trvale zabudovaný do jadra, funkcia označená
kľúčovým slovom exit stráca na význame, preto môže byť v tomto prípade úplne vynechaná.
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z pamäte. Alternatívne je možné využiť o niečo sofistikovanejší program modprobe, ktorý
navyše vyšetruje závislosti medzi modulmi.
Zavedenie modulu je možné parametrizovať ľubovoľným množstvom parametrov. Jad-
rový modul definuje parameter pomocou makra
module_param(name, type, perm)
V tele modulu musí byť deklarovaná globálna premenná rovnakého názvu ako je odpo-
vedajúci parameter name. Typ parametru type môže byť jeden z byte, short, ushort,
int, uint, long, ulong, charp, bool alebo invbool10. Posledný argument perm udáva
práva odpovedajúceho súboru v sysfs. Hodnota 0 zakazuje vytvorenie záznamu v sysfs. Ako
parameter modulu môže byť aj čiarkami oddelená postupnosť hodnôt predstavujúca pole
určitého datového typu. Parameter je v tomto prípade definovaný pomocou
module_param_array(name, type, nump, perm)
Parameter nump je ukazateľ na celočíselnú hodnotu, ktorá predstavuje počet prvkov takto
definovaného poľa. Význam ostatných parametrov je rovnaký ako v predchádzajúcom prí-
pade.
1.7 Zhrnutie
Táto kapitola si kladla za účel načrtnúť hlavné zásady programovania v jadre. Progra-
movanie v jadre vyžaduje trocha odlišný prístup ako programovanie užívateľských aplikácií.
Medzi zásadné rozdiely patria skutočnosti, že jadro nemá prístup k štandardným knižniciam
jazyka C, v jadre neexistuje žiadna ochrana pamäte, jadro má len malý zásobník pevnej veľ-
kosti, je potrebné zohľadňovať synchronizačné problémy, jadro nemôže jednoducho pracovať
s aritmetikou pohyblivej desatinnej čiarky a bola načrtnutá problematika ladenia v jadre.
Jadro obsahuje vlastné, vstavané datové štruktúry, ktoré by programátori mali využívať
namiesto implementácie vlastných. Bola predstavená datová štruktúra zoznam ako najjed-
noduchšia a najpoužívanejšia datová štruktúra jadra, ktorá je implementovaná unikátnym
spôsobom.




Vstup z klávesnice patrí medzi najpoužívanejšie metódy interakcie užívateľa s počíta-
čom. V prostrediach s textovým uživateľským rozhraním je to často jediný možný spôsob.
V úvodnej kapitole tejto práce bude popísaný princíp prenosu informácie z klávesnice do
jadra operačného systému a do vyšších vrstiev operačného systému Linux.
2.1 Vstup z klávesnice
Každé stlačenie aj uvoľnenie ľubovoľnej klávesy sa klávesnici – ako hardvéru – javí ako
samostatná udalosť, ktorá generuje sekvenciu kódov dĺžky najviac 6 bajtov (vo väčšine prí-
padov však ide o 1 – 2 bajty). Tieto kódy budeme v ďalšom texte označovať ako scancodes1.
Bežné klávesnice sú schopné produkovať 3 množiny týchto kódov. Z tohto hľadiska je
činnosť klávesnice možné rozdeliť na 3 módy, ktoré určujú použitú množinu. V scancode
móde 1 uvoľnenie klávesy produkuje hodnotu zvyčajne rovnakú ako v móde 2, ale stlačenia
kláves produkujú iné hodnoty. Implicitné je použitie módu 2, kde stlačenie klávesy zvyčajne
produkuje hodnotu s z intervalu 0x01 – 0x5f a jej uvoľnenie s+0x80. Nakoniec, scancode
mód 3 pracuje podobne ako mód 2 s tým rozdielom, že iba klávesy CtrlL, ShiftL, ShiftR,
Alt a AltGr produkujú hodnoty scancode pri ich uvoľnení. Pri ostatných klávesách sú
zaznamenávané iba ich stlačenia. Prepínanie medzi týmito módmi je možné zápisom na
port 0x60. Podrobnejšie informácie sú dostupné na [1].
Táto sekvencia generovaná klávesnicou je predaná ovládaču, ktorý ju preloží do iného
kódu – keycode. Každej klávese je priradený unikátny keycode v rozsahu 1 – 127. Kým
stlačenie klávesy vyvolá keycode k, jej uvoľnenie vyvolá keycode k+128. V súčasnosti vo
väčšine prípadov platí, že klávesy, ktoré generujú scancode v rozsahu 0x01 – 0x58 majú aj
rovnaký keycode. Analýza scancode prebieha nasledovne:
1. Odstránenie špecálnych sekvencií (napr. sekvencia generovaná klávesou Pause 0xe1
0x1d 0x45 0xe1 0x9d 0xc5).
2. Odstránenie falošných kódov predstavujúcich stlačenie a uvoľnenie modifikátorov (ktoré
boli vložené klávesnicou, aby sa jadru javilo, že bol stlačené, aj keď v skutočnosti ne-
boli), kvôli odstráneniu efektu NumLock/CapsLock.
3. Rozpoznanie sekvencie 0xe0 0xXX2. Takýmto spôsobom sú kódované klávesy netla-
čiteľných znakov ako napr. Home, PageDn a pod.
1Rovnako ako ďalej uvedené pojmy keycode a key symbol neprekladáme.
20xe0 predstavuje escape sekvenciu.
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4. Rozpoznanie sekvencie dĺžky 1.
Ďalej je tento kód mapovaný na key symbol pomocou odpovedajúcej mapovacej tabuľky.
Existuje 8 modifikátorov3, ktorých kombinácia definuje, použitú mapovaciu tabuľku: Shift,
Control, Alt, AltGr, ShiftL, ShiftR, CtrlL a CtrlR. 8 modifikátorov vedie na 28 = 256 rôz-
nych tabuliek. Keďže kombinácie viac než troch modifikátorov sú skôr zriedkavé, a udržiava-
nie tabuľky v pamäti stojí prostriedky, jadro používa implicitne iba 7 mapovacích tabuliek.
Definovanie vlastných mapovacích tabuliek je možné pomocou programu loadkeys.
Key symbol má veľkosť 2 bajty (na architektúre x86 to predstavuje typ short). Pokiaľ
sa ovládač klávesnice nachádza v móde ASCII (viď. ďalej), nižší bajt je interpretovaný
ako hodnota a vyšší bajt je interpretovaný ako typ. Typ predstavuje index v poli odkazov
na funkcie, ktoré sú použité na spracovanie danej hodnoty. Ako príklad môžeme uviesť
funkciu k self, ktorá iba vracia danú ASCII hodnotu znaku a funkciu k fn, ktorá vracia
reťazec z tabuľky func table[]. V prípade, že sa ovládač nachádza v móde UNICODE, je
key symbol interpretovaný ako unicode znak v kódovaní UTF8. Príklady uvedených kódov
pre vybrané klávesy sú uvedené v tabuľke 2.1. Boli získané pomocou programu showkey
[-s|-k|-a], kde význam jednotlivých parametrov je nasledujúci: -s zobrazí scancode, -k




Pause 0xe1 0x1d 0x45 0xe1 0x9d 0xe5 119
End 0xe0 0x4f 107
interpretovaný key symbol – HEX interpretovaný key symbol – ASCII
a 0x61 a
9 0x39 9
Pause 0x1b 0x59 0x50 ^[[P
End 0x1b 0x5b 0x34 0x7e ^[[4~
Tabulka 2.1: Kódy vybraných kláves
Do operačého systému Linux bola od verzie 2.6 zavedená nová vrstva Input Abstraction
Layer (IAL), ktorá poskytuje uniformné rozhranie pre spracovanie vstupných udalostí.
V prípade, že sa jedná o vstupnú udalosť klávesnice (stlačenie/uvoľnenie klávesy), je ďalej
posunuté spracovanie udalosti funkcii kbd event(). Stláčanie kláves vo výsledku generuje
sekvenciu ASCII znakov, ktoré sú ukladané funkciou put queue() do fronty tty buffer.
Periodicky volaná funkcia ovládača terminálu receive buf() ukladá dáta z tejto fronty do
vyrovnávacej pamäte tty read buffer. Pri požiadavku procesu alebo užívateľa na číta-
nie vstupu je na štandardný vstup volaná funkcia read(), ktorá následne volá systémovú
funkciu sys read(). V štruktúre file operations je definovaný odkaz na funkciu read(),
ktorá operuje nad daným typom súboru – v našom prípade je to terminál /dev/tty. Sys-
témové volanie sys read() má za následok vyvolanie tejto funkcie, čím je celý proces
ukončený a vstup je predaný procesu, ktorý oň požiadal. Celý proces od vyvolania preru-
šenia po spracovanie vstupnej udalosti uživateľským procesom je znázornený na obr. 2.1.













Obrázek 2.1: Proces získania vstupu z klávesnice
2.2 Módy činnosti ovládača
Ovládač klávesnice môže pracovať v štyroch módoch:
 RAW – ovládač predáva procesu scancode bez ďalších úprav. Tento mód sa využíva
v aplikáciach, ktoré implementujú vlastný ovládač (napr. X11).
 MEDIUMRAW – proces dostáva informácie o tom, ktoré klávesy su stláčané a uvoľňo-
vané, identifikované na základe ich keycode.
 XLATE – procesu je predaná ASCII hodnota znaku definovaná na základe použitej
mapovacej tabuľky.
 UNICODE – princíp rovnaký ako v XLATE móde, jediný rozdiel spočíva v tom, že
procesu nie je predávaná ASCII hodnota, ale UTF8 sekvencia.
Prepínanie medzi týmito módmi je možné pomocou príkazu shellu kbd mode [-s|-k|-a|-u].
Význam jednotlivých paramterov je nasledujúci: -s – RAW, -k – MEDIUMRAW, -a – XLATE,
-u – UNICODE. Je však potrebné zvýšiť opatrnosť pri prepínaní klávesnice do módu RAW,
pretože niektoré programy by túto zmenu nemuseli zvládnuť alebo by nastali problémy pri
spätnom prepnutí do pôvodného režimu.
2.3 Zhrnutie
V úvodnej kapitole práce bol popísaný spôsob prenosu informácie z klávesnice do linu-
xového jadra a vyšších vrstiev. Vzhľadom na to, že linuxové jadro je neustále sa vyvíjajúci
systém, nie je možné zaručiť, že uvedené princípy budú platné aj v nasledujúcich verziách
jadra. Uvedené princípy sú platné pre verziu jadra 2.6.35, pre ktorú bol aj keylogger im-
plementovaný. Nasledujúca kapitola bude diskutovať možné spôsoby odposluchu stlačených




Keylogger je pojem odvodený z anglického slovného spojenia KEYstroke LOGger, čo
by sa dalo voľne preložiť ako „zapisovač stlačených kláves”. Ide o nástroj, ktorý zachytáva
stlačené klávesy a takto získané informácie poskytuje jeho autorovi (útočníkovi) na prí-
padné ďalšie spracovanie. Typicky, užívateľ klávesnice nevie o jeho prítomnosti, a tak autor
keyloggeru (prípadne iný užívateľ využívajúci jeho služby) môže získať prístup k citlivým
informáciám ako sú napríklad heslá, čísla účtov a pod. Keyloggery sú vo väčšine prípadov
súčasťou komplexnejších nástrojov typu rootkit. Vysvetlenie významu tohto pojmu, ako
aj rôzne spôsoby odchytávania kláves v operačnom systéme Linux budú predmetom tejto
kapitoly.
3.1 Typy keyloggerov
Vo väčšine prípadov ide o softvérový nástroj, no existujú aj jeho hardvérové implementá-
cie. Každý z nich sa líši princípom činnosti a má svoje výhody aj nevýhody. V nasledujúcom
texte si uvedieme typy softvérových keyloggerov a popíšeme ich z hľadiska spôsobu, akým
vykonávaju odchytávanie stlačených kláves podľa [18].
Keyloggery využívajúce systémové API (API-based) metódou zvanou hooking na-
pádajú funkcie pre prácu s klávesnicou. Ide o metódu, ktorou je možné čiastočne zmeniť
správanie operačného systému prerušením volania funkcií alebo odchytením správ a uda-
lostí posielaných medzi softvérovými komponentami. Kód obsluhujúci takéto prerušenie je
nazývaný hook (odtiaľ – hooking) [17]. Výhodou týchto keyloggerov je ich relatívne jedno-
duchá implementácia, no z princípu ich činnosti často využívajú neprimerané množstvo
systémových prostriedkov, čím len zvyšujú pozornosť užívateľa. Vo väčšine prípadov ide
o samostatne bežiace procesy, čo prispieva k ich odhaleniu.
Keyloggery pracujúce na úrovni jadra (kernel-based). Tento typ keyloggerov je rela-
tívne náročný na implementáciu, no na druhej strane väčšinou nie je jednoduché ho odhaliť.
Narozdiel od predchádzajúceho typu, ktorý pracuje v užívateľskom režime, tento typ pra-
cuje v jadrovom režime, čím získava väčšie možnosti na ovládanie systému a svoje skrytie
pred užívateľom. Navyše, bežný užívateľ nemá možnosť odstrániť ho zo systému. Často
vystupujú vo forme ovládačov klávesnice (MS Windows) alebo zásuvných modulov jadra
(Linux).
Keyloggery založené na monitorovaní virtuálneho stroja (Hypervisor-based). Za
pomoci virtualizačných nástrojov je možné emulovať prostredie pre operačný systém tak,
že v jednom okamihu sú v prevádzke aspoň dve operačné systémy, z ktorých práve jeden je
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hostiteľský. Hosťovský operačný systém pracuje v ilúzii, že na danom fyzickom stroji beží
ako jediný. To vytvára podmienky na monitorovanie hosťovského OS bez toho, aby o tom
vedeli jeho užívatelia alebo dokonca on sám. Keylogger je v tomto prípade možné považovať
za určitý druh monitorovacieho prostriedku.
Keyloggery so špecifickým zameraním. Za zástupcov tejto skupiny možno zvoliť key-
loggery, ktoré zachytávajú obsah webových formulárov. Predmetom ich činnosti je odchytiť
informácie zadané týmto spôsobom, pretože často ide o citlivé informácie ako sú napríklad
heslá, čísla bankových účtov, čísla kreditných kariet apod.
3.2 Metódy odchytávania stlačených kláves
Ako bolo uvedené v kapitole 2.1, získanie znaku zo stlačenej klávesy je komplexný proces
prechádzajúci viacerými štádiami, ktoré môžu byť prerušené alebo ich činnosť môže byť
pozmenená. Nasledujúci text zahŕňa popis niektorých z nich a načrtáva spôsob odchytenia
stlačených kláves. Výber metód odposluchu bol inšpirovaný článkom [12].
3.2.1 Obsluha prerušení
IRQ (Interrupt ReQuest) alebo žiadosť o prerušenie je asynchrónny signál, ktorý vyja-
druje požiadavok o okamžitú obsluhu určitej udalosti. Každá udalosť, ktorá môže žiadať
o prerušenie má celočíselný identifikátor, ktorý zároveň vyjadruje jej prioritu. Menšie číslo
znamená vyššiu prioritu. Žiadosť o prerušenie je indikovaná zmenou napätia na určitom
pine procesora. Po jej obdržaní sa zistí číslo prerušenia a následne je vykonaná jeho ob-
sluha. Linuxové jadro poskytuje prostriedok na zaregistrovanie obsluhy prerušenia vo forme
funkcie, ktorá má takýto prototyp
int __must_check
request_irq(unsigned int irq, irq_handler_t handler, unsigned long flags,
const char *name, void *dev);
Prvý parameter irq predstavuje číslo prerušenia a druhý handler predstavuje ukazateľ
na jeho obsluhu. Takýmto spôsobom je možné definovať vlastné obsluhy prerušení. Komu-
nikácia medzi klávesnicou (ako hardvérom) a procesom obsluhy prerušenia je realizovaná
pomocou vstupno-výstupných portov. Na architektúre x86 sa jedná konkrétne o porty 0x60
(register dát klávesnice) a 0x64 (register stavu klávesnice). Z toho plynie hlavná nevýhoda
tejto metódy, a síce jej neprenositeľnosť medzi platformami. Navyše, implementácia ob-
sluhy prerušenia nie je triviálna a pre každé číslo prerušenia môže v systéme existovať
najviac jedna. Na druhej strane, touto metódou je možné odchytávať klávesy za každých
podmienok, bez ohľadu na to, či sa užívateľ nachádza v prostredí X Window System alebo
terminálu.
3.2.2 Únos kbd keycode()
Únos funkcie je technika, ktorá dovoľuje útočníkovi zmeniť činnosť danej funkcie tým
spôsobom, že ju útočník nahradí vlastnou. Vzhľadom na to, že linuxové jadro definuje
umiestnenie vlastných funkcií v pamäti pri kompilácií, dáva tým možnosť zistiť ktorúkoľvek
z nich a tú potom uniesť. Zoznam symbolov jadra spolu s adresami v pamäti na ktorých sa
nachádzajú je uložený v súbore /proc/kallsyms alebo /boot/System.map. Adresu funkcie
kbd keycode() je teda možné získať napríklad takto
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KBD_KEYCODE_ADDRESS = \
0x$(shell cat /proc/kallsyms | grep -e ’\skbd_keycode$’ | cut -d " " -f 1)
Postup pri unášaní funkcie je nasledujúci [15]:
1. Uloženie prvých 7 bajtov unášanej funckie.
2. Získanie adresy nahradzujúcej unášanú funkciu (jej adresa je dynamická – mení sa pri
každom spustení keyloggeru).
3. Nastavenie prvých 7 bajtov unášanej funkcie s ohľadom na takto získanú adresu.
Dôvod, prečo práve 7 bajtov a čo tie bajty predstavujú je nasledujúci. Myšlienka je taká,
že po zavolaní originálnej funkcie (v našom prípade kbd keycode()) sa ako prvý uskutoční
skok na nami definovanú funkciu. Takto by sa telo originálnej funkcie nikdy nevykonalo,
čo pravdepodobne nie je žiadaný efekt, a tak si začiatok funkcie – 7 bajtov – potrebujeme
odložiť. Toto číslo vyplýva z faktu, že na uskutočnenie nepriameho skoku sú na architektúre
x86 potrebné 2 inštrukcie, ktoré majú spolu dĺžku 7 bajtov.
#define CODESIZE 7
static char jmp_code[CODESIZE] =
"\xb8\x00\x00\x00\x00" // movl $0,%eax
"\xff\xe0" // jmp *%eax
;
Tento kód by spôsobil skok na adresu 0, takže ho potrebujeme modifikovať tak, ako bolo
načrtnuté v bode č. 2 uvedeného postupu, napríklad takto
void (*kbd_keycode) (unsigned int, int, int) =
(void (*)(unsigned int, int, int)) KBD_KEYCODE_ADDRESS;
*(unsigned long *)&jmp_code[1] = (unsigned long) new_kbd_keycode;
Pri volaní pôvodnej funkcie kbd keycode() potom musí byť najprv obnovených prvých
7 bajtov, aby nedošlo k skoku na new kbd keycode() a zacykleniu. Po návrate z nej je
potrebné ich opäť nahradiť skokom na new kbd keycode(). Únos funkcie kbd keycode()
nie je prenositeľný medzi platformami, no jeho výhoda spočíva rovnako ako v predošlej
metóde v tom, že je odchytené každé stlačenie klávesy.
3.2.3 Únos put queue()
void put_queue(struct vc_data *vc, int ch);
Táto funkcia ukladá dáta získané z kbd keycode() do fronty tty buffer. Na jej únos
môžeme využiť rovnakú techniku ako na únos kbd keycode(). Táto technika je v podstate
použiteľná v každom prípade, kedy je známa adresa unášanej funkcie.
3.2.4 Únos receive buf()
Funkcia receive buf() je volaná na úrovni ovládača terminálu a predáva získané znaky
z klávesnice do vyrovnávacej pamäte terminálu. Jej únos je realizovaný trochu odlišným






int (*open)(struct tty_struct *);
void (*close)(struct tty_struct *);
...
void (*receive_buf)(struct tty_struct *, const unsigned char *cp,
char *fp, int count);
void (*write_wakeup)(struct tty_struct *);
...
};
















Takto je možné nahradiť originálnu funkciu receive buf() vlastnou a zmeniť tak čin-
nosť systému. Oproti únosu funkcií kbd keycode() a put queue() pri volaní pôvodnej funk-
cie nie je nutné robiť žiadne úpravy kódu, pretože dochádza iba k manipulácii ukazateľov
na funkcie. Ostáva už len získať prístup k štruktúre tty struct.
Každý súbor v operačnom systéme Linux je popísaný štruktúrou file, terminál nevy-
nímajúc1. Tento popis je možné získať pomocou funckie filp open, ktorej prvý parameter








1Terminál je znakové zariadenie prístupné cez adresár /dev súborového systému, napr. /dev/tty0
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V kontexte terminálu je jej obsahom odkaz na štruktúru tty struct. Pre naše účely
stačí získať referenciu na túto štruktúru pre každý terminál, ktorý chceme sledovať a na-
hradiť funkciu receive buf() vlastnou. V prípade, že chceme sledovať všetky terminály,
ako výhodnejšie sa javí použiť súbor /dev/tty, ktorý reprezentuje práve aktívny terminál.
V prípade odstránenia keyloggeru zo systému je potrebné obnoviť odkaz na pôvodnú func-
kiu receive buf(). Pre tento účel je nutné uchovať si odkaz na ňu. Celý proces nahradenia
pôvodnej funkcie receive buf() vlastnou by mohol vyzerať nasledovne
struct file *f = filp_open("/dev/tty", O_RDONLY, 0);
struct tty_struct *tty = f->private_data;
old_receive_buf = tty->ldisc->ops->receive_buf;
tty->ldisc->ops->receive_buf = new_receive_buf;
3.2.5 Únos tty read()
Obdobným spôsobom je možné uniesť funkciu tty read(), ktorá je volaná pri kaž-
dom systémovom volaní sys read() nad terminálom. Odkaz na túto funkciu sa nachádza
v štruktúre file operations. Ako bolo uvedené, odkaz na túto štruktúru sa nachádza
v štruktúre file.
static struct file_operations {
...
ssize_t (*read) (struct file *, char __user *, size_t, loff_t *);
...
};
Proces náhrady pôvodnej funkcie za novú by potom mohol vyzerať nasledovne
struct file *f = filp_open("/dev/tty", O_RDONLY, 0);
old_tty_read = f->f_op->read;
f->f_op->read = new_tty_read;
3.2.6 Únos sys read()
Do verzie linuxového jadra 2.4.x bolo možné presmerovať ľubovoľné systémové volanie
celkom triviálnym spôsobom. Pri kompilácii jadra bol exportovaný symbol sys call table,
ktorý predstavuje tabuľku systémových volaní. Jej modifikácia bola možná jednoduchým
priradením odkazu na novú funkciu do prvku tabuľky na odpovedajúcom indexe.
extern void *sys_call_table[];
sys_call_table[__NR_read] = new_sys_read;
Jadro verzie 2.6.x so sebou prinieslo okrem iných zmenu v tom, že tabuľku systémo-
vých volaní pri kompilácii neexportuje, a preto nie je možné získať adresu sys call table
takýmto jednoduchým spôsobom. Túto nevýhodu je ale možné obísť a danú adresu získať
inými spôsobmi.
Prvou metódou je zistiť adresu sys call table zo súboru /boot/System.map podobne,
ako sme zisťovali adresu funkcie kbd keycode(). Tento súbor obsahuje adresy všetkých
symbolov jadra. Adresu môžeme zistiť pri preklade napríklad takto
SYS_CALL_TABLE = \
0x$(cat /boot/System.map | grep -e ’\ssys_call_table$’ | cut -d " " -f 1)
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Je však možné, že z bezpečnostných dôvodov sa súbor /boot/System.map v systéme
nebude nachádzať. Ďalšou možnosťou ako získať prístup k tabuľke systémových volaní je
prekompilovať jadro so zapnutým exportom symbolu sys call table. Potom je možné
pristupovať k tabuľke symbolov tak, ako vo verzii jadra 2.4.x.
Ak však chceme odchytávať stlačené klávesy bez toho, aby o tom dotyčný užívateľ vedel,
toto riešenie sa nezdá byť najvhodnejšie, pretože je celkom problematické prekompilovať
a zaviesť jadro do pamäte bez užívateľovho vedomia. Inou možnosťou získania prístupu
k tabuľke systémových volaní je využitie faktu, že adresa sys call table sa nachádza
niekde medzi adresami symbolov loops per jiffy a boot cpu data, ktoré sú pri kompilácii
jadra exportované. Stačí si zvoliť ľubovoľné systémové volanie (ktorého adresa je známa)
a v cykle v rozsahu adries &loops per jiffy a &boot cpu data zisťovať, či daná adresa
neodpovedá zvolenému systémovému volaniu. V kladnom prípade sme našli x-tú položku
sys call table a keďže poradie systémových volaní v tabuľke je známe2, vieme jednoducho
nájsť adresu tabuľky systémových volaní. Algoritmus hľadania adresy sys call table by




for (ptr = (unsigned long) &loops_per_jiffy;
ptr < (unsigned long) &boot_cpu_data; ptr += sizeof(void *)) {
sc = (unsigned long *) ptr;
if (sc[__NR_open] == (unsigned long) sys_open) {
SCT = (unsigned long **) sc; break;
}
}
Táto metóda bola uverejnená v [10]. Jej nevýhodou je fakt, že rôzne linuxové distribúcie
môžu definovať vlastné umiestnenie symbolov jadra v pamäti a teda sa nemôžeme spoliehať
na ich usporiadanie. V takom prípade je možné vykonať kompletnú analýzu pamäte, čo je
však časovo náročná operácia.
Navyše, tabuľka systémových volaní môže byť umiestnená v oblasti pamäte označe-
nej príznakom read-only, čo spôsobuje problém pri jej modifikácii. Kernel API však po-
skytuje možnosť zmeniť príznaky určitej časti pamäte za behu systému pomocou funkcie
set memory rw(), avšak len za predpokladu, že daný úsek pamäte nie je chránený pomo-
cou static protections(). Týmto spôsobom je možné pridať príznak „write” stránkam
pamäti uloženej v časti jadra .text section, avšak nie .rodata section, pretože tá je chránená
pomocou static protections(). Z bezpečnostných dôvodov bola tabuľka systémových
volaní presunutá do časti .rodata section, čo znemožňuje akúkoľvek jej modifikáciu.
3.3 Rootkit
Rootkit je počítačový program alebo sada programov, pomocou ktorých je možné za-
kryť prítomnosť škodlivých programov (ako napr. vírusy, trójske kone, spyware) v systéme.
Programy tohto typu sú často nazývané pojmom malware. Ide o skratku zloženú z ang-
lických pojmov MALicious softWARE, čo v preklade znamená škodlivý softvér. Typicky,
útočník nainštaluje rootkit do systému na užívateľskej úrovni. Ten však často s využitím
2Indexy do tabuľky systémových volaní sú uložené v súbore unistd 32.h, resp. unistd 64.h
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známych bezpečnostných dier získa vyššie práva a môže okrem iného zásadným spôsobom
ovplyvniť činnosť systému. Rootkity môžu slúžiť viacerým účelom, no v značnej väčšine prí-
padov je tento pojem chápaný skôr negatívne3. Z hľadiska úrovne na ktorej pracuje rootkit
rozoznávame tieto typy [19]:
3.3.1 Uživateľská úroveň
Tieto rootkity pracujú na úrovni s najmenšími oprávneniami. Predmetom ich činnosti
je využívanie bezpečnostných dier v systéme alebo zneužívanie systémového API vo svoj
prospech, t.j. skrývaniu prítomnosti malware v systéme. Ako príklad môžeme uviesť únos
systémového volania popísaný v kapitole 3.2.6. Vzhľadom na to, že majú nízke oprávnenia,
rootkity tejto skpiny nebudú predmetom nášho záujmu.
3.3.2 Úroveň jadra
Rootkity tohto typu operujú na úrovni s najvyššími oprávneniami. Do systému sú za-
vádzané najčastejšie formou ovládača zariadenia (MS Windows) alebo formou zásuvného
modulu jadra (Linux). Sú náročnejšie na implementáciu ako predchádzajúca skupina, preto
pri ich implementácii je potrebné dôkladné testovanie. Keďže pracujú na úrovni jadra ope-
račného systému, aj najmenšia chyba môže prispieť k ich odhaleniu. Odstránenie týchto
rootkitov je obzvlášť náročné, pretože pracujú na rovnakej bezpečnostnej úrovni ako ja-
dro systému. Infikovaný systém potom automaticky stráca na dôveryhodnosti. V takomto
prípade sa často javí ako jediný spôsob odstránenia rootkitu nabootovanie iného systému
z iného média a jeho analýza antivirovým softvérom. Táto skupina rootkitov bude predme-
tom nášho záujmu.
3.3.3 Úroveň virtuálneho stroja
V praxi sa rootkity tejto skupiny nevyskytujú. Ide len o akýsi koncept, ktorého myšli-
enka je v zneužívaní hardvérových virtualizačných technológií ako napríklad Intel VT alebo
AMD-V. Napadnutý systém nemá žiadne vedomosti o prítomnosti rootkitu, pretože ten
pracuje na nižšej úrovni. Neznamená to však, že jeho prítomnosť nemôže byť zistená.
3.3.4 Úroveň hardvéru
Rootkity tejto skupiny pracujú na najnižšej možnej úrovni – na úrovni hardvéru, preto je
veľmi náročné ich odhaliť. Sú uložené vo forme firmware. Firmware je pojem používaný na
označenie malých programov určených na obsluhu hardvéru. Väčšinou je uložený v pamäti
typu ROM, resp. Flash.
3.4 Zhrnutie
Predmetom tejto kapitoly bol popis metód odposluchu stlačených kláves v linuxovom
jadre. Boli porovnané ich výhody a nevýhody a bola diskutovaná vhodnosť ich použitia na
určitý účel.
3Začiatkom roka 2006 spoločnosť Sony BMG začala dodávať na vybrané CD tituly rootkity, ktorých
účelom bolo zabrániť kopírovaniu, no obsahovali závažné bezpečnostné chyby, ktoré otvárali cestu počíta-





Na základe znalostí získaných z predchádzajúcich kapitol bude v nasledujúcej časti po-
drobne popísaná implementácia jadrového keyloggeru. Ako bolo uvedené, odposluch kláves-
nice je možné realizovať na viacerých úrovniach. Preto boli navrhnuté dve verzie keyloggeru,
každá z nich pracujúca na inej úrovni, a teda vhodnejšia na iný účel. Obe boli implemen-
tované formou samostatného zásuvného modulu jadra s ohľadom na to, aby čo najmenej
zaťažovali systémové prostriedky. V neposlednom rade bol kladený dôraz na to, aby boli
podľa možností čo najlepšie ukryté pred užívateľom – ako terčom odposluchu.
Modul ttylogger odchytáva stlačené klávesy na úrovni terminálu a je teda vhodnejší na
odposluch terminálu a jeho príkazov vrátane hesiel aplikácií príkazového riadku ako napr.
su, sudo, ssh, ftp apod.
Na druhej strane modul inputlogger pracuje na nižšej úrovni, čím dáva možnosť odposlu-
chu bez ohľadu na to, v akom kontexte došlo k stlačeniu klávesy. Je teda možné odchytávať
stlačené klávesy aj napríklad v prostredí X Window System. Táto forma odposluchu je
výhodná pri odchytávaní takých informácií, ako sú heslá webových účtov a podobne.
4.1 ttylogger
Modul ttylogger využíva techniku únosu funkcie receive buf() ako bolo uvedené v ka-
pitole 3.2.4. Celý princíp činnosti keyloggeru je zhrnutý na obr. 4.2. Funkcia receive buf()
má takýto prototyp
void receive_buf(struct tty_struct *tty, const unsigned char *cp,
char *fp, int count)
a význam jej parametrov je nasledujúci:
 tty – ukazateľ na štruktúru popisujúcu odpovedajúci terminál.
 cp – ukazateľ na buffer prijatých znakov.
 fp – ukazateľ na príznaky udávajúce napr. či bol znak prijatý s chybou parity apod.
Toto sa týka predovšetkým terminálov komunikujúcich cez sériovú linku.
 count – veľkosť buffera prijatých znakov.
Terminál prijíma informácie o stlačených klávesách vo forme sekvencie bajtov, ktoré sú
uložené v bufferi cp. Táto postupnosť bajtov predstavuje buď vlastné ASCII znaky alebo
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kontrolné sekvencie určené na ovládanie terminálu. V závislosti na veľkosti buffera (a teda
dĺžky prijatej sekvencie) môžeme vykonať preklad na ASCII znak buď okamžite vo funkcii
new receive buf() (veľkosť = 1) alebo je postupnosť bajtov potrebné ďalej dekódovať. To
je realizované funkciou
special_key(const unsigned char *cp, int count)
Takto získané informácie o stlačených klávesách sú ukladané do súboru termX.log, kde
term udáva typ aktuálne používaného terminálu a X udáva jeho číslo. Typom terminálu
môže byť napríklad tty – klasický unixový terminál alebo pty – pseudoterminál využívaný
napríklad terminálovým emulátorom gnome-terminal v prostredí GNOME, resp. konsole
v prostredí KDE. Koreňový adresár pre logovacie súbory je možné nastaviť, implicitne je
to /tmp.
Pri systémovom volaní je kontrolovaná adresa jeho parametru a pokiaľ sa nenachádza
v užívateľskom virtuálnom priestore, dôjde k chybe. Zápis do súboru je realizovaný cez
VFS1, ktorý v sebe volá sys read(). Preto ak chceme zavolať systémovú funkciu z jadro-








void new_receive_buf(struct tty_struct *tty,
                                    const unsigned char *cp,
                                    char *fp, int count)
{
   if (!tty->real_raw && !tty->raw) {
      ...
   }
   
   ...
}
static void n_tty_receive_buf(struct tty_struct *tty,
                                              const unsigned char *cp,
                                              char *fp, int count)
{
   const unsigned char *p;
   char *f, flags = TTY_NORMAL;
   int i;
   char buf[64];
   unsigned long cpuflags;
   if (!tty->read_buf)
      return;
   …
}
old_receive_buf:





Obrázek 4.1: Princíp zavedenia a činnosti mo-
dulu ttylogger




Jednotlivé záznamy sú do logovacieho sú-
boru ukladané v nasledujúcom formáte:
<timestamp uid name> buffer
 timestamp – časové razítko vo for-
máte dd-mm-yyyy/hh:mm:ss.
 uid – uid aktuálnej úlohy.
 name – názov aktuálnej úlohy tak, ako
je definovaný v task struct.
 buffer – aktuálny obsah buffera.
Ako oddeľovač záznamov bola zvolená
klávesa Enter, resp. znaky s hodnotami
0x0a (ASCII Line Feed) a 0x0d (ASCII
Carriage Return). Pri každom stlačení klá-
vesy Enter dôjde k uloženiu aktuálneho zá-
znamu do logovacieho súboru a vyprázdne-
niu buffera.
Pre účely implementácie oboch key-
loggerov bolo implementované rozhranie
pre prácu s potenciálne nekonečne dlhými
reťazcami. Datová štruktúra má názov
string.
1Virtual File System – virtuálny súborový systém. Pre prácu so súbormi je poskytované jednotné roz-
hranie, samostatná operácia je závisla až na konkrétnom type systému.
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struct string {
char *data; // vlastné data buffera
int length; // dĺžka buffera
int alloc; // veľkosť aktuálne naalokovanej pamäte
};
Boli implementované funkcie pre jej
 inicializáciu – string init(struct string *),
 zmazanie – string clear(struct string *),
 zrušenie – string free(struct string *),
 pridanie jedného znaku – string add char(struct string *, const char),
 konkatenáciu s reťazcom – string concat(struct string *, const char *) a
 skopírovanie – string copy(struct string *, struct string *).
Vo svojej podstate ide o nafukovacie pole s konštantným prírastkom STR ALLOC INC, kto-
rého veľkosť je možné nastaviť, implicitne je nastavený na 20. Vzhľadom na to, že funkcia
receive buf() je volaná v kontexte procesu, môže dôjsť k uspatiu jadra, resp. k prepnutiu
kontextu a pri alokácii novej pamäte je možné použiť typový príznak GFP KERNEL. Ako bolo
uvedené, jadro pre alokáciu pamäte poskytuje niekoľko rozhraní, žiadne z nich však neob-
sahuje funkciu podobnú realloc() z užívateľského priestoru. Tento nedostatok je riešený
tým, že najprv je naalokovaná pamäť potrebnej veľkosti, ďalej je do nej nakopírovaný ak-
tuálny obsah buffera a nakoniec je uvoľnená pôvodne alokovaná pamäť.





Väčšina programov príkazového riadku pri zadávaní citlivých informácií ako sú naprí-
klad heslá vypína echo, čiže zadávané znaky nie sú tlačené na výstup ani vo forme zástup-
ných znakov ako napríklad ’*’. Tento stav je detekovateľný kontrolou lokálnych príznakov
príslušnej štruktúry tty struct, konkrétne ide o bity ICANON a ECHO. Jadro poskytuje
makrá L ICANON(tty) a L ECHO(tty), ktorých jediným argumentom je odkaz na štrukt-
úru tty struct popisujúcu daný terminál a ktoré testujú odpovedajúce bity. Keď terminál
vypne echo, nasledujúca podmienka nadobudne hodnotu true
L_ICANON(tty) && !L_ECHO(tty)
V tomto momente môžeme predpokládať, že práve bežiaci proces žiada užívateľa o zada-
nie citlivej informácie, pravdepodobne hesla. S využitím informácií získaných zo štruktúry
task struct vieme určiť ktorá aplikácia žiada zadanie hesla od ktorého užívateľa.
struct task_struct *task;
task = pid_task(tty->pgrp, PIDTYPE_PGID);
task->real_cred->uid; // uid užívateľa
task->comm; // názov aktuálnej úlohy
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Z dôvodu sprehľadnenia veľkého množstva získaných informácií sú údaje obsahujúce
potencionálne heslá ukladané do súboru pass.log a majú podobný formát ako v predchá-
dzajúcom prípade
<timestamp uid name> buffer
PASS: password
Záznamy obsahujú navyše položku password, ktorá predstavuje znaky zadané v čase,
keď bolo vypnuté echo terminálu, čiže pravdepodobne ide o heslo.
4.2 inputlogger
void _input_pass_event(struct input_dev *dev, unsigned int type, 
                                      unsigned int code, int value)
{
   …
   memcpy((void *)input_pass_event, restore_code, CODESIZE);
   input_pass_event(_dev, _src_handler, _type, _code, _value);
















void input_pass_event(struct input_dev *dev, unsigned int type,   
                                    unsigned int code, int value)
{
   struct input_handler *handler;
   struct input_handle *handle;
   rcu_read_lock();
   ...
}
 
Obrázek 4.2: Princíp zavedenia a činnosti mo-
dulu inputlogger
Modul inputlogger realizuje odposluch
stlačených kláves na úrovni Input Abs-
traction Layer. Jadrom jeho činnosti je únos
funkcie input pass event() tak, ako to
bolo načrtnuté v kapitole 3.2.2 pri únose
funkcie kbd keycode(). Princíp únosu po-
písaný v [15] používa na uskutočnenie ne-
priameho skoku register eax. Pravdepo-
dobne kvôli optimalizácii prekladača a pre-
dávaniu parametrov cez registre nebola uve-
dená varianta únosu funkčná na testovanom
systéme Ubuntu s jadrom 2.6.35, a preto
bol pozmenený prológ unášanej funkcie tak,
aby na nepriamy skok využíval register ebx,
s ktorým sa zdá byť táto technika únosu
funkčná na uvedenom systéme.
Vzhľadom na to, že funkcia
input pass event() je volaná v kontexte
prerušenia, nie je v jej tele možné vykonávať
časovo náročné operácie ako je napríklad
zápis do súboru. Riešenie tohto problému
bude popísané ďalej. Implementované roz-
hranie nafukovacieho poľa v tomto prípade
tiež nemôže pri alokácii pamäte využívať
typový príznak GFP KERNEL, pretože v kon-
texte prerušenia nesmie dôjsť k uspatiu ja-
dra. Preto je v tomto prípade používaný
typový príznak GFP ATOMIC, ktorý zaisťuje,
aby bola alokácia pamäte vykonaná okamžite a bezodkladne.
Adresa unášanej funkcie input pass event() je zisťovaná počas zavádzania modulu do
pamäte a je predávaná ako parameter modulu.
sudo insmod inputlogger.ko input_pass_evt_addr=
0x$(shell cat /boot/System.map-$(shell uname -r) |
grep -e ’\sinput_pass_event$\’ | cut -d " " -f 1)
Význam parametrov funkcie input pass event() potrebných pre náš účel je nasledujúci
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 dev – popisuje vstupné zariadenie.
 type – udáva typ vstupnej udalosti.
 code – určuje kód udalosti, v kontexte udalostí generovaných klávesnicou
udáva kód stlačenej klávesy.
 value – hodnota 1 znamená stlačenie klávesy, 0 uvoľnenie a hodnota 2 označuje
držanie stlačenej klávesy a opakované generovanie vstupnej udalosti.
Ďalej budeme sledovať len udalosti EV KEY generované klávesnicou, teda zariadením
s názvom AT Translated Set 2 keyboard2.
Keďže v tele unesenej funkcie input pass event() nie je možné realizovať zápis do
súboru, bolo zvolené riešenie odloženého spracovania bufferov a ich zápis do súboru. Na
realizáciu tohto riešenia sa ponúka využitie časovačov linuxového jadra (timers), avšak v ich
tele nesmie dôjsť k preplánovaniu3, teda časovače nie sú použiteľné na zápis do súboru. Preto
bol zvolený iný prístup s využitím pracovných front (work queues).
Pracovná fronta je jedným z mechanizmov odloženého spracovania, ktoré poskytuje li-
nuxové jadro. Pracovné fronty vykonávajú svoju činnosť v jadrovom vlákne, ktoré vždy beží
v kontexte procesu. Tento fakt so sebou prináša radu výhod, predovšetkým to, že pracovné
fronty sú plánovateľné a môžu teda vykonávať aj blokové V/V operácie. Implicitne jadro
poskytuje jedno pracovné vlákno na každé procesorové jadro a nazýva ich events/n, kde
n označuje číslo procesora. Na jednoprocesorových systémoch existuje len jedno pracovné
vlákno events/0. Dvojprocesorový systém obsahuje navyše vlákno events/1 apod. V prí-
pade potreby je možné vytvoriť novú pracovnú frontu a s ňou asociované nové pracovné
vlákno pomocou funkcie
struct workqueue_struct *create_workqueue(const char *name)
kde name je názov novej pracovnej fronty. Vytvorenie nového vlákna so sebou prináša ďalšie
nároky na výpočetné prostriedky, preto aby keylogger zaťažoval systém čo najmenej, uspo-
kojíme sa s implicitnými vláknami. Samotnú úlohu s odloženým spracovaním deklarujeme
pomocou makra
DECLARE_DELAYED_WORK(name, work_func_t f)
kde name je názov úlohy a f je funkcia volaná pri vykonávaní úlohy a predstavujúca danú
úlohu. Jej prototyp je
void work_handler(struct work_struct *work)
kde work je úloha deklarovaná pomocou DECLARE DELAYED WORK(). Po deklarovaní potreb-
ných štruktúr ostáva už len naplánovať vykonanie definovanej úlohy. V závislosti na tom,




2strcmp(dev->name, "AT Translated Set 2 keyboard") == 0
3Funkcia volaná časovačom musí mať atomickú povahu.
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Pre naše účely je výhodnejšie použiť druhú funkciu a nastaviť delay na takú hodnotu,
aby nebola úloha vykonávaná príliš často a nezaťažovala zbytočne procesor, ale zároveň aby
doba delay nebola príliš veľká, pretože by mohlo dôjsť k príliš veľkému nafúknutiu bufferov
a zahlteniu pamäte.
4.2.1 Odchytávanie hesiel
Modul inputlogger disponuje konfiguračným súborom, v ktorom je možné nastaviť sle-
dované URL adresy4. Jeho štruktúra je nasledujúca:
 Znak # označuje komentár do konca riadku.
 Prvý nezakomentovaný riadok musí obsahovať reťazec count=n, kde n označuje počet
ďalej definovaných URL adries.
 Ostatné nezakomentované riadky obsahujú samotné sledované URL adresy.
Po zavedení modulu do pamäte dôjde k načítaniu konfiguračného súboru a uloženiu





kde patt predstavuje sledovaný reťazec a position označuje aktuálnu pozíciu. V prípade,
že stlačená klávesa odpovedá znaku v sledovanom reťazci na aktuálnej pozícii, je táto in-
krementovaná, v opačnom prípade je nastavená na začiatok reťazca. Dosiahnutie posled-
nej pozície v reťazci indikuje, že práve bol zadaný pomocou klávesnice sledovaný reťazec.
Predpokladá sa, že bude nasledovať zadávanie citlivých informácií, ktoré su predmetom od-
posluchu. V tomto prípade začne odchytávanie všetkých stlačených kláves, ktorých počet
je nastaviteľný, implicitne je to 40. Toto číslo by malo byť dostatočne veľké na to, aby
zastrešilo celú dĺžku sledovaných údajov – hesiel.
Vzhľadom na to, že na tejto úrovni dochádza len k prenosu informácie o tom, ktorá
klávesa bola stlačená a rozlišovanie medzi národnými abecedami je realizované až na vyšších
úrovniach, bolo vytvorené statické pole, ktoré prekladá stlačené klávesy na odpovedajúci
ASCII znak. Ako jediný modifikátor bola uvažovaná klávesa Shift, preto bolo vytvorené
druhé pole, ktoré mapuje stlačené klávesy spolu s klávesou Shift na odpovedajúce ASCII
znaky. Heslá a URL adresy sú v drvivej väčšine zložené len zo znakov spodnej polovice
ASCII tabuľky, preto bolo uvažované toto zjednodušenie.
Informácie o všetkých stlačených klávesách sú ukladané do súboru /tmp/input.log, od-
chytené heslá sú ukladané do /tmp/inputpass.log a konfiguračný súbor má názov config
a je uložený v rovnakom adresári ako zdrojové súbory modulu inputlogger. Všetky názvy
súborov a ich umiestnenia sú nastaviteľné v input logger.h.
4.3 Ukrytie modulov
Zoznam všetkých modulov zavedených do pamäte je dostupný v súbore /proc/modules.
Skúsený užívateľ by mohol identifikovať moduly inputlogger a ttylogger ako prinajmenšom
podozrivé. Každý modul je reprezentovaný štruktúrou module








Položka list sprístupňuje zoznam všetkých zavedených modulov jadra. Obsah súborov
uložených v adresári /proc je generovaný automaticky na základe aktuálnych štruktúr. Aby
došlo k ukrytiu modulu v systéme, stačí, aby pri generovaní súboru /proc/modules došlo
k preskočeniu položky reprezentujúcej modul ttylogger, resp. inputlogger. Tento požiadavok
je možné splniť zrušením odpovedajúceho uzlu zoznamu, ideálne s využitím rozhrania pre
prácu so zoznamami, konkrétne funkcie list del(). Ostáva už len získať referenciu na ak-
tuálny modul. Táto je dostupná ako globálna premenná jadra this module. Celý proces
skrytia modulu teda spočíva v odstránení aktuálneho modulu zo zonamu všetkých zavede-
ných modulov, ideálne už počas zavádzania modulu do pamäte (teda v jeho inicializačnej
funkcii) a vyzerá nasledovne
struct module mod = __this_module;
list_del(&mod.list);
4.4 Porovnanie s voľne dostupnými keyloggermi
V nasledujúcej sekcii budú predstavené niektoré voľne dostupné softvérové nástroje na
odposluch klávesnice a budú porovnané z hľadiska spôsobu, akým tento odposluch realizujú.
Zdrojové kódy uvedených nástrojov sú dostupné aj na doprovodnom CD.
4.4.1 lkl
lkl je užívateľskou aplikáciou, svoju činnosť teda vykonáva v užívateľskom priestore.
Z toho dôvodu ide o ľahko odhaliteľný nástroj, ktorého možnosti sú značne obmedzené.
Je implementovaný pre architektúru x86 a odposluch realizuje odpočúvaním portu kláves-
nice (0x60). Vzhľadom na to, že odposluch realizuje na nízkej úrovni, dostáva informácie
iba o stlačených klávesách, presnejšie o ich keycodes. Tento kód mapuje na ASCII znaky
pomocou konfigurovateľných mapovacích súborov.
4.4.2 vlogger
vlogger je implementovaný ako jadrový modul, takže pracuje na úrovni jadra a jeho
možnosti sú teda širšie ako v predchádzajúcom prípade. Odposluch klávesnice realizuje
metódou únosu funkcie receive buf() ako bolo uvedené v kapitole 3.2.4. Pracuje v 3
módoch:
 dumb mode – odpočúva každé stlačenie klávesy.
 smart mode – detekuje heslá aplikácií tak, ako modul ttylogger.
 normal mode – vypnutý odposluch.
Prepínanie medzi týmito módmi je realizované zadaním tajného hesla a stlačením klá-
vesovej skratky pre prepnutie módu.
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4.4.3 ttyrpld
ttyrpld je multiplatformový nástroj na odposluch terminálu, ktorý pozostáva z 3 častí:
 kpatch – záplata, ktorá pridáva niekoľko riadkov k zdrojovým kódom jadra, aby po-
skytla potrebné rozhranie pre jadrový modul.
 rpldev – jadrový modul, ktorý má na starosti vytvorenie znakového zariadenia, ktoré
preberá data z terminálu a poskytuje ich démonovi v užívateľskom priestore.
 rpld – démon, ktorý preberá data získané z terminálu a ukladá ich v definovanom
formáte, prípadne komprimované.
Nástroj vo verzii 2.60 je implementovaný pre platformy Linux, FreeBSD a OpenBSD.
Systémy, ktoré nepodporujú zavádzanie modulov do jadra počas behu systému (ako napr.
OpenBSD) integrujú kpatch a rpldev do jedného celku. Rovnako ako predchádzajúci nástroj
realizuje ttyrpld odspoluch klávesnice iba na úrovni terminálu.
4.4.4 phalanx-b6, mood-nt
Posledné z uvedených nástrojov nie sú určené výlučne na odposluch klávesnice. Ide
o jadrové rootkity, ktorých hlavnou úlohou je skrývanie procesov, súborov a komunikač-
ných kanálov. Na zavedenie do systému nevyužívajú jadrové moduly, ale obraz fyzickej pa-
mäte /dev/mem (phalanx-b6), resp. /dev/kmem (mood-nt). Samotný odposluch klávesnice
je v oboch prípadoch realizovaný únosom systémového volania sys read(), čo so sebou
prináša potrebu riešiť problémy, ktoré boli rozoberané v kapitole 3.2.6.
4.5 Zhrnutie
V predposlednej kapitole práce bola popísaná implementácia jadrového keyloggeru na
dvoch úrovniach. Obe boli implementované formou zásuvného modulu jadra a každý z nich
je vhodnejší na iný účel. Modul ttylogger je účinnejší pri odposluchu linuxového terminálu
a jeho aplikácií, na druhej strane modul inputlogger je výhodnejší pri odposluchu klávesnice
v ostatných prípadoch, pretože dochádza k odposluchu každého stlačenia klávesy.
Modul ttylogger implementuje inteligentné odchytávanie hesiel na základe predpokladu,
že v momente, keď terminál vypne echo, bude nasledovať zadávanie pre uživateľa citlivých
informácií.
Modul inputlogger využíva iný prístup pri odchytávaní hesiel. Sleduje vstup z klávesnice
a v momente, keď detekuje, že bola zadaná jedna z URL adries definovaných v konfigurač-
nom súbore, začne odchytávať definovaný počet stlačených kláves na základe predpokladu,
že bude nasledovať zadávanie citlivých údajov.
Za účelom utajenia prítomnosti modulov v systéme, bolo navrhnuté riešenie vo forme
vyradenia referencie na daný modul zo zoznamu všetkých modulov zavedených do systému.
Toto riešenie nielen že daný modul skrýva, ale aj komplikuje jeho odstránenie zo systému.
Oba moduly boli implementované s ohľadom na čo najmenšie zaťažovanie systémových
prostriedkov.
Nakoniec boli predstavené a stručne popísané niektoré z voľne dostupných nástrojov na




Záverečná kapitola bakalárskej práce je venovaná testovaniu implementovaných nástro-
jov. Obe nástroje budú testované z dvoch hľadísk. Jednak bude testovaný hrubý odposluch,
tj. odposluch každej stlačenej klávesy a tiež bude testované odchytávanie hesiel. Nakoniec
bude zhodnotená spoľahlivosť odchytenia hesla oboch modulov.
Pre účely testovania bol vytvorený účet na portáli gmail.com xpivar00testing@gmail.com
s heslom $b1achelor a superužívateľský účet na testovanom systéme s rovnakým heslom.
5.1 ttylogger
Modul ttylogger zameriava svoju činnosť na odposluch linuxového terminálu. Úlohou
prvého testu je potvrdiť, že keylogger naozaj odchytáva celú užívateľovu činnosť v prostredí
terminálu. Pri návrhu keyloggeru bol kladený dôraz na to, aby analýzou logovacích súborov
bolo možné zreprodukovať užívateľovu činnosť. Druhá sada testov si kladie za účel zistiť
presnosť a spoľahlivosť odchytenia hesla aplikácií ako su, sudo, ssh, ftp, telnet apod., tj.
aplikácií, ktoré pri zadávaní hesla vypínajú z bezpečnostných dôvodov echo terminálu.
5.1.1 Test hrubého odposluchu
Ako bolo uvedené v kapitole 4.1, modul ttylogger ukladá informácie o stlačených kláve-
sách do súboru v definovanom formáte. Pre účely prvého testu bola navrhnutá nasledujúca
postupnosť príkazov, ktorá bola postupne zadaná užívateľom a nakoniec bola porovnávaná
s obsahom logovacieho súboru
mkdir test # vytvorenie adresára test
cd test # zmena adresára
touch file.txt # vytvorenie textového súboru
vim file.txt # editácia súboru
cat file.txt # kontrola obsahu súboru
cd .. # zmena adresára
rm -rf test # zmazanie adresára
V čase zadávanie príkazov bol aktívny pseudoterminál pts2 a bolo ponechané impli-
citné nastavenie koreňového adresára s logovacími súbormi, preto bola užívateľova činnosť
logovaná do súboru /tmp/pts2.log.
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$ cat /tmp/pts2.log
<10-03-2011/12:21:41 uid=1000 bash> mkdir test
<10-03-2011/12:21:44 uid=1000 bash> cd test
<10-03-2011/12:21:51 uid=1000 bash> touch file.txt
<10-03-2011/12:21:59 uid=1000 bash> vim file.txt
<10-03-2011/12:22:27 uid=1000 vim> iSome content of testing file[ESC]:wq
<10-03-2011/12:22:31 uid=1000 bash> cat file.txt
<10-03-2011/12:22:37 uid=1000 bash> cd ..
<10-03-2011/12:22:46 uid=1000 bash> rm -rf test
Obsah logovacieho súboru odpovedá postupnosti zadaných príkazov, môžeme teda prehlá-
siť, že činnosť keyloggeru je v súlade s našim predpokladom.
5.1.2 Test odchytenia hesla
Vzhľadom na to, že princíp odchytenia hesla je rovnaký vo všetkých uvedených aplikáci-
ách, testy boli realizované len na reprezentatívnej vzorke – aplikácii sudo. Pri zadávaní hesla
však môže dôjsť k chybe. Užívateľ sa môže pomýliť (zadať iný znak, stlačiť dve klávesy naraz
apod.). Najprv bude otestované odchytenie hesla v prípade, že užívateľ zadal heslo správne
na prvý krát a potom bude otestovaný aj prípad, že heslo bolo zadané správne až na druhý,
resp. tretí krát. Vo väčšine prípadov po treťom chybnom zadaní hesla dôjde k ukončeniu
aplikácie. Aj táto situácia bude predmetom testovania. Na testovanie odchytenia hesla bol
použitý príkaz
$ sudo su
Odchytené heslá sú ukladané do súboru pass.log v definovanom koreňovom adresári.
Pri správnom zadaní hesla na prvý krát vyzerá logovací súbor nasledovne
$ cat /tmp/pass.log
<11-03-2011/11:27:21 uid=0 sudo> sudo su
PASS: $b1achelor
Ako je vidieť na druhom riadku súboru, bolo odchytené správne heslo. V prípade, že
užívateľ sa pri prvom zadávaní hesla pomýlil a zadal ho správne až po druhý krát, logovací
súbor vyzerá nasledovne
<11-03-2011/12:17:01 uid=0 sudo> sudo su
PASS: $b2achelor
<11-03-2011/12:17:05 uid=0 sudo> sudo su
PASS: $b1achelor
Analýzou súboru je možné zistiť, že heslo aplikácie sudo bolo zadávané dvakrát po
sebe v rozpätí štyroch sekúnd. Navyše, keďže v každom prípade bolo zadané iné heslo, dá
sa povedať, že išlo o opakované zadávanie hesla, pretože prvýkrát bolo zadané nesprávne
heslo. V prípade, že ani na tretí pokus sa užívateľovi nepodarilo zadať správne heslo, vyzerá
logovací súbor nasledovne
<11-03-2011/12:22:21 uid=0 sudo> sudo su
PASS: $b2achelor
<11-03-2011/12:22:24 uid=0 sudo> sudo su
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PASS: $b1achelpr
<11-03-2011/12:22:28 uid=0 sudo> sudo su
PASS: $b1achelot
Po treťom neúspešnom pokuse dôjde k ukončeniu aplikácie sudo. V tomto prípade však
aj po analýze súboru pass.log nevieme povedať, či bolo nakoniec zadané správne heslo
alebo nie. V konečnom dôsledku môžeme konštatovať, že pokiaľ užívateľ zadá správne heslo
(na ktorýkoľvek pokus), tak vždy dôjde k jeho odhaleniu.
5.2 inputlogger
Činnosť modulu inputlogger sa od modulu ttylogger líši v tom, že odchytáva stlačené
klávesy na nižšej úrovni a teda nie len v prostredí terminálu. Z toho dôvodu bude množstvo
získaných informácií omnoho väčšie ako v predchádzajúcom prípade1.
5.2.1 Test hrubého odposluchu
Informácie o stlačených klávesách sú ukladané implicitne do súboru /tmp/input.log,
je však možné toto nastavenie zmeniť. S ohľadom na to, aby keylogger zaťažoval systém čo
najmenej nie sú do tohto súboru ukladané informácie o práve spustených aplikáciách, ani
časové razítka. Hlbšia analýza tohto súboru je teda ponechaná v réžii útočníka. Nastavením
hodnoty makra LOG ALL je možné zablokovať logovanie každej stlačenej klávesy. Obsah
súboru je neštrukturovaný, obsahuje iba reťazec stlačených kláves
$ cat /tmp/input.log
NAsastaven9m hodnoty makra LOG\_ALLT je mo6n0 zablokova5 logovanie ka6dej
stla4enej kl8vesy do s[boru.s Obsah s[boru je ne3trukturovan7, obsahuje iba
re5azec stla4en7ch kl8ves
5.2.2 Test odchytenia hesla
Ako bolo uvedené, odposluch hesiel je spustený po zadaní konkrétneho reťazca znakov
(URL adresy). Tieto reťazce sú definované v konfiguračnom súbore modulu. Pre účely
testovania bol použitý súbor config
$ cat config
# file of scanned URLs





Vzhľadom na princíp odchytávania hesiel modulu inputlogger je spoľahlivosť odchy-
tenia hesla do značnej miery závislá na úsepšnej detekcii sledovaného reťazca – v našom
prípade URL adresy. Pri zadávaní URL adresy do internetového prehliadača môže dôjsť
k nasledujúcim situáciám:
1To však platí len za predpokladu, že napadnutý systém používa aj iné rozhranie ako terminál, napr. X
Window System. V opačnom prípade nemá použitie modulu inputlogger zmysel a ako výhodnejšie sa javí
použitie modulu ttylogger.
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 Užívateľ zadá URL adresu správne bez potreby opravy, tj. zmaže posledný zadaný
znak pomocou Backspace a nahradí ho iným alebo na jej úpravu použije iné periferné
zariadenie ako napríklad myš.
 Užívateľ zadá URL adresu síce správne, ale dôjde k jej oprave vyššie uvedeným spô-
sobom.
 Užívateľ zadá URL adresu nesprávne.
V poslednom prípade keylogger nedetekuje sledovaný reťazec a teda nedôjde k odchy-
távaniu hesla, čo je očakávané správanie a užívateľ sa pravdepodobne pokúsi zadať URL
adresu znova a správne.
V prípade, že užívateľ zadá URL adresu správne a bez potreby opravy, začne keylo-
gger odchytávať nasledujúce stlačené klávesy s predpokladom, že bude nasledovať zadá-
vanie citlivých informácií. Inputlogger bol testovaný pri prihlasovaní na vytvorený účet
xpivar00testing@gmail.com. Inputlogger odchytáva implicitne 40 znakov po detekovaní sle-






Ako je vidieť, súbor obsahuje správne prihlasovacie údaje. Tieto sú však reprezento-
vané ako reťazec znakov, preto musí útočník analyzovať tento súbor a určiť, ktorá časť je
prihlasovacie meno a ktorá heslo.
Druhý z uvedených prípadov, ktoré môžu nastať pri zadávaní URL adresy nie je po-
krytý modulom inputlogger, teda nedôjde k detekovaniu, že bol zadaný sledovaný reťazec.
Existuje mnoho spôsobov, ktorými je možné pozmeniť zadávanú URL adresu, ako napríklad
zmazanie zadaného znaku pomocou klávesy Backspace, resp. Delete, premiestnenie kurzora
pomocou myši a následné zadávanie znakov, vloženie textu zo schránky apod. Keylogger
v podstate spracováva reťazec stlačených kláves, preto ak ďalšia stlačená klávesa neodpo-
vedá nasledujúcemu znaku v sledovanom reťazci, keylogger to považuje za zadanie iného
reťazca.
Niektoré z uvedených modifikácií zadávanej URL adresy by mohli byť ošetrené. Najčas-
tejší prípad je ten, že užívateľ omylom stlačil inú klávesu a zadaný znak zmaže pomocou
klávesy Backspace, aby mohol znova zadať správny znak. Keylogger by sa tak po detekovaní
stlačenia klávesy Backspace posunul o jeden znak späť v aktuálnom bufferi. Tento prístup
však nemusí odpovedať realite, pretože klávesa Backspace mohla byť stlačená v inom kon-
texte, teda nemusela byť stlačená so zámerom zmazania posledného zadaného znaku URL
adresy, ale iného textu.
5.3 Zhrnutie
Posledná kapitola bakalárskej práce bola venovaná testovaniu implementovaných ná-
strojov pre odposluch stlačených kláves na úrovni linuxového jadra. Obe implementované
keyloggery boli testované na hrubý odposluch (teda odposluch všetkých stlačení kláves) a
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na odchytávanie hesiel. Každý z modulov má iné zameranie a na odposluch využíva inú
metódu. Boli diskutované ich výhody a nevýhody.
Modul ttylogger je schopný odhaliť heslo vždy keď dôjde k vypnutiu echa terminálu,
avšak samozrejme za predpokladu, že užívateľ zadá správne heslo.
Spoľahlivosť odhalenia hesla modulu inputlogger je do značnej miery závislá na užíva-
teľovom korektnom zadaní sledovaného reťazca. V neposlednom rade je potrebné zohľadniť




V práci som sa zaoberal spôsobmi, akými sú prenášané informácie o stlačených kláve-
sách z klávesnice do jadra operačného systému a možnosťami, ako vniknúť do tohto procesu
a odchytiť tieto informácie na vlastný účel. Navrhol som viacero spôsobov a diskutoval som
ich výhody, nevýhody a obmedzenia. Dve z nich som vybral a implementoval formou sa-
mostatných zásuvných modulov jadra. Každý realizuje odposluch na inej úrovni a teda
je použiteľný pre iný typ odposluchu. Špeciálne som v oboch prípadoch navrhol spôsob,
ktorým je možné odchytávať pre užívateľa citlivé informácie ako sú napríklad heslá. Vý-
stupom oboch modulov sú textové súbory obsahujúce informácie o stlačených klávesách a
odchytených heslách.
Modul ttylogger implementuje odposluch stlačených kláves na úrovni terminálu. Pri
návrhu keyloggeru som kladol dôraz na to, aby zaťažoval systém čo najmenej a zároveň, aby
bolo analýzou logovacieho súboru možné zreprodukovať užívateľovu činnosť. Preto obsahujú
logovacie súbory aj informácie o čase, práve spustenom procese a identifikáciu užívateľa. Pri
odchytávaní hesiel som vychádzal z predpokladu, že v momente, keď vypne terminál echo
(zadávané znaky netlačí na výstup) sú zadávané citlivé informácie. Predmetom odposluchu
hesiel sú aplikácie, ktoré využvajú tento princíp: sudo, su, ftp, ssh, telnet apod.
Modul inputlogger realizuje odposluch na nižšej úrovni, v kontexte prerušenia. Vzhľa-
dom na to, že keylogger odchytáva každé stlačenie klávesy, a teda nie len tie, ktoré sú
stlačené v kontexte terminálu, je nutné spracovávať omnoho väčšie množstvo informácií.
Preto logovacie súbory v tomto prípade neobsahujú informácie o práve spustených proce-
soch, časové razítka ani identifikáciu užvateľa. Modul využíva konfiguračný súbor, kde je
možné označiť sledované URL adresy (alebo iné sledované reťazce). Po detekovaní jednej zo
sledovaných URL adries modul začne odchytávať stlačené klávesy na základe predpokladu,
že bude nasledovať zadávanie citlivých informácií.
Pre prácu s potenciálne nekonečne dlhými reťazcami som navyše implementoval sa-
mostatné rozhranie. Datová štruktúra má názov string a samotné rozhranie je tvorené
funkciami na jej inicializáciu, vynulovanie, zrušenie, pridanie jedného znaku, konkatenáciu
s reťazcom a skopírovanie.
Aby prítomnosť modulu v systéme bola čo najviac utajená, navrhol som a implemen-
toval metódu ukrytia zásuvného modulu jadra. Vzhľadom na to, že výstupom modulov sú
textové súbory, ktoré sú viditeľné pre každého užívateľa, predstavujú preto riziko odhalenia.
Práve v tejto oblasti vidím pokračovanie tohto projektu. Útočník odpočúvajúci klávesnicu
iného užívateľa nemusí mať vždy fyzický prístup k napadnutej stanici. Preto by bolo vý-
hodné získané informácie o stlačených klávesách prenášať cez sieť. Výhodou bude okrem
iného aj to, že na napadnutej stanici nebudú zanechané stopy po odposluchu vo forme lo-
govacích súborov, no bude potrebné vyriešiť ďalší problém, a síce skrývanie komunikačných
kanálov. Inou alternatívou pokračovania projektu by mohlo byť skrývanie obsahu súbo-
rov, napríklad s využitím únosu systémového volania podľa [2]. V neposlednom rade by
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bolo možné rozširovať funkcionalitu keyloggeru, ale s ohľadom na to, aby boli systémové
prostriedky zaťažované čo najmenej.
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Příloha A
Použité skratky a symboly
skratka celý názov vysvetlenie
ANSI American National Standard Institute Medzinárodná štandardizačná organizácia
API Application Programming Interface Rozhranie pre programovanie aplikácií
ASCII American Standard Code for Jednobajtové kódovanie znakov
Information Interchange
DMA Direct Memory Access Priamy prístup do pamäte
FP Floating Point Pohyblivá desatinná čiarka
FAP Fyzický adresový priestor —
GNU GNU’s Not Unix Projekt slobodného operačného systému
IAL Input Abstraction Layer Uniformné rozhranie pre vstup v OS Linux
IRQ Interruption Request Žiadosť o prerušenie
ISA Industry Standard Architecture Starší typ počítačovej zbernice
ISO International Organization for Medzinárodná štandardizačná organizácia
Standardization
LAP Logický adresový priestor —
MMU Memory Management Unit Hardware pre preklad logických adries na
fyzické
ROM Read Only Memory Pamäť len na čítanie
SMP Symmetric Multiprocessing Plnohodnotné využívanie všetkých
procesorových jadier
URL Uniform Resource Locator Adresa zdroja v sieti Internet
UTF8 UCS Transformation Format – 8-bit Multibajtové kódovanie znakov




Priložené CD obsahuje nasledujúcu adresárovú štruktúru:
 inputlogger/ – zdrojové súbory keyloggeru inputlogger.
 lkl/ – zdrojové súbory keyloggeru lkl.
 mood-nt/ – zdrojové súbory rootkitu mood-nt.
 phalanx-b6/ – zdrojové súbory rootkitu phalanx-b6.
 ttylogger/ – zdrojové súbory keyloggeru ttylogger.
 ttyrpld-2.60/ – zdrojové súbory keyloggeru ttyrpld.
 vlogger/ – zdrojové súbory keyloggeru vlogger.
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