Abstract
INTRODUCTION

2
Sequencing of amplified genetic markers (metataxonomics), e.g. the 16S rRNA gene, is 3 traditionally used for testing hypotheses based on microbial community composition. Taxonomic 4 differences among treatments or outcomes in microbiome surveys have changed our 5 understanding of the role played by microorganisms in the environment, plant and animal hosts,
6
including humans. The major challenge for using this information is their interpretation for the 7 discovery of the drivers of microbial diversity, the main taxa related to a given factor and the 8 reduction in false discovery rates. Generally, as microbiome studies present a large number of 9 taxa that are low in prevalence in many of the samples (1), these approaches frequently include 10 a variety of pre-filtering steps. Those steps include, but are not limited, to the exclusion of 11 sequences and/or taxonomic unities with low abundance, low variation, or low presence across 12 all samples. Moreover, removing arguably uninformative information, pre-filtering is also 13 advantageous because low abundance features in metataxonomic surveys might be also due to 14 sequencing errors or low level of contaminants from commercial kits (2, 3).
15
Besides filtering low abundance sequences, a frequent approach involves the exclusion 
24
Many tools such as DADA2 (7), Phyloseq (8) , Qiime (9), UPARSE (10), MG-RAST (11), 25 mothur (12), MicrobiomeAnalyst (13) among others, have been developed to contrast 26 experimental factors in microbiome studies. The choice of a given analyses package is usually 27 based on the user's level of experience in bioinformatics and on the available resources at the 28 user's host institution (14), but unfortunately, the most used approaches embedded in these 29 packages rarely consider microbial prevalence.
30
Based on the microbial core concept, here we propose a new workflow designed to 31 identify and remove the within group variation found in metataxonomic surveys (16S rRNA 32 datasets) by capturing only biological differences at high sample prevalence levels. That means 33 in an experiment comparing two treatments (e.g. health against diseased subjects) one core for each treatment will be calculated and relevant microbial taxa responsible for differences within 1 microbial cores will be detected. To implement this concept, we developed an R package called 2 PIME (Prevalence Interval for Microbiome Evaluation). PIME is a tool specifically designed to 3 work with datasets presenting high variations among samples. It removes per group microbial 4 taxa to keep only those taxa that are shared at some level of prevalence, using a machine 5 learning algorithm. For each prevalence level a list with the most relevant taxa responsible for 6 differences between or among groups is provided. To obtain the likelihood of introducing bias 7 while building prevalence-filtered datasets, an error detection step based on randomizations is 8 also included. 
PROGRAM DESCRIPTION AND METHODS 12
Bioinformatics Workflow
13
The bioinformatics workflow described here is embedded into an R package called PIME 
32
Higher OOB error indicates low accuracy of the model in predicting differences among the variables tested. In this case, PIME might be used as an alternative to reduce noise by 1 removing microbial taxa with low prevalence among samples. This might help to improve the 2 model accuracy. This first step using the full dataset is implemented in a function called 3 pime.oob.error. This function is run using the dataset without any filtering proposed by PIME.
4
After obtaining the OOB error rate, the user should decide whether or not running PIME is 
24
error rate is calculated to determine whether differences in the original groups occur by chance.
25
The second function performs the Random Forest analyses and computes the OOB error for 26 100 replications in each prevalence interval without randomizing the sample labels. The 27 biological difference among samples is expected to be greater than the differences generated 28 randomly. Thus, the greatest fraction of randomizations should generate high error rates. On the 29 other hand, no improvement in accuracy is expected within the randomized dataset.
1
Empirical Validation 2
The PIME workflow was compared against other existing filtering methods and by using 3 empirical tests with 16S rDNA datasets. The performance of PIME was compared against 4 filtering methods based on overall prevalence, low abundance and low variance. Also, four 16S 5 rDNA datasets were analyzed using PIME to illustrate its usefulness. These include an 6 assessment of: a) the association between diet and saliva microbiome composition 
11
The 16S rRNA gene sequences generated in this work have been deposited in NCBI's
12
Short Raw Archive and are accessible through BioProject ID PRJNA504439.
14 15
Comparison with other existing filtering methods 16
Comparisons were performed using a dataset composed by 16S rRNA sequences from 
3
Approximately 224 undergraduate and graduate students taking three courses were invited to 4 anonymously participate in this study as volunteers. A study coordinator was chosen to collect 5 samples and code the samples so that those who did the analysis were unaware of the identity 6 of the volunteers. To assess the diet, the subjects also completed the KIDMED survey (18). The 7 sampling collection, DNA extraction and library preparation are described below.
9 10
Sampling collection, DNA extraction and library preparation
11
Of the 224 students invited, 125 volunteers obtained the saliva sample collection and 12 provided 2 ml of saliva. The samples were taken from each subject using the GeneFiX™ Saliva 
16
To assess the diet, the subjects also completed the KIDMED survey (18). The KIDMED
17
Index is based on a series of 16 questions, which measures the degree to which a subject 18 adheres to the Mediterranean diet. The KIDMED index has been validated with nutritional data 19 (19) and was much simpler to implement than a diet diary or a serum-based nutrition analysis.
20
Participant's age and gender were also obtained.
21
The 16S rRNA library preparation was performed as described previously (16) obtained and sequences were processed using DADA2 version 1.8 (7), as described above.
7
Cases were defined as subjects who developed at least two persistent islet cell autoantibody 8 (ICA), IAA, GADA, or IA-2A. Controls were defined as subjects with no detectable islet 9 autoantibodies. Samples from subjects older than one year and post seroconversion were 10 removed.
11
The second published dataset used here was previously described by Avershina et al.
12
(17 
29
The results comparing the performance of PIME with other filtering methods are 1 presented in Figure 2 . After quality filtering the saliva dataset, a total of 4,981,638 high-quality 2 paired sequences, 400 bp long, were obtained from all subjects. An average 44,258 reads per 3 sample were obtained. The dataset was rarefied to 24,900 reads per sample in all analyses 4 commensurate with the lowest number of reads found in any one sample. This number of reads 5 was sufficient to accurately reflect the microbial diversity in these samples given the low 6 complexity of saliva samples. The best prevalence interval calculated by PIME was at 65%. This 7 prevalence interval was used to compare the performance of PIME against the other filtering 8 methods. The original dataset, without any filtering, presented 4,555 taxa and a total of 9 3,112,500 sequences after rarefaction. Both prevalence overall and PIME excluded the highest
10
proportion of ASVs and sequences while filtering by abundance or variance excluded only 78%
11
of ASVs and kept 99.9% of the reads. Nevertheless, the overall prevalence kept 84% of the 12 sequences while PIME kept 68% of the total number of sequences. Without using the PIME 
PIME application and effectiveness 21
Different datasets were used to validate the PIME workflow. The computations of the
22
OOB error rate from random forests, the number of taxa and the number of remaining 23 sequences for each prevalence interval from the diet-saliva dataset are presented in Table 1 .
24
Stringent criteria for definition of prevalence lead to greater improvement in accuracy for 25 predicting diet based on the salivary microbiota. The prevalence interval of 65% provided the 26 best separation of microbial communities (OOB error = zero) while still including the majority of 27 the sequences in the analysis. This prevalence interval was chosen for further analysis, but 28 other intervals of prevalence can also be tested. For instance, the prevalence interval of 25%
29
had OOB error of 7.2%. This indicates that the model is 92.8% accurate, which is a reasonably 30 good model and keep 88% of sequences. The importance of each ASV in finding microbiome differences among diet categories (high, medium, or low diet categories) for the prevalence 1 interval of 65% is presented in Table 2. The table indicates the ability of each variable to Table 2 ). On the other hand, after PIME 8 filtering, the mean decrease accuracy values were all positive indicating a true contribution of 9 each ASV to classify diet according to the microbiota. Altogether, the results indicated that after 10 PIME filtering differences in the saliva microbiome was partially explained by diet rather than by 11 random distribution patterns. The traditional approach, not accounting for microbial prevalence,
12
was unable to distinguish these differences.
13
Following this first test, 16S rDNA data from stool of 76 children at high genetic risk for 14 type 1 diabetes (16) were tested for prevalence differences in those samples from children who Table 3 . PIME was able to calculate prevalence interval up to 70%. At prevalence intervals 19 higher than 70% samples had zero counts and prevalence was not calculated. As expected, the 20 OOB error rate decreased with higher prevalence intervals. At 60% prevalence interval the OOB 21 error was zero and the number of remaining sequences was 1,165,304. The importance of each
22
ASV in finding microbiome differences among cases and controls subjects under risk for T1 23 diabetes for the prevalence interval of 60% is presented in Table 4 . Comparing the results
24
obtained by the unfiltered dataset with the PIME filtered dataset we observe an improvement in 
26
Bacteroides was significantly higher in autoimmune vs. control subjects. The higher abundance
27
of Bacteroides was confirmed by PIME and other Amplicon Sequence Variants (ASVs) 28 belonging to Bifidobacterium genus were also found associated with autoimmune subjects. treatments ( 6 Finally, PIME was tested using the association between saliva microbiome and the left 7 antecubital fossa, a dataset from the Human Microbiome Project (22). These two distinctive 8 human microbial habitats were selected as they are expected to harbor very different 9 communities. As predicted, PIME showed that the microbial habitats tested are very distinct.
10
The OOB error rate was 0.005 within the original dataset and zero at all prevalence intervals 11 applied (Table 6 ) indicating the prevalence filtering does not increase the differentiation between 12 these very different microbial habitats.
14 15
Likelihood of introducing bias while building prevalence-filtered datasets 16
The results obtained by the PIME error detection step are presented in Figure 3 . The 17 biological difference among samples is expected to be greater than the differences generated 18 randomly. This way, as the prevalence interval increases the OOB error might decrease. As datasets. This error detection analysis showed that no bias was introduced while building 28 prevalence-filtered datasets confirming this workflow is not prone to type I errors.
CONCLUSIONS
2
Prevalence is a key epidemiological concept involving the counting of the number of 3 people affected by a disease (23, 24). PIME was designed based on this concept. Here we 4 argue the importance of a microbial community found in a single sample is smaller than if the 5 same community is present in the majority of samples. Under such rationale, we designed a 6 workflow capable of improving the ability to detect important organisms as it considers the 7 extent to which an organism is present across a given population, which may be masked when 8 only relative abundance is considered. Challenges in microbiome data include sparcity
9
(presence of many zeros) and large variance in distribution patters (also known as over-10 dispersion) with prominent abundance of some microbes in some subjects/samples and nearly 11 absence in others (4, 25). The current major challenge for using this information is indubitably 12 how to convert it into rational biological conclusions providing control for error rates of false 
26
and low overall prevalence. Arguably filtering those uninformative taxa can improve the data 27 sparsity issue, improving statistical power. Here we compare the performance of PIME with 28 these other filtering methods. PIME outperformed all of those other approaches reducing the 29 error rate and detecting microbial community differences where none were seen by other 30 methods. To illustrate the application and the value of PIME, it was also implemented in a variety of 16S rRNA datasets. Within all of our tests we confirmed previews findings and 1 improved the results.
2
During the course of analysis and tests we also detected some potential limitations of 3 PIME. As PIME relies strongly on group prevalence, it is sensitive to the quality of sample 4 groups. Poorly categorized groups made up of subjects/samples with very different microbial 5 composition might affect the prevalence computations and therefore PIME might not be as 6 effective in suggesting a good prevalence interval for filtering. For datasets with very large 7 number of samples, PIME might not find a clear prevalence interval for data filtering. With 
25
Availability and implementation
26
The R package, installation instructions and a step-by-step example on how to use PIME are 27 freely available at: https://github.com/microEcology/PIME. Table captions 5 Table 1 . Computations of the out-of-bag error rate from random forests, number of taxa and 6 number of remaining sequences for each prevalence interval from the diet-saliva dataset.
7 8 Table 2 . Importance of ASVs measured by mean decrease accuracy to differentiate the three 9 diet categories (High, Low and Medium) from the diet-saliva dataset.
10 11 Table 3 . Computations of the out-of-bag error rate from random forests, number of taxa and 12 number of remaining sequences for each prevalence interval from the dataset described by 14 15 Supplementary File S1. Comparison of PIME with other existing filtering methods.
31
Supplementary File S2. The pipeline used to assign 16S rRNA sequences to ASVs.
32
Supplementary File S3. Detailed and reproducible description of PIME data analysis. 
