Social scientists often analyze square tables of counts, where relationships, persons, or other subjects of interest have been classified twice using the same set of categories. For example, marriages or friendships may be classified by the occupation, education, ethnicity, or religion of each participant. A sample of people may be cross-classified by place of birth and place of residence or by political party preference before and after an electoral campaign. In studies of social mobility, persons are often classified by their own occupation (or education or social class) and by the occupation (or education or social class) of their fathers.
How should one interpret the counts in such a classification-say, one of persons by their own occupation and by occupation of father? A common answer is to regard these counts as the products of prevalence and interaction effects. Because of the prevalence of blue-collar occupations, there are many blue-collar workers with blue-collar fathers; that number may be greater (or less) owing to an interaction between occupation of son and father.
The verbal distinction between prevalence and interaction is easy to maintain, but for many years a sound statistical representation of it eluded the efforts of social scientists. The history of this pursuit and the common faults of proposed solutions have been reviewed by Hauser (1978;  see also Featherman and Hauser, 1978, chap. 4) . In the next section of this chapter I describe a class of multiplicative (log linear) models whose parameters correspond exactly to the intuitive concepts of prevalence and interaction effects.l Empirically, the correspondence between parameters and opinions, findings, conclusions, or recommendations are those of the author and do not necessarily reflect the views of the National Science Foundation or other agencies supporting this work.
concepts only becomes useful when a model of the desired form fits the data. One usually assumes the existence of prevalence effects for categories of the classificatory variables, so the empirical problem is to specify the form of the interactions. Sometimes sociological theory will provide sufficient guidance in model specification (Goldthorpe and Payne, 1979; Hope, 1978) , but often theory will provide incorrect, incomplete, or contradictory directions. For these reasons I describe methods for assessing goodness of fit and for --improving specification through the examination of residuals.
Users of empirically based search strategies run the risk of overfitting the data; that is, one loses parsimony and reliability by seeking to fit every feature of a sample of observations. To minimize such misuse of my empirically guided search methods, I describe methods of aggregating and smoothing data prior to model selection. In the same spirit I sometimes encourage the acceptance of models that would be rejected on narrowly statistical groundsprovided they have other interpretative virtues (Bishop and others, 1975, chap. 9) . For illustrative purposes, I use tables of occupational mobility from the United States and Great Britain, but the present methods are applicable to other types of data.2
A MULTIPLICATIVE MODEL OF THE MOBILITY TABLE
My model is a special case of Goodman's (1972~) general multiplicative model for cross-classified data, but I take a slightly different approach from him in developing models of the mobility table. First, I limit my attention to a class of models in which only one interaction parameter applies to each cell in the classification.
Second, I do not assume that occupational categories are ordered.
Third, I emphasize the use of exploratory methods in model specification. Elsewhere these models and methods have been applied in analyses of the 1949 British mobility table (Hauser, 1978) , several American mobility tables (Featherman and Hauser, 1978, chap. 4 ), Rogoff's (1953) Indianapolis mobility tables (Baron, 1977 (Baron, , 1978 , and a 1972 British mobility table (Goldthorpe and Payne, 1979) .
Let xij be the observed frequency in the ijth cell of the classification of men by their own occupations ( j = 1, . . . , J) and 2Shavit (1978) applies the present methods to ethnic intermarriage. their own occupations or fathers' occupations at an earlier time (i = 1, . . . , I ) . In the context of mobility analysis the same categories will appear in rows and columns, and the table will be square with I = J. For k = 1, . . . , K, let Hk be a mutually exclusive and exhaustive partition of the pairs ( i , j ) in which where sii = 8, for (i, j ) E Hk, subject to the normalization nipi = n j y j = nin,si, = 1. The normalization of parameters is a matter of convenience, and we choose the value of a so it will hold. Note that in contrast to the conventional structural model for counted data (Bishop and others, 1975, chap. 2) , the interaction effects in Equation (1) are not constrained within rows or columns even though the marginal frequencies are fitted exactly.3 Expected frequencies are the product of an overall effect (a), a row effect (Pi), a column effect (yi), and an interaction effect (Sij). The row and column parameters correspond to the concept of prevalence. They reflect occupational supply and demand, demographic replacement processes, and past and present technologies and economic conditions. The cells ( i , j ) are assigned to K mutually exclusive and exhaustive subsets, and each of those sets shares a common interaction parameter (Sk). Thus, aside from total, row, and column effects, each expected frequency is determined by only one interaction parameter, which reflects the density of mobility or immobility in that cell relative to that in other cells in the table. The interaction parameters of the model correspond directly to the concept of the joint density of observations (White, 1963, p. 26) , and they may be interpreted as indexes of the social distance between categories of the row and column classifications (compare Rogoff, 1953, pp. 31-32) .
For the model to be informative, the allocation of interaction levels across cells of the table must form a meaningful pattern '' In the I x J cross-classification there are (I -1 ) ( J -1 ) degrees of freedom for two-way interaction. T h e conventional structural model yields twoway interaction effects for each of I x J counts by constraining the product of interaction effects within each row and within each column of the table; these constraints identify (I -1) ( J -1) independent interaction effects. Instead, the model of Equation ( 1 ) identifies the two-way interaction effects by constraining some of them to be equal across cells of the classification. and one in which the interaction parameters are identified (Mason and others, 1973; Haberman, 1974, p. 217) . Furthermore, the number of interaction parameters (K) should be substantially less than the number of cells in the table. I have found it difficult to interpret models where the number of interaction parameters is large relative to the number of categories in the occupational classification.
It may be helpful to present the model of Equation (1) in more than one form. There is a pronounced rightward skew in multiplicative effects because decreases are bounded by 0 and 1, while increases are unbounded. For this reason it is useful to take logs of frequencies and parameters and write the model in additive form; then incremental and decremental effects may each range from zero to infinity in absolute value. Let u = log a, u,(,, = log Pi, u~(~) = log yj, u~~(~~) = log aij, and = log 13~. The model is where u~~(~~) = for ( i , j ) E Hk, and Hk is defined as before. Here the normalization of parameters is 2 i~l ( i )
A slight variation of Equation (I), which I present in multiplicative form, is more suggestive of the way in which I have manipulated counts for purposes of estimation and testing. With Hk defined as before, let
and m.. = 0 23k subject to the normalization nibi = IIjyi = IIk8$ = 1, where nk is the number of cells assigned to the kth level. This version of the model suggests a three-dimensional representation of the original two-dimensional table in which IJ(K -1) of the interior cells contain structural zeros, and the original IJ frequencies are fitted by row (Pi), column (yi), and level (ak) parameters, as under a model of quasi independence (Goodman, 1972c, p. 689; Bishop and others, 1975, pp. 225-226) .
To estimate and test models of the present form I have represented cross-classifications as incomplete multiway arrays. I have used Fay and Goodman's (1973) computer program, ECTA, to estimate frequencies by iterative rescaling and to run tests of goodness of fit (and other hypotheses). Under the assumption that the data were obtained by independent Poisson or simple multinomial sampling, the program computes maximum-likelihood estimates of the counts (Goodman, 1972c, pp. 663-667; Bishop and others, 1975, pp. 206-208) . The likelihood ratio test statistic (G2) computed by the program is asymptotically distributed as x2 with degrees of freedom equal to IJ, the number of cells in the array that are not structural zeros, less the number of independent parameters that have been estimated. In many applications this will be IJ -
but it may be greater, depending on the arrangement of levels within the original two-way array (Bishop and others, 1975, chap. 5, esp. p. 227; Btland and Fortier, 1978) . Great care should be used in computing degrees of freedom when the design specifies separable subtables (Bishop and others, 1975, chap. 5) .
ECTA does not estimate parameters for models of incomplete tables. I have estimated the (additive) parameters by regressing logs of estimated frequencies on dummy-variable representations of the rows, columns, and levels of the design. That is, I create a dummy variable for each row (but one), for each column (but one), and for each level (but one); then I regress logs of estimated frequencies on these three sets of variables. By construction this regression completely accounts for the estimated frequencies (Payne, 1977) . I use an auxiliary program to renormalize the parameter estimates as deviations from the grand mean and to compute and display residuals. Using other packaged programs for the analysis of categorical data, one can estimate the models and obtain parameter estimates and measures of fit in a single pass by the methods of weighted least squares or maximum likelihood (Evers and Namboodiri, 1978; Goldthorpe and Payne, 1979) . Moreover, a simple computational method (for example, median fitting) may suffice for diagnostic purposes (Tukey, 1977, chap. 11) .
In presenting goodness-of-fit tests and comparing alternative models, it is convenient to use a single letter to denote each variable.
I let P = father's occupation, S = son's occupation, and H = levels of interaction to which the several cells in the mobility table are assigned in the model. Following the conventional notation, in which the highest-order marginal distributions fitted under a given model are listed in a series of parentheses, I denote the model by (P) (S) (H). Written in this form it is clear that the model is one of statistical independence, conditional on the assignment of cells in the P x S table to levels of H. Under the model the association between P and S is spurious; no association (quasi independence) between P and S occurs within levels of H (Goodman, 1972c, p. 689) . One could think of the scheme as a latent-factor or latentstructure model in which the levels of H are latent classes (Goodman, 1974 (Goodman, , p. 1231 . However, the assignment of cells-and hence the assignment of observations to levels of H-is strictly deterministic, so the term manzfest class might be more fitting. Table 1 gives frequencies in a classification of son's first full-time civilian occupation by father's (or other family head's) occupation at son's sixteenth birthday among American men who were aged 20 to 64 in 1973 and were not currently enrolled in school. The data were obtained in the Occupational Changes in a Generation (OCG) supplement to the March 1973 Current Population Survey Hauser, 1975, 1978) .4 Table 2 is a convenient display of the final model for the data of Table 1 . Each numerical entry in the body of the table gives the level of Hk to which the corresponding entry in the frequency table was assigned; one may think of the entries as subscripts of dummy variables pertaining to the density of interaction in the several regions of the table. Formally, the entries are merely labels; but for convenience in interpretation the numerical values are inverse to the estimated 4 T h e reported frequencies are based on a complex sampling design and have been weighted to estimate population counts while compensating for certain types of survey nonresponse. The estimated population counts have been scaled down to reflect underlying sample frequencies, and a further downward adjustment was made to compensate for departures of the sampling design from simple random sampling. The frequency estimates in Table 3 have been rounded to the nearest integer, but my computations are based on unrounded figures. I treat the adjusted frequencies as if they had been obtained under simple random sampling (Featherman and Hauser, 1978, app. B) . density of mobility or immobility in the cells to which they refer. I offer no apriori rationale for the specification of interaction effects in Table 2 ; it is the outcome of a search procedure that I describe later.
MOBILITY TO FIRST JOBS OF AMERICAN MEN
The model says that, aside from conditions of supply and demand, immobility is highest in farm occupations (level 1) and next highest in the upper nonmanual category (level 2). If one takes the occupation groups as ranked from high to low in the order listed, one may say there are zones of high, almost uniform density bordering the peaks at either end of the status distribution. There is one zone of high density that includes upward or downward movements between the two nonmanual groups and immobility in the lower nonmanual group. Mobility from lower to upper nonmanual occupations (level 3) is more likely than the opposite movement, and the latter is as likely as stability in the lower nonmanual category (level 4). Moreover, the densities of immobility in the lower nonmanual category and of downward mobility to it are identical to those in the second zone of relatively high density, which occurs near the lower end of the occupational hierarchy. The second zone includes movements from the farm to the lower manual group and back, as well as immobility in the lower manual group. Last, there is a broad zone of relatively low density (level 5) that includes immobility in the upper manual category, upward and downward mobility within the manual stratum, mobility between upper manual and farm groups, and all movements between nonmanual and either manual or farm groups. The design says that a n upper manual worker's son is equally likely to be immobile or to move to the bottom or top of the occupational hierarchy; obversely, it says that an upper manual worker is equally likely to have been recruited from any location in the occupational hierarchy, including his own.
It is worth noting that four of the five interaction levels recognized in the model occur along the main diagonal, and two of these (levels 4 and 5) are assigned both to diagonal and to offdiagonal cells. Thus immobility varies among occupational strata, and it is in some cases less likely than mobility. Moreover, with a single exception the design is symmetric. That is, net of row and column effects upward mobility is more prevalent than downward mobility within the nonmanual group. This asymmetry in the design is striking because it suggests the power of upper white-collar families to block at least one type of status loss; and because it is the only asymmetry in the design. For example, Blau and Duncan (1967, pp. 58-67) suggest that there are semipermeable class boundaries separating white collar, blue collar, and farm occupations that permit upward mobility but inhibit downward mobility. The only asymmetry in the present design occurs within one of the broad classes delineated by Blau and Duncams Table 3 gives the row, column, and interaction effects estimated in the 1973 OCG data under the model of Table 2 for intergenerational mobility to son's first job. The estimates are expressed in additive form; that is, they are effects on logs of frequencies under the model of Equation (2). The row and column effects clearly show a n intergenerational shift out of farming and into white-collar or lower blue-collar occupations. These reflect temporal shifts in the distribution of the labor force across occupations, differential fertility, and life-cycle differences in occupational positions.
The interaction effects show very large differences in mobility and immobility across the several cells of the classification, and these differences closely follow my interpretation of the display in Table 2 . Differences between interaction effects may readily be interpreted as differences in the log of the estimated frequency, net of row and column effects. For example, the estimates say that the immobility in farm occupations (at level 1) is 3.40 = 3.044 -(-0.356) greater (in the metric of logged frequencies) than the estimated mobility or immobility in cells assigned to interaction level 5 in Table 2 . In multiplicative terms, immobility in farm occupations is e3.40 = 29.96 times greater than mobility or immobility at level 5. It would be incorrect to attach any importance to the signs of the interaction effects reported in Table 3 , for they merely reflect our normalization rule that interaction effects sum to zero (in the log-frequency metric) across the cells of the table. For example, while the effects of levels 4 and 5 each reflect relatively low densities, it is not clear that either effect indicates "status disinheritance" in the diagonal cells to which it pertains (compare Goodman, 1969a Goodman, , 1969b .
In any event the effects do show a sharp density gradient across interaction levels. The smallest difference, between levels 3 and 4, indicates a relative density e0.M9-0.243 = e0.306 = 1.36 times greater at level 3 than at level 4. Immobility in farm occupations and in upper nonmanual occupations is quite distinct from densities at other levels, but also immobility in the farm occupations is e3.044-1.234 = = 6.11 times greater than in the upper nonmanual occupations.
EVALUATING THE MODEL
The model of Table 2 provides less than a complete description of the mobility data in Table I . Under the model of statistical independence the likelihood ratio statistic is G2 = 6,167.7, which is asymptotically distributed as x2 with 16 degrees of freedom. With the model of Table 2 as null hypothesis, G2 = 66.5 with 12 degrees of freedom, since 4 degrees of freedom are used to create the 5 categories of H. By the usual inferential standards the model does not fit-the probability associated with the test statistic is very small. O n the other hand, the model does account for 98.9 percent of the association in the data-that is, of the value of G2 under independence. Given the extraordinarily large sample size, small departures from frequencies predicted by the model are likely to be statistically significant.
Exact tests of the difference between any two interaction parameters can be carried out in a straightforward way. First modify the model to give the two groups of cells to be contrasted the same interaction parameter, then fit the revised model. Since the revised model places an additional equality constraint on two parameters of the initial model, leaving it otherwise unchanged, the difference between the likelihood-ratio x2 statistics (G2) of the two models will be distributed as X2 with 1 degree of freedom. If one combines levels 1 and 2 of the present model, for example, the revised model yields G2 = 676.3 with 13 degrees of freedom, so one rejects the hypothesis that immobility is the same in the farm and upper white-collar categories with G2 = 676.3 -66.5 = 609.8 with 1 degree of freedom.
By examining residuals one can more fully evaluate the fit and perhaps see how to improve the model. Table 4 displays a measure of lack of fit for each cell of the mobility classification. It expresses residuals as natural logs of the ratios of observed frequencies to frequencies estimated under the model:
where xij is the observed frequency and Gij is the estimated frequency in the ijth cell. As long as the residuals are small, say, less than t 0 . 2 0 , they can be interpreted approximately as proportions. Thus, expressed in this way, the residuals have a convenient interpretation, and positive and negative deviations are expressed symmetrically in the metric of the (log linear) model. For example, the entry of 0.06 in cell (3,l) says the observed mobility from upper manual to upper nonmanual occupations is e0.06 = 1.06 times the mobility estimated under the modele6 The entry of -0.17 in cell
Gunsubscripted e is the base of natural logarithms and should not be confused with the sample residuals in the multiplicative model, eij = xij/Gij. Table 2 cells (1,1), (2,1), and (5,5) are fitted exactly, each by its own parameter. The fourth level-cells (1,2), (2,2), (4,4), (4,5), and (5,4)-is also fitted closely. At this level, the largest deviation is the 4 percent underestimate of movement from lower manual to farm occupations. Every other deviation at level 4 is less than 1 percent. The lack of fit in the model occurs primarily at level 5 of the design. There is a positive deviation of 0.10 in the one diagonal cell (3,3) assigned to level 5, so immobility in the upper manual (skilled) occupations is not quite so low as in some other cells at the same level. At the same time the largest positive residual at level 5 is that for upward mobility from lower manual to lower nonmanual occupations. The two largest negative residuals at level 5 pertain to the exchange between upper manual and lower nonmanual occupations (cells (3,2) and (2,3)). Even relative to the low density (presumed by the model) throughout level 5, movement between the skilled and lower white-collar occupations appears to be blocked. This is more striking because there is no similar hindrance to exchange between the skilled and upper white-collar occupations (cells (1,3) and (3,l)) or between the lower manual and lower nonmanual occupations (cells (4,2) and (2,4)). From the entries in Table 3 one might argue that the model and the fit could be improved by creating a sixth interaction level to include cells (3,2) and (2,3) and, possibly, (1,5), which indicates a very low rate of mobility from upper nonmanual origins to first jobs in farming.
The residuals in Table 4 are in a metric that facilitates interpretation and comparison, but they take no account of sampling variability, which is inverse to expected frequency. Perhaps the simplest way to take account of sampling variability in the residuals is to form the ratio Table 5 displays standardized residuals from the model of Table 2 . Again one is impressed with the close fit at level 4 and the heterogeneity at level 5 of the model. The interpretation of these residuals must be tempered by the results in Table 4 , for the standardized residuals are not in the metric of the model. Taken in conjunction with earlier results, Table 5 also suggests a respecification of the model in which, as a first step, cells (2,3), (3,2), and possibly other negative outliers would be assigned to a separate level.
MOBILITY RATIOS
One other index is particularly useful in evaluating the specification of interaction effects. From Equation (I), observed ' Larntz (1978) has shown that zij has better small-sample properties than do components of @ (the likelihood-ratio test statistic) or Freeman-Tukey deviates.
frequencies may be expressed in terms of estimated parameters and residuals:
Divide both sides of Equation (7) by the first three terms on the right-hand side to obtain I call R: j the mobilit_y ratio. In the case of diagonal cells R t is equivalent to the new immobility ratio proposed by Goodman (1969a Goodman ( , 196913, 1972c ; see also Pullum, 1975, pp. 7-8) , but I suggest the ratio be computed for all cells of the table as an aid in the evaluation of model design. If the model is specified correctly, the estimated h interactions (aii) will be more useful in interpretation than the R:i, for the latter will confound interaction effects with sampling errors (eii). O n the other hand, when the model is not correctly specified, the residuals (eii) will reflect specification error as well as sampling variability. For this reason the R;i can be useful in revising a model that does not fit the data.
Conceptually, RTj is related to Rij, Rogoff's (1953) social distance mobility ratio and Glass's (1954) 
index of association:
where N is the sum of observed counts and xi and x.j are, respectively, sums of counts in the ith row and in thejth column. Both Rij and R: i may be interpreted as ratios of observed counts to those estimated from a scale factor and row and column effects under a given statistical model (see Hauser, 1978, pp. 923-924) . Indeed, R.. 23 = R: i in the special case of the model of simple statistical independence, which specifies no interaction effects. In terms of Equation (I), R> becomes Rii when we specify Sij = 1 for all i and j.
As a measure of interaction, Rij has several undesirable properties. Contrary to supposition (Rogoff, 1953, p. 32) , Rij is not independent of prevalence (row and column) effects; it varies inversely as the marginal proportions in the ith row a n d j t h column. The maximum of Rii is the reciprocal of the larger of the marginal proportions in the ith row and j t h column. Moreover, the set of Rij for a square table determines the row and column marginal distributions. This renders Rij useless in comparing interaction effects across tables with differing marginal distributions, for the multiple sets of Rij cannot take on values corresponding to the hypothesis of no change. Furthermore, the Rij cannot be symmetric across the main diagonal (Rij = Rji)-showing, for example, equal propensities toward upward and downward mobility-unless the observed counts are symmetric (xij = xji) Thus propensities toward upward and downward mobility cannot appear to be the same unless the frequencies of upward and downward mobility are the same and, consequently, the two marginal distributions are the same (Blau and Duncan, 1967, pp. 93-97; Tyree, 1973) . These undesirable properties all arise because the model of simple statistical independence does not fit the data, so Rij confounds prevalence effects (of rows and columns) with interaction effects (Goodman, 1969b) . Hauser (1978, pp. 939-941, 943; Featherman and Hauser, 1978, pp. 156-161) shows that the marginal proportions and the Rij may be expressed as weighted sums of the prevalence and interaction effects under a model that fits the data. Except under statistical independence, R: j has more desirable properties than Rij.
To illustrate the use of the R$ and their differences from the Rij, Table 6 gives these indexes for the counts of mobility to first jobs. Obviously, the pattern of the R: j conforms to our earlier description of the design. Moreover, as may not have been obvious from the Sij (Table 3 ) and the rij (Table 4) taken separately, the fit is good enough so there is no overlap in interactions across levels recognized in the design. For example, if immobility among skilled workers-in cell (3,3)-is high relative to mobility in other cells at level 5 in Table 2 , the immobility in that category is still substantially less than the immobility in any other occupation group. Again level 5 appears to be heterogeneous, but I have not carried the analysis of Table 1 beyond the model of Table 2 .
From the Rii in Table 6 one would conclude (correctly) that there is substantial immobility at both the top and the bottom of the occupation hierarchy, but not nearly so much immobility as is indicated by the R,Tjj. The Rij also show status immobility in the three middle occupation groups, but less in the lower manual than in the other two categories. In contrast the RTj show a very low level of immobility in the upper manual group, and they show moderate and roughly equal levels of immobility in the lower nonmanual and lower manual groups. Both sets of ratios show greater than expected interchange between the upper and lower nonmanual groups, with the upward flow exceeding the downward flow. The Rij show asymmetric flows between the lower manual and farm groups, both of which are below expectation; but between these same two groups the R: i show roughly equal flows that are larger than those expected from row, column, and scale effects. With a single exception the Rii decline regularly as one moves away from the main diagonal in any row or column, but the R: j are low and fluctuate irregularly outside the eight cells in the upper left and lower right corners of the table.
Outside those same corners, four of the Rij-in cells (3,2), (3,3), (3,4), and (4,2)-show greater frequencies than expected, but none of the R,Ti show greater frequencies than expected. With a single exception the Rij are greater in size in corresponding cells below than above the main diagonal, and this suggests a preponderance of upward relative to downward mobility. Excepting the one asymmetry in the design matrix, the R,Ti are roughly the same size in corresponding cells above and below the main diagonal.
It is obvious that the Rii, which are based on a statistical model that does not fit the data (G2 = 6,167.7 with 16 degrees of freedom), show a substantially different pattern of interaction than the R;, which are based on a statistical model that fits the data moderately well ( G L 66.5 with 12 degrees of freedom). I have emphasized the undesirable properties of the Rij because they have been so long and so widely used, yet other well-known measures of interaction have similar undesirable properties. For example, Hauser (1978, pp. 943-949) and Featherman and Hauser (1978, pp. 161-166) show that both the conventional saturated multiplicative model (Bishop and others, 1975, p. 24) and multiplicative standardization to uniform marginal distributions (Mosteller, 1968) yield patterns of interaction that more closely resemble the patterns of the Rij than those of the Rh. While R,T has been introduced in the context of a model that fits rather well, the reader should bear in mind that it is primarily useful when the specification of the model is in doubt. I turn now to such exploratory applications of mobility ratios and related measures, beginning with search procedures leading to the model of Table 2 .
MODEL SPECIFICATION UNDER QUASI INDEPENDENCE
One can analyze the pattern of interaction in a table by temporarily ignoring those cells of the classification that contribute most to the confounding of interaction effects with row and column effects. In Goodman's (1965 Goodman's ( , 1969a terms, one "blanks out" those cells and fits models of quasi independence to the remaining cells. Equivalently, in my multiplicative model for the full table, I fit one parameter to each cell that is to be ignored, and I assign the remaining cells to a single level of interaction. Table 7 displays these equivalent specifications for three models of quasi independence in the table of mobility to first jobs.
Model Q1 is the quasi-perfect mobility model (Goodman, 1965 (Goodman, , 1969a . It ignores (or fits exactly) the frequencies on the main diagonal, which represent occupational inheritance relative to the five-category occupational classification. Under the null hypothesis there is no interaction in the remainder of the table, which is coded at level 1 in the displays both for the full and for the partial tables. Frequencies are estimated in those cells by iteratively rescaling a Partial Table  Full Table matrix containing 1's at level 1 and 0's elsewhere-that is, the Q1 array in the left-hand panel of Table 7 -to the observed marginal frequencies in the fitted cells (Bishop and others, 1975, p. 189) . The multiplicative rescaling procedure preserves both the observed marginal frequencies and the hypothesized lack of interaction in the fitted portion of the table. Again it is convenient to estimate models of this form using ECTA. While there are 25 degrees of freedom in the 5 x 5 table, 9 degrees of freedom are used in fitting row, column, and scale effects, and another 5 degrees of freedom are used in fitting the six-level Q1 model. Thus, under the null hypothesis that there is no interaction off the main diagonal, there are 25 -9 -5 = 11 degrees of freedom for error. Table   8 ), model Q1 misallocates only 5.5 percent of the observations. The first panel of Table 9 presents ratios of observed frequencies to those estimated at level 1 of model Q1 (within the zone of quasi independence specified in the model). Although the diagonal cells are not assigned to level 1 of model Ql, I have also calculated ratios of observed to estimated frequencies in the diagonal cells. The diagonal entries are the indexes of immobility proposed by Goodman (1969a Goodman ( , 1969b ; they are ratios of the observed frequencies to those frequencies that would have been estimated in the main diagonal if the quasi-independence hypothesis held there. In other words, they are ratios of observed frequencies to those estimated from the row, column, and scale effects at level 1 of the design. These estimated frequencies for "blanked out" cells are not produced directly by the computer program (ECTA) used to estimate models Ql, Q2, and Q3. With a simple model in a small table it is convenient to compute them from the estimated frequencies in the cells where quasi independence is presumed to hold. Under the null hypothesis all the odds ratios within the zone of quasi independence are equal to unity (Goodman 1968 (Goodman , 1969a . Thus if one knows only three estimated frequencies in a 2 x 2 subtable of the Other combinations of cells could be used to obtain the same estimate (within the limits of rounding e r r~r ) .~
In more complex models other methods may be needed to estimate the missing frequencies, such as those used to estimate parameters for models of the full table. The manual computations are often convenient, and ECTA converges more rapidly when cells with unique parameters are ignored than when the program is forced to fit them exactly. The ratios of observed to estimated frequencies in Table 9 are not mobility ratios (Rh), but they differ from the R;i by only a scalar multiple. That is, I have expressed the R,Ti as deviations from a scale factor (or grand mean) for the full table, but the ratios in Table 9 are expressed as deviations from estimated frequencies at level 1 of the design. With the understanding that a change in normalization (shift in origin) has occurred, I shall refer to the entries in Table 9 as mobility ratios.
Under model Q1 the mobility ratios show a pattern of association which is somewhere between that displayed by the Rii and the R*. (see Table 6 ). Relative to the Rii, the ratios in Table 9 a?
are larger in cells (1,l) and (5,5); they are also relatively larger in cells (4,5) and (5,4) and, to a lesser degree, in cells (1,2) and (2,l). The ratios for model Ql do not appear to fall as rapidly as do the Rij as one moves away from the main diagonal. At the same time there is still a relatively high ratio in the central diagonal cell (3,3) . The fit of model (21 is not very close, and there are relatively large mobility ratios in four of the cells that were not fitted exactly under model Q1-(1,2), (2,1), (4,5), and (5,4). For these reasons I specify that model Q2 ignores those four cells as well as the diagonal cells. Thus model Q2 has only 7 degrees of freedom for error under the null hypothesis. White (1963) and Pullum (1975) advocate models of this form; see Fienberg (1976) for an evaluation of this specification as applied by Pullum. The fit is much improved under model Q2, so one would expect the mobility ratios to be more informative. Under model Q2, G2 = 50.05, which is only 0.8 percent of its value under simple independence. The model misclassifies only 1.4 percent of the joint frequency distribution of fathers' and sons' occupations.
The mobility ratios for model Q2 in Table 9 show a pattern that is far more like that of the R> in Table 6 . One problem is the relatively high ratio in cell (3,3), but there is otherwise little variation in the ratios outside the intersections of rows 1 and 2 with columns 1 and 2 and of rows 4 and 5 with columns 4 and 5. Moreover, the change in specification has again increased the mobility ratios in cells (1,l) and (5,5) relative to those under simple independence.
In model Q3 I ignore all the cells on the main diagonal and on the adjacent minor diagonals. Here the fit is rather close: G2 = 15.7 with 3 degrees of freedom and A = 0.6. In obtaining this fit I ignore (or fit exactly) the cells containing about three-fourths of the observations, but my purpose is not to fit the data both closely and parsimoniously. Rather, I am trying to obtain diagnostic measures of interaction. Relative to the standard set by the pattern of R:j in Table 6 , model Q3 is very helpful in uncovering the pattern of interaction in Table 1 . The mobility ratios in panel Q3 of Table 9 show all the major features of the display in Table 2 and those of the R t in Table 6 .
The lesson in this illustrative analysis is that diagnostic or exploratory analysis of a classification may be improved by ignoring large parts of the classification. It may be better to ignore too much than too little of the classification-provided one is left with enough information at the end to construct diagnostic measures for the full table. In the present case, I would specify models Ql, Q2, and (23 in advance and look at the mobility ratios only under model Q3-because it fits best-as a guide to specification of a more parsimonious model. By grouping cells with similar mobility ratios under model Q3, I can write the model of Table 2 by inspection.
ITERATIVE RESPECIFICATION OF THE MODEL
Rather than "blanking out" selected cells, one may start with an a priori model or one obtained from analyses of some other classification. After each round of estimation the mobility ratios (R;) are examined, and the model may be accepted or revised. To illustrate this procedure, I introduce a second set of data from the 1973 OCG survey-a 5 x 5 classification of mobility from first full-time civilian occupation to current occupation among men aged 20 to 64. The counts are displayed in Panel A of Table 1 In developing a model to fit these data I wanted to eliminate
The classification, weighting, resealing, and rounding of these counts follow procedures described in footnote 4. the association between mobility and age. Furthermore, for reasons of parsimony I did not want to introduce unnecessary asymmetries into the model. That is, I wanted to assume equality of the interactions between each pair of occupations (6ii = 6ji for all i, j ) unless the data provided clear contrary evidence. For these reasons I did not develop a model using the counts in Panel A of Table 11 . Instead I worked with two-way tables of counts from which fluctuations of interactions (across ages and across the main diagonal of the classification) had been removed. The fit of models used to smooth the data is summarized in Panel A of Table 12 . I begin with the three-way classification of first occupation (W) by current occupation (S) by 5-year age group (A). To this design I add a fourth dimension (R): one category composed of the initial three-way classification and the second of counts transposed across the main diagonal of each age-specific mobility subtable.1° Line A1 reports the fit of the model of conditional independence of mobility within each age group, (WAR) (SAR). In this model, the margins of the mobility subtables are permitted to vary by age; furthermore, occupational origin and destination distributions may differ within each age group, but there are no interactions between first and current occupations.ll The model of Line A1 does not fit the data, but it is a useful baseline for comparison with other models.
The model of Line 2 in Panel A introduces a set of ageconstant interactions between first and current occupations. By construction these interactions are also symmetric across the main diagonal of each age-specific mobility subtable; the expected frequencies are quasi-symmetric.12 The model of Line A2 can also be rejected at any conventional level of statistical significance. (When Each count appears twice in the four-way classification, so it is necessary to rescale the test statistic by dividing each count by 2 or by dividing G2 or X2 by 2. Since the diagonal entries are unaffected by transposition and play no part in the test of quasi symmetry, this procedure is equivalent to that proposed by Bishop and others (1975, pp. 289-290) . 
( W A R ) ( S A R ) ( W S R ) , is equivalent to the model ( W A ) ( S A ) ( W S ) in the initial three-way classification.
l2 See Bishop and others (1975, pp. 286-288) for further discussion of statistical aspects of quasi symmetry. Featherman and Hauser (1978, pp. 184-187) discuss its substantive implications for mobility analysis. its degrees of freedom are large, G2 is approximately normally distributed with expected value equal to its degrees of freedom and variance equal to twice its degrees of freedom.) At the same time the model of Line A2 does account for all but 3 percent of the association (G2) under the baseline model. Furthermore, as shown by the index of dissimilarity (A), it misallocates only 3.7 percent of the frequency distribution, compared to a misallocation of 28.3 percent of the distribution under the baseline model. I take a mobility subtable of expected frequencies under the model of Line A2 and rescale its marginal totals to those of the classification for men of all ages. This age-homogeneous, quasi-symmetric set of counts, displayed in Panel B of Table 11 , is the starting point for my analysis of mobility from first to current occupations.
To anticipate asymmetries in the age-smoothed data, I also fit a model of age-constant interaction (without the constraint of quasi symmetry). The fit of this model, reported in Line A3, is slightly better than that in Line A2, but the model is still rejected at conventional significance levels. Thus the interactions between first and current occupations differ across ages beyond the chance level. To obtain age-smoothed counts I take a mobility subtable of expected frequencies under the model of Line A3 and rescale its marginal totals to those of the classification for men of all ages. These counts are given in Panel C of Table 11 .
Line A4 of Table 12 contrasts the models of Lines A2 and A3 to test the hypothesis of quasi symmetry in the age-constant interactions between first and current occupations. This hypothesis also is rejected with G2 greater relative to its degrees of freedom than in the test (Line A3) for age homogeneity. At the same time, departures from quasi symmetry account for a very small fraction of G2 under the baseline model, so I do not expect to find substantial asymmetry in the final model.
In fitting the data I work from simple models for smoothed counts toward more elaborate models for observed counts. I want to introduce only those parameters that are needed to fit major and persistent features of the data. Thus I start by fitting the age-homogeneous, quasi-symmetric counts (Panel B of Table 11 ). As shown in Line B 1 of Table 12 , the model of simple independence does not fit this classification (G2 = 9,778.2 with 10 degrees of freedom); Table 13 l3 Some interesting properties of this model are discussed by Goodman (1979a). (8) that R: i reflects both interaction and error; thus it should not be surprising that the residuals are asymmetric even though the interactions (by construction) are symmetric. This asymmetry reflects poor fit.
Using the residual rnatrix (log R;) from model HI as a guide, I write the revised model H, and refit the data. The respecification distinguishes densities in cells (1,l) and (5,5) from those in other diagonal cells. Off the diagonal it makes a rough distinction between short and long-distance mobility. Using two additional parameters, model H2 improves the fit substantially, as shown in Line B3 of Table 12 . Again I examine the residual matrix and respecify the model as in H3. I continue in this fashion until I obtain H5: for which G2 = 19.9 with 6 degrees of freedom. I shall not describe the intervening respecifications in detail, but merely observe that heterogeneity of the residuals within levels (including asymmetry) is reduced as the fit improves. Moreover, the fit improves little from H3 to H4 (compare Lines B4 and B5 of Table 12 ), but it improves markedly at the next step.
The matrix of residuals (log R:i) is not the only information I use to revise the model. I also find it helpful to look at a (computer-generated) display of the data in which residuals are ranked from largest to smallest. For example, Table 14 reproduces the display obtained from model HI. Column 1 gives the rank of the R;, whose logs are given in column 8. Columns 2, 3, and 4 identify the row, column, and level of each cell; columns 5 and 6 give the observed and expected frequencies, respectively. The expected frequencies are helpful in locating cells that are large enough to warrant fitting closely or small enough to disregard. A similar purpose is served by the zii in column 9 (Equation 6); the zij are particularly helpful in the later rounds of fitting. Column 7 reports errors within levels in the log linear metric (Equation 5 ) .
The last column gives the cumulative percentage distribution of observed frequencies; I have used these entries to locate breaks between levels of interaction in revising models of large tables. For example, I have sometimes used one or two interaction parameters to fit the most dense cells in a classification and then added another parameter for each decile of the cumulative fre- 'XI Distribution quency distribution. This procedure tends to fit the data both closely and parsimoniously because the likelihood-ratio test statistic is a weighted sum of errors of prediction in which observed frequencies are the weights (Bishop and others, 1975, p. 125) :
One should be cautious in using this procedure, for it is completely mechanical and cannot be relied upon to yield a substantively interpretable design.
Having obtained a satisfactory fit of the age-smoothed quasi-symmetric classification, I turn to the age-smoothed classification (Panel C of Table 11 ); I use H5 as the initial model. As one might expect, the fit deteriorates slightly in this round of estimation (Line C2 of Table 12 ), but with two minor respecifications the fit of model H, becomes superior to that obtained with model H5 in the quasi-symmetric classification (Line C4). Model H, cannot be rejected at the (nominal) 0.05 probability level, but it should be borne in mind that I have ransacked the data to obtain this fit.
The final model for career mobility (H,) resembles that for mobility to first occupations (Table 2 ) with respect to the concentration of high densities in the upper left and lower right corners of the classifications. In several respects, however, the two models differ. First, the design of H, says that immobility is equally high in the farm and in the upper nonmanual stratum. Recall that in the transition to first occupations, immobility was greater in the farm stratum than in the upper nonmanual stratum. Second, immobility within the lower nonmanual stratum is in level 2 of the career mobility model; it is equal in density to both exchanges between the upper and lower nonmanual strata and to the flow from upper nonmanual to farm strata. The symmetry in mobility between upper and lower nonmanual strata contrasts with the greater mobility from lower to upper nonmanual strata in the intergenerational classification of mobility to first jobs. Third, the densities in cells adjacent to the upper left corner of the career mobility table are each encoded at a higher level of interaction (2) than those surrounding the lower right corner of the table, which are each encoded at level 3. Excepting the asymmetry just noted, in the intergenerational mobility table the densities in cells ad.jacent to the upper left and lower right corners of the table are homogeneous. Fourth, career immobility in the upper manual occupations is also assigned to level 3. Unlike the case of intergenerational mobility, career immobility in skilled work is relatively high.
As in Table 2 , most cells outside the upper left and lower right corners of the career mobility table are encoded at one level (4) of model H7. Both the upward and downward exchanges between upper manual and lower nonmanual occupations are relatively rare (at level 5), as are moves from upper manual first jobs to lower manual current jobs or from first jobs in the farm stratum to lower nonmanual current jobs. By far the least likely move is that from first jobs in the farm stratum to current jobs in the upper nonmanual stratum; this would require no comment if it did not contrast so sharply with the relative excess of moves from upper nonmanual first jobs to current farm jobs.
There are only three asymmetries in the career mobility model. I have just mentioned the largest of these-the exchange between farm and upper nonmanual strata. In addition there are . . two asymmetries involving shifts in cells between levels 4 and 5. Mobility from lower to upper manual occupations (at level 4) is greater than that from upper to lower manual occupations (at level 5). This is the only respect in which the model suggests the greater prevalence of upward than downward mobility. Moreover, mobility is greater from lower nonmanual to farm occupations (at level 4) than from farm to lower nonmanual occupations (at level 5). These and other asymmetries in American mobility tables are interpreted in greater detail by Featherman and Hauser (1978, pp. 177-180) .
A GGREGATION IN MODEL SPECIFICATION
If one lacks specific hypotheses about the structure of a cross-classification, it may be possible to borrow a model that fits a less detailed cross-classification. If the counts in a table are sparse or the categories are very narrowly defined, one may want to combine some categories, fit the aggregated cross-classification, and use the model of interaction in the aggregate classification as a starting point in specifying a model of the full table. My analysis of the smoothed career mobility table has followed this pattern, but another example may better illustrate the formal relationships of aggregation and disaggregation in this context.
Panel A of Table 15 gives the counts in an 8 X 8 version of the British mobility table of 1949 (Glass, 1954) . Table 16 summarizes statistical tests of several models of this cla~sification.~~ Line A1 of Table 16 reports a test of the model of simple independence, which obviously is rejected. Line 2 reports a test of the model of symmetry, ( P S ) ( R ) , which says that mji = mij for all i, j (Bishop and l4 Duncan's (1979) and Goodman's (197913) models of this table ignore entries on the main diagonal, and they (plausibly) assume ordinality of the occupational classes. In at least the latter respect their models have greater substantive appeal than mine. Source of observed counts is Miller (1960, p. 71) . a"A2" refers to line 2 of panel A; "Bl" refers to line 1 of panel B; and so on. others, 1975, pp. 282-284) . If the counts were symmetric, one might aggregate the data simply by averaging counts (arithmetically) in corresponding cells above and below the diagonal. This hypothesis is rejected with G2 = 89.29 on 28 degrees of freedom, but an alternative scheme for smoothing the data across the main diagonal is more satisfactory. Line A3 reports a test of the model of quasi symmetry, (PR)(SR)(PS), which implies equality across the diagonal in the interaction effects but not in the frequencies. With G2 = 22.94 on 21 degrees of freedom, the hypothesis of quasi symmetry cannot be rejected. For this reason I use estimated counts under quasi symmetry to develop a (symmetric) model of interaction; these counts are given in Panel B of Table 15 .1"omplete symmetry (Line A2 of Table 16 ) implies both quasi symmetry (Line A3) and marginal homogeneity. Hence the contrast between Lines A2 and A3 tests the hypothesis of marginal homogeneity. As reported in line Dl of Table 16 , marginal heterogeneity accounts for rejection of the model of symmetry in the present case.
Hauser (1978) fitted a 5 X 5 version of the British mobility table using a specification of interaction levels, MT, which is displayed in Table 17 . Note that MT is symmetric, so it implies quasi symmetry in the expected counts. In principle the 5 x 5 cross-classi- ' "n fact the 5 X 5 table analyzed by Hauser (1978) and Goodman (1969a Goodman ( , 1972c , among others, is not an aggregation of the 8 X 8 table given by Miller (1960, p. 71) . The aggregate of the 8 X 8 table has one extra count in cell (4,4); for the present purpose I have analyzed the 5 X 5 aggregate of Miller's 8 X 8 table, rather than the 5 X 5 version analyzed elsewhere. This accounts for slight discrepancies between test statistics reported here and elsewhere. The discrepancy in the raw counts is by no means the most serious challenge to the validity of the 1949 British mobility table; see Payne and others (1977) . Goodman, 1968) ; this reflects association within categories collapsed in the aggregate table. This same component of association accounts for the difference between the fit of model MI to the observed 8 X 8 table (Line A4) and the fit of Model MT to the collapsed (5 X 5) table (Line B2; the contrast is reported in Line D6). That is, there is an explicit three-component decomposition of association (G2 = 954.49 with 49 degrees of freedom) in the observed 8 x 8 table: between (5 x 5) cell association explained by model MI (G2 = 799.14 with 5 degrees of freedom); unexplained between-cell association (G2 = 12.13 with 11 degrees of freedom); and unexplained within-cell association (G2 = 143.22 with 33 degrees of freedom).
Last, the contrast between the models of Lines A1 and A3 shows that the model of quasi-symmetric association explains G2 = 931.55 with 29 degrees of freedom (Line D7). This is the same 17An overall shift in the estimated parameters (but not in differences among them) is implied by my normalization as the numbers of cells at each level are changed by aggregation. The estimated parameters of design M I are identical in the observed and fitted (quasi-symmetric) 8 X 8 tables.
as the association (G2) under simple independence in the 8 x 8 table of fitted (quasi-symmetric) counts. Note that the difference between the fit of model MI to the observed and to the fitted (quasi-symmetric) counts is G2 = 22.94 with 21 degrees of freedom (Line D8), which is the same result obtained earlier (Line A3) in testing the hypothesis of quasi symmetry.ls In summary, I have shown that aggregation is not merely a heuristic device in explorations of cross-classified counts. Strong formal properties support this use of aggregation (Goodman, 1968; Beland and Fortier, 1978) , and these may help in understanding and interpreting the pattern of interaction in the classification. At minimum one can measure the information lost in aggregating the data.
Panels B and C of Table 18 report residuals (log R:) from model MI in the observed counts and in the fitted (quasi-symmetric) counts, respectively. Because the observed counts are almost quasi-symmetric, I specify a symmetric model, and I work with residuals from fitted (quasi-symmetric) counts in Panel C, rather than those from observed counts. After three rounds of revision I specify model M2, which is shown in Panel A of Table 19 . In Panels B and C, respectively, I show residuals from both the raw and the fitted (quasi-symmetric) counts. The final model, M2, has only one more density level than the initial model MI. Only two pairs of cells-(2,6) and (6,2) and (5,8) and (8,5)-shift by more than one level, and most changes seem to occur among relatively sparse cells.
Model M2 fits the data fairly well; G2 = 58.09 with 43 degrees of freedom in the raw counts and G2 = 35.15 with 22 degrees of freedom in the fitted (quasi-symmetric) counts. The former test statistic is not significant at the 0.05 probability level; at the same time, the test statistic for the fitted (quasi-symmetric) counts is statistically significant beyond the 0.05 probability level.
COMPARISONS BE TWEEN CLA SSIFICATIONS
Earlier, I alluded to one use of a structural model in comparing cross-classifications. By applying a model that fits one claslX A similar observation may be made about the fit of design M2 to the observed and fitted (quasi-symmetric) counts. See also footnote 15. 0 -0.4 -0.7 -0.6 4. 0.6 0.0 0.5 0.4 -0.4 -0.4 -0.5 -0.7 5. 0.3 -0.2 0.0 -0.4 -0.0 -0.9 -0.7 -1.1 6. -0.5 -1.0 -0.4 -0.5 -0.9 -0.6 -0.5 -0.5 7. -0.7 -1.1 -0.7 -0.5 -0.7 -0.4 0.4 0.1 8. -1.6 -1.7 -0.7 -0.8 -1.1 -0.5 0.1 0.6 aUndefined because of zero counts.
sification to a second classification, one obtains an explicit test of the assignment of cells to levels of interaction. For example, recall that the design of in which occupational origins and destinations vary across cohorts but relative mobility chances do not. There are 9 mobility subtables, each with 16 degrees of freedom, conditional on the observed marginal distributions; since the 5-level model of Table 2 uses just 4 degrees of freedom, there are 140 degrees of freedom for error.
Under this specification the test statistic, G2 = 235.3, is significant. I also fit the model (PA)(WA)(HA), which fits origin and destination effects as in the initial model but permits the parameters of the model to vary across cohorts. Under this model the test statistic is G2 = 175.6 with 108 degrees of freedom; relative to the initial model, there are 4 more parameters for each of 8 subtables. Again the test statistic is significant, so there are nonchance departures from the model within one or more cohorts. More important, since the model (PA)(WA)(HA) is obtained from (PA)(WA)(H) by relaxing restrictions on interactions in the latter, these restrictions may be tested by taking the difference between the two likelihood ratio statistics. This is G2 = 59.7 with 32 degrees of freedom, so there are statistically significant intercohort variations in parameters of the model of Table 2. l q h e r e are methodological differences in the measurement of first occupations in these two surveys, and for this reason it would not be surprising if the two models (or their parameters) differed substantially. (See Featherman and Hauser, 1978, pp. 200-208.) Using related procedures one can test hypotheses about differences in each interaction parameter of a cross-classification, and one can evaluate the fit within each level of interaction specified by the model. Appropriate test statistics may be constructed by contrasting hierarchical models and exploiting the additive properties of the likelihood-ratio test statistic (see Bishop and others, 1975, pp. 126-127) . In general, the comparisons will be more powerful than tests based on less parsimonious models of the classification.
CONCLUSION
It may be well to end on a cautionary, if not agnostic, note. The models described here are intended to fit cross-classifications using relatively few parameters under the condition that interactions be uniform within levels of the design. My exploratory methods are intended to yield models with these features. Fit and parsimony are always desirable; the distinctive feature of the present models is the specification of uniform interaction effects within levels of the design. It is intended to meet the traditional demand of mobility analysts (among others) for a model of the mobility table in which row and column effects are not confounded with interactions.
Any number of models may imply the same set of odds ratios, and in this sense they will be equivalent. One such model may be transformed into another by multiplicative rescaling (Goodman, 1979a ). Thus any model that fits a given classification is going to be equivalent in this sense (or nearly equivalent) to any other model that fits the same classification-for close fit means they will imply a particular set of odds ratios. In this sense a saturated model of the 5 x 5 British mobility table will be equivalent to the rather different specification of Hauser (1978) , within limits of sampling variability. Likewise, the present model of the 8 x 8
British mobility classification will be nearly equivalent in this sense to the models of the same classification proposed by Duncan (1979) and Goodman (1979b) .
It may be difficult to see the equivalence (of odds ratios) between a pair of models by inspecting a design like that in Table 2 or even by inspecting the array of interaction parameters. Thus it may be necessary to use multiplicative rescaling to compare models just as it is to compare classifications of counts.
At the same time, the way in which one chooses to model a given set of odds ratios is not arbitrary. The choice between equivalent models should be dictated by substantive questions, and it should be susceptible to explicit formulation. The models described here are motivated by the criterion of uniform interaction within levels of the design, for example, while those of Duncan (1979) and Goodman (197913) are intended to exploit the assumption of order in the row and column variables.
Similarly, the exploratory methods I have described are linked to the specification I have been using. In the context of alternative specifications, the present methods may be useful for preliminary smoothing of tables of counts, but other search methods may be more useful in interpreting the data.
