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1. Introduction
In this paper, we use eigenvalues to evaluate entire functions of certain tridiagonal matrices, such
as pseudo-Toeplitz. The general form of such a matrix can be given by
AN =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b1 c1 0 · · · · · · · · · 0
a2 b2 c2
. . .
...
0 a3 b3 c3
. . .
...
...
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
...
0 · · · · · · · · · 0 aN bN
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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where there exists an integer e such that for j > e, aj = a, bj = b, and for j e, cj = c. Moreover, for
j = 2, 3 . . ., we can assume that aj and cj−1 are both positive, because otherwise the matrix AN can
be similarly transformed to a matrix with aj and cj−1 both positive. With this condition, in Section
2, we show that AN is similar to a symmetric matrix. In this paper, the goal is to determine spAN ,
the spectrum of AN , when N goes to inﬁnity, and to use this information to ﬁnd f (AN) for an entire
real valued function f (see [7]). In particular, we are interested to ﬁnd the limit of f (AN), as N → ∞
for the functions f (λ) = λm for some m and/or f (λ) = exp(λt) for some t. The evaluation is done
through diagonalization. Speciﬁcally, if λ ∈ spAN is an eigenvalue of AN , and x(λ) = [xi(λ)]T and
y(λ) = [yj(λ)] are the corresponding right and left eigenvectors, we have
[f (AN)]ij =
∑
λ∈spAN
xi(λ)yj(λ)
αN(λ)
f (λ), (1)
where αN = ∑λ∈spAN xj(λ)yj(λ). This formula is only valid if AN is diagonalizable, a fact wewill prove
later.
The matrix AN represents an N by N Toeplitz matrix with perturbations on the upper left corner.
There is a substantial literature on the spectra of Toeplitz matrices and Toeplitz matrices with per-
turbations, and how they behave as N → ∞. For a review of this topic, see [1,2,7]. These references
present the topic in a much more general setting than ours, but their focus is different from ours. Like
many other authors [3,11,12,16,19] we therefore restrict our attention to tridiagonal matrices with
non-negative off-diagonal entries. Such matrices were used extensively to ﬁnd transient solutions in
multiserver queues by using the matrix exponential [6,13,14,17,18]. Apparently, there are no cross-
references between the literature of the queueing theorists and the mathematicians dealing with
Toeplitz matrices.
2. Important relations
First, we discuss an important relation between the right and the left eigenvectors, which allows us
to simplify (1).We also show that all tridiagonalmatriceswith positive off-diagonal entries are similar
to symmetric matrices. First, consider the following lemma.
Lemma 1. Let aj and cj be deﬁned as in the matrix AN and let dj , j = 1, 2, . . . ,N, be arbitrary complex
numbers. Deﬁne x1 = y1 = 1, and for j = 2, 3, . . .N, let xj and yj be given by the following recursive
relations:
x2 = d1/c1, y2 = d1/a2, (2)
xj+1 = (djxj − ajxj−1)/cj , yj+1 = (djyj − cj−1yj−1)/aj+1, j = 2, 3, . . . ,N − 1. (3)
Then
xj
yj
= xj−1
yj−1
aj
cj−1
, j = 2, 3, . . . ,N. (4)
Proof. From (2), one immediately concludes
x2
y2
= a2
c1
= a2
c1
x1
y1
.
Hence, (4) holds for j = 2. We now use induction to prove (4) for all j. We write (4) as
ajxj−1 = xjcj−1yj−1
yj
. (5)
On the other hand, from (3), one ﬁnds:
xj+1
yj+1
= djxj − ajxj−1
djyj − cj−1yj−1
aj+1
cj
.
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If we substitute ajxj−1 in this expression by (5) and simplify, we get:
xj+1
yj+1
= xj
yj
aj+1
cj
and (4) is proved for all j, and, with it, the lemma. 
The relation between left and right eigenvectors is given by the following proposition.
Proposition 1. For the matrix AN , let x = [x1, x2, . . . , xN]T and y = [y1, y2, . . . , yN] be the right and
the left eigenvectors corresponding to some ﬁxed eigenvalue λ, where x1 = y1 = 1. Then yj = hjxj , j =
1, 2, . . . ,N with
h1 = 1, hj = hj−1 cj−1
aj
=
i∏
j=2
cj−1
aj
, j = 2, 3, . . . ,N. (6)
Proof. In Lemma 1, set dj = λ − bj , where bj are the diagonal entries of AN . Then for the eigenvalue
λ, (2) and (3) must hold. Now (4) implies yj = hjxj , with hj given in (6). 
An important consequence of the proposition is this: if we assume cj = 1, j e, which is stronger
than j > e, then we have
hj = hj−1
a
= heae−j , j e. (7)
Since ajcj−1 > 0 in AN , the matrix SANS−1 is symmetric, as one can easily check, provided S =(
diag
(√
hj
))N
j=1 with hj given in (6). Hence, AN is similar to a symmetric matrix. This implies that
all eigenvalues of AN are real and distinct, a fact that was used by Karlin [10] and others [5,13]. Also,
one can make all eigenvalues positive by replacing bi by bi + η, for a ﬁxed number η. Therefore, since
SANS
−1 is symmetric, according to [9, p. 417] the eigenvalues are equal to the singular values.
The Toeplitzmatrices considered in [1,2] have the valuesωi andω−i on the ith rowabove and below
the main diagonal, respectively. The so called generating function (or symbol) of these matrices is the
functionω(s) = ∑∞i=−∞ ωisi,where s is on theunit circle, that is, |s| = 1. The resultingToeplitzmatrix
is then denoted by TN(ω), where N is the dimension of TN(ω). The ωi are interpreted as the Fourier
coefﬁcients ofω(s). Since for real valued functions, the Fourier coefﬁcients for negative subscripts are
the conjugate complex of their positive counterparts, we simplify the discussion if we canmake TN(ω)
symmetric, because then, we have ω−i = ωi, i 1.
Consider now the Toeplitz part of AN , that is, set ω−1 = a, ω0 = b and ω1 = 1, or, if we use the
hj = aj tomakeAN symmetric,wemayhaveω−1 = ω1 = √a andω0 = b. Hence, letω(s) = √a/s +
b + √a s. If s is on the unit circle, then s = cosϕ + i sinϕ, and
ω(s) = b + 2√a cosϕ. (8)
According to [1, Eq. (10.2)], all eigenvalues of TN(ω) are strictly between the maximum and the mini-
mum of ω(s), |s| = 1. In the case of (8), if m1 = b − 2√a and m2 = b + 2√a, since −1 cosϕ  1,
then for all eigenvalues λ of TN(ω)
m1 < λ < m2. (9)
According to [1,2], the N × N Toeplitz matrices with perturbations on the upper left corner can be
interpreted as the sum of a Toeplitz matrix and a matrix representing the perturbations. To formulate
this in a mathematical way, let PN be the operator that truncates an inﬁnite matrix at N, that is:
PN : {x1, x2, . . .} → {x1, x2, . . . , xN , 0, 0, . . .}
and let U = (ujk)∞j,k=1 be a tridiagonal matrix with all non-zero elements in the upper-left e × e block.
With the above deﬁnition, we have
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AN = TN(ω) + PNUPN . (10)
Theorem 4.16 of [2] shows that the set of the singular values of AN converges in the Hausdorff metric
to that of the matrix T(ω) + U as N → ∞, where T(ω) is the operator on 2 that is induced by the
inﬁnite Toeplitz matrix (ωj−k)∞j,k=1. Since by adding a constant to b, we can assure that the singular
values are equal to the eigenvalues, we conclude that spAN → sp(T(ω) + U). The spectrum of T(ω) is
known to be [m1,m2]. By a standard result from perturbation theory, sp(T(ω) + U) = [m1,m2] ∪ X ,
where X contains at most a countable number of elements.
3. Right eigenvectors
The discussion in this section is based on the original matrix AN and, for simplicity, we assume
cj = 1, j e. To evaluate and simplify [f (AN)]j,k , given in (1), for an entire real valued function f such
as f (λ) = λm and f (λ) = exp(λt) ﬁrst we need a closed form for the right eigenvectors x(λ) of AN .
For this, expand (AN − λI)x(λ) = 0, to get the following equations:
0 = (b1 − λ)x1(λ) + c1x2(λ), (11)
0 = aixj−1(λ) + (bj − λ)xj(λ) + cjxj+1(λ), j = 2, 3, . . . , e, (12)
0 = axj−1(λ) + (b − λ)xj(λ) + xj+1(λ), j = e + 1, . . . ,N − 1, (13)
0 = aNxN−1(λ) + (bN − λ)xN(λ). (14)
We rewrite the last equation as
0 = aNxN−1(λ) + (bN − λ)xN(λ) + xN+1(λ)
with the convention that if λ is to be an eigenvalue, xN+1(λ) = 0. Note that x1(λ) cannot be zero
because otherwise, all xi(λ) become zero. Set x1(λ) = 1 and solve Eqs. (11) and (12) recursively for
j = 2, 3, . . . , e:
x2(λ) = − 1
c1
(b1 − λ), (15)
xj+1(λ) = − 1
cj
((bj − λ)xj(λ) + ajxj−1(λ)), j = 3, 4, . . . (16)
These equations can be used for ﬁnding xN+1(λ), and λ is an eigenvalue if xN+1(λ) = 0. For j > e, it
is preferable to ﬁnd xj(λ) by using the theory of difference equations. Hence, in (13) we set xj(λ) =
zj , j = e, e + 1, . . . ,N − 1, which yields
azj−1 + (b − λ)zj + zj+1 = 0 or a + (b − λ)z + z2 = 0. (17)
Note that each xj(λ), 2 jN + 1, is a polynomial of λ. If
D(λ) = (b − λ)2 − 4a (18)
then we obtain the two solutions of (17), z1 and z2 as:
z1 = λ − b −
√
D(λ)
2
, z2 = λ − b +
√
D(λ)
2
. (19)
These solutions are distinct if D(λ) /= 0, and then we obtain
xj(λ) = d1zj−e1 + d2zj−e2 , j = e, . . . ,N + 1, (20)
where xe(λ) = d1 + d2, xe+1(λ) = d1z1 + d2z2. This yields
d1 = xe(λ)z2 − xe+1(λ)√
D(λ)
, d2 = xe+1(λ) − xe(λ)z1√
D(λ)
.
If D(λ) = 0, which happens if λ = b − 2√a = m1 or if λ = b + 2√a = m2, then z1 = z2 = z =
(λ − b)/2, and we have
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xj(λ) = d1zj−e + d2(j − e)zj−e−1 = xe(λ)zj−e + (xe+1(λ) − d1z)(j − e)zj−e−1. (21)
D(λ) is less than zero if m1 < λ < m2, and then z1 and z2 are conjugate complex. Note that because
of (9), these are the eigenvalues connected with the Toeplitz part, and we therefore call them Toeplitz
eigenvalues, and the remaining eigenvalues are called non-Toeplitz eigenvalues. For the non-Toeplitz
eigenvalues, we have
Lemma 2. If λm1, then z1, z2 < 0, and if λm2, z1, z2 > 0.
Proof. First, note that if λ = m1, z1 = z2 = (m1 − b)/2 = −√a < 0. Furthermore, in this case, λ −
b < 0, and (λ − b)2 increases as λ decreases, consequently, z1 decreases as λ decreases. Hence, for
λ < m1, z1 < 0. Also, z1z2 = a, and hence z2 must have the same sign as z1, that is, z1, z2 < 0. In a
similar fashion, one can prove that z2 > 0 if λm2. 
In the Toeplitz case, z2 = z¯1 and d2 = d¯1, and one ﬁnds after some calculations, using also z1z2 = a
xj+e(λ) = 2daj/2 cos(α + jϕ), j = 0, 1, . . .N + 1 − e. (22)
Here,
(√
a,ϕ
)
and (d,α) are, respectively, the polar co-ordinates of z2 and d2:
cosϕ = λ − b
2
√
a
, 0 < ϕ < π , (23)
d2 = d1d¯1 = 1
4
(
xe(λ)
2 + ((λ − b)xe(λ) − 2xe+1(λ))
2
4a − (λ − b)2
)
, (24)
cosα = xe(λ)
2d
, sign(α) = sign((λ − b)xe(λ) − 2xe+1(λ)), −π
2
< α 
π
2
. (25)
For similar results, see [11,12,17,19]. Note that (23) establishes a one-to-one relation between ϕ and
λ:
λ = ω(s) = b + 2√a cosϕ, s = cosϕ + i sinϕ. (26)
4. Closed form for αN
We are now in a position to apply Eq. (6) of Proposition 1 to determine a closed form for αN . In
particular we have yk(λ) = xk(λ)hk , where hk = ∏kj=2 cj−1aj , k = 2, 3, . . . , e and hj+e = hea−j , j =
1, . . . ,N − e. If z1 /= z2 andM stands for N − e, then αN can be simpliﬁed as follows:
αN =
N∑
j=1
(xj(λ))
2hj
=
e−1∑
j=1
(xj(λ))
2hj +
M∑
j=0
he(d1z
j
1 + d2zj2)2a−j
=
e−1∑
j=1
(xj(λ))
2hj + he
M∑
j=0
(d21z
2j
1 + 2d1d2zj1zj2 + d22z2j2 )(z1z2)−j
=
e−1∑
j=1
(xj(λ))
2hj + he
(
2Md1d2 + d21
1 − (z1/z2)M+1
1 − z1/z2 + d
2
2
1 − (z2/z1)M+1
1 − z2/z1
)
. (27)
Note that it is impossible that d1 and d2 both vanish because then, two xi(λ) in sequencewould vanish,
and because of (11)–(14), this would imply that xi(λ) = 0 for all i. If for an eigenvalue λ, D(λ) < 0,
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then both d1 and d2, being conjugate complex, must be non-zero. We will show in the next section
that in this case, the eigenvalues become dense asN → ∞. Hence, to be non-Toeplitz, an eigenvalue λ
must satisfy D(λ) 0. The non-Toeplitz eigenvalues can make a contribution to (1) only if αN remains
ﬁnite as N → ∞. For D(λ) > 0, this occurs only in the following cases:
1. d1 = 0 and |z2/z1| < 1,
2. d2 = 0 and |z1/z2| < 1.
Of course, d1 = 0 implies xe+1(λ) = xe(λ)z2, and d2 = 0 implies xe+1(λ) = xe(λ)z1. Because of (19),
z1 < z2. Lemma 2 indicates that if λ < m1, both z1 and z2 are negative. In this case, |z1| > |z2|, andαN
remains ﬁnite if d1 = 0. Similarly, if λ > m2, z1 and z2 are both positive, d2 must be zero. In summary,
λ becomes a non-Toeplitz eigenvalue as N → ∞ if z2 < m1 and d1 = 0, or if z1 > m2 and d2 = 0.
If λ < m1, then d1 = 0, and one ﬁnds as N → ∞:
αN =
e−1∑
j=1
(xj(λ))
2hj + he z1
z1 − z2 (xj(λ))
2 =
e−1∑
j=1
(xj(λ))
2hj + 1
2
he(xj(λ))
2
(
1 − λ − b√
D(λ)
)
.
Similarly, if λ > m2, then d2 = 0, and one has:
αN =
e−1∑
j=1
(xj(λ))
2hj + he z2
z2 − z1 (xj(λ))
2 =
e−1∑
j=1
(xj(λ))
2hj + 1
2
he(xj(λ))
2
(
1 + λ − b√
D(λ)
)
.
For D(λ) < 0, ﬁrst we simplify the right side of the second term of the last line of Eq. (27),
2Md1d2 + d21
1 − (z1/z2)M+1
1 − z1/z2 + d
2
2
1 − (z2/z1)M+1
1 − z2/z1
= d2
(
2M + d1
d2
1 − (z1/z2)M+1
1 − z1/z2 +
d2
d1
1 − (z2/z1)M+1
1 − z2/z1
)
. (28)
Since |d1| = |d2|, then in (28) both 1−(z1/z2)M+11−z1/z2 and
1−(z2/z1)M+1
1−z2/z1 remainbounded. It follows thatαN/M
converges to 2hed1d2 = 2hed2 asM → ∞.
For D(λ) = 0, λ = b ± 2√a, z1 = z2 = z = ±√a. In this case, αN/M converges to zero unless
xe+1(λ) = ±√a xe(λ). To show this, we approach m1 from the right, and m2 from the left. We write
(24) as
d2 = (xe(λ)(λ − b) − 2xe+1(λ))
2 − (xe(λ))2D(λ)
4D(λ)
. (29)
Hence, as D(λ) approaches zero, d2 approaches inﬁnity, unless xe(λ)(λ − b) − 2xe+1(λ) = 0. Since
λ − b = ±2√a, this can only happen if xe+1(λ) = ±√a xe(λ). It follows that unless xe+1(λ) =
±√a xe(λ), d2 → ∞, and, with it αN/M → ∞.
In the case xe+1(λ) = ±√a xe(λ), one ﬁnds xe+i(λ) = xe(λ)ai/2, and
αN =
c−1∑
j=1
(xj(λ))
2hj + he
M∑
j=0
(xe(λ))
2 =
c−1∑
j=1
(xj(λ))
2hj + (M + 1)he(xe(λ))2.
Consequently, αN/M converges to he(xe(λ))
2. This result can also be obtained from (29) by letting λ
approach b ± 2√a, and using (28).
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5. Location of eigenvalues
In this sectionwe show that, asN → ∞, the Toeplitz eigenvalues are dense in the interval (m1,m2)
and that the corresponding ϕ’s are uniformly spaced in (0,π). We also show that there are at most
e + 1 non-Toeplitz eigenvalues. Both of these results will be derived by using Sturm sequences (see
also [5,6]). We note, however, that there are other methods to derive similar results. In particular,
it follows from Theorem 5.23 of [2] that ϕ of the corresponding Toeplitz eigenvalues are uniformly
spaced and consequently dense in (0,π). Also, it follows from Theorem 9.19 of [1] that there are at
most 2e non-Toeplitz eigenvalues, which is weaker than our result.
The sequence {xi(λ), i = 1, 2, . . .N} forms a Sturm sequence if xi(λ) = 0 implies xi−1(λ)xi+1(λ) <
0, for i = 2, 3, . . . ,N − 1. In Sturm sequences, there is a close relation between the location of zeros
and sign variations. For iN a sign variation occurs if xi(λ)xi+1(λ) < 0 or xi(λ) = 0. Notice that
xN+1(λ) = 0 does not count as a sign variation. Hence, let n(λ) be the number of sign variations in the
sequence {x1(λ), x2(λ), . . . , xN+1(λ)}. It is easily veriﬁed that the only way n(λ), as a function of λ,
can change its value is when xN+1(λ) goes through zero, and each time this happens, n(λ) changes by
1. Thus, the number of times n(λ) changes is a lower bound for the number of zeros of xN+1(λ). Now,
if λ is low enough then n(λ) = N and if λ is high enough then n(λ) = 0. This follows immediately
from Eqs. (15) and (16). Consequently, the number of zeros of xN+1(λ) for −∞ < λ < ∞ is exactly
equal to N. Since xN+1(λ) is a polynomial of degree N, it follows that all zeros are accounted for, and
that all zeros are simple and real.
The above argument is also true for every subsequence startingwith x1(λ)of the form {x1(λ), x2(λ),
. . . , xi(λ)}, 1 iN + 1, and from this, it follows that the number of sign variations in any such
subsequence is monotonically increasing as λ decreases. Hence, the sign variations strictly move from
right to left, like the beats on a string. If we deﬁne ni,j(λ) to be the number of sign variations of the
sequence {xi(λ), xi+1(λ), . . . , xj(λ)}, then n1,j(λ) is non-decreasing as λ decreases.
Since there is a one to one correspondence between the changes of n(λ) and the zeros of xN+1(λ),
we deﬁne λi to be the value of λ where n(λ) goes from i to i + 1. Hence, λ1, the ﬁrst eigenvalue, is
the eigenvalue where n(λ) increases from 0 to 1, λ2 is the eigenvalue where n(λ) increases from 1
to 2 and so on. It follows that n(λi) = n(λ−i ) = i, but n(λ+i ) = i − 1. Hence, n(m2) is the number of
eigenvalues to the right ofm2, possibly includingm2, and N − n(m1) is the number of eigenvalues to
the left ofm1, excludingm1. Of course, n(m1) − n(m2) is the number of eigenvalues in (m1,m2].
Note that for any given value of λ, and for any sequence {x¯i, i = 1, 2, . . . , e + 1}, Eqs. (2) and (16)
allow one to determine values of bi such that xi(λ) = x¯i, i = 1, 2, . . . , e + 1, where x¯i are any given
real number. Obviously, if for i = 1, 2, . . . , e + 1, all x¯i = 1, n1,e+1(λ) = 0, and if x¯i = (−1)i, then
n1,e+1(λ) = e. Hence, no matter what value λ assumes, one can make n1,e+1(λ) assume any value
between 0 and e. Similarly, one can determine bN in such a way that nN,N+1(λ) assumes either 0 or
1, irrespective of the value of λ. Consequently, we can determine bi, i = 1, 2, . . . , e and bN such that
n(m2) n1,e+1(m2) + nN,N+1(m2) = e + 1, which implies that there are at least e + 1 eigenvalues
in [m2,∞). Similarly, we can determine the bi, i = 1, 2, . . . , e and i = N such that there is no sign
variation in the sequences {x1, x2, . . . , xe+1} and {xN , xN+1} for λ = m1, which implies that there are
e + 1 eigenvalues at or belowm1.
In summary, it is possible to have up to e + 1 eigenvalues at or above m2 or it is possible to have
up to e + 1 eigenvalues at or below m1. All of these eigenvalues are non-Toeplitz. We now show that
the number of non-Toeplitz eigenvalues is at most e + 2. First, we show that ne,N(m1) is between
N − e − 1 and N − e. Since z < 0 for λm1, we can write (21) as
xj+e(λ) = (−1)j|z|j(d1 + jd2/|z|).
Obviously,d1 + jd2/|z| is linear in j, and it therefore can change signonly once. If the signof this expres-
sion does not change then the sign of xj+e(λ)will change and vice versa. Hence ne,N(m1)N − e − 1.
Since xi(λ) varies continuously with λ, the same is true for ne,N(m
+
1 ). Note that the number of Toeplitz
eigenvalues is given by n(m+1 ) − n(m2). Suppose now that n1,e+1(m2) = n¯, then, n1,e+1(m1) n¯.
Clearly
n(λ) = n1,e+1(λ) − ne,e+1(λ) + ne,N(λ) + nN,N+1(λ).
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This equation can be used to show that n(m1) − n(m2)N − e − 2, and it follows that there are at
least N − e − 2 Toeplitz and at most e + 2 non-Toeplitz eigenvalues. As N → ∞, bN will, for all ﬁnite
values of N, have no inﬂuence on AmN , except for rows close to N. The same is true for exp(ANt), as one
can see by using a Taylor expansion. In this case the bounds for the number of non-Toeplitz eigenvalues
decreases by 1. In particular, the maximum number of non-Toeplitz eigenvalues becomes e + 1 rather
than e + 2.
We now show that the variableϕ = ϕ(λ) corresponding to the Toeplitz eigenvaluesm1 < λ < m2
is uniformly spaced in the interval (0,π). In fact, it is not difﬁcult to ﬁnd the following range:
(N − e)ϕ(λ)
π
 ne,N(λ) <
(N − e)ϕ(λ)
π
+ 1. (30)
Clearly, as λ decreases from m2 to m1, ne,N(λ) assumes every integer between 0 and N − e, with the
possible exception of 0 and N − e. Hence, by Eq. (30), ϕ must assume exactly one value in each of the
intervals
(
(m−1)π
N−e ,
mπ
N−e
]
asm assumes all possible values of ne,N(λ). Thus, the values ϕi corresponding
to λi are essentially uniformly spaced in the interval (0,π), and they therefore become dense as N
goes to inﬁnity.
That the spacing of ϕi is uniform also follows from the fact that ne,N(λ)/(N − e) is twice the
frequency of cos(α + jϕ), j = 0, 1, . . . ,N − e, and that this frequency is ϕ/(2π) (see e.g. [8, Eq. 6-
72]). Since ne,N(λ) must assume every integer between 0 and N − e, with the possible exception of 0
and N − e, the result is conﬁrmed.
We also can use Sturm sequences to calculate the non-Toeplitz eigenvalues. First, note that by
using Geršgorin discs [9, p. 344], we ﬁnd that all eigenvalues must be between mini(bi − ai − ci)
and maxi(bi + ai + ci). Hence, the non-Toeplitz eigenvalues are either between mini(bi − ai − ci)
andm1, or betweenm2 andmaxi(bi + ai + ci). For λm1, use the sequence {x1(λ), x2(λ), . . . , xe(λ),
xe+1(λ), x˜}, with x˜ given by
x˜ = −xe+1(λ) + xe(λ)z1,
which is a Sturm sequence, because for λm1, z1 < 0. According to our discussion in the previous
section, λ is an eigenvalue if x˜ = 0. To ﬁnd these eigenvalues, we can use the method given in [4]. A
similar method can be used to ﬁnd the eigenvalues λ > m2. In this case, we deﬁne
x˜ = xe+1(λ) − xe(λ)z2.
6. The main result
Now let f be an entire function such as f (λ) = λm or f (λ) = exp(λt), and we want to have ex-
pressions for f (AN). Such expressions have been studied, for example, in [7]. They showed that AN
converges strongly (pointwise) to T(ω) + U and hence
[f (AN)]jk −→ [f (T(ω) + U)]jk (31)
as N → ∞. Therefore, we know that ﬁxed entries of f (AN) converge to a limit. Furthermore, if AN is
banded, we actually ﬁnd (see [7]):
[f (AN)]jk = [f (T(ω) + U)]jk + O(τ 2N−j−k)
with some τ ∈ (0, 1), that is, the convergence of (31) is exponentially fast. This implies that we can
approximate the limit value by simply computing [f (AN)]jk for some large N. Instead of calculating
f (AN) for suitably large N, we prefer to use integration, which has the advantage that we need not
calculate individual eigenvalues, and we need not vary N to check if convergence is achieved within
the required precision.
From the previous section we conclude that the eigenvalues we need in order to calculate f (AN)
fall into two subsets of real numbers. The Toeplitz eigenvalues which lie in (m1,m2), and as N →∞ they become dense. The non-Toeplitz eigenvalues appear outside of (m1,m2), i.e., the set SN =
spAN\ (m1,m2). We also note that αN = αN(λ) is a function of λ.
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Now we use Eq. (28) to get:
∑
λ∈(m1,m2) ∩ spAN
hkxj(λ)xk(λ)
heαN(λ)
f (λ) = ∑
λ∈(m1,m2) ∩ spAN
hkxj(λ)xk(λ)
hed(λ)2(2M + o(1)) f (λ). (32)
Accordingly, by using the right side of (32), we can split (1) into two parts,
f (AN)jk =
∑
λ∈SN
hkxj(λ)xk(λ)
αN(λ)
f (λ) + ∑
λ∈(m1,m2) ∩ spAN
hkxj(λ)xk(λ)
hed(λ)2(2M + o(1)) f (λ). (33)
Therefore the second sum in (33) can be written as,
hk
2he
⎛
⎝ ∑
λ∈(m1,m2) ∩ spAN
xj(λ)xk(λ)
Md(λ)2
f (λ)
⎞
⎠(1 + O ( 1
M
))
. (34)
In order to analyze the sum in (34) as N → ∞, ﬁrst notice that the terms in the summation are
functions of ϕ. To express this, we deﬁne the following functions of ϕ: λ = λ(ϕ) = b + 2√a cosϕ,
xˆj(ϕ) = xj(b + 2√a cosϕ), dˆ(ϕ) = d(b + 2√a cosϕ), and fˆ (ϕ) = f (b + 2√a cosϕ). Now we can
state our main result.
Theorem 1. With the above notations, as N → ∞, Eq. (1) can be written as:
[f (AN)]jk =
∑
λ∈SN
hkxj(λ)xk(λ)
αN(λ)
f (λ) + hk
2πhe
∫ π
0
Fjk(ϕ)dϕ + o(1), (35)
where Fjk(ϕ) = xˆj(ϕ)xˆk(ϕ)fˆ (ϕ)/dˆ(ϕ)2.
Proof. It is enough to show that the sum in (34) converges to the integral in (35). For thiswe convert the
sum in (34) into a convergent Riemann sum. First notice that λ is not uniformly spaced in the interval
(m1,m2) and therefore cannot be used as a Riemann sum variable. On the other hand, according to
(30), the difference between two consecutive ϕ is at most 2π/M and therefore, as it was indicated
before, ϕ is evenly spaced in the interval (0,π). Hence, by setting 
ϕ = π/M and substituting the
functions in (34) in terms of ϕ, as N goes to inﬁnity, the sum becomes a convergent Riemann sum as
follows:
hk
2πhe
∑
0<ϕ<π
xˆj(ϕ)xˆk(ϕ)
dˆ(ϕ)2
fˆ (ϕ)
ϕ −→ hk
2πhe
∫ π
0
Fjk(ϕ)dϕ.
The above integral is well-deﬁned although 0 < ϕ < π because the function Fjk(ϕ) is continuous on
the closed interval [0,π ]. Hence we have (35) as was required. 
Notice that another approach to proof the above theorem is to use the result of Theorem 5.23 of [2].
7. Numerical considerations
We programmed the algorithm given by Eq. (35) in VBA. We checked (35) for f (AN) = AmN for a
number of values ofm against the direct multiplication of AmN , and we found that the results matched.
We only used small values ofm, which allowed us to truncate thematrix without affecting the results.
We also used (35) to ﬁnd exp(ANt).
To integrate Fjk(ϕ) for both functions f (λ) = λm and f (λ) = exp(λt), we used the algorithms
QSIMP and TRAPZD described in Section 4.2 of Press et al. [15]. To do this, the values Fjk(ϕ) for ϕ = 0
andϕ = π areneeded. Aswe showedearlier, in these cases,d → ∞, provided xe+1(λ) /= ±√a xe(λ).
Hence, except for xe+1 = ±√a xe(λ), Fjk(ϕ) is zero for ϕ = 0 or ϕ = π . However, even when xe+1 =
±√a xe(λ), the results will be correct because when using QSIMP and TRAPZD, the values chosen for
Fjk(ϕ) at the endpoints of the interval [0,π ] will have no effect as the number of iterations goes to
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inﬁnity, and it has only a negligible result on the eventual result even when the number of iterations
remains ﬁnite. The boundary values do, however, affect the convergence of the algorithms, especially
in the ﬁrst few iterations. It is possible to take corrective action in the case where xe+1(λ) deviates
only very little from ±√a xe(λ), where λ equalsm1 orm2, but we have not done so.
In conclusion, we found that this algorithm worked as intended. We also believe that the idea
of using eigenvalues in inﬁnite matrices should be explored further, and that it even will increase
our understanding of eigenvalues in large, but ﬁnite matrices. We hope that this paper will make a
contribution in this endeavor.
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