Abstract We propose regularized cutting-plane methods for solving mixed-integer nonlinear programming problems with nonsmooth convex objective and constraint functions. In order to avoid tailing-off effect that makes calculations unstable as the iteration process progresses, the given algorithms require solving a regularized mixed-integer linear programming subproblem at each iteration. The goal is to perform as few function evaluations as possible in the quest of solving convex mixed-integer nonlinear optimization problems. This is an important feature for some industrial applications resulting in hard-to-evaluate objective and/or constraint functions. Numerical experiments comparing the proposed algorithms with classical methods in this area show the effectiveness of our approach.
Introduction
Many real-life optimization problems are modeled in a mixed-integer setting, involving discrete and continuous decision variables. Optimization algorithms for solving mixed-integer nonlinear programming -MINLP -problems have become an important focus of research over the last years, [2, 4, 15, 16] . As discussed in [11] , some of these algorithms require differentiability of the involved functions. Following the lead of [29, 11] , in this work we do not assume differentiability to deal with problems of the form:
where f, c : R n → R are convex functions and X ⊂ R n is a mixed-integer set, which is assumed to be nonempty and bounded. Since c can be a nonsmooth function, there is no loss of generality in assuming that c : R n → R. Indeed, function c can be the maximum of finitely many constraints f j (x) ≤ 0 ∈ R, i.e., c(x) = max j f j (x).
Many methods have been proposed for solving convex MINLP problems, [15, 4] . The outerapproximation method presented in [10, 15] and [12] require differentiability of both functions f and c in order to efficiently solve the problem; see [11, § 4.1] . A technique that is closely related to the outer-approximation method is the generalized Benders decomposition proposed in [14] . Publications [26] and [20] propose branch-and-bound algorithms for solving problem (1) , and [13, 7] explore valid inequalities in these techniques. In [22] a branch-price-and-cut strategy combined with decomposition techniques is proposed to provide valid inequalities and strong bounds to
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IMPA -Instituto Nacional de Matemática Pura e Aplicada. Rua Dona Castorina 110, 22460-320, Rio de Janeiro, Brazil BCAM -Basque Center for Applied Mathematics. Alameda de Mazarredo, 14, 48009 Bilbao, Basque Country -Spain guide the search in a branch-and-bound tree. Other alternatives for solving (1) are based in Lagrangian relaxation; see for instance [24, 18, 3] for column generation approaches and [25, 21] for other techniques applied to stochastic optimization. Interested readers are referred to [2, 16] for more information on the aforementioned techniques for MINLP problems.
Another important method for solving nonsmooth convex MINLP problems is the extended cutting-plane method -ECPM -proposed in [29] and further studied in [30, 11, 28] . The ECPM is based on the Kelly's classical cutting-plane algorithm given in [17] and thus, convexity of the involved functions is exploited in order to approximate f and c by supporting hyperplanes. More precisely, the method generates a sequence of points {x k } ∈ X by solving a sequence of MILP subproblems, approximating the considered MINLP. It is worth mentioning that intermediate subproblems need not be solved exactly. This is an interesting feature for dealing with MINLP problems whose MILP subproblems is too time consuming and functions f and c in (1) can be easily evaluated by a black-box or oracle.
In general, ECPM algorithms require more iterations to solve problem (1) than outer-approximation based algorithms. However, the cost-per-iteration of the former method is lower because no additional nonlinear subproblem is required to be solved, in contrast to outer-approximation methods. One additional difficulty arises when in problem (1) at least one of the functions f or c is difficult to evaluate, a common feature in industrial optimization problems; see [24, 27] for some examples. Under this assumption, ECPM seems to be so far the method of choice: outer-approximation techniques are not suitable, since solving the nonlinear optimization subproblems coming from relaxations of (1) can be too time consuming. Moreover, branch-and-bound approaches might not be suitable either: these techniques usually require too many function evaluations to solve the problem. Therefore, it is of interest obtaining algorithms for solving MINLP problems that require fewer function evaluations than ECPM but with a comparable cost-per-iteration. In order to seek for such algorithms, we then propose in this work to regularize the extended cutting-plane method of [29] . The proposed approaches are natural extensions of the level bundle methods given in [19, 27] for continuous convex minimization problems. For this reason, we name our proposals extended level bundle methods -ELBM. We mention that the ELBM approaches are for the level bundle methods in [19] what the ECPM of [29] is for the Kelley's cutting-plane method [17] . In this manner, this article combines the two different areas: nonlinear mixed-integer optimization and nonsmooth optimization. As mentioned in [11] , combination of these two optimization areas is rare, although, both bundle methods for nonsmooth optimization and cutting-plane methods for MINLP have their origin in the same classical cutting-plane method of Kelley [17] .
This work is organized as follows: in Section 2 we give an algorithm pattern that will be employed for all presented ELBM variants. Its convergence analysis is also presented in Section 2, without specifying precisely the level bundle type. Some variants for the method are proposed in Section 3, aiming at solving the nonsmooth optimization problem (1) by requiring fewer function evaluations than an ECPM based algorithm. In Section 4 we provide numerical experiments comparing some of the proposed level bundle variants with an implementation of the ECPM and solver BONMIN [5] . Finally, Section 5 contains some concluding comments and remarks.
General considerations and algorithm
Given a point x k ∈ X, we assume the existence of an oracle that provides us with:
It is well known that if both f and c are convex and finite-valued functions on an open set containing X, then their subdifferentials are nonempty for all x ∈ X. We emphasize that the requirement in (2) is a much milder assumption than demanding knowledge of the whole subdifferentials ∂f (x k ) and ∂c(x k ), as required by the outer-approximation algorithm of [11] .
With the oracle information in (2) it is useful to define, at iteration k, two polyhedral cuttingplane models:
The index set B k ⊆ {1, . . . , k} corresponds to the method's memory:
} j∈B k . Throughout this work we will refer to B k as information bundle. Convexity of f and c ensures that the above models are under approximations of the respective functions, i.e.,
The above inequalities are crucial for cutting-plane based methods. For instance, the extended cutting-plane method of [29] deals with problem (1) by solving at each iteration k a MILP problem of the form
which providesf k (x k+1 ) as a lower bound to the optimal value f min of (1). Therefore, the measure max{f (
} gives a certificate of optimality for the ECPM algorithm, which can be stopped with a δ Tol -solution
In this work we are interested in regularized variants of (4) aiming at reducing the number of oracle calls required to solve (1) . When regularization terms come into play, the valuef k (x k+1 ) may no longer be a valid lower bound for f min ; see (6) and (7) below. Therefore, other alternatives for the above certificate of optimality must be employed instead: given a lower bound f k low for f min at iteration k, we proceed as [27] to define the following certificate of optimality
Remark 1 Sequence {O k } is non-increasing and non-negative by construction. It is easy to see that if O k = 0 for an arbitrary k, then x k best is a solution to problem (1) . We refer the reader to [27, Lemma 1] for a formal proof of this claim.
Given a parameter γ ∈ (0, 1), the certificate of optimality O k is also useful to define the so called level parameter and level set, respectively given by
Provided that X k is nonempty, a new iterate x k+1 for a certain extended level bundle method is a properly chosen point in X k . A general way to choose the next iterate x k+1 in X k is by solving the following optimization problem:
wherex k ∈ X is a given stability center and ϕ : R n → R + a given stability function. Different choices for the function ϕ and stability centerx k define different level bundle methods, as discussed in Section 3 below. For instance, in the convex setting, [19] takesx k = x k and ϕ(x;x k ) as the Euclidean distance x −x k 2 . In this article we are interested in a mixed-integer setting; thus, other choices for the stability centerx k and stability function ϕ in (7) might be preferable (for instance, setting ϕ as the 1 -norm).
Remark 2 As discussed in [27] , if the set X k is empty, then f k lev < f (x) for all x ∈ {x ∈ X :č k (x) 0}. Sinceč k (·) c(·), it follows that f k lev is a lower bound for the optimal value f min whenever X k is an empty set. We can thus update the lower bound f k low by the simple rule presented in [27] : (6) to increase the level parameter.
We now give our algorithm, which is an extension of [27, Algorithm 1] to the mixed-integer setting, leaving unspecified for the moment a rule to define the next iterate x k+1 . We will come back to this subject in Section 3 below.
Algorithm 1 (General framework for extended level bundle methods)
Step 0. Select γ ∈ (0, 1) and a stopping tolerance δ Tol > 0. Choose x 0 ∈ X, f 0 low ≤ f min , a stability function ϕ and a rule to define the stability centerx k in (7) . Call the oracle to obtain (f (x 0 ), g 0 f ) and (c(x 0 ), g 0 c ). Set B 0 ← {0}, ← 0, k( ) ← 0, and k ← 0.
Step 1. Find x k best and O k as in (5) .
Step 3. Define f k lev and X k as in (6) . Choose a stability centerx k according to the given rule.
, and go back to Step 1. Otherwise, find a point x k+1 ∈ X k by solving (7).
Step 5. Call the oracle to compute (f (
and go back to Step 1.
Suppose that the initial lower bound f 0 low is not available, then f 0 low can be obtained by solving the MILP problem min x∈X f (x 0 ) + g 0 f , x − x 0 , or its linear programming relaxation. From the practical viewpoint, usually optimality and feasibility tolerances are different, reflecting the fact that one may be satisfied with an approximated solution, but needs the constraints to be strictly satisfied. Moreover, tolerances are typically given as relative to avoid problems with scaling. For these reasons, an alternative stopping test could be of the form
for given tolerances δ 
Remark 3 A natural procedure in
Step 5 corresponds to try to find x k+1 directly, instead of verifying whether X k is an empty set. If an optimization solver is employed to solve subproblem (7) to define x k+1 , we may expect an exit flag providing information on feasibility of X k .
Since a regularized subproblem as (7) is solved to define the next iterate x k+1 , the index set B k can be reduced in Step 2 whenever the algorithm provides a sufficient decrease of the improvement function. This is akin to a complete restart of the algorithm, but with some form of memory, yielded by O k ,x k and ϕ, that ensures overall convergence. In what follows, consider cycles denoted by
In
Step 6, Algorithm 1 adds one more index into B k+1 . Therefore, two more constraints
, x − x k+1 ≤ 0 are added into the level set given in (6). We thus conclude that
because from (8), it follows by construction that f
Convergence analysis
We first recall that f and c are convex functions and X is a bounded set. Thus, there exist two constants L f , L c > 0 (possibly unknown) such that
for all x,x ∈ X. We start our analysis with the following two lemmas that hold regardless of how x k+1 ∈ X k is chosen (for example, x k+1 can be any feasible point for (7)).
Proof Let A be an index set gathering indices updated only in Step 4 of Algorithm 1. Suppose that A has infinitely many indices. Whenever the level set is found to be empty in Step 4, the lower bound f k low is increased by an amount of γO k > 0 and the cycle-counter is incremented by one. Moreover, Remark 2 ensures that f k low f min for all k 0. We conclude that f
because the stopping test in Step 2 fails. Since f min < ∞ is an upper bound on this sequence, we must therefore have that O k → 0. (Hence, if δ Tol > 0 there cannot be an infinite loop between Steps 4 and 1.)
Suppose now that A is a finite set. Then, there exists an index¯ ≥ 0 such that
The result is now proven because γ ∈ (0, 1), {O k } is non-increasing and → ∞.
If the tolerance δ Tol is strictly positive, Lemma 1 ensures that the stopping test of Algorithm 1 will be triggered as long as increases sufficiently. Accordingly, our goal is to show that each cycle represented by K in (8) has only finitely many indices. For this we need the following result, which is a particular case of Lemma 3 in [27] .
Lemma 2 Let ≥ 0 be arbitrary, γ ∈ (0, 1) be given, and Λ = max{L f , L c }, where L f and L c are the Lipschitz constants for f and c given in (10) . At iteration k ∈ K of Algorithm 1, the following estimates hold:
Proof We recall that K ⊂ B k . Therefore, since x k+1 is chosen in X k given in (6), we get
for all j ∈ K such that j > k( ). By applying the Cauchy-Schwarz inequality we thus derive
where the last inequality is due to (5) . Hence, the result follows.
As long as the iterate x k+1 is a point belonging to the level set X k , Algorithm 1 ensures O k → 0. This statement is formalized in the following result. Proof By Remark 1 and Lemma 1 we just need to show that each cycle K given in (8) with ≥ 0 has finitely many indices. In order to do so, let us suppose by contradiction that there is an index ≥ 0 such K has infinitely many indices k. Thus, it holds that
and the algorithm would have terminated). It follows from (9) that the (infinite) sequence {x k } k∈K is contained in the bounded level set X k( ) . Lemma 2 gives
The above relation shows that the bounded (and infinite) sequence {x k } k∈K ⊂ X has no accumulation point in the closed and bounded set X, which is impossible in a finite-dimensional space. Hence, each cycle K must have only finitely many indices and the result follows.
Theorem 1 shows convergence of Algorithm 1 by assuming that x k+1 is arbitrarily chosen in the set X k given in (6) (for example by solving (4), the ECPM subproblem, or by using a single tree strategy, [2, § 3.3] ). Notwithstanding, the number of oracle calls to be performed by Algorithm 1 depends strongly on the rule to determine the iterates in Step 4. In the next section we give some alternatives to determine iterates by solving a subproblem as (7).
Obtaining new iterates: extended level bundle variants
Notice that when X k is nonempty, the point x k+1 determined by solving (4) belongs to X k . In this case, Algorithm 1 is nothing but the extended cutting-plane algorithm proposed in [29] .
It is worth mentioning that cutting-plane algorithms have three known drawbacks: (a) no matter how good is the initial point x 0 given to the algorithm, the iteration process will not exploit quality of x 0 for defining new iterates (initial iterates x k can be far away from the "good candidate" x 0 ); (b) tailing-off effect that makes calculations unstable as the iteration process progresses; (c) optimization subproblem (4) determining new iterates has more and more constraints and, hence, gets more and more ill-conditioned and difficult to solve.
In the convex setting, bundle methods [19, 8] are able to overcome all the three drawbacks mentioned above. A special class of bundle methods, known as level bundle methods [8] , employs subproblem (7) for defining new iterates. Depending on the choice of the stability function ϕ and stability centerx k in (7), the resulting algorithm provides: (i) an upper bound for the maximum number of iterations performed in each cycle K ; and (ii) a strategy to keep the information bundle B k bounded, i.e., restricted memory. Characteristics (i) and (ii) above are well-known in the level bundle literature, [8] . However, the mixed-integer setting is rather intricate. We thus rely on the essence of level bundle methods to provide techniques that overcome items (a) and (b) above, and try to remedy, in the practical viewpoint, item (c). No theoretical guarantees for (i) and (ii) are given.
Choosing stability centers
There is considerable freedom to choose the stability centersx k in subproblem (7), solved at each iteration by Algorithm 1. We now enumerate some possibilities: -Fixed stability center. A simple rule to updatex k along the iterative process iŝ x k+1 =x for all iteration k , wherex ∈ R n is an arbitrary but fixed point; for examplex = x 0 , the initial point. -Current iterate. Proposed in [19] , this rule consists in takinĝ
for all iteration k .
-Incumbent iterate. As in [27] , the rule consists in updating the stability center only after obtaining enough decrease of the certificate of optimality, that is,
Otherwise, setx k+1 ←x k . A good choice for the stability-center rule will depend on the problem's assumptions. For example, if a good estimatex for the optimal solution is known, one may employ the fixed stability center rule. On the other hand, if nothing about the optimal solution is known, one may prefer the current iterate rule, aiming to escape from bad quality initial iterates x k . Overall, a satisfactory rule is the incumbent iterate one, which is a hybrid of the two previous rules. The serious iterate rule is designed to overcome the cutting-plane method's drawback mentioned in item (a) above.
We now deal with another important ingredient for Algorithm 1: the stability function ϕ.
Choosing stability functions
As for the stability center, there is also a fair amount of freedom to choose the stability function ϕ in (7). The main importance of ϕ is to keep the next iterate near to the given centerx k . Below we list some alternatives for ϕ. -2 -norm. Most level bundle methods found in literature employ the Euclidean norm as a stabilization function; see [8] . Accordingly, subproblem (7) results in a mixed-integer quadratic programming problem -MIQP, that is
(If both x andx belong to {0, 1} n , then the objective function above can be written as
where 1 ∈ R n is the vector of ones. In this case, subproblem above is a binary linear programming problem.) -1 -norm. Differently from the Euclidean norm, the 1 -norm choice for the stability function ϕ leads to a MILP problem:
(For binary variables, x −x k 1 can be written as j∈{i:
, which is a linear function.) -∞ -norm. Taking ∞ as the stability function also leads to a MILP problem:
-Doubly stabilization. Given a norm · and a prox-step t k > 0, the next iterate can be obtained by solving the following doubly stabilized subproblem:
With this choice for subproblem (7), Algorithm 1 becomes a mixed-integer variant of the method proposed [9] . In general, MIQP problems are more difficult to solve than MILP. Therefore, the 1 and ∞ norms might be preferable to the 2 -norm as stabilization functions. A possible advantage of the ∞ -norm over the 1 is that when dealing with the above formulation of problem (7), less extra variables are required to put the problem in a canonical form.
We have presented four alternatives for defining the stability function, and four rules for choosing the stability centers. In a total, sixteen variants of Algorithm 1 are provided. Naturally, more variants can be proposed by simply changing ϕ or the stability-center rule.
Numerical assessment
In this section we report some numerical experiments comparing four level bundle variants with an extended cutting-plane algorithm and software BONMIN [5] . The goal is to verify empirically that one can reduce the number of oracle calls required to solve a convex MINLP problem by regularizing the MILP subproblem as in (7) . As mentioned in the Introduction, performing fewer oracle calls is of interest in some industrial applications, where the involved functions are costly.
Solvers. In order to solve the corresponding subproblems (7) at each iteration we employed the Gurobi toolbox for Matlab; see http://www.gurobi.com. In a total, seven solvers were considered. Four of them employ Algorithm 1 (coded in Matlab), with two different stability functions, and two rules to define stability centers in (7) . The solvers are named: -1 -Current iterate rule to definex k , and 1 -norm for the stability function; -∞ -Current iterate rule to definex k , and ∞ -norm for the stability function; -ˆ 1 -Incumbent iterate rule to definex k , and 1 -norm for the stability function; -ˆ ∞ -Incumbent iterate rule to definex k , and ∞ -norm for the stability function; -CP -Algorithm 1 solving subproblem (4) to define x k+1 . -B-BB -A NLP-based branch-and-bound algorithm implemented in BONMIN [5] ; -B-QG -An implementation of the branch-and-cut algorithm proposed in [23] and available in BONMIN. Notice that solver CP is nothing but a simple variant of the extended cutting-plane method proposed in [29] . Solvers B-BB and B-QG are available in the software BONMIN (https://projects. coin-or.org/Bonmin), which were employed through the OPTI toolbox for Matlab [6] .
Algorithm's parameters. All the solvers were initialized with x 0 , a point that solves the following MILP problem: min
wherex ∈ R n is (in most of test-problems) the vector of ones, and g c ∈ ∂f (x) (respectively, g c ∈ ∂c(x)). A lower bound f 0 low was set as the optimal value of the above MILP problem. Moreover, we set γ = 0.2 in Algorithm 1 and use the relative stopping test
Since the five first solvers use the same stopping test, obtained solutions have the same accuracy. Solvers B-BB and B-QG were set with the same relative tolerance. If the stopping test is not satisfied, the five first algorithms stop by the maximum number of iterations, which was set as 3000. All solvers were set with a CPU time limit of one hour. In order to illustrate the solvers' performance we have considered several test problems described below.
Problems from MINLP Library. We consider a set of 25 test-problems from the MINLP Library available at http://www.gamsworld.org/minlp. These problems have the form
with f, f i : R n → R convex and continuously differentiable functions. Solvers B-BB and B-QG consider the original problem structure, while solvers CP, 1 , ∞ ,ˆ 1 andˆ ∞ consider the nonsmooth reformulation (1), by taking c(x) = max j=1,...,m f j (x). Table 4 presents the problem's names, dimensions (n, m) (which are the number of variables and nonlinear constraints, respectively) and optimal values. CPU time (in seconds) and number of oracle calls required to solve these 25 problems are also presented in the Table 4 for five solvers: CP, 1 , ∞ , B-BB and B-QG. Total CPU time and oracle calls are presented in the last line of the table. As reported, solvers CP, 1 , ∞ and B-QG could solve all these problems within the CPU time limit of one hour (in contrast to B-BB), being B-QG much faster than the other considered solvers. However, solvers B-QG and B-BB required significantly more oracle calls than the cuttingplane based algorithms CP, 1 and ∞ . This shows that the latter class of methods is preferable when function evaluation is expensive. Concerning number of oracles calls, solver ∞ was the most effective one for this set of problems: ∞ performed 23.6% (respectively 99.97%) fewer oracles calls than CP (respectively B-QG).
Results for solversˆ ∞ andˆ 1 on these problems are summarized in Table 4 , where total CPU time and number of oracle calls are reported. Table 4 also presents results for the considered cutting-plane based methods applied to the test-problems by adopting formulation (1), but with c : R n → Rm defined as follows: by partitioning the set {1, . . . , m} intom ≤ m subsets I 1 , . . . , Im such that I i ∩ I j = ∅ if i = j, we reformulate each test-problem as (1) with c j (x) = max i∈Ij f j (x), for j = 1, . . . ,m. We consider in Table 4m ∈ {1, 50, m}. For the casem = 1, all the level bundle variants require fewer oracle calls than the extended cutting-plane solver CP. When all the problem's constraints are considered individually, i.e.m = m, all the five solvers have a comparable performance in terms of oracle calls, being CP slightly faster than the other variants. In what follows we will be dealing only with nonsmooth MINLP problems, and thus solvers B-BB and B-QG will not be employed. It is already clear from Table 4 that such solvers require in general many oracle calls, an attribute that we aim to avoid.
MaxQuad problems. In this subsection we consider randomly generated MINLP problems of the form (1) with objective functions given by
where Q i ∈ R n×n and q i ∈ R n are randomly generated matrices and vectors for all i = 1, . . . , 10 (Q i are symmetric and positive semidefinite matrices). Parameter α runs through the values α ∈ {0.5, 1}. The problem's dimension n varies according to n ∈ {10, 20, 30, 40}, and feasible set is 20, 20] if
In the above set, the integer number p is defined as p = min{n/2, 10}. The nonlinear and nonsmooth constraint function is given by c(x) = max e
xi , e −xn −e . With this setting, we have considered four different types of problems, named
For each problem and considered dimension n, ten instances were generated and solved by employing the five cutting-plane based solvers. Table 4 provides the average (over ten instances) of CPU time, number of oracle calls, and number of empty level sets. If any solver reached the maximum number of iterations, which was fixed as 3000, we consider the problem not solved. If at least one problem belonging to a given set of ten instances was not solved, we provide the character "-" in Table 4 . We mention that the number of iterations of solver CP coincides with the number of oracle calls. For the other solvers, the (average) number of iterations can be obtained by summing the (average) number of oracle calls and (average) number of empty level sets. Table 3 Average over ten instances. Total of 160 different problems. Table 4 shows that solver CP was faster than the extended level bundle solvers (ˆ 1 ,ˆ ∞ , 1 , and ∞ ) for the small instances, corresponding to n = 10 and n = 20. However, for instances with dimension n ≥ 30, all the level bundle solvers butˆ ∞ were faster than CP, which failed to solve 10 of the largest instances within the maximum number of iterations. Notice also that the level bundle solvers solved all the 160 problems without reaching the maximum number of iterations, and required significantly fewer oracle calls than CP. Table 4 gives the total CPU time and number of oracle calls to solve all 150 successful instances of the considered problems. As shown, all the level bundle solvers performed better (in terms of CPU time and number of oracle calls) than CP. The table also presents the percentage of CPU time and oracle call reduction with respect to CP. Table 4 Number of oracle calls and CPU time over 150 successful instances.
As one can notice, regularizing subproblem (4) pays off. Solverˆ 1 reduced the number of oracle calls in 49%, and CPU time in 66%. Its counterpart 1 , with current iterate rule, also provided good results. Reduction of oracle calls provided by the level solvers avoids the MILP subproblems to become large and too difficult to be solved. This explains why reducing oracle calls in 45% (solver 1 ) provided a CPU time reduction of 65%.
QR problems. In this subsection we consider a class of problems denoted by QR in [1, § 4.2] . These test problems have objective functions given by f (x) = max j=1,...,10 {b j x − y j 2 2 + a j } , where each a j and every component of each fixed center y j is a random number uniformly drawn in [-5,5] , and each b j is a random number uniformly drawn in [0, 5] . Feasible set is, for p = n/2, given by
For each problem's dimension n ∈ {10, 20, 30, 40}, ten instances were generated and solved by employing the five cutting-plane based solvers. Table 5 Average over ten instances. Total of 40 different problems. Table 6 Number of oracle calls and CPU time over 40 instances.
more CPU time than the CP solver. This shows that the resulting MILP subproblem (7) with ∞ norm is (for these class of problems) more difficult to solve than (4).
Stochastic programming problems. In this subsection we consider a linearly constrained stochastic programming problem written as (1), with f (x) = q x + 1 N N i=1 Q i (x) and feasible set X = {(z, y) ∈ Z 10 × R 50 + : Ay + Bz = b, 0 ≤ z ≤ 10}, where q ∈ R 60 , b ∈ R 30 , and Q i (x) := min r∈R 90 + d r s.t. W r = h i − T x is the recourse function (which is convex) and depends on the ith scenario h i ∈ R 60 . Matrices W and T have appropriate dimensions, and no nonlinear constraint c is considered. Note that f is an expensive function if the number N of scenarios is large.
We have considered five configurations of the problem, obtained by varying N according to {50, 100, 200, 300, 500}. For each number of scenarios N , 10 different problems were randomly generated by changing the sample {h 1 , . . . , h N }. Table 7 Average over ten instances. Total of 50 different problems. Table 8 gives the total CPU time and number of oracle calls to solve all 50 instances of the considered problem. As shown, all the level bundle solvers performed better (in terms of CPU time and number of oracle calls) than CP. The table also presents the percentage of CPU time and oracle call reduction with respect to the latter algorithm. Solverˆ 1 reduced the number of oracle Table 8 Number of oracle calls and CPU time over 50 instances calls in 31%, and CPU time in 17%, showing the effectiveness of the regularized cutting-plane variant.
Concluding remarks
In this work we have proposed a class of regularized cutting-plane methods for convex and nonsmooth mixed-integer nonlinear programming problems. Each iterate of the proposed variants is obtained by solving either a MIQP or a MILP subproblem. Although the given algorithm does not require solving a subproblem exactly at each iteration, solving it exactly for a given stability center and function may effectively reduce the number of oracle calls to solve the problem. As shown in Section 3, there is considerable freedom in choosing the subproblem structure. Moreover, the number of constraints (cutting-plane linearizations) can be reduced at some certain iterations, called critical iterations.
We have compared numerically some of the proposed variants with a non-regularized extended cutting-plane algorithm (CP) and the BONMIN solver on several academic MINLP problems. In some variants with fixed stability center, the number of oracle calls was reduced in around 50% with respect to CP, keeping approximately the same computational effort per iteration. Reduction of oracle calls was even more effective when compared to BONMIN. This is an important matter when dealing with MINLP problems whose involved functions are costly.
