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Abstract 
Broadcasting is the process of information dissemination in communication networks (mod- 
elled as graphs) whereby a message originating at one vertex becomes known to all members 
under the constraint that each call requires one unit of time and at every step any member can 
call at most one of its neighbours. A broadcast graph on it vertices is a network in which mes- 
sage can be broadcast in the minimum possible (= [log, n1) time regardless of the originator. 
Broadcast graphs having the smallest number of edges are called minimum hroadcust grqh. 
and are subjects of intensive study. On the other hand, in Shastri (1995) we have considered 
how quickly broadcasting can be done in trees. In this paper, we study how the number of edges 
in a minimum broadcast graphs decrease, as we allow addition time over [log, ~1, until we get a 
tree. [n particular, the sparsest possible time-relaxed broudcast yruphs are constructed for small 
n( < 15) and very sparse time-relaxed broadcast graphs are given for larger n( <65). General 
constructions are also provided putting bounds which hold for all II. Some of these constructions 
make use of the techniques developed in Bermond et al. (1995, 1992) and Chau and Liestman 
( 1985). 0 1998 Elsevier Science B.V. All rights reserved. 
AMS cluss$c.ation: 05ClO; 94C15; 68MlO 
Kqwords: Broadcasting; Graphs, Networks; Communication 
1. Introduction and definitions 
We represent a communication network by a connected graph G, where the vertices 
of G represent processors and edges represent bidirectional communication channels. 
The problem of broudcasting is to disseminate a piece of information which originates 
at one vertex to all the members. This is to be accomplished as quickly as possible by 
a series of calls under the following constraints: 
(1) each call requires one unit of time, 
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(2) any member may participate in at most one call per time unit, 
(3) a member can only call an adjacent member. 
That is if u sends a message to v then neither u nor v can send or receive another 
message at that time. A broadcast protocol for G allows any originator vertex to send 
messages to all other vertices in the network. 
Given G and vertex v E G, let b(v, G) be the minimum time needed to broadcast 
a message from v. Let b(G) = max, b(v, G) be the broadcast time of G. Since the 
number of vertices knowing the message can at most double at every step, it is clear 
that b(G) 2 [log, n]. Graphs for which the broadcast time is equal to [log, n1 are 
called broadcast graphs. Broadcast graphs with the fewest number of edges are called 
minimum broadcast graphs (MBG) or minimum broadcast networks (MBN), and 
henceforth we shall use these terms interchangeably. Let B(n) denote the number of 
edges in a MBN on n vertices. 
Determination of B(n), or at least sharp estimation of it, has been the central focal 
point in most of the papers written thus far on the subject of broadcasting, The progress 
in this direction has been excruciatingly slow and enormous efforts of [l-6] have re- 
sulted in exact determination of B(n) for n<22 only and some bounds for large n. 
Most notably, Farley [5] constructed broadcast graphs with B(n) edges for n d 18, and 
described methods to construct minimum broadcast graphs with approximately in log, n 
edges. Chau and Liestman [3] provided recursive methods to construct minimum broad- 
cast graphs with fewer but asymptotically same number of edges. Later, Grigni and 
Peleg [8] proved that B(n) = O(nL(n)), where L(n) is the number of l’s in the binary 
expansion of n - 1. Recent works of various authors [7- 10, 14- 161 have described 
different techniques which have resulted in sparse broadcast graphs for some higher 
values of n, and Bermond et al. [l] give methods to construct ‘very sparse’ broadcast 
graphs for n < 63, and [ 1, 151 include the most efficient method to generate sparse 
broadcast graphs. 
In this paper we are interested in constructing the sparsest possible graphs in which 
broadcasting can be accomplished in slightly more than the optimal time of [log, nj. 
Let B,(n) be the number of edges in the sparsest possible graph on IZ vertices in 
which broadcasting can be accomplished in t additional steps than the optimal (i.e. 
in [log, ~1 + t steps). A graph with broadcast time of [log, ~1 + t is called t-relaxed 
broadcast graph (t-RBG), and a t-RBG with B,(n) edges in called t-relaxed min- 
imum broadcast Graph (t-RMBG). Graphs with [log, n1 + t broadcast time were 
also considered by Liestman [lo] in the context of fault-tolerant broad- 
casting. 
In other words, we are interested in determining Bl(n). Our interest in this problem 
is motivated by the following theorem of Grigni and Peleg [8] and our study of broad- 
casting in trees [ 1 l] from any originator (as opposed to broadcasting from a designated 
originator (root) studied e.g. in [ 131). 
Theorem 1. There exists a graph on n vertices with at most cn edges for some 
constant c and having broadcast time [log, n1 + 1, i.e. B*(n) is O(n). 
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The above theorem shows that even if we allow one more time unit the number of 
edges required in a MBG drops down drastically. On the other hand, we [ 1 11 have 
considered the problem of broadcasting in trees and have constructed trees with the 
best broadcast time, regardless of the originator for n d 326. It is well known [S, 1 1 j 
that B!(n) = II - 1 for t = [log, ~1 - 1, and it is shown in [ 1 I] that above equality is 
attained for t much less than [log,, nl - 1 for (almost) all values of n. 
Define, A(n) = min{t 1 B,(n) = n - I}. 
In what follows, we shall consider the behaviour of B,(n) as t increases from 0 to 
A(n), or in words, how the number of edges in the minimum broadcast graphs decrease, 
as we allow additional time over /log, nl, until, of course, a minimum broadcast tree 
is obtained. 
The paper is organized as follows. In the next section we state our main results 
particularly the values of (bounds for) B,(n) for n ~65 and t ~4. Some asymptotic re- 
sults are also given in the next section with proofs though they provide only marginal 
improvements over known bounds. The proofs of Theorems 2 and 6 require some tech- 
nical lemmas which are given in Section 3 and therefore they are proved in Section 4 
using the methods of Section 3. The paper concludes with a discussion of problems for 
further study particularly about extending these techniques to obtain bounds on these 
numbers for large n. 
2. Main results 
Table 1 lists time-relaxed minimum broadcast graphs for n 6 15. It is evident that 
B(n) is a very strong parameter in the sense that as soon as we relax the time constraint 
slightly the minimum broadcast graphs become very sparse. In fact, for n < 14(n < 53) 
just by allowing only two (three) additional steps, we get a minimum broadcast tree. It 
is shown in [ 1 l] that for n < 198 only 4 additional steps suffice to be able to broadcast 
in a tree. 
Our notation and terminology is fairly standard. In particular, P,,. C,,, K, denote 
path, cycle and complete graph, respectively, on n vertices. By Q,, we denote the 
n-dimensional hypercube. 
Theorem 2. Time-relaxed minimum broadcast gruphs ,fiv n < 15 are us yiwn in the 
Tubk 1. 
The proof of Theorem 1 given in [8] in fact proves Bi(n)62n - [log, nl - 2. The 
following theorem offers a slight improvement for general n with a rather simple proof. 
Theorem 3. B,(n) 62~ - [log, n1 - 3 jtir all n. 
Before we prove Theorem 3 some definitions from [ 131 (also see [ 1 I]) are needed. 
Let T be a tree and (u,v) be an edge in T, then T(u, c) and T(v,tl) will denote 
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Table 1 
MBG, 1 -RMBG, 2-RMBG, for n < 15 
n [lognl B(n) A4BG B,(n) i-RMBG B,(n) 2-RMBG A@) 
1 0 
2 1 
3 2 
4 2 
5 3 
6 3 6 
I 3 
8 3 
9 4 
10 4 
11 4 
12 4 
13 4 
14 4 
15 4 
8 
12 
10 
12 
13 
15 
18 
21 
24 
3 
4 
5 
7 
8 
8 
10 
11 
12 
14 
1.5 
18* 
6 
7 
9 
10 
11 
12 
13 
15 
0 
0 
0 
1 
1 
1 
2 
2 
1 
2 
2 
2 
2 
2 
3 
the subtrees of T consisting of the components of T - (u,v) containing u and v, 
respectively. Let VI, 212,. . , ok denote the vertices adjacent to u in T, and assume they 
are so labelled that ~(uI,T(vI,~))~~(v~,T(v~,u))~ ... >b(vk,T(vk,u)). A simple but 
important observation of [13] is the following: an optimal calling scheme from u 
consists of calling VI, ~2,. . , vk in that order. Lastly, recall that d(u, u) denotes the 
distance between vertex u and v which equals the length of the shortest path between 
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these two vertices. Radius of a vertex r in G = (V, E), denoted by Y(V, G) is defined as 
T(V, G) = max{d(v, U) 1 u E V(G)}. Let r(G) = minr(a, G), where the minimum is taken 
over all c E V(G), be the radius of G and d(G) =maxr(c, G) be the diameter of’ G. 
Proof of Theorem 3. It is well known [5, 1 l] that there exists a tree T with cl E T, 
called the root, such that b(vt , T) = [log, ~1; for completeness we outline the construc- 
tion. Simply start at the root and build the tree in stages by introducing at every step 
a new successor to every vertex which was in the tree at the beginning of the step. 
More formally, if there are n vertices labelled ~1, ~2,. , c,, let vl be the root and for 
2 <n connect V, to rj where j = i - 2 r”gz II-‘. It is easy to see that broadcasting in this 
tree from root VI takes [log, rz1 steps. 
Let ui, 2~2,. . , uk, where k = [log, n1, be the immediate succesors of the root 01 which 
vi calls in that order. Let t.&+l be the vertex ui calls at step 2 in the optimal calling 
scheme. Introduce II - [log, PZ~ - 2 new edges by joining ~‘1 with every vertex other 
than u~,u~,..., Uk+i. The resulting graph has 2n - [log, n1 - 3 edges and broadcast time 
equal to /log, n1 + 1. To see this, note that the message originating at t’l can still be 
broadcast in [log, r11 steps along the tree. If a message originates at Ui for 1 <i < k, it 
is passed to vl at first step and from step 2 onwards we can follow the known protocol 
in T from ~‘1. If the message originates at uk+l it is passed to UI and then to ~‘1 in 
the first two steps. Now we are at the same situation as if the broadcasting started at 
~‘1 except u2 is uninformed which could have been informed by ~1 at step 2 had the 
message originated there. However, we have one additional step in all, and there are 
[log, n1 - 1 steps still left which suffice because b(~, T(c’s, VI )) < [log, n1 - 2. Any 
other originator uses the newly added edge incident to it to pass the message at first 
step to the root from where it can be sent to every other vertex along the tree in 
[log, rz1 time. 0 
Theorem 3, despite once again showing the drop in the number of edges in a MBG 
from O(n log, n) to O(n) is, unfortunately, still not very sharp, at least for some small 
values of n. On the other hand, one can immediately realize that broadcasting is not 
possible in a tree from any originator in [log, n1 steps. For example, there are only two 
(nonisomorphic) trees on 4 vertices and both have broadcast time equal to 3. Thus, we 
are led to the following definition of [ 1 l] what we called the tree broadcast ,fiAnction: 
r(n) = min{b(T) 1 T is a tree on n vertices}, 
where the minimum is taken over all trees of size n. Recall that b(T) is equal to the 
maximum of b(v, T), the minimum time needed to broadcast a message from 2’ in T, 
where the maximum is taken over all v E T. 
Notice that in the tree constructed in the proof of Theorem 3 every vertex is at a 
distance of at most [log, rz] - 1 apart from the root (or one of its neighbours called 
first in an optimal protocol). Therefore, it follows that 
[log, nj < T(n) Q 2 bg2 nl - l. 
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In the next theorem we prove that with at most 2fi additional edges we are guar- 
anteed broadcast time of i [log, n1 or less. 
Theorem 4. B,(n) dn + 2,/i - 1 Jbr t 3 i [log, n] and for ull n. 
Proof. Let T be the broadcast tree of Theorem 3 with ug E T such that b(vo, T) = 
[log, nl. Let ul, 02,. . . , ok be neighbours of ~0, where k = [log, n1, labelled in such a 
way that @vi, T(vl,vo))>b(~, T(u~,u))> . . >b(uk, T(vR, ~0)). Notice that there are at 
most 2J;; vertices at a distance i [log, PZ~ from either va or VI. Connecting all of them 
to vg makes vg (or VI ) reachable in at most i [log, n1 steps from any originator, from 
where the message could be sent along the tree to every vertex in [log, PZ~ remaining 
steps. q 
Theorem 4 though admits a succint proof (follows at once from the tree of Theo- 
rem 3), is not the best possible. In fact, it is shown in [ 1 l] that for n sufficiently large 
there exists trees of order n and broadcast time z log, n( 1-t o( 1)). We believe that this 
asymptotic bound holds for all rz and make the following conjecture. 
Conjecture 1. &(n)=n - 1 holds for ull n and t3 [i(log, n + 1)1 + 1. 
Using the same rooted broadcast tree as in Theorem 3 one can obtain better estimates 
for B,(n) for t > 1 also. We only illustrate this by obtaining an upper bound for Bz(n). 
Recall that a subset S of V is called vertex cover of G = (V, E), if every edge in E 
has at least one endpoint in S. 
Theorem 5. B2(n) < in - Llog, nJ for cl11 n 3 8 
Proof. Clearly a vertex cover of T(the tree in the proof of the preceding theorem) 
has the property that if we connect every vertex of the vertex cover to VO, then the 
resulting graph has broadcast time (at most) [log, n1 + 2. All the vertices at an odd 
distance from the root form a vertex cover 5’ of size (at most) [n/21. Joining all 
the vertices in S, except the vertices at distance 1, to the root vo yields the desired 
graph. 0 
We once again turn our attention to obtaining sharp bounds for specific n. We have 
already taken care of II < 1.5 in Table 1, and Table 2 lists exact values (or rather tight 
bounds) for the number of edges in a time-relaxed broadcast graphs for n < 65. 
Theorem 6. Some tight bounds on the number of edges in a time-relaxed minimum 
broadcast graphs for 16 dn <65 we us given in Table 2. 
Entries of Table 2 marked with asterisk( * ) indicate upper bounds; the remaining 
entries are shown to be sharp. 
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Table 2 
Sparse I-RBG, 2-RBG,... for 16<n<65 
II rb2 nl B(n) Bi(n) Lb(n) B3(n) B4(n) b(n) A(n) 
16 4 32 19* 16 
17 5 22 17 16 
18 5 23 18 17 
19 5 25 20 18 
20 5 26 21 19 
21 5 28 22 20 
22 5 31 24* 21 
23 5 34* 26* 23 
24 5 36* 27* 24 
25 5 40* 30* 26* 
26 5 43* 31* 27” 
27 5 49* 34* 28* 
28 5 49* 35* 29* 
29 5 58* 38* 31* 
30 5 60 39* 32* 
31 5 65 43* 33* 
32 5 80 44* 34* 
33 6 48* 35* 32 
34 6 49* 37* 34 
35 6 51* 38” 35 
36 6 52* 39* 36 
37 6 57* 42’ 38* 
38 6 57* 43* 39* 
39 6 60* 44* 40* 
40 6 6O* 46* 41* 
41 6 65* 48* 42* 
42 6 66* 49* 43* 
43 6 71* 52* 45* 
44 6 72* 53* 46* 
45 6 81* 54* 48* 
46 6 82* 57* 49* 
47 6 83* 59* 50* 
48 6 83* 60* 51* 
49 6 95* 64* 54* 
50 6 95* 65* 55* 
51 6 I oo* 68* 56* 
52 6 loo* 69% 57* 
53 6 107* 74% 58* 
54 6 108* 75* 59* 
55 6 112* 76* 61* 
56 6 112* 77* 62* 
57 6 126* 86* 63* 
58 6 131* x7* 64* 
59 6 133* 89* 65* 
60 6 135* 90* 66* 
61 6 i55* 95* 68* 
62 6 155 96* 69* 
63 6 162 1 oo* 70* 
64 6 192 I oo* 73 
65 I 108* 74* 67* 
15 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
53 
54 
56* 
57’ 
58* 
59” 
ho* 
61* 
62* 
63* 
64* 
66+ 
64 
_ 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
_ 
3 
2 
2 
2 
7 
2 
2 
3 
3 
3 
3 
3 
3 
-3 
3 
-3 
3 
2 
3 
i 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
4 
4 
4 
4 
4 
3 
4 
4 
4 
4 
4 
4 
3 
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3. General constructions of sparse t-MBGs 
In this section we present some general techniques for constructing sparse time- 
relaxed broadcast graphs. These methods are extensions of Farley [5], Chau and 
Liestman [3] and Bermond et al. [l, 21. In Section 4, using these bounds and some 
other direct arguments we verify all the entries of Table 1 (Theorem 2) and Table 2 
(Theorem 6). The last section is devoted to first discussing bounds on these numbers 
for very large n, and then we make several remarks and indicate problems for mrther 
study. 
The following lemma is rather straightforward, but puts surprisingly tight bound on 
B,(n) for small values of n and very small t. 
Lemma 1. If G =(V,E) is a graph on n vertices with broadcast time t, then there 
exists a graph on m vertices with IEl + m - n edges having broadcast time t + k, where 
k is given by (k - l)n<m<kn. 
Proof. Attach enough pendent vertices (at most k - 1 to any single vertex) to vertices 
in V so as to make the total number of vertices equal to m. Originators in V can first 
broadcast to G in t steps and then use k - 1 more steps to inform all pendent vertices. 
If the originator is a pendent vertex then it first informs its neighbour in V and then 
above protocol is followed for the next t + k - 1 steps. 0 
Corollary. B,(n) <&I ( [n/21 ) + Ln/2J 
Proof. Let Gi be a (t - 1 )-RMBG on [n/21 vertices. Add additional Ln/2J vertices 
and match them with any Ln/2j vertices of Gi, and call the resulting graph G2. It can 
be easily checked that broadcasting can be completed in G2 in [log, n] + t steps. q 
Farley [5] and Chau and Liestman [3] have described what are known as the ‘split 
methods’ to recursively construct sparse broadcast graphs from broadcast graphs of 
smaller order. Their construction can be directly lifted to time-relaxed broadcast graphs. 
Lemma 2. If nl and n2 are two integers such that [log, nil = [log, ~21 = [log,(ni 
+ nz)l - 1, then B,(~I + nz)d&(nl) + B,(m) + min{nl,w}. 
Proof. Assume nl anz. Take two t-RMBGs on nl and n2 vertices, respectively, namely, 
Gi and G2 and match some n2 vertices of Gi with G2. If the originator is in Gi, first 
broadcast in Gi and then use the matching in the last step to broadcast to entire G2. 
If the originator is in G2, use the matching edge to pass the message to a vertex in 
Gi and then continue the broadcasting independently in Gi and G2. q 
Their 3-way, 5-way, 6-way and 7-way split methods can be lifted too, but as 
we shall see the relaxed-broadcast graphs tend to get very sparse and the (almost) 
complete matching we have between smaller ‘building blocks’ is unlikely to yield 
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optimal constructions. More importantly, we observe that some of the constructions of 
Bermond et al. [ 1, 21 can be straightforwardly modified to hold for the time-relaxed 
case as well. These methods depend on using only a partial matching between the 
blocks (depending on the protocol) and, what they call, graph compounding opera- 
tions. These results will prove more effective in obtaining exact values of B,(n) for 
small IZ as we shall see in the next sections. 
Before we present the results, several definitions of [l] are needed. Given a broadcast 
protocol in a t-RBG G on II vertices, a vertex u is called idle ut time s < [log, nl + I 
if and only if u is aware of the message at (the beginning of) time step s and u does 
not communicate with any of its neighbours during time step s. Finally, given a t-RBG 
G, a subset of vertices C is a solid l-corer if and only if C is a vertex cover of G. 
and for each u 4 C, there is a broadcast protocol for u such that at least one neighbour 
of u is idle at some time during the broadcast. 
Lemma 3. Let G = (V, E) be a t-RBG on n vertices. If’ C is u solid l-cover of G, 
then B,(2n)<21EI + ICI. 
Proof. Same as that of Theorem 1 of [ 11. 0 
Let G= (V(G),E(G)) and H =(V(H),E(H)) be two graphs. The compound of G 
into H relative to S c V(G), denoted by Gs[H], is obtained by replacing each vertex x 
of H by a graph G, isomorphic to G and adding a matching between the two sets S, 
and S,. if (x, v) E E(H). The matching between S, and S,., in fact, should connect each 
vertex in Sl, with its corresponding copy in S,. For each vertex ZA E S, we use H,, to 
denote the graph isomorphic to H which is induced on the copies of u. 
Lemma 4. Let G=(V(G),E(G)) and H =( V(H),E(H)) be two graphs on n and k 
vertices, respectively, and let C be a solid 1 -cover of G. If b(G) = t and b(H) = s. 
then 
b(Gc[H]> G’s + t. 
Proof. Similar to that of Theorem 2 of [l]. 0 
In particular, if G = (V(G), E(G)) is a t-RE3G on n vertices and H = (V(H), E(H)) 
is a s-RBG on k vertices, respectively, and [log, knl = [log, kl + [log, nl, then by 
above lemma Gc[H] is a (s + t)-RJ3G and therefore, 
&+,)(kn)<klE(G)I + IClIE(H)I. 
The previous lemmas were based on the idea of solid l-cover where for the origi- 
nators not in the solid l-cover there is always a neighbour lying idle at some point in 
the protocol. By ensuring enough idle vertices to inform all copies of the originator 
and all copies of one of its neighbours the above lemmas can be shown to hold for 
Solid 2-covers. 
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Given a broadcast graph G on n vertices, a subset of vertices A4 is a solid 2-cover 
if and only if M covers all the paths of length 2 in G, and for each u $ M, there is 
a broadcast protocol from u such that at least one of the following three conditions 
holds: 
1. All neighbours of u belong to A4 and at least one neighbour of u is idle at some 
time during the broadcast. 
2. Exactly one neighbour v of u does not belong to M, at least one of the neighbours 
of u distinct from v is idle at some time during the broadcast, and at least one of 
the neighbours of v distinct from u is idle at some time during the broadcast. 
3. Exactly one neighbour v of u does not belong to M, and at least one of the neigh- 
bours of u distinct from u or at least one of the neighbours of v distinct from U, is 
idle at some time t during the broadcast. 
Lemma 5. Let G = (V(G), E(G)) and H = (V(H), E(H)) be two graphs on n and k 
vertices, respectively, and let M be a solid 2-cover of G. If b(G) = t and b(H) = s, 
then 
b(GM[H])ds + t. 
Proof. Similar to that of Theorem 3 of [l]. 0 
In particular, if G = (V(G),E(G)) is a t-RBG on n vertices and H = (V(H),E(H)) 
is a s-RBG on k vertices, respectively, and [log, knl = [log, kl + Ilog, nl, then by 
above lemma GM[H] is a (s + t)-RBG and therefore, 
&+t)(kn) <kIE(G)I + IMI IWf)I. 
We also need some bounds of [ 1 l] on the size of trees in terms of given broadcast 
time and diameter. Let S(t) be the size of the largest tree in which broadcasting takes 
no more than t steps regardless of the originator, and let S(t,d) be the size of the 
largest tree of diameter d in which broadcasting takes (at most) t steps. The following 
lemma of [ 1 l] which we state without proof will be used very heavily in the next 
section. 
Lemma 6. IfS(t,d) be the size of the largest tree of diameter d in which broadcasting 
takes no more than t steps, then 
(i) S(t,2)=t+ 1 for t32, 
(ii) S(t,3)=2(t - 1) for t33, 
(iii) S(t,4)= (‘1’) + 3 for t34, 
(iv) S(t,5)=(t-2)(t-3)+2for t>5, 
(v) S(t, 6) = 3 (‘y ‘) + 3 for 6 <t < 9, and S(t, 6) = (‘i’) + t + 1 for t 2 10, 
(vi) S(t, 7) = 2(‘j3) + 2(t-3)for t37, 
(vii) S(t, 8) = 3 (‘T”) + 3(t - 4) jbr 8 <t < 13, S(t, 8) = (‘i’) + (‘i3) + 9 for t 3 14, 
(viii) S(t,9)=2(‘i4) + 2(‘$) +4(t - 5) for t39. 
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The above lemma, though proved using direct combinatorial arguments, provides 
sharp bounds on the crucial tree broadcast function. It suggests a very interesting 
question: study the effect on the broadcast time of a graph as we increase the number 
of edges. The first two cases of trees and unicyclic graphs are studied in [I 1, 121, 
respectively. More generally, it would be extremely interesting to bound the broadcast 
time as a function of the number of vertices and edges [ 111. 
Lastly, let us recall a lemma concerning obtaining an upper bound for the size of a 
MBG of order n - 1 by deleting a vertex from a MBG of order I?. It is attributed to 
Wang, but its proof first appeared in [2]. 
Lemma 7. !f’ LI hrOUdcuSt gtYIph On il UertiCeS, zkp’ + 1 <n <I”. nit/l e ed(Jfl,S hLI.S cl 
rerte.v of’ dryer-rr d, thrn B(n - 1 ) < e $ id(d - 3). 
In particular, if a MBG on II vertices has a vertex of degree 1 or 2, then 
HI? - l)<B(n) ~ 1. If the smallest degree is 3, then B(n - 1 )<B(M). 
4. Construction of t-RMBGs for n ,< 65 
With all the constructions of the preceding section, we are now ready to compute 
B,(n) and verify all the entries of Table I. 
Proof of Theorem 2. The entries of column B(n) of Table 1 are taken from various 
earlier references (see [ 11) and are quite well known. Furthermore, the ‘tree broadcast 
time’ (the last entry in every row) is obtained immediately from Lemma 6, which gives 
the largest size of the tree in which broadcasting takes the given time. Clearly, for t = 4 
the largest broadcast tree can have diameter at most 4. The values of S(4,2), S(4.3) 
and S(4,4) as given by the lemma are 5.6 and 6, respectively, and therefore in Table 1 
row 7 is the first one requiring two additional steps for broadcasting in a tree. For t = 5 
the values of S(5,2),S(5,3),S(5,4) and S(5,5) are 6,8,9 and 8, respectively, and it 
follows that S( 5) = 9. Similarly, we get S(6) = 14 and S(7) = 22. Therefore, in what 
follows we shall not make any specific reference to the entries of column B(H) and 
the last entry of every row. 
II 66: All the entries for n up to 6 can be directly verified by inspection. The entries 
of column B(n) due to Farley [6] are well known. By allowing one additional step 
the best one can hope for is to be able to broadcast in a tree. Suvh trees are given in 
Table 1. 
II = 7.8: B( 7) = 8 and B(8) = 12 is well known [6]. The 2-relaxed broadcast graphs 
are trees as given in the table. The l-relaxed broadcast graphs must have at least one 
more edge than the 2-relaxed graphs and it follows that BI (7) = 7 and BI (8) = 8. 
n = 9: Follows at once since A(n) = I. 
n = 10, 1 1,12: The MBGs for 10 <n < 12 are well known and 2 - RMBGs are given 
in the table. The 1 - RMBGs must have at least one more edge than the 2 - RMBGs 
and the result follows. 
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n = 13,14: The only non-trivial entries are that of the column Bl(n). We know 
that B,(n)>n for IZ = 13,14. The graphs given in Table 1 where a pendent vertex is 
attached to every vertex of the MBG on 7 vertices of Table 1 proves that Bl( 13) d 14 
and B1(14)6 15. 
To show that these inequalities are sharp we must prove that broadcasting in 5 steps 
is not possible in a graph with only n edges. We shall prove this fact for n = 14 and 
the case n = 13 can be handled similarly. 
Suppose G = (I’, E) is a connected graph with ( VI = lEl = 14 and broadcast time 5. 
It is clear that G must have a unique cycle, i.e. the graph must be unicyclic. We shall 
do a case analysis on the length of the cycle to arrive at a contradiction in every case. 
Let {ui, ~2,. . , uk} be the vertices of the cycle in G = (V,:E) in that (cyclic) order. 
Clearly, k < 10, otherwise the diameter of the G will be greater than 5. Furthermore, 
if k = 10, and say (u, vi ) E E, then d(u, Ug) = 6. Therefore, we must have k d 9. Again 
if we have a vertex, say U, attached to, say vi, then in any protocol originating from u 
either us or u6 will remain uninformed depending on whether the message is passed to 
09 or vi at step 2. Now suppose k = 8. We can only attach some pendent vertices to 
vi’s to keep diameter within 5. Furthermore, if there are two pendent vertices attached 
to say vi, then b(vg, G)>5. Therefore, G must have one pendent vertex attached to 
some 6 vertices among Ui’s. It can be seen that broadcast radius of such a graph will 
always be greater than 5. A similar argument yields k < 7. 
If k = 6, then (by pigeon hole principle) we must have at least two vertices attached 
to one of the vi’s, say ur. If there is a vertex, say w at a distance 2 from 
vi ((w,u),(u,vi) E E) then there must not be any more vertices joined to 03,v.+,vg 
and 06, assuming without loss of generality that ui passes the message to v2 at first 
available opportunity (step 3) if w is the originator. Furthermore, there can be only one 
pendent vertex attached to v2 which must pass the message to us at step 4 and shall 
be idle only at step 5. It can be seen that it is not possible to attach 5 more vertices to 
vi (or the ‘tree’ rooted at vi). We cannot attach two more pendent vertices to vi for 
if u4 is the originator then message will arrive at vr earliest at step 3 and there will 
be only two more steps remaining. Also, we cannot have additional vertices attached 
to u because again from v4 message reaches IA at step 4 and can only be passed to w 
at step 5. It follows that there is no unicyclic graph on 14 vertices with cycle length 
6 and broadcast time equal to 5. The case k = 5 is similar. 
If k = 4 then there must be at least 3 vertices attached to say vi. If all these are 
pendent vertices, say UI,UZ,ZQ (they cannot be more), then we must not have a vertex 
attached to vs. Furthermore, message must arrive at vi latest at step 2 so there can be 
only pendent vertices, at most 3 of them in all, attached to 272 and 214. The remaining (at 
least 4) vertices must be connected to Ui’s. None of these vertices can be at a distance 
two from Ui (case dealt seperately), and there cannot be more than 2 attached to any 
Ui (since message could arrive at U, at step 3). Therefore, the only possibilities are to 
either join 2,2,0, respectively, to ui,u2,us, respectively, or to join 2,1,1, respectively. 
In both cases we get broadcast radius in excess of 5. If the three vertices are not 
all pendent then we can have ui, ~2 joined to vi and, say ~1, joined to ul. Now all 
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Fig. 1. Two I -relaxed broadcast graphs on 16 vertices having 19 edges 
the remaining vertices ~2, us and ~4 could have (at most) a pendent vertex attached 
to them since two of them shall receive message earliest at step 4 and the remaining 
(which gets the message at step 3) must pass it on and could be idle only at step 5. 
The graph thus far has (at most) 10 vertices, and the only possibility is to add more 
pendent vertices at ~1 and ~2. That will amount to removing the pendent vertex at ~$3 
from where message arrives at ut and ~2 at step 4 and step 5, respectively. In any 
case it can be seen that there is no way to get a graph on 14 vertices. The last case is 
to have a vertex at distance 3 from ut. That will prohibit adding any more vertices to 
1’2, ~‘3 and ~‘4 and is ruled out by noticing that the ‘subtree rooted’ at cl of height 3 can 
have at most 8 vertices. Analysing the k = 3 case similarly completes the proof that 
broadcasting is not possible in a connected unicyclic graph on 14 vertices in 5 steps. 
and we deduce that B1(14)= 15. 
n = 15: For n = 15 we have A(n) = 3. The 2-relaxed broadcast graph of Table 1 has 
one more edge than a 3-relaxed broadcast graph. The only asterisked entry of Table 1. 
BI( 15)~ l%, can be seen by applying Lemma 7 to the graph of Fig. I(a) due to 
Farley [5]. This completes the proof of Theorem 2. 0 
Proof of Theorem 6. In what follows, we outline the constructions leading to the 
bounds given in Table 2. 
n = 16: It is well known that B( 16) = 32. Farley [5] provided the first example of a 
time-relaxed broadcast graph when he pointed out that just by allowing one more time 
step the number of edges required drops down from 32 to 19 and provided graph of 
Fig. l(a) in support of his claim. With the machinery of previous section this fact can 
be seen in a much nicer way. Observe that Cs has a set of 3 vertices which forms 
a solid 2-cover. Taking two copies of Cs and connecting corresponding vertices of 
solid a-cover as in Fig. l(b) gives us Bt( 16)< 19. On the other hand, from Lemma 6 
we know that A(16)=3 and B3(l6)= 15. Therefore, we must have B2(l6)> 16. The 
reverse inequality B2( 16) < 16, can be seen by taking Cs and attaching a pendent vertex 
each to every vertex of the cycle. 
n = 17,18: Again it is well known that B( 17) = 22(B( 18) = 23). Lemma 6 gives 
&(17)= 16(B2(18)= 17). Therefore, Bt(17)>17(Bt(18)> 18), and taking G=Cc, and 
k=3 in Lemma 1 gives Bt(17)= 17(Bt(18)= 18). 
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In what follows, the entries of the column B(n) of Table 2 are taken from various 
earlier references (see [l]) and are quite well known. Furthermore, the ‘tree broadcast 
time’ (the last entry in every row) follows from Lemma 6, which as in the proof of 
Theorem 2 gives S(7) = 22, S(8) = 33, S(9) = 52 and S( 10) = 84. This explains the 
entries of the column A(n) and the tree broadcast time for IZ d 65. Therefore, from now 
on we shall make no specific reference to the entries of the column B(n) and the last 
entry of every row in Table 2, and shall only indicate proofs of the ‘in between’ entries. 
n = 19,20,21: Entries of column B(n) are well known, and that of column Bz(n) 
follow from Lemma 6. l-relaxed graphs are obtained by attaching (at most) two pen- 
dent vertices to each vertex of the broadcast graph on 7 vertices of Table 1. That these 
entries are sharp can be seen by doing a case analysis on the size of the cycle in the 
unicyclic graph (exactly similar to the one used to prove BI ( 14) = 15 in the proof of 
Theorem 2) to deduce Bl(n)>n for these values of n. 
n = 22,23,24: l-relaxed graphs are obtained by Corollary to Lemma 1, which gives 
Br(22)<B(ll)+ll =24; other entries follow from B(12)= 15. Bz(n)=n for n=23,24 
can be seen by applying Lemma 1 to Ca with k = 3. 
II = 25-30: Entries of B1 column follow from B,(n) <B( [n/21 ) + [II/~]. 2-relaxed 
graphs for II = 25,26,27,28 are obtained by applying Lemma 1 to I-RBGs on 13 and 
14 vertices of Table 1 with k = 3; n = 29,30 similarly from MBG on 10 vertices with 
k=3. 
n = 31,32: G = Cs is a l-relaxed broadcast graph which has a solid 2-cover, say M, 
of size 3. Compound of G into CJ with respect to M has 44 edges and broadcast 
time 6 by Lemma 5. This graph of 32 vertices and 44 edges must have a vertex of 
degree at most 2, and it follows by Lemma 7 that Br(31)643. Entries in B2 column 
are obtained by applying Lemma 1 to MBG on 11 vertices with k = 3. 
n = 33-39: Again for k = 3 and given values of n, Lemma 1 can be reformulated 
as Bt (n) < B( [n/31 ) + 12n/3], which g’ Ives the l-relaxed graphs as values of B(n) for 
n = 11,12,13 are known. For n = 33, 2-relaxed graph is already a tree. For n = 34-39, 
we have Bz(n) < BI( [n/21 ) + jn/2], w h ere entries of BI column for n = 17-20 can be 
used. 
n = 40-52: For l-relaxed and 2-relaxed graphs apply Lemma 1 with either k =2 
or k=3. 
n = 53,54,55,56: From corollary to Lemma 1, it follows that Bt(56) <B(28) 
f28 = 77. Such a graph must have a vertex of degree at most 2, therefore by Lemma 7, 
we have B1(55)676, and similarly B1(54) 675. The next two columns are completed 
using B,(n) <Bt-2(( [n/31 ) + 12n/3] for the given values of n for t = 2,3, respectively. 
n = 57-62: Apply Lemma 1 with either k=2 or k = 3. 
n = 63,64: We know that Cs has a solid 2-cover M of size 3. Compound of Cs 
into B3 with respect to M has 100 edges and broadcast radius 7 by Lemma 5. By 
Lemma 7, we get B1(63),< 100 as well. 2-relaxed and 3-relaxed graphs from Lemma 1 
with k=3. 
n = 65: Consider the MBG on 11 vertices given in Table 1. This graph has a unique 
vertex of degree 4, say v. This vertex together with the 4 vertices of degree 2 which 
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are at a distance 2 from v form a solid 2-cover M of size 5. Compound of this graph 
into C, with respect to A4 has 13 x 6 + 6 x 5 = 108 edges and broadcast radius 7 by 
Lemma 5. Now by Lemma 7, we deduce that B(6.5)6 108. The remaining entries as 
usual follow from Lemma 1. 
This completes the proof of Theorem 6. 0 
As far as we know, the bound of 108 on B(65) (and B(66)) obtained above is new. 
Incidentally, it also follows from taking the compound of the MBG on 17 vertices into 
Cd with respect to the solid 2-cover of size 5 exhibited in Fig. 11 [ 11. 
5. RBGs for large n and concluding remarks 
The methodology adopted in the proof of Theorem 6, can certainly be continued to 
obtain sparse t-relaxed broadcast graphs for higher values of n. For instance, we can 
provide the entries of Table 2 for n up to 100 and more with similar effect. For larger 
values of n, here are some assorted examples: B2(260)6269, Bt(306)<421, Bl(513),< 
753, B,(560)<800, &(918)<1433, B,(4104)66948, B2(16410)<19240... 
Some of the constructions used earlier can also be shown to work in general. For 
instance, we have obtained l-relaxed graphs for n = 16,32 and 64 using Cs and a 
solid 2-cover A4 of size 3. In fact, for n = 2k, we can obtain a l-relaxed graph by 
taking the compound of Cs into Bk-3 with respect to M. The resulting graph will have 
2k + 3(k - 3)2k-4 = (3k + 7)2k-4 edges. Thus, we obtain 
Theorem 7. B,(2”)6(3k + 7)2k-4 -for all k34. 
However, we do not pursue this line of thought any further in this paper and large 
time-relaxed broadcast graphs will be studied more systematically in a forthcoming 
work. In any case, we believe that the values given in Tables 1 and 2 give a fairly 
good idea about the behaviour of the function B,(n) as we vary t. 
We also believe that many of the bounds listed in Tables 1 and 2 can be shown to 
be tight. This is another direction we do not pursue here (except in one or two cases), 
and only offer the following conjecture. 
Conjecture 2. B1(15)= 18, B1(16)= 19, Bl(22)=24 rrndB2(n)=n+l,fi,r26dn~29. 
We have stated Lemma 1 in its simplest form which was needed in this paper. It is 
not difficult to see the following: 
Theorem 8. If G = (V, E) is u graph on n vertices with broadcast time t, and G’ = 
( V’, E’) is a graph on k vertices with v’ E V’ such that r(c’, G’) = r and b( v’, G’) = t’, 
then there exists a graph on nk vertices of size at most lEl + nlE’l having broudcast 
time t + t’ + r. 
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Specializing G to cycles and G’ to trees in Theorem 8 and using some other con- 
structions, we 1121 have constructed unicyclic graphs with very good broadcast time 
(provably the best in many cases). 
Let us conclude by formulating a problem and reiterating, perhaps, the most tan- 
tilizing conjecture in the area which we believe is also true for time-relaxed broadcast 
graphs. 
Conjecture 3. For every (fixed) t, B,(n) is monotone for values of n between two 
succesive powers of 2, i.e for n such that 2k + 1 bn d 2kf’, for every k. 
Problem. Is it true that there exist t and n such that B,(n - 1) = Bt(n)? 
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