INTRODUCTION

17
The morbidity and mortality due to snakebite is high in many parts of the world even with the availability 18 of anti-venoms. As a first-line treatment polyvalent anti-venom is injected to the snake bite victim (Warrell, 19 1999). The observational evidences of the patients are taken into account in identifying snakes, however, 20 most doctors are not trained to identify the taxonomy of the snake, so accuracy of detection in practice 21 is very low. There is an issue of serious misreporting, the extend of which is not studied. The injected 22 polyvalent anti-venom contains antibodies raised against two or more species of snake that can neutralize 23 the venom injected by a single snake bite (Calvete et al., 2007; Halim et al., 2011) . The part of anit-venom 24 that remain non-neutralized creates a further risk to the human health, making the correct identification of 25 snakes an important problem (Halim et al., 2012) .
26
In this paper, we propose an inter-feature product similarity fusion classifier that incorporates the 27 fusion of histogram features representative of the taxonomy of the snake. As an example, we discuss here 28 our results when the task was set to distinguish two major type of snake species (Elapidae and Viperidae) 29 in real-time imaging conditions. The images used in our study are that of poisonous snakes collected over 30 a period of 2 years from a recognized Serpentarium and are common specimens seen in the human habitat 31 region.
32
In general, the automated classification of snakes from images is an open research problem. We 33 present features that can be used for distinguishing two different types of snake species which is found 34 commonly in India, where the data for this study was collected. The database for this study, the fusion 35 classifier and the feature analysis methods are the main contributions reported in this work. In addition 36 to the suitability of the method in real time imaging conditions, the proposed algorithm can be used on 37 offline images of snakes for example in the application of detecting the snakes identified using the help of 38 bite victim to recommend medical treatment to snake bite victims.
39
Background
40
The recognition of snake classes from images requires the development of a gallery of images of snakes 41 belonging to given classes. The snake has several sets of taxonomy features that enable the identification 
Nearest Neighbor Classfiers
49
In this paper, we use a subset of the well-known nearest-neighbor classifier. The nearest neighbor classifier 50 (Cover and Hart, 1967) (kNN) identifies the class of unknown data sample from its nearest neighbor 51 whose class is already known. Figure 1 shows the feature distance space of test sample to the known 52 gallery samples. The set of samples that have its classes prior known is used to create the gallery set. The 53 unknown sample belongs the test set and the distance from this sample to the gallery samples determined 54 by a distance metric. The class of the sample in the gallery that has the closest distance to the test sample 55 is assigned the class of the test sample. There are several ways of calculating the distances between the 56 samples and also many different ways to include or exclude the distances to determine the class. When the 57 closest distance is used for determining the class of test sample, i.e. when k = 1 as shown in Fig. 1 is its hood, which is absent in viper. When the snake is in danger, it forms hood by raising the front part 105 of its body and spreading its ribs in its neck region. The hood contains two circular patterns, joined by a 106 curved line, on the back of its hood which appears like spectacles. It has small nostril, which is placed in 107 between two nasal scales.
108
The most important and distinctive feature in a viper is its triangular, flattened head, which is clearly 109 broader than its neck. Usually, there is a presence of 'V' mark on its head. They have blunt and raised 110 nose. Viper has a big nostril, which lies in the middle of a single large nasal scale. There is a crescent 111 shaped supranasal scale and the lower part of nose touches the nasorostral scale.
112
1 Nasal: These scales encloses the nostril. The nasal near the snout is called prenasal and the nasal near the eye is called postnasal. In vipers, nostril lies in center of single nasal. Internasal: These scales lie on top of snout and connects nasal on both side of head. Rostral: This scale lie on the tip of snout, in front of internasal. Supraocular: These scales form the crown of eye, and lie above the eye. Preocular: These scales lie towards the snout or in front of eye. Postocular: These scales lie towards the rear or back of eye. Subocular: These scales lie in rows below the eyes and above the supralabials. Loreal: These are 1-2 scales which are in between preocular and postnasal. Labials: These scales lie along the lip of the snake. Scales on upper lip is Supralabials and scales on the lower lip are called infralabials. Frontal: These scales lie in between both the supraocular. Prefrontal: These scales are in touch with frontal and lie behind the internasal. Parietal: These scales lie on back portion of head, which are connected to frontals. Temporal: These scales lie between the parietals above and supralabials below at the side of the back of the head. Mental: This is an anterior scale that lie underside the head, just like rostral on upper part. Anterior Sublingual: These scales are connected to the infralabials along the chin. Posterior Sublingual: These scales are next to anterior chin shield, further back along the chin. Dorsal or Costal Scale: These are scales on the body of snake. Ventral Scale: These are enlarged scales on the belly of snake. Nasorostral Scale: This is enlarged scale, just behind the rostral and infront of nasal. The head scales of viper are small as compared to cobra. They contain small frontals and some 118 parietals. The supraocular scale, which acts as the crown of the eye is narrow in comparison to cobra.
119
The eyes are large in size with vertical pupil. There are 10-12 supralabials, out of which 4th and 5th are 120 notably larger than the remaining. They also have preoculars, postocular, 3-4 rows of subocular scales 121 below their eye and loreal scale between eye and nose. Loreal scales are absent in cobra. There are 122 generally 6-9 scales between both the suproculars. There are two pairs of chin shields, out of which front 123 one is larger.
124
The dorsal scales are strongly keeled. The dorsal scale has consecutive dark spots, which contain light 125 brown spot that is intensified by thick dark brown line, which is again surrounded by light yellow or white 126 line. The head has a pair of dark patches, which is situated on both the temples. Dark streaks are notable, 127 behind or below the eye. 
MATERIALS AND METHOD
129
Snake Database
130
The snake images for the experiment were collected with the help of Pujappura Panchakarma Serpentarium,
131
Trivandrum, India, through the close and long-term interaction with the subjects under study. These that changes the minimum selector to a maximum selector. The ability of the classifier to correctly 178 discriminate snake classes depends on the availability of inter-class discriminating features in the samples.
179
We propose to ignore the missing features and calculate global similarity based on remaining features in a 180 sample using a product based inter-feature similarity measure.
181
Suppose x t (i) is the test sample and x g (i) is the gallery sample, and i represents the index of the ith feature in the respective samples, then, the similarity S f (i) represents the similarity between the features:
The missing features in the feature vector x t is assigned a value 0 as this is indicative of the absence or non-detection of the feature. Which means that the even if the there exists a numerical measure of similarity between any missing features in x t and x g , the overall feature similarity S f would not have the effect of missing features. The absence of a feature in a test would not result in similarity between the test and gallery. The global similarity of a test sample with a class m containing J gallery samples with each sample having N features can be represented as:
182
Suppose there are M classes and {c m1 , c m2 .., c mk } gallery samples per each class, then there will be {c m1 , c m2 .., c mk } number of similarity values, S g , for determining the class of the unknown test sample x t . The class with the maximum number of high scores can be considered to be the most similar class to which the test sample belongs. If m represents the class label, then the class of the unknown test sample can be identified by:
Implementation in CUDA
184
Because the similarity S f is calculated at the feature level, and a global similarity S g is calculated as an 185 additive fusion of feature similarities at the class level, can be realised as a parallel processed algorithm in
186
CUDA (Garland et al., 2008; Cook, 2012) as shown in Listing 1. 
227
In this simple example, we calculate the local similarity S f (i) between the test and gallery features.
228
Because the features F 7 and F 14 are absent in x t , it can be seen that they do not contribute to the positive 229 similarity values of S f , which means that the global similarity S g is formed of the local similarities from
230
features F 12 and F 1 . It can be seen that for the given example, the Viper class has a similarity score of 0.0 231 against the Cobra class that has a similarity score of 1.5. The class of the test sample x t is identified as
232
Cobra.
233
Classification with Image Database
234
The images in the gallery set can be used to create a template of features describing the snake. While a feature sample based database can be used, a more practical approach in a real-time situation is to have a technique that can automatically process the images directly for classification. Images are usually affected by natural variabilities such as illumination, noise and occlusions. In order to reduce the natural
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Figure 8. An example of the taxonomically identifiable feature F 27 of cobra is shown in (a), and its corresponding normalised orientation and magnitude histograms hist n (θ ) and hist n (a) is shown in (b) and (c), respectively. variability, it is important to normalise the intensity values. The reduction in natural variability would result in reduced intra-class image distances and improved classification accuracies. The image I can be normalised using mean-variance moving window operation:
where, the window has a size of (2m + 1) × (2n + 1), I µ is the mean and I σ is the standard deviation of the pixels in the image window. The normalised image I n is converted into a feature vector, consisting of orientation of gradients and magnitudes of the image pixel intensities. The gradient orientation θ and magnitude a of I n is computed at each point
and
The orientations θ is quantised in N bins of a histogram, and magnitude a is quantised into M bins of 
239
In the context of snake image database, we have a maximum of 31 feature images resulting from a single sample of snake image. Suppose, I f is the normalised feature image, and hist n (θ f ) and hist n (a f ) its corresponding orientation and magnitude features. Then, we can represent the overall fused feature vector x s for any sample image s as:
where Ξ represent the concatenation operator. The test images and gallery images are converted to feature 240 vectors using x s .
241
The similarity calculation between the test and gallery samples is performed, the global similarity S g 242 is calculated using Eq. 2 and the class of the sample under test is identified.
243
RESULTS
244
The feature database and image database of the snakes is used for analysing the classification performance , 1996) 70.89 ± 12.92 0.74 ± 0.15 0.716 ± 0.15 80.8 ± 9.7 73.9 ± 23.3
The samples in the database are randomly split into gallery and test, where 5% of total samples are 251 used in the gallery while remaining 95% samples are used for the test. Table 3 and Table 4 shows the 252 performance of the snake classifier problem using the presented product similarity classifier and several accuracy, F-score and area under the curves, that are practical measures for robust classification. While the precision and recall fairs near to the best methods when tested on feature and image snake databases.
258
The large standard deviations on the precision and recall makes drawing the differences between the 259 methods inconclusive. The SIFT feature vector can be used further in the classification of the snakes through the matching of 296 the features between the training set and a given test snake image. The matching algorithm proposed in 297 this paper is that governed by the steps followed in Section 0.0.1. Consider I 1 and I 2 to be two images of two classes can be seen in Fig. 11(a) . an average number of 2500 features identified. Using nearest neighbour classification, we used 50 percent 316 of data in the training set selected randomly each time, and a recognition accuracy of 87.5% was obtained.
317
Analysis on multiple species The sub-species of the viper and cobra has different variants to its 318 features. The feature within the same species of snakes are similar and hence the discrimination of 319 this is challenging task. less number of training sample, proving that snake images of similar poses contribute to similarity match.
329
From Fig. 12 shows that by varying the Euclidean distance ratio the number of features that get 330 matched can be controlled. However, the classification of feature vectors obtained from SIFT technique 331 can become a difficult task when the variability between the test and training samples are high. This 332 makes the automated recognition of snakes in real-time imaging environments a challenging task.
333
CONCLUSIONS
334
In this paper, we demonstrated the use of taxonomy features in classification of snakes by developing 335 a product similarity nearest neighbor classifier. Further, a database of snake images is collected, and 336 converted to extract the taxonomy based feature and image snake database for our study.
337
The knowledge base for the snake taxonomy can enhance the accuracy of information to administer 
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as monitoring and preservation of snake population and diversity. The automatic classification using snake image database can help with the analysis of snake images captured remotely with minimal human 343 intervention.
344
There are several open problems that make snake recognition with images a challenging topic such 
