Abstract -There are generally three folds when developing neural network classifiers. They are as follows: 1) discriminant function; 2) lots of parameters in the design of classifier; and 3) high dimensional training data. Along with this viewpoint, we propose space search optimized polynomial neural network classifier (PNNC) with the aid of data preprocessing technique and simultaneous tuning strategy, which is a balance optimization strategy used in the design of PNNC when running space search optimization. Unlike the conventional probabilistic neural network classifier, the proposed neural network classifier adopts two type of polynomials for developing discriminant functions. The overall optimization of PNNC is realized with the aid of so-called structure optimization and parameter optimization with the use of simultaneous tuning strategy. Space search optimization algorithm is considered as a optimize vehicle to help the implement both structure and parameter optimization in the construction of PNNC. Furthermore, principal component analysis and linear discriminate analysis are selected as the data preprocessing techniques for PNNC. Experimental results show that the proposed neural network classifier obtains better performance in comparison with some other well-known classifiers in terms of accuracy classification rate.
Introduction
In the past decades, lot of neural network classifier have been developed in many research fields. Among these neural network classifiers, lot of architectures, learning abilities, and applications have been well documented, c.f. [4, 5] , and [6] [7] [8] . Generally, there are three aspects in the design of neural network classifiers. They are as follows: Discriminate function; Lots of parameters in the design of classifier; High dimensional training data.
Linear discriminate function is generally used when constructing the neural network classifiers. However, such linear discriminate functions have a relatively simple geometry. For example, in the design radial basis function neural network classifier, such simple geometry is implied by the limited geometric variability of RBFs forming the hidden layer of the radial basis function neural network. Some enhancements have been shown by using two order polynomial discriminate functions [4] , the problem of using high order discriminate function remains open.
In the design of neural network classifiers, there are generally several parameters needed to be estimated. A variety of evolutionary optimization algorithms such as genetic algorithm [9] , particle swarm optimizer [10] , differential evolution [11] [12] have been successfully applied to adjust parameters when developing the neural network classifiers. For example, in the design of RBF neural network classifier, the parameters including the number of RBFs, the coordinates of RBF centers, the widths of RBFs are optimized by using evolutionary algorithms. In spite of advantages, these evolutionary algorithms cannot free from limitations. The first apparent limitation is that these evolutionary algorithms search solution space based on pure random mechanism. The second apparent limitation is that a problem of how to balance the structure optimization and parameter optimization, which are commonly encountered in the optimization of classifiers. Such problem plays an important role in the performance of neural network classifiers. Nevertheless, most of existing classifiers have not consider the above two limitations.
In this study, we propose a novel polynomial neural network classifier (PNNC) based on space search optimization algorithm using simultaneous tuning strategy to overcome all aforementioned limitations. The proposed classifiers employ higher order polynomials as discriminate functions. Space search optimization algorithm initialized by our previous study [13] is regarded as a vehicle to optimize the parameters when constructing the PNNC. Simultaneous tuning strategy is adopted in the process of optimization. Moreover, Principal component analysis (PCA) or linear discriminate analysis (LDA) is used to preprocess the original data set for solving the problem of high dimensional data.
The rest of paper is organized as follows. Section II proposes the architecture of polynomial neural network classifiers. Section III presents the space search optimized polynomial neural network classifier with the use of simultaneous tuning. Section IV reports the experimental result of the proposed classifiers and Section V concludes this study.
Architecture of Polynomial Neural Network Classifier
Polynomial neural network classifier consists of four parts, namely preprocessing part, premise part, conclusion part, and aggregation part. The preprocessing part realized with the aid of principal component analysis or linear discriminate analysis aims at reducing dimension of input data. The premise part is formed by using fuzzy clustering method, while the conclusion part is determined via least square estimation method. A general topology of polynomial neural network classifier is described as shown in Fig. 1 .
The overall polynomial neural network classifier can also be regarded as fuzzy models. In this case, the fuzzy rules can be outlined as follows: 1 1 :
is inclued in cluster = ( , , ) 
Preprocessing part realized via PCA and LDA
The preprocessing part is realized based on principal component analysis and linear discriminate analysis.
For convenience, the input data is denoted an N d × matrix X , and the output is expressed an N m × matrix Y . The steps of PCA are as follows:
can be expressed as follows:
Where N denotes the number of total data. 
Premise part realized via fuzzy C-Means
Fuzzy clustering method is exploited here to construct the premise part. The steps of FCM are as follows:
Where two basic conditions should be met. They are as follows:
(1) For k ∀ , (5) and (6) . Their expressions are as follows: 
Conclusion part realized via linear and nonlinear polynomials
Polynomial discriminate functions are used to describe pattern classifiers. For any input X , its output (class) is determined by the discriminant function ( ) 
Aggregation part realized via least square error
Least square error approach is utilized to compute the parameter values of polynomials. The objective function can be expressed as follows:
Where ik w are calculated based on membership matrix ( ) r U , and G J can also be expressed as follows:
Where a denotes the vector of polynomial coefficients, Y stands for the output vector, X is matrix. In case all consequent polynomials are linear polynomial, X and a can be expressed as follows 11 
The optimized coefficients a can be computed with the following formula:
Space Search Optimization of Polynomial Neural Network Classifier
Unlike the conventional evolutionary algorithms, space search optimization algorithm is realized based on three basic space search operators: global search operator, local search operator, and opposition-based search operator [13] . The main steps of space search optimized PNNC are summarized as follows.
Step 1. Divide and preprocessing data set using PCA or LDA.
For simplicity, we divide a data set into three parts, namely training data, validation data, and testing data. The training and validation data are used for constructing classifiers, while the testing data is utilized for evaluating classifiers. Furthermore, principal component analysis and linear discriminate analysis are employed to preprocess the data sets.
Step 2. Initialize the structure parameters when constructing PNNCs. Step 3. Optimize the PNNC using space search optimization algorithm with simultaneous tuning approach. Fig. 2 depicts the solution compositions optimized PNNC and its interpretation using space search optimization algorithm with simultaneous tuning approach. As shown in Fig. 2(a) , the first two parameters are used in the preprocessing part, the middle two parameters come from premise part, and the last parameter is utilized in the consequence part. Fig. 2(b) illustrates the simultaneous tuning approach based on both structural optimization and parametrical optimization. The underlying idea of simultaneous tuning is implementing structural optimization with larger probability in the beginning generations of SSOA, while implementing parametrical optimization with larger probability with the increasing generations of SSOA. A variable ratio p is defined as follows:
Where 1 r represents a random variable selected from interval [0,1] , g is the current iterations of SSOA, m is the maximum iterations of SSOA, λ and denotes a given number. In this study, it is set as 2.0. Fig. 2(c) shows an example of solution used in the SSOA for the optimization of PNNCs. In this example, the processing method is PCA, the number of input variable is equal to 2, the value of fuzzification coefficient is set as 2.0, the number of rules (clusters) is decided as 2, and the polynomial type is type 2, respectively.
Step 4. Output the optimized PNNC. The PNNC with the best predictive capability will be selected as the optimized PNNC. Here an objective function based on training data and validation data is adopted here as the performance index. For convenience, TR denotes the performance index of training data, and TE stands for the performance index of testing data.
The false classification rate is used as performance index, whose expression is as follows:
Where F is the number of patterns in case of false classification, and N is the total number of patterns in the data set. TR is considered as the objective function.
Experimental Studies
This section reports the experiments of the proposed neural network classifier based on some well-known machine learning data [16] [17] [18] [19] . Each data is divided into two parts, 80% is used for training, and the rest 20% is regarded as testing. Experiments in all cases were repeated 10 times leading to a random sub-sampling validation. The parameters of SSOA are summarized as follows: the number of generations is set as 150, and the population size is set as 30. The operator parameters of local space search and global space search are the same as the reference [13] .
WDBC data
We first do experiments based on Wisconsin Diagnostic Breast Cancer data set, which is a medical classification data set, which consists of 569 input-output pairs, and 32 input variables. Fig 3 shows the optimization process of space search optimization algorithm based neural network classifier on WDBC data. As can be seen from Fig. 3 , the proposed PNNCs optimized very fast before 20 generations and then obtains the stable model after 20 generations. Table 2 further summarizes the experimental results between the proposed neural network classifier and previous models reported in the literatures.
PIMA data
The second well-known machine learning data is PIMA data set, which consists of 768 input-output pairs, and 8 input variables.
The optimization process of SSOA on training data is shown in Fig. 4 . As shown in Fig. 4 , with the increasing generations, the classification rate of training data, validation data, and testing data are almost improved. And the optimization result is obtained after 20 generations. Table 3 reports the experimental results between the proposed neural network classifier and some well-known neurofuzzy models. Comparison results of the proposed neural network classifier outperform the previous models shown in Table 3 .
Some other data
The proposed neural network classifier is further compared with some selected models on several sizes of well-known data sets, which has different input variables and patterns. The comparison results between the proposed classifier and some other models are summarized as shown in Table 4 , which illustrates the effectiveness of the proposed neural network classifier.
Conclusions
This work is the extended paper of conference paper (Joint 8th international conference on soft computing and intelligent systems and 17th international symposium on advance intelligent systems). It contributes to the research on classification can be summarized as follows:
First, we have proposed a novel neural network classifier based on concept of polynomial discriminate functions and space search optimization algorithm.
Second, we have applied the PCA and LDA as the preprocessing techniques for the proposed neural network classifier.
For future study, the proposed neural network classifier may be improved by using new optimization algorithms. Furthermore, novel neural network classifier can be constructed by combing the proposed neural network classifier and other classical classifiers.
