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Abstract
Polynomials in two variables, evaluated at A and A˜ with A being a square complex matrix and A˜ being
its transform belonging to the set {A=, A†, A∗}, in which A=, A†, and A∗ denote, respectively, any
reflexive generalized inverse, the Moore–Penrose inverse, and the conjugate transpose of A, are considered.
An essential role, in characterizing when such polynomials are satisfied by two matrices linked as above,
is played by the condition that the column space of A is the column space of A˜. The results given unify a
number of prior, isolated results.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and preliminary results
Let Mn(C) denote the set of n × n complex matrices. The symbols A∗, R(A), and r(A) will
stand for the conjugate transpose, range (column space), and rank of A ∈ Mn(C). Further, A=
will be a reflexive generalized inverse of A, i.e., any matrix satisfying the equations
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AA=A = A, A=AA= = A=,
whereas A† will mean the Moore–Penrose inverse of A, i.e., the unique solution to the
equations
AA†A = A, A†AA† = A†, AA† = (AA†)∗, A†A = (A†A)∗.
From the point of view of the present paper, the key notion is that of a range-Hermitian matrix
or, in other words, an EP matrix. Recall that a matrix is said to be range-Hermitian whenever
R(A) = R(A∗) or, equivalently, whenever AA† = A†A; see e.g., Exercise 16 in Chapter 4 in
[2].
In Issue 34 of IMAGE – The Bulletin of the International Linear Algebra Society, Trenkler [6]
posed the following problem.
“Let A be a square complex matrix. Show that the following two statements are equivalent:
(i) A + A† = 2AA†,
(ii) A + A† = AA† + A†A.
Verify that under (i) and (ii), A must be EP, i.e., the column spaces of A and A∗ coincide”.
As was shown in Issue 35 of IMAGE, Solutions 34-8.1–34-8.3, the statements (i) and (ii)
are indeed equivalent and each of them implies AA† = A†A. It seems of interest to pose an-
other problem related to the one above. Namely, to characterize all matrices A ∈ Mn(C) such
that
A + A† = 2AA†. (1.1)
The solution to this problem is as follows.
Lemma. Let A ∈ Mn(C). Then (1.1) holds if and only if A is an EP matrix and
A3 − 2A2 + A = 0.
Proof. Rearranging (1.1) to the form A† = A(2A† − In) shows that R(A†) ⊆ R(A). This con-
dition combined with a general equality r(A†) = r(A) leads toR(A†) = R(A), which expresses
the fact that A is an EP matrix. Moreover, premultiplying and postmultiplying (1.1) by A gives
A3 − 2A2 + A = 0.
On the other hand, premultiplying or postmultiplying A3 − 2A2 + A = 0 by (A†)2 and utiliz-
ing AA† = A†A yields (1.1). 
In a comment to the lemma it should be emphasized that both conditions constituting the
conjunction therein are essential. For instance, matrix
A =
(
1 2
−1 0
)
is nonsingular, with
A−1 =
(
0 −1
1
2
1
2
)
,
and thus is EP, but satisfies neither A3 − 2A2 + A = 0 nor (1.1). Moreover, the idempotent matrix
A =
(
1 1
0 0
)
(1.2)
clearly fulfills A3 − 2A2 + A = 0, but since its Moore–Penrose inverse is
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A† =
( 1
2 0
1
2 0
)
,
it is seen that A is not EP and again does not satisfy (1.1).
Observe that (1.1) can be trivially rewritten in the form of an identity A + A† − 2AA† = 0,
the left-hand side of which can be thought of as a particular polynomial in two variables x and
y, say, evaluated at A and A†. In fact, other particular versions of such polynomials were already
considered in the literature in the context of the EP property. For instance, it is known that each
of identities
A − A† − A†A2 + (A†)2A = 0,
A − A† + A(A†)2 − A2A† = 0,
and
2A − A2A† − A†A2 = 0,
is equivalent to AA† = A†A; see parts (1) ⇔ (2), (1) ⇔ (3) of Theorem 5 in [3] and Theorem
1 in [5], respectively. Similar equivalences with respect to identities involving two products of
matrices A and A† are established by parts: (1) ⇔ (6), (1) ⇔ (7) of Theorem 5 in [3], (a) ⇔ (b),
(a) ⇔ (c) of Theorem 2.3 in [4], and (i) ⇔ (iii), (i) ⇔ (xiii) of Theorem 6 in [1]. In view of these
partial results, it is natural to investigate general characterizations of matrices A such that a given
polynomial in variables x and y, evaluated at A and A†, is equal to the zero matrix. Solution to
this problem is given in the next section, as a particular case of a more general result.
Another problem considered in Section 2 is somehow related to normal matrices. Recall that
a matrix A is normal whenever A and A∗ commute. In view of the obvious implication
AA∗ = A∗A ⇒ R(A) = R(A∗),
being in general not reversible, it is of interest to ask whether, besides AA∗ − A∗A = 0, there
exist also other polynomials in x and y, which evaluated at A and A∗ imply the EP property.
2. Main results
Let W(x, y) denote a product of variables x, y of the form
W(x, y) = xα1yβ1xα2yβ2 . . . xαnyβn, αi, βi ∈ N ∪ {0}, i = 1, . . . , n. (2.1)
Moreover, let P(x, y) be a polynomial in variables x, y defined as
P(x, y) =
k∑
j=1
ajWj (x, y), aj ∈ C, j = 1, . . . , k. (2.2)
From (2.1) it is seen that the products Wj(x, y), j = 1, . . . , k, in (2.2) can have either x or y as
the first factor. Thus, the polynomial P(x, y) can be expressed as
P(x, y) = xQ(x, y) + yR(x, y), (2.3)
where Q(x, y) and R(x, y) are polynomials composed from the summands occurring in P(x, y)
corresponding to these products Wj(x, y), j = 1, . . . , k, which have x and y as their first factors,
respectively, with these factors neglected.
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The following result concerns a polynomial P(x, y), evaluated at x = A and y = A=.
Theorem 1. LetP(x, y) be a polynomial of the form (2.2). If A ∈ Mn(C) is such thatP(A, A=) =
0 and if either Q(A, A=) or R(A, A=) introduced in (2.3) is nonsingular, thenR(A) = R(A=).
Proof. Observe that in view of (2.3), the condition P(A, A=) = 0 can equivalently be expressed
as AQ(A, A=) = −A=R(A, A=). Assume that, for instance, R(A, A=) is nonsingular. Then
A= = −AQ(A, A=)[R(A, A=)]−1, and hence it is clear that R(A=) ⊆ R(A). Combining this
condition with the known fact that r(A=) = r(A) leads to R(A) = R(A=). 
Replacing A= in Theorem 1 by A† leads to what follows.
Corollary. LetP(x, y)be a polynomial of the form (2.2). If A ∈ Mn(C) is such thatP(A, A†) = 0
and if either Q(A, A†) or R(A, A†) introduced in (2.3) is nonsingular, then A is an EP matrix.
In consequence, P (A, A†) can be represented as an annihilating polynomial of A.
Proof. Only the last statement of the corollary requires justification. This claim follows from the
fact that A† is expressible as a polynomial in A if and only if A is EP; see e.g., Corollary 3 in
Chapter 4 in [2]. In consequence, substituting such a representation of A† into P(A, A†) = 0
leads to an annihilating polynomial of A. 
The corollary is followed by two examples of which the first shows that the assumption con-
cerning nonsingularity of either Q(A, A†) or R(A, A†) is essential. This fact is easily seen by
utilizing the matrix A, given in (1.2), that is not EP and, trivially, satisfies AA†A = A. After
expressing this identity in the form A(A†A − I2) = 0, where I2 is the identity matrix of order 2,
it is clear that, in addition to R(A, A†) = 0, also
Q(A, A†) = A†A − I2 =
(− 12 12
1
2 − 12
)
is singular.
The second example shows that, in general, the implication established in the corollary is not
reversible. The Moore–Penrose inverse of matrix
A =
(
1 1
1 1
)
(2.4)
is
A† =
( 1
4
1
4
1
4
1
4
)
,
and thus A satisfies AA† − A†A = 0 (i.e., A is an EP matrix), butQ(A, A†) = A† andR(A, A†) =
A are singular.
The following result concerns a polynomial P(x, y), evaluated at x = A and y = A∗.
Theorem 2. Let P(x, y) be a polynomial of the form (2.2). If A ∈ Mn(C) is such that P(A, A∗) =
0 and if either Q(A, A∗) or R(A, A∗) introduced in (2.3) is nonsingular, then A is an EP matrix.
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Proof. Observe that in view of (2.3), the condition P(A, A∗) = 0 can equivalently be expressed
as AQ(A, A∗) = −A∗R(A, A∗). Assume that, for instance, R(A, A∗) is nonsingular. Then A∗ =
−AQ(A, A∗)[R(A, A∗)]−1, and hence it is clear that R(A∗) ⊆ R(A). Since r(A∗) = r(A), it
further follows that R(A) = R(A∗), i.e., A is an EP matrix. 
Theorem 2 is supplemented by two examples of which the first shows that the assumption
concerning nonsingularity of either Q(A, A∗) or R(A, A∗) is essential. This fact is easily seen by
utilizing once again the matrix A, given in (1.2), that is not EP and satisfies AA∗A = 2A. After
expressing this identity in the form A(A∗A − 2I2) = 0, it is clear that, in addition toR(A, A∗) = 0,
also
Q(A, A∗) = A∗A − 2I2 =
(−1 1
1 −1
)
,
is singular.
The second example shows that, in general, the implication established in Theorem 2 is not
reversible. Clearly, the EP matrix A given in (2.4) is normal (in fact, it is Hermitian), i.e., satisfies
AA∗ − A∗A = 0. However, the polynomials Q(A, A∗) = A∗ and R(A, A∗) = A are singular.
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