A new recognition algorithm for "head-and-shoulders" price patterns 
Introduction
Previous studies on technical analysis have concentrated on indicator-based and model-based trading rules. Brock, Lakonishok, and LeBaron (1992) found significant excess returns for moving average trading rules in the U.S. stock market. Gencay (1998) showed that non-parametric model-based trading rules outperform the buy-and-hold strategy. Compared with the work on these two trading rules, studies on the profitability of pattern-based trading rules are relatively scarce. Among the limited scholarship that exists, Bulkowski (1997) provided definitions for some prevailing patterns. Lo, Mamaysky, and Wang (2000) (hereafter referred to as LMW) applied the non-parametric kernel regression to recognize technical patterns. In a more recent work, Savin, Weller, and Zvingelis (2007) (hereafter referred to as SWZ) applied the kernel-smoothing algorithm of Lo, Mamaysky, and Wang (2000) to analyse the predictive power of head-and-shoulders top (HST) patterns in the U.S. stock market. Their results showed that the pattern-based trading rules generate significant risk-adjusted excess returns. Both studies used the non-parametric kernel smoothing procedure and applied different filtering criteria to detect the HST pattern. However, the relative position of the HST pattern was ignored in their analysis. As a result, their algorithms might mistakenly identify such patterns at the bottom of the market. Moreover, the results for the head-and-shoulders bottom pattern were not reported in their study. This paper complements the previous studies in the literature by proposing a filter to remove the invalid patterns. In addition, we also analysed the head-and-shoulders bottom (HSB) patterns not covered by SWZ. The head-and-shoulders bottom is the mirror image of the head-and-shoulders top, it is a commonly used technical tool especially in the foreign exchange market. Since market has cycles, and each cycle may last for a couple of years on average, if investors only look at the head-and-shoulders tops, they may have to wait a long time before another opportunity of head-and-shoulders top arises. If investors also look at the head-and-shoulders bottoms, they can have more opportunities to trade within a given horizon. The rest of this paper is organized as follows. Section 2 discusses the methodology used in this paper. The work of Savin, Weller, and Zvingelis (2007) is revisited, and an improved pattern recognition procedure is proposed. Section 3 discusses the data and defines the returns used in this paper. Section 4 presents our results and Section 5 concludes the paper.
Methodology and procedures
The pattern recognition algorithm consists of two steps: (1) to remove the noise of the data using a smoothing function and (2) to detect the HS patterns from the smoothed data.
Data generation process, rolling windows and kernel regression
To begin with, a nonparametric regression is estimated to smooth the price data. We assume that the price data are generated by
where m(X i ) is a smoothing function of time and e i 's are zero i.i.d. random errors with zero mean and constant variance. In our case, X i is the time index. The algorithm for pattern identification is applied to a rolling window of span n. 1 Following Savin, Weller, and Zvingelis (2007) , a rolling window of n = 63 days is used. The prices series within each window of span n is smoothed using the Nadaraya-Watson kernel estimator, defined as
where m(x) is the smoothed price function, X j is the x-axis index near the data point x, within i-th windows with window size n, P is the original price and K(·) is the kernel function. The bandwidth h controls the magnitude of the smoothing function. Increasing h makes the price curve smoother. 2 In this paper, we use the multiples (1.5, 2 and 2.5) of the optimal bandwidth chosen by the leave-one-out cross-validation (LOOCV). Figure 1 shows a snapshot of the kernel regression. Lo, Mamaysky, and Wang (2000) . Bulkowski (1997 Bulkowski ( , 2000 provided definitions for both the head-and-shoulders top (HST) and the head-andshoulders bottom (HSB) patterns. The HST pattern is a bearish pattern that signals the reversal of an uptrend and the beginning of a downtrend. The HSB pattern is a mirror image of the HST pattern. After a non-parametric regression is estimated, a computational algorithm is used to detect the extrema, which are local maxima or local minima in the price graph. We will revisit the LMW and SWZ algorithms in this paper.
Extrema and algorithms
The filtering algorithm of Lo, Mamaysky, and Wang (2000) is specified in Figure 2 and Table 1 , where E i (i = 1, 2, …) represents the extrema found. (Lo, Mamaysky & Wang, 2000) .
Restrictions
Implications E 1 is a maximum Start with a left shoulder (R1)
The head should be higher than the left shoulder (R2)
The right shoulder should be lower than the head (R3)
Restrict the magnitude of the shoulders (R4)
Restrict the magnitude of the troughs (R5)
A trading signal is generated when E 5 is observed and if all of the above criteria are satisfied. Savin, Weller, and Zvingelis (2007) extended the work of Lo, Mamaysky, and Wang (2000) by modifying the criteria for recognizing the HST pattern. Table 2 provides a description of each extension. Conditions (R4a), (R5a), (R6), (R7), (R8) and (R9) are referred to as the Bulkowski restrictions. (Savin, Weller & Zvingelis, 2007) .
Implications
Allow greater magnitude of the shoulders and troughs (R4a)
Restrict the range of the proportion between the average magnitude of the shoulders and the magnitude of the head (R6) Figure 3 indicates the major features of HS patterns captured by the SWZ filtering rule. After the neckline crossing condition (R10) and all the other criteria mentioned are satisfied, a short position is opened three days after the first minimum (E 6 ) is observed. Savin, Weller, and Zvingelis (2007) only cover the HST pattern. In this paper, an analysis of the HSB pattern is also conducted to complement their work. Our filtering rules for the HSB pattern are as follows:
Head-and-shoulders bottom
1 is the minimum.
(R1a)
Most of the conditions for detecting the HSB pattern are the same as those for the HST pattern, except for (R1) to (R3). The same modifications are applied to both the LMW and the SWZ pattern recognition algorithms. It should be noted that during the implementation of the computational algorithm, integrated solutions were not available in either Matlab or Stata. Such statistical software allows the kernel regression and cross-validation to be conducted separately. For Stata, a module for the bandwidth selection in the kernel density estimation (KDE) was available (Salgado-Ugarte and Pérez-Hernández 2003), but heavy customization of the Stata codes is needed to transform them into a kernel regression with LOOCV. Alternatively, an approximation of the kernel regression might be obtained by applying the WARP approach (Härdle, 1991; Scott, 1992) . Users of the programming language "R" might employ the "np" package (Hayfield and Racine 2008) .
Removal of wrong patterns
This paper improves the algorithm of SWZ by employing simple moving averages (SMA) to filter out the invalid patterns. The N-day simple moving average at time t is defined as
The SMA(·) is used to filter out the invalid pattern located in a wrong position in the price trend; the 250-day and 150-day long-term moving averages are employed for the analysis. The former is commonly used to determine whether the market is in a bull or a bear state. For the HST pattern to be valid, we require that for i = 1,…, 6,
The event(·) function indicates the number of times that the event occurs, as stated in brackets. The above filter rule requires at least three of the extrema (E 1 to E 6 ) to be above the moving average line. The corresponding rule for the HSB pattern is:
In addition, instead of investigating the HST and HSB patterns separately, we report the risk-adjusted excess returns by combining (R10a) and (R10b). In this case, we can evaluate the trading performance considering the head-and-shoulders patterns as a whole. However, simply combining (R10a) and (R10b) might produce misleading results. The combined rules might capture two opposite patterns that occur consecutively within a very short time period. Since HST is a bearish pattern while HSB is a bullish pattern, we should eliminate one of the patterns in the aforementioned situation. With (R10c), we apply a more restrictive filter rule that requires the first five extrema to be located on one side of the SMA. The chances of mistakenly capturing a wrong pattern can be significantly reduced.
(R10c) requires the first five extrema found to be above (below) the SMA for the HST (HSB) pattern.
Data

For ease of comparison with Savin, Weller, and Zvingelis (2007) , this paper uses daily stock price data of the S&P 500 and the Russell 2000 for analysis, covering the period from January 1990 to December 1999. Moreover, this paper covers period from January 2011 to December 2014 as well to measure the latest performance of the trading rules. The data are drawn from the database of the Center for Research in Security Prices (CRSP), accessed through the Wharton Research Data Services (WRDS). Using the constituent list from Savin, Weller, and Zvingelis (2007) , 484 stocks are used for the S&P 500, while 2000 stocks are used for the Russell 2000. The two sets of stocks are chosen as a means of testing the robustness of the strategies' performance in different classes of stocks, with stock prices adjusted for stock dividends. The daily three-month Treasury bill rates are taken from the CEIC database.
Excess returns
Conditional on the HS pattern detection as trading signals, we measure the return of the trading strategy as follows:
where c = 20, 60 are the days after a trading signal is identified. The c-day exit condition represents the duration of the holding period before a position is closed. In this paper, we adopt the 20-day and 60-day exit conditions (20-day-exit, 60-day-exit). After the holding period, the position is closed. We assume that the transaction cost is negligible. The excess return is then calculated by subtracting the daily compounded three-month Treasury bill rate. Note that a profitable trade is associated with a negative excess return for HST but a positive excess return for HSB.
Risk-adjustment of the excess returns
The monthly returns of the different strategies are measured by compounding the captured corresponding daily returns. Following Savin, Weller, and Zvingelis (2007) , the Carhart (1997) four-factor model is used to analyse the risk-adjusted monthly return. We estimate the following model:
where EXR t is the excess return conditional on detecting an HS pattern when the span of rolling windows is n = 63 and then subtracted by the 3-month Treasury bills' daily interest rate.
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EXMKT t is the excess market return factor, HML t is the book-to-market factor at time t. SMB t is the size factor, MOM t is the momentum factor at time t. The intercept α provides the risk-adjusted excess return.
Results
Table 3(i), Table 4 (ii), Table 5 (i) and Table 6 (ii) show the empirical results for the HSB trading strategy without the moving average filter. The table reports the regression results in the four-factor linear model, where the dependent variables consist of monthly excess return conditional on detecting an HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window. Results for the LMW and SWZ algorithms, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "***" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model, where the dependent variables consist of monthly excess return conditional on detecting an HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window. Results for the LMW and SWZ algorithms, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "**" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model, where the dependent variables consist of monthly excess return conditional on detecting an HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window. Results for the LMW and SWZ algorithms, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "***" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model, where the dependent variables consist of monthly excess return conditional on detecting an HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window. Results for the LMW and SWZ algorithms, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "**" denotes that the coefficient is significant at the 1% level.
For the S&P 500, negative risk-adjusted excess returns are found in all cases in Table 3 (i) and most cases in Table 4 (ii), which indicate that the strategy is not profitable. The results are similar for the Russell 2000. Table  7 (i), Table 8 (ii), Table 9 (i), Table 10 (ii), Table 11 (i), Table 12 (ii), Table 22 (ii) present the results when the moving average filter is imposed. The results with and without the use of the SMA restriction are compared. The table reports the regression results in the four-factor linear model with the imposition of the 150-day and 250-day moving average restrictions. The dependent variables consist of monthly excess return conditional on detecting an HST pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the LMW algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "***" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with the imposition of the 150-day and 250-day moving average restrictions. The dependent variables consist of monthly excess return conditional on detecting an HST pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the LMW algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "**" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with the imposition of the 150-day and 250-day moving average restrictions. The dependent variables consist of monthly excess return conditional on detecting an HST pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window. Results for the SWZ algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "***" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with the imposition of the 150-day and 250-day moving average restrictions. The dependent variables consist of monthly excess return conditional on detecting an HST pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window. Results for the SWZ algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "**" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with the imposition of the 150-day moving average restrictions. The dependent variables consist of monthly excess return conditional on detecting an HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the LMW algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "***" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with the imposition of the 150-day moving average restrictions. The dependent variables consist of monthly excess return conditional on detecting an HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the LMW algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "**" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with the imposition of the 150-day and 250-day moving average restrictions. The dependent variables consist of monthly excess return conditional on detecting an HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the SWZ algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "***" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with the imposition of the 150-day and 250-day moving average restrictions. The dependent variables consist of monthly excess return conditional on detecting an HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the SWZ algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "**" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with the imposition of the 150-day and 250-day moving average restrictions. The dependent variables consist of monthly excess return conditional on detecting an HST pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the LMW algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "***" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with the imposition of the 150-day and 250-day moving average restrictions. The dependent variables consist of monthly excess return conditional on detecting an HST pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the LMW algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "**" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with the imposition of the 150-day and 250-day moving average restrictions. The dependent variables consist of monthly excess return conditional on detecting an HST pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the SWZ algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "***" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with the imposition of the 150-day and 250-day moving average restrictions. The dependent variables consist of monthly excess return conditional on detecting an HST pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the SWZ algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "**" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with and without the 150-day moving average restriction. The dependent variables consist of monthly excess return conditional on detecting an HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the LMW algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "***" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with and without the 150-day moving average restriction. The dependent variables consist of monthly excess return conditional on detecting an HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the LMW algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "**" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with and without the 150-day moving average restriction. The dependent variables consist of monthly excess return conditional on detecting an HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the SWZ algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "***" denotes that the coefficient is significant at the 1% level. The table reports the regression results in the four-factor linear model with and without the 150-day moving average restriction. The dependent variables consist of monthly excess return conditional on detecting an HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the SWZ algorithm, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "**" denotes that the coefficient is significant at the 1% level.
For the HST pattern detection in the S&P 500 data -with the original set of pattern detection criteria suggested by Lo, Mamaysky, and Wang (2000) -the 60-day-exit risk-adjusted excess return in Table 7 (i) drops to −0.25% per month from −0.12% for the unit bandwidth multiple, after adding the 150-day MA as a further restriction. Similar results are found when the 250-day MA filter is used. Likewise in Table 8 (ii), the 20-day-exit risk-adjusted excess return drops from 0.32% per month to 0.27% for the unit multiple with 150-day MA. Since profitable trade is associated with a negative excess return for HST, the use of a moving average enhances the trading performance. For the HSB pattern, most risk-adjusted excess returns are negative. Although profitable trade is associated with a positive excess return for HSB, the use of a moving average still improves the performance of the trading rule, by making the excess returns less negative in majority of cases in Table 11(i),  Table 12 (ii), Table 12(i) and Table 14 (ii). For the 1990-1999 sample, the use of the 150-day MA and the 20-dayexit strategies significantly improves the monthly return by 0.11% from −0.18% to −0.07% for the case of unit bandwidth. Most risk-adjusted excess returns in the other cases are also improved.
For the Russell 2000, a slight improvement of the results is found after applying the 150-day MA restriction to the HST patterns. Most of the results improve, with the greatest improvement of 0.05% (from −0.46% to −0.51%) in the monthly return for the 1990-1999 period as reported in Table 15 (i), and 1.29% (from 0.05% to −1.24%) for the 2010-2014 period as reported in Table 16 (ii). The performance of the 250-day MA restriction is less impressive. Table 23(i), Table 24 (ii), Table 25 (i) and Table 26 (ii) report the empirical results of the combined rule, which take 1% trading cost into account. A more positive return implies a higher level of profitability. Monthly returns ranging from −0.75% to 0.50% are reported in Table 23 (i), and from −0.82% to 1.33% in Table 24 (ii). Similarly, for the Russell 2000, the combined rule does not perform well neither. A negative risk-adjusted excess return of −0.95% and −0.55% is found in Table 25(i) and Table 26 (ii) respectively. The table reports the regression results in the four-factor linear model. The dependent variables consist of monthly excess return conditional on detecting a HST or HSB pattern when the span of the rolling windows is n = 63. The returns are reported for 20-and 60-day window, Results for the LMW and SWZ algorithms, and different bandwidth multiples (1 and 2.5) are shown. An autocorrelation and heteroskedasticity-consistent covariance matrix estimator is used for estimation. "*" denotes that the coefficient is significant at the 10% level, "**" denotes that the coefficient is significant at the 5% level, "**" denotes that the coefficient is significant at the 1% level. 
