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Introdução
A doença meningocócica é uma moléstia de
distribuição universal, que se transmite através do
contágio de gotículas de muco e saliva infectadas
pela bactéria Neisseria meningitidis (meningoco-
co). Esta moléstia pode deixar seqüelas neu-
rológicas graves como cegueira, paralisias, lesões
cerebrais e medulares e morte, ocorrendo princi-
palmente em indivíduos mais jovens. A doença
pode manifestar-se de duas formas: meningococe-
mia e meningite meningocócica.
A doença não é altamente contagiosa6 mas,
considerando-se as seqüelas neurológicas resul-
tantes, é de interesse o desenvolvimento de um sis-
tema de detecção de surtos desta moléstia, baseado
em dados semanais ou mensais, que possa ser uti-
lizado pelas autoridades sanitárias para controle da
evolução de possíveis surtos.
Diversos trabalhos têm sido realizados com in-
teresse de elaborar modelos de detecção de surtos
epidêmicos. Em geral os procedimentos de moni-
toração epidemiológica são realizados a partir de
um nível crítico, denominado limiar epidêmico,
baseado na teoria de cartas de controle para pro-
dução industrial4,9. Peltola e col.8 sugerem uma
metodologia baseada na distribuição estatística do
número de casos da moléstia por faixa etária, uma
vez que o número de indivíduos acometidos pela
enfermidade, com idades superiores a 4 anos, pa-
rece aumentar nas epidemias5,8.
O objetivo do presente trabalho é estudar as ca-
racterísticas básicas das séries históricas de dados de
meningite meningocócica para os estados epidêmi-
cos e não epidêmicos (considerados endêmicos),
procurando analisar a possibilidade da existência de
estruturas dos processos fundamentais de geração
de dados, que possam ser utilizadas para elaboração
de um modelo para detecção de surtos da moléstia.
Material
Foram utilizadas séries históricas do número de
casos de meningite meningocócica notificados
semanalmente para 100 municípios do Estado do
Rio Grande do Sul, Brasil, no período de 1974 a
1980, totalizando 7 anos (364 semanas), e séries
históricas dos valores populacionais para os referi-
dos municípios, no mesmo período. Os dados da
doença foram obtidos na Unidade de Vigilância
Epidemiológica da Secretaria de Saúde e Meio
Ambiente daquele Estado, e os dados populacio-
nais foram extraídos do Anuário Estatístico do Rio
Grande do Sul1.
Todos os dados foram organizados em arquivos
magnéticos e processados utilizando microcompu-
tadores de 16 bits do programa de Engenharia Bio-
médica, COPPE, Universidade Federal do Rio de
Janeiro, RJ, e do Laboratório de Microcomputação
(Labmicro) da Faculdade de Engenharia da Uni-
versidade Federal de Juiz de Fora, MG.
Pré-processamento de dados
Historicamente sabe-se que ocorreu em todo o
Brasil uma epidemia da doença meningocócica ti-
pos A e C, delimitada pelo Ministério da Saúde3,
entre 1971 e 1975. Esta epidemia está refletida na
morfologia dos dados das séries temporais, que
foram analisadas inicialmente por inspeção visual
e cujos exemplos podem ser vistos na Fig. 1. Ob-
serva-se que algumas séries apresentam grande va-
riabilidade da amplitude do sinal nos anos iniciais
enquanto que outras, para este mesmo período,
apresentam variações na freqüência de ocorrências
de casos da moléstia. Esta variabilidade parece
estar relacionada à densidade populacional, uma
vez que aglomerações de grande número de habi-
tantes podem fornecer ao germe ambiente propício
ao desenvolvimento de surtos epidêmicos.
As séries apresentam dois estados epide-
miológicos: um epidêmico e outro não-epidêmico
(ou endêmico), que se caracterizam pela vigência
de processos distintos de geração de dados. A
análise desses processos poderá esclarecer aspectos
concernentes à evolução dos surtos epidêmicos,
possibilitando a elaboração de modelos de detecção
de possíveis epidemias. Dois aspectos foram desta-
cados: 1o) a variabilidade da amplitude do sinal que
será analisada por estatística descritiva da taxa de
incidência da doença por 100.000 habitantes, e 2o)
a variabilidade da freqüência de ocorrências de ca-
sos da moléstia analisada por meio da metodologia
do processo ponto evento.
A divisão das séries, em seus estados epidêmi-
cos e endêmicos, foi realizada utilizando-se a deli-
mitação do Ministério da Saúde, no ano de 1975,
como término da epidemia em todo o território na-
cional. Tal delimitação é uma aproximação da si-
tuação geral, que não considera as características
regionais do país, as frentes de onda epidêmicas e a
evolução dos surtos. Entretanto, foi utilizada visan-
do reduzir a introdução de erros de características
subjetivas, os quais poderiam ocorrer mediante
uma delimitação baseada em inspeções visuais.
A variabilidade da amplitude do sinal geral-
mente é analisada pela utilização de coeficientes
de incidência dos dados normalizados pela popu-
lação. Esta normalização pressupõe um relaciona-
mento entre o número de casos ocorridos da mo-
léstia e a população municipal susceptível.
Com a finalidade de desenvolver o procedimen-
to citado foram analisados os coeficientes de corre-
lação de postos de Spearman12 para o número de
casos anuais da moléstia em relação à população
municipal anual total, para os 7 anos em questão.
Este coeficiente de correlação baseia-se na dife-
rança entre os postos atribuídos a duas seqüências
de variáveis sobre as quais se deseja saber o grau de
relacionamento. Uma das seqüências é ordenada de
forma crescente (ou decrescente) e os postos com-
parados após ordenação. A hipótese nula (Ho) cor-
responde ao não relacionamento entre as variáveis.
Uma grande diferença entre os postos implica um
pequeno coeficiente de correlação, que pode indi-
car o não relacionamento entre as variáveis 12.
O teste sobre este relacionamento permitiu re-
jeitar a hipótese nula ao nível de significância de
0,01. Assim podemos considerar relacionadas as
variáveis em questão e utilizar as populações mu-
nicipais para normalizar os dados das séries tem-
porais, que foram então estudadas utilizando-se
séries de coeficientes de incidência da doença para
100.000 habitantes.
O interesse, no estudo da variabilidade da am-
plitude do sinal, era a análise de uma variável que
pudesse ser utilizada para monitoração das carac-
terísticas epidemiológicas desta doença, para o Es-
tado do Rio Grande do Sul. Os valores das notifi-
cações de casos semanais eram pequenos
principalmente nos estados endêmicos. Desta for-
ma, optou-se por agregar os dados em grupos de
municípios que apresentassem características simi-
lares, tendo sido utilizado para isto a variação das
características populacionais.
A divisão de Municípios em grupos foi realiza-
da da seguinte forma:
Análise e discussão sobre a amplitude
dos dados
Um processo aleatório de eventos {X(t)} é ca-
racterizado por uma função de densidade de proba-
bilidade (fdp) determinada, através da qual é
possível estabelecer-se limites de confiança, supe-
rior e inferior, de forma que grande parte dos dados
estejam contidos entre eles. A fdp para a amplitude
dos dados de um processo endêmico pode ser utili-
zada para obter-se um limite superior denominado
limiar epidêmico. Este limiar é usado no processo
de monitoração dos dados pelo sanitarista, que ana-
lisa eventuais alterações, isto é, mudanças no esta-
do epidemiológico de endemia para epidemia.
Séries temporais de coeficientes de incidência
geralmente são analisadas através de um limiar
epidêmico (nível de detecção de surtos) calculados
a partir da distribuição dos dados. A análise das
séries temporais das notificações de casos da
doença mostrou que 83,24% das semanas dos
períodos epidêmicos bem como 96,46% das sema-
nas dos períodos endêmicos não apresentavam
notificações (o que significa número de casos da
moléstia igual a zero). A utilização desses dados
para cálculo da média e do desvio padrão amos-
trais implicaria a obtenção de pequenos valores
para os parâmetros citados. Desta forma, a compa-
ração entre um coeficiente de incidência e o limiar
epidêmico para uma notificação de um caso da
doença poderia sugerir a indicação de processo
epidêmico, sendo entretanto uma indicação falsa.
Assim, foram computadas apenas as semanas com
notificações diferentes de zero.
As distribuições de freqüências dos coeficientes
de incidência, para as semanas cujas notificações
foram diferentes de zero, por estado epidemiológico
e grupos, não se assemelham a distribuições es-
tatísticas conhecidas. Desta forma, a caracterização
do limiar epidêmico toma como base a desigualdade
de Tchebycheff7 escrita na equação (1).
onde [] e [] são respectivamente a média e o des-
vio padrão da população, que são estimados atra-
vés de X e S, respectivamente a média e o desvio
padrão amostrais.
Para um nível de significância p = 0,10 obte-
mos k = 3,16 o que nos permite calcular o limite
superior (limiar epidêmico) em:
considerando como zero o limite inferior.
Os limiares epidêmicos, obtidos a partir dos co-
eficientes de incidência dos estados endêmicos,
poderiam ser utilizados como limites para monito-
ração do processo de geração dos dados. Estes
limiares epidêmicos, assim como as médias e os
desvios padrão, podem ser vistos na Tabela, onde
se observa, pela comparação dos valores das médi-
as e desvios padrão para os diversos grupos no es-
tado epidêmico e o limite superior do grupo 0, que
a utilização deste limiar não possibilita uma de-
tecção eficaz das epidemias dos grupos. Tal fato
sugere a necessidade da manutenção de grupos
municipais específicos com limiares epidêmicos
próprios, evitando a utilização de índices que pos-
sam prejudicar o procedimento de monitoração
epidemiológica.
Análise e discussão sobre a inter-relação
entre eventos
Para a metodologia ponto evento a variável de
interesse é o intervalo de tempo entre os eventos,
de forma a permitir a análise da correlação exis-
tente entre eles10.
Um processo aleatório de eventos {X(t)}, de
uma variável aleatória discreta x(t), define uma
seqüência de intervalos T1 ,T2, ..., Tn que consti-
tuem o processo {T}. Este processo pode ser con-
siderado um sinal transformado do sinal original, e
pode ser utilizado para análise da inter-relação en-
tre os eventos. Este relacionamento é estudado a
partir de estatísticas sobre os intervalos, como as
Funções de Densidade de Probabilidade (fdp) e a
Função de Densidade Esperada (fde).
As fdps são obtidas para os intervalos escalo-
nados da 1a à "n"-ésima ordem. O procedimento
do escalonamento dos intervalos é realizado a
partir do agrupamento de "n" intervalos sucessi-
vos para a geração de um novo intervalo. Um
esboço desse procedimento pode ser visto na
Fig. 2, onde observa-se a seqüência de interva-
los escalonados de la a 4a ordens, que compõem
os processos {1T}, {2T}, {3T} e {4T}, respecti-
vamente.
No procedimento de escalonamento os interva-
los são agrupados sem superposição. O processo
{1T} é composto pelos intervalos do processo {X
(t)} original. O processo {2T}, escalonado de 2a
ordem, é composto pelos intervalos
 2T1 ,2T2, 2T3,
... que podem ser calculados a partir da equação
(3) sendo:
 2Tl = Tl + T2, 2T2 = T3 + T4, ... Os in-
tervalos do processo {3T} são obtidos através da
mesma equação sendo:
 3Tl = Tl + T2 + T3, 3T2 =
T4 + T5 + T6,... e assim sucessivamente para todos
os processos de intervalos escalonados. O proces-
so obtido por escalonamento de "n" -ésima ordem
é composto pelos intervalos
 nT1,T2,nT3,... sendo
cada um deles a soma de "n" intervalos sucessivos
do processo {T} original.
O modelo básico do método ponto evento é um
processo de geração de eventos aleatórios com dis-
tribuição de Poisson, onde os intervalos escalona-
dos de primeira ordem têm distribuição exponen-
cial e os intervalos escalonados de ordens
superiores têm distribuição gama com as respecti-
vas ordens7,10,11. Desta forma, se as distribuições
dos intervalos escalonados de 1a, 2a,..., "n" -ésima
ordens forem exponencial e gama das respectivas
ordens os eventos terão distribuição aleatória tipo
Poisson, indicando a ausência de restrições (de-
pendência entre as ocorrências dos eventos).
Espera-se que, em um processo epidêmico, a
transmissibilidade da moléstia auxiliada pelas ca-
racterísticas patogênicas do germe e pela suscepti-
bilidade da população determine um processo não
aleatório. Os eventos deveriam ser relacionados,
sugerindo a existência de restrições no processo e
a presença de estruturas a se manifestarem nas
fdps. Para os endêmicos, entretanto, e esperada
uma distribuição aleatória de eventos, que deve-
riam ter um relacionamento fraco, sugerindo a au-
sência de estruturas nas fdps.
As fdps dos intervalos escalonados de primeira
ordem e ordens superiores não se assemelharam a
distribuições exponenciais e gamas, respectiva-
mente, como podem ser observadas na Fig. 3, para o
grupo O. Foram realizados testes de aderência12 (x2
e Kolmogorov-Smirnov) para os diversos grupos e
estados epidemiológicos, onde ambos os testes per-
mitiram a rejeição da hipótese nula (Ho) de que os
intervalos escalonados de primeira ordem tivessem
distribuição exponencial, ao nível de significância
de 0,05. Desta forma, os eventos não possuem dis-
tribuição de Poisson. Tal resultado era esperado
para os estados epidêmicos; para o estado endêmi-
co, entretanto, era esperada uma distribuição
aleatória de eventos, e, embora possa excluir-se a
hipótese da distribuição de Poisson, o processo
pode seguir ainda algum outro modelo aleatório es-
tacionário. Uma melhor caracterização da diferença
no processo de geração de casos entre os estados
epidêmico e endêmico pode ser obtido consideran-
do-se a função de autocorrelação entre eventos. A
análise desta função para o caso endêmico pode
confirmar a ausência de restrições, isto é, a carac-
terística não identificada pelo modelo de Poisson.
A função de autocorrelação de eventos nc ([]),
vista na equação (4), pode ser interpretada como
uma probabilidade condicional de ocorrer um
evento em um intervalo (t + [], t + T + []t), tendo
ocorrido um evento em t2,10,11
A estimativa da fde é obtida através do so-
matório de Funções de Densidade de Probabili-
dade dos intervalos escalonados de 1a, 2a, 3a, "n" -
ésima ordens, como pode ser visto na equação (5).
Pela fde podemos analisar os coeficientes de
correlação entre um evento já ocorrido e outro que
acontecerá em um intervalo de tempo [] após o pri-
meiro, interpretado como probabilidade condicio-
nal de ocorrência de eventos.
As restrições existentes entre os eventos mani-
festam-se através da duração e ordenação relativa
dos intervalos de tempo. Comparações das morfo-
logias das fdes do processo original e de um
processo cujas ordens dos intervalos primitivos
tenham sido embaralhadas aleatoriamente podem
confirmar ou não a hipótese quanto a ausência de
restrições. O embaralhamento das ordens dos in-
tervalos deverá destruir as informações relativas às
restrições existentes no processo original, produ-
zindo uma nova seqüência de intervalos que
deverão ser independentes10.
As Funções de Densidade Esperada para os di-
versos grupos e estados epidemiológicos, até a 50a
semana, podem ser vistas na Fig. 4. Pela compa-
ração visual pode-se observar que os coeficientes
de correlação para os estados epidêmicos são
maiores que os encontrados para os estados endê-
micos, entre a primeira e a 14a semanas aproxima-
damente, o que indica a existência de restrições a se
manifestarem no processo epidêmico de forma
mais intensa.
Na Fig. 5 observa-se as comparações entre os
coeficientes de correlação dos sinais originais e
dos sinais cujas posições dos intervalos primiti-
vos foram alteradas aleatoriamente (fde e fder),
para os estados endêmicos. Os resultados indi-
cam a ausência de alterações entre as morfolo-
gias do modelo aleatório e dos dados reais. Isto
sugere que o processo de geração dos dados
neste caso possa ser interpretado como um
processo aleatório.
O grupo 1, composto pelo Município de Porto
Alegre, apresenta altos valores de correlação, seja
para o estado epidêmico como para o endêmico.
Tal fato deve-se ao grande número de intervalos
iguais a uma semana (uma alta freqüência de ocor-
rências de casos como pode ser visto na Fig. 1-a).
Em séries temporais semelhantes às do grupo 1 a
metodologia do processo ponto evento não é
aplicável, a menos que seja utilizado um valor
mínimo do número de casos para processamento
dos eventos (2 ou 3 casos por exemplo).
Conclusões
A análise da variabilidade da amplitude dos co-
eficientes de incidência sugeriu a necessidade de
utilização de vários limiares epidêmicos. Cada li-
miar seria utilizado para um conjunto de mu-
nicípios com características similares, uma vez
que o limiar epidêmico de um grupo pode não de-
tectar as alterações de um processo epidemio-
lógico (surtos epidêmicos) para outros grupos.
A análise da inter-relação entre os casos da mo-
léstia (eventos) evidenciou a existência de estrutu-
ras e dependências, para os estados epidêmicos,
para eventos separados até 14 semanas apro-
ximadamente. As comparações entre as funções de
autocorrelação dos dados originais para o estado
endêmico e do modelo com intervalos cujas or-
dens foram embaralhadas aleatoriamente sugeriu
que este processo deva ser considerado aleatório,
apesar de não ter uma distribuição de Poisson.
A diferença observada entre as fdes dos processos
epidêmicos e endêmicos destaca-se entre a primeira
e 14a semanas, a partir da qual os sinais aparente-
mente superpõem-se. Este valor, limite de corre-
lação entre semanas, poderia ser utilizado para moni-
toração de processos epidêmicos, considerando-se o
intervalo de tempo como variável de controle para
deflagração de surtos. Os limiares epidêmicos obti-
dos para os grupos poderiam ser utilizados de forma
associada com as informações sobre as correlações
entre os eventos, a partir de um procedimento de
monitoração misto: amplitude-freqüência.
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