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ABSTRACT
There are several methods available for smoothing scatter-plots. One inter-
esting method involves using mixed model techniques that can be shown to be
equivalent to the penalized splines method. In order to analyze certain functional
data sets, we propose an extension of this mixed model approach that involves the
smoothing of several scatter-plots simultaneously. More precisely, we show how one
can estimate the mean profiles of functional data that have one grouping factor by
fitting a single mixed model. The underlying mixed model will then be used to set
up a hypotheses testing scheme for doing one way functional analysis of variance,
FANOVA. In doing so, we will establish an interesting connection between the one
way FANOVA problem and the problem of testing whether variance components
from certain mixed models are zero. Finally we will propose a method for doing
multiple comparisons in the functional setting, again using the underlying mixed
model from the fitting criteria. The proposed methods are then demonstrated
through an analysis of a typical functional data set.
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Chapter 1
Introduction
Functional data analysis is a field within statistics that has received increasing
attention in the last few decades. The number of functional data sets arising in
various scientific fields is growing fast, driving the need for statistical techniques
for inference. The pioneering work of Grace Wahba drew attention to the impor-
tance of the field starting in the early 70’s. Since then, several statisticians have
contributed to the field, making it to what it is today. A broad overview of avail-
able methods was given in Ramsay and Silverman (1997). Their book provides
excellent perspectives on the field and has recently been updated, Ramsay and
Silverman (2005), to keep up with the fast development in the last decade.
Despite all of the great work, there is still a large demand for new statistical
tools for analyzing the vast number of existing functional data sets. One interesting
problem, functional analysis of variance (FANOVA), is to compare samples of
curves across different groups. More precisely, we wish to test the hypothesis
of all mean curves, across groups, being equal. Ramsay and Silverman (1997)
discuss this problem, but seem to emphasize the point wise FANOVA; i.e. testing
f1(t) = . . . = fg(t) at all time points t. The nature of that problem is different
than that of testing f1 = . . . = fg, over the whole range of x-values. Some
interesting work on the latter problem, includes Cuevas et al. (2004), but they
derive asymptotic results based on a test statistic that is a functional of the sample
trajectories. They give a thorough review of the literature on FANOVA in their
paper. In this thesis, we will propose a method for testing the null hypothesis
H0 : f1 = . . . = fg, (1.1)
1
2using methods purely from mixed model literature. This approach is different
from earlier work on FANOVA, which, for the most part, takes place within some
functional space, such as L2.
In order to approach the FANOVA problem in this manner, we will suggest a
mixed model of the form
Y = Xβ + Zu+ ε, (1.2)
that consists of a fixed polynomial regression part, a random penalized spline part,
and random noise. The response vector, Y, contains all the discretized subject
profiles within all the groups evaluated at the same design points (tk)
r
k=1. The
design matrices are set up accordingly to account for all of the profiles. We will
extend the penalized splines as BLUPs method, see Brumback et al. (1999), to
multiple curves, providing us with a way of smoothing all of the mean profiles
simultaneously using a simple mixed model. This idea of extending individual
curve smoothing to multiple curves in a mixed model setting has been pointed
out by Brumback and Rice (1998), but they proposed a mixed model that extends
smoothing spline procedures from one curve to a sample of curves. The advantage
of using penalized splines over smoothing splines is the significant computational
savings. This results from the fact that penalized splines are low-rank smoothers,
as defined in Hastie (1996), and involve only inversions of K ×K matrices, where
K is the number of knots. As a brief historical note, Kimeldorf and Wahba (1970)
and Wahba (1978) derived smoothing splines as a Bayes estimate when smoothing
individual curves. Their setting was in continuous time, but Silverman (1985)
later came up with the discrete analogy, and then Speed (1991) pointed out the
connection between the smoothing splines and BLUPs of a certain mixed model.
This idea of a mixed model representation of smoothing splines was then adapted
3to the penalized spline smoother of Eilers and Marx (1996) by Brumback et al.
(1999).
In this thesis, we will show how the model in (1.2) can be fitted in a very
standard way using REML criteria to obtain estimates of our mean functions. The
fitting criteria involves matrix calculations in high dimensions, but we will show
how the structure of the design matrices can be used to our advantage to reduce
the dimensionality of our problem substantially. The aforementioned method we
propose for testing the hypothesis (1.1) is a hypotheses testing scheme consisting
of three steps. Two of these steps will involve testing whether certain variance
components arising from the mixed model (1.2) are equal to zero. For testing
these hypotheses we will use the elegant results of Crainiceanu and Ruppert (2004).
The second step of our testing scheme, is particularly note worthy. It essentially
tests whether the mean curves across groups have the same kind of smoothing;
or, in other words, whether the mean curve differences can be modeled using a
fixed polynomial regression model. If the curves are indeed equal, we will fail to
reject the step 2. hypothesis. We can then set up a contrast and test to see if
that contrast is zero using linear regression. Upon rejecting the null hypothesis in
(1.1) we might want to ask where the differences between the curves lie, and this
raises the question of multiple comparisons. What is a natural way of comparing
several curves over a continuum of x-values? We will propose a method involving a
construction of simultaneous confidence bands about mean curve differences. This
author believes that this is a natural way of testing for quantitative differences
between curves. But this procedure will fail if the differences between the curves
are not of quantitative nature. It is, for example, conceivable that we might reject
the null hypothesis, (1.1), but still detect no differences between curves when
4constructing simultaneous confidence bands. This phenomena will be addressed
with an example in the discussions in chapter 6. To illustrate the ideas presented
in this thesis we will run a data analysis on a typical functional data set.
We will also look at whether averaging the raw profiles within groups will result
in loss of information in terms of estimating and making inferences about the mean
curves. We will compare this mean model to the full model and show that if the
number of curves per group, ni, is large the mean model is preferred. Fitting
the mean model makes the estimating procedure substantially simpler, and allows
for the use of standard software. We will also state and prove some consistency
results but show why one cannot consistently estimate the variance components of
the mixed model (1.2) using the REML estimates, if the number of groups and/or
knots is bounded.
Chapter 2
Penalized splines as BLUPS
2.1 Estimation and prediction
In this section we will discuss the estimation of β and prediction of u in a mixed
model of the form
Y = Xβ + Zu+ ε (2.1)
where
Cov

 u
ε

 =

 G 0
0 R


The random vectors u and ε are both considered multivariate normal with mean
0 and covariance matrices G = σ2uI and R = σ
2
εI respectively.
The BLUE and BLUP of the two parameter vectors will be presented but they
depend on the parameters of the covariance matrices G and R and hence the
estimation of those parameters will also be treated. By plugging in the estimates
of G and R, the estimated BLUPs (EBLUPs) are obtained. For more detailed
discussion on these estimators see Ruppert et al. (2003).
When Y has a multivariate normal distribution, the BLUE of β and the BLUP
of u can be shown to equal
β˜ = (XTV−1X)−1XTV−1y
u˜ = GZTV−1(y−Xβ˜) (2.2)
where V = ZGZT +R. These formulas are originally due to Henderson (1950).
As mentioned above the BLUPs in (2.2) depend on the parameters of the covari-
ance matrices G and R. In general these matrices can have various structures, but
5
6in the mixed model (2.1) the parameters in question are simply the two variance
components σ2ε and σ
2
u. There are various methods available for estimating these
parameters and the two most popular ones are the maximum likelihood (ML) and
the restricted maximum likelihood (REML) algorithms. The difference between
the two methods is that the REML algorithm takes into account the degrees of
freedom for the fixed effects in (2.1). Details on the derivation of the REML cri-
teria, originally due to Patterson and Thompson (1971), can be found in Searle
et al. (1992). In this thesis the REML algorithm will be used throughout. The
restricted log-likelihood for the model is
lR = −1
2
[ log |V|+ yT
(
V−1 −V−1X (XTV−1X)−1XTV−1)y
− log |XTV−1X|]− n
2
log(2pi) (2.3)
and the REML algorithm involves maximizing lR over the parameters of V, i.e.
maximizing lR over the variance component pair (σ
2
ε , σ
2
u). As we will see in Chapter
3 it turns out that with some simplifications, this maximization problem can be
reduced to a one dimensional problem.
After obtaining the REML estimates σˆ2ε and σˆ
2
u and setting Rˆ = σˆ
2
εI and
Gˆ = σˆ2uI, we can use the BLUP formulas (2.2) to obtain the EBLUP estimates:
βˆ = {XT Vˆ−1X}−1XT Vˆ−1y
uˆ = GˆZT Vˆ−1(y −Xβˆ) (2.4)
where Vˆ = ZGˆZT + Rˆ.
2.2 Smoothing with a mixed model approach
Consider the problem of smoothing a scatterplot in the plane. The scatterplot con-
sists of data points (xi, yi), i = 1, . . . , r, and the goal is to estimate an unspecified
7smooth function f from the model:
yi = f(xi) + εi, E(εi) = 0, (2.5)
where εi is regarded as random noise in the data.
There are various methods available for estimating the function f . Some popu-
lar methods include penalized splines, local polynomial regression and some series-
based methods that use, for example, Fourier or wavelet bases. The methodology
used throughout this thesis is sought from the mixed model literature. The esti-
mate of f can be shown to equal the best linear unbiased predictor, BLUP of a
certain mixed model. Ruppert et al. (2003) give an excellent description of the
mixed model criteria, and show that the estimate is equivalent to the one obtained
using penalized splines.
The idea is to model the function f using a spline model. In what follows the
quadratic spline will be used:
f(xi) = β0 + β1xi + β2x
2
i +
K∑
m=1
um(xi − τm)2+ (2.6)
where τm are called knots and are spread out over the range of the x-values.
Note that this is exactly the spline term of the penalized spline model. A typical
penalization term for (2.6) would be
λ2
K∑
m=1
u2m
In the mixed model approach there is however no penalization term but instead
the coefficients of (2.6), β0, β1, β2 are treated as fixed and u1, . . . , uK treated as
random. Then using standard mixed model techniques the target function f can
be estimated.
8More formally, let
β =


β0
β1
β2

 and u =


u1
...
uK


and define
X =


1 x1 x
2
1
...
...
...
1 xr x
2
r

 and Z =


(x1 − τ1)2+ . . . (x1 − τK)2+
...
. . .
...
(xr − τ1)2+ . . . (xr − τK)2+

 (2.7)
then with the assumption of normality of u and ε, the model (2.5) can be formu-
lated as a mixed model:
Y = Xβ + Zu+ ε (2.8)
with
ε ∼ N(0,R) and u ∼ N(0,G)
where G = σ2uIr and R = σ
2
εIr respectively.
It follows that the parameters of the mixed model (2.8) with design matrices
(2.7) can be estimated to obtain the EBLUPs βˆ and uˆ of the form (2.4). Plugging
these into (2.8) results in the fitted values
fˆ = Xβˆ + Zuˆ
and this leads us to the estimate of our target function f at an arbitrary x-value:
fˆ(x) = βˆ0 + βˆ1x+ βˆ2x
2 +
K∑
m=1
uˆm(x− τm)2+
2.3 Generalization of the mixed model representation
In this section a more general mixed model will be presented. The basic idea behind
this model is to smooth several scatter plots simultaneously. The model can be
9applied to a certain class of functional data and is more tractable than some of the
methods currently used in functional data analysis, since it falls directly into the
mixed model framework. The mixed model (2.1) is a special case of this general
model.
Consider a functional response yij(t) measured on different subjects j within
different groups i. An example of such a functional response could be heat measure-
ments taken over a one year time period at different weather stations in different
weather regions, see Canadian Weather data in Ramsay and Silverman (1997).
The functional data is of course discrete but the underlying function is assumed
to be continuous and in some sense well behaved. Now the typical methodology in
functional data analysis involves fitting a curve through the data points for each
subject separately. Then each curve is treated as a known functional response
and one can proceed to perform functional analysis of variance (FANOVA). In the
mixed model representation below a mean curve for each group will be estimated
using only the raw discrete data from all the subjects. This makes the whole esti-
mation procedure a lot simpler in the sense that there is no need for pre-smoothing
all together.
The data considered in this thesis have the same discretization. This means
that the response, yij(t), is observed at the same points, t = t1, . . . , tr, for all
subjects, j = 1, . . . , ni, in all groups, i = 1, . . . , g. The total number of subjects
will be denoted N =
∑g
i=1 ni. For each subject j in group i there corresponds a
scatter plot (tk,yijk), k = 1, . . . , r, and the assumption is that for each group there
is an unspecified function fi such that
yij(tk) = fi(tk) + εijk, εijk
iid∼ N(0, σ2ε)
Often in practice, especially when one is dealing with time series data, this as-
10
sumption of independence between εijk and εijk′ is not going to be valid. The
main reason for still using the model above is the simple nature of it. In fact, the
substantial simplifications in the fitting procedure, discussed in chapter 3, rely on
the diagonal structure of the error covariance matrix. A possible remedy, is to
estimate the covariance matrix and then do a Cholesky decomposition, in order
to maintain the diagonal structure. This idea will be discussed in more detail in
chapter 6. It is worth noting though, that in terms of fitting the data, the assump-
tion of independence is not going to affect the results to any extent. It is only
when one starts doing inference, (chapter 4), that the assumption might impact
the results.
As in section 2.2 the functions fi will be modeled using a quadratic spline
function:
fi(tk) = β0i + β1itk + β2it
2
k +
K∑
m=1
umi(tk − τm)2+ (2.9)
where the coefficients, β0i, β1i, β2i, are considered fixed and the coefficients, u1i, . . . , uKi,
iid normally distributed with mean 0 and variance σ2u.
This can again all be formulated as a mixed model just as in the one curve
smoothing problem described in section 2.2. The only difference in this setting lies
in the design matrices X and Z. Define
βi =


β0i
β1i
β2i

 and ui =


u1i
...
uKi


and let β = (βT1 , . . . ,β
T
g )
T and u = (uT1 , . . . ,u
T
g )
T . Define further
11
B =


1 t1 t
2
1
...
...
...
1 tr t
2
r

 and C =


(t1 − τ1)2+ . . . (t1 − τK)2+
...
. . .
...
(tr − τ1)2+ . . . (tr − τK)2+


and let
X =


1n1 ⊗B 0 . . . 0
0 1n2 ⊗B . . . 0
...
...
. . .
...
0 0 . . . 1ng ⊗B


(2.10)
and
Z =


1n1 ⊗C 0 . . . 0
0 1n2 ⊗C . . . 0
...
...
. . .
...
0 0 . . . 1ng ⊗C


(2.11)
Note that B and C are equivalent to the design matrices (2.7) in the one curve
smoothing mixed model. Here they serve as building blocks in our new design
matrices and each pair occurring in X and Z respectively corresponds to a scatter-
plot for a certain subject.
Let yij = (yij(t1), . . . , yij(tr))
T , yi = (y
T
i1, . . . ,y
T
ini
)T and Y = (yT1 , . . . ,y
T
g )
T .
Let εij = (εij1, . . . , εijr)
T , εi = (ε
T
i1, . . . , ε
T
ini
)T and ε = (εT1 , . . . , ε
T
g )
T . With
these definitions, and the design matrices in (2.10) and (2.11), the mixed model
representation of our raw functional data is obtained:
Y = Xβ + Zu+ ε (2.12)
with
ε ∼ N(0,R) and u ∼ N(0,G)
12
where G = σ2uIgK and R = σ
2
εINr.
Now the restricted log-likelihood (2.3) with the more general design matrices
above can be maximized through the REML algorithm to obtain estimates for σ2u
and σ2ε . Then we can obtain the EBLUPs (2.4) to obtain estimates of the functions
f1, . . . , fg in (2.9):
fˆi(t) = βˆ0i + βˆ1it+ βˆ2it
2 +
K∑
m=1
uˆmi(t− τm)2+
at an arbitrary t.
There is however a problem that arises when dealing directly with the restricted
log-likelihood (2.3). The problem lies in the sizes of the new design matrices
X and Z. The number of rows in both of these matrices is Nr as opposed to
just r in (2.7). Hence dealing with the log-likelihood (2.3) directly can lead to
computational problems if the total number of subjects N is large. Fortunately
there is a way around this problem. It turns out that the block-diagonal structure
of X and Z, where the blocks have a further repetitive structure, can be used to
simplify calculations in the REML algorithm substantially. This simplification will
be discussed in detail in Chapter 3.
In the functional data analysis literature the following model is more common
than the one presented in this section
y(t) = µ(t) + γi(t) + ε(t) (2.13)
where µ(t) represents the overall mean curve, γi(t) represents the deviation of the
mean curve for group i from the overall mean curve and ε(t) is the random error
curve. It is easy to reformulate the model discussed above to an equivalent model
of the specific form (2.13). Let β¯l. =
1
g
∑g
i=1 βli, for l = 0, 1, 2 and u¯m. =
1
g
∑g
i=1 umi
for m = 1, . . . , K. Let also β∗li = (βli − β¯l.), for l = 0, 1, 2, and u∗mi = (umi − u¯m.),
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for m = 1, . . . , K. Then with
µ(t) = β¯0. + β¯1.t+ β¯2.t
2 +
K∑
m=1
u¯m.(t− τm)2+
and
γi(t) = β
∗
0i + β
∗
1it+ β
∗
2it
2 +
K∑
m=1
u∗mi(t− τm)2+
we can formulate our model from above in the desired way
yij(tk) = µ(tk) + γi(tk) + εijk. (2.14)
Chapter 3
Estimation
In this chapter we will discuss the general problem of estimating the variance
components in a simple mixed model of the form (2.1). The maximization of the
restricted log-likelihood (2.3) will be treated, and we will discuss how the two
dimensional maximization problem can be reduced to a one dimensional one. This
will result in a simpler form of the EBLUPs given in section 2.1.
As was mentioned in section 2.3 the main problem, that arises when dealing
directly with the restricted log-likelihood for the functional mixed model (2.12) is
the high dimensionality of the design matrices. Working directly with these high
dimensional matrices can lead to serious computational issues. We will therefore
introduce simplified formulas for the restricted log-likelihood and it’s first and
second derivatives in that setting. The structure of the design matrices will be
used to show that the dimensions of the matrices involved are in fact the same as
the ones in the REML-estimation for the one curve smoothing of section 2.2.
3.1 The general REML setup
The restricted log-likelihood for a general mixed model of the form (2.1) is:
lR(σ
2
ε , σ
2
u) = −
1
2
[ log |V|+ yT
(
V−1 −V−1X (XTV−1X)−1XTV−1)y
+ log |XTV−1X|]− n
2
log(2pi)
where
V = Cov (y) = ZGZT +R = σ2uZZ
T + σ2εI
14
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Ruppert et al. (2003) show that by letting α = σ2ε/σ
2
u and defining the matrices
A(α) = αI and Ψ (α) = σ2εV
−1
the restricted log-likelihood takes on the form:
lR(σ
2
ε , α) = −
1
2
[(n− p) log(σ2ε ) + {y −Xβ(α)}TΨ(α){y −Xβ(α)}/σ2ε
+ log |I+ ZTZA(α)−1|+ log |XTΨ(α)X|]− n
2
log(2pi), (3.1)
where p = 3g is the number of columns in the design matrix X, and the following
set of computing formulas hold:
β(α) = {XTΨ(α)X}−1XTΨ(α)y,
Ψ(α) = I− Z{A(α) + ZTZ}−1ZT . (3.2)
They furthermore state that for a fixed α, lR(σ
2
ε , α) is maximized over σ
2
ε > 0 by
σˆ2ε(α) = {y −Xβ(α)}TΨ(α){y −Xβ(α)}/(n− p).
By plugging this estimate into lR(σ
2
ε , α) the following expression for the restricted
log-likelihood is obtained (up to a constant):
lR(α) = −n− p
2
log
(
{y−Xβ(α)}TΨ(α){y −Xβ(α)}/(n− p)
)
−1
2
log |I+ ZTZA(α)−1|
−1
2
log |XTΨ(α)X|, (3.3)
and all that remains is maximization of (3.3) over α ∈ R+.
After obtaining estimates for the variance components σˆ2ε and σˆ
2
u and the ratio
αˆ = σˆ2ε/σˆ
2
u we can use the EBLUP formulas (2.4) for β and u, and the computing
formulas (3.2) above to obtain the simplified EBLUPs:
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(recall Ψ (α) = σ2εV
−1)
βˆ = {XTΨ(αˆ)X}−1XTΨ(αˆ)y,
uˆ = ZTΨ(αˆ)(y −Xβˆ)/αˆ. (3.4)
3.2 REML for the functional mixed model
In this section we will discuss some simplifications of the restricted log-likelihood
(3.3) when we are dealing with the functional mixed model discussed in section
2.3. As mentioned before, working directly with the expressions in (3.3) can be
computationally infeasible when the design matrices take on the forms in (2.10)
and (2.11). The matrix Ψ(α), for example, is an Nr×Nr matrix and can be huge
when the total number of curves N is large.
It is possible to simplify things by noting that X and Z are block-diagonal with
blocks
Xi = 1ni ⊗B, and Zi = 1ni ⊗C
respectively. By defining
Ai(α) = αIK ,
for all i = 1, . . . , g, where K is the number of knots, it is easily verified that
Ψ(α) = INr − Z{A(α) + ZTZ}−1ZT
is also block-diagonal with blocks
Ψi(α) = Inir − Zi{Ai(α) + ZTi Zi}−1ZTi .
Finally the fixed parameter vector
β(α) = {XTΨ(α)X}−1XTΨ(α)y
17
can be divided into sub-vectors β(α) = (βT1 (α), . . . ,β
T
g (α))
T where
βi(α) = {XTi Ψi(α)Xi}−1XTi Ψi(α)yi (3.5)
corresponds to the fixed parameters for group i.
Now it is evident that the restricted log-likelihood (3.3) becomes:
lR(α) = −n− p
2
log
g∑
i=1
(
{yi −Xiβi(α)}TΨi(α){yi −Xiβi(α)}/(n− p)
)
−1
2
g∑
i=1
log |I+ ZTi ZiAi(α)−1|
−1
2
g∑
i=1
log |XTi Ψi(α)Xi|, (3.6)
and upon finding the MLEs, σˆ2ε , σˆ
2
u and αˆ, the above facts can be used to simplify
(3.4) to obtain EBLUPs for the parameters in each group i:
βˆi = {XTi Ψi(αˆ)Xi}−1XTi Ψi(αˆ)yi
uˆi = Z
T
i Ψi(αˆ)(yi −Xiβˆi)/αˆ (3.7)
Finally plugging these estimates into the spline models (2.9) we obtain the esti-
mates of the groups mean curves for our functional data:
fˆi(t) = βˆ0i + βˆ1it+ βˆ2it
2 +
K∑
m=1
uˆmi(t− τm)2+. (3.8)
But even with the simplifications described above, it is still not feasible to deal
with (3.6) directly. The dimension of Ψi(α) is nir which can still be computa-
tionally prohibitive if the number of subjects ni in a specific group i is large. It
turns out that with the repetitive structure of Xi = 1ni ⊗ B and Zi = 1ni ⊗ C
further simplification of the log-likelihood (3.6) and its first and second derivatives
is possible. In fact the matrices B and C determine the dimensions of the matrices
involved in our simplified formulas just as in the one curve fitting scheme discussed
in section 2.2.
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3.3 Computing formulas for estimation
In this section computing formulas for the restricted log-likelihood (3.6) and its
first and second derivatives are stated. These formulas can be used directly to
implement the Newton-Raphson Algorithm for obtaining the REML estimates of
the variance components in the functional mixed model (2.12). Then we will state
simplified computing formulas for the EBLUPs βˆi and uˆi from (3.7). Details on
the derivation of these formulas can be found in Appendix A.
Define
A1i :=
1
ni
C(CTC+
α
ni
I)−1CT
dA1i :=
d
dα
A1i
= − 1
n2i
C(CTC+
α
ni
I)−1(CTC+
α
ni
I)−1CT
d2A1i :=
d2
dα2
A1i
=
2
n3i
C(CTC+
α
ni
I)−1(CTC+
α
ni
I)−1(CTC+
α
ni
I)−1CT . (3.9)
Then define
Wi := X
T
i Ψi(α)Xi
= niB
T (I− niA1i)B
dWi :=
d
dα
XTi Ψi(α)Xi
= −n2iBTdA1iB
d2Wi :=
d2
dα2
XTi Ψi(α)Xi
= −n2iBTd2A1iB. (3.10)
Further define
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A2i := BW
−1
i B
T (I− niA1i)
dA2i :=
d
dα
A2i
= −niBW−1i BTdA1i(I− niA2i)
d2A2i :=
d2
dα2
A2i
= −niBW−1i BT
{
d2A1i(I− niA2i)− 2nidA1idA2i
}
, (3.11)
and finally
Si(y, α) :=
ni∑
j=1
(yij − y¯i.)T (yij − y¯i.)
+ni{y¯i. −Bβi(α)}T (Ir − niA1i){y¯i. −Bβi(α)}
=
ni∑
j=1
(yij − y¯i.)T (yij − y¯i.)
+ni(y¯i. − niA2iy¯i.)T (Ir − niA1i)(y¯i. − niA2iy¯i.),
which has derivatives
S ′i(y, α) = −2ni(nidA2iy¯i.)T (Ir − niA1i)(y¯i. − niA2iy¯i.)
−ni(y¯i. − niA2iy¯i.)T (nidA1i)(y¯i. − niA2iy¯i.),
and
S ′′i (y, α) = −2ni(nid2A2iy¯i.)T (Ir − niA1i)(y¯i. − niA2iy¯i.)
+4ni(nidA2iy¯i.)
T (nidA1i)(y¯i. − niA2iy¯i.)
+2ni(nidA2iy¯i.)
T (Ir − niA1i)(nidA2iy¯i.)
−ni(y¯i. − niA2iy¯i.)T (nid2A1i)(y¯i. − niA2iy¯i.).
With the definitions above at hand, the log-likelihood becomes:
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lR(α) = −n− p
2
log
g∑
i=1
1
n− pSi(y, α)
−1
2
g∑
i=1
log |IK + ni
α
CTC|
−1
2
g∑
i=1
log |niBT (Ir − niA1i)B|. (3.12)
The differentiated log-likelihood becomes:
dlR(α) = −n− p
2
(∑g
i=1 S
′
i(y, α)∑g
i=1 Si(y, α)
)
−1
2
g∑
i=1
(
1
ni
tr
{
(CTC+
α
ni
IK)
−1
}
− K
α
)
−1
2
g∑
i=1
(
tr
{
W−1i (dWi)
})
, (3.13)
and the twice differentiated log-likelihood becomes:
d2lR(α) = −n− p
2
(
(
∑g
i=1 S
′′
i (y, α)) (
∑g
i=1 Si(y, α))− (
∑g
i=1 S
′
i(y, α))
2
(
∑g
i=1 Si(y, α))
2
)
−1
2
g∑
i=1
(
− 1
n2i
tr
{
(CTC+
α
ni
IK)
−1(CTC+
α
ni
IK)
−1
}
+
K
α2
)
−1
2
g∑
i=1
tr
{
−W−1i (dWi)W−1i (dWi) +W−1i (d2Wi)
}
, (3.14)
The EBLUPs from (3.7) have the following simplified forms:
βˆi =
(
BT (Ir − niA1i)B
)−1
BT (Ir − niA1i) y¯i.,
uˆi =
ni
αˆ
CT (Ir − niA1i) (y¯i. −Bβˆi). (3.15)
If we take a closer look at the formulas (3.12), (3.13) and (3.14) used to im-
plement the Newton-Raphson algorithm we see that the matrices B and C, that
are equivalent to the design matrices from the one curve smoothing mixed model,
are the building units. The same applies to the EBLUP estimates in (3.15). Thus
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what we have really accomplished here is reducing the Nr dimensional problem to
an r dimensional one just like in the one curve smoothing scheme. Another thing
to notice when we look at the first part of the restricted log-likelihood in (3.12) is
that the statistic {S2, (y¯i.)gi=1} is a sufficient statistic, where
S2 =
1
n− p
g∑
i=1
n0∑
j=1
(yij − y¯i.)T (yij − y¯i.).
This can be readily seen by the factorization theorem.
3.4 The mean profile mixed model
So far we have been focusing on the functional mixed model
yij(tk) = β0i + β1itk + β2it
2
k +
K∑
m=1
umi(tk − τm)2+ + εijk, (3.16)
where εijk
iid∼ N(0, σ2ε ). This model is based on the full data in the sense that we use
the discretized data for each subject, j = 1, . . . , ni, within each group, i = 1, . . . , g.
Now consider averaging the discrete data over the subjects in each group. Then
we get a model of the form
y¯i.(tk) = β0i + β1itk + β2it
2
k +
K∑
m=1
umi(tk − τm)2+ + ε¯i.k, (3.17)
where the errors are all independent, but not necessarily identical, with ε¯i.k ∼
N(0, σ2ε/ni) for all i = 1, . . . , g. The random slopes, umi, are as before considered
iid normal, with mean 0 and variance σ2u.
Note that for each i, independently, (3.17) is a mixed model just like the full
model (3.16). The error variance of the new mean profile model is σ2ε/ni, which
differs from the error variance of the full model by a scaling factor. On the other
hand, the variance component, σ2u, the regression parameters, β0i, β1i, β2i, and the
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random effects, u1i, . . . , uKi, are identical across both models. A natural question
to ask is whether we lose any information by simply using the mean profiles.
In this section we will derive the restricted log-likelihood for the mean model
and compare it to that of the full model. When estimating parameters, it is
standard practice to plug in the REML estimates of the variance components
without taking into account the extra variability due to estimation. We will show
that following that procedure one will obtain similar results using both models
when the number of curves per group, ni, is big. Unfortunately one cannot establish
any consistency results for the REML estimates but we will nonetheless state some
consistency results for the error variance and prove them in appendix B. We will
also explain why we cannot obtain the aforementioned consistency results for the
REML estimates.
The mean profile model (3.17) can be formulated in matrix notation as
Y¯ = Xgβ + Zgu+ ε¯, (3.18)
where Y¯ =
(
Y¯T1., . . . , Y¯
T
g.
)T
is just the group average profiles stacked together,
with
Y¯i. = (y¯i.1, . . . , y¯i.r)
T ,
for i = 1, . . . , g. Similarly the error vector, ε¯, is just the averaged error vectors
within the groups stacked together. The design matrices are
Xg =


B 0 . . . 0
0 B . . . 0
...
...
. . .
...
0 0 . . . B


and
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Zg =


C 0 . . . 0
0 C . . . 0
...
...
. . .
...
0 0 . . . C


,
where the B’s and C’s occur g times on the diagonals.
Note that the vectors Y¯1., . . . , Y¯g. are independent and each follow a mixed
model of the form
Y¯i. = Bβi +Cui + ε¯i., (3.19)
where
ui ∼ N(0, σ2uIK) and ε¯i. ∼ N(0, (σ2ε/ni)Ir).
Hence the likelihood of the mean vector, Y¯, is just the product of the likelihoods
of each of the group mean vectors Y¯i..
We follow the argument in section 3.1 to derive the restricted log-likelihood of
(3.19) for each i. The restricted log-likelihood takes on the form
liR(σ
2
i , σ
2
u) = −
1
2
[ log |Vi|+ y¯Ti.
(
V−1i −V−1i B
(
BTV−1i B
)−1
BTV−1i
)
y¯i.
+ log |BTV−1i B|]−
r
2
log(2pi),
where
Vi = Cov (y¯i.) = σ
2
uCC
T + σ2i Ir,
with σ2i := σ
2
ε/ni. We define similarly to what we did in section 3.1
A∗i (α) = (α/ni)I and Ψ
∗
i (α) = (σ
2
ε/ni)V
−1
i
and note that α/ni = (σ
2
ε/ni)/σ
2
u is simply the variance components ratio for
the mixed model (3.19). For each group i, we obtain the following form for the
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restricted log-likelihood
liR(σ
2
i , α) = −
1
2
[
(r − 3) log(σ2i ) + {y¯i. −Bβ∗i (α)}TΨ∗i (α){y¯i. −Bβ∗i (α)}/σ2i
+ log |I+CTCA∗i (α)−1|+ log |BTΨ∗i (α)B|
]
− r
2
log(2pi) (3.20)
and the following holds
Ψ∗i (α) = Ir −C{A∗i (α) +CTC}−1CT
= Ir − niA1i,
β∗i (α) = {BTΨ∗i (α)B}−1BTΨ∗i (α)y¯i.,
=
(
BT (Ir − niA1i)B
)−1
BT (Ir − niA1i)y¯i..
Notice that β∗i (α) = βi(α), from (3.15). For a fixed α, (3.20) is maximized at
σˆ2ε = ni{y¯i. −Bβ∗i (α)}TΨ∗i (α){y¯i. −Bβ∗i (α)}/(r − 3), (3.21)
which is a
√
r-consistent estimator of σ2ε , at the true value of α, for each i = 1, . . . , g,
as r →∞ (see proof in appendix B).
Since the mean profiles are independent, we obtain from (3.20) the joint re-
stricted log-likelihood of Y¯1., . . . , Y¯g.
lR(σ
2
ε , α) = −
1
2
[
(r − 3)
g∑
i=1
log(σ2i ) + gr log(2pi)
+
g∑
i=1
{y¯i. −Bβ∗i (α)}TΨ∗i (α){y¯i. −Bβ∗i (α)}/σ2i
+
g∑
i=1
log |I+CTCA∗(α)−1|+
g∑
i=1
log |BTΨ∗i (α)B|
]
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= −1
2
[
(gr − p) log(σ2ε ) + gr log(2pi)− (gr − p) logni
+
g∑
i=1
ni{y¯i. −Bβi(α)}T (Ir − niA1i){y¯i. −Bβi(α)}/σ2ε
+
g∑
i=1
log |I+ ni
α
CTC|+
g∑
i=1
log |BT (Ir − niA1i)B|
]
.
Again we use the argument that for a fixed α, lR(σ
2
ε , α) is maximized over σ
2
ε > 0
with
σˆ2ε =
g∑
i=1
ni{y¯i. −Bβi(α)}T (Ir − niA1i){y¯i. −Bβi(α)}/(gr − p)
and by plugging into lR(σ
2
ε , α) we obtain up to a constant with respect to α:
lR(α) = −gr − p
2
log
g∑
i=1
ni
gr − p{y¯i. −Bβi(α)}
T (Ir − niA1i){y¯i. −Bβi(α)}
−1
2
g∑
i=1
log |IK + ni
α
CTC|
−1
2
g∑
i=1
log |BT (Ir − niA1i)B| (3.22)
and now what everything boils down to is maximizing (3.22) with respect to α.
Upon finding a maximizer αˆ we obtain the EBLUPs for the parameters of the
mean model
βˆi =
(
BT (Ir − niA1i)B
)−1
BT (Ir − niA1i) y¯i.,
uˆi =
ni
αˆ
CT (Ir − niA1i) (y¯i. −Bβˆi). (3.23)
We notice immediately that these formulas are identical to the EBLUP formulas for
the full model, (3.15). Of course the two models will result in different estimates of
α and σ2ε and hence different parameter estimates. But as we will now argue, when
the number of curves per group, ni, is large we will expect the resulting parameter
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estimates to be very similar using either criteria. With some manipulations, the
EBLUP formulas in (3.23) can be written in the following manner
βˆi = (B
T (I−C(CTC+ αˆ
ni
I)−1CT )B)−1BT (I−C(CTC+ αˆ
ni
I)−1CT )y¯i.
uˆi = (C
TC+
αˆ
ni
I)−1CT (y¯i. −Bβˆi)
and we see that if ni is large, the parameter estimates should be robust to different
values of α. Hence using either the mean model or the full model should result
in similar parameter estimates and thus similar mean curve estimates. When
constructing confidence bands around the mean curves one needs the following
fact, which holds at the true value of α
 βˆi(α)− βi
uˆi(α)− ui

 ∼ N
{
0,
σ2ε
ni
(
STS+
α
ni
D
)−1}
, (3.24)
where S = [B C] and D = diag(0, 0, 0, 1, . . . , 1). The three zeros and the K
ones of D correspond to the fixed and random effects of the quadratic spline.
The construction of confidence bands involves simulating from this distribution
with the true σ2ε and α replaced by their REML estimates. This will result in
approximate confidence bands around the mean curves. We will discuss this in
detail in chapter 4 but the main thing to notice here is that again if ni is large we
expect the results not to depend heavily on the estimate of α. In fact we have the
following asymptotic result
√
ni

 βˆi(α)− βi
uˆi(α)− ui

 −→ N{0, σ2ε (STS)−1} (3.25)
as ni → ∞ and we see that the asymptotic covariance does not depend on α.
When simulating approximate confidence bands based on (3.24), it is standard
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practice to simply plug in the REML estimates of the variances and ignore the
extra variability due to the estimation. Following that procedure, we recommend
fitting the mean model when the number of curves is large since the results are
expected to be similar even for different values of α. If ni is large one could also use
the result in (3.25) and ignore the estimated value of α all together. The reason
we choose the mean model instead of the full model is the substantial savings in
computation time. Also fitting the mean model will allow one to use packages
such as proc mixed of SAS and lme of S-plus. At the true value of α, it turns
out that both in the mean and the full model, σˆ2ε(α) is consistent as r, ni go to
infinity. These facts are proven in appendix B. But the problem is that one
cannot consistently estimate α and hence one cannot use these consistency results
directly. As we will discuss below, these consistency results for the error variance
could become relevant as the number of groups, g, or the number of knots, K, go
to infinity. On the other hand, as ni →∞, one can consistently estimate the error
variance using the sample variance
σˆ2ε =
1
n− p
g∑
i=1
ni∑
j=1
(yij − y¯i.)T (yij − y¯i.) (3.26)
and hence an alternative is to fit the mean model and use the REML estimate
of α but the moment estimate of σ2ε . The consistency of (3.26) will be shown in
appendix B.
As mentioned above we cannot consistently estimate α. This is due to the
fact that the number of groups, g, and the number of knots, K, is fixed and
finite and hence the number of random parameters, u11, . . . , uKg, is gK < ∞.
That means that there has to be an upper bound on the information about the
variance component σ2u and hence α. Moreover, in practice we have even less
information since the random parameters are not directly observed. It would be
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interesting however to see if we obtain consistency by letting the number of groups,
g, or number of knots, K, go to infinity as well. Of course in practice letting the
number of groups go to infinity would typically not be realistic. However, letting
the number of knots increase with the number of sample points, r, is realistic.
Chapter 4
Hypotheses testing
In One Way ANOVA one is interested in testing whether or not there are differ-
ences between the means of several groups. If difference is declared then multiple
comparison techniques can be used to find out where the differences lie. The Func-
tional ANOVA (FANOVA) setting is a little bit more complicated since we are
dealing with mean curves rather than scalar means. In the multiple comparison
problem for example it is not clear what exactly it means for two curves to be
different. In fact, the two curves could coincide on parts of the curves but differ
substantially on other parts. In the first section of this chapter we will propose
a hypotheses testing scheme for the problem of testing whether the mean curves
f1, . . . , fg, introduced in section 2.3, are identical across groups; i.e. testing the
null-hypothesis
H0 : f1 = . . . = fg
This hypothesis is of course equivalent to the null-hypothesis
H0 : γi = 0, all i
arising from the equivalent model in (2.14)
yij(tk) = µ(tk) + γi(tk) + εijk (4.1)
The hypotheses testing scheme proposed consists of 3 steps, and is to serve as a
systematic procedure that deals with the one way FANOVA problem. The first
two steps involve testing whether certain variance components arising from the
mixed model (2.12) are equal to 0. The third step is a well known and simple
hypothesis from multiple regression. Both the balanced case when the number of
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subjects in each group are equal and the unbalanced case when they are not will
be considered. The second section deals with the problem of multiple comparison
in the functional setting.
4.1 Likelihood ratio test for the variance component in a
simple mixed model
Before describing the 3 steps of the hypotheses testing scheme, consider the prob-
lem of testing H0 : σ
2
u = 0 in the mixed model,
Y = Xβ + Zu+ ε,
with
ε ∼ N(0, σ2εI) and u ∼ N(0, σ2uI).
Crainiceanu and Ruppert (2004) deal with this problem in detail. The main
result is given in the following theorem
Theorem 4.1.1 Let µs,n be the K eigenvalues of the K × K matrices ZTZ −
ZTX(XTX)−1XTZ, then the restricted likelihood ratio test statistic (RLRTn) for
testing the hypothesis H0 : σ
2
u = 0 vs. the alternative Ha : σ
2
u > 0 has the following
property
RLRTn
D
= sup
λ≥0
[
(n− p) log
{
1 +
Nn(λ)
Dn(λ)
}
−
K∑
s=1
log(1 + λµs,n)
]
where Nn(λ) and Dn(λ) are defined as follows
Nn(λ) =
K∑
s=1
λµs,n
1 + λµs,n
w2s ,
Dn(λ) =
K∑
s=1
w2s
1 + λµs,n
+
n−p∑
s=K+1
w2s .
and ws for s = 1, . . . , n− p are independent N(0, 1).
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In their paper they provide a simple algorithm for simulating the null finite
sample distribution of the likelihood ratio test statistic (LRT). The algorithm for
simulating the null finite sample distribution of the RLRT can be obtained by
direct analogy and follows these 6 steps:
Step 1. Define a grid 0 = λ1 < λ2 < . . . < λm of possible values for λ.
Step 2. Simulate K independent χ21 random variables w
2
1, . . . , w
2
K .
Step 3. Independently of step 2, simulate Xn,K,p =
∑n−p
s=K+1w
2
s with a χ
2
n−p−K
distribution.
Step 4. For every grid point λi compute
Nn(λi) =
K∑
s=1
λiµs,n
1 + λiµs,n
w2s ,
Dn(λi) =
K∑
s=1
w2s
1 + λiµs,n
+Xn,K,p.
Step 5. Compute
RLRTn = max
λi
[
(n− p) log
{
1 +
Nn(λi)
Dn(λi)
}
−
K∑
s=1
log(1 + λiµs,n)
]
Step 6. Repeat steps 1− 5 until the desired number of simulations is achieved.
4.2 Hypotheses testing scheme
In this section we start off by stating the three hypotheses steps for testing
H0 : f1 = . . . = fg
Then, in the two subsections, we will explain the details of each step for both
the balanced and the unbalanced case. The underlying model is the mixed model
(2.12) from section 2.3.
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Step 1. The first hypothesis concerns testing whether the quadratic spline
basis part of
fi(t) = β0i + β1it+ β2it
2 +
K∑
r=1
uri(t− τr)2+
is equal to 0 for all i; that is
H0 : u1 = . . . = ug = 0. (4.2)
This hypothesis implies that a fixed multiple regression model is sufficient to model
the mean curves. If the hypothesis is rejected one should proceed to step 2 below.
Otherwise one should jump to step 3.
Step 2. If the hypothesis in step 1 is rejected, it is clear that a fixed model is
not sufficient for modeling the mean curves. Then another hypothesis of interest
is to test whether or not the mean curves across groups i have the same kind of
smoothing. In other words we want to test whether the quadratic spline basis parts
of
fi(tk) = β0i + β1itk + β2it
2
k +
K∑
m=1
umi(tk − τm)2+
are equal for all i,
H0 : u1 = . . . = ug (4.3)
Notice that this hypothesis involves testing whether all mean curve differences can
be modeled using fixed multiple regression models. If this hypothesis is rejected
then clearly there are differences between the mean curves. One can then skip
step 3 and start considering some multiple comparisons of interest. If on the other
hand this hypothesis is not rejected one should proceed to step 3.
Step 3. If either one of the hypotheses in step 1 or step 2 is not rejected, it is
indicating that the random effects ui are equal for all i. Then it is evident that the
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final hypothesis should involve testing whether the fixed effects are equal across
groups,
H0 : β1 = . . . = βg (4.4)
If difference is not declared it means that the mean curves f1, . . . , fg are all equal. If
on the other hand difference is declared one should consider multiple comparison to
find out where the differences lie. Multiple comparison techniques in the functional
setting are discussed in section (4.3).
It might seem like step 1 is redundant in the three step hypotheses scheme
above and one could do with simply step 2 and step 3. We retain step 1 for two
reasons. Firstly, it is not hard to implement the test, and secondly if we fail to
reject the hypothesis it is indicating that the mean curves can be modeled with a
simple multiple regression model. Hence smoothing the data using mixed model
methods is unnecessary. Standard parametric regression methods are sufficient for
comparing the groups.
4.2.1 Balanced case
In this section we show in detail how each of the three steps above are followed
through in the balanced case. We assume the number of subjects per group is
n0 := n1 = . . . = ng.
Step 1. The hypothesis test (4.2) is equivalent to testing whether σ2u = 0 and
can be followed through by using the algorithm from Crainiceanu and Ruppert
(2004) described in section 4.1 above. The eigenvalues of the block-diagonal matrix
ZTZ− ZTX(XTX)−1XTZ
= blockdiag{niCTC− (niCTB)(niBTB)−1(niBTC)}
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= blockdiag{niCT (I−B(BTB)−1BT )C}1≤i≤g
are easily obtained by computing the eigenvalues of each block separately. They
are particularly easy to compute in the balanced case since n0 := n1 = . . . = ng.
Step 2. For testing (4.3) consider the mean model discussed in section 3.4
Y¯ = Xgβ + Zgu+ ε¯ (4.5)
where Y¯ =
(
Y¯T1., . . . , Y¯
T
g.
)T
and ε¯ =
(
ε¯T1., . . . , ε¯
T
g.
)T
and the design matrices are
Xg = blockdiag (B)1≤i≤g and Zg = blockdiag (C)1≤i≤g. The idea is now to trans-
form the mixed model (4.5) and test whether the variance component of that
transformed mixed model is zero. In the simple case of two groups we could look
at the following transformed model
Y¯1. − Y¯2. = B(β1 − β2) +C(u1 − u2) + (ε¯1. − ε¯2.)
and test whether σ2u1−u2 = 0.
In order to follow this through, we need to impose a more general covariance
structure on the random effects u and assume
u ∼ N
(
0, σ2u{(1− ρ)IgK + ρ(Jg ⊗ IK)}
)
where ρ = corr(umi1, umi2) for all m = 1, . . . , K. Note that if ρ = 0 the indepen-
dence structure is obtained. The random error vector ε¯ is distributed as follows:
ε¯ ∼ N(0, σ
2
ε
n0
Igr)
where we recall n0 := n1 = . . . = ng.
Next consider the following transformation:
AY¯ =


A1Y¯
...
Ag−1Y¯


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where Ak = a
′
k ⊗ Ir, k = 1, . . . , g − 1. The following restrictions are put on the
g × 1 contrast vectors ak = (ak1, . . . , akg)′:
a′iaj = 0 for all i 6= j
and
g∑
i=1
aki = 0 for all k = 1, . . . , g − 1
As a convention these linear contrasts are standardized by setting
g∑
i=1
a2ki = 1 for all k = 1, . . . , g − 1.
Under the transformation A it is easily verified that the right hand side of (4.5)
becomes
AY¯ = AXgβ +AZgu+Aε¯
= Xg−1A
∗β + Zg−1A
′u+ ε∗, (4.6)
where Xg−1 = blockdiag(B)1≤i≤g−1 and Zg−1 = blockdiag(C)1≤i≤g−1
ε∗ =


A1ε¯
...
Ag−1ε¯


with Ak = a
′
k ⊗ Ir as defined above,
A∗β =


A∗1(β
T
1 , . . . ,β
T
g )
T
...
A∗g−1(β
T
1 , . . . ,β
T
g )
T

 and A′u =


A′1(u
T
1 , . . . ,u
T
g )
T
...
A′g−1(u
T
1 , . . . ,u
T
g )
T

 ,
A∗k = a
′
k ⊗ I3 and A′k = a′k ⊗ IK . The magic number 3 comes from the fact that
we are dealing with a quadratic spline basis and K is the number of knots.
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As a motivating example consider the case where g = 4. Let
a′1 =
1√
2
(1, 0, 0,−1),
a′2 =
1√
2
(0, 1,−1, 0),
a′3 =
1
2
(1,−1,−1, 1).
Then
AY¯ =


(Y¯1 − Y¯4)/
√
2
(Y¯2 − Y¯3)/
√
2
(Y¯1 − Y¯2 − Y¯3 + Y¯4)/2

 , ε∗ =


(ε¯1 − ε¯4)/
√
2
(ε¯2 − ε¯3)/
√
2
(ε¯1 − ε¯2 − ε¯3 + ε¯4)/2


and
A∗β =


(β1 − β4)/
√
2
(β2 − β3)/
√
2
(β1 − β2 − β3 + β4)/2

 , A′u =


(u1 − u4)/
√
2
(u2 − u3)/
√
2
(u1 − u2 − u3 + u4)/2

 .
It is now clear that the model in (4.6) is simply a mixed model with response
AY¯, fixed parameters A∗β, random parameters A′u and design matrices Xg−1
and Zg−1. The random error vector ε∗ is normally distributed with mean 0 and
covariance matrix
Cov(ε∗) = Cov(Aε¯,Aε¯)
= ACov(ε¯, ε¯)AT
= A(
σ2ε
n0
Igr)A
T
=
σ2ε
n0
AAT
= σ2ε∗I(g−1)r,
where σ2ε∗ := σ
2
ε/n0. The random effects vector A
′u is normally distributed with
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mean 0 and covariance matrix
Cov(A′u,A′u) = (A′)Cov(u,u)(A′)T
= (A′)(σ2u{(1− ρ)IgK + ρ(Jg ⊗ IK)})(A′)T
= σ2u(1− ρ)(A′)(A′)T
= σ2A′uI(g−1)K
where σ2A′u := σ
2
u(1− ρ).
Testing the (step 2 )-hypothesis (4.3) above is equivalent to testing A′u = 0
which can now be tested by considering the hypothesis H0 : σ
2
A′u = 0 in the mixed
model (4.6). The test is performed again by using the Crainiceanu and Ruppert
(2004) algorithm from section 4.1. The desired eigenvalues in Theorem (4.1.1) are
as easily obtained as in step 1. This time the eigenvalues of the matrix
blockdiag
{
CT (I−B(BTB)−1BT )C
}
1≤i≤g
need to be computed.
Step 3. Given that we have failed to reject either one of the hypotheses in
step 1 or step 2 we can model all mean curve differences with a fixed multiple
regression model. This leads us to consider again the transformation A described
in step 2. The mixed model (4.6) now becomes
AY¯ = Xg−1A
∗β + ε∗ (4.7)
since the random effect A′u has been declared 0. This is simply a fixed multiple
regression model with response AY¯, fixed parameters A∗β and error ε∗, which is
normal with mean 0 and constant variance σ2ε∗ . The hypothesis (4.4) is equivalent
to H0 : A
∗β = 0 which can be tested using methods from the vast literature on
multiple regression models.
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4.2.2 Unbalanced case
In this section we describe what happens to the three step hypotheses testing
scheme in the unbalanced case; i.e. when the numbers of subjects, ni in group i,
for i = 1, . . . , g, are not necessarily equal.
Step 1 of the algorithm is identical to step 1 in the balanced case. The only
difference lies in step 2 and step 3. We consider the same model as before in (4.5)
Y¯ = Xgβ + Zgu+ ε¯ (4.8)
with
u ∼ N
(
0, σ2u{(1− ρ)IgK + ρ(Jg ⊗ IK)}
)
but this time the error structure is different:
ε¯ ∼ N
(
0, blockdiag(
σ2ε
ni
Ir)1≤i≤g
)
We apply the same transformation A as in the balanced case and get a similar
model as in (4.6) except now we fail to achieve the iid error structure:
AY¯ = Xg−1A
∗β + Zg−1A
′u+ ε∗ (4.9)
The covariance of the random effects is as before
Cov(A′u,A′u) = σ2A′uI(g−1)K
but the error covariance is not as simple
Cov(ε∗) = A(blockdiag(
σ2ε
ni
Ir)1≤i≤g)A
T
= σ2εS
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where
S =


s11Ir s12Ir . . . s1,g−1Ir
s21Ir s22Ir . . . s2,g−1Ir
...
...
. . .
...
sg−1,1Ir sg−1,2Ir . . . sg−1,g−1Ir


with
sij = a
′
i


1
n1
0 . . . 0
0 1
n2
. . . 0
...
...
. . .
...
0 0 . . . 1
ng


aj
The matrix S is symmetric and positive definite and hence has Cholesky de-
composition S = LLT . Now with a slight modification of the model (4.9) we can
proceed with steps 2 and 3 quite easily. We multiply through with L−1 to obtain:
L−1AY¯ = (L−1Xg−1)A
∗β + (L−1Zg−1)A
′u+ L−1ε∗ (4.10)
which is just yet another mixed model, this time with response L−1AY¯, design
matrices L−1Xg−1 and L−1Zg−1, fixed parameters A∗β, random parameters A′u
and error vector L−1ε∗ with the desired independence structure
L−1ε∗ ∼ N(0, σ2εI(g−1)r)
The hypothesis in step 2 can now be tested in the unbalanced case by testing
H0 : σ
2
A′u = 0 in the mixed model (4.10). The main difference between the tests in
the balanced and in the unbalanced case is that the eigenvalues in theorem (4.1.1)
are easier to calculate in the balanced case. In the unbalanced case one needs to
calculate the eigenvalues of
ZTZ− ZTX(XTX)−1XTZ
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where Z = L−1Zg−1 and X = L−1Xg−1. Unlike in the balanced case this matrix
doesn’t necessarily have any nice block-diagonal structure. This could potentially
lead to computational problems when the number of groups g and knots K is very
large.
The hypothesis in step 3 becomes H0 : A
∗β = 0 in the fixed regression model
L−1AY¯ = (L−1Xg−1)A
∗β + L−1ε∗
and this test can again be performed using standard methods from the multiple
regression literature.
4.3 Multiple comparisons
In this section we propose a method for dealing with multiple comparisons in the
functional setting. As mentioned above there is a fundamental difference between
the univariate and the functional setting since in the latter case one is dealing with
a continuum of means rather than a single mean per group. The method proposed
here involves constructing simultaneous confidence bands. The construction is an
extension of the construction of simultaneous confidence bands for single curves
discussed in Ruppert et al. (2003).
As an example consider a setting where there are 4 groups and the experimenter
is interested in the following comparisons,
f1 = f2,
f1 = f3,
f1 = f4.
The idea behind the method, discussed in detail below, is to simulate simultaneous
confidence bands for f1 − f2, f1 − f3 and f1 − f4. Then the experimenter can see
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which parts of these mean difference bands contain 0. Based on these simultaneous
confidence bands one can make a statement about all the mean differences at any
parts of the curves with 100(1− α)% confidence.
Consider the more general framework where the comparison of interest is formed
with a contrast matrix
L =


a′1
...
a′c


where c is the number of comparisons and ak = (ak1, . . . , akg)
′, for k = 1, . . . , c.
The comparison of interest can now be written as
Lf = 0
where f = (f1, . . . , fg)
′.
We want to simulate simultaneous confidence bands for Lf over a grid of M
x-values
ξ = (ξ1, . . . , ξM)
′
The representation here is a fairly natural generalization of the representation in
Ruppert et al. (2003) of a simultaneous confidence band for a single curve. For
i = 1, . . . , g let
f
iξ =


fi(ξ1)
...
fi(ξM)


be the true mean function for group i over ξ. Let fˆ
iξ be the corresponding EBLUP
for group i over ξ. We then have
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fˆ
iξ − fiξ = Cξ

 βˆi − βi
uˆi − ui


for all i = 1, . . . , g, where
Cξ =
[
1 ξ ξ2 (ξ − τ11)2+ . . . (ξ − τK1)2+
]
.
Now define fξ = (f1ξ , . . . , fgξ)
′, and similarly define fˆξ. Then we can write more
compactly,
fˆξ − fξ = C∗ξ


βˆ1 − β1
uˆ1 − u1
...
βˆg − βg
uˆg − ug


, (4.11)
where C∗
ξ
= blockdiag(Cξ)1≤j≤g.
Define S = [B C] and let
S∗ = blockdiag(1ni ⊗ S)1≤i≤g
and
D∗ = blockdiag(D)1≤i≤g
where D = diag(0, 0, 0, 1, . . . , 1). The three zeros correspond to the fixed param-
eters and the K ones correspond to the random parameters. It is easily verified
that (
(S∗)TS∗ +
σ2ε
σ2u
D∗
)−1
= blockdiag
{
1
ni
(
STS+
σ2ε/ni
σ2u
D
)−1}
.
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Defining
vβu =


βˆ1 − β1
uˆ1 − u1
...
βˆg − βg
uˆg − ug


we recall from (4.11):
fˆξ − fξ = C∗ξvβu,
and note that
vβu
approx.∼ N
(
0, blockdiag
{
σˆ2ε
ni
(
STS+
σˆ2ε/ni
σˆ2u
D
)−1})
. (4.12)
which was to be expected since the EBLUPs βˆi and uˆi from (3.15), for a given α,
are equal to the EBLUPs we obtain from the mean profile mixed model discussed
in section 3.4.
Now define L∗ = L⊗IM . Then evidently a 100(1−α)% simultaneous confidence
band for L∗fξ is
L∗fˆξ ±m1−α
(
̂st.dev.{L∗[ˆfξ − fξ]}
)
where ̂st.dev.{L∗ [ˆfξ − fξ]} are the square roots of the diagonal elements of the
cM ⊗ cM matrix
(L∗C∗ξ)blockdiag
{
σˆ2ε
ni
(
STS+
σˆ2ε/ni
σˆ2u
D
)−1}
(L∗C∗ξ)
T
= (L∗)blockdiag
{
σˆ2ε
ni
Cξ
(
STS+
σˆ2ε/ni
σˆ2u
D
)−1
CTξ
}
(L∗)T
and m1−α is the (1− α) quantile of the random variable
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max
j
(
sup
x∈X
∣∣∣∣ a′j [fˆ(x)− f(x)]
ŝt.dev.{a′j [fˆ(x)− f(x)]}
∣∣∣∣
)
,
which can be approximated by
max
1≤l≤cM
∣∣∣∣∣∣
(
L∗C∗
ξ
vβu
)
l(
̂st.dev.{L∗ [ˆfξ − fξ]}
)
l
∣∣∣∣∣∣ . (4.13)
One can now simulate a realization of (4.12) a large number of times; Ruppert
et al. (2003) suggest N = 10, 000. This involves simulating independently
 βˆi − βi
uˆi − ui

 approx.∼ N
{
0,
σˆ2ε
ni
(
STS+
σˆ2ε/ni
σˆ2u
D
)−1}
,
for i = 1, . . . , g. For each realization one computes the value of (4.13). Then at
the end of the simulation the values are sorted and the (1− α) sample quantile is
used as m1−α.
Chapter 5
Case study
In this chapter we will apply the methods, described in chapter 3 and 4 on a
functional data set from Ramsay and Silverman (1997). The data consists of
average daily temperatures, measured over a one year time period, at weather
stations distributed across Canada. The country is divided into g = 4 geographical
regions, Atlantic, Continental, Pacific and Arctic region. The regions have n1 = 15,
n2 = 12, n3 = 5 and n4 = 3 weather stations respectively, total of N =
4∑
i=1
ni = 35
stations. At each weather station, average daily temperature is measured over the
r = 365 days of the year. We can see one such temperature profile, for a weather
station in the Atlantic region, in figure 5.1. When we stack all 35 temperature
profiles together, we end up with a response vector, Y, of length, n = Nr = 12775.
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Figure 5.1: A temperature profile, of a single weather station, in the Atlantic region
of Canada. Temperatures are measured in deg C over a one year period.
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5.1 Fitting the model to the Canadian weather data
Let yij(tk) denote the average temperature measured at day, k = 1, . . . , 365, in
weather station, j = 1, . . . , ni, within region, i = 1, . . . , 4. As discussed in section
2.3, we wish to model our data according to the mixed model
yij(tk) = β0i + β1itk + β2it
2
k +
K∑
m=1
umi(tk − τm)2+ + εijk,
For the Canadian weather data, we place K = 11 knots, τm, evenly across the
time interval, [1, 365], with each knot, roughly located, between the end and the
beginning of two consecutive months.
We fit the model above, with the REML criteria, using the Newton-Raphson
algorithm to maximize the restricted log-likelihood. The necessary computing
formulas are given in section (3.3). The REML estimates of the variance com-
ponents and the value of the restricted log-likelihood, are given in table 5.1. We
can use these REML estimates directly to obtain the EBLUP estimates, (3.15).
The EBLUPs determine the fitted mean temperature functions for each of the four
regions and the resulting fits are plotted in figure 5.2, along with plots of the raw
discrete data. As we can see, the fits are rather pleasing and seem to capture well
the regional weather trends of the underlying data.
Table 5.1: The resulting REML estimates of the variance components for the
Canadian weather data and the value of the restricted log-likelihood evaluated at
those estimates.
σˆ2ε 14.44
σˆ2u 3.96 · 10−6
lR(σˆ
2
ε , σˆ
2
u) −35, 267.37
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Figure 5.2: The fitted mean temperature curves, for each weather region, Atlantic,
Continental, Pacific and Arctic region. The raw data is also plotted, to asses the
goodness of the fit, graphically.
5.2 Hypotheses testing
In this section we will address the problem of testing the hypothesis
H0 : f1 = . . . = f4,
for the Canadian weather data, using the hypotheses testing scheme proposed in
chapter 4. In essence what the hypothesis above implies is that the average daily
temperature behaves in the same manner across the four geographic regions in
Canada.
Step 1. We start with step 1. and test hypothesis (4.2)
H0 : u1 = . . . = u4 = 0,
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or equivalently
H0 : σ
2
u = 0.
This hypothesis implies that there is no smoothing to be done and a quadratic
model is sufficient to model the weather data. Looking at the graphs in figure 5.2,
we expect to reject this hypothesis, beforehand.
To use the results of Crainiceanu and Ruppert (2004), in theorem 4.1.1, we
need to calculate the eigenvalues of the 44× 44-matrix
blockdiag
{
niC
T (I−B(BTB)−1BT )C
}
1≤i≤4
which is equivalent to calculating the eigenvalues of the 11× 11-matrices
niC
T (I−B(BTB)−1BT )C
for n1 = 15, n2 = 12, n3 = 5 and n4 = 3, separately. Once the eigenvalues are
obtained, one can simulate the null finite sampling distribution of the restricted
likelihood ratio test statistic (RLRT), using the 6 step algorithm, described in
section 4.1. For step 1 of the simulation algorithm, as suggested in Crainiceanu
and Ruppert (2004), we used for λi > 0, 200 grid points, equally spaced on the
natural log-scale between [−12, 12]. All the other steps of the algorithm are easily
implemented. The number of realizations was 10, 000. A histogram of the 10, 000
realizations can be seen in figure 5.3. There is a point mass at 0, with relative
frequency 0.6104.
To construct the restricted likelihood ratio statistic, we need the null restricted
log-likelihood. When σ2u = 0, the model, discussed in this thesis, becomes a
standard linear regression model. In terms of our notation the following holds,
Ψ(α) = I, and the formulas for the fixed parameters simplify to
βi(α) = (B
TB)−1BT y¯i.,
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for i = 1, . . . , 4. Hence the restricted log-likelihood from (3.1) simplifies to
l0R(σ
2
ε) = −
1
2
[(n− p) log(σ2ε ) +
4∑
i=1
Si0(y, σ
2
ε)/σ
2
ε +
4∑
i=1
log |niBTB|]− n
2
log(2pi),
where
Si0(y, σ
2
ε) =
ni∑
j=1
(yij − y¯i.)T (yij − y¯i.)
+ni(y¯i. −B(BTB)−1BT y¯i.)T (y¯i. −B(BTB)−1BT y¯i.).
The maximum of the null restricted log-likelihood above is −38, 938.77, maximized
at σˆ2ε,0 = 25.94. This results in the test statistic
RLRT = −2(l0R(σˆ2ε,0)− lR(αˆ))
= −2 (−38, 938.77− (−35, 267.37))
= 7342.80.
Comparing this test statistic to the finite sample distribution of RLRT, (see figure
5.3), we reject the null hypothesis of no smoothing, with a p-value of 0.
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Figure 5.3: A histogram of the simulated finite sample distribution of the restricted
likelihood ratio statistic, for testing the step 1 -hypothesis. There is a point mass
at zero with relative frequency 0.6104.
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Step 2. Since we rejected the step 1 hypothesis, we conclude that a quadratic
model does not fit the data well, and move on to step 2. We test the hypothesis
H0 : u1 = . . . = ug,
which implies that all mean differences can be modeled with a quadratic model.
We consider the transformed mean model (4.9)
AY¯ = Xg−1A
∗β + Zg−1A
′u+ ε∗,
where
AY¯ =


(Y¯1 − Y¯4)/
√
2
(Y¯2 − Y¯3)/
√
2
(Y¯1 − Y¯2 − Y¯3 + Y¯4)/2

 , ε∗ =


(ε¯1 − ε¯4)/
√
2
(ε¯2 − ε¯3)/
√
2
(ε¯1 − ε¯2 − ε¯3 + ε¯4)/2


and
A∗β =


(β1 − β4)/
√
2
(β2 − β3)/
√
2
(β1 − β2 − β3 + β4)/2

 , A′u =


(u1 − u4)/
√
2
(u2 − u3)/
√
2
(u1 − u2 − u3 + u4)/2

 .
The random effects, A′u, are normally distributed with mean 0 and covariance
Cov(A′u,A′u) = σ2A′uI3K .
The random vector, ε∗, is normally distributed with mean 0 and covariance matrix
Cov(ε∗) = σ2εS
with
S =


1
2
( 1
n1
+ 1
n4
)Ir 0
1
2
√
2
( 1
n1
− 1
n4
)Ir
0 1
2
( 1
n2
+ 1
n3
)Ir
1
2
√
2
( 1
n3
− 1
n2
)Ir
1
2
√
2
( 1
n1
− 1
n4
)Ir
1
2
√
2
( 1
n3
− 1
n2
)Ir
1
4
( 1
n1
+ 1
n2
+ 1
n3
+ 1
n4
)Ir

 .
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We find the Cholesky decomposition of S = LLT and form the mixed model (4.10)
L−1AY¯ = (L−1Xg−1)A
∗β + (L−1Zg−1)A
′u+ L−1ε∗, (5.1)
with
L−1ε∗ ∼ N(0, σ2εI3r).
The step 2 hypothesis can now be tested, using the simulation algorithm, by testing
H0 : σ
2
A′u = 0 in the mixed model above. We again use 10, 000 realizations and
obtain the simulated finite sample distribution of the RLRT, see figure 5.4. We
obtain the test statistic
RLRT = −2(l0R(σˆ2ε,0)− lR(αˆ))
= −2 (−3, 109.17− (−2, 094.44))
= 2, 029.46
and based on this statistic, we reject the null hypothesis with a p-value of 0. This
result agrees with what we observe in figure 5.5. Based on that plot, it is clear
that there is considerable smoothing involved, when fitting the model (5.1).
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Figure 5.4: A histogram of the simulated finite sample distribution of the restricted
likelihood ratio statistic, for testing the step 2 -hypothesis. There is a point mass
at zero with relative frequency 0.6326.
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Figure 5.5: A plot of the transformed mean vector, AY¯, against the stacked
sample points. The three curves correspond to (Y¯1− Y¯4)/
√
2, (Y¯2− Y¯3)/
√
2 and
(Y¯1 − Y¯2 − Y¯3 + Y¯4)/2, respectively. The dots represent the raw transformed
means, and the solid curves correspond to the fitted values from the model, (5.1).
5.3 Multiple comparisons
Since we rejected the hypothesis in step 2, it is clear that the mean temperature
profiles are different, across weather regions, and thus no need to proceed with step
3. Instead, we consider multiple comparisons, to see where the differences lie. As
discussed in section 4.3, one way to do multiple comparisons is to look at simulated
simultaneous confidence bands about linear contrasts of the mean curves. In this
section we will consider the following multiple comparison
f3 = f1,
f3 = f2,
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f3 = f4.
This comparison is, in essence, comparing the average temperature in the Pacific
region to the ones of the other three geographic regions. We construct the contrast
L =


−1 0 1 0
0 −1 1 0
0 0 1 −1


and then use the simulation method described in section 4.3. We simulate over
a grid of x-values, simultaneous 95% confidence bands for the linear contrasts,
f3 − f1, f3 − f2 and f3 − f4. The sample points, 1, . . . , 365, were used as grid
points in the simulation and the number of realizations was 10, 000. The results
can be seen in figure 5.6. We can now make statements, with 95% confidence,
about the three mean profile differences at any time point. We can see that the
temperature is higher in the Pacific region, than in the Arctic region, all year
round. In the winter, the temperature is also higher in the Pacific region, than
in both the Atlantic and the Continental region. In the summer, on the other
hand, the Atlantic and the Continental region catch up. The difference between
the Pacific and the Continental temperatures, over the summer months, is not
statistically significant and the temperature in the Atlantic region even exceeds
the Pacific temperature, over a roughly month period, sometime around July.
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Figure 5.6: The three plots show the fitted mean curve differences, fˆ3− fˆ1, fˆ3− fˆ2
and fˆ3− fˆ4 respectively, along with simulated simultaneous 95% confidence bands.
Chapter 6
Discussion
In this thesis we extended the idea of using penalized splines as BLUPs for smooth-
ing individual curves. We presented a way of smoothing several mean curves across
different groups using a single mixed model. We showed how the large dimension-
ality of the estimation problem could be reduced substantially, making the problem
computationally tractable. We then showed that if the number of curves is large,
the mean model may be used in place of the full model thus simplifying the prob-
lem substantially. Fitting the mean model will allow the researcher to make use
of standard softwares such as SAS or S-plus. For fitting the mean profile model
of section 3.4, for example, one could use the lme function of S-plus. Using the
proposed mixed model, we constructed a hypotheses testing scheme for the prob-
lem of testing equality of mean curves. In the process, we established a connection
between the FANOVA problem and the recent theory of Crainiceanu and Ruppert
(2004) for testing variance components of a mixed model being zero. We then
proposed a way of doing multiple comparisons in the functional setting, again us-
ing the underlying mixed model. The idea involved the simulation of simultaneous
confidence bands around mean curve contrasts. This is a natural way of comparing
quantitative differences between curves, but might not work well if the differences
are of other nature. Finally we used the methods described in this thesis to analyze
the Canadian Weather data of Ramsay and Silverman (1997). This is a typical
functional data set where the sample points, (tk)
r
k=1, are the same across all curves.
Although it is often the case that functional responses of a certain data set are
defined on the same set of design points, this is not always the case. However,
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it should be a straightforward task to extend the ideas presented in this thesis to
functional data sets, where the responses are defined at different sample points.
The problem of such an extension though, is that we will lose the nice structure of
our design matrices, and hence, the estimation procedure becomes more computa-
tionally expensive. The setup of Brumback and Rice (1998) allowed for different
design points between curves and they proposed a very efficient EM-algorithm
for doing the REML estimations. Since the penalized splines are computation-
ally more desirable than the smoothing splines, it should be easy to adapt their
algorithm to the penalized splines setup.
We mentioned in section 2.3 the problem with the independence assumption in
the functional mixed model, (2.12). In practice it may not be the case that εijk
is independent of εijk′. A possible remedy is to assume that the error vectors εij
are identical normally distributed with mean 0 and covariance matrix σ2εΣ. One
could then estimate the correlation matrix either using some time-series methods,
or just by calculating sample correlation. Our model would take on the form
Y = Xβ + Zu+ ε
with
ε ∼ N (0, σ2εblockdiag(Σ)) and u ∼ N (0, IgK) .
We would then obtain the Cholesky decomposition of Σ = LL′ and multiply
through the mixed model with blockdiag(L−1). This would ensure the same block-
diagonal structure of the design matrices and result in the desired diagonal error
covariance matrix.
The problem of testing the hypothesis of two curves being equal, might seem
conceptually well defined: either the curves are equal, or they are not. However,
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there are some subtleties that require further attention. What does it really mean
when we say two curves are different? As discussed in the beginning of chapter 4,
the curves could agree on some parts, but deviate from each other on other parts.
Another phenomena that we mentioned in the introduction, is that it is possible
to declare two curves different, but still see no significant differences anywhere on
the curves when considering simultaneous confidence bands about the mean curve
differences. An example where such a phenomena could occur is shown in figure
6.1. The researcher, in this setting would probably be more interested in looking
at derivatives when trying to detect how the curves are different. This example
demonstrates that care must be taken when analyzing differences between curves.
Ultimately, the FANOVA problem is by no means straightforward, and there is a
need for a more solid framework to resolve it. It will be interesting to see how
this problem will be addressed in the future as the field of functional data analysis
progresses.
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Figure 6.1: An example, where the curves are clearly different, but their point-wise
differences are probably not statistically significant at any x-value.
Appendix A
In section 3.3 simplified form of the Restricted log-likelihood was stated along with
its first and second derivatives. In this appendix we will derive in detail all the
formulas of section 3.3, (3.9)-(3.15) that were stated without justification. Before
continuing it might be useful to state three basic rules of matrix differentiation used
throughout. Let A(α) be an invertible matrix which has elements that depend on
the variable α. Then
d
dα
A−1(α) = −A−1dA
dα
A−1 (A.1)
d
dα
log |A(α)| = tr{A−1dA
dα
} (A.2)
Let B(α) be another matrix depending on α and let us assume that the dimensions
of the matrices A(α) and B(α) match. Then the chain rule for matrix differentia-
tion is:
d
dα
(
A(α)B(α)
)
=
( d
dα
A(α)
)
B(α) +A(α)
( d
dα
B(α)
)
(A.3)
The only thing that a practitioner has to worry about when dealing with matrix
derivatives is to make sure that the order of terms is maintained since matrix
multiplication is not commutative.
A.1
In this section we will consider the derivation of A1i, Wi and A2i and their first
and second derivatives, (3.9)-(3.11). Before doing so let us first derive the form of
Ψi(α), recall
Ai(α) = αIK , Xi = 1ni ⊗B and Zi = 1ni ⊗C
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then
Ψi(α) = I− Zi{Ai(α) + ZTi Zi}−1ZTi
= I− (1ni ⊗C){αI+ niCTC}−1(1Tni ⊗CT )
= I− Jni ⊗
(
C{αI+ niCTC}−1CT
)
= I− Jni ⊗A1i (A.4)
(3.9): The derivatives of the matrixA1i =
1
ni
C(CTC+ α
ni
I)−1CT follow trivially
from matrix rule (A.1) and the chain rule (A.3):
A1i =
1
ni
C(CTC+
α
ni
I)−1CT
dA1i =
d
dα
A1i
= − 1
n2i
C(CTC+
α
ni
I)−1(CTC+
α
ni
I)−1CT
d2A1i =
d2
dα2
A1i
=
2
n3i
C(CTC+
α
ni
I)−1(CTC+
α
ni
I)−1(CTC+
α
ni
I)−1CT (A.5)
(3.10): The derivatives of the matrix Wi = X
T
i Ψi(α)Xi also follow trivially
from matrix rule (A.1) and the chain rule (A.3) once the form of Wi has been
derived:
Wi = X
T
i Ψi(α)Xi
= (1Tni ⊗BT )[I− Jni ⊗A1i](1ni ⊗B)
= niB
TB− n2iBTA1iB
= niB
T (I− niA1i)B
dWi =
d
dα
XTi Ψi(α)Xi
= −n2iBTdA1iB
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d2Wi =
d2
dα2
XTi Ψi(α)Xi
= −n2iBTd2A1iB (A.6)
(3.11): The derivatives of the matrixA2i = BW
−1
i B
T (I−niA1i) are a little less
trivial but follow just as before from matrix rule (A.1) and the chain rule (A.3):
A2i = BW
−1
i B
T (I− niA1i)
dA2i =
d
dα
A2i
= −B(Wi)−1(dWi)(Wi)−1BT (I− niA1i)
−niB(Wi)−1BTdA1i
= −B(Wi)−1(−n2iBTdA1iB)(Wi)−1BT (I− niA1i)
−niB(Wi)−1BTdA1i
= −niB(Wi)−1BTdA1i
niB(Wi)
−1BTdA1i
{
niB(Wi)
−1BT (I− niA1i)
}
= −niB(Wi)−1BTdA1i(I− niA2i)
d2A2i =
d2
dα2
A2i
= niB(Wi)
−1(dWi)(Wi)
−1BTdA1i(I− niA2i)
−niB(Wi)−1BTd2A1i(I− niA2i)
−niB(Wi)−1BTdA1i(−nidA2i)
= niB(Wi)
−1BT (nidA1i){ − niB(Wi)−1BTdA1i(I− niA2i)}
−niB(Wi)−1BTd2A1i(I− niA2i)
+niB(Wi)
−1BT (nidA1i)dA2i
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= niB(Wi)
−1BT (nidA1i){dA2i}
−niB(Wi)−1BTd2A1i(I− niA2i)
+niB(Wi)
−1BT (nidA1i)dA2i
= −niB(Wi)−1BT
{
d2A1i(I− niA2i)− 2nidA1idA2i
}
(A.7)
A.2
In this section the computation formulas for the restricted log-likelihood (3.12),
and the first and second derivatives (3.13) and (3.14) will be derived from the
already established log-likelihood (3.6).
(3.15): But first let us derive the EBLUP formulas for βi and ui:
βˆi = {XTi Ψi(αˆ)Xi}−1XTi Ψi(αˆ)yi
= W−1i X
T
i Ψi(αˆ)yi
= W−1i (1
T
ni
⊗BT )(I− Jni ⊗A1i)yi
= W−1i
{
(1Tni ⊗BT )− (ni1Tni ⊗BTA1i)
}
yi
= W−1i
{
1Tni ⊗BT (I− niA1i)
}
yi
=
(
1Tni ⊗
{
W−1i B
T (I− niA1i)
})
yi
= W−1i B
T (I− niA1i)
ni∑
j=1
yij (A.8)
=
(
BT (Ir − niA1i)B
)−1
BT (Ir − niA1i) y¯i.
uˆi = Z
T
i Ψi(αˆ)(yi −Xiβˆi)/αˆ
= (1Tni ⊗CT )(I− Jni ⊗A1i)(yi −Xiβˆi)/αˆ
=
{
1Tni ⊗ (CT − niCTA1i)
}
(yi − (1ni ⊗B)βˆi)/αˆ
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=
1
αˆ
CT (Ir − niA1i)
( ni∑
j=1
yij − niBβˆi
)
=
ni
αˆ
CT (Ir − niA1i) (y¯i. −Bβˆi)
(3.12): Before deriving the computation formula for the restricted log-likelihood
from the already derived form (3.6) let us note that
{yi −Xiβi(α)}TΨi(α){yi −Xiβi(α)}
= {yi − (1ni ⊗B)βi(α)}T (I− Jni ⊗A1i){yi − (1ni ⊗B)βi(α)}
= {yi − 1ni ⊗ (Bβi(α))}T{yi − 1ni ⊗ (Bβi(α))}
−{yi − 1ni ⊗ (Bβi(α))}T (Jni ⊗A1i){yi − 1ni ⊗ (Bβi(α))}
=
ni∑
j=1
{yij −Bβi(α)}T{yij −Bβi(α)}
−
ni∑
j=1
(
ni∑
j=1
{yij −Bβi(α)}TA1i
)
{yij −Bβi(α)}
=
ni∑
j=1
{yij − y¯i. + y¯i. −Bβi(α)}T{yij − y¯i. + y¯i. −Bβi(α)}
−ni{y¯i. −Bβi(α)}T (niA1i){y¯i. −Bβi(α)}
=
ni∑
j=1
(yij − y¯i.)T (yij − y¯i.)
+ni(y¯i. −Bβi(α))T (I− niA1i)(y¯i. −Bβi(α))
=
ni∑
j=1
(yij − y¯i.)T (yij − y¯i.)
+ni(y¯i. − niA2iy¯i.)T (I− niA1i)(y¯i. − niA2iy¯i.) (A.9)
where the last equality follows directly from (A.8) and the definition of A2i. But
this is precisely the definition of Si(y, α) so we obtain the desired form of the
log-likelihood:
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lR(α) = −n− p
2
log
g∑
i=1
(
{yi −Xiβi(α)}TΨi(α){yi −Xiβi(α)}
)/
(n− p)
−1
2
g∑
i=1
log |I+ ZTi ZiAi(α)−1|
−1
2
g∑
i=1
log |XTi Ψi(α)Xi|
= −n− p
2
log
g∑
i=1
1
n− pSi(y, α)
−1
2
g∑
i=1
log |I+ ni
α
CTC|
−1
2
g∑
i=1
log |niBT (I− niA1i)B| (A.10)
(3.13): Note that the second part of the restricted log-likelihood (A.10) can be
written in the following manner:
−1
2
g∑
i=1
log |I+ ni
α
CTC| = −1
2
g∑
i=1
(
log |ni{CTC + α
ni
I}| −K logα
)
Now using the chain rule (A.3) on the first part of the restricted log-likelihood and
then using matrix rule (A.2) on the second and third part gives us the differentiated
log-likelihood:
dlR(α) = −n− p
2
(∑g
i=1 S
′
i(y, α)∑g
i=1 Si(y, α)
)
−1
2
g∑
i=1
(
1
ni
tr
{
(CTC+
α
ni
I)−1
}
− K
α
)
−1
2
g∑
i=1
(
tr
{
(Wi)
−1 × dWi
})
(A.11)
where S ′i(y, α) is simply obtained by differentiating (A.9):
S ′i(y, α) = ni(−nidA2iy¯i.)(I− niA1i)(y¯i. − niA2iy¯i.)
+ni(y¯i. − niA2iy¯i.)T (−nidA1i)(y¯i. − niA2iy¯i.)
64
+ni(y¯i. − niA2iy¯i.)T (I− niA1i)(−nidA2iy¯i.)
= −2ni(nidA2iy¯i.)T (I− niA1i)(y¯i. − niA2iy¯i.)
−ni(y¯i. − niA2iy¯i.)T (nidA1i)(y¯i. − niA2iy¯i.) (A.12)
The latter equality holds because the outcomes are scalars.
(3.14): Finally it is easily verified that the twice differentiated log-likelihood
takes on the form
d2lR(α) = −n− p
2
(
(
∑g
i=1 S
′′
i (y, α)) (
∑g
i=1 Si(y, α))− (
∑g
i=1 S
′
i(y, α))
2
(
∑g
i=1 Si(y, α))
2
)
−1
2
g∑
i=1
(
− 1
n2i
tr
{
(CTC+
α
ni
I)−1(CTC+
α
ni
I)−1
}
+
K
α2
)
−1
2
g∑
i=1
tr
{
−W−1i (dWi)W−1i (dWi) +W−1i (d2Wi)
}
(A.13)
where S ′′i (y, α) is obtained by differentiating the expression in (A.12):
S ′′i (y, α) = −2ni
{
(nid
2A2iy¯i.)
T (I− niA1i)(y¯i. − niA2iy¯i.)
+(nidA2iy¯i.)
T (−nidA1i)(yi. − niA2iy¯i.)
+(nidA2iy¯i.)
T (I− niA1i)(−nidA2iy¯i.)
}
−ni
{
(−nidA2iy¯i.)T (nidA1i)(yi. − niA2iy¯i.)
+(y¯i. − niA2iy¯i.)T (nid2A1i)(y¯i. − niA2iy¯i.)
+(yi. − niA2iy¯i.)T (nidA1i)(−nidA2iy¯i.)
}
= −2ni(nid2A2iy¯i.)T (I− niA1i)(y¯i. − niA2iy¯i.)
+4ni(nidA2iy¯i.)
T (nidA1i)(yi. − niA2iy¯i.)
+2ni(nidA2iy¯i.)
T (I− niA1i)(nidA2iy¯i.)
−ni(y¯i. − niA2iy¯i.)T (nid2A1i)(y¯i. − niA2iy¯i.)
Appendix B
In section 3.4 we compared the full model, (3.16), to the mean model, (3.17). We
stated some consistency results and left them without proof. In this appendix
we will prove the
√
r-consistency of the mean model REML estimate, σˆ2ε (α), in
(3.21) at the true value of α. Then we will prove that the sample variance in
(3.26) is
√
ni-consistent. Finally we will prove that the full model REML estimate
of the error variance, evaluated at the true α, is consistent both as r goes to
infinity with ni fixed and as ni goes to infinity with r fixed. For simplicity we will
assume throughout that the number of curves, ni = n0, is constant across groups
i = 1, . . . , g.
(3.21): The REML estimator, of the error variance, from the mean profile
mixed model, (3.19), evaluated at the true α
σˆ2ε(α) = n0{y¯i. −Bβ∗i (α)}TΨ∗i (α){y¯i. −Bβ∗i (α)}/(r − 3), (B.1)
is
√
r-consistent, as r →∞.
In order to prove this fact, we need the following lemmas
Lemma B.0.1 For a fixed α, the matrix (Ir − n0A2i)T , where A2i is defined in
(3.11), is an idempotent matrix of rank r − 3.
Proof: Recalling the definitions of A2i and A1i, from section 3.3, and noting
that A1i is symmetric, we get the desired result
(Ir − n0A2i)T (Ir − n0A2i)T
=
{
Ir − n0(Ir − n0A1i)BW−1i BT
}{
Ir − n0(Ir − n0A1i)BW−1i BT
}
=
{
Ir − n0(Ir − n0A1i)BW−1i BT
}
= (Ir − n0A2i)T
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Notice the cancelation of the matrix n0B
T (Ir−n0A1i)B and its inverseW−1i when
multiplying the second terms in the curly brackets together.
Since the matrix (Ir − n0A2i)T is idempotent, the rank of the matrix is the
same as the trace. Hence we obtain
rank(Ir − n0A2i)T = trace(Ir − n0A2i)T
= trace(Ir)− trace(n0(Ir − n0A1i)BW−1i BT )
= r − trace(n0BT (Ir − n0A1i)BW−1i )
= r − trace(I3)
= r − 3
Lemma B.0.2 At the true α, the random vector, (Ir − n0A2i)y¯i., is normally
distributed with mean 0 and covariance matrix
Σ = Vi(Ir − n0A2i)T ,
where Vi = Cov(y¯i.), as defined in section 3.4.
Proof: The random vector (Ir − n0A2i)y¯i. is obviously normal with mean 0.
Before deriving the covariance matrix, recall that (σ2ε/n0)V
−1
i = Ψ
∗
i (α) = (Ir −
n0A1i).
Σ = Cov ((Ir − n0A2i)y¯i.)
= (Ir − n0A2i)Vi(Ir − n0A2i)T
= (Vi − n0BW−1i BT (I− n0A1i)Vi)(Ir − n0A2i)T
= (Vi − σ2εBW−1i BT )(Ir − n0(I− n0A1i)BW−1i BT )
= (Vi − σ2εBW−1i BT )
= Vi
(
Ir − n0(Ir − n0A1i)BW−1i BT
)
= Vi(Ir − n0A2i)T
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Notice the cancelation of the matrix n0B
T (Ir − n0A1i)B with its inverse W−1i , in
the fifth equality.
Proof of (B.1): In section 3.4 we established that β∗i (α) = βi(α), and in section
3.3 we established that Bβi(α) = n0A2iy¯i., hence the expression in (B.1) can be
written in the following way
σˆ2ε(α) = n0{y¯i. −Bβ∗i (α)}TΨ∗i (α){y¯i. −Bβ∗i (α)}/(r − 3)
= n0{y¯i. − n0A2iy¯i.}T
[
(σ2ε/n0)V
−1
i
] {y¯i. − n0A2iy¯i.}/(r − 3)
= σ2ε
{
y¯Ti. (Ir − n0A2i)TV−1i (Ir − n0A2i)y¯i.
}
/(r − 3)
d
=
σ2ε
r − 3χ
2
r−3,
since, by lemma B.0.2, V−1i Σ = (Ir − n0A2i)T , which is an idempotent matrix of
rank r− 3, by lemma B.0.1. Now we can use Chebyshev’s inequality to prove the
consistency result. Let δ > 0, then
P (|σˆ2ε(α)− σ2ε | > δ) = P
(∣∣∣∣ χ2r−3r − 3 − 1
∣∣∣∣ > δ/σ2ε
)
≤
(
δ
σ2ε
)2
E
[(
χ2r−3
r − 3 − 1
)2]
= 2
(
δ
σ2ε
)2(
1
r − 3
)2
(r − 3)
=
(
δ
σ2ε
)2
2
(r − 3)
P−→ 0 (B.2)
as r →∞. It follows that σˆ2ε(α), from (B.1), is
√
r-consistent, as r →∞.
(3.26): The sample variance,
σˆ2ε =
1
n− p
g∑
i=1
n0∑
j=1
(yij − y¯i.)T (yij − y¯i.) (B.3)
is a
√
n0-consistent estimator of σ
2
ε , as n0 →∞.
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Proof:
σˆ2ε =
1
n− p
g∑
i=1
n0∑
j=1
(yij − y¯i.)T (yij − y¯i.)
=
1
n− p
g∑
i=1
n0∑
j=1
(εij − ε¯i.)T (εij − ε¯i.)
=
1
n− p
g∑
i=1
n0∑
j=1
r∑
k=1
(εijk − ε¯i.k)2
d
=
1
n− p
g∑
i=1
r∑
k=1
σ2εχ
2
n0−1,i,k
=
σ2ε
grn0 − 3gχ
2
gr(n0−1)
=
1− 1
n0
1− 3g
grn0
(
σ2ε
gr(n0 − 1)χ
2
gr(n0−1)
)
(B.4)
and it follows that σˆ2ε , from (B.3), is
√
n0-consistent, as n0 →∞.
Notice that if we keep n0 fixed but let r go to infinity we have the following
σˆ2ε
P−→ (1− 1
n0
)σ2ε (B.5)
Now it is easy to verify that at the true value of α the REML estimate of the error
variance from the full model is consistent both as n0 → ∞ with r fixed, and as
r → ∞ with n0 fixed. It follows from the proof of the
√
r-consistency in (B.1),
that
g∑
i=1
n0
n− p{y¯i. −Bβi(α)}
T (Ir − n0A1i){y¯i. −Bβi(α)} (B.6)
d
=
1
n− p
g∑
i=1
σ2εχ
2
r−3
=
(
gr − p
grn0 − p
)
σ2ε
gr − pχ
2
gr−p
=
(
gr − p
gr − p/n0
)
σ2ε/n0
gr − pχ
2
gr−p
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P−→


σ2ε/n0 as r →∞
0 as n0 →∞
By the results in (B.3), (B.5) and (B.6) it follows that the full model REML
estimate is consistent both when r goes to ∞ and when n0 goes to ∞,
σˆ2ε(α) =
1
n− p
g∑
i=1
n0∑
j=1
(yij − y¯i.)T (yij − y¯i.)
+
g∑
i=1
n0
n− p{y¯i. −Bβi(α)}
T (Ir − n0A1i){y¯i. −Bβi(α)}
P−→


(1− 1
n0
)σ2ε + σ
2
ε/n0 = σ
2
ε as r →∞
σ2ε + 0 = σ
2
ε as n0 →∞
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