Abstract-Stock prediction is, so far, one of the popular topics not only for research purposes but also for commercial applications. Owing to its importance, a well-established school of concepts and techniques, including fundamental and technical analysis, has developed in recent decades. However, because these techniques or tools are based on totally different analytical approaches, they often yield contradictory results. More importantly, these analytical tools are heavily dependent on human expertise and justification in areas such as the location of reversal (or continuation) patterns, market patterns, and trend prediction. Predicting stock data with traditional time series analysis has proven to be difficult. An artificial neural network may be more suitable for the task primarily because no assumption about a suitable mathematical model has to be made prior to forecasting. With their ability to discover patterns in nonlinear and chaotic systems, neural networks offer the ability to predict market directions more accurately than current techniques. Furthermore, a neural network has the ability to extract useful information from large sets of data, which often is required for a satisfying description of a financial time series. Our focus of study is to build neural network for stock market prediction. We propose to study feed forward back propagation network and their predictive accuracy. We propose to study architecture model of neural network and its different network parameters. The study attempts to understand network parameter like momentum, learning rate, number of neurons etc. We will compare architecture and result of above models. Our aim is to build best model by studying various parameters of the neural network. And also study other related model to compare accuracy of the model. In this study we have used R tool to implement the neural network [1]. We have taken closing price, turnover, global indices, interest rate, and inflation as a neural network input. We proposed to include other indicator like news, currency rate, and crude price as input to the neural network. We compared stock prediction accuracy by setting different network parameters. Subsequently, an attempt is made to build and evaluate a neural network with different network parameters. Technical as well as fundamental data are used as input to the network. In benchmark comparisons, the price prediction proves to be successful. Input to the System is Time Series Stock data and the output is Predictions of stock prices
I. INTRODUCTION
Stock market analysis: People invest in the stock market based on some analysis. Before the age of computers, people traded stocks and commodities primarily on intuition. As the level of investing and trading grew, people searched for tools and methods that would increase their gains while minimizing their risk. Statistics, technical analysis, fundamental analysis, and linear regression are all used to attempt to predict and benefit from the market's direction. None of these techniques has proven to be the consistently correct prediction tool. However, these methods are presented as they are commonly used in practice and represent a base-level standard for which neural networks should outperform. Also, many of these techniques are used to pre-process raw data inputs, and their results are fed into neural networks as input [1] .
Technical Analysis: The idea behind technical analysis is that share prices move in trends dictated by the constantly changing attitudes of investors in response to different forces. Using price, volume, and open interest statistics, the technical analyst uses charts to predict future stock movements. Technical analysis rests on the assumption that history repeats itself and that future market direction can be determined by examining past prices. However, it is used by approximately 90% of the major stock traders. Despite its widespread use, technical analysis is criticized because it is highly subjective. Different individuals can interpret charts in different manners.
Fundamental Analysis: Fundamental analysis involves the in-depth analysis of a company's performance and profitability to determine its share price. By studying the overall economic conditions, the company's competition, and other factors, it is possible to determine expected returns and the intrinsic value of shares. This type of analysis assumes that a share's current (and future) price depends on its intrinsic value and anticipated return on investment. As new information is released pertaining to the company's status, the expected return on the company's shares will change, which affects the stock price [2] .
The advantages of fundamental analysis are its systematic approach and its ability to predict changes before they show up on the charts. Companies are compared with one another, and their growth prospects are related to the current economic environment. This allows the investor to become more familiar with the company. Unfortunately, it becomes harder to formalize all this knowledge for purposes of
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Amit Ganatr and Y. P. Kosta automation (with a neural network for example), and interpretation of this knowledge may be subjective. Also, it is hard to time the market using fundamental analysis. However, fundamental analysis is a superior method for long-term stability and growth. Basically, fundamental analysis assumes investors are 90% logical, examining their investments in detail, whereas technical analysis assumes investors are 90% psychological, reacting to changes in the market environment in predictable ways.
Neural networks are less easily communicated to humans than learned rules.
II. NEURAL NETWORK
The structure of a neural network of most commonly used type is schematically shown in figure 1. It consists of several layers of processing units (also termed neurons, nodes). The input values (input data) are fed to the neurons in the so called input layer in the left part of figure 1. The input values are processed (the data processing in the neurons is discussed later in this chapter) within the individual neurons of the input layer and then the output values of these neurons are forwarded to the neurons in the hidden layer. The arrows indicate connections from the input nodes to hidden nodes, along which the output values of the input nodes are passed on to the hidden nodes. These values obtained as inputs by the hidden nodes are again processed within them and passed on to either the output layer or to the next hidden layer (there can be more than one hidden layer).
Each connection has an associated parameter indicating the strength of this connection, the so-called weight. By changing the weights in a specific manner, the network can "learn" to map patterns presented at the input layer to target values on the output layer. The description of the procedure, by means of which this weight adaptation is performed, is called learning or training algorithm. Sometimes, so-called bias units (also called bias parameters, thresholds) are also present in the neural network. These are neurons with the property that they always produce a +1 at the output [12] .
Input: Time Series Stock market Data Output: Prediction of stock prices based on various criteria.
• Properties of neural networks ANN learning is well-suited to problems in which the training data corresponds to noisy, complex sensor data, such as inputs from cameras and microphones. It is also applicable to problems for which more symbolic representations are often used, such as the decision tree learning tasks. In these cases ANN and decision tree learning often produce results of comparable accuracy.
The back propagation algorithm is the most commonly used ANN learning technique. It is appropriate for problems with the following characteristics: [4] • Instances are represented by many attribute value pairs.
The target function to be learned is defined over instances that can be described by a vector of predefined features, such as the pixel values. These input attributes may be highly correlated or independent of one another. Input values can be any real values.
• The target function output may be discrete-valued, real-valued, or a vector of several real-or discrete-valued attributes.
• The training examples may contain errors. ANN learning methods are quite robust to noise in the training data • Long training times are acceptable. Network training algorithms typically require longer training times than, other learning algorithms. Training times can range from a few seconds to many hours, depending on factors such as the number of weights in the network, the number of training examples considered, and the settings of various learning algorithm parameters.
• Fast evaluation of the learned target function may be required. Although ANN learning times are relatively long, evaluating the learned network, in order to apply it to a subsequent instance, is typically very fast.
• The ability of humans to understand the learned target function is not important. The weights learned by neuralnetworks are often difficult for humans to interpret. Learned neural networks are less easily communicated to humans than learned rules.
•
III. PREDICTING STOCK MARKET
Stock market trading is an application domain with a big potential for data mining. In effect, the existence of an enormous amount of historical data suggests that data mining can provide a competitive advantage over human inspection of this data. On the other hand there are authors claiming that the markets adapt so rapidly in terms of price adjustments that there is no space to obtain profits in a consistent way. This is usually known as the efficient markets hypothesis.
How to use ANN in stock prediction the individual steps of this process are listed below: 1) Variable selection 2) Data collection 3) Data pre-processing 4) Data partitioning 5) Neural network design 6) Evaluation of the system 7) Training the ANN 8) Implementation IV. DATA COLLECTION Data collection plays an important role in the time series modelling. In this study, the experiment data is obtained from NSE (National Stock Exchange), data dated from 1994 until 2008 is downloaded. The data downloaded in spreadsheet like csv (comma separated values) format. It includes date, trading volumes, opening price, closing price, high price, low price and average price. The long duration of collected data will help the model to have an enough learning process. The example of data can be viewed in Table I .
All these companies are listed on NSE (National Stock Exchange) and BSE (Bombay Stock Exchange). We have taken inflation and interest rate data from RBI (Reserve Bank of India) website. We downloaded global market (FTSE, NASDAQ and NIKKEI) data from finance.yahoo.com website. Table VII . We have also done experiment to see the effect of news on stock price.
V. DATA PRE-PROCESSING
Before applying appropriate data modelling on time series data, a process called data cleaning need to be conducted because most of the time original data may contain noise and these noise will affected the prediction results [6] .
Besides, the other important task in preparing data sets is data normalization. Importance of data scaling such as to avoid attributes in greater numerical ranges dominate values in smaller numerical ranges and also to avoid numerical difficulties during the calculation. The recommended the range of data for neural network is to be scaled in between [-1, +1] or [1, 0] . We have normalized all data in the range 0 to 1. VI. PARAMETER SELECTION • Determine the size of training and testing data.
• Determine the learning algorithm (back propagation algorithm).
• Determine the structure of input, hidden and output nodes of the network.
• Determine the activation function (sigmoid function).
• Determine the learning rate. The learning rate eta is set to 0.1.
• Determine the number of iterations. It is depends on the error generated from BPNN.
• Determine the size of training and testing data. [11] Common practice is to divide the time series into two distinct sets called the training and testing sets. The training set is the largest set and is used by the neural network to learn the patterns present in the data. The testing set, ranging in size from 10 % to 30 % of the training set, is used to evaluate the generalization ability of a supposedly trained network. We have used 3200 records set for training and 200 records set for testing.
• Determine the structure of input, hidden and output nodes of the network. Deciding on the number of output neurons is somewhat more straightforward since there are compelling reasons to always use only one output neuron. Neural networks with multiple outputs, especially if these outputs are widely spaced, will produce inferior results.
VII. EXPERIMENT PLAN
We plan to do following experiments:
• Experiment 1: input data is closing price of stock with different no. of hidden nodes. 
E. FTSE
The FTSE informally, the "footsie" is a share index of the 100 most highly capitalized UK companies listed on the London Stock Exchange. The index began on 3 January 1984 with a base level of 1000; the highest value reached to date is 6950.6, on 30 December 1999.
F. NIKKEI
Nikkei 225 , is a stock market index for the Tokyo Stock Exchange (TSE). It has been calculated daily by the Nihon Keizai Shimbun (Nikkei) newspaper since 1950. It is a price-weighted average (the unit is Yen), and the components are reviewed once a year. Currently, the Nikkei is the most widely quoted average of Japanese equities, similar to the Dow Jones Industrial Average. In fact, it was known as the "Nikkei Dow Jones Stock Average" from 1975 to 1985.
G. INFLATION and INTEREST RATE
In economics, inflation is a rise in the general level of prices of goods and services in an economy over a period of time. The term "inflation" once referred to increases in the money supply (monetary inflation); however, economic debates about the relationship between money supply and price levels have led to its primary use today in describing price inflation. Inflation can also be described as a decline in the real value of money-a loss of purchasing power in the medium of exchange which is also the monetary unit of account. Interest rates targets are also a vital tool of monetary policy and are used to control variables like investment, inflation, and unemployment.
VIII. EXPERIMENT AND RESULT
In this phase, several experiments will be conducted according to the sample data collected. Experiment on the structure of the model. This is to determine which parameters are best for our model. Coming down to the second method used, the hit rate is very useful when a trading decision is based solely on whether the predicted future price goes up or down as compared to the current price(Saadetal.1998).
Hit rate:
We are usually interested in looking at the accuracy in predicting the direction of the market, i.e. whether the next day returns are positive or negative. The hit rate of a predictor indicates how often the sign of the return, i.e. the daily change is correctly predicted.
We have done following experiments:
Experiment 1: input data is closing price of stock with different no. of hidden nodes.
Experiment 2: input data is closing price and turnover of stock with different no. of hidden nodes. Experiment 3: input data is closing price of stock and global market data with different no. of hidden nodes. Experiment 4: input data is closing price of stock and interest and inflation with different no. of hidden nodes.
Experiment 5: we have done experiment to check the effect of news (economical, political, industry or other) on stock price. The above figure shows the One day ahead prediction using closing price of RIL data. The above figure shows the One day ahead prediction using closing price and error graph of RIL data. The above figure shows the One day ahead prediction using closing and Turnover data. The above figure shows the One day ahead prediction using closing and turnover data error of RIL data. In this phase, several experiments have been conducted according to the sample data collected. This is to determine which parameters are best for our model. In this phase, several experiments have been conducted according to the sample data collected. This is to determine which parameters are best for our model.
Experiments are conducted with these data sets in order to see whether segmenting the data according to different companies and in different sectors with different dataset will affect prediction performance and aims to evaluate prediction accuracy between them. In addition to that, back-propagation neural network architecture is also evaluated.
We have done first experiment-I on each (RIL, ITC, SBI, Infosys) data, in which we have used 15 input nodes and closing price as input. The decay can be from 0.01 to 0.1. If we keep high value then it oscillates around the pattern line, so we keep it minimum to 0.01. We have 3300 records for training and 200 records for testing. We have used different number of hidden nodes like 10, 15, 20, and 25.
Second experiment on each data, in which we have used 30 input nodes and closing price and turnover data, is given as input. The decay is 0.01. We have 3300 records for training and 200 records for testing. We have used different number of hidden nodes like 20, 25, 30, 35, and 40
Third experiment on each data, in which we have used 45 input nodes and closing price, interest rate and inflation data, is given as input. The decay is 0.01. We have 3300 records for training and 200 records for testing. We have used different number of hidden nodes like 25, 35, and 45. Fourth experiment on each data, in which we have used 45 input nodes and closing price and global market data, is given as input. The decay is 0.01. We have 3300 records for training and 200 records for testing. We have used different number of hidden nodes like 25, 35, and 45. We have done above experiment for one day and one week ahead prediction of stock price. In above study we have included only news about RIL, if we include news about political, economical and industry news than we get better results.
From above example we can see that stock price has very much effect of news.
IX. CONCLUSION

Reliance:
Above result shows that experiment-IV gives better results than other for one day prediction. We observed that high initial weight will require more iteration to converge. And more input and hidden node also requires more iteration to converge. Final total weight of the network in each experiment for different number of hidden nodes remains same.
In experiment-I for closing price network architecture 15-20-1 gives good result. In experiment-II for closing price and turnover network architecture 30-30-1 gives good result. In experiment-III for interest and inflation data network architecture 45-45-1 gives good result. In experiment-IV for global indices network architecture 45-25-1 gives good result. For weekly prediction above experiment gives average performance.
SBI:
Above result shows that experiment-I gives better results than other for one day prediction. We observed that high initial weight will require more iteration to converge. And more input and hidden node also requires more iteration to converge. Final total weight of the network in each experiment for different number of hidden nodes remains same.
In experiment-I for closing price network architecture 15-25-1 gives good result. In experiment-II for closing price and turnover network architecture 30-30-1 gives good result. In experiment-III for interest and inflation data network architecture 45-35-1 gives good result. In experiment-IV for global indices network architecture 45-35-1 gives good result. For weekly prediction above experiment gives poor performance.
ITC:
In experiment-I for closing price network architecture 15-15-1 gives good result. In experiment-II for closing price and turnover network architecture 30-20-1 gives average result. In experiment-III for interest and inflation data network architecture 45-45-1 gives good result. In experiment-IV for global indices network architecture 45-35-1 gives good result. For weekly prediction above experiment gives mixed performance. For example experiment-I and II gives good performance, experiment-IV gives average and experiment-III gives very poor performance.
Infosys:
Above result shows that all experiment gives poor results than earlier experiment. The experiment-IV for global indices gives average result all other gives poor result. For weekly prediction above experiment gives mixed performance. For example experiment-I, II and IV gives average performance, experiment-III gives very poor performance.
In above study we have included only news about RIL, if we include news about political, economical and industry news than we get better results. From above example we can see that stock price has very much effect of news.
X. FUTURE WORK
Performance analysis in terms of accuracy with the Support Vector Machine and Back Propagation Neural Network with Genetic Algorithms can be checked. In this paper, it is assumed that all the input data set has no noise and missing values because artificial neural networks have high tolerance to noisy data. So missing value handling along with continues & categorical values handling should be done as future enhancement.
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