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HO¨LDER REGULARITY FOR THE SPECTRUM OF TRANSLATION FLOWS
ALEXANDER I. BUFETOV AND BORIS SOLOMYAK
Abstract. The paper is devoted to generic translation flows corresponding to Abelian differen-
tials on flat surfaces of arbitrary genus g ≥ 2. These flows are weakly mixing by the Avila-Forni
theorem. In genus 2, the Ho¨lder property for the spectral measures of these flows was established
in [10, 12]. Recently Forni [17], motivated by [10], obtained Ho¨lder estimates for spectral mea-
sures in the case of surfaces of arbitrary genus. Here we combine Forni’s idea with the symbolic
approach of [10] and prove Ho¨lder regularity for spectral measures of flows on random Markov
compacta, in particular, for translation flows in all genera.
1. Introduction
1.1. Formulation of the main result. Let M be a compact orientable surface. To a holomor-
phic one-form ω on M one can assign the corresponding vertical flow h+t on M , i.e., the flow at
unit speed along the leaves of the foliation ℜ(ω) = 0. The vertical flow preserves the measure
m = i(ω ∧ ω)/2, the area form induced by ω. By a theorem of Katok [19], the flow h+t is never
mixing. The moduli space of abelian differentials carries a natural volume measure, called the
Masur-Veech measure [20], [26]. For almost every Abelian differential with respect to the Masur-
Veech measure, Masur [20] and Veech [26] independently and simultaneously proved that the flow
h+t is uniquely ergodic. Weak mixing for almost all translation flows has been established by
Veech in [27] under additional assumptions on the combinatorics of the abelian differentials and
by Avila and Forni [1] in full generality. The spectrum of translation flows is therefore almost
surely continuous and always has a singular component.
Sinai [personal communication] raised the question: to find the local asymptotics for the spec-
tral measures of translation flows. In [10, 12] we developed an approach to this problem and
succeeded in obtaining Ho¨lder estimates for spectral measures in the case of surfaces of genus 2.
The proof proceeds via uniform estimates of twisted Birkhoff integrals in the symbolic framework
of random Markov compacta and arguments of Diophantine nature in the spirit of Salem, Erdo˝s
and Kahane. Recently Forni [17] obtained Ho¨lder estimates for spectral measures in the case of
surfaces of arbitrary genus. While Forni does not use the symbolic formalism, the main idea of his
approach can also be formulated in symbolic terms: namely, that instead of the scalar estimates
of [10, 12], we can use the Erdo˝s-Kahane argument in vector form, cf. (5.2) et seq. Following the
idea of Forni and directly using the vector form of the Erdo˝s-Kahane argument yields a consid-
erable simplification of our initial proof and allows us to prove the Ho¨lder property for a general
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class of random Markov compacta, cf. [6], and, in particular, for almost all translation flows on
surfaces of arbitrary genus.
Let H be a stratum of abelian differentials on a surface of genus g ≥ 2. The natural smooth
Masur-Veech measure on the stratum H is denoted by µH. Our main result is that for almost
all abelian differentials in H, the spectral measures of Lipschitz functions with respect to the
corresponding translation flows have the Ho¨lder property. Recall that for a square-integrable test
function f , the spectral measure σf is defined by
σ̂f (−t) = 〈f ◦ h
+
t , f〉, t ∈ R,
see Section 2.5. A point mass for the spectral measure corresponds to an eigenvalue, so Ho¨lder
estimates for spectral measures quantify weak mixing for our systems.
Theorem 1.1. There exists γ > 0 such that for µH-almost every abelian differential (M,ω) ∈ H
the following holds. For any B > 1 there exist constants C = C(ω, B) and r0 = r0(ω, B) such
that for any Lipschitz function f on M , for all λ ∈ [B−1, B] we have
(1.1) σf ([λ− r, λ + r]) ≤ C‖f‖L · r
γ for all r ∈ (0, r0).
This theorem is analogous to Forni [17, Corollary 1.7].
Remark 1.2. Our argument, as well as Forni’s, see [17, Remark 1.9], remains valid for almost
every translation flow under a more general class of measures. Let µ be a Borel probability
measure invariant and ergodic under the Teichmu¨ller flow. Let κ be the number of positive
Lyapunov exponents for the Kontsevich-Zorich cocycle under the measure µ. To formulate our
condition precisely, recall that, by the Hubbard-Masur theorem on the existence of cohomological
coordinates, the moduli space of abelian differentials with prescribed singularities can be locally
identified with the space H˜ of relative cohomology, with complex coefficients, of the underlying
surface with respect to the singularities. Consider the subspace H ⊂ H˜ corresponding to the
absolute cohomology, the corresponding fibration of H˜ into translates of H and its image, a
fibration F on the moduli space of abelian differentials with prescribed singularities. Each fibre is
locally isomorphic to H and thus has dimension equal to 2g, where g is the genus of the underlying
surface. We now restrict ourselves to the subspace of abelian differentials of area 1, and let the
fibration F be the restriction of the fibration F ; the dimension of each fibre of the fibration F is
equal to 2g−1. Almost every fibre of F carries a conditional measure, defined up to multiplication
by a constant, of the measure µ. If there exists δ > 0 such that the Hausdorff dimension of the
conditional measure of µ on almost every fibre of F has Hausdorff dimension at least 2g − κ+ δ,
then Theorem 1.1 holds for µ-almost every abelian differential.
In the case of the Masur-Veech measure µH, it is well-known that the conditional measure
on almost every fibre is mutually absolutely continuous with the Lebesgue measure, hence has
Hausdorff dimension 2g. By the celebrated result of Forni [16], there are κ = g positive Lyapunov
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exponents for the Kontsevich-Zorich cocycle under the measure µH, so Theorem 1.1 will follow
by taking any δ ∈ (0, 1).
The proof of the Ho¨lder property for spectral measures proceeds via upper bounds on the
growth of twisted Birkhoff integrals
S
(x)
R (f, λ) :=
∫ R
0
e−2πiλτf ◦ h+τ (x) dτ.
Theorem 1.3. There exists α ∈ (0, 1) such that for µH-almost every abelian differential (M,ω) ∈
H and any B > 1 there exist C ′ = C ′(ω, B) and R0 = R0(ω, B) such that for any Lipschitz
function f on M , for all λ ∈ [B−1, B] and all x ∈M ,∣∣∣S(x)R (f, λ)∣∣∣ ≤ C ′Rα for all R ≥ R0.
This theorem is analogous to Forni [17, Theorem 1.6]. The derivation of Theorem 1.1 from
Theorem 1.3 is standard, with γ = 2(1 − α); see Lemma 2.3. In fact, in order to obtain (1.1),
L2-estimates (with respect to the area measure on M) of S
(x)
R (f, λ) suffice; we obtain bounds that
are uniform in x ∈M , which is of independent interest.
1.2. Quantitative weak mixing. There is a close relation between Ho¨lder regularity of spectral
measures and quantitative rates of weak mixing, see [11, 17]. One can also note a connection of
our arguments with the proofs of weak mixing, via Veech’s criterion [27]. A translation flow can
be represented, by considering its return map to a transverse interval, as a special flow over an
interval exchange transformation (IET) with a roof function constant on each sub-interval. The
roof function is determined by a vector ~s ∈ H ⊂ Rm+ with positive coordinates, where m is the
number of sub-intervals of the IET and H is a subspace of dimension 2g corresponding to the
space of absolute cohomology from Remark 1.2. Let A(n,a) be the Zorich acceleration of the
Masur-Veech cocycle on Rm, corresponding to returns to a “good set”, where a encodes the IET.
Veech’s criterion [27, §7] says that if
lim sup
n→∞
‖A(n,a) · ω~s‖Rm/Zm > 0 for all ω 6= 0,
then the translation flow corresponding to ~s is weakly mixing. This was used by Avila and Forni
[1, Theorem A.2] to show that for almost every a the set of ~s ∈ H, such that the special flow is not
weakly mixing, has Hausdorff dimension at most g + 1. On the other hand, our Proposition 5.2
says that if the set
{n ∈ N : ‖A(n,a) · ω~s‖Rm/Zm ≥ ̺}
has positive lower density in N for some ̺ > 0 uniformly in ω 6= 0 bounded away from zero
and from infinity, then spectral measures corresponding to Lipschitz functions have the Ho¨lder
property. The Erdo˝s-Kahane argument is used to estimate the dimension of those ~s for which this
fails. In recent Forni’s work, a version of the weak stable space for the Kontsevich-Zorich cocycle,
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denoted W sK(h) and defined in [17, Section 6], seems analogous to our exceptional set E defined
in (5.8). The Hausdorff dimension of this set is estimated in [17, Theorem 6.3], with the help of
[17, Lemma 6.2], which plays a roˆle similar to our Erdo˝s-Kahane argument.
1.3. Organization of the paper, comparison with [10] and [12]. A large part of the paper
[10] was written in complete generality, without the genus 2 assumptions, and is directly used here;
for example, we do not reproduce the estimates of twisted Birkhoff integrals using generalized
matrix Riesz products, but refer the reader to [10, Section 3] instead. Sharper estimates of matrix
Riesz products were obtained in [12], where the matrix Riesz products products are interpreted
in terms of the spectral cocycle. In particular, we established a formula relating the local upper
Lyapunov exponents of the cocycle with the pointwise lower dimension of spectral measures. Note
nonetheless that the cocycle structure is not used in this paper. Section 3, parallel to [10, Section
4], contains the main result on Ho¨lder regularity of spectral measures in the setting of random
S-adic, or, equivalently, random Bratteli-Verhik systems. The main novelty is that here we
only require that the second Lyapunov exponent θ2 of the Kontsevich-Zorich cocycle be positive,
while in [10] the assumption was that θ1 > θ2 > 0 are the only non-negative exponents. The
preliminary Section 4 closely follows [10]. The crucial changes occurs in Sections 5 and 6, where, in
contrast with [10], Diophantine approximation is established in vector form, cf. Lemma 5.1. The
exceptional set is defined in (5.8), and the Hausdorff dimension of the exceptional set is estimated
in Proposition 5.4. Although the general strategy of the “Erdo˝s-Kahane argument” remains,
the implementation is now significantly simplified. In [10] we worked with scalar parameters,
the coordinates of the vector of heights with respect to the Oseledets basis, but here we simply
consider the vector parameter and work with the projection of the vector of heights to the strong
unstable subspace. In particular, the cumbersome estimates of [10, Section 8] are no longer
needed. Section 7, devoted to the derivation of the main theorem on translation flows from its
symbolic counterpart, parallels [10, Section 11] with some changes. The most significant one is
that we require a stronger property of the good returns, which is achieved in Lemma 7.1. On the
other hand, the large deviation estimate for the Teichmu¨ller flow required in Theorem 3.2 remains
unchanged, and we directly use [10, Prop. 11.3].
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2. Preliminaries
2.1. Translation flows and their symbolic representation. The translation flow on the
surface can be realized as a special flow over an interval exchange transformation; for a detailed
exposition, see e.g. Viana’s survey [32] . Veech [26] constructed, for any connected component of
a stratum H, a measurable map from the space V(R) of zippered rectangles corresponding to the
Rauzy class R, to H, which intertwines the Teichmu¨ller flow on H and a renormalization flow Pt
that Veech defined on V(R). Our convention here follows that of [6].
Section 4.3 of [6] gives a symbolic coding of the flow Pt on V(R), namely, a map
(2.1) ΞR : (V(R), ν˜)→ (Ω,P )
defined almost everywhere, where ν˜ is the pull-back of ν from H and (Ω,P ) is a space of Markov
compacta. The first return map of the flow Pt for an appropriate Poincare´ section is mapped by
ΞR to the shift map σ on (Ω,P ). This correspondence maps the Rauzy-Veech cocycle over the
Teichmu¨ller flow into the renormalization cocycle for the Markov compacta. Moreover, the map
ΞR induces a map defined for a.e. X ∈ V(R), from the corresponding Riemann surface M(X ) to
a 2-sided Markov compactum in X ∈ Ω, intertwining their vertical and horizontal flows.
For the theory of Markov compacta and Bratteli-Vershik transformations, see the original
papers [28, 29, 30] ; for their spectral theory see [25]. The framework of 2-sided Markov compacta
and their applications to translation flows was developed in [6]. It is shown in [6] that the “vertical
flow” on a 2-sided Markov compactum X is isomorphic to a special flow over the Vershik map,
defined over the positive “half” X+ of the compactum X. The roof function of this special flow
is piecewise-constant and depends only on the 1-st symbol. An equivalent framework of random
S-adic flows, cf. [10] and references therein, is used in [12] and in this paper.
2.2. Substitutions and S-adic systems. The reader is referred to [15, 24] for the background
on substitution systems. Let A = {1, . . . ,m} be a finite alphabet; we denote by A+ the set of
finite (non-empty) words in A. A substitution is a map ζ : A → A+, which is extended to an
action on A+ and AN by concatenation. The substitution matrix is defined by
(2.2) Sζ(i, j) = number of symbols i in the word ζ(j).
Denote by A a set of substitutions ζ on A with the property that all letters appear in the set
of words {ζ(a) : a ∈ A} and there exists a such that |ζ(a)| > 1. Below we identify Ω with a
space of 2-sided sequences of substitutions from A and write Ω+ for the set of 1-sided sequences of
substitutions. An element of Ω+ provides a symbolic coding for almost every interval exchange.
The “roof vector” is determined by the left side of a sequence in Ω. An element of Ω+ will be
denoted by a+ = {ζj}j≥1. The Rauzy-Veech, or renormalization cocycle, in this notation becomes
a matrix cocycle on the space Rm over the shift map on Ω+, given by the (transpose) substitution
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matrix of ζ1:
A(a) := Stζ1 ; A(a, n) := A(σ
n−1a) · . . . · A(a).
Let a+ = {ζn}n≥1 be a 1-sided sequence of substitutions on A. Denote
ζ [n] := ζ1 ◦ · · · ◦ ζn, n ≥ 1.
Recall that Sζ1◦ζ2 = Sζ1Sζ2 . We will sometimes write
Sj := Sζj and S
[n] := Sζ[n].
We will also consider subwords of the sequence a and the corresponding substitutions obtained
by composition. Denote
(2.3) Sq = Sn · · · Sℓ and A(q) = S
t
q
for q = ζn . . . ζℓ
Given a+, denote by Xa+ ⊂ A
Z the subspace of all two-sided sequence whose every subword
appears as a subword of ζ [n](b) for some b ∈ A and n ≥ 1. Let T be the left shift on AZ; then
(Xa+ , T ) is the (topological) S-adic dynamical system. We refer to [3] for the background on
S-adic shifts. A sequence of substitutions is called (weakly) primitive if for any n ∈ N there exists
k ∈ N such that Sn · · · Sn+k is a matrix with strictly positive entries. This implies minimality and
unique ergodicity of the S-adic shift, see [3]. Weak primitivity is known to hold for almost every
a+ ∈ Ω+.
In fact, it will be convenient for us to deal with an abstract framework of a sequence of
substitutions a+ ∈ AN, with the following standing assumptions:
(A1) There is a word q which appears in a+ infinitely often, for which Sq has all entries strictly
positive.
(A2) Every substitution matric is non-singular: det(Aj) 6= 0 for all j ≥ 1.
Condition (A1) implies that (Xa+ , T ) is minimal and uniquely ergodic, and we denote the
unique invariant probability measure by µa+ (condition (A2) will be needed below). We further
let (X~s
a+
, ht, µ˜a+) be the special flow over (Xa+ , µa+, T ), corresponding to a piecewise-constant
roof function φ defined by ~s ∈ Rm+ , that is,
φ(x) = sx0 , x ∈ Xa+.
The measure µ˜a+ is induced by the product of µa+ and the Lebesgue measure on R. By definition,
we have a union, disjoint in measure:
X
~s
a+
=
⋃
a∈A
[a]× [0, sa],
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where Xa+ =
⊔
a∈A[a] is the partition into cylinder sets according to the value of x0. It is
convenient to use the normalization:
~s ∈ ∆m−1
a
:=
{
~s ∈ Rm+ :
∑
a∈A
µa+([a]) · sa = 1
}
,
so that µ˜a+ is a probability measure on X
~s
a+
. Below we often omit the subscript and write µ = µa+,
µ˜ = µ˜a+, when it is clear from the context.
2.3. Cylindrical functions. We define bounded cylindrical functions (or cylindrical functions of
level zero) by the formula:
(2.4) f(x, t) =
∑
a∈A
1 [a](x) · ψa(t), with ψa ∈ L
∞[0, sa].
Cylindrical functions of level zero do not suffice to describe the spectral type of the flow; rather,
we need functions depending on an arbitrary fixed number of symbols. Cylindrical functions of
level ℓ ≥ 1 depend on the first ℓ edges of the path representing a point in the Bratteli-Vershik
representation. In the S-adic framework, we say that f is a bounded cylindrical function of level
ℓ if
(2.5) f(x, t) =
∑
a∈A
1 ζ[ℓ][a](x) · ψ
(ℓ)
a (t), with ψ
(ℓ)
a ∈ L
∞[0, s(ℓ)a ],
where
~s (ℓ) = (s(ℓ)a )a∈A := (S
[ℓ])t~s.
This definition depends on the notion of recognizability for the sequence of substitutions, see
[4], which generalizes bilateral recognizability of B. Mosse´ [21] for a single substitution, see also
Sections 5.5 and 5.6 in [24]. By definition of the space Xa+ , for every n ≥ 1, every x ∈ Xa+ has
a representation of the form
(2.6) x = T k
(
ζ [n](x′)
)
, where x′ ∈ Xσna+, 0 ≤ k < |ζ
[n](x0)|.
Here σ denotes the left shift, and we recall that a substitution ζ acts on AZ by
ζ(. . . a−1.a0a1 . . .) = . . . ζ(a−1).ζ(a0)ζ(a1) . . .
We say that the sequence of substitutions is recognizable at level n if the representation (2.6)
is unique. In view of condition (A2), by [4, Theorem 3.1], the sequence of substitutions a+ is
recognizable at all levels, because property (A1) implies minimality of the S-adic system. It
follows that
(2.7) Pn = {T
i(ζ [n][a]) : a ∈ A, 0 ≤ i < |ζ [n](a)|}
is a sequence of Kakutani-Rokhlin partitions for n ≥ n0(a), which generates the Borel σ-algebra
on the space Xa. We emphasize that, in general, ζ
[n][a] may be a proper subset of [ζ [n](a)].
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Using the uniqueness of the representation (2.6) and the Kakutani-Rokhlin partitions (2.7), we
obtain for n ≥ n0:
µ([a]) =
∑
b∈A
S
[n](a, b)µ(ζ [n][b]), a ∈ A,
hence
(2.8) ~µ0 = S
[n]~µn, where ~µn =
(
µ(ζ [n][b])
)
b∈A
is a column-vector. Similarly to (2.8), we have that
(2.9) ~µn = Sn+1~µn+1, n ≥ n0.
It follows from the above that, for any ℓ ≥ 1, the special flow (X~s
a
, µ˜, ht) is measurably isomor-
phic to the special flow over the system (ζ [ℓ](Xσℓa), ζ
[ℓ] ◦ T ◦ (ζ [ℓ])−1), with the induced measure,
and a piecewise-constant roof function given by the vector
~s (ℓ) = (s(ℓ)a )a∈A := (S
[ℓ])t~s.
We have a union, disjoint in measure:
(2.10) X~s
a+
=
⋃
a∈A
ζ [ℓ][a]× [0, s(ℓ)a ],
and so bounded cylindrical functions of level ℓ are well-defined by (2.5).
2.4. Weakly Lipschitz functions. Following Bufetov [7, 6], we consider the space of weakly
Lipschitz functions on the space X~s
a+
, except here we do everything in the S-adic framework.
This is the class of functions that we obtain from Lipschitz functions on the translation surface
M under the symbolic representation of the translation flow, for almost every Abelian differential.
Definition 2.1. Suppose that a+ ∈ AN is such that the S-adic system (Xa+ , T ) is uniquely
ergodic, with the invariant probability measure µ. We say that a bounded function f : X~s
a+
→ C
is weakly Lipschitz and write f ∈ Lipw(X
~s
a+
) if there exists C > 0 such that for all a ∈ A and
ℓ ∈ N, for any x, x′ ∈ ζ [ℓ][a] and all t ∈ [0, s
(ℓ)
a ], we have
(2.11) |f(x, t)− f(x′, t)| ≤ Cµ(ζ [ℓ][a]).
Here we are using the decomposition of X~s
a+
from (2.10). The norm in Lipw(X
~s
a+
) is defined by
(2.12) ‖f‖L := ‖f‖∞ + C˜,
where C˜ is the infimum of the constants in (2.11).
Note that a weakly Lipschitz functions is not assumed to be Lipschitz in the t-direction. This
direction corresponds to the “past” in the 2-sided Markov compactum and to the vertical direction
in the space of the special flow under the symbolic representation, and the reason is that any
symbolic representation of a flow on a manifold unavoidably has discontinuities.
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Lemma 2.2. Let f : X~s
a+
→ C be a weakly Lipschitz function. Then for any ℓ ∈ N there exists a
bounded cylindrical function of level ℓ, denote it f (ℓ), such that ‖f (ℓ)‖∞ ≤ ‖f‖∞ and
‖f − f (ℓ)‖∞ ≤ ‖f‖L ·maxa∈A
µ(ζ [ℓ][a]).
Proof. We use the decomposition (2.10). For each a ∈ A and ℓ choose xa,ℓ ∈ ζ
[ℓ] arbitrarily, and
let
f (ℓ)(x, t) := f(xa,ℓ, t), where x0 = a, t ∈ [0, s
(ℓ)
a ].
By definition, the function f (ℓ) has all the required properties. 
2.5. Spectral measures and twisted Birkhoff integrals. We use the following convention for
the Fourier transform of functions and measures: given ψ ∈ L1(R) we set ψ̂(t) =
∫
R
e−2πiωtψ(ω) dω,
and for a probability measure ν on R we let ν̂(t) =
∫
R
e−2πiωt dν(ω).
Given a measure-preserving flow (Y, ht, µ)t∈R and a test function f ∈ L
2(Y, µ), there is a finite
positive Borel measure σf on R such that
σ̂f (−τ) =
∫ ∞
−∞
e2πiωτ dσf (ω) = 〈f ◦ hτ , f〉 for τ ∈ R.
In order to obtain local bounds on the spectral measure, we use growth estimates of the twisted
Birkhoff integral
(2.13) S
(y)
R (f, ω) :=
∫ R
0
e−2πiωτf ◦ hτ (y) dτ.
The following lemma is standard; a proof may be found in [9, Lemma 4.3].
Lemma 2.3. Suppose that for some fixed ω ∈ R, R0 > 0, and α ∈ (0, 1) we have
(2.14)
∥∥∥S(y)R (f, ω)∥∥∥
L2(Y,µ)
≤ C1R
α for all R ≥ R0.
Then
(2.15) σf ([ω − r, ω + r]) ≤ π
22−2αC21r
2(1−α) for all r ≤ (2R0)
−1.
3. Random S-adic systems: statement of the theorem
Here we consider dynamical systems generated by a random S-adic system. In order to state
our result, we need some preparation; specifically, the Oseledets Theorem.
Recall that A denotes the set of substitutions ζ on A with the property that all letters appear
in the set of words {ζ(a) : a ∈ A} and there exists a such that |ζ(a)| > 1. Let Ω be the 2-sided
space of sequences of substitutions:
Ω = {a = . . . ζ−n . . . ζ0.ζ1 . . . ζn . . . ; ζi ∈ A, i ∈ Z},
equipped with the left shift σ. For a ∈ Ω we denote by Xa+ the S-adic system corresponding to
a+ = {ζn}n≥1.
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We will sometimes write ζ(q) for the substitution corresponding to q ∈ A. For a word q =
q1 . . . qk ∈ A
k we can compose the substitutions to obtain ζ(q) = ζ(q1) . . . ζ(qk). We will also need
a “2-sided cylinder set”:
[q.q] = {a ∈ Ω : ζ−k+1 . . . ζ0 = ζ1 . . . ζk = q}.
Following [8], we say that the word q = q1 . . . qk is “simple” if for all 2 ≤ i ≤ k we have
qi . . . qk 6= q1 . . . qk−i+1. If the word q is simple, two occurrences of q in the sequence a cannot
overlap.
Definition 3.1. A word v ∈ A∗ is a return word for a substitution ζ if v starts with some letter
c and vc occurs in the substitution space Xζ . The return word is called “good” if vc occurs in the
substitution ζ(j) of every letter. We denote by GR(ζ) the set of good return words for ζ.
Recall that A(a) := Stζ1 . Let P be an ergodic σ-invariant probability measure on Ω satisfying
the following
Conditions:
(C1) The matrices A(a) are almost surely invertible with respect to P .
(C2) The functions a 7→ log(1 + ‖A±1(a)‖) are integrable.
We can use any matrix norm, but it will be convenient the ℓ∞ operator norm, so ‖A‖ = ‖A‖∞
unless otherwise stated.
We obtain a measurable cocycle A : Ω→ GL(m,R), called the renormalization cocycle. Denote
(3.1) A(n,a) =

A(σn−1a) · . . . · A(a), n > 0;
Id, n = 0;
A
−1(σ−na) · . . . · A−1(σ−1a), n < 0,
so that
A(n,a) = St(an . . . a1) = S
t
ζ1...ζn , n ≥ 1.
By the Oseledets Theorem [22] (for a detailed survey and refinements, see Barreira-Pesin [2,
Theorem 3.5.5]), there exist Lyapunov exponents θ1 > θ2 > . . . > θr and, for P -a.e. a ∈ Ω, a
direct-sum decomposition
(3.2) Rm = E1
a
⊕ · · · ⊕ Er
a
that depends measurably on a ∈ Ω and satisfies the following:
(i) for P -a.e. a ∈ Ω, any n ∈ Z, and any i = 1, . . . , r we have
A(n,a)Ei
a
= Eiσna;
(ii) for any v ∈ Ei
a
, v 6= 0, we have
lim
|n|→∞
log ‖A(n,a)v‖
n
= θi,
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where the convergence is uniform on the unit sphere {u ∈ Ei
a
: ‖u‖ = 1};
(iii) lim|n|→∞
1
n log∠
(⊕
i∈I E
i
σna,
⊕
j∈J E
j
σna
)
= 0 whenever I ∩ J = ∅.
We will denote by Eu
a
=
⊕
{Ei
a
: θi > 0} and E
st
a
=
⊕
{Ei
a
: θi < 0} respectively the strong
unstable and stable subspaces corresponding to a. Any subspace of the form EJ
a
:=
⊕
j∈J E
j
a will
be called an Oseledets subspace corresponding to a.
Let σf be the spectral measure for the system (X
~s
a+
, ht, µ˜a+) with the test function f (assuming
the system is uniquely ergodic). Now we can state our theorem.
Theorem 3.2. Let (Ω,P , σ) be an invertible ergodic measure-preserving system satisfying condi-
tions (C1)-(C2) above. Consider the cocycle A(n,a) defined by (3.1). Assume that
(a) there are κ ≥ 2 positive Lyapunov exponents and the top exponent is simple;
(b) there exists a simple admissible word q ∈ Ak for some k ∈ N, such that all the entries of
the matrix Sq are strictly positive and P ([q.q]) > 0;
(c) the set of vectors {~ℓ(v) : v is a good return word for ζ} generates Zm as a free Abelian
group;
(d) Let ℓq(a) be the “negative” waiting time until the first appearance of q.q, i.e.
ℓq(a) = min{n ≥ 1 : σ
−na ∈ [q.q]}.
Let P (a|a+) be the conditional distribution on the set of a’s conditioned on the future
a+ = a1a2 . . . We assume that there exist ε > 0 and 1 < C <∞ such that
(3.3)
∫
[q.q]
∥∥∥A(ℓq(a), σ−ℓq(a)a)∥∥∥ε dP (a|a+) ≤ C for all a+ starting with q.
Then there exists γ > 0 such that for P -a.e. a ∈ Ω the following holds:
Let (Xa+ , T, µa+) be the S-adic system corresponding to a
+, which is uniquely ergodic. Let
(X~s
a+
, ht, µ˜a+) be the special flow over (Xa+ , T, µa+) under the piecewise-constant roof function
determined by ~s. Let HJ
a
be an Oseledets subspace corresponding to a, such that Eu
a
⊂ HJ
a
.
Then for Lebesgue-a.e. ~s ∈ HJ
a
∩ ∆m−1
a
, for all B > 1 there exist R0 = R0(a, ~s,B) > 1 and
r0 = r0(a, ~s,B) > 0 such that for any f ∈ Lip
+
w(X
~s
a+
),
(3.4) |S
(x,t)
R (f, ω)| ≤ C˜(a, ‖f‖L) · R
1−γ/2, for all ω ∈ [B−1, B] and R ≥ R0,
uniformly in (x, t) ∈ X~s
a+
, and
(3.5) σf (B(ω, r)) ≤ C(a, ‖f‖L) · r
γ , for all ω ∈ [B−1, B] and 0 < r < r0,
with the constants depending only on a and ‖f‖L.
More precisely, for any ǫ1 > 0 there exists γ(ǫ1) > 0, such that for P -a.e. a ∈ Ω there is an
exceptional set E(a, ǫ1) ⊂ H
J
a
∩∆m−1
a
, satisfying
(3.6) dimH(E(a, ǫ1)) < dim(H
J
a
)− κ+ ǫ1,
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such that (3.4) and (3.5) hold for all ~s ∈ HJ
a
∩∆m−1
a
\ E(a, ε1) with γ = γ(ǫ1).
Remarks. 1. Note that dim(HJ
a
∩∆m−1
a
) = dim(HJ
a
)− 1 and κ ≥ 2, so (3.6) indeed implies that
E(a, ǫ1) has zero Lebesgue measure in H
J
a
∩∆m−1
a
.
2. The assumption that q is a simple word ensures that occurrences of q do not overlap. Then
we have, in view of (2.3):
(3.7) A(ℓq(a), σ
−ℓq(a)a) = A(q)A(p)A(q),
for some p ∈ A (possibly trivial). For our application, it will be easy to make sure that q is
simple, as we show in Section 7, unlike in the paper [8], where additional efforts were needed to
achieve the desired aims.
4. Beginning of the proof of Theorem 4.1
4.1. Reduction to an induced system. Here we show that Theorem 3.2 reduces to the case
when
(4.1) an = qpnq for all n ∈ Z,
where q is a fixed word in Ak for some k ∈ N, such that its incidence matrix is strictly positive,
and pn is arbitrary. In the next theorem we use the same notation as in Theorem 3.2.
Theorem 4.1. Let (Ωq,P , σ) be an invertible ergodic measure-preserving system as in the pre-
vious section, satisfying conditions (C1)-(C2), (4.1). Consider the cocycle A(n,a) defined by
(3.1). Assume that
(a′) there are κ ≥ 2 positive Lyapunov exponents and the top exponent is simple;
(b′) the substitution ζ = ζ(q) is such that its substitution matrix Sζ = Q has strictly positive
entries;
(c′) there exist “good return words” {uj}
k
j=1 for ζ = ζ(q), such that {
~ℓ(uj)}
k
j=1 generates Z
m
as a free Abelian group;
(d′) there exist ε > 0 and 1 < C <∞ such that
(4.2)
∫
Ωq
‖A(a0)‖
ε dP (a|a+) ≤ C for all a+.
Then the same conclusions hold as in Theorem 3.2.
Proof of Theorem 3.2 assuming Theorem 4.1. Given an ergodic system (Ω,P , σ) from the state-
ment of Theorem 3.2, we consider the induced system on the cylinder set Ωq := [q.q]. Then
symbolically we can represent elements of Ωq as sequences satisfying (4.1). Denote by Pq the
induced (conditional) measure on Ωq. Since P ([q.q]) > 0, standard results in Ergodic Theory
imply that the resulting induced system (Ωq,Pq, σ) is also ergodic and the associated cocycle
has the same properties of the Lyapunov spectrum (with the values of the Lyapunov exponents
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multiplied by 1/P ([q.q])); that is, (a′) holds.The properties (b′) and (c′) follow from (b) and (c)
automatically. Finally, note that (4.2) is identical to (3.3). On the level of Bratteli-Vershik dia-
grams this corresponds to the “aggregation-telescoping procedure”, which results in a naturally
isomorphic Bratteli-Vershik system. Observe also that a weakly-Lipschitz function on Ω induces
a weakly-Lipschitz function on Ωq without increase of the norm ‖f‖L, see Section 2.4. Thus,
Theorem 4.1 applies, and the reduction is complete. 
4.2. Exponential tails. For a ∈ Ωq we consider the sequence of substitutions ζ(an), n ≥ 1. In
view of (4.1), we have
ζ(an) = ζ(q)ζ(pn)ζ(q).
Recall that
A(pn) = S
t
ζ(pn)
.
Denote
(4.3) Wn =Wn(a) := log ‖A(an)‖ = log ‖Q
tA(pn)Q
t‖.
It is clear that Wn ≥ 0 for n ≥ 1.
Proposition 4.2 (Prop. 6.1 in [10]). Under the assumptions of Theorem 4.1, there exists a positive
constant L1 such that for P -a.e. a, the following holds: for any δ > 0, for all N sufficiently large
(N ≥ N0(a, δ)),
(4.4) max
{∑
n∈Ψ
Wn+1 : Ψ ⊂ {1, . . . , N}, |Ψ| ≤ δN
}
≤ L1 · log(1/δ) · δN.
The following is an immediate consequence.
Corollary 4.3. In the setting of Proposition 4.2, we have for any C > 0:
(4.5) card {n ≤ N : Wn+1 > CL1 · log(1/δ)} ≤
δN
C
.
4.3. Estimating twisted Birkhoff integrals. We will use the following notation: ‖y‖R/Z is the
distance from y ∈ R to the nearest integer. For a word v in the alphabet A denote by ~ℓ(v) ∈ Zm
its “population vector” whose j-th entry is the number of j’s in v, for j ≤ m. We will need the
“tiling length” of v defined, for ~s ∈ Rm+ , by
(4.6) |v|~s := 〈~ℓ(v), ~s〉.
Below we denote by Oa,Q(1), Oa,B(1), etc., generic constants which depends only on the param-
eters indicated and which may be different from line to line. Recall that the roof function is
normalized by
~s ∈ ∆m−1
a
:= {~s ∈ Rm+ :
∑
a∈A
µa+([a])sa = 1}.
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Proposition 4.4. Suppose that the conditions of Theorem 4.1 are satisfied. Then for P -a.e.
a ∈ Ω, for any η ∈ (0, 1), there exists ℓη = ℓη(a) ∈ N, such that for all ℓ ≥ ℓη and any bounded
cylindrical function f (ℓ) of level ℓ, for any (x, t) ∈ X~s
a+
, ~s ∈ ∆m−1
a
, and ω ∈ R,
(4.7) |S
(x,t)
R (f
(ℓ), ω)| ≤ Oa,Q(1) · ‖f
(ℓ)‖
∞
(
R1/2+R1+η
∏
ℓ+1≤n< logR
4θ1
(
1− c1 ·max
v∈GR(ζ)
∥∥ω|ζ [n](v)|~s∥∥2R/Z)),
for all R ≥ e8θ1ℓ. Here c1 ∈ (0, 1) is a constant depending only on Q.
The proposition was proved in [10, Prop. 7.1], in the equivalent setting of Bratteli-Vershik
transformations, and we do not repeat it here. The proof proceeds in several steps, which already
appeared in one way or the other, in our previous work [9, 10, 12]. In short, given a cylindrical
function of the form (2.4), it suffices to consider f(x, t) = 1 [a](x) · ψa(t) for a ∈ A. A calculation
shows that its twisted Birkhoff sum, up to a small error, equals ψ̂a times an exponential sum
corresponding to appearances of a in an initial word of a sequence x ∈ Xa+. Using the prefix-
suffix decomposition of S-adic sequences, the latter may be reduced to estimating exponential
sums corresponding to the substituted symbols ζ [n](b), b ∈ A. These together (over all a and b
in A) form a matrix of trigonometric polynomials to which we give the name of a matrix Riesz
product in [10, Section 3.2] and whose cocycle structure is studied in [12]. The next step is
estimating the norm of a matrix product from above by the absolute value of a scalar product,
which was done in [10, Prop. 3.4]. Passing from cylindrical functions of level zero to those of
level ℓ follows by a simple shifting of indices, see [10, Section 3.5].The term R1/2 (which can be
replaced by any positive power of R at the cost of a change in the range of n in the product)
absorbs several error terms.
One tiny difference with [10, Prop. 7.1] is that there we assumed a different normaliza-
tion: ‖s‖1 = 1, hence ‖s‖∞ ≤ 1, which was used in the proof. Here we we have ‖s‖∞ ≤(
mina∈A µa+([a])
)−1
, which is absorbed into the constant Oa,Q(1).
4.4. Reduction to the case of cylindrical functions. Our goal is to prove that for all B > 1,
for “typical” ~s in the appropriate set, for any weakly Lipschitz function f on X~s
a+
, holds
(4.8) σf (B(ω, r)) ≤ C(a, ‖f‖L) · r
γ for ω ∈ [B−1, B] and 0 < r ≤ r0(a, ~s,B),
for some γ ∈ (0, 1), uniformly in (x, t) ∈ X~s
a+
. We will specify γ at the end of the proof, see (5.4)
and (6.5). The dependence on ~s in the estimate is “hidden” in σf , the spectral measure of the
special flow corresponding to the roof function given by ~s. In view of Lemma 2.3, the estimate
(4.8) will follow, once we show
(4.9) |S
(x,t)
R (f, ω)| ≤ C˜(a, ‖f‖L) · R
1−γ/2, for ω ∈ [B−1, B] and R ≥ R0(a, ~s,B).
Lemma 4.5. Fix B > 1. Let a be Oseledets regular for the renormalization cocycle A(n), vector
~s ∈ ∆m−1
a
, and suppose that for all ℓ ≥ ℓ0(a, ~s,B) we have for any bounded cylindrical function
HO¨LDER REGULARITY FOR THE SPECTRUM OF TRANSLATION FLOWS 15
f (ℓ) of level ℓ:
(4.10) |S
(x,t)
R (f
(ℓ), ω)| ≤ O
a,‖f(ℓ)‖∞
(1) ·R1−γ/2, for ω ∈ [B−1, B] and R ≥ eγ
−1θ1ℓ.
Then (4.9) holds for any weakly Lipschitz function f on X~s
a+
.
Proof. Let f be a weakly Lipschitz function f on X~s
a+
. By Lemma 2.2, we have
‖f − f (ℓ)‖∞ ≤ ‖f‖L ·max
a∈A
µa+(ζ
[ℓ][a]),
for some cylindrical function of level ℓ, with ‖f (ℓ)‖∞ ≤ ‖f‖∞. By (2.9) and the Oseledets Theorem,
since a is Oseledets regular, we have
lim
n→∞
log µa+(ζ
[n][a])
n
= −θ1, for all a ∈ A,
hence for ℓ ≥ ℓ1(a),
(4.11) ‖f − f (ℓ)‖∞ ≤ ‖f‖L · e
− 1
2
θ1ℓ.
Recall that S
(x,t)
R (f, ω) =
∫ R
0 e
−2πiωτf ◦ hτ (x, t) dτ . Let ℓ2 = ℓ2(a, ~s,B) := max{ℓ1(a), ℓ0(a, ~s,B)}
and
R0 = R0(a, ~s,B) := exp
[
γ−1θ1ℓ2
]
.
For R ≥ R0 let
(4.12) ℓ :=
⌊
γ logR
θ1
⌋
,
so that ℓ ≥ ℓ2 and both (4.10) and (4.11) hold. We obtain
|S
(x,t)
R (f, ω)− S
(x,t)
R (f
(ℓ), ω)| ≤ R · ‖f‖L · e
− 1
2
θ1ℓ ≤ eθ1/2 · ‖f‖L · R
1−γ/2,
which together with (4.10) imply (4.9). 
5. Quantitative Veech criterion and the exceptional set
By the definition of tile length (4.6) and population vector, we have
‖ω|ζ [n](v)|~s‖R/Z = ‖〈~ℓ(v), ω(S
[n])t~s〉‖R/Z = ‖〈~ℓ(v),A(n,a)(ω~s)〉‖R/Z.
For ~x = (x1, . . . , xm) denote by
‖~x‖Rm/Zm = max
j
‖xj‖R/Z,
the distance from ~x to the nearest integer lattice point in the ℓ∞ metric.
Lemma 5.1. Let {vj}
k
j=1 be the good return words for the substitution ζ, such that {
~ℓ(vj)}
k
j=1
generate Zm as a free Abelian group. Then there exists a constant Cζ > 1 such that
(5.1) C−1ζ ‖~x‖Rm/Zm ≤ maxj≤k
‖〈~ℓ(vj), ~x〉‖R/Z ≤ Cζ‖~x‖Rm/Zm .
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Proof. Let ~x = ~n+ ~ǫ, where ~n ∈ Zm is the nearest point to ~x. Then ‖~x‖Rm/Zm = ‖~ǫ‖∞, and
‖〈~ℓ(vj), ~x〉‖R/Z = ‖〈~ℓ(vj),~ǫ〉‖R/Z ≤ ‖~ℓ(vj)‖1 · ‖~ǫ‖∞,
proving the right inequality in (5.1). On the other hand, the assumption that {~ℓ(vj)}
k
j=1 gen-
erate Zm as a free Abelian group means that for each j ≤ m there exist ai,j ∈ Z such that∑k
j=1 ai,j
~ℓ(vj) = ei, the i-th unit vector. Then
‖~x‖Rm/Zm = max
i
‖xi‖R/Z = max
i
∥∥∥∥∥∥
〈 k∑
j=1
ai,j~ℓ(vj), ~x
〉∥∥∥∥∥∥
R/Z
≤ max
i≤m
k∑
j=1
|ai,j| ·max
j≤k
‖〈~ℓ(vj), ~x〉‖R/Z,
finishing the proof. 
In view of (5.1), the product in (4.7) can be estimated as follows:
(5.2)
∏
ℓ+1≤n< logR
4θ1
(
1− c1 ·max
v∈GR(ζ)
∥∥ω|ζ [n](v)|~s∥∥2R/Z) ≤ ∏
ℓ+1≤n< logR
4θ1
(
1− c˜1 ·
∥∥A(n,a)(ω~s)∥∥2
Rm/Zm
)
,
where c˜1 ∈ (0, 1) is a constant depending only on ζ.
Proposition 5.2 (Quantitative Veech criterion). Let a be Oseledets regular, ~s ∈ ∆m−1
a
, B > 1,
and suppose that there exists ̺ ∈ (0, 12) such that the set
{
n ∈ N :
∥∥A(n,a)(ω~s)∥∥
Rm/Zm
≥ ̺
}
has
lower density greater than δ > 0 uniformly in ω ∈ [B−1, B], that is,
(5.3) card
{
n ∈ N :
∥∥A(n,a)(ω~s)∥∥
Rm/Zm
≥ ̺
}
≥ δN for all ω ∈ [B−1, B] and N ≥ N0(a, ~s,B).
Then then Ho¨lder property (4.8) holds with
(5.4) γ = min
{
δ
16
,
−δ log(1− c˜1̺
2)
8θ1
}
.
Proof. By Lemma 4.5, it is enough to verify (4.10) for a bounded cylindrical function f (ℓ), with
ℓ ≥ ℓ0 = ℓ0(a, ~s,B). We use (4.7) and (5.2), with η = γ/2, to obtain:
(5.5)
|S
(x,t)
R (f
(ℓ)), ω)| ≤ Oa,Q(1) · ‖f
(ℓ)‖
∞
R1/2 +R1+γ/2 ∏
ℓ+1≤n< logR
4θ1
(
1− c˜1 ·
∥∥A(n,a)(ω~s)∥∥2
Rm/Zm
) ,
for ℓ ≥ ℓγ/2 and R ≥ e
8θ1ℓ. Since our goal is (4.10), we can discard the R1/2 term immediately.
Let N0 = N0(a, ~s,B) and
ℓ0 = max
{
ℓγ/2, ⌈4γ(N0 + 1)⌉
}
.
For ℓ ≥ ℓ0 take R ≥ e
γ−1θ1ℓ, as required by Lemma 4.5. Then R ≥ e8θ1ℓ, since γ ≤ 1/16, so (5.5)
applies. Let
N =
⌊
logR
4θ1
⌋
,
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then the choice of R and ℓ0 implies that N ≥ N0. Thus we have by (5.3):∏
ℓ+1≤n< logR
4θ1
(
1− c˜1 ·
∥∥A(n,a)(ω~s)∥∥2
Rm/Zm
)
≤ (1− c˜1̺
2)δN−ℓ−2
≤ 3(1− c˜1̺
2)(δ logR)/(8θ1)
≤ 3R−γ ,(5.6)
where in the second line we used
δN − ℓ− 2 ≤ δ
[ logR
4θ1
− 1
]
− ℓ− 2 ≤
δ logR
4θ1
− ℓ− 3,
ℓ ≤ γ logR/θ1 ≤ δ logR/(16θ1), and a trivial estimate (1− c˜1̺
2)−3 ≤ 3 for c˜1 ∈ (0, 1), ̺ ∈ (0,
1
2 ).
In the last line we used (5.4). Combining (5.5) with (5.6) yields the desired (4.10). 
For ω > 0 and ~s ∈ ∆m−1
a
let ~Kn(ω~s) ∈ Z
m be the nearest integer lattice point to A(n,a)(ω~s),
that is,
(5.7) A(n,a)(ω~s) = ~Kn(ω~s) + ~εn(ω~s), ‖~εn(ω~s)‖∞ =
∥∥A(n,a)(ω~s)∥∥
Rm/Zm
.
Definition 5.3 (Definition of the exceptional set). Given ̺, δ > 0 and B > 1, define
EN (̺, δ,B) :=
{
ω~s ∈ Rm+ : ~s ∈ ∆
m−1
a
, ω ∈ [B−1, B], card{n ≤ N : ‖~εn(ω~s)‖∞ ≥ ̺} < δN
}
,
EN (̺, δ,B) :=
{
~s ∈ ∆m−1
a
: ∃ω ∈ [B−1, B], ω~s ∈ EN (ρ, δ,B)
}
,
and
(5.8) E = E(̺, δ,B) :=
∞⋂
N0=1
∞⋃
N=N0
EN (̺, δ,B).
The definition of the exceptional set is related to that in [10, Section 9]; however, here we
added an extra step — the set EN of exceptional vectors ω~s at scale N . The reason is that
dimension estimates will focus on the sets P u
a
(EN ). On the other hand, it is crucial that the
“final” exceptional set E be in terms of ~s in order to obtain uniform Ho¨lder estimates for all
ω ∈ [B−1, B], for ~s 6∈ E.
Proposition 5.4. There exist ̺ > 0 such that for P -a.e. a ∈ Ωq and any ǫ1 > 0 there exists δ0,
such that for all δ ∈ (0, δ0), for all B > 1, and every Oseledets subspace H
J
a
corresponding to a,
containing the unstable subspace Eu
a
,
(5.9) dimH(E(̺, δ,B) ∩H
J
a
) ≤ dim(HJ
a
)− κ+ ǫ1,
where κ = dim(Eu
a
).
Now we derive Theorem 4.1 from Proposition 5.4, and in the next section we prove the propo-
sition.
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Proof of Theorem 4.1 assuming Proposition 5.4. Fix ǫ1 > 0 and choose ρ > 0 and δ > 0 such
that (5.9) holds. It is enough to verify (4.8) and (4.9) for all ~s ∈ ∆m−1
a
\E(ρ, δ,B). By definition,
~s ∈ ∆m−1
a
\ E(ρ, δ,B) means that there exists N0 = N0(a, ~s,B) ∈ N such that ~s 6∈ EN (̺, δ,B) for
all N ≥ N0. This, in turn, means that for all ω ∈ [B
−1, B], we have ω~s 6∈ EN (̺, δ,B). However,
this is exactly the quantitative Veech criterion (5.3), and the proof is finished by an application
of Proposition 5.2. 
6. The Erdo˝s-Kahane method: proof of Proposition 5.4
We now present the Erdo˝s-Kahane argument in vector form. The argument was introduced
by Erdo˝s-[13] , Kahane [18] for proving Fourier decay for Bernoulli convolutions, see [23] for a
historical review. Scalar versions of the argument were used in [9, 10] to prove Ho¨lder regularity
of spectral measures in genus 2.
In this section we fix a P -generic 2-sided sequence a ∈ Ωq. Under the assumptions of Theo-
rem 4.1, for P -a.e. a, the sequence of substitutions ζ(an), n ∈ Z, satisfies several conditions. To
begin with, we assume that the point a is generic for the Oseledets Theorem; that is, assertions
(i)-(iii) from Section 3 hold. We further assume validity of the conclusions of Proposition 4.2,
and when necessary, we can impose on it additional conditions which hold P -almost surely. The
symbol P u
a
denotes the projection to the unstable Oseledets subspace corresponding to a. We
defined
A(n,a)(ω~s) = ~Kn(ω~s) + ~εn(ω~s),
in (5.7), where ~Kn(ω~s) ∈ Z
m is the nearest integer lattice point to A(n,a)(ω~s). Below we write
~Kn = ~Kn(ω~s), ~εn = ~εn(ω~s),
and ‖εn‖ = ‖εn‖∞, to simplify notation. The idea is that the knowledge of ~Kn for large n provides
a good estimate for the projection of ω~s onto the unstable subspace. Indeed, we have
A(n,a)P u
a
(ω~s) = P uσnaA(n,a)(ω~s) = P
u
σna
~Kn + P
u
σna~εn,
hence
P u
a
(ω~s) = A(n,a)−1P uσna ~Kn + A(n,a)
−1P uσna~εn.
By the Oseledets Theorem, we have for P -a.e. a, for any ǫ > 0, for all n sufficiently large,
‖A(n,a)−1P uσna‖ ≤ e
−(θκ−ǫ)n,
where θκ > 0 is the smallest positive Lyapunov exponent of the cocycle A. By definition
(6.1) ‖~εn‖ ≤ 1/2 < 1, n ≥ 0,
whence
(6.2) ‖P u
a
(ω~s)− A(n,a)−1P uσna ~Kn‖ < e
−(θκ−ǫ)n,
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for n sufficiently large.
Recall that we defined Wn = log ‖A(an)‖ in (4.3). Let
(6.3) Mn :=
(
2 + exp(Wn+1)
)m
and ρn :=
1/2
1 + exp(Wn+1)
.
Lemma 6.1. For all n ≥ 0, we have the following, independent of ω~s ∈ Rm+ :
(i) Given ~Kn ∈ Z
m, there are at most Mn possibilities for ~Kn+1 ∈ Z
m;
(ii) if max{‖~εn‖, ‖~εn+1‖} < ρn, then ~Kn+1 is uniquely determined by ~Kn.
Proof. We have by (5.7),
A(n,a)(ω~s) = ~Kn + ~εn, A(an+1)A(n,a)(ω~s) = ~Kn+1 + ~εn+1,
hence
~Kn+1 −A(an+1) ~Kn = −~εn+1 +A(an+1)~εn.
It follows that ∥∥∥ ~Kn+1 −A(an+1) ~Kn∥∥∥ ≤ (1 + exp(Wn+1))max{‖~εn‖, ‖~εn+1‖}.
Now both parts of the lemma follow easily.
(i) We have by (6.1),∥∥∥ ~Kn+1 −A(an+1) ~Kn∥∥∥ ≤ (1 + exp(Wn+1))/2 =: Υ,
and it remains to note that the ℓ∞ ball of radius R centered at A(an+1) ~Kn contains at most
(2Υ + 1)m points of the lattice Zm.
(ii) If max{‖~εn‖, ‖~εn+1‖} < ρn, then the radius of the ball is less than
1
2 , and it contains at
most one point of Zm, thus ~Kn+1 = A(an+1) ~Kn. We are using here that Z
m is invariant under
A(an+1) since it is an integer matrix. 
Proof of Proposition 5.4. Let E˜N (δ,B) be defined by
E˜N (δ,B) :=
{
ω~s ∈ Rm+ : ~s ∈ ∆
m−1
a
, ω ∈ [B−1, B],
card{n ≤ N : max{‖~εn‖, ‖~εn+1‖} ≥ ρn} < δN
}
.
We recall that ~εn = ~εn(ω~s), but use the shortened notation for simplicity. First we claim that
P -almost surely,
(6.4) E˜N (δ,B) ⊃ EN (̺, δ/4, B)
for N ≥ N0(a), where
(6.5) ̺ =
1/2
1 + eK
, with K = 2L1 log(1/δ).
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Here L1 is from Proposition 4.2. Suppose ω~s 6∈ E˜N (δ,B). Then there exists a subset ΓN ⊂
{1, . . . , N} of cardinality ≥ δN such that
max{‖~εn‖, ‖~εn+1‖} ≥ ρn for all n ∈ ΓN .
Note that ρn < ̺ is equivalent to Wn+1 > K by (6.5) and (6.3). Observe that there are fewer
than δN/2 integers n ≤ N for which Wn+1 > K, for N ≥ N0(a) by Corollary 4.3. Thus
card
{
n ≤ N : max{‖~εn‖, ‖~εn+1‖} ≥ ̺
}
≥ δN/2,
hence there are at least δN/4 integers n ≤ N with ‖~εn‖ ≥ ̺, and so ω~s 6∈ EN (̺, δ/4, B) which
confirms (6.4).
It follows that it is enough to show that if δ > 0 is sufficiently small, then for every Oseledets
subspace HJ
a
⊃ Eu
a
,
dimH(E˜(δ,B) ∩H
J
a
) ≤ dim(HJ
a
)− κ+ ǫ1 =: β.
where
E˜(δ,B) :=
∞⋂
N0=1
∞⋃
N=N0
E˜N (δ,B),
E˜N (δ,B) :=
{
~s ∈ ∆m−1
a
: ∃ω ∈ [B−1, B], ω~s ∈ E˜N (δ,B)
}
.
Let Hβ denote the β-dimensional Hausdorff measure. A standard method to prove
(6.6) Hβ(E˜(δ,B) ∩HJ
a
) <∞,
whence dimH(E˜(δ,B)∩H
J
a
) ≤ β, is to show that E˜N (δ,B)∩H
J
a
may be covered by ≈ eβ·Nα balls
of radius ≈ e−Nα for N sufficiently large, for some α > 0. Observe that the map from E˜N (δ,B) to
E˜N (δ,B) is simply ω~s 7→ ~s for ω ∈ [B
−1, B] and ~s ∈ ∆m−1
a
, which is Lipschitz, with a Lipschitz
constant Oa,B(1); thus it is enough to produce a covering of E˜N (δ,B) ∩H
J
a
.
By assumption, HJ
a
= Eu
a
⊕ (HJ
a
⊖ Eu
a
), hence
(6.7) E˜N (δ,B) ∩H
J
a
⊂ P u
a
(
E˜N (δ,B)
)
×
{
~y ∈ HJ
a
⊖ Eu
a
: ‖~y‖1 ≤
B
mina µa+([a])
}
=: F1 × F2.
Observe that dim(HJ
a
⊖ Eu
a
) = dim(HJ
a
)− κ, so F2 may be covered by
(6.8) exp
[
αN(dim(HJ
a
)− κ)
]
balls of radius e−αN , for any α > 0.
Thus it remains to produce a covering of F1 = P
u
a
(
E˜N (δ,B)
)
. Suppose ω~s ∈ E˜N (δ,B) and find
the corresponding sequence ~Kn, ~εn from (5.7). We have from (6.2) that for N sufficiently large,
(6.9) P u
a
(ω~s) is in the ball centered at A(N,a)−1P uσNa
~KN of radius e
−(θκ−ǫ)N .
Since a is fixed, it is enough to estimate the number of sequences ~Kn, n ≤ N , which may arise.
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Let ΨN be the set of n ∈ {1, . . . , N} for which we have max{‖~εn‖, ‖~εn+1‖} ≥ ρn. By the
definition of E˜N (δ,B) we have |ΨN | < δN . There are
∑
i<δN
(N
i
)
such sets. For a fixed ΨN the
number of possible sequences { ~Kn} is at most
BN :=
∏
n∈ΨN
Mn,
times the number of “beginnings” ~K0, by Lemma 6.1. The number of possible ~K0 is bounded,
independent of N , by a constant depending on B, since ω ∈ [B−1, B] and ~s ∈ ∆m−1
a
. In view of
Mn ≤ 3
memWn+1 , see (6.3), we have by (4.4), for N sufficiently large,
BN ≤ Oa,B(1) · 3
mδN exp
m ∑
n∈ΨN
Wn+1
 ≤ Oa,B(1) · 3mδN exp [m · L1 log(1/δ)(δN)] .
Thus, by (6.9), the number of balls of radius e−(θκ−ǫ)N needed to cover P u
a
(E˜N (δ,B)) is at most
(6.10) Oa,B(1) ·
∑
i<δN
(
N
i
)
· 3mδN exp [m · L1 log(1/δ)(δN)] ≤ Oa,B(1) · exp [L2 log(1/δ)(δN)] ,
for some L2 > 0, using the standard entropy estimate (or Stirling formula) for the binomial
coefficients. Since δ log(1/δ) → 0 as δ → 0, we can choose δ0 > 0 so small that δ < δ0 implies
[L2 log(1/δ)(δN)] < ǫ1(θκ − ǫ)N.
Combining this with (6.7) and (6.8), we obtain that E˜N (δ,B) ∩H
J
a
may be covered by
exp [(θκ − ε)Nβ] balls of radius e
−(θκ−ǫ)N
for N sufficiently large, where β = dim(HJ
a
)− κ+ ǫ1. This confirms (6.6). The proof of Proposi-
tion 5.4, and hence of Theorem 4.1, is now complete. 
7. Derivation of Theorem 1.1 and Theorem 1.3 from Theorem 3.2
This section is parallel to [10, Section 11]; however, we need to make a number of changes, in
view of the requirements on the word q.
Recall the discussion in Section 2.1 and Remark 1.2. Consider our surface M of genus g ≥ 2.
By the results of [6, Section 4] there is a correspondence between almost every translation flow
with respect to the Masur-Veech measure and a natural flow on a “random” 2-sided Markov
compactum, which is, in turn, measurably isomorphic to the special flow over a one-sided Markov
compactum, or, equivalently, an S-adic system Xa+ for a
+ ∈ A. The roof function of the special
flow is piecewise constant, depending only on the first symbol, and we can express it as a vector
of “heights”. This symbolic realization uses Veech’s construction [26] of the space of zippered
rectangles which corresponds to a connected component of a stratum H. Given a Rauzy class
R, we get a space of S-adic systems on m ≥ 2g symbols, which provide a symbolic realization
of the interval exchange transformations (IET’s) from R. It was shown by Veech [27] that the
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“vector of heights” obtained in this construction necessarily belongs to a subspace H(π), which
is invariant under the Rauzy-Veech cocycle and depends only on the permutation of the IET. In
fact, the subspace H(π) has dimension 2g and is the sum of the stable and unstable subspaces for
the Rauzy-Veech cocycle. By the result of Forni [16], there are g positive Lyapunov exponents,
thus dim(Eu
a
) = g ≥ 2. In the setting of Theorem 3.2 we will take H(π) = Ha(π) to be our
Oseledets subspace HJ
a
, containing the strong unstable subspace Eu
a
.
Theorem 1.1 (in the expanded form) will follow from Theorem 3.2 by the argument given in
Remark 1.2. Indeed, by the assumption, for µ-a.e. Abelian differential, the induced conditional
measure on a.e. fibre has Hausdorff dimension ≥ 2g − κ + δ, hence taking ǫ1 = δ and using the
estimate (3.6) for the exceptional set, we see that exceptional set has zero µ-measure.
Thus it remains to check that the conditions of Theorem 3.2 are satisfied. The property (C1)
holds because the renormalization matrices in the Rauzy-Veech induction all have determinant
±1. Condition (C2) holds by a theorem of Zorich [33]. As already mentioned, property (a) (on
Lyapunov exponents) in Theorem 3.2 holds by a theorem of Forni [16].
Next we explain how to achieve the combinatorial properties (b) and (c) of a word q ∈ Ak.
To this end, we need to recall the construction of the Markov compactum and Bratteli-Vershik
realization of the translation flow from [6]. The symbolic representation of the translation flow
on the 2-sided Markov compactum is obtained as the natural extension of the 1-sided symbolic
representation for the IET which we now describe. An interval exchange is denoted by (λ, π),
where π is the permutation of m subintervals and λ is the vector of their lengths. The well-known
Rauzy induction (operations “a” and “b”) proceeds by inducing on a smaller interval, so that
the first return map is again an exchange of m intervals. The Rauzy graph is a directed labeled
graph, whose vertices are permutations of IET’s and the edges lead to permutations obtained
by applying one of the operations. Moreover, the edges are labeled by the type of the operation
(“a” or “b”). As is well-known, for almost every IET, there is a corresponding infinite path in
the Rauzy graph, and the length of the interval on which we induce tends to zero. For any finite
“block” of this path, we have a pair of intervals J ⊂ I and IET’s on them, denoted TI and TJ , such
that both are exchanges of m intervals and TJ is the first return map of TI to J . Let I1, . . . , Im
be the subintervals of the exchange TI and J1, . . . , Jm the subintervals of the exchange TJ . Let
ri be the return time for the interval Ji into J under TI , that is, ri = min{k > 0 : T
k
I Ji ⊂ J}.
Represent I as a Rokhlin tower over the subset J and its induced map TJ , and write
I =
⊔
i=1,...,m,k=0,...,ri−1
T kJi.
By construction, each of the “floors” of our tower, that is, each of the subintervals T kI Ji, is a
subset of some, of course, unique, subinterval of the initial exchange, and we define an integer
n(i, k) by the formula
T kI Ji ⊂ In(i,k).
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To the pair I, J we now assign a substitution ζIJ on the alphabet {1, . . . ,m} by the formula
(7.1) ζIJ : i→ n(i, 0)n(i, 1) . . . n(i, ri − 1).
Words obtained form finite paths in the Rauzy graph will be called admissible (this agrees with
the notion of “admissible word” in Section 3). By results of Veech, every admissible word appears
infinitely often with positive probability in a typical infinite path. Condition (c) of Theorem 3.2
and the simplicity of the admissible word from (b) are verified in the next lemma.
Lemma 7.1. There exists an admissible word q, which is simple, whose associated matrix A(q)
has strictly positive entries, and the corresponding substitution ζ, with Q = Sζ = A(q)
t having the
property that there exist good return words u1, . . . , um ∈ GR(ζ), such that {~ℓ(uj) : j ≤ m}
generate the entire Zm as a free Abelian group.
Proof. Recall that by “word” here we mean a sequence of substitutions corresponding to a finite
path in the Rauzy graph. Denote by ζV the substitution corresponding to a path V . The alphabet
may be identified with the set of edges. By construction, if we concatenate two paths V1V2, we
obtain ζV1V2 = ζV2ζV1 . First we claim that there exists a loop V in the Rauzy graph, such that
A(V ) is strictly positive and ζV (j) starts with the same letter c = 1 for every j ≤ m. Indeed, start
with an arbitrary loop V in the Rauzy graph such that the corresponding renormalization matrix
has all entries positive. Consider the interval exchange transformation with periodic Rauzy-Veech
expansion obtained by going along the loop repeatedly (it is known from [26] that such an IET
exists). As the number of passages through the loop grows, the length of the interval forming
phase space of the new interval exchange (the result of the induction process) goes to zero. In
particular, after sufficiently many moves, this interval will be completely contained in the first
subinterval of the initial interval exchange — but this means, in view of (7.1) that n(i, 0) = 1 for
all i, and hence the resulting substitution ζV n has the property that ζV n(j) starts with c = 1 for
all j.
Next, observe that for any loop W starting at the same vertex, the substitution ζ = ζWV 2n =
ζV nζV nζW has the property that every ζV n(j) is a return word for it. Indeed, applying ζ to any
sequence we obtain a concatenation of words of the form ζV n(j) for j ≤ m, in some order, and
every one of them starts with c = 1. Therefore, they are all return words. Moreover, every letter
j appears in every word ζV n(i), since the substitution matrix of ζV is strictly positive. Thus,
every word uj := ζV n(j) appears in every ζ(i), which means that all these words are good return
words for ζ. The corresponding population vectors ~ℓ(uj) are the columns of the substitution
matrix of ζV n . As is well-known, the matrices corresponding to Rauzy operations are invertible
and unimodular, which means that the columns of SζV n are linearly independent and generate
Z
m as a free Abelian group. It remains to choose W to make sure that the word WV 2n is simple.
It is is known that in the Rauzy graph there are a- and b-cycles starting at every vertex. Assume
that the loop V ends with an edge labelled by a (the other cases is treated similarly). Then first
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fix an a-loop W2 starting at the same vertex as V , so that W2V
2n starts and ends with an a-edge.
Then choose a b-loop W1 starting at the same vertex, with the property that |W1| > |W2V
2n|.
We will then consider the admissible word W1W2V
2n, and we claim that it is simple. Indeed, the
word in the alphabet {a, b} corresponding to it, has the form bka . . . a, and it is simple, because
its length is less than 2k. The proof is complete. 
Condition (3.3), a variant of the exponential estimate for return times of the Teichmu¨ller flow
into compact sets, is proved for all genera in [10, Prop. 11.3] by modifying an argument from [5].
Theorem 1.1 and Theorem 1.3 are proved completely.
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