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Abstract—A new response surface methodology (RSM) called
the squeeze response surface methodology (SRSM) is proposed
to gain the approximate symbolic network reliability function
(SNRF). The proposed SRSM can be used to solve not only
complicated system configurations, but also help decision makers
gain greater understanding for the structure of the system. The
response value is the value of the Bonferroni bounds (using
by-products of cellular automata (CA) Monte Carlo simulation
(MCS), and min-cuts) minus the simulation value (obtained from
CA-MCS). SRSM squeezes the range of response values to improve
solution quality. Our results compare favorably with previously
developed algorithms in the literature from the experiment of the
benchmark example.
Index Terms—Bonferroni bound, Box-Behnken design, cellular
automata, min-cuts, Monde Carlo simulation, reliability function,
response surface methodology.
ACRONYM1
SNRF Symbolic Network Reliability Function
ASNRF Approximate Symbolic Network Reliability
Function
MC/MP minimal cut or minimal path set
BB Bonferroni bound
CA Cellular Automata
MCS Monte Carlo Simulation
BBD Box-Behnken design
RSM Response Surface Methodology
SRSM Squeeze RSM
MAE Mean Absolute Error
LQ Linear and Quadratic Approximating Method
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1The singular and plural of an acronym are always spelled the same.
NOTATION
a network with the node set
, the arc set
, and nodes 1 and denote the source
node, and sink node, respectively.
, , the reliability, unreliability of
component , and the reliability vector
, respectively.
Note that .
, , the probability, expected value, and
variance of , respectively.
, the number of nodes in the shortest
path, and min-cut between nodes 1 and
of , respectively.
, , the number of simulations in each
repetition, the number of repetitions
in the proposed MCS, and the number
of required design points generated in
BBD respectively.
, the lower-bounds of the reliability
vector, and the total reliability,
respectively.
, the exact SNRF, and the estimator
of obtained from the proposed
SRSM under , respectively.
the approximate reliability value
obtained from CA-MCS under .
the ASNRF obtained from the MC
based on the expression of BB under .
.
the expected system reliability when
removing distinct nodes arbitrary (
distinct nodes are failed) under .
NOMENCLATURE
Reliability the probability that the system will operate
successfully under the stated conditions for a
given amount of time.
SNRF a symbolic function used to calculate the
reliability of a given reliability vector.
ASSUMPTIONS
1) Each node is perfectly reliable.
2) Each arc, and the system, is either operative, or failed.
0018-9529/$25.00 © 2009 IEEE
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3) All failure events are -independent.
4) No maintenance is considered.
I. INTRODUCTION
A NETWORK is a structure where components are con-nected by functional relationships. Complex systems and
project schedules can be modeled as networks, and the features
of networks could describe the performance of the modeled sys-
tems or schedules; thus, managers and advisers can grasp valu-
able information through analyzing these networks. Network re-
liability is one of the most useful forms of decision support in-
formation in management science.
Networks associated with social infrastructures, such as
power distribution networks, water supply systems, and trans-
port systems, are often appraised using network reliability
methods. Several authors have adopted network reliability in
these fields [1]–[4]. Network reliability is also used for ana-
lyzing designs [5]. Supply chain management is also a popular
issue in management science, and reliability is an important
performance index in this context. For example, Yeh interpreted
reliability as a quality level that fulfills customer demands in
the supply chain [6].
There may be thousands of nodes involved in today’s net-
works, so it is impossible to use many well known algorithms
to calculate exact network reliability in limited time. Networks
are dynamic, and their parameters (such as bandwidth or speed)
are quickly changing. Therefore, the symbolic network relia-
bility function (SNRF) provides a good tool for networks with
quickly changing parameters.
The SNRF depends on the specific system configuration.
However, it is difficult to find in real-life [7] if the system is not
constructed with only series and/or parallel subsystems. It must
identify all minimum cuts or minimum paths (MC/MP) using a
time-consuming, burdensome method; and then use a special,
complicated method, for example the inclusion-exclusion
method, to calculate SNRF in terms of the found MC/MP. All
of the above procedures are NP-hard [7], and possess a compu-
tational difficulty that grows exponentially with network size in
the worst case. Thus, finding reliability bounds or Approximate
Symbolic Network Reliability Functions (ASNRF) has been a
popular area of research, and received significant attention in
the past four decades [1]–[24].
Several authors have presented approaches to evaluate net-
work reliability bounds or approximations. Bulka & Dugan ob-
tained the terminal pair reliability bounds with the nodes &
arcs information in shortest paths [8]. Jin & Coit also gained
a closed reliability expression from quadratic polynomials [9],
but required all MC to be identified in advance. Yeh advanced
Monte Carlo Simulation (MCS) response surface methodology
(RSM) to frame the ASNRF, and applied it to the cost optimiza-
tion problem [10]. Yeh et al.. also proposed artificial neural net-
works based on MCS to find the ASNRF. Rocco et al.. proposed
and compared two machine learning algorithms based on MCS
[25]–[29] in three steps: 1) find intelligible rules to build clusters
which may include most MP/MC, 2) prune the set of clusters,
and 3) generate the ASNRF.
Except for the MP/MC-based bounds which are needed to
solve the NP-hard problems in advance to find all MP/MC, the
initial step of the other algorithms are based on MCS to obtain
the approximate reliability values. The ASNRF are then derived
from these values. These MCS-based algorithms have the same
disadvantage: the information in the procedure of MCS is nei-
ther well utilized, nor ignored completely. Moreover, none can
be used to provide a good estimate in the complex network case,
when the network is not a series, parallel, series-parallel and/or
parallel-series network. The need for a simple method for this
special network reliability problem thus arises.
The main idea of the proposed squeeze response surface
methodology SRSM is simple: squeeze the range of the
response variable to increase the quality of approximated
solutions. The proposed SRSM is an efficient method based
on cellular automata (CA), and RSM. The MCS with CA
determines the corresponding reliability of a given designed
matrix from a Box-Behnken design (BBD) (a special three-level
second-order surface design). The proposed method obtains
some MC automatically in some special cases when forming
Bonferroni bounds (BB), which is a symbolic expression
of the reliability bound. Each response value in RSM is the
corresponding BB value minus the simulation value obtained
through CA-MCS. The response surface analysis of RSM then
proceeds to find a satisfactory estimation of the SNRF, which
is equal to the BB plus the second-order response models.
The paper is organized as follows. Section III describes a
straightforward CA based MCS for a large complex system.
Section IV proposes the CA-MCS, and discusses the relation-
ship between MC and CA-MCS. Section V purposes the frame-
work of SRSM, and introduces the related RSM concepts. A nu-
merical benchmark example for the network reliability is used
in Section VI to demonstrate the proposed SRSM. Comparisons
of the performances of relative algorithms, and the proposed
SRSM are given in Section VII. Concluding remarks, and fu-
ture work are given in Section VIII.
II. MCS BASED BB
Let be a collection of finite sets, and
represent the set of -fold intersections of members of ;
for example, I3 contains all possible intersections of three sets
chosen from . Then,
(1)
Developed from the above simple but fundamental concept
of set theory, the BB (or the Bonferroni inequalities) is the most
convenient, simple technique discussed in the literature at length
for evaluating network reliability bounds for all given MP/MC.
The sum of the first terms on the right side of (1) provides
an upper bound when is odd, and a lower bound when is
even, producing the sequence of bounds on probabilities that
are difficult to compute, i.e.
(2)
where is an even number, and is an odd number. The use-
fulness of BB in various important practical and theoretical sit-
uations is well known. A closed form expression for reliability
from the quadratic polynomials of all MC was obtained in a way
similar to BB [9]. The proposed special BB is also based on MC
to reduce the gap between the bound, and the real reliability
value. However, finding all MC is NP-hard, and impractical for
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Fig. 1. The modified ARPA network.
larger networks. Therefore, rather than (intending OR trying)
to find every MC (which are all necessary in [9]), the proposed
SRSM only finds those MC that are by-products of the simula-
tion procedure, making it more practical, and useful.
III. CA AND MCS
CA concepts were first devised by John von Neumann &
Stanislaw Ulam [11] in the 1940s while they studied self-repli-
cating systems, and lattice network models. CA is different from
the distributed computing mechanisms we often use today. Dis-
tributed computing mechanisms decentralize the main model
into separate parts, and compute in parallel; instead, CA syn-
chronically transit current states from past states. It is a deter-
ministic computation process that produces the same output for
a given number of initial states. CA has been applied to the study
of cryptography, the behavior of complex systems, and general
phenomenological aspects of the world.
CA based approaches can enhance the performance of clas-
sical algorithms by allowing a more reliable, straightforward
parallel implementation resulting in a dynamic network evalu-
ation, and thus avoiding the recalculation from scratch through
incorporation of changing the connectivity and link costs. More
details about CA based algorithms can be found in [11].
Basically, CA based algorithms operate in a way to mimic
some traditional graph methods, such as Depth First Search
(DFS), or Bread First Search (BFS) [8]–[10]. The existing
known CA proposed in [11] for the network topology mecha-
nism is suitable to find MP [11], which may be mathematically
intensive to ascertain the connectivity [11], and it is more like
DFS. A new CA is proposed with the following important
elements.
1) Cells and their states: A cell is a node, and its state is coded
in binary digits. 0, or 1 represent the cell has failed (pas-
sive), or is working (active) respectively. If its state is un-
known, it is in a quiescent state.
2) Neighborhoods: The neighborhood of cell is defined as
, and is in a quiescent state . Note
the proposed definition of neighborhood is different to that
proposed in [11].
3) Transition rules: A transition rule is that CA introduces dy-
namics between discrete time steps and lattice to delineate
the evolution strategy for CA to produce the next genera-
tion. The transition rule is defined as ‘a cell is activated if
it receives output from at least one of its connected nodes.’
4) Finding MC: If the simulation result is failure in a repeti-
tion, DFS is implemented to search from nodes 1 to to
find a MC. For example, in Fig. 1, if is the
greatest node subset connected to node 1 after searching
from nodes 1 to , then the arcs between connected sub-
networks , and , i.e., , is a
MC.
The proposed CA algorithm based on the above important
elements is as follows.
STEP 0. Let , and .
STEP 1. (Neighborhoods) Let
, and .
STEP 2. (Transition rules) Activate cell ; and let
if , where , ,
and is a random number generate from U[0,1].
STEP 3. If , then nodes 1 and are connected, and
halt.
STEP 4. If , then let , and go to STEP 1.
STEP 5. If , and both are
connected sub-networks, then
is a MC, and halt.
Lemma 1: CA examines all the nodes connectivity with time
complexity .
The approach presented based on CA-MC is valid for a spe-
cial class of reliability problems ( reliability), but it can also
be extended to some advanced network reliability problems, e.g.
the maximum reliability path (finding path with maximal
reliability). Reviews of these applications have been published
previously in [11].
IV. THE PROPOSED CA-MCS
Simulations are used widely to provide reference results for
sophisticated problems, and have been extensively used to as-
sess the reliability of structural systems. MCS is one of the most
common, straightforward simulation techniques researchers
often use to obtain an approximated solution, especially for
a large, complex system. It uses a great number of random
numbers to conduct experiments without considering the effect
of time.
Many MCS methods have been developed for reliability anal-
ysis, and are based on the following property (3).
the approximate reliability
the number of finding paths from nodes to
the number of replicated simulations (3)
Most focused only on how to design sampling plans to reduce
the variance in terms of the known MP/MC [12]–[15]. However,
locating all MP/MC is an NP-hard problem. Yeh introduced an
MCS procedure for an elaborate system network without con-
suming the task of knowing MP/MC in advance [10]. Rocco &
Zio combine cellular automata (CA) with MCS for evaluating
complex network systems [11]. Both the above ideas are revised,
and implemented in the proposed SRSM to estimate the SNRF
of some given reliability vectors.
The proposed CA-MCS is based on (3), but integrates the
CA concept to find MC, and verify the connectedness between
nodes 1 and as follows.
Input: A network with the source node 1, the sink
node , the total number of replications , and a given
reliability vector .
Output: The estimator of .
STEP 0. Let the current number of replications , and the
current number of successful simulations all equal to zero,
and .
STEP 1. Implement the proposed CA listed in Section III.
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TABLE I
THE VALUE, AND STANDARD ERROR OF EACH   USING CA-MCS AFTER 50,000 REPLICATIONS
TABLE II
THE COMPLETE MC SET OF FIG. 1
TABLE III
THE VALUES OF EACH   ,   , AND   
STEP 2. If nodes 1 and are connected, then let .
STEP 3. If a MC, say , is found, then let .
STEP 4. If , then let , and go to
STEP 1.
STEP 5. .
The important statistical characteristics of are sum-
marized in the following theorem. Their proofs can be found in
any textbook related to reliability.
Lemma 2: is an unbiased, consistent estimator of
(the exact SNRF under ) with
(4)
Lemma 3: If the relative error , and the confidence interval
for the simulation are required, then the total number
of replications of the simulation must be taken at least
V. RSM, AND THE PROPOSED SRSM
RSM was introduced by George E.P. Box, and K.B. Wilson
in 1951 [16]. It is a collection of mathematical and statistical
techniques useful for developing, improving, analysis, and opti-
mizing processes [17]. RSM explores the relationships between
several experimental factors (explanatory variables), and one or
more measurable response variables. It also has the ability to
produce an ASNRF using a smaller amount of data.
The relationships between , and are either too complex,
or not fully understood. The MCS-RSM approach for finding
the SNRF is first proposed in Yeh [10] by combining RSM with
MCS and BBD. The response variable is , and the factors
are in Yeh’s algorithm. If the range of the values
of response variables is decreased, the error between the real
SNRF and approximated SNRF is also decreased. To squeeze
the range of the values of response variables, the response vari-
able in the proposed SRSM is
(5)
Consider the fitting second-order model in factors (nodes) of
the form
(6)
Experimental designs for fitting a second-order response sur-
face must involve at least three levels of each variable so that
the coefficients in the model can be estimated. BBD is a family
of efficient three-level designs developed by Box & Behnken
[18], and used in this study to generate required design points,
say . The proposed CA-MCS is implemented for
finding for , and helping to build the
expression of BB using MC found in CA-MCS. Next, evaluate
the values of for . A least-squares esti-
mate is utilized to estimate the coefficients in approximating the
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TABLE IV
MODEL SUMMARY STATISTICS
polynomials listed in (6) [30]. The statistical analysis then pro-
ceeds in terms of . If is an adequate estimation
of the true functional relationship, the analysis of will
be nearly equivalent to the analysis of the studied problem, and
is a suitable ASNRF to . The
details of the algorithm of the proposed SRSM is described in
the following.
Purpose: Estimate the SNRF.
Input: A network with the source node 1, and the
sink node .
Output: The estimator of .
STEP 0. Select the regression model:
.
STEP 1. Generate design points, say , base on
BBD.
STEP 2. Implement CA-MCS to find for
, and collect MC found in the procedure of
CA-MCS. (Note that this step is performed M times.)
STEP 3. Build the BB using these MC found in STEP 2, and
calculate for .
STEP 4. Utilize the least square error method in terms of ,
and for , to
estimate the regression coefficients (e.g. , , and ) in
STEP 0.
STEP 5. (Residual Analysis) The model adequacy can be
checked by looking at the residuals which are the difference
between actual, and predicted values for each point.
5.1. Check the normality assumption for the residuals by
using the normal probability plot, or one of the better
-based methods.
5.2. Check the -independence assumption by using the
plot of residuals versus running order, and other -based
methods available.
5.3. Check the assumption of constant variance by using
the plot of residuals versus predicted values, and other
-based methods available.
5.4. Check whether the variance not accounted for by the
model is different for different levels of a factor by using
the plot of residuals versus single factor, and using an
appropriate statistical test.
STEP 6. (Statistical Analysis)
6.1. Use Student’s -statistic to test the significant for
each regression coefficient.
6.2. Use Fisher’s -test to judge the goodness of the
approximation of the response surface function.
Notice that statistics software for supporting the Residual
Analysis (STEP 5), and performing the analysis of variance
(STEP 6) are widely available. More details about statistics
software can be found in [17].
STEP 7. Let .
The total simulation number is in the proposed
CA-MCS, where is the required number of design points
generated in BBD. After executing the CA-MCS, the RSM is
implemented, and it is based on the least square methods which
takes time complexity [30]. Therefore, the com-
plexity of the proposed approach is a polynomial algorithm with
time complexity , which is more efficient
than any other algorithm known by this author for finding the
traditional exact symbolic network reliability function. Besides,
the proposed SRSM can utilize the MP/MC information to get
a better solution quality when MCS is applied.
VI. A NUMERICAL EXAMPLE
Consider the complex system containing 6 nodes, and 9 arcs;
two arcs are bidirectional, as shown in Fig. 1. This benchmark
example network is called the modified ARPANET, which is
one of the most frequently cited examples [19]–[24]. Note that
the real SNRF is
(7)
The proposed SRSM is employed to estimate the SNRF. A
full second-order polynomial model with BBD was adopted
here to describe the response surface. Equation (8) is the BBD
design matrix, and it is a coded three-level factor experimental
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design. Each row represents a combination of a factor design,
except the last row represents ten replications of center points.
(8)
The corresponding coded level of the reliability of arc in the
th row, and th column is explained below.
if
if
if
(9)
After obtaining the reliability of the arcs, the SRSM identi-
fies each MC from only the topology of the network, without
depending on the reliability of the arcs. However, a higher
and/or leads to a greater probability of finding MC
that include arc . Next, the proposed CA-MCS discussed
in Section III is implemented to each test data set in the BBD
matrix after simulation runs with 10 repetitions, i.e.
50,000 replications in total. The value, and standard error of
each using CA-MCS after 50,000 replications are listed
in Table I.
In the example analysed, there are 9 arcs, and
possible systems states (i.e., possible MP/MC). On the other
hand, the simulation number is in
total. It seems that the proposed CA-MCS requires more eval-
uations than the number of possible systems states. However,
the total number of simulations is still much smaller than the
time complexity needed to find the exact symbolic reliability
function, even after all possible system states are known, i.e.,
in the worst case. Therefore, it is a novel
concept to get information about MP or MC when MCS is ap-
plied without knowing MP or MC. That advantage is one of the
major contributions in this study.
There are nine MC in Fig. 1, as shown in Table II. However,
only the first three are found from the proposed CA-MCS: ,
, and . The BB in the proposed SRSM is built from
these three MC to provide the analytical part as follows.
(10)
Table III shows the summary of the resulting , , and
for .
The rest of the experimental results for the three-level re-
sponse surface analysis of fitting the full quadratic model to
using the proposed SRSM are shown in Tables IV and V.
The rest of the proposed SRSM is then implemented to estimate
.
From Table IV, the -Square of the model is 0.917043, in-
dicating nearly 92% of the total variation can be explained by
the proposed model for . Additionally, the 2-factor in-
teraction model (2FI) can be utilized to estimate .
Table V demonstrates the relative ANOVA parameter of the
2FI model, and that the lack of fit is not -significant, meaning
the 2FI model fits those values of for all .
Finally, the ASNRF of the modified ARPA network was con-
structed by combing the analytical part with the sto-
chastic part as follows.
(11)
The performance of the proposed approach is evaluated by
adopting in [0.8,0.99], namely for relatively high reliability
(the more common situation) in which MC have a higher chance
of being identified. Likewise, MP have a higher chance of being
found than MC, and the path-based bounds are reasonably good
for higher reliability values [7]. Thus, MP are recommended to
be replaced with MC in the proposed SRSM.
VII. COMPARISON, AND DISCUSSION
There are several other approaches to building SNRF in-
cluding artificial neural networks, MCS-RSM, and the linear
and quadratic approximating method (LQ) [9]. The ANN was
based on the good prediction characteristic of neural networks
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TABLE V
ANOVA OF RESPONSE SURFACE 2FI MODEL
using the neural network structure and transfer function to
create SNRF [24]. MCS-RSM proposed in [10] is the foun-
dation, and original conception of this thesis. It generates
SNRF by the quadratic model of RSM. LQ is proposed in [9],
summing the linear, and quadratic unreliability of each minimal
cut set. Simulations, and numerical examples show LQ also
provides better lower bounds when the system or components
reliability are moderate or high [9].
To compare with the performance of the proposed SRSM,
Table VI listed all these approaches together with an Exact-
RSM. The proposed method is similar to MCS-RSM, but ob-
tains the same results as RSM. Exact-RSM is impractical, but it
indicates that the quadratic form RSM model can fit a complex
network.
All these approaches’ predictive performance are tested by
10,000 random data sets; and these data sets contain random
components’ states in the same network structure, and corre-
sponding exact system reliability. The closer the result is to
the exact reliability, the higher the quality of the algorithm. A
smaller mean absolute error (MAE) leads to a better prediction
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TABLE VI
COMPARISON TO RELATIVE ALGORITHMS
TABLE VII
COMPARISON OF DIFFERENT MC-, AND MP-BASED SRSM
estimate. The comparison results are represented in Table VI,
and show SRSM has the smaller maximal/minimal/mean devi-
ation MAE. Hence, SRSM would perform better prediction es-
timates than other approaches.
Both MP, and MC can be employed to construct the BB. In
fact, the BB would produce the exact SNRF if all MC were
known. Therefore, the final experiment is to compare the ef-
ficiency between MC- and MP-based SRSM. The comparison
testing data in Table I is also running in 10,000 random testing
sets. The results presented in Table VII indicate the MC-based
SRSM has better performance than the MP-based SRSM in the
value of MAE. Additionally, a higher MP means a lower MAE.
Thus, the prediction capability grows with the number of MP
imported to the SRSM.
From Tables V–VII, see that the proposed SRSM outperforms
ANN, MCS-RSM, Exact-RSM, LQ, and MP-based SRSM.
VIII. CONCLUSIONS, AND FUTURE WORK
Network reliability theory has been applied extensively
in many real-world systems. The proposed SRSM generates
ASNRF of complicated networks without knowing all MP
or MC in advance. It could fit versatile models formulation
concerned with reliability optimization. The proposed method
avoids the need to perform repeated simulations when devel-
oping new systems under the same network structure with
component replacements or modifications. In addition, with the
SNRF, one can find the reliability importance of components of
a system; the importance ordering is strongly related to optimal
allocation to maximize system reliability.
The proposed SRSM is intuitively simpler, but more efficient
than the known algorithms in both the running time, and solution
quality [9], [10], [23]. It improves the best-known algorithm [9],
[10] in the following three ways: 1) the implementation of the
CA mechanism improves the efficiency of the MCS, and easily
finds MC; 2) there is no need to search for all MP/MC in advance
because fewer MC are needed in SRSM to save running time,
and these MC are obtained automatically during the procedure
of CA-MCS; and 3) the approximated SNRF is generated using
the analytical part from BB, and the stochastic part from RSM,
the proposed SRSM with better solution quality.
With the success of developing a good ASNRF by the pro-
posed SRSM, the complex network reliability can be analysed,
be able to perform sensitivity analysis, and obtain the solution
in an effective way with better quality. The proposed SRSM can
also help us gain a greater understanding for the structure of the
problem and system from the analysis of RSM. However, the
example presented in this paper is not sufficient enough to val-
idate the efficiency and accuracy of the proposed approach. We
are convinced that the future of SRSM depends on its ability
to compete fairly with more efficient approaches, e.g., the ma-
chine learning. Therefore, such a comparative study remains to
be done. Additional examples on larger sized networks are re-
quired to assess the power of the new approach in the future.
Also, further applications are needed to establish the superiority
of the proposed SRSM.
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