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résumé et mots clés
Nous proposons une méthode morphologique de segmentation d’images couleur de cytologie. Cette méthode est basée sur
la ligne de partage des eaux utilisant une fonction de potentiel couleur combinant informations locale et globale. Cette
méthode de segmentation utilise des informations a priori pour élaborer l’utilisation de la méthode. L’article s’articule autour
de trois parties. Dans une première partie, nous rappellerons tout d’abord la structure d’une segmentation  morphologique
couleur. Dans une deuxième partie, nous exposerons notre méthode morphologique de segmentation couleur ainsi que sa
méthodologie d’utilisation précisant tous les points importants et leur mise au point (choix de l’espace couleur, choix du gra-
dient, etc.). Dans une dernière partie nous verrons une illustration de la méthode de segmentation sur des images de la cyto-
logie des  séreuses.
Segmentation, Couleur, Ligne de Partage des  eaux,  Morphologie mathématique, Croissance de régions, Microscopie.
abstract and key words
A morphological method for the color segmentation of cytological images is presented. This method is mainly based on water-
shed whose potential function blend local and global informations. The method uses a priori informations for the frame of the
method. The paper is based on three parts. In a first part, the frame of a  morphological segmentation method is recalled.
Secondly, our morphological method of color segmentation is presented and its corresponding methodology of utilization is
developped. All importants points of our morphological method are exposed : choice of the color space, choice of the color gra-
dient, etc. Finally, the usefulness of the segmentation method is illustrated on images from serous cytology
Segmentation, Color, Watershed, Mathematic Morphology, Region Growing, Microscopy.
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1. introduction
En Anatomie et Cytologie Pathologiques, on distingue deux
types d’examens. L’histologie qui est l’observation de la coupe
d’un tissu et la cytologie qui est l’examen d’un étalement de cel-
lules. Nous nous intéressons plus particulièrement à l’examen
cytologique. Les prélèvements sont étalés sur une lame puis fixés
et  colorés afin de reconnaître les différentes cellules présentes.
Les étalements  sont ensuite examinés au microscope par un
cytotechnicien  afin de repérer les cellules d’intérêt. Cette étape
de lecture de la lame consiste en une évaluation visuelle des cel-
lules présentes sur une lame cytologique. Le but de cette étape est
soit la détection de cellules anormales ou suspectes, soit la quan-
tification de cellules. Ceci est donc d’un intérêt capital pour le
pathologiste qui doit établir un diagnostic fiable et valide. Les
informations a priori utilisées pour reconnaître les cellules sont
la taille, la forme, la texture mais surtout et principalement la
couleur. Les cellules ayant été colorées (selon un mode de colo-
ration particulier à la cytologie), celles-ci sont reconnaissables
par leur couleur. Une analyse du repérage des cellules par le
pathologiste permet de vérifier que la première information utili-
sée est la couleur; ensuite seulement interviennent d’autres cri-
tères plus spécifiques. Dans cet article, nous proposons une
méthode morphologique de segmentation d’images 2D couleur
de cytologie utilisant l’information couleur comme information a
priori. Cette méthode est orientée sur l’extraction d’objets mais
elle doit être modelée en fonction du problème à résoudre. Afin
d’utiliser de manière optimale notre méthode de segmentation
couleur, nous définissons également une méthodologie d’utilisa-
tion afin de bien cerner les choix critiques liés à la méthode. Ceci
nous permet, à travers cette méthodologie, de définir des solu-
tions pour chaque choix critique. Cette méthodologie utilise des
mesures quantitatives et des informations a priori sur les objets à
extraire. Nous rappellons dans un premier temps quelques géné-
ralités sur la couleur et nous présentons la structure d’une métho-
de morphologique de segmentation. Puis, nous présentons notre
méthode morphologique de segmentation couleur d’images de
microscopie ainsi que sa méthodologie d’utilisation. Notre pro-
pos sera illustré par une stratégie de segmentation d’images cou-
leur de la cytologie des séreuses, cette stratégie utilisant princi-




La couleur d’un point est donnée par un vecteur à trois compo-
santes. Généralement, ce vecteur est donné dans l’espace cou-
leur RVB qui décompose les couleurs en trois quantités des trois
couleurs primaires (rouge, vert et bleu). Il existe cependant
d’autres façons de coder la couleur d’un point. Pour cela on uti-
lise la terminologie d’espace couleur et suivant l’espace que l’on
utilise, la représentation de la couleur est différente. Ces espaces
sont obtenus à partir de l’espace couleur RVB grâce à des équa-
tions linéaires ou non linéaires. On consultera [Kun91, Luo90,
Poy95, Tré93, WS82] pour plus de précisions sur les espaces
couleur et leur représentation. L’emploi de la couleur en seg-
mentation d’images est un sujet de recherche relativement
récent. Bien que l’on trouve plusieurs sortes d’algorithmes de
segmentation couleur, la littérature n’est pas aussi riche que
pour les images en niveaux de gris. La couleur étant une infor-
mation que l’on attache directement et naturellement aux
régions, une segmentation couleur devrait permettre d’obtenir
des régions qui sont davantage significatives. La segmentation
couleur pose des problèmes relatifs au traitement de l’informa-
tion couleur contenue dans les images. Nous ne présenterons pas
ici les différentes méthodes employées en segmentation
d’images couleur. Nous pouvons toutefois en citer quelques-
unes : l’analyse d’histogrammes (2D ou 3D) [Cel90, Rob98,
AET98, Pap92, OKS80, Soi996, PYL98], la classification de
pixels [CMS97, LR97, SNN97, RPY95, Del97], la croissance
de régions [CG84, ZL98, TB98, Tré98, Mon87]. On consultera
[CPV95, PP93] pour une revue plus précise des différentes
méthodes de segmentation couleur. Dans cet article, nous avons
décidé de nous placer dans le cadre de la morphologie mathé-
matique [CC90, Ser82].  Les méthodes appartenant à cette dis-
cipline nous semblent très adaptées pour segmenter des images
couleur [SPK97, Saa94, Mey92] et plus particulièrement les
images de microscopie [BEHB97, EBH+96] qui sont très com-
plexes.
La structure d’une stratégie de segmentation par morphologie
mathématique se décrit par trois étapes séquentielles : la simpli-
fication, l’extraction de marqueurs, la croissance.
1) La simplification. La simplification de l’image consiste en
une phase de prétraitement dont le but est de simplifier les
images. La simplification peut consister en un lissage de l’ima-
ge grâce à une régularisation réalisée par un filtre. Des opéra-
teurs connexes basés sur la reconstruction morphologique per-
mettent d’éliminer certains détails ou objets selon des critères de
taille, de forme, ou de couleur.
2) L’extraction. L’extraction de marqueurs est l’étape d’initiali-
sation de la croissance : c’est une étape orientée vers une extra-
ction grossière des objets. Une connaissance a priori sur l’in-
formation des images à traiter et sur les caractéristiques des
objets dans l’image permet de choisir des opérateurs de traite-
ment d’images. Ces opérateurs permettent, en exploitant les
caractéristiques des objets, d’extraire partiellement ou totale-
ment les objets sans toutefois être précis au niveau de la locali-
sation. Pour les images couleur de microscopie, la principale
information a priori se situe au niveau de la couleur des objets.
Pour cette raison, l’extraction des marqueurs se doit donc d’uti-
liser la couleur ou une composante couleur.
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3) La croissance. A partir des marqueurs obtenus à l’étape pré-
cédente, on utilise l’une des principales transformations de mor-
phologie mathématique : la ligne de partage des eaux. Cette der-
nière réalise une croissance et permet d’obtenir les régions
finales correspondant aux objets segmentés. Cette étape doit
également faire appel aux informations a priori disponibles sur
les objets et en particulier leur couleur. L’utilisation de la cou-
leur dans le calcul de la ligne de partage des eaux permettra
d’obtenir des résultats qui correspondront mieux aux change-
ments significatifs présents dans les images.
On constate donc que l’utilisation d’informations a priori est
essentiel pour mener à bien l’élaboration d’une stratégie de seg-
mentation couleur de morphologie mathématique. Nous propo-
sons maintenant de définir une méthode de segmentation cou-
leur d’images microscopiques par morphologie mathématique
[CC90, Ser82]. 





En morphologie mathématique, l’une des principales tranforma-
tions est la ligne de partage des eaux. Celle-ci a été étendue rela-
tivement récemment au cas des images couleur. L’innovation
principale est venue des travaux de Meyer [Mey92] qui a propo-
sé  un algorithme dont les similarités avec les méthodes de crois-
sance de régions sont nombreuses. Il utilise des différences de
couleur entre pixels ainsi qu’une structure de données de type
file hiérarchique pour réaliser une croissance de régions rapide
où les régions se propagent à partir des marqueurs. La mesure
utilisée pour déterminer la probabilité d’appartenance d’un pixel
à une région, et donc sa probabilité d’agrégation, s’exprime par
une fonction de potentiel. Cette fonction consiste en une mesu-
re de similarité entre un pixel et une région voisine à laquelle il
pourrait être agrégé. Les recherches qui ont été menées se
situent surtout au niveau de cette fonction de potientiel. 
3.1. Fonction de potentiel couleur
Certains travaux [BEHB97, Saa94, EBH+96] ont modifié cette
fontion de potentiel afin d’y intégrer des mesures liées à des cri-
tères locaux et globaux. Ceci est particulièrement intéressant,
une ligne de partage des eaux intégrant ces deux types d’infor-
mations peut permettre d’extraire de façon très précise et très
fiable les objets rencontrés dans une image. La couleur des
objets présents dans une image se traduit directement par une
mesure statistique de la couleur moyenne des régions et les tran-
sitions entre les couleurs des objets s’expriment facilement par
le gradient couleur. L’utilisation de la couleur suivant ces deux
critères peut alors amener à des résultats qui correspondront à
des changement significatifs dans les images couleur. Ainsi, une
ligne de partage des eaux sera précise en utilisant les deux infor-
mations suivantes : l’information locale donnée par le gradient
couleur et l’information globale donnée par une mesure de la
couleur moyenne des régions qui permet de traduire l’homogé-
néité globale de celles-ci. Cette méthode d’extension de la fonc-
tion de potentiel est particulièrement adaptée au cas des images
de microscopie pour lesquelles les informations a priori dispo-
nibles se traduisent directement par ces deux informations
locales et globales. Nous avons donc défini la fonction de poten-
tiel suivante. Soient  IC1C2C3(R) le vecteur donnant la couleur
moyenne de la région R pour l’image I dans l’espace couleur
C1C2C3 , le vecteur IC1C2C3(p) donnant la couleur au point p
et ∇IC1C2C3(p) le gradient couleur au point p, la fonction de
potentiel est donnée par :
f(p,R) = (1− α)‖IC1C3C3(R)− IC1C2C3(p)‖
+α‖∇IC1C2C3(p)‖ (1)
Cette fonction combine l’information locale (le module du gra-
dient couleur) et l’information globale (résultant d’une compa-
raison statistique entre la couleur d’un point p et une région voi-
sine R). α est un coefficient de pondération qui permet de
modifier la relation et l’influence des critères local et global
durant le processus de croissance. On note l’utilisation de la
couleur dans ce processus de croissance : le gradient est calculé
dans un espace couleur et nous utilisons une mesure de simila-
rité couleur avant d’agréger un point à une région. Cette mesure
de similarité est calculée par la distance entre IC1C2C3(R) et
IC1C2C3(p). Durant le processus de croissance, chaque fois
qu’un point est ajouté à une région R, le vecteur est mis à jour.
Finalement, contrairement aux LPE usuelles qui utilisent une
fonction de potentiel fixe, la ligne de partage des eaux étendue
permet d’utiliser simultanément les critères local et global en les
combinant dans une seule fonction de potentiel. Les images cou-
leur et de gradient sont toutes deux normalisées afin d’avoir des
grandeurs équivalentes.
3.2. Points importants
Nous avons défini une méthode morphologique de segmentation
d’images couleur de microscopie en utilisant une fonction de
potentiel couleur, il nous reste à distinguer les points importants
de la mise en place d’une telle méthode. Nous avons défini la
fonction de potentiel couleur par (1), sans toutefois préciser quel
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espace couleur choisir, ni comment calculer le gradient couleur.
Il nous reste également à définir la comparaison statistique cou-
leur entre un pixel et une région. Enfin, α est un paramètre
déterminant dans l’utilisation de notre méthode et il reste à éta-
blir suivant les images à segmenter. Nous n’avons pas non plus
précisé comment obtenir les marqueurs. Pour conclure, l’utilisa-
tion de notre méthode de segmentation morphologique nécessi-
te plusieurs choix :
– Choix de l’espace couleur,
– Choix du gradient couleur,
– Choix d’une métrique pour comparer IC1C3C3(R) et
IC1C2C3(p),
– Choix des marqueurs,
– Choix de α.
3.3. Méthodologie d’utilisation
Nous venons de définir une méthode morphologique de seg-
mentation couleur d’images de microscopie ainsi que les points
importants qui l’influencent. Afin de bien réaliser ces choix qui
sont déterminants pour obtenir de bons résultats, nous propo-
sons de définir une méthodologie d’utilisation. Elle définit com-
ment procéder pour mettre en place notre stratégie de segmenta-
tion sur des images couleur de microscopie. Elle se déroule en
plusieurs étapes successives, chacune amenant à l’établissement
d’un paramètre ou des données d’entrée de notre méthode.
Chacune des étapes utilise soit des mesures quantitatives soit des
informations a priori sur les images couleur. 
3.4. Choix de l’espace couleur
Le choix d’un espace couleur peut permettre d’améliorer les
résultats d’une segmentation couleur [OKS80] mais son choix
reste un problème. Pour estimer la pertinence d’une segmenta-
tion, on fait généralement intervenir une information a priori
concernant les images : les objets à isoler. De plus, pour bien
définir un problème de segmentation, il faut préalablement étu-
dier son contexte [Clo98], ce qui nécessite de disposer d’images
décrivant totalement le problème. En microscopie, c’est généra-
lement le cas, les objets à reconnaître sont bien définis et le pro-
blème de segmentation est donc complètement déterminé. Pour
évaluer l’apport d’un espace couleur dans l’extraction d’objets
présents dans une image, nous allons utiliser une description des
objets. La méthode que nous avons choisie consiste à extraire
ces objets par une segmentation manuelle et à déterminer quel
espace couleur correspond le mieux aux transitions entre les
régions.
Cependant, nous devons disposer d’une méthode systématique
qui se base sur des mesures quantitatives pour classer les
espaces couleur selon un ordre de pertinence. Pour cela, nous
allons utiliser deux informations. La première provient d’infor-
mations a priori : nous allons isoler de manière manuelle les
objets à segmenter dans l’image. Ensuite, pour mesurer le degré
de pertinence d’un espace couleur vis-à-vis des informations a
priori, nous allons utiliser la distance entre les couleurs qui
caractérise la dispersion spatio-colorimétrique dans une image.
Ceci permettra de caractériser les transitions entre les couleurs.
La méthode de choix de l’espace couleur est directement liée à
notre méthode de segmentation qui utilise en grande partie cette
notion de distance entre les couleurs. Le choix de l’espace cou-
leur est basé sur la notion de contraste. Dans une première étape,
on segmente manuellement l’image afin d’isoler les régions à
reconnaître. Ensuite nous calculons le constraste couleur pour
chaque point se trouvant aux frontières entre deux régions et
ceci dans chacun des espaces couleur C1C2C3 parmi
RV B, XY Z, L∗u∗v∗, L∗a∗b∗, HSL . Les points se trou-
vant aux frontières entre deux régions sont connus grâce aux
régions extraites par la segmentation manuelle. Le contraste est
obtenu de la manière suivante. Soit IC1C2C3 une image couleur
donnée dans l’espace couleur C1C2C3 et P (x, y) ∈ IC1C2C3 .
Le contraste couleur au point P est donné par : c(P ) =
{max(dist(P,M)/M soit un 8-voisin de P}. Le contraste cou-
leur pour l’image IC1C2C3 est alors C(I) =
∑
c(P ) tel que P
soit un point de frontière entre deux régions. Pour chaque espa-
ce couleur, les images couleur sont normalisées entre 0 et 255
avant le calcul du contraste afin d’avoir des résultats équivalents
dans tous les espaces couleur. L’image IC1C2C3 donnant le
constraste le plus élevé sera celle la mieux adaptée à notre
méthode de segmentation car on constate de fortes transitions de
couleur aux transitions entre les régions à segmenter. Nous
avons appliqué cette méthode sur une image de microscopie
(Figure 1(a)) dont la segmentation manuelle est donnée par la
figure 1(b). 
Sur cette image nous avons extrait à la fois les cytoplasmes et
les noyaux des cellules qui définissent les objets à isoler dans
l’image. Notre méthode d’extraction du contraste va nous don-
ner l’espace couleur qui est le plus représentatif de l’information
couleur contenue dans les images. Le tableau 1 donne la valeur
du contraste pour la figure 1(a) rapporté au nombre de points de
frontière (8269 pour cette image).
Les différentes valeurs nous permettent de conclure que l’espa-
ce RVB est le mieux approprié. Nous savons à présent comment
déterminer quel espace couleur utiliser grâce aux informations a
priori. Pour choisir l’espace couleur le mieux adapté au problè-
me à résoudre, il faut disposer d’images représentatives du pro-
blème i.e. contenant toutes les couleurs et objets pouvant être
rencontrés. Une fois ces images obtenues, les objets devant être
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Espace RVB XYZ L*u*v* L*a*b* HSL
Contraste 67.20 64.25 45.19 27.83 64.49
Tableau 1 – Contraste rapporté au nombre de points de frontière pour la
figure 1(a)
extraits par la segmentation sont segmentés manuellement. On
ne tient donc compte que des objets à extraire et non pas de tous
les objets présents sur l’image. On procède ensuite au calcul du
contraste pour chacune des images, l’espace couleur donnant le
meilleur contraste moyen pour toutes les images est le mieux
adapté.
3.5. Choix du gradient couleur
Aucune méthode n’est conseillée, cependant le calcul doit être
impérativement effectué dans le même espace couleur que celui
qui a éte trouvé lors de l’étape du choix de l’espace couleur.
Ceci pour une question de cohérence au niveau de la fonction de
potentiel mais également car c’est cet espace qui caractérise le
mieux les transitions entre les objets, c’est donc à cet endroit que
le gradient est élevé. L’opérateur gradient que nous avons utili-





(‖∇IC1(y)‖+ ‖∇IC2(y)‖+ ‖∇IC3(y)‖)2 (2)
Les filtres utilisés pour calculer le gradient suivant les directions
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Pour avoir une image de gradient indépendante de l’orientation,
il faut faire des convolutions avec tous les filtres déduits les uns
des autres par rotation. Pour chaque direction on obtient
∇θIC1C2C3(p) et le gradient est obtenu en prenant le maximum
des valeurs de ∇IC1C2C3(p) = ‖sup(∇θIC1C2C3(p))‖ . Étant
donné que ce gradient est sensible au bruit, il est préférable de
lisser au préalable l’image couleur IC1C2C3.
3.6. Choix de la métrique
Le choix dépend d’informations a priori. La distance de
Mahalanobis est mieux adaptée pour des régions qui présentent
de fines variations mais pour des objets sufisamment homo-
gènes, on utilisera la distance euclidienne. C’est donc cette der-
nière que nous avons choisie.
3.7. Choix des marqueurs
La couleur étant une information a priori sur les objets à isoler
dans une image, l’extraction des marqueurs doit se faire sur des
composantes qui correspondent à l’information recherchée. Si
une scène présente une information couleur directement liée à
une composante d’un espace couleur, on préférera une compo-
sante qui contienne cette information. Si ce n’est pas le cas,
l’utilisation de la couleur ne doit pas se limiter à l’utilisation
d’un seul espace couleur : l’utilisation combinée de différentes
composantes de plusieurs espaces couleur amènera à de
meilleurs résultats. Pour résumer, l’extraction des marqueurs
peut se faire sur une composante couleur, sur la combinaison de
plusieurs composantes provenant de différents espaces couleur
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Figure 1. – Une image de microscopie et les régions extraites manuellement.
(a) une image microscopique.
(b) Les régions de la figure 1(a).
ou bien encore sur l’union de marqueurs. Le choix des compo-
santes doit être guidé par l’utilisation d’informations \textit{a
priori} sur les objets à extraire. Nous verrons quelques exemples
dans la suite de cet article.
3.8. Choix de α
La méthodologie d’utilisation doit être appliquée séquentielle-
ment. α doit être fixé vis-à-vis des connaissances a priori sur les
objets à extraire. Si les contours sont très nets, on prendra α avec
une valeur proche de 1, si les contours sont moins nets et les
régions peu homogènes on prendra α proche de 0.5 et si les
contours ne sont pas nets mais que les régions sont homogènes,
on prendra α proche de 0. Pour fixer α, il faut le faire varier jus-





Notre  méthode de segmentation couleur a été expérimentée sur
des images obtenues à partir d’étalement de cellules des
séreuses. Les images sont des images couleur d’étalements
effectués à partir de liquides provenant de cavités naturelles (les
séreuses). Les préparations cellulaires sont obtenues par centri-
fugation suivi d’une fixation dans l’alcool-acétone. Les lames
sont colorées par la méthode de coloration de Papanicolaou
[Pap42]. Cette méthode de coloration est un standard internatio-
nal qui assure une constance dans la couleur des cellules.  Les
images  peuvent être divisées en trois groupes selon leurs fonds :
homogènes, hémorragiques ou muco-protéiniques. Les cellules
ont un noyau bleu et un cytoplasme vert [Pap42]. Leurs couleurs
et leurs configurations spatiales sont d’une extrême variabilité :
cela va des cellules isolées, accolées, aux amas et aux cellules se
chevauchant. On trouve d’autres cellules sur les images : les glo-
bules rouges qui ont la même variabilité de répartition spatiale.
Ces cellules sont rouges ce qui les différencie des autres types
de cellules (voir figure 2(a)). Les images sont donc caractérisées
par leur information couleur et c’est cette information a priori
qui conduit le développement de la stratégie de segmentation.
Le but est d’isoler les noyaux et les cytoplasmes de toutes les
cellules sauf des globules rouges.
Les images ont été obtenues avec un microscope Olympus à un
grossissement de 20 en utilisant une caméra Sony 3-CCD sous
des conditions expérimentales constantes : la coloration des cel-
lules, le grossissement du microscope, une source de lumière
stabilisée. Avant chaque acquisition, la caméra et le microscope
sont laissés allumés pendant minimum une heure afin d’at-
teindre la stabilité thermique du système d’acquisition et de
s’assurer qu’il n’y aura aucune variation lors de l’acquisition de
plusieurs images. Nous disposons d’une base de plus de 
150 images.
Nous procédons en cinq étapes. La première étape consiste à
établir une présence de cellules sur l’image. Si des cellules sont
effectivement présentes, on procède à l’élimination des globules
rouges. Dans les deux étapes suivantes, les régions nucléaires et
cytoplasmiques sont déterminées. Une fois celles-ci trouvées,
lors des quatrième et cinquième étapes, les noyaux accolés sont
séparés et les cytoplasmes de façon à n’avoir plus qu’un seul
noyau ou amas de noyaux par cytoplasme. La stratégie est
ascendante, nous trouvons des informations globales sur les
images dans les premières étapes et nous nous attachons ensui-
te à isoler les objets. Nous allons maintenant décrire chacune des
étapes de segmentation.
4.1. Prétraitements
Avant de réaliser l’extraction des cytoplasmes et des noyaux des
cellules, nous procédons à trois prétraitements que sont la correc-
tion de l’image, la détection des cellules intéressantes et l’élimi-
nation des globules rouges. Ces traitements n’utilisent pas la
méthodologie exposée précédemment et les deux derniers servent
à simplifier les futures extractions des cytoplasmes et des noyaux.
– Correction de l’image
Avant d’effectuer tout traitement sur l’image acquise, nous réali-
sons une division de l’image couleur originale par une image de
fond. Une image de fond est une image représentant un champ
microscopique vide. Cette image représente le fond de référence
d’une lame. La division d’une image couleur de cellules par cette
image de fond permet de réduire les effets du bruit et certaines
inhomogénéités qui sont présentes sur chaque image.
– Détection des cellules
Avant de segmenter une image, il nous faut déterminer si il y a
présence de cellules nuclées. Les cellules intéressantes étant
celles avec un noyau bleu, le problème est réduit à la détection
des objets bleus sur l’image. Dans un espace couleur tel que
RVB il est difficile de réaliser simplement une détection des
objets bleus, mais dans un espace plus intuitif tel que HSL, cela







) permet de sélectionner les objets bleus de l’image,
cependant cette sélection n’est pas précise. En effet, la couleur
des noyaux varie du très clair au très foncé et un seuillage fixe
sélectionne ces objets de façon très grossière. Cette sélection
n’étant pas très précise, elle est suivie de deux érosions binaires
avec un élément structurant carré. Si l’image binaire résultante
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est égale à l’ensemble vide, il n’y a pas d’objets bleus sur l’ima-
ge. Dans le cas contraire, des cellules sont présentes et il faut
traiter l’image. On notera que la présence de débris ou de glo-
bules rouges n’entrave pas la détermination de la présence de
cellules intéressantes car ils n’ont aucune similarité avec des
objets bleus.
– Élimination des globules rouges
A ce stade nous savons que des cellules se trouvent sur l’image.
Cependant nous devons procéder à l’élimination des globules
rouges. Ces cellules sont totalement colorées en rouge.
L’extraction des globules rouges n’est pas utile et leur élimina-
tion permet de réduire de façon significative le nombre de cel-
lules à segmenter sans pénaliser l’extraction des cellules. Pour
éliminer les globules rouges, nous procédons de façon analogue
à la détection des cellules. Etant donné que la couleur des glo-
bules rouges varie peu, leur teinte reste toujours dans un certain
intervalle de variation (qui est inclus dans l’ensemble des cou-
leurs rouges). 
En déterminant cet intervalle de variation par la mesure de la
teinte (de l’espace HSL) de différents globules rouges, nous pou-
vons ensuite éliminer par un simple seuillage sur la teinte tous
les objets de l’image ayant une couleur correspondant à celle des













résultante nous fournit un masque binaire  Im divisant l’image
(Figure 2(a)) en deux régions : les globules rouges et le reste de
l’image (Figure 2(b)).
4.2. Extraction des cytoplasmes
Pour extraire les cytoplasmes, nous avons utilisé notre fonction
de potentiel couleur de la ligne de partage des eaux. Sa mise au
point se fait à travers la méthode suivante. Voyons chacune des
étapes en détail :
1) Pour choisir l’espace couleur, nous avons utilisé trois images
dont les fonds sont représentatifs du problème à traiter. On trou-
ve également sur ces images les diverses configurations de cou-
leur et de répartition spatiale des cellules. Les résultats de l’ex-
traction du contraste sont résumés dans le tableau 2. L’espace
couleur présentant le meilleur contraste pour toutes les images
est l’espace RVB qui sera donc utilisé.
2) La métrique utilisée est une métrique euclidienne.
3) Le calcul du gradient est effectué dans l’espace RVB puisque
cet espace a été choisi. Le gradient est obtenu à partir de l’ima-
ge couleur lissée par un filtre exponentiel de valeur 0.4.
4) Pour déterminer les marqueurs cytoplasmiques, les informa-
tions a priori que nous pouvons utiliser sont la couleur verte du
cytoplasme et la transition franche entre le fond et le cytoplas-
me. Ces propriétés sont traduites par l’information de luminan-
ce. Ceci correspond à nos images car le fond est plus clair que
le cytoplasme. Nous utilisons ici la luminance de l’espace HSL
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(a) Une image couleur de cellules
(b) Le masque binaire des globules rouges de l’image 2(a)
Figure 2. – Une image de cellules et le masque binaire des globules rouges
correspondant.
Tableau 2. – Contrastes suivant le type de fond de l’image et l’espace cou-
leur.
Fond RVB XYZ L*u*v* L*a*b* HSL
Homogène 67.20 64.25 45.19 27.83 64.49
Hémorragique 87.59 84.45 60.61 34.53 85.23
Muco-Protéique 60.59 58.05 53.35 25.95 59.39
Moyenne 71.79 68.91 53.05 29.43 69.70
car son histogramme a sensiblement la même forme quelles que
soient les images à segmenter. Les marqueurs sont obtenus par
un seuillage automatique utilisant le maximum de la variance
interclasse et la vallée (la plus proche du pic maximal) de l’his-
togramme. Mais ces marqueurs contiennent des globules rouges,
on procède donc, pour les éliminer, à l’intersection entre les
marqueurs et le masque des globules rouges Im.
5) Comme nous l’avons vu, la limite entre le fond et les cyto-
plasmes se traduit par une transition couleur franche si bien que
l’information gradient est suffisamment précise pour extraire les
régions cytoplasmiques. α est donc fixé à 1.
Suite à cette extraction des cytoplasmes, tous les cytoplasmes
des cellules présents sur une image sont segmentés (Figure 3).
4.3. Extraction des noyaux
Comme pour les cytoplasmes, l’extraction des noyaux est basée
sur notre fonction de potentiel couleur de la ligne de partage des
eaux. Voyons le cheminement de la méthode.
1) Le choix de l’espace couleur se fait sur des images représen-
tatives des noyaux des cellules pouvant être rencontrées.
Comme nous l’avons vu les noyaux des cellules ont une couleur
extrêmement variable. Les images devant servir à l’extraction du
contraste doivent donc contenir suffisamment de cellules dont
les noyaux sont représentatifs, ceci afin d’avoir une mesure
fiable du contraste. Trois images contenant trois types de cel-
lules différents ont été utilisées. Le type 1 correspond à une
image contenant des cellules aux noyaux isolés ou accolés dont
les noyaux sont bleu foncé (Figure 4(a)), le type 2 dénomme une
image contenant des cellules aux noyaux très foncés isolés ou en
amas (Figure 4(b)) et le type 3 dénomme des cellules aux
noyaux très clairs isolés ou accolés (Figure 4(c)). 
Après analyse des résultats (voir tableau 3) l’espace RVB appa-
raît comme étant le mieux adapté à un traitement.
2) La métrique est une métrique euclidienne.
3) Le gradient couleur est calculé dans l’espace RVB. Le gra-
dient est obtenu à partir de l’image couleur lissée par un filtre
exponentiel de valeur 0.4.
4) Les noyaux des cellules sont reconnaissables à leur couleur
bleue et nous allons utiliser cette information a priori. Pour
extraire les marqueurs nucléaires, il nous faut trouver une com-
posante connexe par noyau ou amas de noyaux. Or cette déter-
mination n’est pas aisée. En effet, la couleur des noyaux est
d’une très grande variabilité (ceci étant principalement dû aux
variations de texture chromatinienne) si bien que leur couleur
peut aller de bleu très clair à bleu très foncé. Ceci rend l’extrac-
tion systématique de marqueurs plus difficile car il nous faut iso-
ler à la fois les noyaux clairs et les noyaux foncés. Sur une com-
posante couleur d’un espace couleur (quel qu’il soit), cette
extraction des marqueurs est impossible de façon satisfaisante.
Il faut donc créer une nouvelle image qui fasse ressortir les
noyaux clairs et foncés. Cette image est créée à partir de la com-
binaison de plusieurs composantes de différents espaces couleur.
Nous avons utilisé l’image suivante :
IS1 =




L’image  Iv∗L∗u∗v∗ représente une information chromatique qui
accentue les noyaux clairs. L’image  (IBRVB − IVRV B) a la pro-
priété de niveler la différence entre les noyaux clairs et les
noyaux foncés. L’image  IS1 permet d’avoir une meilleure dis-
tribution des niveaux de gris entre les noyaux et le reste de
l’image restreignant ainsi les noyaux à un intervalle de niveaux
de gris plus petit. La comparaison entre l’histogramme 5(a) de
la composante bleue 6(a) d’une image couleur (figure 3) et l’his-
togramme 5(b) de IS1 6(b) permet de vérifier cette constatation.
La détermination des marqueurs peut alors se faire de manière
automatique par un seuillage.
Le seuil est choisi à partir des valeurs de la variance interclasse
et de la vallée (par rapport au plus grand pic) de l’histogramme
de IS1. En effet, suivant l’image à segmenter le seuil le plus pré-
cis est soit la variance, soit la vallée. Afin d’avoir un choix pré-
cis du seuil à utiliser, nous utilisons la propriété suivante : une
image seuillée des noyaux est meilleure qu’une autre si les mar-
queurs contiennent exactement les noyaux et qu’ils ne débordent
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Figure 3. – Un exemple de segmentation des cytoplasmes des cellules.
Tableau 3. – Contrastes pour les différentes configurations de noyaux dans
chaque espace couleur
Noyaux RVB XYZ L*u*v* L*a*b* HSL
Type 1 89.63 88.24 62.54 34.74 88.47
Type 2 68.57 67.81 67.31 47.05 68.61
Type 3 98.44 95.25 71.93 36.56 95.76
Moyenne 85.54 83.76 67.26 39.45 84.28
pas sur les cytoplasmes. Le cytoplasme étant caractérisé par sa
couleur verte, nous utilisons le seuil qui minimise la quantité de
vert incluse dans les marqueurs. Cette sélection est faite par la
formule suivante : Soient S1 et S2 les seuils de variance et de
vallée de l’histogramme, le seuil optimal S est :
T1 =
∑
IVRV B(x, y)/P (x, y) ∈ IS1 et IS1(x, y) < S1
T2 =
∑
IVRV B(x, y)/P (x, y) ∈ IS1 et IS1(x, y) < S2
si T1 < T2 alors S = S1 sinon S = S2
Le seuil obtenu a la propriété d’être le meilleur des deux seuils
possibles (variance interclasse et vallée de l’histogramme) et les
noyaux clairs et foncés sont tous inclus dans les marqueurs. Une
intersection est réalisée avec l’image   Im pour éliminer les glo-
bules rouges contenus dans les marqueurs.
5) Le paramètre α est fixé à 0.5. Cela permet de prendre en
compte l’amplitude du gradient et l’homogénéité couleur des
noyaux. L’utilisation de ces deux informations permet d’avoir de
meilleures régions nucléaires car le gradient a certaines limita-
tions aux frontières des noyaux. D’une part les transitions entre
les noyaux et le cytoplasme ne sont pas toujours assez franches
pour donner des maxima du gradient et d’autre part quelques
maxima peuvent apparaître ailleurs qu’à la transition noyau
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Figure 4. – Les images des différents types (de 1 à 3) de cellules.
(a) Le type 1.
(b) Le type 2.
(c) Le type 3.
(a) L’histogramme de la figure 6(a)
Figure 5. – Les histogrammes des images des figures 6
(b) L’histogramme de la figure 6(b)
cytoplasme à cause des variations de texture d’un noyau.
L’utilisation de l’homogénéité couleur pour l’ajout d’un point à
une région permet d’avoir une meilleure détermination des
régions.
4.4. Séparation des noyaux
Comme nous l’avons vu dans la section précédente, nos noyaux
ont été isolés dans beaucoup de configurations spatiales diffé-
rentes. Celles-ci peuvent être d’une grande complexité pour des
amas de noyaux avec ou sans recouvrement. Mais certaines cel-
lules ont juste leurs noyaux accolés, il est donc intéressant de
séparer ces noyaux qui se touchent. On remarque que ces
noyaux potentiellement séparables sont caractérisés par les
concavités présentes dans leur bordure nucléaire. Nous utilisons
par conséquent cette propriété pour dissocier les noyaux accolés.
La méthode utilisée est classique [CC90] : on calcule la ligne de
partage des eaux de l’inverse de l’image de distance aux bor-
dures nucléaires avec comme marqueurs les érodés ultimes de
l’image de distance. Les marqueurs représentent une composan-
te connexe par noyau, ce qui permet la séparation dans un
regroupement de noyaux. Par cette méthode on sépare les
noyaux accolés sans diviser les noyaux se chevauchant.
4.5. Division des cytoplasmes
A ce niveau, nous avons plusieurs cytoplasmes qui contiennent
un noyau, plusieurs noyaux ou un amas de noyaux. Nous dési-
rons partitionner les régions cytoplasmiques afin de n’avoir plus
qu’un seul noyau ou amas de noyaux par cytoplasme (ce qui
n’est pas totalement le cas actuellement à cause des cytoplasmes
accolés ou agglomérés). Dans la majeure partie des cas les
lignes de séparation entre les cellules sont visibles et définissent
les cytoplasmes se touchant, mais dans certains arrangements de
cellules, ces transitions ne sont pas assez nettes et la seule infor-
mation a priori qui permet de partitionner le cytoplasme est la
configuration spatiale des différents noyaux dans le cytoplasme.
Pour diviser les cytoplasmes, notre méthode utilise deux pro-
priétés : les transitions dans le cytoplasme et la position des
noyaux dans le cytoplasme. Pour cela on calcule la ligne de par-
tage des eaux de la composante bleue lissée (par un lissage
exponentiel de valeur 0.4) avec les noyaux (séparés à l’étape
précédente) comme marqueurs. Par cette méthode nous pouvons
partitionner les cytoplasmes avec plusieurs noyaux ayant des
transitions couleurs franches à l’intérieur mais également les
cytoplasmes sans aucune information sémantique relative à la
forme ou aux transitions internes mais avec des noyaux distincts
à l’intérieur. Les objets qui sont finalement obtenus sont des cel-
lules dont le cytoplasme contient  soit un noyau soit un amas de
noyaux se chevauchant. La Figure 7(b) donne le résultat de la
segmentation de la figure 7(a).
4.6. Évaluation de la segmentation
Afin d’évaluer la segmentation des images couleur de la cytolo-
gie des séreuses, environ 2000 cellules ont été segmentées (soit
50 images). Une  méthode usuelle pour évaluer le taux de réus-
site d’un procédé de segmentation est de déterminer manuelle-
ment les contours de chacune des cellules et de comparer les
résultats avec une segmentation automatique en comptant les
pixels mal segmentés. Cette méthode est fastidieuse et longue,
c’est pourquoi nous avons procédé d’une manière différente.
L’expert examine visuellement les cellules segmentées et son
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(a) La composante bleue de l’image de la figure 3.
(b) L’image Is1 de l’image de la figure 3
Figure 6. – Les composantes bleues et IS1 d’une image couleur (figure 3).
choix se porte sur les cellules oubliées ou mal segmentées. Pour
celles-ci, il détermine les contours corrects pour le cytoplasme
et le noyau. Ainsi seules les cellules qui sont mal segmentées
sont corrigées. Sur une image, on peut donc, à l’issue de l’éva-
luation, déterminer le nombre de cellules correctement et incor-
rectement  segmentées ainsi que le type de l’erreur : sur le noyau
ou le cytoplasme. Certains arrangements de cellules sont très
complexes et l’expert ne peut les analyser. Ces amas sont alors
marqués comme non segmentables car ils ne sont pas significa-
tifs. Les résultats de l’évaluation sont résumés dans le tableau 4.
Ce tableau donne le nombre de noyaux (ou de cytoplasmes) cor-
rectement segmentés.
On note une variation de 10 % entre les experts mais ceci est
considéré comme normal étant donné la difficulté d’interpréta-
tion pour les erreurs minimes et les cas extrèmes. Les résultats
sont satisfaisants : 94.5 % des noyaux et 93 % des cytoplasmes
sont correctement segmentés. Le taux de réussite de la segmen-
tation dépend en grande partie de la population cellulaire pré-
sente sur une image : si beaucoup de cellules isolées ou accolées
sont présentes, la segmentation sera très efficace. Mais pour des
configurations plus complexes (comme la superposition de
noyaux), le taux de réussite n’est plus significatif car l’expert est
incapable de segmenter manuellement les cellules de façon pré-
cise. La majorité des erreurs provient du manque de mise au
point dans les images, ce qui pourrait être corrigé par une mise
au point automatique lors de l’acquisition des images.
5. Conclusion
Nous avons proposé une méthode morphologique de segmenta-
tion couleur pour des images de microscopie et nous avons défi-
ni une méthodologie d’utilisation de cette méthode. Chacun des
points importants a été distingué, ce qui permet d’envisager dif-
férents problèmes de microscopie tout en gardant la même
méthode. Nos résultats de segmentation permettent de montrer
que notre méthode convient à ce type de problème et qu’elle
peut être adaptée pour résoudre des applications en cytologie
microscopique. Nos travaux ont permis, dans le cadre de la cyto-
logie des séreuses, d’aboutir à un système complet de tri cellu-
laire : ARCTIC (Aide a la Recherche en Cytologie par le Tri
Informatique des Cellules) [LEC99, LEC+98]. Cependant, on
peut, avec certaines restrictions, appliquer notre méthode de seg-
mentation à d’autres domaines d’application où les objets à
reconnaître sont bien définis et reconnaissables de part leur cou-
leur. A présent nos recherches se tournent vers l’utilisation de
méthodes de classification (Réseaux de neurones, classification
floue, arbres de décision) afin d’obtenir les marqueurs à partir
d’informations a priori de manière automatique.
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Figure 7. – Une image couleur des séreuses et sa segmentation.
(a) Une image des séreuses.
(b) Une image des séreuses segmentée : les noyaux sont caractérisés par leur
bordure jaune et les cytoplasmes par leur bordure blanche.




1 98.3 % 99.0 %
2 96.1 % 91.5 %
3 89.2 % 88.7 %
Moyenne 94.5 % 93.0 %
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