INTRODUCTION
Although the nucleotide sequence of DNA determines the sequence of its products, at the level of gene regulation it is apparent that the unit of inheritance in eukaryotes also involves associated chromatin components. These can confer mitotically and occasionally meiotically heritable changes in gene expression (Klar 1998) . In plant research, peculiar (i.e., non-Mendelian) genetic phenomena such as transgene silencing, resetting of transposon activity, paramutation, and parent-of-origin effects have been known for many years. Because these phenomena are reversible and do not involve changes in the DNA nucleotide sequence, they have been termed epigenetic. It was long suspected that their underlying basis would involve change in chromatin structure, a view for which there is increasing evidence. By contrast, in animal research, much interest in chromatin historically derives from developmental studies, in particular the concept of epigenesis-the genetic changes that accompany the development and differentiation of different cell types from a single fertilized egg cell during embryogenesis. Work on Drosophila, in particular, has emphasized the role of chromatin remodeling as the basis for stable changes in gene expression during epigenesis. Phenomena such as co-suppression, which was first identified in plants, have only recently been identified and characterized in animal systems (Pal-Bhadra et al. 1999) . Similarly, a role for chromatin remodeling during plant development is little emphasized, for reasons we discuss below. In this review, we focus on the significance of chromatin remodeling to plant development rather than to processes associated with genome defense, such as transgene silencing and transposon activity, although mechanistically there may be features in common. We first describe basic structural features of chromatin. We then discuss mechanistic features of chromatin remodeling, considering the types of modification that occur and how these may be initiated, propagated, converted into a transcriptional output, and, occasionally, reset. Last, we discuss examples that illustrate the use of chromatin remodeling to memorize transient events in plant development. Despite the identification of a variety of remodeling factors, their biochemical functions have rarely been demonstrated and their links with chromatin structure are speculative. Although chromatin research has produced an intimidatingly compendious literature, many fundamental questions, such as the structure of chromatin beyond the nucleosome level, remain poorly resolved.
What is Chromatin?
In eukaryotes, DNA has to be compacted enormously in order to fit within the nucleus-a feat achieved by packaging it into chromosomes that are at least 10,000-fold shorter than the linear DNA molecules they contain. Chromosomes are composed of chromatin, which consists of DNA and associated materials, the most significant of which are the histones. These positively charged proteins form particles, termed nucleosomes, which represent the fundamental repeating units of chromatin (Kornberg & Klug 1981) .
The nucleosome has a core particle, around which 145-147 bp of DNA are wrapped in 1.65 turns of a left-handed superhelix. A variable region of linker DNA, usually 20-80 bp, separates adjacent core particles. This gives preparations of chromatin extracted at low ionic concentrations, which are unfavorable for higherorder folding, a characteristic beads-on-a-string appearance when viewed under the electron microscope (EM) ( Figure 1A ) (Olins & Olins 1974) . The core particle is disc-shaped and consists of an octamer containing two molecules each of the four highly conserved core histone proteins H2A, H2B, H3, and H4. Interactions between the core histones, and between histones and DNA, are mediated through the fold domains, consisting of about 70 amino acids toward the C termini of the histones, and form three α helices. The N termini of the core histones have highly charged lysine-rich tails, which have relatively minor structural roles. Thus the tails can be removed from nucleosomes by trypsin digestion without severely altering integrity (Ausio et al. 1989) . Despite this, the tails are extremely well conserved between species. One reason for this (discussed below) is that the tails are the sites of covalent histone modifications that are catalyzed by a variety of remodeling enzymes. A second reason is that the tails may have an architectural role in higherorder structure. Thus the crystal structure of core nucleosome particles suggests that the H4 tails protruding from the nucleosome contact H2A/H2B in adjacent nucleosomes (Luger et al. 1997) . Consistent with this, in vitro studies indicate that core histone tails are necessary for chromatin folding to form higher-order structures (Carruthers & Hansen 2000) . Although most structures of nucleosomes were resolved in animal systems, the H3 and H4 histones are well conserved between plants and animals, and plant and animal chromatin has been shown to have similar nucleosomal structures (Cheah & Osborne 1977 , DeLange et al. 1969 , Vershinin & Heslop-Harrison 1998 . Plant H2 histones are much less well conserved, although the significance of this for chromatin structure is unclear (Smith et al. 1995) .
The linker histone H1 is more variable than the core histones and is associated with increasing chromatin compaction. A single H1 molecule binds on the outside of the core particle, near the center of the nucleosomal DNA, and interacts with about 20 bp of linker DNA so that two complete superhelical turns of DNA are wrapped around the particle (Allan et al. 1980 , Thoma et al. 1979 ). This wrapping of DNA around nucleosomes, however, accounts for only about a sevenfold compaction of the linear DNA molecule. In interphase nuclei, 30-nm-wide fibers of chromatin are observed rather than the 10-nm beads-on-a-string configuration. Similarly, large fibers are observed in chromatin preparations in vitro so that at increasing Mg 2+ concentrations that favor folding, the appearance of chromatin changes from a beads-on-a-string appearance to more condensed fibers of about 30 nm diameter. Most studies suggest that the linker histones (H1 and its variants) are required for the folding or the stability of such structures. A solenoid model has been proposed for the structure of the 30-nm fiber in which the nucleosomes are themselves compacted into a superhelix with about six nucleosomes per turn, and histone H1 linkers on the inside of the solenoid stabilize the structure ( Figure 1B ) (Finch & Klug 1976 , Graziano et al. 1994 , Thoma et al. 1979 . This accounts for a 40-50-fold packaging. Compaction above the level of the 30-nm fiber, generally termed higher-order chromatin structure, is not well understood. EM preparations of human metaphase chromosomes depleted of histones suggest that DNA is arranged in loops of about 30-90 kb that are attached to a central scaffold, with the entry and return points anchored close together. In EM sections, a series of such DNA loops appears to be arranged radially along the length of the metaphase chromosome to further increase packaging ( Figure 1C ) (Marsden & Laemmli 1979 , Paulson & Laemmli 1977 . Although the relevance of such loops to interphase nuclei is unclear, a similar loop organization is likely preserved during interphase, but with the scaffold more dispersed (Razin & Gromova 1995) . Recent studies in plants provide indirect evidence that chromatin is also organized into loops within the interphase nucleus, and these loops may correspond to domains of chromatin structure (Allen et al. 2000) .
Two distinct forms of chromatin, heterochromatin and euchromatin, have generally been identified in plants and animals (Heitz 1928) . Heterochromatin is recognizable in interphase nuclei as regions of highly condensed chromatin that give brighter staining with DNA-binding dyes such as DAPI relative to surrounding euchromatin. In addition, relative to euchromatin, heterochromatin is associated with late replication, a low content of genes, a high content of repetitive sequences, and low transcriptional activity. The recent completion of the Arabidopsis genome sequence has allowed the detailed study of the organization of a heterochromatic region on chromosome 4 and has confirmed most of these features (CSHL/WUGSC/PEB Arabidopsis Sequencing Consortium 2000, Fransz et al. 2000) . Future study should confirm whether plant heterochromatin has structural features similar to those recently found in animals, for example, enrichment for particular methylation patterns on histone H3 tails (Maison et al. 2002 , Paul & Ferl 1998 , Pikaard 1998 .
In addition to the histones, other important protein components of chromatin include DNA topoisomerase II, which constitutes the bulk of the metaphase chromosome scaffold (Earnshaw et al. 1985) , and the cohesins and condensins, which are involved in chromosome condensation during cell division, and in some cases, also for gene regulation during interphase (Chuang et al. 1994 (Chuang et al. , 1996 Hirano 1999; Lupo et al. 2001) . Cohesins and condensins have recently been characterized in Arabidopsis and also found to be important for chromosome integrity during mitotis and meoisis (Bai et al. 1999 , Bhatt et al. 1999 , Liu et al. 2002 , Liu & Meinke 1998 . Other important chromatin components include the remodeling factor discussed below. Finally, RNA is increasingly recognized as an important component of chromatin, particularly with regard to gene regulation. For example, mammalian X chromosome inactivation, dosage compensation in Drosophila, and mouse pericentromeric heterochromatin formation all require RNA molecules. In plants, RNA has been shown to be important in directing de novo DNA methylation (Wassenegger 2000) , but no structural RNA chromatin components have been described to date.
What is Chromatin Remodeling?
Chromatin remodeling has been defined as "any event that alters the nuclease sensitivity of a region of chromatin" (Aalfs & Kingston 2000) . In effect, nuclease sensitivity provides an indirect assay for chromatin structure because the digestion of DNA by nucleases is affected by packaging of DNA into nucleosomes and higher-order chromatin. For example, micrococcal nuclease digests histone H1-containing chromatin less rapidly than chromatin from which H1 has been removed, presumably because this interferes with folding into 30-nm or higher-order fibers and thus accessibility to nuclease (Allan et al. 1980) . In practice, remodeling has been used to describe several different processes. It has been applied for the noncovalent modification of chromatin structure mediated by ATP-dependent remodeling complexes that contain an ATPase subunit. In several cases, these factors have been demonstrated to cause ATP-dependent sliding of nucleosomes along DNA or to loosen the association of DNA with the surface of the nucleosome (Flaus & Owen-Hughes 2001) . Remodeling has also been used to describe a variety of covalent modifications of histone tails such as methylation, acetylation, phosphorylation, and ubiquitination. Although there are many data to correlate such modifications with different states of gene activity, exactly how they are linked to chromatin structure remains unclear. Remodeling is thus an ambiguous term and, because it refers to many events, it has been argued to describe none of them (Aalfs & Kingston 2000) . Nonetheless, because so little is known about chromatin remodeling in plants at the biochemical level, attempts to be more specific are premature, and thus we use the term in the broad sense. We also discuss DNA methylation because it is increasingly clear that DNA methylation leads to changes in chromatin structure (and vice versa).
Why Remodel Chromatin?
Packaging of DNA into chromatin affects all the DNA reactions, namely repair, replication, recombination, transposition, and transcription. In particular, chromatin remodeling is critical to ensure chromosome condensation and segregation during cell division and thus genome integrity (Peters et al. 2001) . It is also important for genome defense, for example, for controlling the activity of transposons and retroviruses (Martienssen & Colot 2001) . However, in the context of development, the effects upon transcription are most relevant and are considered here. It has been argued that in eukaryotes, unlike prokaryotes, the default chromatin state is inhibitory to transcription because nucleosomes interfere with access of transcription factors to DNA targets (Struhl 1999) . For example, nucleosomes positioned over the TATA box prevent the TATA-binding protein from binding to promoters. Therefore, chromatin remodeling is necessary in order for transcription to initiate (Li et al. 1998) . Various observations support the view that chromatin structure is significant for gene expression in plants. First, in experiments in which reporter gene constructs are introduced into plant cells as naked DNA using particle bombardment, the resulting levels of gene expression are different and, in most cases, higher than those observed when the reporter is chromosomally integrated and therefore in a chromatin context (Chua et al. 2001 , Frisch et al. 1995 . Second, gene expression is correlated with local chromatin structure, i.e., heterochromatin is usually inhibitory to gene expression (Iglesias et al. 1997) . Third, when transgenes are flanked by matrix attachment regions sequences, which likely act as boundaries between chromatin domains, expression levels are less influenced by insertion position (Allen et al. 2000 , Iglesias et al. 1997 . Fourth, even when homologous recombination is used to insert the same reporter transgene at an identical location in independent transgenic tobacco lines, differences in expression are observed, perhaps because of the stochastic changes in chromatin structure that occur at the time of integration (Day et al. 2000) . Simply put, because development is in part a problem of activating particular genes at particular times and places, and chromatin remodeling is necessary for the expression of most or all genes, chromatin remodeling is developmentally significant. Several recent reviews discuss the role of remodeling factors in general transcriptional regulation in plants (Finnegan 2001 , Meyer 2001 , Verbsky & Richards 2001 .
In our view, the developmentally interesting feature of chromatin remodeling is that it is often associated with changes in gene expression that are self-perpetuating, that is, they can persist after an initial signal has disappeared. Although these changes, often termed epigenetic, are more readily reversible than changes in DNA sequence, they nonetheless may persist through mitotis and even meiosis (Cavalli & Paro 1998 , Cavalli & Paro 1999 , Nakayama et al. 2000 ). An example from plants that illustrates the stability of such changes concerns the Linaria vulgaris cycloidea gene (Lcyc), involved in patterning the dorsiventral axis of flowers. A naturally occurring mutant allele, which silences Lcyc expression and is correlated with a change in DNA methylation status, has persisted in natural populations even though the allele is unstable and occasionally reverts to wild-type (Cubas et al. 1999) . Chromatin remodeling can therefore provide a memory of transient signals or events. In the context of plant development, we discuss examples of how this is utilized to record (a) transient environmental signals such as winter, (b) cell fates allocated early in development during transient patterning events, and (c) the parent-of-origin of certain genes regulating early seed development, i.e., whether they were inherited from male or female gametes. The use of chromatin to record transient events has the advantages of being extremely stable, particularly mitotically, but it also can be reset, most usually during germline formation. Alternative mechanisms are more problematic: Changes in DNA sequence are irreversible; transcriptional autoregulation is effective for keeping genes on in a stable fashion but not for keeping them off and might lead to problems of aberrant gene activation unless combined with independent mechanisms for silencing in cells where expression could be deleterious. Inheritance of cytoplasmic or cell wall determinants is unstable as the determinants are subject to dilution through successive cell divisions unless coupled with a system for their replication. Because a current view is that cell fate in plants is often entirely controlled by cell-cell signaling, we first discuss the roles of lineage and cell signaling in plant development.
The Plasticity of Plant Cell Fate: Implications for Chromatin Remodeling
A characteristic of multicellular organisms is that their developmental patterns are progressively elaborated and refined based on information from earlier, cruder, patterns (Coen 1999 , Stern 1968 . In Drosophila, where pattern formation has been best characterized, the early patterning events involve cell-cell signaling; for example, the diffusion of a morphogen across small groups of nuclei or cells in embryos or imaginal discs to establish a gradient. Information from the gradient is interpreted by cells and results in changes in gene expression, which subsequently become remembered or fixed in a cell-intrinsic fashion, so that they are inherited through mitotic division. A good example is patterning of the embryo along the anterior-posterior axis. A gradient of a morphogen, the Bicoid protein, is established along the anterior-posterior axis and is elaborated through a succession of further patterning events, which ultimately result in the embryo being divided into 14 different groups of cells, termed parasegments. Each parasegment is allocated a unique genetic address in terms of the on/off expression state of different homeotic selector genes, and this becomes fixed so that on/off states are inherited through mitosis during subsequent development. This memory corresponds to determination of fate with respect to parasegment identity because the states of selector gene expression are extremely stable and are independent of the identity of neighboring cells. Determination is progressive, however; groups of cells that are determined with respect to parasegment identity may be flexible with respect to cell fate within the parasegment. Interactions between cells at the boundaries of adjacent parasegments lead to further patterning events involving diffusible signals produced at the boundaries, interpretation of the gradients, and probably subsequent fixing of the transcriptional output (see Lawrence & Struhl 1996 for detailed exposition). However, the important point in this context is that a cell's intrinsic memory of patterning events is probably essential for this process to function. The reason is that gradients of signaling molecules can only be established across fairly small groups of cells because there are presumably limits to how far a molecule can diffuse. For example, parasegments in Drosophila are less than 10 cells wide along the anterior-posterior axis around the time that homeotic gene expression states are fixed. Because development involves a substantial increase in size and cell number, interactions that set up a pattern across a primordium, for example, may be difficult to recreate at later stages when the primordium is many times bigger. Chromatin remodeling provides one way in which on/off states of gene expression can be fixed. This process appears to be extremely significant in insects and vertebrates, where inheritance of the determined state is mediated by members of the trithorax and Polycomb-groups of genes, which are thought to confer active or repressed chromatin structures, respectively. One can also envisage cell-extrinsic memory systems, for example, in which after cell division, cells adopt fates according to information from their neighbors. However, this may be difficult in systems where a gradient occurs across groups of cells because here information is continuously changing from neighbor to neighbor.
In contrast to animals, there is less evidence for fate determination in plants, and most experiments indicate that fate is relatively labile and often re-specified following changes in environment. For example, differentiated plant tissues (leaf, stem, hypocotyl, root, etc.) can be induced to de-differentiate in tissue culture when exposed to appropriate plant hormones (cytokinins and auxins), and the resulting callus cells can then organize into meristems or embryos, which can regenerate fertile plants (see Steeves & Sussex 1989) . Although such studies show that the identities of mature plant cells are easy to manipulate in vitro, they are uninformative as to the mechanisms controlling cell fate in vivo. Experiments performed in vivo involving laser ablation of cells in root meristems, or chimeras, in which genetically distinct cell populations are juxtaposed in inflorescence and floral meristems, clearly indicate that cell-cell signaling plays a major role in fate specification during early patterning events, as is also the case in Drosophila and other animal systems Hantke et al. 1995; Nakajima et al. 2001; Perbal et al. 1996; Schultz et al. 2001; Sessions et al. 2000; van den Berg et al. 1995 van den Berg et al. , 1997 . This is not surprising because cell-cell signaling is clearly essential for coordinated development in any multicellular organism. It is less clear, however, whether fate is entirely controlled by intercellular signaling later in development. Experiments in which clones of cells were marked during tobacco leaf development have shown that when epidermal cells are displaced at fairly late stages in leaf development, their fate is respecified according to their new position (Stewart & Burk 1970) . By contrast, during late stages of petal development, there is evidence for cell-intrinsic control of fate. In Antirrhinum majus, the floral homeotic gene DEFICIENS (DEF ) is necessary to specify petal and stamen fates in flowers, so that def mutants have flowers with sepals in place of petals, and carpels in place of stamens. In mutants that carry the unstable, transposon-induced def-621 allele, transposon excision during somatic development gives rise to clones of DEF + cells in a def background. In second whorl organs, sectors of DEF + petal cells are observed in a background of def sepal cells. The sectors are clonal in origin (have 8, 16, or 32 cells and derive from a single progenitor) and do not show intermediate petal/sepal identities at their boundaries with neighboring sepal cells. This suggests that at late developmental stages petal fate becomes independent of the identity of neighboring cells (Carpenter & Coen 1990) . Similar studies in Arabidopsis have also suggested that cell identity is controlled cell autonomously in petals (Jenik & Irish 2001) . Taken together, these observations suggest that heritable cell fate specification may be important during late stages of patterning in plants but that cell fate is less robustly determined than in animals and relatively easy to re-specify if cells are displaced from their normal positions. Two distinctive features of plant development may account for this.
In animals, a clear distinction is possible between the germline and soma lineages, which are typically segregated very early in development. They differ in that only the germline is immortal in the sense of contributing genetic material to new individuals. Thus it is possible to have irreversible changes occurring to DNA sequence or chromatin structure during somatic development of animals because these will not have to be reversed during germline development (unless they occur before the two lineages separate, for example, with imprinting and X chromosome inactivation in mammals). The distinction between soma and germline has been correlated with extensive gene repression in the germline of some animals. For example, transcription factors involved in fate specification and differentiation in the soma are generally repressed in the totipotent germline (see Seydoux & Strome 1999) . By contrast, in plants, the germline is specified only late in development (McDaniel & Poethig 1988) so that mutations arising in the adult soma, particularly in meristematic cells, can be subsequently transmitted through gametes. The plant germline, megaspore and microspore mother cells, arises late in the development of the inner whorls of flowers and expresses transcription factors such as the homeotic genes involved in specifying stamen and carpel identity that are not expressed subsequently in embryos formed following fertilization. Thus changes in chromatin structures that occur during somatic development may need to be more readily reversible to allow for gamete production.
A second characteristic of plants is that their cells are surrounded by a cell wall, and the walls of neighboring cells are cemented to one another by an extracellular matrix of pectins. As a result, there is very little cell migration during plant development. In addition, there are clonal restrictions in the orientation of cell division planes within cell layers. For example, epidermal cells tend to divide such that they remain in the epidermis and very rarely contribute progeny to inner cell layers. This contrasts with the situation in animals, where cell lineages may migrate extensively as, for example, the different blood cell types that originate from bone marrow in vertebrates. Because migrating cells can come into contact with many different cell types, clonally heritable restrictions in cell fate may be necessary to ensure that fates are stable. In addition, animal cells that have different fates often have different cell affinities, thus mistakes in specification can be corrected as the different cell populations sort out. This is not possible in plants, where cells are more or less anchored to one another. Therefore, flexibility may be important in plants.
One possible explanation for the flexibility of cell fate in plants is that fate is entirely controlled on the basis of position and is thus reset after every cell division throughout development according to information derived from neighboring cells. In this case, chromatin structure is largely irrelevant to cell fate. Alternatively, it is possible that cell fate can be mitotically heritable as a result of chromatin remodeling of genes specifying fate, but is relatively easy to reset, for example, during tissue culture manipulations. Because genetic screens for developmental patterning mutants in plants are increasingly identifying genes with predicted or established roles in chromatin remodeling, it is likely that that chromatin structure and cell ancestry is relevant to plant cell fate. It will be interesting to see whether there are differences in chromatin components or structures in plants relative to animals that may account for the relative flexibility. One intriguing difference relates to the composition of the Polycomb-group of genes in plants (see below). Alternatively, factors that are involved in removing epigenetic marks during embryogenesis and germline formation in animals may be expressed more widely in plants.
MAKING THE MARK: MECHANISMS OF CHROMATIN REMODELING
Many of the protein players involved in chromatin remodeling have been identified and functionally characterized in non-plant species and thus animal paradigms are discussed. Although analysis of chromatin in plants currently lags behind animal systems, this is likely to change in the near future. The high degree of conservation of remodeling factors from yeast to animals and plants has allowed all of the obvious chromatin-associated sequences encoded by the Arabidopsis genome to be identified. This set of sequences, in addition to those from other species such as maize, constitutes the plant chromatin database (ChromDB; http://www.chromdb.org) and forms the basis of an ambitious collaborative project to characterize the function of all such sequences.
Histone Modification
Histones may be modified in a number of ways that influence their function. Residues in the histone tails may be acetylated, methylated, phosphorylated, ubiquitinated, or ADP-ribosylated. The pattern of these alterations is proposed to constitute a histone code (Strahl & Allis 2000) that ultimately defines the nature of the surrounding chromatin as either conducive or inhibitory to transcription. Recently, great progress has been made in deciphering the histone code, which turns out to be complex. Both the nature and position of the modification are crucial. For instance, histone H3 lysine 9 (H3-Lys9) methylation is associated with silenced promoters on the inactive X chromosome in mammals, whereas H3 methylated at Lys4 is found at active genes (Boggs et al. 2002) . The same specific modification may also correlate with different chromatin states: H3-Ser10 phosphorylation can be associated with both active chromatin and chromosome condensation (Cheung et al. 2000) . However, H3-Ser10 phosphorylation does not appear to be associated with chromosome condensation in maize, demonstrating that the code is not necessarily conserved between species (Kaszas & Cande 2000) . The order of histone modification also contributes to the code. For example methylation of H4-Arg3 precedes and promotes acetylation of H4-Lys8 to produce a transcriptionally active state (H. . This emphasizes that fact that no single modification can be considered in isolation. The code is read to some extent by other proteins (see below), but it is possible that some modifications also have a direct effect on chromatin structure. A detailed description of the modifications is beyond the scope of this review, but since histone acetylation and methylation are emerging as important in plant development, they are considered further below.
HISTONE ACETYLATION/DEACETYLATION Perhaps the best-characterized histone modification is acetylation (Grunstein 1997) . In general, histones associated with transcriptionally active DNA are hyperacetylated relative to those in heterochromatic DNA. Analysis of histone acetylation status over the pea plastocyanin (PetE) gene provides an example of this correlation; hyperacetylated forms of H3 and H4 are limited to tissues that express the gene and are specifically localized over the promoter and enhancer regions of the gene (Chua et al. 2001 ). However, a global rather than gene level analysis of histone acetylation in field bean and barley found that H4 acetylation levels vary throughout the cell cycle whereas H3 acetylation remains constant (Jasencakova et al. 2000 (Jasencakova et al. , 2001 . In these cases, H4 acetylation seems to correlate with replication rather than transcription.
The tails of all four core histones can be acetylated at characteristic subsets of lysine residues. Any given histone can be acetylated at multiple sites, but there is a preferential order of addition. In mammals, up to four sites (Lys5, Lys8, Lys12, and Lys16) in H4 may be acetylated, and Lys16 acetylation precedes modification at the other sites. Acetyl groups are added by histone acetyltransferases (HATs). Histone aceyltransferase activity has been found in a number of different proteins, and distinct HAT families can be classified based on the presence and position of other conserved domains (Marmorstein & Roth 2001) . For example, GCN5/PCAF HATs contain a C-terminal bromodomain, and MYST-family HATs have an N-terminal chromodomain. The various HAT enzymes are promiscuous global transcriptional coactivators that contribute to the regulation of many genes. So how are HATs targeted to the appropriate region of chromatin to elicit specific effects? It has become clear that HATs do not function in isolation but exist in a variety of large multisubunit complexes such as TFIID and SAGA (Spt-Ada-Gcn5-acetyltransferease), and in most cases, specific targeting is likely to rely on distinct protein components that possess DNA-binding activity. Other domains within the HATs, such as the bromo-and chromodomains, may also contribute to chromatin recognition or play a role in perpetuating the acetylated state. Bromodomains were recently shown to bind to aceylated lysines, and this reading mechanism will undoubtedly contribute to the functional output of acetylation.
Histone acetylation is reversible, and removal of acetyl groups is carried out by histone deacetylase enzymes (HDACs). The acetylation state of histones within the cell is in constant flux and reflects the balance of HAT and HDAC activity. The half-life of acetate groups is estimated at between a few minutes and a few hours depending on cell type and chromosome location. Clearly, these chromatin marks are not stable but under continual review. Histone acetylation remodeling of chromatin is well suited to plants where the cell fate is flexible and gene expression patterns may need to be altered accordingly. However, very condensed chromatin, such as that found during mitosis, may be more refractory to acetylation. In the yeast Saccharomyces cerevisiae, Swi/Snf ATP-dependent chromatin remodeling occurs prior to histone acetylation, presumably helping to provide access for the HATs (Berger 2002) . This is also consistent with the observation that nuclease accessibility precedes histone hyperacetylation during activation of the pea plastocyanin gene (Chua et al. 2001) . It is likely that other remodeling systems can be actively reversed, but this is the only example that is understood.
Like HATs, HDACs are also found in large protein complexes, but these complexes are corepressors rather than coactivators. Numerous flavors of these repressor complexes exist, many sharing common protein subunits but with their own characteristic HDACs and targeting proteins (Ng & Bird 2000) . Plants contain a novel class of HDAC, HD2, in addition to homologues of the Rpd3 and HDA1 families found in other eukaryotes (Wu et al. 2000b) . HDACs have differing specificities; for instance, pea HD1 preferentially deaceylates H4-Lys16 over H4-Lys5, whereas HD2 prefers H4-Lys5/8 over H4-Lys16 (Clemente et al. 2001) .
HAT-and HDAC-based control mechanisms play a key role in transcriptional regulation, and some initial studies point to their importance in the orchestration of plant development (Lusser et al. 2001) . AtHD1 is the Arabidopsis homologue of yeast RPD3 and human HD1. Reduction of AtHD1 mRNA levels, by an antisense approach, results in the accumulation of tetra-acetylated H4 and pleiotropic developmental effects in half of the transgenic plants (Tian & Chen 2001) . In a similar study, antisense inhibition of AtRPD3A was found to delay flowering in transgenic Arabidopsis plants, suggesting that histone acetylation could play a role in controlling genes involved in the transition from the vegetative to reproductive phase of development (Wu et al. 2000a ). Depletion of the plant-specific HD2 enzyme, AtHD2a, with antisense transcripts resulted in aborted seed development (Wu et al. 2000b) . Arabidopsis HDA6, an Rpd3-like enzyme, was identified in a screen based on deregulation of auxin-responsive transgenes (Murfett et al. 2001) . Although HDA6 seems to contribute to transgene silencing, there is no evidence for control of endogenous genes.
With 19 HDAC and 14 HAT homologues listed in the plant chromatin database ChromDB, there is plenty of scope for further developmental control by this mechanism.
HISTONE METHYLATION The recent discovery that the mammalian SET domain protein (SUV39H1) is responsible for H3-Lys9 methylation has led to a flurry of interest in histone methylation and its connection with transcriptional repression (Rea et al. 2000) . There are many SET domain proteins (39 in Arabidopsis), and presumably other members of this family will be responsible for methylation at other sites such as H3-Lys4, H3-Lys27, and H4-Lys20. However, histone methyltransferase (HMTase) activity depends not only on the SET domain but also on the presence of flanking cysteine-rich regions (PRE-SET and POST-SET), implying that not all SET domain proteins necessarily have HMTase activity. Methylation is clearly another component of the histone code, and the H3-Lys9 modification turns out to be read by the heterochromatin protein 1 (HP1) through specific interaction with its chromodomain (Lachner et al. 2001 , Bannister et al. 2001 ). HP1 was identifed through its association with heterochromatin and is required for silencing in yeast centromeric heterochromatin (Nakayama et al. 2001 , Bannister et al. 2001 ). HMTase and HP1 binding activities are not in themselves specific, and in order to influence particular regions of chromatin, they must be targeted to specific sites just as are HATs and HDACs. The current model (Kouzarides 2002) suggests targeting is achieved indirectly via proteins such as RETINOBLASTOMA (Rb), IKAROS, and KAP1. These proteins are also used to recruit histone deacetylases complexes to specific sequences. It is not clear whether these proteins recruit HMTases directly or through the HDAC complexes, but evidence indicates that HDACs and HMTase can reside within a single repressor complex (Czermin et al. 2001) . The link between histone deacetylation and histone methylation is evident from the fact that methylation at Lys9 cannot occur if Lys9 is acetylated (Rea et al. 2000) .
KRYPTONITE (KRY) was recently identified as a functional Arabidopsis HMTase that similarly methylates H3-Lys9 (Jackson et al. 2002) (Figure 2B ). KRY was found in a screen for suppressors of silencing by DNA methylation, suggesting a link between histone methylation and DNA methylation. This connection has already been recognized in the fungus Neurospora crassa, where mutation in the SET domain containing HMTase DIM-5 resulted in loss of genomic DNA methylation (Tamaru & Selker 2001) . Consistent with this observation, the kry mutants lacked DNA methylation at CpNpG sequences and thus resembled mutants that lack the corresponding DNA methlytransferase, CMT3. This implies that, to some extent, DNA methylation relies on histone methylation. An Arabidopsis homologue of HP1, LIKE HETEROCHROMATIN PROTEIN 1 (LHP1) is the potential link between the processes because LHP1 can interact with both CMT3 and methylated histones (Jackson et al. 2002) . Although both kry and cmt3 (Lindroth et al. 2001 ) mutants are morphologically normal, mutations in LHP1 affect overall plant architecture, leaf development, and flowering time (Gaudin et al. 2001) .
Histone Variants
The histone complement of any species is not confined to the five major histones (H1, H2A, H2B, H3, and H4) but includes additional variants, encoded by distinct genes that may be substituted for the standard histones in particular circumstances. Altering the set of histones associated with DNA has the potential to remodel chromatin. Sequence differences between variants are often subtle and the extent to which they reflect functional heterogeneity is still open to debate (Brown 2001) , but several cases provide good evidence for a specialized function. For instance, all eukaryotes contain variants of the core histone H3 that localize preferentially to pericentromeric hetereochromatin. These CenH3 proteins, typified by mammalian CENP-A and Drosophila Cid (centromeres identifier), are also present in plants and seem to play a role in kinetochore formation.
The histone variant H2A.Z is known to be essential in several species including Drosophila (van Daal & Elgin 1992) and mice (Faast et al. 2001) . Recent structural studies show that it facilitates intramolecular folding of nucleosomal arrays and at the same time inhibits intermolecular interactions that would favor highly condensed structures (Fan et al. 2002) . Hence, H2A.Z can contribute to the formation of active chromatin domains.
There are many histone variants documented in plants. The plant chromatin database ChromDB (http://www.chromdb.org) predicts a total of 40 histone genes in the complete Arabidopsis genome sequence (5 H1, 13 H2A, 11 H2B, 13 H3, 8 H4) and evidence indicates that some may contribute to specialized chromatin structures. A combination of immunofluoresence and immunopreciptiation experiments revealed that the Arabidopsis linker histone variant H1-3 has a distinct pattern of chromosomal localization relative to histones H1-1 and H1-2 and appears to be excluded from repetitive sequences (Ascenzi & Gantt 1999b) . Some plant histones show substantial deviation from the standard set giving more scope for functional variety. For instance, wheat H2A(1) protein (Lindsey et al. 1991) has a distinctive C-terminal extension of 19 amino acids, and H2B(2) (Brandt et al. 1988 ) has a novel repetitive N-terminal extension of 23 amino acids. Lilium longiflorum express novel histones specifically in male gametic cells (Ueda et al. 2000) . These proteins, which show only 40-50% identity to core histone in other plants, may contribute to specialized condensation or gene expression in male gametes. Specific functions for plant histone variants remain to be established. The fact that H1-3 is inducible in drought conditions suggests a role in the response to drought; however, depletion of H1-3 with antisense transcripts produced no evidence to support this theory (Ascenzi & Gantt 1999a) .
DNA Methylation
The principle DNA modification that can lead to chromatin remodeling is methylation at the 5 position of cytosine. The base modification occurs after DNA replication by an elegant mechanism that involves the base swinging out from the helix into the active site of a DNA methyltransferase (MTase) enzyme, where the methyl group is then added (Klimasauskas et al. 1994) . At first sight, this modification seems relatively benign; DNA methylation has no effect on the coding capacity of DNA and minimal direct affect on DNA structure. However, in the context of chromatin, heavily methylated DNA is distinct from non-methylated DNA and displays the characteristics of heterochromatin. This is consistent with the well-documented observation that DNA methylation is associated with transcriptional silencing.
DNA methylation is not a rare event in plants; of all organisms, plants have among the most methylated genomes, with as many as 30% of cytosines methylated. However, not all cytosines have an equal chance of methylation; as in animals, much of the methylation in plants is found at cytosines within the sequence CpG. A distinctive feature of plants is that they also have significant levels of methylation at CpNpG sites, most commonly at CpA/TpG (Gruenbaum et al. 1981 , Messeguer et al. 1991 ) but also at CpC/GpG . All these methylation targets are symmetrical sequences, and methylated cytosine is found on both DNA strands. This symmetry likely plays a key role in propagating the modification from one cell division to the next (Figure 2A ). Methylation is retained on one strand of DNA after replication, and this methyl group acts as a beacon for the methyltransferase enzyme to find and methylate the cytosine on the opposite strand (Holliday & Pugh 1975 , Riggs 1975 . This reflects the fact that many methyltransferases prefer to act on hemi-methylated DNA substrates and, as a result, the original pattern of methylation is heritable. Once established, DNA methylation provides an excellent means of marking DNA and remembering chromatin states from one cellular generation to the next.
However, not all methylation is symmetrical, and there are many examples of non-symmetrical methylation at CpA, CpT, and CpG sites in plants (Oakeley et al. 1997 . Densely methylated patches of DNA, where all cytosines are methylated regardless of sequence context, are often associated with homologydependent gene silencing events such as transgene silencing. Non-symmetrical methylation is also well documented in fungi, but its appears less prevalent in other species. This type of methylation is clearly incompatible with the mode of inheritance described above and would need to be reestablished at each cell division through de novo methyltransferase activity.
The extent to which CpG, CpNpG, and non-symmetrical methylation constitute distinct regulatory mechanisms in plants is not clear. It is possible that the relatively low level of non-symmetrical methylation is not a deliberate design feature but a by-product of a lax methylation system. All cytosines may be somewhat susceptible to methylation by de novo methyltransferases, but only symmetrical sites may be efficiently maintained. It will be interesting to see if non-symmetrical methylation disappears in the absence of de novo methyltransferase activity. The functional significance of non-symmetrical methylation it is not yet clear, but one study suggests that it has the potential to play a role in silencing. Dieguez et al. (1997) constructed a version of the Cauliflower Mosaic Virus 35S promoter that was devoid of CpG and CpNpG sites but retained cytosine in other sequence contexts. The activity of this mutated sequence in tobacco protoplasts was markedly reduced compared with the original promoter but was even lower when the promoter was methylated at all cytosines (Dieguez et al. 1997 ). This suggests that non-symmetrical methylation can contribute to gene silencing in the absence of symmetrically methylated sites.
The different types of methylation in plant genomes and the requirement for both de novo and maintenance activities are consistent with the discovery of multiple forms of plant methyltransferase. Biochemical analysis revealed that CpG and CpNpG methylation are controlled by distinct methyltransferase activities in pea (Pradhan et al. 1995) . All DNA methyltransferases are related to the bacterial enzymes that play a key role in the host defense system. The catalytic domain has ten motifs, five of which are highly conserved in all species (Posfai et al. 1989) . In most eukaryotic enzymes the conserved catalytic domain is located at the C terminus of the protein, and an extended N-terminal sequence is absent from bacterial proteins. In the mammalian methyltransferase DNMT1, the N-terminal sequence is responsible for targeting the methyltransferase to replication foci and conferring a preference for hemi-methylated substrates. The high level of homology within the catalytic domain was used to isolate the first plant methyltransferase gene (MET1) from Arabidopsis by degenerate PCR (Finnegan & Dennis 1993) . Like DNMT1, MET1 has an N-terminal extension and, by analogy with the mammalian protein, is predicted to be a maintenance methyltransferase. Reducing MET1 levels by antisense RNA specifically lowered the level of CpG methylation in the genome suggesting that MET1 is a CpG methylase (Finnegan et al. 1996) .
The Arabidopsis genome encodes at least two other genes that are closely related to MET1 and predicted to encode functional methyltransferases (Genger et al. 1999) . METIIa and METIIb are expressed in all tissues but at much lower levels than MET1. The relative specificities of these enzymes are not known, but it is clear from MET1-depleted plants that they cannot compensate fully for lack of MET1 function.
A second class of methyltransferases, the chromomethylases, is apparently unique to plants (Henikoff & Comai 1998 , McCallum et al. 2000 , Lindroth et al. 2001 . These proteins were also identified by homology to the catalytic domain but they are characterized by the presence of a chromodomain located between conserved motifs. A transposon insertion in the maize chromomethylase gene Zmet2 resulted in loss of CpNpG but not CpG or CpN methylation from a 180-bp knob sequence, indicating this enzyme specifically methylates CpNpG sites (Papa et al. 2001) . Similarly, mutations in Arabidopsis CMT3 showed reduced methylation of CpNpG sites in the SUPERMAN (SUP) gene and transposon sequences (Lindroth et al. 2001) . In another study of cmt3 mutants, all forms of methylation at the phosphoribosylanthranilate isomerase (PAI) loci were reduced relative to wildtype: CpNpG, 0-8%; CpG, 66-92%; and non-symmetric, 7-25% (Lindroth et al. 2001 , Bartee et al. 2001 ). This indicates a clear preference for CpNpG sites but suggests that the activity of the enzyme is not absolutely specific.
A third class of methyltransferases in plants, the domain-rearranged methyltransferases (DRM1, DRM2, and Zmet3), are unusual in that the conserved catalytic motifs are found in a different order from that of typical methyltransferases . Although this is highly uncommon, at least one functional bacterial enzyme has a similar arrangement of motifs. In a phylogenetic analysis, the DRMs were observed to cluster with the mammalian de novo methyltransferases, DNMT3a, which led to the speculation that DRMs are responsible for de novo methyltransferase activity in plants.
The plant chromatin database also lists single members of a fourth class of methyltransferase in maize (DMT104) and Arabidopsis (DMT11) that may be related to the DNMT2 class of enzymes. The specificity and function of this class remains unknown, even though it is conserved in a wide range of species.
In mammals, methylation patterns are inherited through divisions of somatic cells, but the entire methylation pattern is wiped out during early embryogenesis and reestablished at the time of implantation (Monk 1990) . Immunolocalization in plants indicates that methylation levels drop to around one fifth of normal levels during pollen development, but there is no evidence for complete genome demethylation at any point in development. Plants, however, appear able to maintain methylation at meiosis and retain the same methylation pattern from one generation to the next. Strong evidence to support this comes from the observation that plants lacking both Arabidopsis de novo methyltransferases (DRM1 and DRM2) retain high levels of pre-existing methylation on inbreeding . Enzymes that remove the methylation mark are elusive, and DNA methylation is not readily reversible in the absence of cell division. The rapid demethylation of the mammalian genome suggests that active removal of methyl groups does occur, but the nature of the activity is controversial. Passive demethylation can occur at replication if methyltransferases are absent or denied access to the DNA, but this would not allow for rapid reactivation. It could be argued that methylation is better suited to permanent silencing of genes within a specific cell lineage than to a variable on/off control system. Permanent silencing is exactly what is required for genome defense, which is consistent with the observation that transposons, retroelements, and transgenes attract heavy methylation.
Although aspects of the inheritance of DNA methylation are understood, how the methylation pattern is established in the first place remains largely a mystery. One possibility is that methylation is the default state for many genomes and that some sequences such as promoters are protected from methylation by specific factors or by the process of transcription. However, intriguing work in plants points to another mechanism where short RNA molecules can direct de novo DNA methylation to homologous sequences in the genome (Wassenegger 2000; Wassenegger et al. 1994; Mette et al. 1999 Mette et al. , 2000 . Although the RNA trigger is required to initiate methylation, it is not required for inheritance of the silent methylated state (Jones et al. 2001 ). It will be interesting to see if RNA forms the basis of all plant methylation.
So how does methylation silence transcription? There are some examples of transcription factors that fail to bind DNA if the recognition site is methylated, and in these cases, methylation can have a direct effect on transcription (e.g., Watt & Molloy 1988 , Yokomori et al. 1998 . A clear example of this type of transcriptional control has recently been described at the imprinted H19/Igf2 locus in mice. CTCF is a boundary element protein that binds between the promoter and enhancer of Igf2, thereby preventing expression. However, CTCF cannot bind to the methylated paternal copy of H19/Igf2, which contributes to Igf2 expression from the methylated paternal allele while the unmethylated maternal allele remains silent. In plants, CG1 (Staiger et al. 1989) , TnpA (Gierl et al. 1988 ), MIB-1, HBP/ASF-1/HSBF, and GBF (Inamdar et al. 1991 ) all fail to bind to methylated versions of their DNA-binding sites, and so there is the potential for methylation to inhibit genes regulated by these proteins.
Whereas some proteins fail to bind to methylated DNA, others are specifically attracted to it, and these methyl-binding proteins form the basis of an alternative indirect silencing mechanism. Mammals have a family of such proteins that bind specifically to methylated DNA via a conserved methyl-binding domain (MBD). In addition to binding DNA, these proteins form complexes with histone deacetylase (HDAC) corepressor complexes ( Figure 2C ). Each MBD-containing protein appears to be associated with a different HDAC-containing complex, but in each case, the interaction leads to a similar outcome: deacetylation of the surrounding histones and hence silencing. The link between DNA methylation and histone acetylation is clearly demonstrated by the fact that trichostatin A (TSA), an inhibitor of HDACs, relieves methylation-dependent silencing. The mammalian methyl-binding proteins will bind to methylated CpG within any wider sequence context and are thus are not specific. However, the density of methylation is an important feature in establishing silent chromatin, with low-density methylation having minimal effect on transcription. Clearly, methylation patterns must be carefully established to avoid inadvertent silencing effects such as those seen in some cancers (Bird 1996) . Do similar methyl-binding proteins and silencing mechanisms exist in plants? DNA-binding activities specific for methylated sequences have been identified in nuclear extracts from several species of plant including pea (Ehrlich 1993a,b) and carrot (Pitto et al. 2000) . In carrot, distinct CpG and CpNpG activities were detected supporting the idea that these signals may be interpreted through different pathways. According to the plant chromatin database ChromDB (http://www.chromdb.org), a total of 12 predicted Arabidopsis proteins (MBD1-12) are homologous to the conserved mammalian methyl-binding domain. At least two of these proteins are functional (S. Tweedie, H. Barr, A. Bird, unpublished data) and may be orthologues of the observed activities in other species. However, none of the predicted plant MBDs shares homology with the mammalian proteins outside of the methyl-binding domain, and it is not known whether the plant proteins also associate with HDACs.
It is worth noting that not all methyl-binding proteins bind by the same mechanism; the mammalian protein Kaiso is a transcriptional repressor that uses a zinc finger motif to distinguish between methylated and non-methylated sites (Prokhortchouk et al. 2001) . It is not known whether Kaiso also represses through an HDAC-based silencing mechanism, but it can interact with p120 catenin, which suggests that methylation-dependent gene expression may be influenced by events at the cell surface. The discovery of Kaiso raises the possibility that there may also be plant methyl-binding proteins that do not have MBD homology; however, there are no obvious homologs of Kaiso in Arabidopsis.
Genetic approaches are unravelling the mechanisms of silencing in plants and, at first sight, point to a key role for DNA methylation in plant development. In two separate studies, MET1 antisense (MET1 a/s) was used to reduce methylation in Arabidopsis down to 10% of the wild-type level (Finnegan et al. 1996 , Ronemus et al. 1996 . This reduction in CpG methylation was accompanied by a plethora of abnormalities that included reduced apical dominance, smaller plant size, altered leaf size and shape, decreased fertility, altered flowering time, and homeotic transformation of floral organs. Although it is tempting to ascribe the phenotypes to the inappropriate expression of genes normally silenced by methylation, there are little data to support this interpretation. The floral homeotic gene APETALA3 (AP3) is ectopically expressed in the MET1 a/s plants, suggesting that this gene may normally be silenced by methylation in tissues where it is not required. However subsequent analysis suggests an alternative explanation for misexpression of AP3. AP3 is known to be negatively regulated by SUP (Bowman et al. 1992) , and SUP is inappropriately silenced in the MET1 a /s plants, consistent with the ectopic expression of AP3. Although global methylation levels are very low in the MET1 a/s plants, somewhat surprisingly, the SUP gene is silenced by hypermethylation of the promoter region (Jacobsen & Meyerowitz 1997) . Bisulfite sequence analysis revealed that most cytosines in the SUP promoter, other than those in the context CpG, were methylated. This is consistent with MET1 being a CpG methylase and indicates that de novo methyltransferase activity is retained in the mutant plants. Why the reduction of widespread DNA methylation leads to inappropriate methylation at a normally unmethylated sequence remains a mystery, but it may simply reflect the fact that this sequence is prone to methylation. Some support for this idea comes from the finding that eight independent mutant alleles of SUP, [clark kent (clk) 1-7 (Jacobsen & Meyerowitz 1997) and carpel (car) (Rohde et al. 1999 )] also arise from methylation at the promoter. In these mutants, CpGs are also subject to methylation reflecting the normal levels of MET1 in these plants.
Mutations in the CMT3 chromomethylase gene were identified in two separate screens for Arabidopsis mutants that relieve silencing of methylated genes. In the first screen, a clk allele of SUP was reactivated (Lindroth et al. 2001) ; in the second, a heavily methylated endogenous gene PAI was used as a reporter gene (Bartee et al. 2001) . In contrast to the relatively dramatic phenotype observed in MET1 a /s plants, the mutants did not show any phenotype on inbreeding. Analysis of methylation within the reporter gene suggests that CMT3 is important for maintenance of all non-CpG methylation.
Methylation mutants have also been identified in genetic screens. The ddm (decrease in DNA methylation) mutants were isolated based on their reduced levels of methylation at repetitive sequences (Vongs et al. 1993) . Not surprisingly, one class of these mutations, ddm2, turns out to be allelic to MET1, but ddm1 represents a new class of methylation mutants with normal levels of methyltransferases activity: DDM1 encodes a putative chromatin remodeling protein with homology to SWI/SNF proteins (Jeddeloh et al. 1999) . It is not clear exactly how DDM1 influences DNA methylation patterns. The ddm1 plants did not show any phenotypes until they were self-pollinated for several generations after which they showed severe defects reminiscent of those seen in the MET1 a /s plants . Again, subsequent analysis suggests that some of the phenotypes are not straightforward examples of gene deregulation due to lack of methylation.
One of the observed ddm1-induced developmental abnormalities is characterized by a lack of elongation in shoots and petioles that results in very small plants (Kakutani et al. 1996) . This defect was shown to map to the clam (clm) gene, and characterization of loci revealed a CACTA transposon had inserted within the gene (Miura et al. 2001) . Thus the phenotype does not reflect the fact that CLM is normally regulated by methylation and mis-expressed in the mutant but rather that transposons normally silenced by methylation have been mobilized. Southern analysis of different ddm1 self-pollinated lines using a CACTA probe reveals diverse and extensive differences in the hybridization pattern relative to wild-type plants. This strengthens the idea that methylation is important for transposon silencing and raises the possibility that other ddm1-induced phenotype may arise from transposon insertion.
A late-flowering phenotype, mapping to FWA locus, is also observed in some ddm1 plants (Kakutani et al. 1996) and in MET1 a /s plants (Ronemus et al. 1996) . This fwa mutation associated with ddm1 was shown to be a gain-of-function epiallele that results from loss of methylation in the promoter region of FWA (Soppe et al. 2000) . The mutant plants express high levels of FWA mRNA at all stages of development, whereas in wild-type plants, FWA transcripts can be detected only at very low levels in seeds. This provides us with a new candidate for a gene normally regulated by methylation. If DNA methylation is indeed used to silence FWA, then we predict that reduced methylation levels over the promoter in tissues where the gene is expressed. However, this is not the case because promoter methylation is retained in wild-type seeds. One possibility is that FWA is not normally expressed in this ecotype of Arabidopsis and that the low levels of transcript detected in seeds represent breakthrough transcription that is not functionally significant. This interpretation is certainly consistent with the observation that three revertants of fwa (with normal flowering times) resulting from mutations within the FWA gene are phenotypically normal. Given that there is no clear indication of either the normal site of expression or the role of FWA, it is premature to consider it a clear example of a gene that is regulated by methylation. However, it remains plausible that FWA has been silenced by methylation in a semi-permanent way, with reactivation occurring only in environmental conditions that demand a late-flowering phenotype. This sort of storing a gene for a rainy day is consistent with a more permanent mode of silencing. This is reminiscent of the spontaneously occurring epigenetic cycloidea (Lcyc) mutation seen in Linaria vulgaris.
The extent to which DNA methylation influences developmental pathways by controlling endogenous gene expression is still open to debate, although there is evidence that it contributes to imprinting in plants (see below). It is notable that several of the plant genes that are methylated, including the PAI genes (Bender & Fink 1995) and FWA (Soppe et al. 2000) , have repetitive features suggesting that these sequences might inadvertently attract methylation normally destined for genome defense purposes. The full extent of gene regulation by methylation may only be revealed by the new global screening technologies that circumvent the need for gene-by-gene methylation analysis. A recent study using a microarray approach to find methylation targets of CHROMOMETHYLASE3 (CMT3) identified a clear preference for transposons (Tompa et al. 2002) .
Polycomb-Group Genes-The Fate Controllers
The Polycomb-group (Pc-G) of proteins were originally identified from genetic screens in Drosophila by virtue of a common function in homeotic gene regulation. A characteristic feature is that in Pc-G mutants, the expression patterns of target genes are initiated normally but, subsequently, regulation breaks down and they become expressed beyond their normal confines. Thus the Pc-G genes are required to ensure that the off state is maintained in cell lineages where a target was initially repressed. A second set of genes, collectively termed the trithorax-group (trx-G), have a related, but antagonistic, role in maintaining active states (see Francis & Kingston 2001) . Together, the Pc-G and trx-G members are thought to provide the molecular mechanism for cell fate determination in animals by locking into place the activity states of genes that select cell fate. In addition to fate determination, the Pc-Gs have also been shown to regulate cell proliferation (Jacobs et al. 1999 , Phillips & Shearn 1990 , Seydoux & Strome 1999 , imprinted X chromosome inactivation in mammals (J. , and transgene silencing (Kelly & Fire 1998 , Pal-Bhadra et al. 1997 . These roles in several epigenetic processes, together with the fact that their products are nuclear localized and in some cases known to interact with histones (Breiling et al. 1999) , suggest that the Pc-G proteins act through chromatin remodeling. However, their precise biochemical functions remain unclear, although some clues are beginning to emerge.
The interaction between the Pc-G and their targets is mediated by discrete 100-300 bp cis-acting sequence elements, termed Polycomb-response elements (PRE), which are sufficient to bring reporter gene constructs under the regulation of the Pc-G. Because most Pc-G members lack DNA-binding specificity, they are probably recruited through protein-protein interactions with members such as PLEIOHOMEOTIC (PHO), ZESTE, and GAGA, which bind to motifs within PRE elements and are required for Pc-G-mediated silencing (Hur et al. 2002) . The presence of a PRE is not sufficient to initiate silencing, however. Silencing can only be established in cells in which the target is inactive, as if transcriptional activation excludes Pc-G members from binding or functioning (Poux et al. 2001a ). The extra sex combs (esc) gene appears to play a pivotal role in initiating silencing, as it is critically required during only the first few hours of embryogenesis, whereas the other Pc-G genes are needed persistently to maintain silencing of their targets (Struhl & Brower 1982) . The mechanism by which Pc-G silencing is maintained through division is unclear. In most cases analyzed, Pc-G proteins dissociate from their chromatin targets during mitotis and therefore cannot themselves constitute a heritable mark on chromatin (Buchenau et al. 1998) . However, the possibility that a few key members remain associated and are sufficient to recruit the remaining complex after mitotis is completed cannot be excluded. Alternatively, the Pc-G could confer marks on histones that are heritable through mitotis owing to the random distribution of parental histones onto newly synthesized daughter DNA molecules following replication (Sogo & Laskey 1995) . These marks would have to recruit Pc-G members after division and, in order to prevent dilution through successive rounds of division, one or more Pc-G members would have to propagate the mark onto newly synthesized nucleosomes. A paradigm for this is histone H3 methylation, in which the factor (HP1) that binds the mark (methylated Lys9) recruits a factor [SU(VAR)3-9] that catalyzed the addition of the mark (see above). Although one Pc-G member, Enhancer of zeste [E(z)], encodes a protein containing a SET domain, it lacks certain residues that are necessary for the activity of Su(var)3-9 histone methyltransferases and is unable to methylate histones in in vitro assays (Rea et al. 2000) . However, in vivo E(Z) is part of a complex, and its properties may be different. In C. elegans, it has been found that depletion of a particular histone H1 variant gives phenotypes that are similar to those of mutants in the E(z)/Esc homologues mes2/mes-6. This suggests that mes2 and mes6 could act by modifying H1 (Jedrusik & Schulze 2001) .
Molecular isolation has revealed that Pc-Gs encode a structurally disparate collection of proteins. The basis for their common function is that their different members are associated as members of large, multimeric protein complexes. Two distinct complexes have recently been purified from Drosophila embryo extracts. The first contains the Pc-G proteins ESC and E(Z) , Tie et al. 2001 , Shao et al. 1999 ). The second, termed POLYCOMB-REPRESSIVE COMPLEX 1 (PRC1), contains POLYCOMB (PC) and at least three other Pc-G members (Shao et al. 1999 ). The two complexes may have discrete biochemical roles. E(Z)/ESC is associated in a complex with the histone deacetylase RPD3, and histone deacetylase activity has been shown to be necessary for ESC-mediated silencing is several systems (Tie et al. 2001 , van der Vlag & Otte 1999 . In contrast, the PRC1 complex has been shown to prevent nucleosome repositioning by the remodeling complex SWI/SNF on nucleosomal arrays in vitro, suggesting that it may anchor the position of nucleosomes (Shao et al. 1999 ). Because remodeling is usually a prerequisite for transcriptional activation, this could lead to stable repression. Despite these distinctions, the two complexes are interdependent; for example, PC-mediated silencing requires E(Z)/ESC and vice versa. A possible explanation derives from the recent observation that there is a transient interaction between the two complexes (Poux et al. 2001b ). This has led to a model in which silencing initiated by E(Z)/ESC gives rise to more stable silencing mediated by PRC1.
Several plant Pc-G homologues have been characterized from Arabidopsis (see Table 1 ) and are implicated in various epigenetic phenomena (discussed below). Structurally, the genes fall into three classes. The first two encode homologues of the E(Z) and ESC proteins. Although their biochemical function is unknown, several of the plant proteins have been shown to interact with one another in a fashion similar to their animal counterparts (Yadegari et al. 2000 , Spillane et al. 2000 , Luo et al. 2000 . The third class shows homology with a recently identified Drosophila Pc-G member, Suppressor of zeste 12 [Su(z)12] (Birve et al. 2001) . On the basis of common mutant phenotypes and genetic interactions, it is suspected, but not yet proven, that this class of plant proteins interacts with the members of the ESC and E(Z) classes. The availability of the complete Arabidopsis genome sequence reveals the striking feature of no PRC1 Pc-G homologues. Because (Chaudhury et al. 1997 ).
b Gene of unknown function identified from database search. Genbank accession At4g02020.
c Also known as FERTILIZATION-INDEPENDENT SEED3 (FIS3) (Chaudhury et al. 1997 ).
the PRC1 is necessary for stable long-term silencing by EZ/ESC in Drosophila, this could render Pc-G-mediated silencing in plants less stable than in flies and vertebrates. Alternatively, plants may use different factors to provide PRC1-like function. Better understanding of the biochemical functions of different Pc-G members is needed to resolve this issue. It is also apparent from database searches that plants lack obvious homologues of the ZESTE, PHO, and GAGA proteins, which suggests that recruitment of plant Pc-G members will involve different DNA-binding proteins and cis-acting sequence motifs than in animals.
USES OF CHROMATIN REMODELING IN PLANT DEVELOPMENT

Genomic Imprinting
Although a gene is usually expressed identically regardless of whether it is inherited from a male or female parent, in some cases genomic imprinting occurs so that one allele is active and the other is silenced in a parent-of-origin-specific fashion. Imprinting is best characterized in mammals, where a small proportion of genes has been found to be imprinted during early zygotic development. Because imprinted genes often have major effects on embryo growth or viability, and imprinting effectively renders an organism functionally haploid for the imprinted locus, it is puzzling why this occurs. One proposal to account for the evolution of imprinting is the parental conflict hypothesis (Haig & Westoby 1989 , Moore & Haig 1991 . This emphasizes that in mammals and flowering plants, embryos develop viviparously on the mother and extract significant resources from her post-fertilization. In polygamous species, this may result in conflicting parental interests in the progeny. The mother has an equal genetic stake in all her progeny and is best served by investing equally in each. By contrast, each father is better served if his particular embryos grow faster and extract a greater share of resources from the mother than do their siblings in which he has no genetic stake. Such conflicts were proposed to lead to imprinting so that genes promoting embryo growth would be preferentially expressed from paternal alleles, whereas those restricting growth would be maternally expressed. Most evidence for imprinting in plants is indirect, based on genome dosage effects on seed development, but recently imprinted genes have been identified and chromatin remodeling factors implicated in their regulation.
In higher plants, seeds result from a characteristic double fertilization event that gives rise to two zygotes (see Chaudhury et al. 2001 for recent review). One is the diploid embryo formed by fertilization of egg cell by a sperm. The other is the endosperm, which usually contains two maternal genomes and one paternal genome. The endosperm has a crucial role in the transmission of nutrients and signals between the mother and the embryo and is somewhat analogous to the placenta of mammals. In some plants, notably the cereals, the endosperm is persistent and forms the major storage organ in the mature seed. In many dicotyledonous plants, the endosperm proliferates during early seed development but is subsequently consumed by the growing embryo so that at maturity little endosperm remains, and the major storage organs are the embryonic cotyledons. The difference between persistent and ephemeral endosperm may be significant for whether imprinting occurs exclusively in endosperm or in embryo as well. Lin (1984) used elegant genetic techniques to manipulate genome dosage in maize endosperm and embryo independently. His results showed that alterations in the ratio of maternal to paternal genomes from the normal 2:1 had dramatic effects on endosperm growth, whereas the embryo was little affected by changes from the normal 1:1 ratio. This suggests that imprinting is significant for endosperm but not embryo development. Four maize genes have been identified for which a few alleles show imprinting. In all cases, imprinting occurs in endosperm but not in the embryo, consistent with Lin's results, and the maternal allele is preferentially expressed (Lund et al. 1995a,b; Chaudhuri & Messing 1994; Kermicle 1970) . Several alleles of the R gene provide vivid examples owing to their effects on pigmentation in the endosperm (Figure 3) . The imprinting is correlated with differential methylation, as several studies show that the maternal expressed allele is specifically demethylated relative to the paternal allele in endosperm (Alleman & Doctor 2000; Lund et al. 1995a,b) .
In Arabidopsis, Scott et al. (1998) characterized seeds resulting from reciprocal crosses between lines of different ploidy. They found that increased paternal dosage promoted endosperm growth, whereas increased maternal dosage decreased endosperm growth, consistent with the predictions of the parental conflict theory. For example, seed produced from crosses between a tetraploid pollen parent and a diploid maternal parent were larger and showed increased endosperm proliferation relative to seed from the reciprocal cross. In contrast to maize, there were also effects of dosage on embryo growth, albeit less dramatic than in the endosperm. This suggests either that the effects on embryo growth are an indirect effect of altered endosperm growth or that imprinting is significant in both tissues. Further clarification requires the isolation of specific imprinted genes.
In Arabidopsis, an additional correlation between methylation and imprinting was implied from reciprocal crosses between wild-type lines and a transgenic MET1 a/s line, in which global methylation levels are severely reduced (Adams et al. 2000 , Finnegan 2001 ). Similar to the effects of manipulating genome dosage, reciprocal effects on seed development were observed. For example, if hypomethylated females were crossed to wild-type males, large endosperm and embryos resulted, whereas the reciprocal cross gave opposite effects. This suggests that methylation is required for the imprints that distinguish maternal and paternal genomes. However, interpretation is complicated because the MET1 a /s lines show many pleiotropic effects including altered methylation patterns of genes that do not appear to be regulated by methylation in a normal context . It will be necessary to examine MET1 a /s effects on methylation patterns of specific imprinted genes.
THE FIS GENES AND IMPRINTING Further evidence for a role of chromatin remodeling in imprinting derives from studies of the FIS genes. The three FIS genes, MEA, FIS2, and FIE (Table 1) share similar mutant phenotypes. First, unlike wildtype, in fis/+ plants some ovules exhibit limited seed development even when fertilization is prevented. These seeds show some autonomous endosperm proliferation, suggesting that the wild-type genes are required to prevent endosperm proliferation prior to fertilization. Second, fis mutants exert maternal effects on seed development after fertilization ( Figure 4A ,B) (Chaudhury et al. 1997 , Luo et al. 1999 , Ohad et al. 1996 . Thus seeds that maternally inherit a mutant fis allele abort late in development, even if pollinated by a FIS + plant. By contrast, normal seeds result when fis/+ males are used to pollinate wild-type females. The seed abortion has been shown to involve dramatic overproliferation of endosperm and arrest in embryo development around the heart stage ( Figure 4C,D) (Kiyosue et al. 1999 , Sorensen et al. 2001 . One possible explanation for these maternal effects of fis mutants is that the FIS genes are imprinted, so that the paternal alleles are silent during seed development and therefore can not rescue fis mutant maternal alleles.
The interpretation of FIS gene expression patterns is complicated by the finding that for most Arabidopsis genes that are expressed during early seed development, expression of the paternal allele is either absent, or markedly reduced relative to the maternal allele, until around the late globular to mid-heart stages of development (Baroux et al. 2001 . Despite the delayed onset of paternal expression, for most genes with effects on embryo development, a wildtype paternal allele can rescue mutant maternal alleles, suggesting that it is usually without long-term consequence. Imprinted genes behave differently from the norm and fall into three classes: genes that are only expressed paternally, genes that are paternally silenced beyond the mid-heart stage, genes for which there is a critical requirement early in seed development.
Analysis of FIS gene expression either by in situ hybridization or by using reporter genes indicates that all three genes are expressed in the female gametophyte prior to fertilization. Subsequently, FIS2 reporter constructs are expressed exclusively in endosperm and cease expression around the heart stage, whereas MEA and FIE genes are expressed in both embryo and endosperm and show more persistent expression (Yadegari et al. 2000 , Kinoshita et al. 1999 , Spillane et al. 2000 , Vielle-Calzada et al. 1999 , Luo et al. 2000 . In all three cases, expression is exclusively maternal in embryo and endosperm during early seed development. However, with the possible exception of MEA, for which there is some evidence for more persistent paternal silencing (Kinoshita et al. 1999) , the FIS genes may not be silent for any longer than most other paternal alleles of genes expressed in seed. Therefore, the unusual feature of the FIS genes is a phenocritical requirement for expression very early in zygotic development. In this context, the fact that FIS genes encode chromatin remodeling factors may be significant. Presumably, FIS genes are involved in establishing and or maintaining a repressive chromatin structure for their targets during seed and gametophyte development. In the absence of FIS + product, their target genes may be activated and subject to chromatin remodeling, so that they are no longer accessible to FIS-mediated repression. This would be analogous to the situation in Drosophila, where it has been shown that Pc-Gmediated silencing cannot be established in embryonic regions where a target had previously been transcriptionally active (Poux et al. 2001a ). In either case, the FIS genes are functionally imprinted. Because they encode Pc-G class proteins, which are usually involved in transcriptional repression and are themselves imprinted, it is likely that their targets will also be imprinted . Consistent with this, it has been argued that the excessive endosperm proliferation seen in fis mutant seed is similar to the phenotype obtained by increased paternal genome dosage, as expected if FIS + represses the maternal alleles of genes that normally showing paternal-specific expression (Spielman et al. 2001) . The identification of FIS target genes is necessary to test this hypothesis. If true, it will provide a striking example of convergent evolution in plant and animals. Although imprinting has evolved independently in mammals and plants, it was recently shown that in female mice the FIE homologue, EED, controls imprinted inactivation of the paternal X chromosome in the extraembryonic tissues that give rise to the placenta (J. .
Genetic interactions between chromatin remodeling factors and fis mutants have further suggested that remodeling is important for the maintenance or the establishment of imprints in plants. In several cases it has been shown that hypomethylated MET1 a/s lines, or mutations in the chromatin remodeling factor DDM1, can rescue fis mutations. In most cases this occurs by bypassing the requirement for FIS + . For example, fis2 or mea homozygotes that derive from a MET1 a/s or ddm1/ddm1 male parent have viable seed (Grossniklaus et al. 2001 , Luo et al. 2000 . A possible explanation is that in the male parents, imprinting of paternally silenced genes is not established. These genes act antagonistically to the FIS genes to restrict endosperm growth and therefore alleviate fis mutant phenotypes (Spielman et al. 2001) . The DDM1 gene may also be required to maintain imprints. In newly established ddm1 homozygotes, derived for crosses between ddm1/+ heterozygotes, a mutant maternal mea allele was rescued by MEA + pollen but not by MEA − pollen (Vielle-Calzada et al. 1999) . The interpretation was that DDM1
+ was necessary to maintain silencing of the paternal MEA + allele during seed development. Exciting as these results are, it will be necessary to confirm that the postulated changes in expression of the targets do occur and that methylation or other modifications have a role in regulating imprinting in non-disrupted backgrounds.
Pattern Formation
Pattern formation is best characterized with respect to the floral homeotic genes that pattern the radial axis of flowers and specify floral organ identity. Expression of these genes is established in precise patterns early in flower development, at a stage before organ primordia are visible. These patterns persist, with some refinement, until very late in flower development, in spite of considerable growth in size of the floral meristem. Expression of floral homeotic genes ectopically, beyond their normal boundaries of expression within the flower, causes changes in organ identity. Furthermore, experiments using conditional alleles have demonstrated that expression is needed persistently during development in order for correct fate specification to occur (Bowman et al. 1989 , Zachgo et al. 1995 . Together these observations indicate that expression patterns must be maintained through growth and cell division until very late in flower development. A role for chromatin remodeling in the maintenance of these patterns was suggested by the characterization of the CLF gene, which encodes a Pc-G protein (Table 1) . In clf mutants, expression of the floral homeotic gene AGAMOUS (AG) is initiated correctly in young floral meristems but later breaks down and becomes expressed in outer floral whorls. This suggests a role for chromatin remodeling in maintaining the off state of at least one floral homeotic gene at late stages of flower development (Goodrich et al. 1997) . Genetic experiments have extended these results by showing that the CLF gene also maintains repression of the floral homeotic gene PISTILLATA (PI ) in the outermost floral whorl (Ohno & Meyerowitz 2000) . In addition, a histone deacetylase has also been found to maintain repression of homeotic gene expression patterns within flowers and to interact genetically with CLF (Ohno et al. 2001) . Reporter gene studies indicate that the second intron of AG is required for CLF-mediated repression (Sieburth & Meyerowitz 1997) . The second intron contains multiple enhancer and repressor sites and can direct the normal AG expression pattern when fused upstream of a minimal promoter-GUS reporter gene construct. However, such constructs do not show ectopic expression when introduced into clf mutant backgrounds (L. Primavesi & J. Goodrich, unpublished results) . Because the AG promoter alone directs reporter gene expression in leaves and outer floral organs (Sieburth & Meyerowitz 1997) , it is possible that these sequences are needed to direct ectopic AG expression in clf mutant backgrounds.
Several plant Pc-G members (Table 1 ) also regulate floral homeotic gene expression during vegetative development and probably during embryogenesis. clf mutants are early flowering, and genetic analysis indicates that this is largely the result of precocious expression of AG during seedling development (Goodrich et al. 1997) . Mutations in the EMF2 gene give a more severe phenotype of tiny plants that are early flowering ( Figure 4E ). This is correlated with precocious expression of APETALA1 and AG during vegetative development (Chen et al. 1997) . The FIE gene also plays a role beyond seed development, consistent with its expression in seedlings and flowers. Although fie homozygotes are embryo lethal, it was possible to rescue the embryo lethality using a FIE transgene whose expression is confined to early seed development (Kinoshita et al. 2001 ). This uncovered a requirement for FIE+ later in development because fie/fie plants had phenotypes similar but more extreme than those of the emf2 mutants. These phenotypes were correlated with precocious expression of the homeotic genes LEAFY (LFY ), PI, and AG during embryonic development and early vegetative development (Kinoshita et al. 2001) . Together these results suggest that repression of floral homeotic gene expression may be maintained through embryogenesis and vegetative development by a complex of Polycomb-group proteins that includes FIE, EMF2, and CLF. Presumably in wild-type plants, the switch to flowering must involve resetting chromatin structure by removing Pc-G complexes from their targets. One possibility is that genes that promote flowering, such as CONSTANS, act by repressing the activity of Pc-G proteins. Alternatively, the Pc-G may act independently on the targets of floral-promoting genes, in effect regulating the competence of genes such as LFY, AP1, and AG to respond to genes such as CONSTANS. In most cases, mutations in emf genes are epistatic to mutations in genes promoting flowering, which supports the former model (Haung & Yang 1998) .
Several other putative chromatin remodeling factors have also been implicated in developmental patterning. These include the GYMNOS/PICKLE and SPLAYED genes, which were identified as modifiers of mutant alleles of CRABS CLAW (CRC), involved in lateral organ polarity, and LFY, respectively (Ori et al. 2000 , Ogas et al. 1999 , Eshed et al. 1999 , Wagner & Meyerowitz 2002 ). The precise role of these genes is not well defined, but they appear to regulate the competence of target genes to respond to CRC or LFY, presumably through chromatin remodeling. Lastly, the FASCIATA (FAS1 and FAS2) genes encode subunits of chromatin assembly factor 1 (CAF1), a protein complex involved in chromain assembly following DNA replication. fas mutants show defects in shoot and root meristem organization, and it has been suggested that the FAS genes are required to maintain expression states of genes involved in meristem organization (Kaya et al. 2001) .
Vernalization
Plants are sessile and consequently continually modify their development in response to environmental cues. One response to an environmental signal, termed vernalization, has epigenetic features and has long been suspected to involve chromatin remodeling (see Michaels & Amasino 2000) . Vernalization describes the acceleration of flowering that occurs in many plant species from temperate latitudes if plants are exposed to periods of 4-12 weeks at low temperatures (1-7
• C). It is thought to be an adaptive response that enables plants to coordinate their life cycle with changes in seasons, for example, promoting the flowering of winter annuals in spring. It has several epigenetic features. First, because the stimulus (cold) and the response (flowering) are separated in time, it provides a mitotically stable memory of a transient signal. For example, Hyocyamus niger plants can show a vernalization response 300 days after the signal, even though all of the leaves that were present at the time of the stimulus are abscissed. Similarly, plants regenerated in tissue culture from cold-treated roots or leaves can behave as if vernalized. Second, vernalization is reset through meiosis and therefore does not involve irreversible genetic changes.
An important advance in the understanding of vernalization has followed the isolation of the FLOWERING LOCUS C (FLC ) gene. FLC encodes a transcription factor of the MADS box class, and analysis of loss-of-function and gain-of-function mutations showed that it functions to repress flowering (Michaels & Amasino 1999 , Sheldon et al. 1999 . Furthermore, transgenic experiments in which extra copies of FLC were introduced into transgenic plants suggest that the flowering response is exquisitely sensitive to levels of FLC. Thus flowering is progressively delayed with increasing FLC copy number. Two observations showed that vernalization operates largely through changes in FLC mRNA levels. First, FLC mRNA levels progressively decline during vernalization treatment. Second, transgenic plants in which FLC is constitutively expressed from a heterologous promoter are insensitive to vernalization.
Genetic screens for mutants that do not respond to vernalization have identified three additional genes (VRN1-VRN3) that regulate the response to vernalization ( Figure 4F ,G) (Chandler et al. 1996) . VRN2 was recently isolated and found to encode a Pc-G protein (Table 1) , suggesting a role in chromatin remodeling. Consistent with this, careful characterization of FLC mRNA levels in vrn2 mutants and wild-type plants indicates that VRN2 is required to maintain the repressed state of FLC and not for the initiation of FLC repression. Thus in vrn2 mutants, as in wild-type, FLC levels progressively decline during vernalization. However, after the vernalization treatment is finished, FLC levels remain low in wild-type but gradual increase in vrn2 mutants. Although the precise nature of the effects of VRN2 on chromatin is unknown, in vrn2 mutants there is an increase in DNaseI hypersensitivity within the first FLC intron relative to wild-type. The increase in DNaseI sensitivity is apparent immediately after vernalization treatment and therefore precedes the effects of vrn2 muations upon FLC transcription. This is consistent with a model that following vernalization, VRN2 remodels chromatin in the first FLC intron, and this leads to mitotically stable FLC silencing. It is known that intragenic sequences are necessary for correct FLC regulation, but it is not yet reported if the first intron is necessary (Gendall et al. 2001) .
It is striking that for the plant Pc-G members (for which candidate target genes are known; CLF, VRN2, and EMF2), the targets are MADS box genes. In addition, in the case of AG and FLC targets, introns are necessary for correct gene regulation.
One possibility is that the introns contain cis-acting sequences that can recruit plant Pc-G members in a similar way to the PRE elements in Drosophila. An alternative possibility is that enhancers present within the introns, as in the AG second intron, can drive antisense transcripts that initiate RNAi-mediated silencing, which is then maintained by Pc-G members. A paradigm for this occurs in C. elegans, where Pc-G members are required for silencing initiated by dsRNA (Dudley et al. 2002) . Characterization of the additional VRN genes may identify factors that initiate repression of FLC in response to vernalization.
OUTLOOK
Plants are extremely suitable for genetic analysis of chromatin remodeling factors because they are relatively tolerant of disruptions and, consequently, many mutants that are lethal in animals are viable in plants. The availability of the Arabidopsis genome sequence, together with the development of excellent resources for reverse genetics in plants means that the gross phenotypes resulting from disruption of many more chromatin remodeling factors will be defined in the near future. However, their biochemical functions, and even the basic structural properties of plant chromatin, remain very poorly characterized. The relative plasticity of cell fate in plants suggests that structural features of chromatin may differ from those in animals, so common functions cannot be assumed from sequence similarities. The characterization of the biochemical function of plant chromatin remodeling factors is therefore a pressing task in order for the implied roles of remodeling to have real credibility. The identity of factors that presumably remove marks on chromatin, such as DNA or histone methylation, is also unknown but of importance in understanding how epigenetic states are reset.
Plant genetics has contributed greatly to the understanding of RNA-mediated silencing processes in a variety of organisms. Links between RNA silencing and chromatin remodeling are now emerging in animals and plants. It will be exciting to see how these emerge; for example, do short dsRNA molecules initiate silencing that is then maintained by Pc-G class members.
The role of imprinting during seed development is also of great practical and comparative interest, particularly as imprinting has evolved independently in plants and animals. It is anticipated that microarray and differential screening techniques will help identify additional maternally and paternally imprinted genes. This will help clarify the role of methylation and factors such as DDM1 in establishing and maintaining imprints. In addition, identification of FIS target genes will help clarify the role, if any, of FIS genes in regulating imprinting.
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J.G. is funded by a research fellowship from the Royal Society. S.T. is funded by the BBSRC. We thank Andrew Hudson and Enrico Coen for useful discussions and criticisms. We thank Mary Alleman, Tony Gendall, and Ueli Grossniklaus for illustrations in Figures 3 and 4 . Figure 1 Three levels of chromatin structure. (a) At low ionic concentrations, chromatin has a characteristic beads-on-a-string appearance. The enlarged view reveals that each nucleosome (or bead) has eight histone subunits, two of each type. DNA (black) wraps round the outside of the core histones but the N and C terminal histone tails (red ) protrude from the nucleosome. (b) A model of the 30-nm chromatin fiber. This structure is dependent on histone H1, which binds to linker DNA and forms stabilizing interactions at the center of the solenoid structure. Redrawn from , based on (Thoma et al. 1979) . (c) Higher-order chromatin structure is thought consist of 30-90 kb loops of the 30 nm fiber (overlapping yellow, black and blue lines) attached to a central scaffold via matrix/scaffold attachment regions (MARs/SARs shown in red ). The loops are arranged radially along the length of the metaphase chromosome to further increase packaging (bottom). Redrawn from (Marsden & Laemmli 1979) . (a) Symmetrically methylated sites are preserved on replication by maintenance methyltransferase activity. Two symmetrically (CpG and CpApG) and one non-symmetrically (CpT) methylated sites are shown (methyl groups; black and red circles). After replication, the new DNA strands (red ) initially lack methylation, but residual methyl groups on the parental DNA strand promote methylation at symmetrical sites. Replication of a non-symmetrical site leaves no indication (no box) of prior methylation status for half of the molecules (right hand DNAs) and persistence of methylation at these sites requires de novo methyltransferase activity. (b) Histone methylation can promote DNA methylation. SET domain proteins such as Kryptonite (KRY; green) are histone methyltransferases. Methylated histones bind to heterochromatin protein 1 (HP1) and related proteins, which, in turn, can interact with DNA methyltransferases, in this example the chromomethyltransferase (CMT3). This constitutes a mechanism for directing the addition of methyl groups (red circles) to certain regions of DNA. Adapted from (Jackson et al. 2002) . (c) DNA methylation leads to histone deacetylation. Methylated DNA is bound by proteins containing methyl-binding domains (MBDs). These proteins are associated with multi-subunit complexes that contain histone deacetylases (HDAC). HDACs remove acetyl groups (orange circles) from histone tails (thin black lines) promoting a condensed chromatin structure that inhibits trancription.
Figure 3
Imprinting of the maize R gene in the endosperm. The R gene is required for red anthocyanin pigmentation in the aleurone layer of the endosperm. In the absence of R gene activity, kernels appear yellow owing to carotenoid pigments. The kernels shown result from reciprocal crosses between plants carrying the r-g allele, which produces kernels lacking anthocyanins and plants carrying various imprinted R alleles. (A) Kernels derived from R-r:std/R-r:std male r-g/r-g female. (B) Kernels derived from r-g/r-g male × R-r:std/R-r:std female. The mottled appearance of kernels that inherited R-r:std paternally is due to imprinting of R-std (Kermicle, 1970) . (C ) Kernels derived from R-r:std /R-r:std male × r-g/r-g female. The R-r:std allele is an epigenetically silenced allele that shows almost no expression when paternally transmitted owing to imprinting. Kernels from the reciprocal cross are similar to those shown in (B). See Alleman (2000) for further details.
Figure 4
Phenotypes of Arabidopsis Polycomb-group mutants. (A) The silique (pod) derives from a cross between a mea/+ female and a +/+ male and illustrates the maternal effect of mea ovules on seed development. (B) The silique derives from the reciprocal cross beween a +/+ female and a mea/+ male. Wild-type seed are green because they are filled by a large embryo containing chlorophyll. However, in seed that inherit a mea allele maternally (arrow), embryos abort at an early stage before developing chlorophyll and seed later shrivel. (C, D) A seed has been cleared to allow visualization of internal endosperm and embryo using Nomarski microscopy. In wildtype seed (C ) the endosperm at the chalazal pole is much less developed than in fie mutant seed (D). Panels C,D reprinted with permission from Elsevier Sci.; Sorensen et al. 2001 . (E ) An emf 2-3 mutant plant. The plant is extremely small and has produced a few small sessile leaves and several flowers. (F ) The effect of vernalization and vrn2 mutation on flowering response. In a vernalization-sensitive genetic background (left two rows), plants flower earlier if they have received a vernalization treatment. The vrn2 mutants (right two rows) do not respond to vernalization.
