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1. INTRODUCCIÓN 
El proyecto de fin de carrera en el que estoy 
trabajando desde hace casi un año consiste en el desarro-
llo de un sistema de reconoc imi ento de ca ras . Las 
tecnologías de reconocimiento de caras (lace recogll/lio/l 
teclmologies o FRT) on un área de investigac ión mu y 
acti va en los últimos años que engloba varias di sciplinas 
como el procesado de imagen, redes neuronales, parrem 
recogllilioll y visión por ordenador. Tiene varias aplica-
ciones potenciales, tanto comerciales como de seguri -
dad, como por ejemplo la identificación de fotos de 
carnets, pasaportes o identificac ión en tiempo real de 
personas desde imágenes de cámaras de vigil anc ia. El 
reconocimiento de caras, aunque fácilmente reali zable 
por las personas , es difícilmente implemen table de una 
manera totalmente automati zada en ordenador. 
El objetivo de un sistema de reconocimiento de 
caras es, generalmente, el siguiente: dada una imagen de 
una cara "desconocida" (o imagen de test) encontrar una 
imagen de la mi sma cara en un conjunto de imágenes 
"conoc idas" (conjunto de entrenamiento). 
Esto, que es tan sencillo de decir, plantea unas 
terribl es difi cultades para su implementac ión en un 
sistema automáti co. Las personas reconocemos las caras 
con gran facilidad, rapidez e incluso en circunstancias 
adversas de iluminación, ori entac ión y otros factores . 
Sin embargo los sistemas automáti cos de reconoc imien-
to por orde nador todavía están muy lejos de la efecti vi-
dad del cerebro humano, aunque los resultados son 
esperanzadores. Las mayore dificultades a las que se 
puede enfrentar un sistema de reconocimie nto de caras 
son: las variaciones en la expresión de las caras, las 
variaciones en las condiciones de iluminación y las 
rotacio nes en profundidad. Las rotac iones en profundi-
dad son aq ue llas en que la cara no gira en e l plano de la 
Imagen y por lo tanto parte de la cara puede quedar 
oculta. 
2. PARTES DE UN SISTEMA DE RECONO-
CIMIENTO DE CARAS 
A pesar de la gran variedad de sistemas ex istentes, 
todo sistema de FR puede dividirse en tres partes: 
. preprocesado de las imágenes: consiste en intentar 
compensar todo lo que puede provocar que dos imá-
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genes de la misma cara sean diferentes . Esto incluye 
nonnalizar el tamaño y el contraste de la imagen. A 
veces también se in ten tan compensar los cambios de 
iluminación, la rotación y otras características de la 
imagen que pueden perjudicar los resultados del siste-
ma. Existe una buena cantidad de investi gac iones 
ded icadas únicamente e esta parte, debido a su comple-
jidad. 
. ex tracc ión de característi cas: en esta fase se extraen 
una seri e de valores característicos de cada imagen, 
como pueden ser los coefic ientes de algú n desarro llo, 
la salida de un filtro , etc. Independientemente de su 
ori gen estos va lores deben intentar caracteri zar con la 
mayor exactitud cada cara (lo que se considera eficien-
cia) y, al mismo tiempo, deben te ner capac idad de 
di scriminación. Esto signifi ca que los valores extraí-
dos de las imáge nes de una cara y los de las imágenes 
de otras cara deben formar dos grupos lo más compac-
tos y separados posible 
. comparación de características: se comparan los valores 
característicos de la imagen de te t (la que se quiere 
reconocer) con los de las imágenes de entrenamiento y se 
calcul a una medida de semejanza. Los rnftodos van desde 
la distancia euclidea (considerando que el conjunto de 
valores característicos fonnan un vector) a otros mucho 
más sofi sticados. La imagen de entrenamiento que más 
semejante sea a la de test se considerará que es de la 
misma persona 
En una primera fase que llamaremos fase de entre-
namiento, las dos primeras partes se aplican a la imáge-
nes del conjunto de entrenamiento, para extraer las 
carac terís ti cas que caracterizan a las imágenes de este 
conjunto. Posteriormente, en la fase de test, las imágenes 
del conjunto de test que queremos reconocer pasan por las 
dos primeras partes y la fase de comparación determina 
finalmente la imagen de entrenam iento que más se 
parece a la de test. 
La parte más importante es la de extracción de 
características. En ell a, se intenta caracteri zar una cara 
con independencia de factores externos como la ilumina-
ción, expresión, etc. En general el objeti vo es hallar una 
serie de carac terísti cas de la image n que pueden ser 
desde las dimensiones de los elementos de la cara como 
la boca, ojos, etc. hasta los coefic ie ntes que nos da un 
filtro o una transformada al aplicarlo a la imagen de la 
cara. Lo importante es que caractericen con gran fideli-
dad a cada cara y que sean invariantes a los cambios en 
13 
los factores externos que se han mencionado anterior-
mente. 
3. TIPOS DE TÉCNICAS DE 
RECONOCIMIENTO DE CARAS 
Las técnicas de reconocimiento de caras se pueden 
clasificar en tres tipos, en función de los métodos utili-
zados para la extracción de las características de la cara: 
• técnicas baSadas en la extracción de características 
geométricas de la cara como las posiciones relativas y 
dimensiones de ciertos elementos de la cara (cejas, 
ojos ,nariz, boca y contorno de la barbilla principal-
mente) 
• técnicas basadas en procedimientos de template 
matching ( emparejamiento de plantillas ), en las que 
zonas de la imagen son comparadas con zonas equiva-
lentes de otra imagen utilizando alguna distancia ( pe 
la distancia Euclidea ) para poder calibrar su grado de 
semejanza o discrepancia. Los sistemas que utilizan 
este tipo de técnicas carecen de la fase de extracción de 
características, ya que utilizan directamente la infor-
mación de niveles de gris (o color) de los pixels de la 
imagen 
• técnicas basadas en la aplicación de transformadas: 
las características de la imagen son los coeficientes 
resultantes de aplicar algún procedimiento numérico 
o alguna transformada, como la transformada 
Karhunen-Loeve 
A pesar de esta sencilla división, existen gran 
cantidad de técnicas y no resulta sencillo escoger entre 
ellas. Al comenzar el proyecto se definieron una serie 
características que debía cumplir el sistema y que limi-
taron las alternativas entre las que escoger. Se decidió 
buscar un sistema que utilizara una sola vista frontal de 
cada cara como conjunto de entrenamiento. En otras 
palabras, el sistema debía ser capaz de poder identificar 
a una persona teniendo sólo una imagen (una vista 
frontal) de ésta. Sin embargo se pueden encontrar técni-
cas de reconocimiento de caras que utilizan vistas late-
rales o perfiles, información 3D de la cara u otros tipos 
de información. 
Tras una intensa etapa de documentación y bús-
queda se decidió implementar un sistema de reconoci-
miento basado en la representación mediante eigerifaces. 
Una de las razones es que este tipo de sistemas tiene 
probablemente el mejor compromiso entre complejidad, 
rapidez de ejecución y resultados. 
3. REPRESENTACIÓN DE CARAS 
MEDIANTE EIGENFACES 
3.1. Introducción 
El origen de los sistemas de FR que utilizan 
eigenfaces se remonta a unos trabajos de Sirovich y 
Kirby ([1]). El objetivo de Sirovich y Kirby era caracte-
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rizar un conjunto de caras con un mínimo número de 
parámetros. Para ello, se utilizaba el análisis de com-
ponentes principales o PCA (principal components 
analysis ) para generar unas imágenes semejantes a 
caras llamadas eigenpictures. Las imágenes de caras se 
caracterizaban como una combinación lineal de 
eigenpictures. Fueron Turk y Pentland ([2]) quienes 
utilizaron esta representación de la imagen, mucho más 
compacta que los valores de los pixels de la imagen, para 
implementar un sistema de FR, además de rebautizar las 
eigenpictures como eigenfaces. 
El primer paso para comprender los sistemas de 
reconocimiento basados en eigerifaces es conocer la 
filosofía que se oculta detrás del PCA, que se utiliza para 
generarlas, y que permite un mejor entendimiento de la 
representación de las imágenes de caras mediante 
eigenfaces. 
3.2. Motivación 
Consideremos el conjunto de todas las imágenes 
posibles cuyas dimensiones son w pixels de ancho por h 
pixels de alto. El número de componentes de estas 
imágenes es w*h. Si concatenamos las filas de estas 
imágenes podemos considerarlas como vectores de di-
mensión w*h. Utilizando esta representación vectorial, 
el conjunto de imágenes forman un espacio vectorial de 
dimensión w*h. Este espacio se puede generar a partir de 
la base canónica (1,0,0, ... ,0), (0,1,0,0, ... ,0), ... , 
(0,0, ... ,0,1). 
Consideremos ahora el conjunto de las imágenes 
de caras. En relación al resto de todas las posibles 
imágenes son todas relativamente semejantes: todas 
tienen los mismos elementos, situados de forma seme-
jante, con textura parecida, etc. Además, los pixeles 
están altamente correlados con sus vecinos. Es razona-
ble, por lo tanto, suponer que el conjunto de las imágenes 
de caras ocupa sólo una pequeña región de este espacio. 
Una consecuencia de esto es que la representación de las 
Figuro L E;jemplo simplificado del espacio de las imáge-
nes (en este caso de dimensión 3) y región ocupada por las 
imágenes de caras. 
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imágenes de caras utilizando la base del espacio de las 
imágenes es claramente ineficiente. 
Además, debido a que todas las imágenes de caras 
son relativamente semejantes, podemos suponer que las 
imágenes de caras están en una zona reducida del 
espacio de las imágenes (llamémoslo el espacio de las 
caras). En ese caso, podríamos intentar hallar una base 
de vectores cuyo número sería mucho menor que el de 
una base del espacio de las imágenes. A pesar de que no 
existe ninguna evidencia al respecto, la rapidez con la 
que el cerebro humano es capaz de reconocer las caras 
sugiere que su representación en el cerebro es de una 
dimensionalidad baja, aunque nadie sabe cual es ni como 
se maneja la información. En la Figura 1 se muestra un 
ejemplo simplificado en el que el espacio de las imágenes 
es de dimensión tres (imágenes de tres pixels). Final-
mente, llegamos a la conclusión debería ser posible 
generar las imágenes de caras (o al menos una muy 
buena aproximación) con muchos menos vectores que 
los necesarios para representar el espacio de las imáge-
nes completo. 
El objetivo pasa a ser encontrar esta base de 
vectores. El PCA (análisis de componentes principales 
o principal components analysis) permite hallar una 
nueva base con un máximo de eficiencia. El PCA fue 
desarrollado por estadísticos, aunque también ha sido 
formulado en el campo de las redes neuronales. En este 
proyecto se utiliza la concepción estadística del PCA. 
3.3. EIPCA 
Como ya se ha dicho, las componentes (los pixels) 
de las imágenes de caras están altamente correladas 
entre sí. El PCA se basa precisamente en las propiedades 
estadísticas de las imágenes y es un método óptimo para 
reducir el número de dimensiones necesarias para repre-
sentar un conjunto de vectores (en nuestro caso, imáge-
nes de caras). 
Consideremos un vector aleatorio X de dimensión 
n, con su correspondiente media ~ 
,u=E{X} 
La matriz de covariancia se define como 
donde ij representa la covariancia entre el compo-
nente número i y el número j del vector X. El análisis de 
componentes principales consiste en hallar los vectores 
propios de esta matriz y expresar X en función de estos 
vectores. De esta manera, el vector aleatorio X se puede 
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representar sin error mediante una combinación lineal 
de vectores de la forma 
n 
X = Ly;A¡ 
;=1 
donde los vectores Ai son los vectores propios de la 
matriz de covariancia. La cualidad más importante de 
esta representación es que si queremos representar X con 
sólo m (menor que n) componentes la mejor elección 
posible en términos del error que se comete son losm 
vectores propios de la matriz de covariancia con mayores 
valores propios asociados. 
3.4. Aplicación del PCA para la representación 
de caras: las eigenfaces 
Como se acaba de ver, el PCA se reduce básica-
mente a encontrar los vectores propios de la matriz de 
covariancia l:x del vector al que aplicamos el PCA. 
Apliquemos toda esta teoría a nuestro problema particu-
lar de reconocimiento de caras: nuestro objetivo es 
caracterizar un conjunto de caras (que serán las del 
conjunto de entrenamiento) en un espacio de menor 
dimensionalidad. 
Tal y como se ha expuesto anteriormente, conside-
remos las imágenes de caras de este conjunto (de anchura 
w y altura h) como realizaciones del vector aleatorio X 
de dimensión w*h, con su correspondiente vector media 
~. A este vector, al que llamaremos vector cara, desea-
mos aplicarle el PCA. 
La media de este vector cara no la podemos obtener 
al no conocer la función de densidad de probabilidad, 
pero la podemos estimar a partir las imágenes que 
tenemos: 
La matriz de covariancia tampoco la conocemos 
pero se también se puede estimar: 
Llegados a este punto, en teoría sólo queda el 
cálculo de los vectores propios de la matriz de covariancia, 
para lo que existen varios algoritmos automáticos fácil-
mente implementables. Pero la implementación de este 
algoritmo plantea un problema: la cantidad memoria 
necesaria para almacenar la matriz es demasiado gran-
de. Si los vectores cara de la base de entrenamiento son 
de dimensión w*h, las dimensiones de la matriz de 
covariancia estimada l:x serán de w*h de ancho y w*h de 
alto. Por ejemplo, si utilizamos imágenes de entrena-
miento con unas dimensiones contenidas de w= 128 y 
h= 128, el número de elementos de la matriz de covariancia 
15 
sería de 128~, o sea más de 268 mj]lones, lo que está fuera 
del alcance de las memori as de los ordenadores actuales. 
La solución es aplicar una SVD ( descomposición 
en valores singulares o singula r va /ue decomposition ) 
a la matri z Mx ' Esta operación descompone una matri z 
en un producto de tres matrices 
M = VA 112V T 
x 
donde si Mx es una matri z de w*h fil as y columnas con 
w*h mayor que N (lo que siempre será nuestro caso) la 
matri z U es de las mismas dimensiones y las matri ces V 
y A 1/2 son cuadradas de dimensiones N por N. Además, 
la matri z A 1/2 es diagona l. 
La propiedad que nos es útil de la SVD es que las 
N co lumnas de la matri z U son vectores propios de la 
matri z XXr, y los elementos de la matri z A 1/2 son las 
raíces cuadradas de los valores propios con'espondientes 
a estos vectores propios. Si recordamos la estimac ión de 
la matriz L vemos que esta no era exactamente XXT , x 
sino que además se di vidía este producto por N. Pero esto 
no importa ya que los vectores y valores propios de una 
matriz y los de la mi sma matriz dividida por un escalar 
son iguales, salvo por el hecho de que los valores propios 
también quedan di vididos por e l mismo número . 
Este método está al alcance de un ordenador, ya 
que la matriz Mx es de dimensiones w*h por N, Y N (que 
es el número de caras de l conjunto de entrenamiento) 
suele estar alrededor de un centenar, lo que la convierte 
en una matri z manejable por un ordenador. Sin embargo 
este método no calcula todos los vectores propios de Sx 
ya que esta matri z, al ser real y simétri ca, tiene siempre 
w*h vectores propios (en la práctica muchos más que N 
que es e l número de imágenes del conjunto de entrena-
miento). Pero se puede demostrar que los N vectores 
propios conseguidos con la SVD son los únicos vectores 
propios de Lx que pueden tener un valor propio di stinto 
de cero . Desde el punto de vista teórico del PCA , esto 
quiere decir que el res to de vectores propios (los que 
siempre tienen un valor propio igual a cero) no capturan 
ninguna informac ión del vector X al que estamos apli -
cando el PCA, y por lo ta nto los eliminaríamos del 
análisis tal y como se ha exp li cado en e l punto anteri or. 
Volviendo a nuestro problema de representación, 
todo esto significa que los N vectores propios que genera 
la SVD son capaces de caracteri zar a los vectores 
correspondientes al conj unto de imágenes de caras de 
entrenamiento, y el resto de vectores propios sólo nos 
podrían servir para abarcar e l resto del espac io ori ginal 
de X (el espacio de las imágenes de w por h pi xels) , pero 
no nos servirían para representar las caras. De entre 
estos vectores propi os el número de ellos que contie-
nen informac ión útil (valor propio mayor de cero) es 
igual al número de vectores linealmente independientes 
del conjunto de entrenamiento menos uno (ya que al 
restar la media se reduce siempre en uno e l número de 
vectores linealmente independientes). 
16 
De esta manera obtenemos los deseados vectores 
propios que definen nuestro nuevo espac io, el espacio de 
las caras. Estos vectores tienen realmente apari encia de 
caras, y por ello han sido llamados primero eigenpictures 
(imágenes propias) y posteri ormente eigenfaces (caras 
propias). En la fi gura 2 se muestran las S primeras 
eigenfaces generadas con un conjunto de S7 imágenes de 
entrenamiento. 
Figura 2. Cara media y 5 primeras eigenfaces de un TOTal de 56 
generadas a panirde 57 imágenes de caras sin barba ni gafas. 
La posición de los ojos y la boca está normalizada y los campo-
nemes vectores propios han sido remapeados enel rango [0,255 } 
para poder visualizarlos 
3.5. Reducción de la dimensionalidad 
Llegados a este punto, la situac ión es la sigui ente: 
tenemos un conjunto de N imágenes de caras Xi ( que 
utili zamos como conj unto de entrenamiento) que quere-
mos representar en un espacio de menor dimensión. Para 
e llo hemos considerado estás imágenes como real izacio-
nes del proceso a leatorio vectori al " imágenes de caras" 
y hemos aplicado e l PCA a este vector. Como resultado, 
obtenemos N vectores propios (eigenfaces) orto normales 
y con -1 de ellos se pueden generar sin error las N caras 
del conjunto de entrenamiento. En la figura 3 se muestra 
de una manera gráfica parte de la representac ión de una 
de las caras utili zadas para generar las eigenfaces de la 
figura 2. 
Para hall ar las coordenadas Y. de una cara X. sobre 
I I 
este nuevo espacio no tenemos más que proyectar Xi 
+ .. 
Figura 3, RepreselUación de una cara a panirde las eigenfaces: 
a la cara se la reSTa la cara media y esTa diferencia se puede 
expresar como una combinación lineal de las eigenfa ces. Para 
que la representación sea exaCTa la imagen debe eSfar incluida 
en el conjunTO al que se la aplica el PCA (el conjunTO de 
enrrenamienlO ) 
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obre las eigetifaces. Para hal lar la proyección de X¡ sobre 
cada eigen/ace bastará con calcular el producto escalar. 
ya que las eigetifaces son ortonormales. Por lo tanto, si 
las columnas de la matri z A son las eigetifaces, hallaremos 
las nuevas coordenadas en el espac io de las caras de la 
siguiente manera: 
Al haber N-I etgetifaces la dimensión de los vectores 
Y¡ es N- I (recordemos que es el número de imágenes de 
entrenamiento). Esto supone una fuerte reducción de 
dimensionalidad frente al espacio de las imágenes (w*h) 
pero esto no es ninguna sorpresa ya que como ya se ha 
comentado obv iamente para representar a N vecto re a 
los que se ha restado su media basta con N- I vectores. La 
verdadera reducción de dimensionalidad de la represen-
tación med iante e/gel1faces consiste en utili zar sólo las 
etge/?/aces con mayor valor prop io asoc iado. Recorde-
mos que el valor propio asoc iado a una etgetiface es igual 
a la vari ancia de la proyecc ión de las caras sobre esa 
e/getiface. De esta manera se puede reducir notablemente 
el número de dimensiones de la representac ión sin perder 
apenas calidad en la representac ión de las caras. En este 
aspecto. las elgerifaces consiguen la máx ima efi ciencia 
que se puede conseguir ya que las plimeras e/genfaces 
(las de mayor valor propio asoc iado) consiguen capturar 
la informac ión más importante de las caras, la que explica 
la máx ima vari ancia, mientras que las últimas apenas 
aportan información (sus valores propios son muy bajos). 
Dicho de otra manera: la mejor representación posible de 
un conjunto de N imágenes de caras utili zando sólo M 
di mensiones (con M<N) se consigue proyectándolas 
Figura 4. Represelllacionej' de 6 lillágelles de caras l//¡/i:;olldo 
las pni71eras 8. 16, 24. 32, 40. 48)' 56 eigenfaces de tI/1 /O/al de 
56 eigel/faces, gel/erados a par/ti· de tln peA de 57 lillágelles de 
caras ) ' ordelladas de mayor a menor valor propio. La recolls-
/rtlcción Ii'c!l/I 'e la suma de la cara media para poder apreciar 
mejor la calIdad 
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Figura S. Imágenes de personas 110 lilc!lIldas en el COlljÚIIIO de 
ell/renallliell/o represell/adas COI/ tll/ cOlljtm/o de 56 eigel!laces. 
El error es cOIlSIderable debIdo a que ellllímero deeigen faces es 
demasiado bCljo 
sobre las M eigenfaces con mayor valor propio. En la 
fi gura 5 se puede ver la evolución de la calidad en la 
representac ión de algunas caras del conjunto de entrena-
miento utili zado para generar las etge/ifaces de la fi gura 
2. Como se puede apreciar, con un número muy bajo de 
etgerifaces se consigue una representac ión con una 
notable calidad, lo que demuestra que las primeras 
eigenfaces consiguen capturar la mayor parte de la 
informac ión de las caras. 
Como se ha dicho anteriormente, si las e/ge/ifaces 
se generan a partir de un conjunto de entrenamiento 
suficientemente grande de imágenes entonces son capa-
ces de representar con fidelidad imágenes de caras de 
personas que no están en el conjunto de entrenamiento. 
Para ello el tamaño del conjunto de entrenamiento debe 
ser como mínimo de unas 100 imágenes. En el presente 
proyecto no se di sponía de tal número y por lo tanto no 
se consigue una buena representación. En la fi gura 5 se 
muestran algunos ejemplos de reconstrucción de caras 
de personas no incluidas en el conjunto de entrenamien-
to. 
Sin embargo, lo que siempre se consigue es una 
buena representac ión de imágenes de caras que ti enen 
alguna otra imagen (de la misma cara o persona) en el 
conjunto de entrenamiento, aunque estas tengan vari a-
ciones en la ex presión respecto a la imagen del conjunto 
de entrenamiento. En estos casos, aunque la imagen 
representada con las etgetifaces tenga un error conside-
rab le la identidad de la cara siempre se preserva con gran 
fidelidad. lo que es especialmente importante de cara a 
su aplicación al reconocimiento de caras. En la figura 6 
vemos unos ejemplos que ilustran este hecho. 
La figura 4 da una idea visual de la información 
capturada por las primeras eigenfaces pero ¿hasta qué 
punto consiguen se concentra esta informac ión en un 
bajo número de eigenfaces? En la figura 7 se muestra la 
gráfica de la evolución de los va lores propios (iguales a 
la vari ancia de la proyección de las caras sobre la 
etgeriface asoc iada), ordenados de mayor a menor. La 
gráfica sigue una evolución semejante a una exponencial, 
17 
Figura 6. Primera fila: imágenes pertenecientes al conjunto de 
entrenamiento. Segunda fila: imágenes de las mismas personas 
con cambios de expresión. Tercerafila : imágell es de la segunda 
fi la represellladas a partir de las eigenfaces gel/ eradas con las 
imágenes de la primera 
gráfi ca sigue una evo lución semejan te a una exponencial, 
lo que demuestra la gran concentrac ión de vari anc ia que 
se produce en las primeras eigenfaces. Esto se refleja 
claramente en la ca lidad obtenida en la representación . 
Para expresar esta ca lidad numéri camente debemos 
hallar una medida del error cometido al representar una 
cara. Si la representació n de una cara X con M eigenfaces 
(de un total de ) es 
M 
X"" /1+ L y¡A¡ 
¡=1 
donde I.l. es el vector media A¡ son las eigenfaces ordena-
das de mayor a menor valor propi o y y¡ la proyección de 
X sobre A¡, el error de representación se defi ne como 
= ("X - XIIJ2 
e II XI 
El error está normali zado y su rango de va lores va 
de cero a uno. Sin embargo, debido a que la media es una 
buena estimación de todas las caras en la práctica los 
valores siempre son mucho más reducidos. La evo luc ión 
de sus va lores se ve en la figura 8 para los tres casos de 
representación vistos. Como se podía esperar, esta grá-
fica confirma que con un bajo número de eigenfaces se 
consiguen representaciones con bajos porcentajes de 
e rror. 
4. EL SISTEMA DE RECONOCIMIENTO 
DE CARAS 
En el capítulo anterior se ha vis to la conveniencia 
de representar las imágenes de caras mediante eigenfaces. 
En este capítulo se verá como se aplica esta representa-
ción al reconocimiento de caras. Recordare mos e l plan-
teamiento del problema a reso lver por un sistema de 
reconocimiento de caras: dado un conjunto de imágenes 
de caras que llamaremos conjunto de entrenamiento, el 
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sistema debe ser capaz de emparejar una nueva imagen 
con la imagen del conjunto de en trenamiento que perte-
nece a la misma persona. 
4.1. Etapas de entrenamiento y de test 
Para que el sistema esté preparado para rea li zar la 
parte de comparación es necesari o di sponer de las carac-
terísticas de las imáge nes de entrenamiento. Por ello es 
necesario realizar una vez una etapa de entrenamiento. 
Esta consiste en aplicar las dos primeras fases a las 
imáge nes del conj unto de entrenamiento. A partir de 
entonces se puede efectuar el reconoc imiento con un 
conjunto de imáge nes de test. El esquema general se 
muestra en la Figura 9. 
8 x 10 
10 20 30 40 50 60 
E¡genface 
Figura 7. Créifica de los valores propios asociados alaseigenfaces 
ordenados de mayor a menor. La disminución es mI/y rápida . lo 
que indica U/la gran concentraciól/ de la variancia de las 
imágenes en las primeras eigenfaces 
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Figura 8. Error de representación de las caras del COl/jullto de 
entrenamiento (media de las 57) en f unción del n/Ímero de 
eigenJaces wili;adaspara representar imágenes del conjunto de 
entrenamiento (+ ). otras imágenes de persollas incluidas en el 
conjunto de entrenamiento con diJerel1les expresiol/es (X) y 
imágenes de caras "desconocidas" (O). El error decae rápida· 
mente con las primeras eigenJaces y la reducciólI de error debida 
al resto de eigenJaces es mínima 
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Figura f}. Esquema del sisrel7lo de reco/loCliniellfo de caras. 
4.2. Implementación de las partes 
del sistema de reconocimiento 
A continuac ión se describe la implementac ión con-
creta de las partes del sistema de reconoc imiento. 
4.2.1. Normalizaci6n o preprocesado 
La fase de normali zación es de una gran importancia 
en los s istemas que utilizan eigerifaces. Como se ha visto 
anteriormente, la potencia de las eigel7Jaces reside en su 
gran capacidad para caracteri zar con un mínimo error una 
imagen de una cara . Esta capacidad siempre es muy alta 
con las imágenes con las que se han generado las 
eigelifaces, pero con otras imágenes de caras ( pe. las que 
se tendrán que reconocer, que ll amaremos conjunto de 
test ) depende mucho del procesado que se le aplique a la 
imagen antes de proyectarla sobre las eigerifaces. 
Nuestra implementación de esta fase intenta com-
pensar las diferencias en los siguientes aspectos: 
• tamaño: se normali za la di stancia entre los ojos y entre 
los ojos y la boca. En otras palabras: se normaliza la 
altura y la anchura de la cara. Como se ha comentado 
antes, esto supone una pequeña di storsión en la forma 
de la cara, pero los resultados demuestran una mejora. 
La locali zación de los ojos y la boca se reali za manual-
mente al no ser un objetivo del proyecto, pero ex isten 
métodos automáti cos muy eficientes ([3]) 
• rotación en e l pl ano de la imagen: utili zando las pos i-
ciones de los dos ojos, se efectúa una rotación de la 
imagen de manera que los dos ojos queden en hori zon-
ta l 
• zona de la cara utili zada: la cara se recorta de manera 
que no aparezcan zonas del fondo de la imagen ni 
zo nas del pe lo, cuyo aspecto es mu y vari able y que 
perjudicaría la robustez de l s istema 
• contras te y ni ve l de iluminación: se expande e l rango 
de ni veles de gri s de la imagen al máxi mo. Al estar 
representadas el 8 bits, esto hace que el valor mínimo 
de los pixels pase a cero y el máx imo a 255 . Esta etapa 
sólo debería rea li zarse después de la de recorte de la 
cara, de lo contrari o e l pelo y e l fondo podrían di sto r-
sionar los resultados 
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La normalizac ión del tamaño y de la ro tac ión e 
consigue reali zando un nuevo muestreo sobre la imagen 
en el que las posiciones de los ojos y la boca sean fijas. 
El proceso se puede ver en la figura 10. 
Figura Jo. El proceso de rellllles/reo. 
4.2.2. Cálculo de las eigenfaces 
En esta fase se reali za el PCA con e l que se extraen 
las eigenfaces, mediante los sigui entes pasos: 
• se calcul a de la cara media y se resta de todas las 
caras normal izadas 
• se forma la matri z ~ cuyas co lumnas son las 
imágenes del conjunto de entrenamiento no rma-
li zadas 
• se realiza la SVD de la matriz ~, dando como 
resultado tres matri ces , una de e llas conteniendo 
los vectores propios (las eigen.laces) y otra las 
raíces cuadradas de los valores propios 
• se guardan las eigeifaces así como la proyección 
de las imágeneJ de entrenamiento sobre ell as (co-
eficientes de las imágenes de entrenamiento) 
4.2.3. Proyecci6n sobre las eigellfaces 
Las eige/ifaces forma n un conjunto ortonormal. 
Por lo tanto, para hall ar la proyecc ión de una imagen 
sobre e ll as basta con reali zar el producto escalar de la 
imagen sobre cada una de las eigeifaces. 
4.2.4. Fase de comparaci6n/decisi6n 
El objetivo es determinar que imagen del conjunto 
de entrenamiento es más parec ida a la imagen de test, a 
partir de sus representac iones medi ante las e igenfaces 
(s us proyecciones ). Para ello se compara el vector YTEST 
formado por las proyecc iones de la imagen de test sobre 
las eigenfaces con cada uno de los vectores YEN1,. El 
criterio que se utili za es el de la menor di stanc ia euclídea, 
es dec ir, menor lyTEST - yENTII 
Figura JI. Ejel7lplode la bosededorosde Berna 
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S.RESULTADOS 
5.1. Imágenes utilizadas 
Para probar el sistema e utilizaron dos conjuntos de 
imágenes. La base de datos de Berna consiste en imáge-
nes de 30 personas (todas de sexo masculino). De cada 
persona se seleccionaron una vista frontal , otra vista 
fronta l con ligeros cambios de expresión y una vista lateral 
con un ligera rotación en profundidad. Vari as personas 
llevan gafas y algunas barba. En la fi gura 11 vemos un 
ejemplo. 
La base de datos de Stirling consiste en imágenes 
de 17 mujeres y 15 hombres, sin gafas ni barba. De cada 
persona se se leccionaron tres vistas equivalentes a las 
anteriores pero con un grado de dificultad más elevado 
que en la anterior base de datos: en la segunda vista 
fronta l los cambios de ex presión son más acusados y en 
la vista lateral la rotación hace que parte de la cara no se 
vea. 
FiglU'tl I2. Ejemplo de imágenes de la base de datos de Slidlilg 
5.2. Pruebas 
Se rea lizaron dos pruebas . En ambas se utili zaron 
como conjunto de entrenamiento las 62 vistas frontales 
de personas diferentes. 
En la primera prueba se utili zaron las 62 segundas 
vistas frontales como conjunto de test, mientras que en 
la segunda se utili zaron las vistas laterales. Los resulta-
dos e muestran en la figura 13. También se indican los 
resultados parciales con las imágenes de cada base de 
dato (con el conjunto de entrenamiento total de 62 
imágenes). 
Como se puede ver, los cambios de expresIOn 
apenas afectan a la eficacia del sistema. Sin embargo, las 
rotaciones en profundidad producen tal cambio en la 
imagen que la represen tación mediante eigerifaces deja 
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PRUEBA CONJm.r-rO 1 CONJUNTO TOTAL BERNA STIRUNG ! 
DE ENTREN DE ITST 
Pru~ba 1 I 62 frontalu I 62 trontalt'5 6062 3030 30 JZ I ( I POr DeoR_ t 1 DOr' peon. ) 
Prut-ba 1: I 62 frontalu 61laltrall's 2962 2~ JO 432 I (1 DOr~rs. ) loorDen.) 
Figura I3. Resultados del sistema 
de ser adecuada y se producen errores. Parti cularmente 
con las imágenes de la base de datos de Stirling se 
producen muy malo resultados debido a que la rotac ión 
es muy pronunciada 
6. CONCLUSIONES 
El sistema que se ha presentado obti ene unos 
buenos resultados, pero con ciertas limitac iones. En 
concreto las rotaciones en profundidad producen cam-
bios que la representac ión mediante eigenfaces no puede 
as imilar. Este problema es común a cas i todos los siste-
mas de reconocimiento, y de momento no se ha consegui -
do resolver utili zando una sola imagen por persona en el 
conjunto de entrenamiento. Las únicas so luciones son 
utili zar un múltiples vistas de cada persona en el conjunto 
de entrenamiento, pero estas vistas normalmente no 
están di sponibles y se necesitan muchas para poder 
abarcar todas las rotaciones pos ibles, necesitándose ade-
más muchas más memoria y cálculos independientemen-
te del sistema utilizado. 
Otro problema que no se ha tratado en este artículo 
pero que también produce di ficultades son los cambios de 
iluminación, en concreto de la dirección de iluminación. 
En algunos trabajos de nuevo se recurre a tener múltiple 
vistas de cada persona (una para cada condición de 
iluminación diferente) para poder saber compensar esos 
cambios, pero los problemas siguen siendo los mi smos, 
siendo el principal que normalmente sólo se va a di sponer 
de una vista (frontal ) para el conjunto de entrenamiento. 
Como conclusión se puede dec ir que aunque están 
en continuo avance y los resultados son aceptables, los 
sistemas de reconocimiento de caras todav ía deben supe-
rar algunas limitaciones. 
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