In this article we consider commuting graphs of involution conjugacy classes in the affine Weyl group of typeC n . We show that where the graph is connected the diameter is at most n + 2. MSC(2000): 20F55, 05C25, 20D60.
The proof of Theorem 1.1 is broken into several cases depending on the type of the conjugacy class. To describe this further, and in order to state our results about connectedness, we need to describe a parameterisation of the involution conjugacy class. We will explain in Section 2 that involutions in G can be written as 'labelled permutations' (Notation 2.2). These are permutations expressed as products of disjoint cycles in which every cycle has a sign and an integer written above it. For example in G 10 one of the involutions is (10) . A cycle is positive if it has a plus sign, and negative if it has a minus sign. The labelled cycle type of an involution σ will be a quadruple (m, k e , k o , l) where m is the number of transpositions, k e is the number of negative 1-cycles with an even number above them, k o is the number of negative 1-cycles with an odd number above them, and l is the number of positive 1-cycles. For the example in G 10 , its labelled cycle type is (2, 2, 3, 1).
We will show (Theorem 2.6) that involution conjugacy classes in G are parametrised by labelled cycle type. We may now give the conditions under which the graph C(G, X) is connected. Theorem 1.2. Let X be a conjugacy class of involutions in G n (where n ≥ 2) with labelled cycle type (m, k e , k o , l). Then C(G, X) is disconnected in each of the following cases. In all other cases, C(G, X) is connected.
We note that the bound on diameter given in Theorem 1.1 is best possible. For example we have verified that when n = 8, m = 1 and k e = k o = 3, the commuting involution graph has diameter 10. In Section 2 we will establish notation and describe the conjugacy classes of involutions in G. Section 3 is dedicated to proving the main theorems. In Section 4 we give examples of selected commuting involution graphs.
Involution conjugacy classes in G
For the remainder of this paper a is a fixed involution with X its conjugacy class in the affine irreducible Coxeter group G. Our first job is to establish what involutions in G look like.
Let W be a finite Weyl group with root system Φ and Φ ∨ the set of coroots. The affine Weyl groupW is the semidirect product of W with translation group Z of the coroot lattice L(Φ ∨ ) of W . See, for example, [7, Chapter 4] for more detail. For α, τ ∈ W and u, v ∈ Z we have (α, v)(τ, u) = (ατ, v τ + u).
For the rest of the paper W n will denote a Coxeter group of type C n , and set G n =W n . We write, respectively, W and G whenever it is not necessary to specify n. We may take the roots of W to be ±2e i and ±e i ± e j , for 1 ≤ i ≤ n, where {e 1 , . . . , e n } is the standard orthonormal basis for R n . The coroots are then ±e i and ±e i ± e j . Therefore in this case Z = {(λ 1 , . . . , λ n ) : λ i ∈ Z} ∼ = Z n .
We may view the elements of W as signed permutations; they act on R n by permuting the subscripts of basis vectors and changing their signs. To obtain a signed permutation we write a permutation in Sym(n) (including 1-cycles), add a plus sign or a minus sign above each i, and say i is positive or negative accordingly. We adopt the convention of reading the sign first; that is, if w = ( Expressing σ as a product of disjoint cycles, we say that a cycle (i 1 · · · i r ) of σ is positive if there is an even number of minus signs above its elements, and negative if the number of minus signs is odd. For example, (
2) is a negative cycle, whereas ( − 5 − 6) is positive. It is straightforward to check that an involution of W only has 1-cycles (positive or negative) and positive 2-cycles. By the definition of group multiplication in G n , we see that the element (σ, v) of G is an involution precisely when (σ 2 , v σ + v) = (1, 0). This allows us to characterise the involutions in G n . Lemma 2.1. A non-identity element (σ, v) of G n is an involution if and only if σ, when expressed as a product of disjoint signed cycles, has the form σ = ( Proof. If a = (σ, v) is an involution, then a 2 = (σ 2 , v σ + v) = (1, 0). Thus σ is an involution of W , and so its cycles are all either 1-cycles or positive 2-cycles. Thus σ has the form given in the statement of the lemma. Write v σ + v = (u 1 , . . . , u n ). We must have u r = 0 for all r. For 1 ≤ i ≤ t, we have
These are the necessary conditions on σ and v; it is clear that they are also sufficient. Notation 2.2. From now on we will employ a shorthand for writing involutions (σ, v) of G: if v = (v 1 , . . . , v n ), then above each signed number i in the expression of σ as a product of disjoint signed cycles, we will write v i . However for transpositions ( ± a ± b) of σ, where the number above a determines the number above b as described in Lemma 2.1, we write (
We will call this the labelled cycle form of a. Where it is helpful, we adopt the convention that cycles ( 0 + a) are omitted, as these fix both a and v a . Definition 2.3. Let a be an involution in G n . The labelled cycle type of a is the tuple (m, k e , k o , l), where m is the number of transpositions, k e is the number of negative 1-cycles with an even number above them, k o is the number of negative 1-cycles with an odd number above them, and l is the number of positive 1-cycles (fixed points), in the labelled cycle form of a.
For example, the labelled cycle type of
Having characterised the involutions, we must now determine the conjugacy classes. A well-known result, due to Richardson, gives a description of involution conjugacy classes in Coxeter groups. Definition 2.4. Let W be an arbitrary Coxeter group, with R the set of fundamental reflections. We say that two subsets I and J of R are W -equivalent if there exists w ∈ W such that I w = J.
In the next result, we use the notation w I for the longest element of a finite standard parabolic subgroup W I . Theorem 2.5 (Richardson [9] ). Let W be an arbitrary Coxeter group, with R the set of fundamental reflections. Let g ∈ W be an involution. Then there exists I ⊆ R such that w I is central in W I , and g is conjugate to w I . In addition, for I, J ⊆ R, w I is conjugate to w J if and only if I and J are W -equivalent.
The Coxeter graphs of G 2 ∼ =C 2 and G n ∼ =C n , n ≥ 3 are as follows.
We may set r 1 = 0 − (1), r i = (
It is well known that in the finite Coxeter group W of type C n , elements are conjugate if and only if they have the same signed cycle type. In particular two involutions are conjugate when they have the same number of transpositions, the same number of negative 1-cycles and the same number of positive 1-cycles.
In G (which is of typeC n ), the element (σ, v) is conjugate to (τ, u) via some (g, w) if and only if:
Theorem 2.6. Involutions in G are conjugate if and only if they have the same labelled cycle type. In particular, every involution is conjugate to exactly one element a = a m,ke,ko,l of the form
Proof. Let x be an involution of G. By Theorem 2.5, x is conjugate to w I for some finite standard parabolic subgroup W I of G in which w I is central. Therefore the connected components of the Coxeter graph for W I are of types A 1 or B i for some i (including, by a slight abuse of notation, B 1 , where we have connected components with just the vertex r 1 or r n+1 ). Thus I = {r 1 , r 2 , . . . , r i } ∪ J ∪ {r j+1 , r j+2 , . . . , r n+1 } for some i, j with 0 ≤ i < j ≤ n + 1, where J is a subset of {r i+2 , . . . , r j−1 } no two elements of which are adjacent vertices in the Coxeter graph. By conjugation in r i+2 , . . . , r j−1 (which after all is isomorphic to the symmetric group Sym(j − i − 1)), we can assume that for some i, j and m with 0 ≤ i ≤ i + 2m < j < n + 1 we have
This gives that x is conjugate to w I , where
Let c = (h, 0), where
From Equation (1) we see that
Therefore, by setting a = w c I we see that each involution in G is conjugate to at least one element of the required form. Now consider an involution x in G with labelled cycle type (m, k e , k o , l), and suppose y = r i xr −1 i for some simple reflection r i . Write x = (σ, v) and y = (τ, u). By Equation (1), τ is conjugate to σ in the underlying Weyl group W . Hence τ and σ have the same number of transpositions, negative 1-cycles and positive 1-cycles as each other. In other words, the labelled cycle type of y is (m, k e , k o , l) for some k e , k o satisfying k e + k o = k e + k o . Now, from Equation (1) 
Hence k e = k e and so x and y have the same labelled cycle type. In particular x is conjugate to at most one element a of the form stated in the theorem. Conversely, any two involutions of the same labelled cycle type (m, k e , k o , l) are both conjugate to a m,ke,ko,l , and hence to each other. Thus conjugacy is parameterised by labelled cycle type, and the set of elements {a m,ke,ko,l : 2m + k e + k o + l = n} contains exactly one representative of each conjugacy class of involutions in G n .
We next prove three preliminary lemmas which will be used repeatedly in the proofs in Section 3. 1 2), (λ, λ)) respectively. Involutions commute precisely when their product is an involution (or the identity), which we can check using Lemma 2.1. 
(βδ) and 
Proof. We lose no generality by assuming, for ease of notation, that n = 4 and
Now g 1 and h 1 commute if and only if g 1 h 1 is an involution. This occurs if and only if µ 1 + λ 2 = −(µ 2 − λ 1 ) and µ 2 − λ 2 = −(−µ 1 + λ 1 ). Rearranging gives µ 1 − λ 1 = µ 2 − λ 2 , as required for part (i).
(ii) Since (iii) We have g 1 = (
, and
Now g 1 and h 3 commute if and only if g 1 h 3 is an involution. From the above calculation this occurs if and only if µ 1 − λ 2 = µ 2 + λ 1 and µ 2 + λ 2 = µ 1 − λ 1 . That is, if and only if µ 2 + λ 2 = µ 1 − λ 1 .
(iv) We calculate g 2 h 2 = ( (vi) This part follows from the fact that g 3 h 3 = (
We end this section by stating the relevant results from [5] about commuting involution graphs in Weyl groups of type B n . Theorem 2.10 (Theorem 1.1 of [5] ). Suppose that W is of type B n , and let
Set X = a G and k := max{l, t}. Then the following hold.
Proof of Main Results
We begin by looking at connectedness. For an element g = (σ, v) in a conjugacy class X of G, definê g = σ. Then letX be the conjugacy class ofĝ in W . Clearly if g, h ∈ X, thenĝ,ĥ ∈X.
Proof. The result follows immediately from the observation that is g commutes with h in G, thenĝ commutes withĥ in W .
We can now prove Theorem 1.2 (which gives necessary and sufficient conditions for C(G, X) to be disconnected) in one direction. The proof in the other direction will arise from bounding the diameters of graphs not shown in Theorem 3.2 to be disconnected. Theorem 3.2. Let X be a conjugacy class of involutions in G n (where n ≥ 2) with labelled cycle type (m, k e , k o , l). Then C(G, X) is disconnected in each of the following cases. Proof. Let X be a conjugacy class of involutions in G n , with labelled cycle type (m, k e , k o , l), and a = a m,ke,ko,l ∈ X as defined in Theorem 2.6. We deal with each case in turn.
(i ) Suppose l = 0 and m = 0. Then any x in X is of the form
(n) for some λ i (where k e of the λ i are even and k o are odd). By Lemma 2.7, x does not commute with any other element of X. So in fact C(G, X) is completely disconnected in this case.
(ii ) Suppose l = 0 and k o = 1 (the case k e = 1 is similar). Then
Suppose b ∈ X such that a commutes with b. Consider the cycle of b that contains n. This must be a negative 1-cycle or a 2-cycle, because b has the same labelled cycle type as a. If it is a 2-cycle, then b cannot commute with a, by Lemma 2.8(iii). Therefore it is a negative 1-cycle λ − (n) where λ is odd, and then by Lemma 2.7, b contains 1 − (n). The same argument shows that any element c of X which commutes with b must also contain 1 − (n), and inductively all elements in the connected component of
(iii ) Suppose m > 0 and max(k e , k o , l) = 1. If l = 0 then C(G, X) is disconnected by (ii). So we can assume l = 1. If either of k e or k o is zero, then Theorem 2.10(iii) and Lemma 3.1 imply that C(G, X) is disconnected. It remains to consider the case l = k e = k o = 1. Here, 2m = n − 3 and
Suppose b ∈ X such that a commutes with b, and suppose (t) where µ ≡ ν (mod 2), contradicting our assumptions about the labelled cycle type of b. Therefore the elements appearing in 1-cycles of b are n − 2, n − 1 and n. Inductively this holds for all elements in the connected component of C(G, X) containing a. Therefore C(G, X) is disconnected.
(iv ) Suppose n = 4 and m = 1. If max(k e , k o , l) = 1 then C(G, X) is disconnected by (iii). If this doesn't happen, then one of k e , k o or l is 2. By Theorem 2.10(v) and Lemma 3.1, C(G, X) is again disconnected.
(v ) Suppose n = 6, m = 1 and
, where {α, α , β, β , γ, γ } = {1, 2, 3, 4, 5, 6}, µ and µ are even, and ν, ν are odd. Associate a set T (x) = {{α, α }, {β, β }, {γ, γ }} to x. Given that, by Lemma 2.8, a transposition can only commute with a pair of negative 1-cycles if either both cycles are odd or both are even, and also with reference to Lemma 2.7, we see that if y in X commutes with x, then T (x) = T (y). Therefore, for example,
Our first result bounding diameters is when m = 0. 
In all other cases
Proof. In this case we have
Let g ∈ X. Then for appropriate ε 1 , . . . , ε ke+ko , ρ 1 , . . . , ρ l and λ 1 , . . . , λ ke+ko we have that g = ke+ko i=1
then g commutes with an element h in X which contains the cycles
. Now h certainly commutes with a, and so Diam C(G, X) = 2. Now we suppose that 2l < n, and that one of k e and k o is zero. Without loss of generality, we
Since conjugation by elements of centralizer of a preserves distance in C(G, X), without loss of generality we may take g to be of the following form for some integer r with 0 ≤ r ≤ l and even integers λ i :
Now consider the following sequence, where p = k l and λ r+k+1 , . . ., λ n are arbitrary even integers.
It is clear that g i commutes with g i+1 for 0 ≤ i < p. Moreover g commutes with g 0 , and g p commutes with a. If l divides k, then g p = a, which implies that d(g, a)
The diameter of the graph in each case does equal this bound because at each stage of a path from g to a we can add at most l to the number of correct negative 1-cycles, but this requires the element being considered to share no fixed points with a. Hence, for example the element
The remaining case is when k e and k o are both nonzero, and 2l < n.
For any x ∈ X define c(x) to be the number of 'correct' negative 1-cycles in x. That is, cycles (β s ) for some α j , β j where 1 ≤ α j ≤ k e and k e < β j ≤ k e + k o , with r + s = l. Moreover, for i > 0, x i will commute with x i−1 .
Observe that the positive 1-cycles of x 0 have the required form, and c(x 0 ) ≥ 0 × l = 0. Assume that we have x 0 , . . . , x i and let the positive 1-cycles of
To form x i+1 we look for incorrect cycles
This sequence can continue until we have some x i with cycles
are exactly t such cycles (with t < r). So x i has the cycles
. Since α j < k e for each j there must be ε t+1 , . . . , ε n where n − l < ε j ≤ n for each ε j , and even numbers λ j such that x i has the cycles
We now define y to be x i with
Now x i commutes with y, and c(y) ≥ (i + 1)l. We observe that d(g, y) ≤ i + 2. Notice that every β with k e < β ≤ k e + k o is either a fixed point of y or appears in a cycle µ − (β) with µ odd. Every incorrect even negative 1-cycle of y features a fixed point of a, so for some q ≤ l, and conjugating y by a suitable element of the centralizer of a if necessary, we can assume that the even negative 1-cycles of y are
Now y has at least (i + 1)l correct negative 1-cycles. If we ignore the even negative 1-cycles and the correct odd negative 1-cycles, then n − (i + 1)l − q cycles remain (including l fixed points). We can use the result for k e = 0 on this remaining part of y to see that y is distance at most n−(i+1)l−q l from the element z of X given by If q = 1 then again d(g, a) = n + 1. If l > 1 then we have d(g, a) ≤ n l + 2. To give a lower bound on the diameter consider
To create l additional correct negative 1-cycles at each stage of a path from g to a one requires each fixed point to be a point not fixed by a; moreover in this case completion of the process for, say, the even negative 1-cycles requires the recreation of at least one fixed point between n − l + 1 and n and hence fewer than l correct negative 1-cycles being created at the next stage. Thus when l = 1 we have d(g, a) ≥ n + 1, and when l > 1 we have d(g, a) ≥ n l . This completes the proof.
From now on, assume that m > 0. Then we can take
where 2m + k e + k o + l = n.
Proof. Let x ∈ X. We can write a = (g, 0) and x = (h, v), where g, h are conjugate elements of the underlying Weyl group W . Define an element y = (h , 0), by h = hw 0 , where w 0 is the unique central involution of W . The result is that every minus sign in h corresponds to a plus sign in h , and every plus sign corresponds to a minus sign. Since k = 0, h and h are conjugate in W . So, by Theorem 2.10(i), d(g, h ) ≤ 2 when 2m = n and d(g, h ) ≤ 4 otherwise. Now d(a, y) = d(g, h ) and y commutes with x by Lemmas 2.7 and 2.8. The result follows immediately. (1 2) then x certainly commutes with an element of X which does not have this transposition. So d(x, a) ≤ n as required. Now we assume m ≥ 2 and proceed by induction on k e to show that Diam C(G, X) ≤ n − 1. Suppose k e = 2. Then x is distance at most 2 from an element y of X which has the transposition 0 +/− (n − 1 n). To see this, note that if both n − 1 and n appear in transpositions of x, or if both appear in 1-cycles of x, then Lemma 2.8 or Lemma 2.9, as appropriate, implies that x commutes with some x in X which contains a transposition of the form (n). If we ignore these cycles and work in G n−2 , then Table 2 implies that when n = 6 d(z, a) ≤ 2, and when n > 6 Proposition 3.4 tells us that d(z, a) ≤ 3. Therefore Diam C(G, X) ≤ n − 1.
Finally, suppose m ≥ 2 and k e > 2. Suppose there is some transposition of x containing an element α with α > 2m. Then by Lemma 2.8(iii) x commutes with some y ∈ X such that y has the 1-cycle (n − 1) for some α, β and integers λ, µ, σ with µ odd. If β / ∈ {1, 2} then subject to appropriate conjugation we can set β = 3. Using Proposition 3.5 in G {1,...,n}\{3,n−1} we see that x is distance at most n − 3 from the element y where
The last case is where without loss of generality β = 1 and we can assume α is 2 or 5. Let α be the other element of {2, 5}. Then x is distance 2 from some x in X containing
where τ is determined by x but we may choose τ arbitrarily, and ν, κ are integers with ν odd. Now let (α) (choose whichever of these is a cycle of a). Then we can ignore this cycle and work in G {1,...,n}\{α} . Inductively, using the base case k o = 2, we see that d(y, a) ≤ n − 1. Hence d(x, a) ≤ n. Finally we deal with the case that every transposition of x is of the form λ +/− (α β) where α < β ≤ 2m. Because k e ≥ k o ≥ 3, it must be the case that x contains cycles: 2 mod 2, {α 1 , . . . , α 4 } ⊆ {1, . . . , 2m}, 2m < β 1 < β 2 ≤ 2m + k e and 2m + k e < γ 1 < γ 2 ≤ n. Then x is distance 2 from an element y with 
Hence in all cases d(x, a) ≤ 5, which completes the proof.
We observe, because we will need it for Lemma 3.10 later, that the proof of Lemma 3.8 shows that d(x, a) ≤ 4 in all cases except where (modulo interchanging 1 and 2, or 3 and 4) the transposition of
Theorem 3.9. Suppose m ≥ 1, l ≥ 1 and max{k e , k o , l} ≥ 2. Then C(G, X) is connected with diameter at most n.
Proof. Suppose n is minimal such that C(G, X) is a counterexample, and let x ∈ X such that d(x, a) > n. By Lemma 3.8 we can assume n ≥ 6. If l ≥ 2 then x ∈ X commutes with some y ∈ X containing 0 + (n). Ignoring this 1-cycle we can work in G n−1 to find a path to a, which inductively is of length at most n − 1, which implies d(x, a) ≤ n, contrary to our choice of x. Hence l = 1.
If elements α and β lying between 2m + 1 and 2m + k e are contained in transpositions of x, then x commutes with some x ∈ X having the transposition λ +/− (α β) for some λ (if m = 1 then we can set x = x ). If we ignore this transposition of x we can work in G {1,...,n}\{α,β} , which is either the case l = 1 with a smaller m, so inductively the graph has diameter at most n − 2, or (if m = 1) we can use Theorem 3.3, in which case the graph has diameter n − 1. In either case, we see that x is distance at most n − 1 from the element b of X whose cycles are the same as a except that b has 
The final case to consider is where m = 1 and k o = 1. Assume first that n ≥ 7. Suppose that = {α 1 , . . . , α 6 } containing 1, 2 and n − 1 such that
x where λ and λ are both even and µ is odd. By replacing x with a conjugate under the centraliser of a, we can further assume that A = {1, 2, 3, 4, n − 1, β} for some The remaining possibility is that n = 6, m = 1, k e = 2, k o = 1. But Lemma 3.10 immediately after this proof shows that this graph has diameter 6, which is the final contradiction completing the proof of Theorem 3.9. (2). The following is a path from x to a: 
Examples
We first summarise the information on commuting involution graphs for G 2 , G 3 and G 4 . For fixed a ∈ X, the i th disc ∆ i (a) is the set of elements of X which are distance i from a. Since a length preserving graph automorphism interchanges classes with k e ≥ k o and those with k e ≤ k o , we list here only those classes with k e ≥ k o . In describing the elements we omit positive 1-cycles. In Tables 1 and 2 give, for each connected graph and each disc, a list of orbit representatives under the action of C G (a). We use λ, λ and so on to represent arbitrary even numbers, with [λ] being an arbitrary nonzero even number. We use µ, µ and so on for arbitrary odd numbers, with [µ] being any odd number other than 1. Finally σ, σ and so on will be arbitrary integers with [σ] an arbitrary nonzero integer. 
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