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RESUMEN 
 
 La química supramolecular fue definida por Jean-Marie Lehn en su 
discurso de lectura del premio Nobel en Diciembre de 1987, como la química 
del enlace intermolecular que cubre las estructuras y funciones de las 
entidades formadas por la asociación de dos o más especies químicas. 
Principalmente, la química supramolecular es la química más allá de la 
molécula, la que examina las interacciones débiles no covalentes que 
mantienen unidos grupos de moléculas. La química supramolecular incluye 
conceptos como reconocimiento molecular, auto ensamblaje, química host-
guest, sistemas interconectados, polímeros supramoleculares, geles y 
partículas, síntesis dinámica covalente… etc.  
 La química supramolecular surgió de los trabajos de Hermann Emil 
Fischer, galardonado con el Premio Nobel de Química en 1902. En 1980, 
Fischer sugirió que las interacciones enzima-substrato adquieren la forma de 
“cerradura y llave”, introduciendo así los conceptos de reconocimiento 
molecular y química host-guest. A principios del siglo XX los enlaces no 
covalentes empezaron a ser estudiados con más detalle con el enlace de 
hidrógeno descrito por Latimer y Rodebush en 1920.   
 En los últimos años, la química supramolecular ha continuado su 
expansión no sólo para incluir la comprensión y emulación de procesos 
biológicos, reconocimiento molecular, auto ensamblaje, catálisis, química de 
los materiales y medicina, sino también química covalente dinámica. 
Concretamente, se han realizado muchos esfuerzos dedicados a la síntesis de 
máquinas moleculares que funcionen a través de mecanismos de 
reconocimiento host-guest. Dichos sistemas están diseñados para lograr una 
función específica y están centrados actualmente en la construcción de 
interruptores y motores moleculares sobre los cuales se emplean estímulos 
externos para inducir el movimiento molecular. Por lo tanto, el diseño de 
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sistemas moleculares capaces de controlar el movimiento a nivel molecular se 
ha convertido en un área de creciente interés. Un papel importante en este 
campo concierne a las denominadas pinzas y grúas moleculares.  
 Las pinzas moleculares son moléculas receptoras no cíclicas, con 
cavidades abiertas capaces de alojar moléculas de tamaño en su interior. 
Tienen la capacidad de formar complejos con una molécula substrato mediante 
la sujeción de dicho sustrato entre los brazos de las pinzas, de manera similar a 
las pinzas mecánicas, mediante interacciones supramoleculares que incluyen 
enlace de hidrógeno, coordinación metálica, fuerzas hidrófobas, fuerzas de van 
der Waals, efectos electrostáticos y/o interacciones pi-pi. Consecuentemente, 
dichos receptores moleculares suelen ser diseñados con brazos seleccionados 
por su propensión a atrapar a un átomo o molécula concreta y conectada entre 
sí a través de una plataforma central. 
 El término “pinza molecular” fue introducido específicamente por 
Whitlock y Chen mediante la definición de un receptor molecular 
caracterizado por dos pinzas idénticas, planas y generalmente aromáticas de 
separadas por una cadena de átomos más o menos rígida. Se establecieron por 
lo tanto varios criterios para definir pinzas moleculares como: la presencia de 
un espaciador que prevenga la autoasociación y que establezca una distancia 
entre las ramas de las pinzas de aproximadamente 7 Å, adecuado para la 
inclusión de una única  molécula aromática. Dicho espaciador debe además 
mantener la pinza de forma rígida en una conformación syn. La primera pinza 
molecular sintetizada por Whitlock y Chen involucraba dos cromóforos de 
cafeína separados por un espaciador dieno. Desde entonces se han sintetizado 
una plétora de nuevas pinzas moleculares. Los principales parámetros a tener 
en cuenta en el diseño de pinzas moleculares son los siguientes: 
- La naturaleza química de la pinza, ya que es la unidad activa en 
términos de reconocimiento molecular. 
- La naturaleza de la plataforma de conexión entre ambas ramas de la 
pinza, cuya misión es fijar la posición relativa de las ramas. 
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 Klärner y Kahlert sintetizaron uno de los pares de pinzas más sencillos 
estructuralmente. Dichas pinzas son capaces de unir sustratos aromáticos 
electrodeficientes y alifáticos, así como cationes orgánicos. Una modificación 
de este modelo de pinzas será usada como punto de partida en esta tesis.  
 Además de las pinzas moleculares, otra familia de compuestos que 
puede ser usada como posibles receptores son las subtalocianinas (SubPc) y 
las subporpirazinas (SubPz). Las subtalocianinas son los análogos menores de 
las ftalocianinas. Al contrario que las ftalocianinas, las SubPcs tienen una 
estructura con forma de cono. Su estructura consiste en tres anillos indol 
fusionados y un ion boro en el centro de unión de las ramas. El ligando 
aromático conjugado SubPc adopta una forma de bol característica con 
simetría C3V. Al igual que las ftalocianinas, las SubPcs exhiben una fuerte 
absorción en el visible y son química y térmicamente estables. Estos 
compuestos han sido objeto de muchos estudios debido a sus propiedades 
ópticas y electrónicas únicas inducidas por su sistema 14-pi conjugado y su 
inusual estructura en forma de cono. Por otra parte, las SubPzs son 
porfirinoides aromáticos formados por tres subunidades pirrólicas conectadas a 
través de sus posiciones 2,3 por puentes azo. Estructuralmente, surgen de la 
eliminación formal de los tres anillos benceno de las subtalocianinas. En este 
trabajo, las estructuras SubPc y SubPz se han denotado como grúas debido a 
que poseen tres brazos, a diferencia de las pinzas moleculares que sólo tienen 
tres.  
 El interés del mecanismo de unión de moléculas mediante pinzas o 
grúas moleculares se ha centrado en gran parte en las interacciones anión-pi. 
El reconocimiento molecular de aniones juega un papel importante en 
procesos biológicos y medioambientales como el diseño de canales 
transportadores de aniones, membranas, tratamiento de contaminantes…etc. 
Debido a ello, esta área de la química supramolecular ha adquirido un 
creciente interés en los últimos años. Actualmente, la interacción anión-pi está 
considerada por algunos investigadores como una potencial interacción no 
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covalente para el diseño de receptores aniónicos. Este tipo de interacción 
presenta una serie de ventajas que mejoran su selectividad como son la 
neutralidad de los receptores, la variedad en tamaño y forma de los aniones o 
el amplio rango de estabilidad dado por estas interacciones. El estudio 
detallado de esta interacción es muy útil en el diseño de receptores sintéticos 
eficientes que puedan imitar las complejas funciones de los sistemas 
biológicos mediantes la capacidad de unirse selectivamente a diferentes clases 
de substratos.  
 El principal objetivo de esta tesis es llevar a cabo el diseño 
computacional de pinzas y grúas moleculares capaces de ser usadas como 
receptores para reconocimiento de aniones. Como se dijo previamente, uno de 
los parámetros más importantes en el diseño de pinzas moleculares es la 
naturaleza química de los brazos de la pinza. Con ese objetivo se diseñaron 
pinzas moleculares similares a las previamente descritas sintetizadas por el 
grupo de Klärner, donde los brazos de las pinzas han sido sustituidos por 
unidades paradibenzodioxinas. Mediante la introducción de sustituyentes 
electroatractores o electrodonadores en el anillo ha sido posible modificar el 
potencial electrostático dentro de la cavidad de la pinza molecular y mejorar su 
capacidad receptora. Por lo tanto, el diseño y estudio teórico de los brazos de 
las pinzas, sus sustituyentes y las interacciones intermoleculares con los iones 
es una parte importante en el paso previo al diseño de estas moléculas. Esto se 
trata a lo largo del capítulo 4, en el que una serie de dioxinas con distintos 
sustituyentes se toman como modelo para emular los brazos de las pinzas. Se 
investigó la naturaleza de sus interacciones con los iones bromuro y potasio 
para investigar su uso potencial como fragmentos en nuevas pinzas 
moleculares. Se obtuvieron las energías intermoleculares con la corrección del 
error por superposición de bases (BSSE) mediante la teoría del funcional de la 
densidad (DFT) con el funcional de Truhlar M05-2X y el conjunto base 6-
31+G(d). Se localizaron además varios puntos estacionarios, que fueron 
caracterizados como mínimos o estados de transición a partir de los cálculos 
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de frecuencias. Además se llevó a cabo un análisis en profundidad de las 
contribuciones a las interacciones intermoleculares mediante la teoría de 
perturbaciones de simetría adaptada combinada con la teoría del funcional de 
la densidad (DFT-SAPT) con el conjunto base cc-pVDZ. Para completar dicho 
estudio, se llevó a cabo además un estudio gráfico de la densidad de 
deformación para analizar a nivel cualitativo la interacción entre las dioxinas y 
los iones. 
 Otro paso importante a tener en cuenta para el diseño de pinzas y grúas 
moleculares es la naturaleza de la plataforma que conecta los brazos, lo cual se 
describe en el capítulo 5. Para ese propósito se decidió usar la molécula de 
espiropirano, debido a que esta clase de compuestos permite un mecanismo 
fotocrómico de apertura y cierre. En general, las moléculas fotocrómicas han 
acaparado gran interés desde que fueran descubiertas por Fischer y Hirshberg 
debido a su amplio rango de aplicaciones industriales como gafas oftálmicas, 
interruptores ópticos, memorias ópticas y motores ópticos no lineales. La 
química del sistema espiropirano-merocianina es una de las más documentadas 
debido a que estos compuestos experimentan reacciones de fotoisomerización 
activadas por luz que pueden ser aplicadas a procesos que incluyan 
interruptores fotoeléctricos. Los compuestos tipo espiro consisten 
principalmente en dos heterociclos planos unidos por un átomo de carbono 
tetraédrico común que impone la ortogonalidad entre estos heterociclos y 
previene la conjugación de los dos sistemas pi-electrónicos. Como 
consecuencia de esto, los compuestos tipo espiro son prácticamente incoloros 
puesto que la transición electrónica más baja tiene lugar en la región del 
ultravioleta cercano (λ<400 nm). Cuando se expone a luz UV, dicha excitación 
conduce a un fotoisómero abierto llamado merocianina, el cual absorbe 
fuertemente en la región visible (λ=500-700 nm) debido a la deslocalización 
electrónica por la conjugación. Cuando cesa la radiación, el sistema puede 
volver a su estado original, ya sea térmicamente o mediante irradiación visible. 
Como se ha dicho previamente, la molécula de espiropirano reacciona con la 
vi 
 
luz visible, con lo que su introducción en macromoléculas ha llevado a la 
obtención de polímeros fotosensibles con estructuras que pueden ser 
moduladas bajo la exposición a la luz. Dichas moléculas tienen la capacidad 
de existir en dos estados diferentes que pueden ser reversiblemente 
intercambiados de uno a otro mediante un estímulo de luz con la longitud de 
onda apropiada. Debido a todo esto, si esta clase de moléculas es insertada en 
compuestos macromoleculares, como las pinzas moleculares, la 
interconversión entre isómeros podría inducir cambios en la estructura 
supramolecular, lo que produciría cambios en las propiedades fisicoquímicas 
de esos materiales. Por esta razón se realizó un estudio exhaustivo del 
mecanismo fotofísico de un sistema espiropirano-merocianina empleando 
cálculos del estado excitado. En el capítulo 5, dicho sistema fue analizado 
teóricamente mediante el método configuracional CASSCF (“complete active 
space perturbation theory to second order”) combinado con teoría de 
perturbaciones CASPT2 (“complete active space perturbation theory to 
second order”). Se estudiaron varios estados excitados singletes tanto en la 
forma cerrada espiropirano como en la forma abierta merocianina, y los 
caminos encontrados a las diferentes intersecciones cónicas fueron analizados. 
Después de la absorción de luz UV desde la forma espiropirano, hay dos 
posibles rutas ultra rápidas para una conversión eficiente al estado 
fundamental; una involucra la ruptura del enlace Cspiro-O llevando a la forma 
abierta y la otra envuelve el alargamiento del enlace Cspiro-N sin fotorreacción. 
Desde el lado de la merocianina el estado excitado puede alcanzar una 
intersección cónica S1/S0 muy ancha que lleva al sistema a la forma cerrada 
después de una rotación del enlace metino central. Alternativamente, la 
rotación de los otros enlaces metino conecta el sistema a través de diferentes 
intersecciones cónicas hacia varios isómeros de la merocianina. 
 Por otra parte, es necesario conocer el comportamiento de las pinzas y 
grúas moleculares y sus posibles huéspedes en disolvente, debido a que se 
espera que funcionen adecuadamente en tal entorno. La mayoría de los 
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procesos químicos tienen lugar en disoluciones líquidas, y debido a sus 
interacciones con el disolvente, las moléculas en disolución suelen tener 
distinto comportamiento fisicoquímico que en fase gas. En el capítulo 6 se 
realiza parte de este trabajo usando posibles huéspedes para las pinzas. En 
dicho capítulo se llevó a cabo el estudio teórico de la microsolvatación de un 
grupo de aminas con un número variable de moléculas de agua mediante un 
análisis teórico con hasta siete moléculas de agua. Se describió dicho proceso 
centrándose en la disociación de una molécula de agua que transfiere un 
protón a la amina y forma el ion hidróxido. Este estudio se llevó a cabo con 
cálculos ab initio empleando la metodología DFT/B3LYP (teoría del funcional 
de la densidad con el funcional B3LYP) y MP2 (teoría de perturbaciones de 
Moller-Plesset de segundo orden) con el conjunto base 6-311++G(2d,p). Se 
localizaron y caracterizaron como mínimos varios puntos estacionarios para 
cada agregado mediante el cálculo de frecuencias. Además se obtuvieron las 
energías de interacción intermoleculares con la corrección del error por 
superposición de bases (BSSE). Se examinó el mecanismo de protonación de 
las aminas en términos de algunos parámetros como las longitudes de enlace 
involucradas en el proceso de transferencia protónica y las frecuencias 
asociadas con ciertos modos de vibración de los grupos O-H y N-H. 
 Una vez terminados los pasos previos de diseño de pinzas y grúas, en el 
capítulo 7 se describe el estudio computacional llevado a cabo sobre 
complejos formados por un grupo de pinzas moleculares y aniones. Dichas 
pinzas han sido diseñadas a partir de las pinzas moleculares originales del 
grupo de Klärner con el objetivo de mejorar su capacidad de unirse a aniones.  
Una de las limitaciones de las pinzas molecular de Klärner es el hecho de que 
su potencial electrostático molecular dentro de la cavidad es negativo, a pesar 
de la sustitución con átomos de flúor y, debido a los átomos de hidrógeno en la 
bisagra, es más positivo en el exterior que en el interior. La principal 
modificación introducida en la estructura fue la sustitución de las bisagras 
puente metileno por dos anillos dioxina en las ramas de las pinzas y el cambio 
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de los otros dos anillos puentes metileno por dos puentes oxígeno. Los 
hidrógenos de los anillos aromáticos fueron sustituidos por átomos flúor o por 
átomos ciano. Las modificaciones que se realizaron aumentan el potencial 
electrostático dentro de la cavidad y proporcionan más flexibilidad 
conformacional. Los complejos de esas moléculas con los haluros cloruro, 
bromuro y ioduro fueron optimizados al nivel de cálculo MPW1B95/6-31+G*. 
Las interacciones moleculares se analizaron mediante la teoría de perturbación 
de segundo orden de Moller-Plesset con la aproximación local de densidad 
(DF-LMP2) y se realizaron cálculos de componente de espín escalado con 
teoría de perturbaciones (SCS-MP2) con el conjunto base cc-pVTZ. 
 En el capítulo 8 de la tesis se investigó a nivel teórico el impacto del 
entorno del disolvente sobre la estabilización de los complejos formados por 
las pinzas con los grupos sustituyentes flúor y ciano y los aniones haluro. 
Dicho estudio fue llevado a cabo empleando metodologías computacionales 
basadas en la teoría del funcional de la densidad (DFT) y la teoría de 
perturbaciones de simetría adaptada (DFT-SAPT). Las energías de interacción 
se obtuvieron a nivel M05-2X empleando el conjunto base 6-31+G*. Se llevó 
a cabo además un estudio detallado de los efectos del disolvente sobre la 
capacidad electroatractora de los sustituyentes y su influencia sobre la 
estabilidad sobre los complejos. En concreto, la energía de interacción en 
disolución fue disgregada en los términos intermonómero y complejo-
disolvente. Se realizó también un análisis de la densidad electrónica antes y 
después de la complejación, proporcionando así una explicación a las 
tendencias seguidas por las energías de interacción y sus diferentes 
componentes en disolución. Los datos obtenidos en este estudio muestran que 
los complejos son estables en disolución, aunque la estabilidad de ambas 
pinzas sustituidas disminuye con la polaridad del disolvente. Sin embargo, 
incluso en un disolvente con una gran constante dieléctrica como el agua, la 
energía de interacción es muy atractiva para algunos de los complejos. 
Además se comprobó que las pinzas ciano-sustituidas son más estables que las 
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que tienen flúor como sustituyente y que la estabilidad de ambas pinzas 
decrece con la polaridad del disolvente. Con el análisis de la densidad 
electrónica de deformación después de la complejación se comprobó que hay 
una transferencia de carga electrónica desde el anión a los grupos 
sustituyentes, que apunta a que la capacidad de desactivación de los grupos 
sustituyentes aumenta con la interacción con el anión. En términos generales, 
los resultados que se obtuvieron muestran una gran estabilidad de los 
complejos en disolventes con grandes constantes dieléctricas y prueban la 
idoneidad de estas pinzas moleculares como receptores potenciales para 
reconocimiento de aniones en disolución. 
 Finalmente, el capítulo 9 se centra en el diseño teórico de grúas 
moleculares para reconocimiento aniónico. Como se dijo previamente, dichas 
grúas están basadas en moléculas subporpirazinas y subtalocianinas, las cuales 
están caracterizadas por una estructura cóncava pi-extendida estableciéndolos 
como posibles receptores para aniones. Se usaron los aniones bromuro, 
cloruro, ioduro y tetrafluoroborato como posibles huéspedes para las grúas. 
Las optimizaciones se llevaron a cabo empleando la teoría del funcional de la 
densidad a nivel BLYP. Se obtuvieron las energías de interacción con la 
corrección del error de superposición de bases (BSSE) y la energía de 
deformación. Además, se realizaron cálculos de la densidad de la deformación 
dependiente del tiempo (TDDFT) para analizar los cambios en el espectro de 
absorción de algunas de las moléculas cuando se lleva a cabo la complejación. 
Además se obtuvo una descomposición de la energía para los complejos 
mediante el método de perturbaciones con la teoría del funcional de la 
densidad (DFT-SAPT) a nivel BLYP y empleando el conjunto base aug-cc-
pVDZ.  
 Además, previamente a estos estudios, se llevó a cabo una descripción 
de la metodología empleada. Dicha descripción incluye un resumen acerca del 
origen de las interacciones intermoleculares, su clasificación y los métodos y 
aproximaciones teóricas empleados para su estudio como el método de la 
x 
 
supermolécula, el método de la teoría del funcional de la densidad (DFT) y el 
método de perturbaciones y su combinación con la teoría del funcional de la 
densidad . Se describieron también los modelos de disolvente empleados, tanto 
el método del continuo polarizable (PCM) como el modelo de proyección 
conductor (COSMO). Además se detallaron los métodos para el estudio de 
estados excitados como el método configuracional CASSCF (“complete active 
space perturbation theory to second order”) combinado con teoría de 
perturbaciones CASPT2 (“complete active space perturbation theory to 
second order”) y la teoría de perturbaciones dependiente del tiempo (TD-
DFT). Finalmente se llevó a cabo una breve descripción de los métodos 
empleados para análisis de densidad electrónica, como la teoría de átomos en 
moléculas (QTAIM) y la partición de Hirshfeld. 
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In his Nobel lecture, in December 8, 1987,
1
 Jean-Marie Lehn defined 
“supramolecular chemistry” as the chemistry of the intermolecular bond, 
covering the structures and functions of the entities formed by the association 
of two or more chemical species. Mainly, supramolecular chemistry is the 
chemistry beyond the molecule, which examines the weaker nonconvalent 
interactions that hold groups of molecules together. Important concepts, 
among others, that have been demonstrated by supramolecular chemistry 
include molecular recognition, self-assembly, host-guest chemistry, 
interlocked systems, supramolecular polymers, gels and particles, dynamic 
covalent synthesis, sensing and folding.  
The existence of intermolecular forces was first postulated by Johannes 
Diderik van der Waals in 1873.
2
 However, it is with the Nobel 
laureate Hermann Emil Fischer that supramolecular chemistry has its 
philosophical roots. In 1890, Fischer suggested that enzyme-substrate 
interactions take the form of a "lock and key", pre-empting the concepts 
of molecular recognition and host-guest chemistry. In the early twentieth 
century noncovalent bonds were understood in gradually more detail, with the 
hydrogen bond being described by Latimer and Rodebush in 1920.
3
  
The use of these principles led to an increasing understanding 
of protein structure and other biological processes. For instance, the important 
breakthrough that allowed the elucidation of the double helical structure 
of DNA occurred when it was realized that there are two separate strands of 
nucleotides associated through hydrogen bonds. The use of noncovalent bonds 
is essential to replication because they allow the strands to be separated and 
used to template new double stranded DNA. Concurrently, chemists began to 
recognize and study synthetic structures based on noncovalent interactions, 
such as micelles and microemulsions.  
Eventually, chemists were able to take these concepts and apply them 
to synthetic systems. One important step came in the 1960s with the synthesis 
of the crown ethers by Charles J. Pedersen.
4
 Following this work, other 
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researchers such as Donald J. Cram,
5-7
 Jean-Marie Lehn
8,9
 and Fritz Vogtle
10,11 
became active in synthesizing shape- and ion-selective receptors, and 
throughout the 1980s and 1990s research in the area gathered a rapid rate with 
concepts such as mechanically-interlocked molecular architectures 
emerging.
12,13
 
The main importance of supramolecular chemistry was established by 
the 1987 Nobel Prize for Chemistry which was awarded to Donald J. Cram, 
Jean-Marie Lehn, and Charles J. Pedersen in recognition of their work in this 
area. The development of selective "host-guest" complexes in particular, in 
which a host molecule recognizes and selectively binds a certain guest, was 
cited as an important contribution.  
In the 1990s, supramolecular chemistry became even more 
sophisticated, with researchers such as James Fraser Stoddart 
developing molecular machinery and highly complex self-
assembled structures,
14-16
 and Itamar Willner developing sensors and methods 
of electronic and biological interfacing.
17,18
 During this period, 
electrochemical and photochemical motifs became integrated into 
supramolecular systems in order to increase functionality, research into 
synthetic self-replicating system began, and work on molecular information 
processing devices began. The emerging science of nanotechnology also had a 
strong influence on the subject, with building blocks such 
as fullerenes, nanoparticles, and dendrimers becoming involved in synthetic 
systems. 
In recent years, supramolecular chemistry had continued its expansion 
to include understanding and mimicking biological processes, molecular 
recognition, molecular self-assembly, catalysis, materials and medicinal 
chemistry, but also dynamic covalent chemistry.
19
 In particular, efforts were 
recently devoted to the synthesis of molecular machines that function through 
host-guest recognition. Such systems are designed to achieve a specific 
function and considerable efforts are currently focused on the construction of 
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molecular switches and devices in which external stimulus are used to induce 
molecular motion
20,21 
Therefore, the design of molecular systems capable of 
controlled molecular-level motion has become an area of growing interest, and 
a significant issue in this field concerns the so-called molecular tweezers and 
cranes.  
Molecular tweezers are noncyclic host molecules with open cavities 
capable of binding guest molecules. They have the ability to form complexes 
with a substrate molecule by gripping the substrate between the tips of the 
tweezers, in a similar manner to that of mechanical tweezers, using 
supramolecular interactions including hydrogen bonding, metal coordination, 
hydrophobic forces, van der Waals forces, electrostatic effects and/or pi-pi 
interactions. Consequently, such molecular receptors use to be design with two 
“arms” or “tips” chosen for their propensity to sandwich a given guest, and 
which are connected through a central platform. 
  The term “molecular tweezer” was specifically introduced by 
Whitlock and Chen,
22
 defining a molecular receptor characterized by two flat, 
generally aromatic, identical pincers separated by some more or less rigid 
tether. Consequently, some criteria were established to define a molecular 
tweezer:
23,24
  
(i) the presence of a spacer that prevents self-association 
(ii) a spacer that establishes a distance of ca. 7 Å between the pincers 
(plane to plane or centroid to centroid), suitable for the inclusion of 
a single aromatic guest molecule 
(iii) a spacer that holds the pincer rigidly in a syn conformation. 
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Figure 1. First molecular tweezer described by Chen and Whitlock 
and its principle of supramolecular recognition. 
 
Whitlock and Chen described the flexible molecular tweezers shown in 
the Figure 1 involving two caffeine chromophores separated by a diyne 
spacer. Since then, a plethora of new molecular tweezers have been 
synthesized, most of which were designed to bind aromatic guest molecules. 
Two are the more important parameters in the design of the tweezers: 
- the chemical nature of the pincer, which is the active unit in terms of 
molecular recognition. 
- the nature of the connecting platform between both pincers, whose 
characteristic is to fix the relative location of the latter. 
Klärner and Kahlert synthesized one of the structurally simplest pairs 
of molecular tweezers (see Figure 2) which is reported to bind electrodeficient 
aromatic and aliphatic substrates, as well as organic cations.
25
 They developed 
di- to tetrametethylene-bridged compounds and defined these systems as 
molecular clips and tweezers, respectively.
26
 Several reviews have already 
been published relating to this subject focusing on a specific aspect: 
Zimmerman in 1991
27
 and 1993
28
 on rigid molecular tweezers, Nolte in 1995
28
 
and 1999
29
 on glycoluril-based molecular tweezers, Klӓrner in 2003 on 
polyarene molecular clips and tweezers,
8
 Harmata in 2004 on chiral molecular 
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tweezers,
6
 Martin in 2010 on molecular tweezers specifically designed for 
fullerene binding
30
 and Sallé in 2011 with a more general review of molecular 
clips and tweezers to host neutral guests.
31
 
 
 
Figure 2. Molecular tweezers synthesized by Klärner et al. 
 
  
A family of molecules that can be used as possible host are the 
Subphthalocyanines and Subporphyrazines. Subphthalocyanines (SubPc) are 
lower homologues of phthalocyanines. Unlike the related planar 
phthalocyanines, SubPcs have a cone-shaped structure. Their structure consists 
of three fused isoindole rings and a boron ion as a complex-forming center. 
The conjugated aromatic SubPc ligand adopts a distinctive bowl shape with 
C3V symmetry. Like phthalocyanines, subphthalocyanines exhibit strong 
absorption in the visible region and are chemically and thermally stable. Due 
to their unique optical and electronic properties induced by the 14 pi-electron 
conjugation system and their unusual cone-shaped structure they have been the 
object of many studies.
32-38 
On the other hand, subporphyrazines (SubPz) are 
aromatic porphyrinoids consisting of three pyrrole subunits connected through 
their 2,5-positions by aza bridges.
39-41
 Structurally, they arise from the formal 
removal of the three benzene rings from subphthalocyanines (SubPcs). 
Structures with SubPcs and SubPzs have been denoted as cranes in this 
doctoral thesis since they have three arms unlike the molecular tweezers and 
clips, which only have two arms. 
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The interest of the mechanism of binding guest molecules by using 
tweezers and cranes has been focus largely on the anion-pi interactions. 
Molecular recognition of anions plays a significant role in biological and 
environmental processes such as the design of anion channels/transporters,
42,43
 
membranes,
44
 treatment of pollutants,
45
 etc. As a consequence, this area of 
supramolecular chemistry of anions is experiencing growing interest.
46
 
Nowadays, the anion-pi interaction is considered by several researchers a 
potential non-covalent interaction for the design of anion receptors. They 
present a series of advantages that improve their selectivity and directionality, 
as the neutrality of the receptors, the variety in size and shape of the anions, 
the wide range of stability given by these interactions, etc.
47
 The detailed study 
of this interaction is useful in the design of efficient synthetic receptors that 
can mimic the complex functions of biological systems by means of the ability 
to bind selectively to different kind of substrates. In the last years several 
experimental and theoretical studies of anion-pi interactions have been 
performed.
48,49
  
The main goal of the present doctoral thesis is the computational 
design of molecular tweezers and cranes capable of being used as potential 
hosts for anion recognition. As had been said previously, one of most the 
important parameters in the design of suitable molecular tweezers is the 
chemical nature of the pincer. So, for this research it has been selected 
molecular tweezers similar to Klarner`s tweezers described before and the 
tweezers’ arms have been substituted by paradibenzodioxin units. By 
introducing electron withdrawing or electron donating substituents in the 
aromatic rings it was possible to tune the electrostatic potential inside the 
tweezers’ molecular cavity and to make them work as better receptors. 
Therefore, the study of the tweezers’ arms, their substituents and the 
intermolecular interactions with the ions is a very significant part on the first 
step to the design of these host molecules.  
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Another important step is the nature of the connecting platform 
between both pincers, so their study becomes an important task as well. For 
that purpose, we have decided to use a photochromic switch like the 
spiropyran molecule, since this kind of compounds allows an open-close 
photochromic mechanism. From the time when they were discovered by 
Fischer and Hirshberg,
50
 photochromic molecules have received much 
attention because of their wide-ranging industrial applications such as in 
ophthalmic glasses, optical switches, optical memories and nonlinear optical 
devices.
51-54
 The chemistry of the spiro-type compounds is one of the most 
extensively documented, because these compounds undergo light-activated 
photoisomerization reactions that can be applied to photoswitching 
processes.
55-57
 Spiro-type (SP) compounds are generally formed of two planar 
heterocycles linked by a common tetrahedral carbon atom that imposes the 
orthogonally between these heterocycles and avoids the conjugation of the two 
pi-electronic systems. The mainstream of spiropyrans exists in the dark as a 
nonpolar closed form that absorbs light only in the ultraviolet region. When 
exposed to UV light, the spiropyran undergoes a molecular rearrangement that 
leads to an open photoisomer called merocyanine (MC), which absorbs 
strongly in the visible region (500-700 nm) and is colored because of the pi-
electronic delocalization by conjugation. When the irradiation stops, the 
system returns to its original state either thermally or via visible irradiation 
(see Figure 3. Spiropyran and Merocyanine forms 
 
 
Figure 3. Spiropyran and Merocyanine forms 
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The spiropyran molecule reacts with visible light, so their introduction 
in polipetidic macromolecules has led to obtain light-sensitive polymers with 
structures that can be modulated under the light exposition. They have the 
ability to exist in two different states that can be reversibly exchanged from 
one to the other by means of a light stimulus with the appropriate wavelength. 
Because of that, if this kind of molecules is inserted in macromolecular 
compounds, as the molecular tweezers, the interconversion between the 
isomers could induce changes in the supramolecular structure, which will 
produce changes in the chemical and physical properties of those materials. 
For those reasons, an exhaustive study of the photochemistry mechanism of a 
spiropyran-merocianine system employing excited state calculations has been 
carried out. 
Usually, calculations in solvents are crucial for the design of 
macromolecular compounds, because they are expected to operate in such 
environments. Due to their interactions with the environment, chemical 
molecules in a solution often possess different physical and chemical 
properties than molecules in a gas phase. Most chemical processes take place 
in liquid solution: solvent effects on molecular energies, structures, and 
properties must be accounted for in any theoretical treatment of such 
processes, in order to obtain quantitatively reliable results.
58-63 
Therefore, it is 
interesting to examine the effects of the solvent molecules and the nature of 
the interactions with the substrate molecules, so studies with several solvents 
have been performed in order to analyze the behavior and interactions of the 
tweezers and cranes with possible guests in those environments.  
In the present memory, where it is described, basically, the process of 
computational design of molecular tweezers and cranes, four parts can be 
distinguished: 
-  An overview of the employed methodology is performed in the first 
part (Chapter 3). Methods like Density Functional Theory, Møller-Plesset 
Perturbation Theory and Symmetry Adapted Perturbation Theory are used to 
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perform accurate optimizations of the complexes and a description of their 
intermolecular forces, and therefore, they are described in this chapter. Time 
Dependent DFT has been used to analyze the excited states of some of the 
studied complexes. Quantum Theory of Atoms in Molecules (QTAIM) was 
employed to localize and evaluate the nature of the interactions responsible for 
the formation of the complexes. Likewise, to analyze the photochemistry of 
spiropyran is necessary the use of excited states techniques, like Complete 
Active Space Self-consistent Field (CASSSCF) and Complete Active Space 
Perturbation Theory to Second Order (CASPT2) methods, which are also 
described in the same chapter. We used two different approaches to simulate 
the solvent environment. On one hand, the solvent was simulated in an explicit 
way, by means of a microsolvation study to examine the effects of solvent 
molecules and the nature of interactions with substrate molecules. On the other 
hand the Polarizable Continuum Method (PCM) has been employed. Both 
methods will be described in the methodology chapter. 
- In the second part of this work (Chapters 4 and 5) the design of the 
tweezers frame is described. First, in chapter 4, a series of substituted dibenzo-
p-dioxins, thianthrenes and dibenzopyrazines had been taken as model to 
emulate the tweezers’ arms. Their molecular interactions with the ions Br- and 
K
+
 had been investigated to shed light on the nature of the different 
interactions and their potential use as fragments in new molecular tweezers 
with different binding capabilities. In chapter 5 the study of the previous 
design continues with the photochemistry analysis of the Spiropyran-
Merocyanine system in order to be used as potential hinges. A deep study of 
several excited singlet states was performed in order to figure out the 
mechanism for the photochemical ring-opening and ring-closing of the system.  
- In the third part (chapter 6), the microsolvation study of possible 
guests for the tweezers, as can be a group of amines, with a variable number of 
water molecules was performed by conducting a theoretical analysis of the 
properties of the clusters formed by the amines with some molecules of water.  
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- The results obtained for the tweezers and cranes are described in the 
fourth part. Bearing in mind the results previously obtained, in Chapter 7 some 
modifications were introduced with regard to the original molecular tweezers 
of Klarner´s group with the purpose of improving its binding capacity towards 
anions. The impact of the solvent environment on the stabilization of the 
complexes with the previous tweezers has been theoretically investigated in 
Chapter 8. Next, a computational study of complexes formed by several anions 
and substituted cranes is presented in Chapter 9. 
- Finally, a chapter with the global conclusions is presented as the last 
part of this work. 
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 The aim of the present thesis is the design of systems such molecular 
tweezers and cranes capable to bind ion hosts based on non-covalent 
interactions. The main parts of this thesis are divided in the next chapters: 
Chapter four is dedicated to the design of the tweezers arms by 
employing a group of substituted dibenzo-p-dioxins, thianthrenes and 
dibenzopyrazines with bromide and potassium ions as examples of possible 
guests. Intermolecular BSSE corrected interaction energies were obtained by 
means of density functional theory used with the M05-2X functional proposed 
by Truhlar et al. and employing the 6-31+G(d) basis set. Several stationary 
points for each cluster were thus located and characterized as minima or 
transition state from frequency calculations. Moreover, a deep analysis of the 
contributions to the intermolecular interactions was performed by using the 
symmetry adapted perturbation theory combined with a density functional 
theory DFT-SAPT with the cc-pVDZ basis set. To complete the study, a 
graphical study of the deformation density was performed in order to 
rationalize at qualitative level the interaction between the monomers. 
Chapter five is focused on the photochemistry of a model merocyanine-
spiropyran system which was analyzed theoretically at the MS-CASPT2//SA-
CASSCF(14,12) level. Several excited singlet states were studied in both the 
closed spiropyran and open merocyanine forms, and the paths to the different 
S1/S0 conical intersections found were analyzed. After absorption of UV light 
from the spiropyran form, there are two possible ultrafast routes to efficient 
conversion to the ground state; one involves the rupture of the Cspiro-O bond 
leading to the open form and the other involves the lengthening of the Cspiro-
N bond with no photoreaction. From the merocyanine side the excited state 
can reach a very broad S1/S0 conical intersection region that leads the system 
to the closed form after rotation of the central methine bond. Alternatively, 
rotation of the other methine bonds connects the system through different 
S1/S0 conical intersections to several merocyanine isomers.  
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In chapter six the microsolvation study of a group of amines with a 
variable number of water molecules was performed by conducting a 
theoretical analysis of the properties of the clusters formed by the amines with 
up to seven molecules of water. There was described the microsolvation of 
several amines focusing on the dissociation of a water molecule that transfers a 
proton to the amine and forms a hydroxide ion. Ab initio calculations were 
performed on these clusters employing the DFT/B3LYP and MP2 methods 
with the 6-311++G(2d,p) basis set. Several stationary points for each cluster 
were thus located and characterized as minima from frequency calculations. 
Intermolecular BSSE corrected interaction energies were obtained. The 
protonation mechanism of the amines was examined in terms of some 
parameters that include the lengths of the bonds involved in the process of 
proton transfer and the frequencies associated with certain O–H and N–H 
stretching modes.  
Chapter seven describes several structural modifications which were 
made to the original molecular tweezers of the Klärner’s group with the aim of 
improving its binding capacity towards anions. The proposed modifications 
raise the molecular electrostatic potential inside the cavity and provide more 
conformational flexibility. The complexes of these new molecules with the 
halide anions Cl
-
, Br
-
, I
-
 were optimized at the MPW1B95/6-31+G* level of 
theory. The molecular interactions were analyzed by single point density fitted 
local second-order Møller–Plesset perturbation theory (DF-LMP2) and DF-
LMP2 spin-component-scaled MP2 (SCS-MP2) calculations were performed 
with the cc-pVTZ basis set. 
In chapter eight the impact of the solvent environment on the 
stabilization of the complexes formed by fluorine (T-F) and cyanide (T-CN) 
substituted tweezers with halide anions has been investigated theoretically. 
The study was carried out using computational methodologies based on 
density functional theory (DFT) and symmetry adapted perturbation theory 
(SAPT). Interaction energies were obtained at the M05-2X/6-31+G* level. 
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The obtained results show a large stability of the complexes in solvents with 
large dielectric constant and prove the suitability of these molecular tweezers 
as potential hosts for anion recognition in solution. A detailed analysis of the 
effects of the solvent on the electron withdrawing ability of the substituents 
and its influence on the complex stability has been performed. In particular, 
the interaction energy in solution was split up into intermonomer and solvent-
complex terms. In turn, the intermonomer interaction energy was partitioned 
into electrostatic, exchange, and polarization terms. An electron density 
analysis was also performed before and after complexation, providing an 
explanation to the trends followed by the interaction energies and their 
different components in solution. 
Chapter nine is focused on the theoretical design of molecular cranes 
for anion recognition. Cranes are based in Subporphyrazines and 
Subphtalocyanines molecules, which are characterized by a concave pi-
extended structure setting them potential receptors for anions. Bromide, 
chloride, iodide and tetrafluoroborate anions were used in this study as hosts 
for the cranes. Optimizations were carried out by employing density functional 
theory at BLYP level. The BSSE corrected interaction energy of the optimized 
geometries was obtained together with the deformation energy. Also, time 
dependent DFT calculations were done in order to analyze the changes of the 
absorption spectrum of some of the studied molecules when complexation 
occurs. Finally, an energy decomposition for the complexes was performed 
using the DFT-SAPT method at BLYP level and with the aug-cc-pVDZ basis 
set.  
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The theoretical methods employed in this doctoral thesis are 
summarizing in this chapter: the intermolecular interactions and the methods 
for their study (Section 1), the models of solvation used in this thesis (Section 
2), the employed methodology for the study of excited states (Section 3) and 
the methodology used to perform electron density analysis (Section 4). 
 
1. INTERMOLECULAR INTERACTIONS 
 
1.1 Introduction 
Most likely, it was along the fifth century when some atomistic 
philosophers like Leucippus and his pupil Democritus postulated the idea that 
matter is made up of atoms and molecules, but the evidence for it did not 
become persuasive until the eighteenth and nineteenth centuries with the 
establishment of the ideal gas laws, the kinetic theory of gases, the 
stoichiometry of most chemical reactions and a variety of other indications 
combined to decide the matter beyond doubt.  
 Van der Waals was the first to take the idea of the existence of 
intermolecular forces into account in describing the departure of real gases 
from ideality. Starting from the ideal gases equation, he suggested that the 
volume V occupied by a gas included a volume b that was occupied by the 
incompressible molecules, so that only V-b remained for the free movement of 
the molecules; and that the attractive forces between the molecules had the 
effect of reducing the pressure exerted by a gas on its container, by an amount 
proportional to the square of the density. The equation that van der Waals 
proposed was: 
(  
 
  
) (   )       (2.1) 
where a/V
2
 reflects the molecular attractive force by surface unit; b gives the 
volume that the molecules are occupying and P and V are now the measured 
pressure and volume rather than the ideal values. This equation supposed an 
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important step in the study of the forces among molecules and gave a 
remarkably good account of the condensation of gases into liquids. Although 
this approach has been superseded, the forces of attraction and repulsion 
between molecules are still often called ‘Van der Waals’ forces. 
It is convenient to express the interaction of two molecules in terms of 
intermolecular potential energy. It follows that the energy of interaction V 
between two molecules, as a function of the distance R between them, must 
take the form shown in Figure 4. As it can be observed, there is a strongly 
repulsive interaction at short distances and an attractive interaction at long 
distances. There is also a separation corresponding to -ε where the energy is a 
minimum and a closer distance σ where the energy of interaction goes through 
zero before climbing steeply. 
 
 
Figure 4 A typical intermolecular potential energy function 
 
1.2 Classification of intermolecular forces 
When molecules are close together forces of attraction and repulsion 
come into play. These forces arising from the interaction between electron and 
nuclei of the different molecules are known as intermolecular interactions. 
Performing a classification of this forces attending to their origin, this kind of 
interactions cannot be included in those of nuclear origin because they take 
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place at too long distances and neither can have its origin in a gravitational 
nature because they are given at too short distances. Hence, they must have an 
electromagnetic origin with their interaction source due to charged particles, 
electrons and protons, which are part of an atom or molecule.  
All the important and main contributions to the forces between 
molecules ultimately arise from the electrostatic interaction between the 
particles comprising the two molecules. They can be separated into two main 
types: ‘long-range’, attractive, where the energy of interaction behaves as 
some inverse power of R (being R the distance between two molecules), and 
’short-range’, repulsive, where the energy decreases exponentially with 
distance. They are summarized in Table 1. 
 
 
Contribution 
Additive? Sign Comment 
Long range    
Electrostatic Yes ± Strong orientation dependence 
Induction No -  
Dispersion Approx. - Always present 
Resonance No ± Degenerate states only 
Magnetic Yes ± Very small 
    
Short-range    
Exchange No -  
Repulsion No + Dominates at very short range 
Charge transfer No - Donor-acceptor interaction 
Penetration Yes - Can be repulsive at very short 
range 
Damping Approx. + Modification of dispersion and 
induction 
 
Table 1. Contributions to the energy of interaction between molecules 
 
The long-range effects are of three kinds: electrostatic, induction and 
dispersion. The electrostatic effects arise from the direct classical interaction 
between the static charge distributions of two molecules. It takes place 
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between charged species and neutral without net charge but presenting a 
permanent multipolar moment. They are coulombic interactions depending on 
the separation between molecules and the relative orientation of those 
molecules. These kind of forces are strictly pairwise additive and may be 
either attractive or repulsive. Induction effects get up from the distortion of a 
particular molecule in the electrical field of all its neighbors, and they are 
always attractive. Because the fields of several neighboring molecules may 
reinforce each other or cancel out, induction is strongly non-additive. 
Dispersion energy, discovered by London in 1930, cannot be described 
completely in classic terms because it has a quantum mechanical origin, but it 
can be explained due to the fact that the charge distributions of the molecules 
are constantly fluctuating as the electrons move. The motions of the electrons 
in the two molecules become correlated, in such a way that lower-energy 
configurations are favored and higher-energy ones disfavored. Its average 
effect is a lowering of the energy and, since the correlation effect becomes 
stronger as the molecules approach each other, the result is an attraction. The 
dispersion energy exists in all kind of molecules and it is the dominant 
contribution to the long-range interaction for nonpolar molecules. As for 
induction, dispersion forces are nonadditive because the presence of other 
molecules will modify the induced dipolar moments between two molecules. 
Although there are other long-range contributions, they have a small effect. 
They are the resonance and magnetic effects. The first ones occur either when 
at least one of the molecules is in a degenerate state or when the molecules are 
identical and one of them is in an excited state. Magnetic interactions 
involving the electrons can occur only when both molecules have unpaired 
spins, but they are very small. 
The qualitative explanation of repulsive short-range contributions is 
very simple: when the electronic clouds of two systems come close enough to 
overlap, some electrons cannot be found in this zone because of the Pauli 
exclusion principle, and thus the electron density decreases, reducing the 
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mutual shielding among the nuclei of the two subsystems, which therefore 
exert a repulsive force on each other. Another force is the exchange 
interaction, which is due to the possibility of the exchange between the 
molecules and it is an attractive term. The sum of both contributions results in 
a negative net term. The remaining effects listed in Table 1, namely 
penetration, charge transfer and damping, are modifications of the long-range 
terms arising from the overlap of the wavefunctions. 
One of the most important and studied long-range interactions is the 
hydrogen bond. This kind of interaction takes place when a hydrogen atom 
covalently joined to an electronegative atom A, has the ability to interact with 
another electronegative atom B, which can belong to the same molecule or 
another different. It has a magnitude between 12 and 39 kJ/mol. This kind of 
interaction in liquids as water is very important to explain some physical 
properties and is important in biological molecules as well. The hydrogen 
bond is dominated by the electrostatic term, but other contributions as 
induction, dispersion and charge transfer can be significant.   
 
1.3 Theoretical methods and approaches employed for the study of 
intermolecular forces 
The theoretical study of the intermolecular forces started from 
London´s work in the thirties. Although there are significant differences 
among van der Waals interactions and covalent interactions forming the 
molecules, ab initio methods can describe the van der Waals interactions as 
well as the covalent interactions. The concept of interaction intermolecular 
energy, which arises when the Born-Oppenheimer approximation is applied, is 
defined as the difference among the AB dimer and the energies of A and B 
separately, assuming than the same process and same molecular coordinates 
are used for the energies calculation.  
Currently, there are two main approaches for quantitative 
determination of interaction energy: the perturbation theory and the 
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supermolecular method. Although the former one allows decomposing 
interaction energy in terms of physically meaningful components and 
analyzing each component individually, the supermolecular method is still 
much more popular. Both methods will be analyzed right after.  
 
1.3.1 Supermolecule method  
The supermolecule method is based in the variational principle. 
Following this principle the system can be treated as a system of two or more 
interacting molecules as just another assembly of electrons and nuclei, a 
“supermolecule”. Therefore, for a certain configuration, the interaction energy 
EAB for a pair of molecules A and B is just the energy of the supermolecule 
minus the energies of the isolated molecules:  
 
   ΔEAB= EAB (AB) - EA (A) - EB (B)     (2.2) 
where EAB is the total energy of the dimer, EA and EB are the energies of each 
monomer and the basis set used to calculate each energy is indicated in 
parenthesis. This approach is very useful, but it has some problems that will be 
listed below.  
The workhouse of ab initio calculation is the self-consistent (SCF) 
procedure, but this is an independent-electron model: the electrons are treated 
as if they move in an average field due to the other electrons, and no account is 
taken of the effect of the electron repulsion in keeping electrons apart. The 
motion of the electrons is said to be “uncorrelated”. Effects such as this are 
said to be due to “electron correlation”. A satisfactory ab initio calculation of 
intermolecular interactions has to include the effects of electron correlation in 
one way or another. 
Most of the ab intio methods are based on the variational principle: the 
energy of an approximate wavefunction cannot be lower than the lowest 
eigenvalue of the Hamiltonian. In the calculation of interaction energies, 
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however, the variation principle does not provide this kind of assurance. If a 
better calculation it is performed using a variational supermolecule method, 
the EAB, EA, and EB must improve or at worst remain the same. But there is no 
way of knowing a priori whether the difference ΔEAB= EAB - EA - EB will 
increase or decrease. Moreover, although EAB, EA and EB will all approach 
their limiting values more closely whenever the wavefunctions are improving, 
there is no reason why ΔEAB should do the same.  
The supermolecular approach also suffers from the so-called basis set 
superposition error (BSSE), which is one of the major issues affecting the 
accuracy of calculations of interaction energies. When a calculation is done on 
an isolated molecule, the energy that can be achieved is limited by the 
available basis set, which is rarely as good as one would wish and is never 
complete. When one carries out a calculation on molecule A of a complex 
A···B, using the basis functions of both molecules in the same positions as 
they would have in the complex, but with the electrons and nuclei of only 
molecule A, it will produce an energy that is no higher, usually lower, than 
what would be obtained in a calculation using the basis functions of molecule 
A alone: 
EA(AB) ≤ EA(A)    (2.3) 
where EA(AB) describes the calculation of the energy EA of molecule A using 
the complete (AB) basis, while EA(A) describes the calculation of the same 
energy using the A basis alone. When monomer A approaches monomer B, 
and a calculation is carried out in the supermolecule, the dimer can be 
artificially stabilized as monomer A utilizes the extra basis functions from 
monomer B to describe its electron distribution, and vice versa. This is quite 
separate from any actual physical interaction that may arise, it is an artifact 
due to the inadequacy of the original basis sets for the isolated molecules. The 
result is that the energy of the supermolecule is spuriously low if it is 
calculated as shown previously in the Equation 2.2. A remedy for this defect 
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was proposed by Boys and Bernardi (1970).
1
 It is called the “counterpoise” 
procedure, and consists simply of using the supermolecule basis (AB) for all 
the calculations: 
     ΔEAB= EAB (AB) - EA (AB) - EB (AB)    (2.4) 
 
  The difference between the results of Equation 2.2 and 2.4 is called the 
“Basis set superposition error (BSSE)”: 
 
     BSSE = EA + EB – EA(AB) – EB(AB)   (2.5) 
 
An objection to this procedure has been made on the grounds that in EA(AB) 
the basis functions of molecule B are wholly available to molecule A, whereas 
in the calculation of EAB(AB) they are needed also to describe the 
wavefunction of molecule B. It is argued that the difference EA(A) – EA(AB) is 
an overestimate of the correction that is needed for molecule A, and that a 
better formula would be EA(A) – EA(AB’), where the notation EA(AB’) 
describes a calculation carried out for molecule A using the basis set of A 
augmented with only the virtual orbitals of B. However, it has also been said 
that in the calculation of EAB (AB) the occupied functions of B are also 
available to describe A so they should be included in the correction of BSSE.  
 
1.3.2 Density Functional Theory (DFT) method  
A popular computational method used in recent years has been Density 
Functional Theory or DFT. In the present thesis DFT method has been widely 
employed for geometries optimizations and calculation and decomposition of 
energies and a briefly overview of this method will be exposed below. As 
proposed by Hohenberg and Kohn
2
 and Kohn and Sham,
2,3
 according to 
DFT
4,5,6
 the energy of the ground state of a many-electron system can be 
expressed through the electron density, and in fact, the use of the electron 
density in place of the wave function to calculate the energy is the foundation 
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of the DFT. This method includes a description of the intrasystem electron 
correlation in an approximate way through the so-called exchange-correlation 
functional. The choice of this functional determines the accuracy limits of this 
method.  
The first Hohenberg-Kohn theorem, which is considered to have given 
rise to the rigorous DFT, goes further to demonstrate that: “Any observable of 
a stationary non-degenerate ground state can be calculated, exactly in theory, 
from the electron density of the ground state. In other words, any observable 
can be written as a functional of the electron density of the ground state”. 
Therefore, the energy in the DFT formulation is represented as a functional, 
that is, the energy does not depend on a variable, instead it depends on a 
function (the electron density), which in turn depends on variables. The 
electron density must be positive within all space and its integration over all 
space is equal to the number of electrons: 
 
ρ(r) ≥ 0     (2.6) 
 
                                ∫ ( )         (2.7) 
 
Moreover, the non-degenerate ground state density must determine the 
external potential which represents the attraction between electrons and nuclei. 
Under these conditions, the electronic energy can be written as: 
 
E(ρ) = T(ρ) + Vee(ρ) + VeN (ρ)   (2.8) 
 
where T(ρ) is the kinetic energy, Vee(ρ) is the interaction between electrons 
and VeN (ρ) is the electron-nuclear attraction. The Vee(ρ) term may be divided 
into Coulomb J(ρ) and exchange WXC(ρ) parts. The nuclear-nuclear repulsion 
is a constant within the Born-Oppenheimer approximation. The first two terms 
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of equation 2.8 are usually represented together by one functional FHK(ρ). The 
derivative of the electron-nuclear potential with respect to the electron density 
is the external potential: 
    ( )
  
 =  ( )    (2.9) 
Therefore, the electronic energy can be expressed as follows: 
 
 ( )      ( )  ∫ ( ) ( )     (2.10) 
 
The second Hohenberg-Kohn theorem provides the variational principle for 
 ( ). It can be expressed in the following way: “The electron density of a non-
degenerate ground state can be calculated, exactly in theory, determining the 
density that minimizes the energy of the ground state”. Therefore one can write 
the so-called fundamental equation of the DFT as follows 
 
  ( )
  ( )
  ( )  
    ( )
  ( )
    (2.11) 
 
 This method has become very popular to calculate systems of medium 
and large size. It is nowadays routinely applied to analyze chemical problems 
involving, among others matters, molecular structure and chemical reactivity 
in organic, organometallic and inorganic chemistry. 
 The main advantage offered by this method with respect to the Hartree 
Fock SCF (HF-SCF) method is that DFT includes the correlation effects with a 
computational cost similar to that of HF-SCF, which does not include 
correlation. Also, while the complexity of the wavefunction increases 
exponentially with the number of electrons, the electron density has the same 
number of variables independently of the system size. 
However the inability to correctly account for dispersive interactions is 
a serious defect. This problem is due to the fact that dispersion forces result 
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from long-range correlations between electrons, whereas some of the current 
exchange-correlation potentials model only local correlation effects. There are, 
however, some hybrid meta exchange-correlation functionals, as MPW1B95 
or M05-2X functionals proposed by Thrular et al.
7,8
, employed in this doctoral 
thesis, that were found to provide precise results for noncovalent interactions 
and gave reasonable results on systems where dispersion energies are relevant. 
 
1.3.3 Perturbation method 
The intermolecular interactions can also be studied using perturbational 
methods as the symmetry-adapted perturbation theory (SAPT) which will be 
described below. Unfortunately, in this method, the computational cost of the 
wave function-based approaches increases prohibitively fast with system size 
N, as O(N
7
) for methods including triple excitations. Since very costly post 
Hartree Fock calculations have to be done density functional theory (DFT) is 
much less time-consuming.  
So, in the present thesis, the methodology used for the calculation and 
breakdown of interaction energies is based on SAPT but utilizes the 
description of the interacting monomers in terms of DFT orbitals and orbital 
energies. Therefore, SAPT methodology will be briefly described below, and 
then a description of the DFT-SAPT will be presented. 
 
1.3.3.1 Symmetry-Adapted Perturbation Theory (SAPT) 
As interaction energies are usually more than an order of magnitude 
smaller in absolute value than chemical-bond energies and at least four orders 
of magnitude smaller in absolute value than the total electronic energies of 
atoms or molecules, the most natural method for investigating these 
phenomena is to start from isolated monomers and to treat the interactions as 
small perturbations of this system. Such an approach is called perturbation 
theory. Among approaches based in perturbational theory the symmetry 
adapted perturbation theory (SAPT) is a well known method. An early version 
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of SAPT was introduced already in 1930s by Eisenschitz and London.
9
 A 
generally applicable SAPT was developed in late 1970s and 1980s.
10,11
 SAPT 
has been the subject of several reviews, e.g.,
12-15
 and monographs.
10,16,17
Next, 
some fundamental ideas of the SAPT theory are exposed.  
In the many-body version of symmetry-adapted theory the Hamiltonian 
for the dimer is partitioned as: 
 
H=F+V+W     (2.12) 
 
where F=FA+FB is the sum of the Fock operators for monomers A and B, 
respectively, V is the intermolecular interaction operator between the two 
systems, and W=WA+WB is the sum of the Møller-Plessset fluctuation 
operators for the monomers. The latter operators are defined as WX = HX-FX, 
where HX is the total Hamiltonian of monomer X. A perturbation theory, 
starting from the product of Hartree-Fock (HF) determinants of the monomers 
as the zero-order wave function, gives then the interaction energy in the form 
of an expansion 
     ∑ (    
(  )
             
(  )
)   (2.13) 
 
where the indices i and j denote orders with respect to the operators V and W = 
WA+WB, respectively. The polarization terms (with subscript “pol”) arise from 
the standard Rayleigh-Schrödinger perturbation theory, whereas the exchange 
terms (with subscript “exch”) result from antisymmetrization of the dimer 
wave function in each order. The polarization corrections of the first order in 
V describe the electrostatic interactions between unperturbed monomers and 
are therefore denoted by      
(  )
. The second-order corrections can be 
decomposed into the induction and dispersion parts:     
(  )
     
(  )
      
(  )
 and 
     
(  )
          
(  )
           
(  )
. In most applications, it is sufficient to 
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truncate the expansion 2 at the second order in V. If, in addition, all 
intramonomer correlation corrections are neglected, one obtains the following 
approximation to the interaction energy that is termed SAPT0 without 
response: 
    
    ( )
       
(  )
      
(  )
     
(  )
       
(  )
          
(  )
            
(  )
  
(2.14) 
or with response (the subscript “resp” means that the coupled Hartree-Fock- 
type response of a perturbed system is incorporated in the calculation of this 
correction):  
         
    ( )
       
(  )
      
(  )
          
(  )
       
(  )
               
(  )
            
(  )
       
        (2.15) 
The induction component (subscript “ind”) is the energy of interaction of the 
permanent multipole moments of one monomer and the induced multipole 
moments on the other, whereas the dispersion part (subscript “disp”) comes 
from the correlation of electron motions on one monomer with those on the 
other monomer.  
 At this level of SAPT, the energy components E
(n0)
 contain 
intermonomer correlation but  no intramonomer correlation is included and 
therefore SAPT (0) may be thought of as describing the interaction energy of 
two “Hartree-Fock molecules”. 
 
1.3.3.2 Combining DFT with SAPT (DFT-SAPT) 
Obtaining SAPT energies has a large computational cost because of the 
N
7
 (N is the number of basis functions per atom) scaling of the regular SAPT 
calculations. It is due to the evaluations of the effects of intramonomer 
correlation on interaction energy. Because these correlations effects are well 
described by DFT, a SAPT approach which utilizes monomers at the DFT 
level should be economical.  
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 The basic steps used to “connect” DFT with SAPT are formally 
identical to the steps used to “connect” HF theory with SAPT as detailed in 
earlier papers describing SAPT.
18-20
 In both approaches, the same 1-electron 
and 2-electron integrals over atomic orbitals are used to form a Hamiltonian 
matrix. These include the 1-electron kinetic energy and electron-nucleus 
attraction integrals, and the 2-electron coulomb repulsion integrals. In HF 
theory, the exchange energy is introduced during the formation of the Fock 
matrix through the HF operator and the spin properties associated with each 
spin-orbital. Likewise, in DFT, the exchange-correlation energy is 
incorporated into the Khon-Sham (KS)
2,3
 equations during the formation of the 
KS matrix through the use of the KS operator, which includes an exchange-
correlation operator operating on the spin-orbitals. Therefore, the effects of the 
DFT exchange-correlation operator are included in the MO eigenvectors and 
eigenvalues as a result of diagonalizing the KS matrix. 
 To proceed on to the SAPT part of the calculation, one then uses the 1- 
and 2-electron AO integrals, transforming them to integrals over MOs using 
the MO eigenvectors obtained from either the HF or KS equations. Finally, the 
excitation energies needed in the denominator of the second-order terms in the 
SAPT expansion of the interaction energy are obtained from the differences 
between MO eigenvalues, obtained through either the HF equations or the KS 
equations. In summary, the difference between the HF based SAPT versus the 
DFT based SAPT equations is the source of the MO eigenvectors and 
eigenvalues; in the former case these are calculated using the HF operator, and 
in the latter case they arise from application of the KS operator. 
 In order to develop the method, the first of such approaches were 
proposed by Williams and Chabalowski
21
 based on the observation that due to 
the similarity of HF and KS equations, one can just replace the HF orbitals and 
energies in the Equation 2.12 by the ones obtained from DFT Kohn-Sham 
calculations, hoping that this would compensate for the neglect of 
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intramonomer correlation in the approximation of that equation. Formally, 
such an approach corresponds to splitting the dimer Hamiltonian as 
 
               
     
       (2.16) 
 
(with KX denoting the Kohn-Sham operator of monomer X and   
  = HX – 
KX) and truncating the resulting perturbation theory at zeroth order in  
  . In 
up to the second order in V, such approach scales only as N
5
. Although the 
initial results were not encouraging in terms of the accuracy achieved, 
subsequent improvements
22-27
 resulted in a higher accurate and still scaling as 
N
5
 method, with two main implementations: SAPT (DFT) and DFT-SAPT. In 
fact, if a non-hybrid DFT is used and some small exchange terms are 
neglected, SAPT (DFT) scales as N
4
.
24,25
 
 One important point in this methodology is that within the KS part of 
the DFT-based SAPT calculation, monomers A and B are treated as isolated, 
noninteracting molecules. Hence, the electron density calculated via DFT for 
molecule A (or B) has no sense of the presence of its neighbor B (or A). The 
presence of the monomer B is felt by A only through the SAPT interaction 
operator V as described previously. This is a relevant issue because it 
guarantees that the DFT-based SAPT approach does not “double-count” the 
correlation corrections to the intermolecular interaction energy.  
 Regarding the specifics of combining DFT with SAPT, if it is 
considered repartitioning the monomer SAPT Hamiltonian as HA = KA, where 
Ka = T0 + Veff is a Kohn-Sham style operator (the operator will be defined 
similarly for monomer B). Then no operator analogous to WA in the previous 
partitioning is defined here, because the intramonomer electron correlation 
will be taken into account by the choice of VXC. Subsequently the new SAPT 
Hamiltonian would be H = K + V, where K = KA + KB is the sum of the 
monomer operators and V is the intermolecular interaction operator, which is 
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identical to the same operator presented before. The interaction energy can 
now be expanded in a perturbation series in orders of V only, and is given by 
 
               
( )
      
( )
     
( )
       
( )
          
( )
            
( )
 
 (2.17) 
where the parenthetical XC indicates that the approximation is dependent on a 
specific choice of the exchange-correlation functional. For emphasis we note 
that Equation 2.17 contains only one perturbation index as compared to the 
two indices in Equation 2.14, since no expansion in W is done to account for 
the intramolecular correction, which is taken care of by the DFT correlation 
functional. Therein lies the motivation for combining these two theories, 
specifically, using DFT to replace the computationally demanding post Hartree 
Fock treatment of the intramolecular correlation corrections in SAPT. 
 
2. SOLVATION MODELS EMPLOYED 
 
2.1 Introduction 
Liquid solutions play a fundamental role in chemistry, so the description of 
chemical systems in condensed media, particularly in solutions, is currently 
one of the most important topics in the field of computational chemistry. A 
huge amount of computational data are accompanied by a number of studies 
relating to these methods.  
As a matter of fact, nowadays quantum–chemical approaches play a 
fundamental role in many different branches of science, from biology to 
medicine, and from physics to material science. One of the most powerful 
characteristics of modern quantum chemistry is that it can be extended to treat 
(supra)molecular systems embedded in environments of increasing 
complexity. This extension has been made possible by the fast development of 
the so-called solvation models, i.e., the models that can be combined with the 
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quantum– mechanical (QM) description of the molecular system of interest to 
account for the effects of the environment on its reactivity and properties. One 
type of approach is the continuum (or implicit) description of the solvent, the 
other type consists of a discrete molecular (explicit) description of the 
medium. In the first models the solute molecule is embedded in a dielectric 
continuum of permittivity Ɛ. Thus the solute forms a cavity within the 
dielectric. The cavity surface, i.e. the interface between the cavity and the 
dielectric is usually called the ‘solvent accessible surface’ (SAS). In the 
discrete models the solvent is described at molecular scale. They obtain a 
description of the process of solvation of a molecule by using a quantum 
chemical method to analyze the system formed by the molecule or aggregate 
of interest and a variable number of solvent molecules.  
In the next sections, two continuum solvent models employed in this 
doctoral thesis, the Polarizable Continuum Method (PCM) and the Conductor-
like screening model (COSMO) are described.  
 
2.2 The Polarizable Continuum Method (PCM)  
 
2.2.1 The methodology background 
The basic formulation of continuum models requires the solution of a 
classical electrostatic problem (Poisson problem): 
 
  ⃗    [ ( ) ⃗   ( )]      ( )    (2.20) 
 
where   ( ) is the solute charge distribution and  ( ) is the general position-
dependent permittivity. If we assume that the charge distribution   ( ) is 
contained in a molecular cavity C of proper shape and dimension built within a 
homogenous and isotropic solvent,  ( ) assumes the simple form: 
 ( )   {
         
         
    (2.21) 
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where    is the dielectric constant of the solvent. 
 Using the definition of the Equation 2.21 with the appropriate 
boundary conditions, the electrostatic problem of Equation 2.20 can be solved 
in terms of a potential V, which is the sum of the solute potential plus the 
contribution due to a fictitious charge distribution σ( ) on the boundary 
between the solute and the solvent, i.e., the surface on the cavity C, Г = 𝜕C, 
namely: 
V( ) = VM ( ) + Vσ ( )   (2.22) 
 
  ( )   ∫
 (  )
         
        (2.23) 
 
The reduction of the source of the solvent reaction potential to a charge 
distribution limited to a closed surface greatly simplifies the electrostatic 
problem with respect to other formulations in which the whole dielectric 
medium is considered as source of the reaction potential. In spite of this 
remarkable simplification, the integration of the Equation 2.23 over a surface 
of complex shape is computationally challenging. The solutions are generally 
based on a discretization of the integral 2.23 into a finite number of elements. 
Once σ( ) is known, the whole problem is solved and the electrostatic 
component of the solvation free energy can be written as follows: 
 
     
 
 
∫  
 
( ) [∫
  (  )
      ⃗⃗   
   ]      (2.24) 
  
 Whithin the PCM basis, different alternative formulations of the 
apparent surface charge  ( ) have been given during the years. Currently, 
such formulations are indicated with the different acronyms: DPCM (the 
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original version, which will be described below), CPCM
28
 (a version that 
introduces a simplification method) and IEFPCM.
29
  
 
2.2.2 The Basic PCM 
The polarizable continuum model (PCM or DPCM) is a computational 
method originally formulated about 30 years ago but still today it represents 
one of the most successful examples among continuum solvation models. 
PCM was originated as an ab initio quantum mechanics (QM) method for the 
description of solvent effects over isolated molecules.
30
 
As the other ab initio continuum methods, it has a Hamiltonian of the 
effective type characterized by the absence of the solvent molecule 
coordinates: 
 ̂   (  )    ̂
 (  )   ̂
  (  )     (2.18) 
 
where M is the solute, S the solvent, and rM the solute coordinates. The 
potential operator  ̂MS(rM), which describes the electrostatic interactions of M 
with the solvent, may be defined in different ways, giving rise to a number of 
approaches. PCM is a prototype of the Apparent Surface Charge (ASC) 
approach, characterized by a continuous charge distribution σ spread on the 
surface of a cavity in the continuum solvent containing M. This cavity in PCM 
is accurately modeled on the shape of M (see Figure 5). 
 
 
Figure 5. An example of the PCM Molecular Cavity 
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The surface charge derived from the boundary conditions at the cavity 
surface (i.e., at the separation of the internal space with electric permittivity = 
1 and the external space with permittivity = Ɛ) gives a jump (i.e., a sudden 
change) to the derivative of the total electrostatic potential V: 
 
 ( )   
   
  
(
  ( )
  ⃗ 
)
 
  
   
   
(
  ( )
  ⃗ 
)
 
    (2.19) 
 
The ASC interacts with the electrostatic potential of the solute charge 
distribution, but formally it is better to adopt the complementary view: the 
potential Vσ of the apparent charges interacts with the real charges of the 
molecule. Vσ is called the solvent reaction potential. One half of this 
interaction contributes to the energy of the system, as it has been explained 
and illustrated by Tomasi and Persico.
31 
It is worth mention that the PCM 
method has been extended to all levels of the QM theory, with the inclusion of 
analytical expressions of the first and second derivatives of the energy. 
Nonelectrostatic solute–solvent interaction terms have been added (repulsion, 
dispersion, and cavity formation); all energy terms have the status of free 
energy. 
 
2.3 Conductor-like screening model (COSMO) 
The conductor-like screening model,
32
 usually abbreviated as COSMO, 
has become very popular in computational chemistry since its first publication 
and its initial implementation in MOPAC.
33
 In COSMO, the solvent is treated 
as a continuum with a permittivity Ɛ, and therefore belongs to the “continuum 
solvation” group of models. 
The essential difference between COSMO and other models lies in the 
usage of a scaled conductor boundary condition instead of the exact dielectric 
boundary condition. For the latter, the operators  ̃ and  ̃ are given by 
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 ̃    
   
   
   
    and   ̃    ̃
   (2.25) 
 
where    is a m × m matrix generating the normal component of the 
electric field on each surface segment caused by the polarization charges q, 
and S is the diagonal matrix of the segment areas.  ̃  is an operator generating 
the normal component of the solute electric field on the surface segments 
based on the solute electron density and nuclear charges. The basic idea of 
COSMO consists in using the simpler boundary conditions of vanishing total 
potential that holds for a conductor, i.e., for a medium with infinite dielectric 
permittivity Ɛ, and to use a scaling function f(Ɛ) for the screening charges in 
order to achieve an approximate solution for a finite dielectric. The COSMO 
operators thus are 
  ̃C = V and  ̃C = f (Ɛ)  ̃   (2.26) 
where V is a matrix generating the electrostatic potential on each surface 
segment caused by the polarization charges. This matrix is nothing else than 
the Coulomb matrix of the surface segments, but with nonzero diagonal 
elements, which represent the self potential of a charge qi distributed over the 
area si of a segment i.  ̃ is the corresponding operator generating the 
electrostatic potential of the solute on the cavity segments. It might be noted 
that such potential operators are readily available in every quantum chemical 
(QC) program because they are required in any quantum chemical algorithm 
for the evaluation of core–electron interactions. The scaling factor f(Ɛ) can be 
written as 
  ( )   
   
   
     (2.27) 
 where x is a fitted parameter.  
 One of the advantages of COSMO is its robustness with respect to 
artifacts resulting from the small percentage of solute electron density, which 
unavoidably reaches out of the cavity, the so-called outlying charge. This 
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robustness results directly from the operators appearing in the employed 
dielectric boundary conditions. As shown by Klamt and Jonas,
34
 the 
electrostatic field operator is very sensitive to the amount of outlying charge, 
whereas the electrostatic potential operator is roughly one order of magnitude 
less sensitive. The outlying charge errors had been a major problem for the 
dielectric continuum solvation models because they can easily reach 20% of 
the solvation energy for neutral solutes, and for anions in some cases they 
could even be larger than the solvation energy itself. The essential removal of 
this problem by the COSMO boundary condition was one of the main reasons 
why COSMO had been taken up by other groups and finally even got 
implemented and widely used within the PCM suite as CPCM.
35,36
 
 
3. THEORETICAL STUDY OF EXCITED STATES 
 
3.1 Introduction    
 The concept of monoelectronic function has been relevant in the 
development of quantum chemistry and most of the methods carried out until 
now are based in it. The electronic states are described by means of a double 
expansion. The molecular orbitals (MOs), monoparticle functions, are 
expanded in terms of a basis set of molecular orbitals (AOs). The 
wavefunction describing the system of N electrons is formulated in a basis set 
formed by determinants built as antysimmetrical normalized products of 
molecular orbitals. The exact solution to the equation of determinants can be 
obtained if the basis of AOs is full and all the possible determinants that can 
be obtained from all the possible occupations of the corresponding MOs are 
considered. However, this kind of calculations is not feasible currently. The 
monoelectronic basis must be truncated in real applications. Nevertheless, if 
all the possible N-electronic functions are considered, within the flexibility 
given by finite monoelectronic basis, the matrix equation of eigenvalues for 
that space can be solved. The resultant solutions are known as “full 
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configuration interaction” (FCI), that is, the exact solutions for the expanded 
space with the given basis. This is the best calculation that can be done 
because it is considered the contribution of every possible CSF (“configuration 
state function”). But the number of CSFs in a full CI can be extremely large, 
so this is not really useful regarding the computational efficiency. Therefore, 
the use of truncations becomes necessary: the number of mono and multi 
electronics functions to heed must be limited. These two limitations are the 
most important sources of imprecision in the quantum chemistry. The kind of 
truncations performed and the employed techniques (variation or perturbation 
theory or a mix of both) configure the most used quantum chemistry methods.  
 The ground state of many molecules in their equilibrium geometry and 
their proximity is qualitatively well described by means of only one electronic 
configuration. However, the situation is different for the excited electronic 
states because their description requires of several configurations. The same 
happens for the ground electronic state in conformations far from the 
equilibrium geometry (transition states in chemical reactions or dissociation 
limit of a homolitic break of a covalent bond, for example). To obtain suitable 
results, it may be used a wave function with enough flexibility to deal with the 
required number of configurations in an equilibrated way. One solution is to 
use a multiconfigurational wave function and to simultaneously optimize the 
orbitals and the coefficients of the expansion: these are the Multiconfiguration 
Self-Consistent Field (MCSCF) methods.
37-40 
 The main problem with the MCSCF method is to choose the suitable 
configurations to include the characteristic of interest. One of the most popular 
approximations is the CASSCF method (Complete Active Space Self-
consistent Field).
41-43
 Nowadays the most widely used MCSCF method is 
CASSCF, which defines the multiconfigurational space as the Complete 
Active Space (CAS). This active space is generated by defining three subsets 
of orbitals: the inactive orbitals, also called holes, are doubly occupied orbitals 
in all the configurations of the CAS; the orbitals that remain unoccupied in all 
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of the CAS configurations are known as virtual, secondary or particles; finally, 
from the set of active orbitals and the corresponding number of electrons all 
the possible configurations are generated that are compatible with the spin 
multiplicity and the spatial symmetry of the electronic state being studied, 
using all the possible occupations of the active orbitals. Usually, the active 
orbitals subset includes some highest energy occupied orbitals and some 
lowest energy virtual ones. A commonly notation is [n,m]-CASSCF, showing 
that n electrons are distributed in all possible ways in m orbitals, which is 
known as active space. The CASSCF wave function is built by means a linear 
combination of all the possible configurations than can be made with the 
orbitals and active electrons, consistent with the required spatial and spins 
symmetry. Ergo, in the multiconfigurational space expanded by the active 
orbitals, the CASSCF is full. The inactive orbitals are also optimized in the 
variational process; they are treated like in the RHF function. The CASSCF 
energy is fixed even the rotations between active orbitals (although the same 
does not take place with the wave function).  
 In order to obtain some states from a given symmetry, averaged 
CASSCF calculations are done. A energy functional is defined as an average 
of some states (I=1,M) 

I
IIaverage EE       (2.28) 
where I are the relative weight factors for each state. The result of an average 
CASSCF calculation is a unique set of average orbitals and a number of CI 
wave functions equal to the number of roots or states used in the average 
calculation. This kind of calculations allows avoiding the “root flipping” 
problem, or exchanging root, that takes place when the states are close in 
energy. The calculation of excited states is used to being be performed by the 
average CASSCF method for every spatial symmetry and spin of interest.  
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 For some full CI expansions the CASSCF method becomes too large 
even for some small active spaces, so, a variation of the CASSCF method 
called RASSCF (Restricted Active Space Self-consistent Field)
44
 is employed. 
In such method the active MOs are divided into three groups, RAS1, RAS2 
and RAS3, all of them with their corresponding restrictions over the allowed 
occupation numbers. The RAS1 space is made of molecular orbitals which are 
doubly occupied in the HF reference determinant, RAS2 has occupied and 
unoccupied orbitals and the RAS3 space consists MOs which are empty in the 
HF determinant. The configurations in the RAS2 space are generated by a full 
CI, similar to the CASSCF approximation, and the additional configurations 
are generated allowing that a maximum of two electrons, for example, to be 
excited from RAS1 and a maximum of two electron excited to the RAS3 
space. Essentially, a typical RASSCF procedure generates configurations by 
means of a combination of full CI in a small number of OMs (RAS2) and a 
CISD in a higher OMs space (RAS1 and RAS3). 
 Usually, at CASSCF level, the electronic correlation of long-rate is 
taking into account describing the effect of quasidegenerations among some 
configurations. The dynamic correlation, which reflects the short-range 
electron-electron interaction, can be approximated by means of variational 
methods as “multireference CI” (MRCI) or employing perturbation theory 
with, for example, the CASPT2 method (“complete active space perturbation 
theory to second order”).45,46  
 The CASSCF/MRCI method tends to be computationally expensive 
because a satisfactory selection of the reference configurations entails the use 
of great computational sources. On the other hand, the monoreferential 
perturbation theory of second order with a multiconfigurational reference 
function CASSCF, that is, the CASSCF/CASPT2 approximation has been 
shown as a viable alternative with a good rate among quality and 
computational cost.   
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3.2 The Complete Active Space Self-Consistent Field method (CASSCF) 
The derivative of the expression of the MCSCF is used to being 
express with the formalism of the second quantization in function of the 
average excitation operators for the spin,
47,48
 defined as: 
jβ
†
iβjα
†
iαjσ
β α,σ
†
iσij aˆaˆaˆaˆaˆaˆEˆ  

    (2.29) 
To express the Hamiltonian spin independent with the ijEˆ operators, we 
start from the Hamiltonian expression in terms of the creator and annihilation 
operators, that using the physic notation is: 
kl
†
j
†
i
lk  j i
j
†
i
j i
aˆaˆaˆaˆ klij
2
1
aˆaˆ jhˆiHˆ       (2.30) 
where the sum is extended over all the set of spin orbitals. The previous 
equation is expressed as follows in chemical notion: 
jl
†
k
†
i
lk  j i
j
†
i
j i
aˆaˆaˆaˆ l]k|j[i
2
1
aˆaˆ j]|hˆ|[iHˆ      (2.31) 
Finally, by adding up over the spin, we have: 
)EˆδEˆEˆ( l)k|j(i
2
1
Eˆ j)|hˆ|(iHˆ iljkklij
lk  j i
ij
j i
     (2.32) 
)EˆδEˆEˆ( g
2
1
EˆhHˆ iljkklij
lk  j i
ijklij
j i
ij      (2.33) 
where the index are now over the molecular orbitals. In the Equation 2.33, the 
hij elements include the kinetic energy of the electrons and the core-electron 
attraction terms; the bielectronic integral of the molecular orbitals, in chemical 
notation, are represented by gijkl. 
Given the wave function  
mcΨ
m
m      (2.34) 
as a combination of a finite set of determinants, the expected value of the 
Hamiltonian is: 
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  niljkklij
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ij P gD h     
 (2.35) 
Being: 
n EˆmD ij
mn
ij  , the monoelectron coupling coefficients, with values of -1, 0, 
1, 2 when they are considered Slater determinant, such is this case, 
n EˆδEˆEˆm
2
1
P iljkklij
mn
ijkl  , the bielectronic coupling coefficients, 
n
mn
ij
nm
*
mij cDcD  , element of the reduced density matrix of first order, 
n
n m
mn
ijkl
*
mijkl cPcP  , matrix of reduced density of second order. 
The energy expression 2.35 gives the key for the derivation of the MCSCF 
optimization methods. The information about the molecular orbitals is 
completely included in the mono and bielectronic integrals, where the CI 
coefficients are included in the D and P matrixes. Therefore, the parameters 
that must be changed are the CI and MOs coefficients, considering their 
variations as rotations in a vectorial space ortonormalized.  
 
3.3 The CASSCF/CASPT2 method 
From 1986 and along the 90´s a method to perform calculations 
including the correlation dynamic effects for multiconfigurationals wave 
functions was developed. This method is called CASPT2 (Complete Active 
Space Perturbation Theory to Second Order). This CASPT2 approximation has 
become particularly important for the study of excited states and spectroscopy 
properties of big molecules, where non other ab initio method has been so 
applicable. The method is based in the perturbation theory to the second order 
and has some limitations in the precision, but the error limits has been 
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investigated in a huge number of applications, obtaining generally exactness 
according to the desired accuracy. In the CASPT2 method, the CASSCF 
functions are used as reference to calculate the second order energy in the full 
space of the configurations generated by the MO basis with perturbations 
techniques. The main step in this procedure is the choice of the active orbitals 
(that is, the CAS). The difficulties that can be present in this kind of 
calculations are related to the mixture of states. The errors in the relative 
energies are, in almost all cases, small and the results can be used to make 
concluding predictions above the molecular properties in the ground and 
excited states. Another interesting application of the method is that it can 
correct some deficiencies associated to an incomplete active space. Areas of 
important applications for CASPT2 method are the energy potential surfaces 
for chemical reactions, photochemistry, chemistry of the transition metals and 
chemistry of the heavy metals.
49-54 
 
3.4 Selection of the active space  
The key point to get accurate results with the CASSCF/CASPT2 
approximation is the choice of the active space for the studied system. The 
properties that compliment a CASSCF wave function depend on such space. 
Therefore, the flexibility of a CASSCF function will be determined by the 
active space. In general, there is not a systematic protocol to choose the active 
space and it must be made by hand, taking into account the problem and the 
computational cost. In order to obtain some points of the potential energy 
surface, the MCSCF active space must include all those orbitals whose 
occupation numbers vary significantly from zero to two all through the 
measured procedure or those for which the electronic correlation is expected to 
change. The orbitals with occupation numbers close to two must be move to 
the inactive set and those with a value nearly to zero must be treated as virtual. 
To be sure of the performed choice calibrate calculations can be made, once 
the smaller space which makes possible the calculation is obtained, the 
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CASPT2 calculations remain stable regarding subsequent expansions of the 
active space. On the other hand, the presence (or absence) of intruder states to 
second order will confirm the non-suitability (or correctness) of the chosen 
active space and will it be possible, if necessary, to perform an expansion in 
base to the structure of the first order function. 
 
3.5 Calculation of the transition moments and oscillator strength 
 The theoretical interpretation of the molecular spectrum requires, 
besides the calculation of the exciting energies, the determination of the 
transition moments, which offers information about the polarization of the 
transition, and the compute of the oscillator strength, whose values can be 
connected in a relative way with the intensities of the experimental bands.  
 The oscillator strength, f, of the electronic and vertical transitions, can 
be estimated by: 
fiif EMf 
2
3
2
    (2.36) 
where Mif = <Ψi|μ| Ψf> is the dipolar moment of transition between the two 
implied state (generally ground and excited state) and E fi corresponds to the 
energetic difference among the initial and final state. The calculation of the 
oscillator force at CASSCF and CASPT2 level is perform with Mif values 
obtained from the CASSCF functions and by replacing in the above formula 
the E fi value for the energetic difference obtained at the corresponding level 
of calculation. 
 The calculation of the transition moment can be performs with the 
CASSI (“CAS state interaction”) method.55,56 This method reduces the 
difficulty of evaluation of the Mif integrals through a biortonormal 
transformation. Summarizing, the matricial representation of the Hamiltonian 
in the basis of the CASSCF function is built and also the overlapping integrals 
among the basis functions. Then, solving the corresponding secular problem, a 
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set of orthogonal and non-interactive states is obtained. The only restriction of 
the method is that all the states considered simultaneously in the interaction 
must have the same number of inactive and active orbitals by symmetry. In 
fact, the reference used for the calculation of the excitation energy is the 
energy of the ground state obtained with the same active space. 
 
3.6 The time-dependent density functional theory method (TDDFT) 
 As previously said, density functional theory has become very popular 
in quantum chemistry because it provides reasonable accuracy at an affordable 
cost. However, molecular applications of regular DFT are limited to the 
calculations of static properties, since it does not cover the treatment of 
problems involving time-dependent potentials. So it is necessary the extension 
of DFT to account for the description of the molecular response to time-
dependent fields, which is provided by time-dependent density functional 
theory (TDDFT).  
 TDDFT provides a formally rigorous extension of Hohenberg-Kohn-
Sham density-functional theory to the situation where a system, initially in its 
ground stationary state, is exposed to a time-dependent perturbation which 
modifies its external potential. This allows for the description of various time-
dependent phenomena, such as atoms and solids in time-dependent electric or 
magnetic fields or the treatment of excited states. 
 First of all, to develop the theory, it must be demonstrated the existence 
of an unique correspondence between the time dependent one-body density 
  (    ) and the time-dependent potential ν (    ). This mapping is provided 
by the Runge-Gross theorem
57
 which can be considered as the time-dependent 
generalization of the Hohenberg-Kohn theorem. Then, a corresponding Kohn-
Sham construction of the theory can be built that yields a set of practical 
equations for the calculations: 
 
Methodology 
55 
 
 
 
  
  (   )   [ 
  
 
     (   )]   (   )  (2.37) 
 
The orbitals   (   ) are the time-dependent Kohn-Sham orbitals which 
generate the one-body density as: 
 
  (    )  ∑    (   ) 
  
      (2.38) 
 
As in ordinary Kohn-Sham DFT, here we use an auxiliary system of non-
interacting electrons subject to a     (   ) potential which is chosen such that 
the density built from these Kohn-Sham orbitals is the same as the density of 
the real interacting system. If the exact time-dependent effective Kohn-Sham 
potential     (   ) is known, then the equations stated above will lead to the 
exact one-body density. This     (   ) potential can be divided in various 
contributions which read as follows, 
 
    (   )             (   )     (   )   (2.39) 
 
where        stands for the classical electrostatic potential of the electron 
distribution, namely: 
       ∫
  (      )
        
        (2.40) 
 
 The external potential     (   ) accounts for the interaction of the 
electrons with the nuclei (whose positions could evolve dynamically) and any 
other potential that depends on time.  
 The time dependent exchange-correlation potential can be formally 
defined as the functional derivative of the exchange-correlation action 
functional, 
      (   )   
    
  (    )
    (2.41) 
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which plays a role analogous to the exchange-correlation energy functional in 
time independent DFT  
 
4. ELECTRON DENSITY ANALYSIS 
To perform a study of the monomer electron densities before and after 
complexation provides very suitable information about the involving 
mechanisms of the electrostatic interaction, the intramonomer electron charge 
polarization and the intermonomer charge transfer. The electron density 
analysis has involved three different studies in this work: the calculation of 
atomic charges, the study of the electron density deformation upon 
complexation, and the analysis of the bond critical points, BCPs, and their 
associated bond paths, established upon complexation between the monomers. 
In order to perform this kind of calculations, the Quantum Theory of 
Atoms in Molecules (QTAIM) and the Hirshfeld method were employed. Both 
methods will be next briefly described. 
 
4.1 Quantum Theory of Atoms in Molecules (QTAIM) 
It has been more than twenty years since the publication of Richard 
Bader’s classic 1990 treatise ‘‘Atoms in Molecules: A Quantum Theory’’.58 
By defining ‘‘proper open quantum systems’’ as special bounded regions 
within a closed (whole) system, followed by the identification of these regions 
as ‘‘atoms in molecules’’, the quantum theory of atoms in molecules brought 
quantum mechanics into applicability to an atom within a molecule. When a 
molecular property can be expressed in terms of a property density, the 
contribution of an atom to that molecular property can be obtained by 
integrating this density over the bounded volume of that atom in the molecule. 
In this way every atom in a molecule or crystal is characterized by a set of 
physical properties, each of which corresponds to a molecular property.
59-62
 
The QTAIM,  relates the concepts of chemistry, for example chemical 
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structure, chemical bonding, transferability of functional groups, and chemical 
reactivity, to the topology of the underlying electron-density distribution(s). 
 
4.1.1 The Topology of the Electron Density 
A ‘‘critical point’’ (CP) in the electron density is a point in space at 
which the first derivatives of the density i.e. 
 
    
  
  
   
  
  
  
  
  
   (2.42) 
Vanish. One can discriminate between a local minimum, a local maximum, or 
a saddle point by considering the second derivatives, the elements of the 
tensor    , which provides the curvature of ρ at the critical point. There are 
four types of stable critical points having three non-zero eigenvalues: 
 (3,-3) Three negative curvatures: ρ is a local maximum. 
 (3,-1) Two negative curvatures: ρ is a maximum in the plane 
defined by the corresponding eigenvectors but is a minimum along 
the third axis which is perpendicular to this plane. 
 (3,+1) Two positive curvatures: ρ is a minimum in the plane 
defined by the corresponding eigenvectors and a maximum along 
the third axis which is perpendicular to this plane. 
 (3,+3)  Three curvatures are positive: ρ is a local minimum. 
Each type of critical point described above is identified with an 
element of chemical structure: (3,-3) nuclear critical point (NCP); (3,-1) bond 
critical point (BCP); (3,+1) ring critical point (RCP); and (3,+3) cage critical 
point (CCP). 
The number and type of critical points that can coexist in a molecule or 
crystal follow a strict topological relationship which states that: 
                      {
  (                 )
  (                 )    
 (2.43) 
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where n denotes the number of the subscripted type of CP. The first equality is 
known as the Poincar–Hopf relationship (PH)¡Error! Marcador no definido. and 
applies for isolated finite systems such as a molecule, the second equality is 
known as the Morse equation and applies in cases of infinite periodic 
lattices.
63
 The set {nNCP; nBCP; nRCP; nCCP} for a given system is known as the 
‘‘characteristic set’’.  
 A ring critical point will always be found in the interior of a ring of 
chemically bonded atoms. When several rings are connected in a manner 
which interstitial space, a cage critical point arises in the enclosed space. The 
bond path is a single line of maximum electron density linking the nuclei of 
two chemically- bonded atoms.  
 Moreover, the topology of the electron density dictates the form of 
atoms in ,olecules. The pronounced maxima in the electron density at the 
positions of the nuclei give rise to a rich topology. This topology embodies a 
natural partitioning of the molecular space into separate mononuclear regions, 
W, identified as atoms in molecules. The surface bounding an atom in a 
molecule is one of zero flux in the gradient vector field of the electron density, 
i.e. it is not crossed by any of the gradient vectors   ( )  at any point, a 
statement which is equivalent to satisfying the condition: 
  ( )   ( )   , for all r belonging to the surface S(Ω) (2.39) 
where r is the position vector and n(r) the unit vector normal to the surface 
S(Ω). 
The plot in Figure  represents the electron density and its gradient 
vector field in the molecular plane of BF3. The figure contrasts the zero-flux 
surfaces which partition the molecular space into separate mononuclear 
‘‘atomic basins’’ and an arbitrary surface cutting though the density. The left 
side of Figure a is a contour plot of  ( ), the contours decreasing in value 
from the nuclei outward. The blue arrows connecting the nuclei trace the bond 
paths. The magenta arrows delimiting atomic basins trace the intersections of 
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the zero-flux surfaces with the plane. The small circles drawn on the three 
bond paths are the B–F bond critical points (BCP). In the right half of Figure a 
it had been depicted the corresponding gradient vector field   ( )  The 
gradient vector field lines partition the molecular space naturally into three 
fluorine basins and a central boron basin. In Figure 3b there is depicted Four 
three-dimensional renderings of the density of atoms and groupings of atoms 
in BF3. The outer surface is the 0.002 au isodensity envelope. The zeroflux 
surfaces are denoted by the vertical bars between the atomic symbols. Large 
spheres represent the nuclei of the fluorine atoms (golden) and of the boron 
atom (blue–gray). The lines linking the nuclei represent the bond paths. The 
BCPs are denoted by the small red dots. A BCP always lies on the zero-flux 
surface shared by the two bonded atoms. 
 
 
Figure 3. The electron density and its gradient vector field in the molecular  
plane of BF3 
 
4.1.2 Atomic Electron Population and Charge  
The total electron population of an atom in a molecule is obtained by 
the following expression: 
  ( )  ∫  ( )  
 
     (2.44) 
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which can also be expressed explicitly in terms of the separate spin 
populations as the expectation value of the number operator, an integral 
operator, averaged over a proper open quantum subsystem: 
 
  ( )  ∑ [〈  ( )   ( )〉 
   〈  ( )   ( )〉 
 
]   (2.45) 
in which the separate spin populations are given by: 
 
〈〈  ( )   ( )〉 
 〉  ∫   
  ( )  
 ( )      
 
 
( )  (2.46) 
where σ refers to either α-spin or β-spin, and    
 (Ω) is the ith diagonal element 
of the atomic overlap matrix. 
The atomic charge is obtained by subtracting N(Ω) from the nuclear 
charge ZΩ: 
q(Ω) = ZΩ – N(Ω)    (2.47) 
Because of the manner by which atomic populations are defined, 
Equations 2.44 and 2.45, QTAIM populations and charges are true quantum 
expectation values. That is, they are “observables” in the quantum mechanical 
sense. Observables are not necessarily measurable in practice, but any 
measurable quantity is an observable or can be expressed in terms of one or 
more observables. Indirect experimental evidence lends strong support to the 
physical nature of QTAIM atomic populations and charges.
64
 
The deviation of the sum of the atomic populations (or charges) from 
the corresponding molecular value is an indicator of the quality of the 
numerical integrations. Deviations of less than ca. 0.001-0.002 electrons are 
regarded as acceptable for molecules of medium size (up to ~100 first to third 
row atoms). 
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4.2 Hirshfeld Method 
  
4.2.1 Atomic partition 
This partition method of molecular electronic density into atomic 
electronic densities was first proposal by F. L. Hirshfeld in 1977
65
 but its use 
was limited until few years ago, being applied in the atomic charges and dipole 
moments calculations
66
 and for the determination of reactivity 
indexes
67,68
(Fukui functions, hardness indexes, etc.). This method is slightly 
different of the AIM methodology. The AIM theory performs a discreet 
partition of the molecular charge density in atomic densities, while the 
Hirshfeld method determines the charge densities for every atom, ρA(r), as a 
product of the molecular density charge, ρ(r), for a weight factors, wA(r), own 
of every atom: 
  ( ⃗⃗  ⃗)     ( ⃗⃗  ⃗) ( ⃗⃗  ⃗)     (2.48) 
These factors, wA(r), are calculated as the quotient among the isolated atom 
density charge, ρA
at
(r), located in the same point of the space which the 
molecule would occupy, divided for the density of an isolated atoms 
superposition with the geometry of the own molecule, ρpro(r). This 
superposition of isolated atoms is known as promolecule and the weight 
factors take a measure of the contribution of each atom has in the total density 
of the promolecule: 
  ( )  
  
  (  )
    (  )
    (2.49) 
    ( )  ∑  
  ( )    (2.50) 
 
To make the Hirshfeld atomic partition, it must be assume that the weight of 
an atom inside of the molecule in the r point is the same of the promolecule. 
The result of apply the weight factors over the density ρ(r), is a division of the 
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molecule in atoms with diffuse limits instead of discreet (contrary to those 
obtained with AIM theory).  
4.2.2 Atomic deformation density and Stockholder charges 
The atomic charges are obtained by the integration of the charge 
density allocated to every atom. This integration is performed to all the space 
since the atoms are not separated by delimiting surfaces. So, the integration is 
faster than for the AIM atoms, because the determination of the interatomic 
surfaces is the slower process in the AIM integration algorithms. 
 The calculated charges for the Hirshfeld atoms are commonly known 
as “stockholder” charges and they are obtained by the integration of the atomic 
deformation density, 𝛿ρA: 
 
    ∫𝛿   ( )       (2.51) 
this atomic deformation density is related to the molecular deformation 
density, Δρ(r) through the weight factors, wA(r): 
 
𝛿   ( )    ( )  ( )     (2.52) 
the molecular density deformation is defined as the difference among the 
charge density of the molecule and the charge density of the promolecule: 
 
  ( )    ( )       ( )     (2.53) 
 The determination of the “stockholder” charges, contrary to other 
methods, depends only of the charge distribution and does not required any 
establishment of the interatomic surfaces separation.  
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4.2.3 Hirshfeld Method Iterative 
 In the present thesis a variation of the Hirshfeld method, called 
Hirshfeld iterative method (Hirshfeld-I)
69,70 
has been employed. This 
procedure is a way for solving some problems associated to the previous 
method as the dependence of Hirshfeld charges on the promolecule chosen. 
The iterative scheme guarantees that the Hirshfeld definition represents 
mathematically proper information entropy, allows the Hirshfeld approach to 
be used for charged molecules, eliminates arbitrariness in the choice of the 
promolecule, and increases the magnitudes of the charges. The resulting 
“Hirshfled-I charges” correlate well with the electrostatic potential derived 
atomic charges. A detailed description of the method may be found in Ref 
¡Error! Marcador no definido.. 
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CHAPTER 4: 
Intermolecular interactions of 
cations and anions with  
dibenzo-p-dioxins, thianthrenes 
and dibenzopyrazines. 
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1. INTRODUCTION 
 
The study of substituent effects in non-covalent interactions involving 
aromatic rings has experienced an increase over the last decade thanks in large 
part to computational chemistry. These kind of interactions include pi-
stacking, XH-pi (i.e CH-pi, OH-pi, and NH-pi) and ion-pi (i.e. cation-pi and 
anion-pi) interactions, and they are an essential part of many areas of 
chemistry, biological disciplines, medical systems, and environment processes. 
For instance, the interactions concerning aromatic rings are particularly 
relevant in many fields. Thus, this type of interactions participates in important 
chemical and biological processes including molecular recognition and 
sensors, crystal engineering, enzymatic mechanisms and protein-ligand 
recognition.
1-20 
Otherwise, interactions such hydrogen bonding, ion pairing and 
pi-pi interactions have significant influence on the formation and structure of 
complexes between neutral receptors and ligands. The understanding and 
quantification of such interactions becomes also very important to improve the 
design of new supramolecular systems.  
In the last years, supramolecular chemistry has been focused in the 
construction of molecular assemblies designed to molecular recognition. An 
important issue in this field concerns the so-called molecular tweezers which 
have been the focus of much research during the past three decades.
21-23
 As it 
was described in previous chapters, such systems are neutral receptors 
typically consistent of two flat binding units connected by a rather flexible 
spacer and characterized by possessing an open cavity capable of binding 
guests basically based on non covalent interactions. Usually, the binding 
fragments are aromatic residues attracting electro-deficient compounds in the 
inner part of the tweezers. So they form complexes with electron-deficient 
aromatic and aliphatic guest molecules,
24
as well as inorganic and organic 
cations.
25,26
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The influence of the substitutions over the binding strength of aromatic 
moieties has been a subject of general interest and previously related works on 
substituents effects have been published.
27-29
Traditionally, substituent effects 
on aromatic rings are divided into pi resonance, induction, and through-space 
effects.
30
The substituents can be electron-withdrawing groups depleting the 
aryl pi-electron density or electro-donating groups exerting the opposite effect. 
The interactions studied in this chapter for the design of the tweezers arms are 
basically cation-pi and anion-pi interactions.  
The cation-pi interactions have significant importance in biological 
systems,
9
 as for example in the case of some aromatic amino acids 
(phenylalanine, tyrosine and tryptophan) where they contribute to the binding 
of cationic ligands by proteins.
31-33
 Cation-pi interactions are also involved in 
Na
+
 and K
+
 voltage-gated channels
34
 and play a role in the stabilization of 
protein secondary structure.
35
 There are some studies proving the effects of the 
substituents on the cation-pi interactions. Dougherty et al.,
36
 for example, 
performed a study showing the convenience of ESP (electrostatic surface 
potentials) plots for the qualitative predictions and analysis of cation-pi 
binding energies involving general substituted and heterocyclic arenes. They 
demonstrated by means of a strong correlation between ESPs and cation 
binding energies, that those substituents effects on this kind of interactions are 
driven mostly by electrostatic effects. However, Orozco and coworkers
37
 
demonstrated that for some substituents and for very different arenes, non-
electrostatic effects can contribute significantly to differences in cation-
pibinding. They showed in their work that changes to the aromatic core can 
lead to substantial changes in induction effects, gaining importance in the 
global value of the energy. Moreover, Tsuzuki and coworkers
38
 computed the 
interaction of alkali cations with benzene and alkyl substituted benzenes, 
showing that the induction effects dominate over the electrostatic effects. 
On the other hand, anion-pi interactions have also received a great deal 
of attention and there are plenty of studies about them. Although there are 
Intermolecular interactions of cations and anions with dibenzo-p-dioxins, thianthrenes and dibenzopyrazines 
73 
 
some works showing that anions can be bound through non-electrostatic 
effects and that induction effects alone can lead to a stabilization of anion-pi 
complexes,
39,40
 most of the strongly bound anion-pi complexes reported in the 
literature involve pi-electron-deficient arenes
14,41-47 
typically characterized by 
positive ESPs above the center of the ring implying, therefore, electrostatic 
effects. They commonly assume that these positive ESPs are indicative of 
depleted pi-electron densities, which is, to some extent, comparable to the pi-
resonance-based models of substituent effects in pi-stacking interactions. More 
examples of publications about this kind of interactions are the works of Hay 
and Custelcean,
48
 Mascal and coworkers
49
 or Hay et al.
50
 Some works have 
been published by Deyà et coworkers,
51-53
 including a recent review.
39 
Besides, 
Kim et al.
54
 computed interaction energies for complexes of both 
hexafluorobenzene and triazine with nitrate and chloride above their centers 
concluding that both electrostatics effects and induction are important in these 
complexes and Reedijk and coworkers
55 
built upon this work after observing a 
different complex of NO3
-
 with triazine in a crystal structure. Alkorta el al. 
reported energies for anion-pi interactions between various halides and 
polyatomic anions and showed that the energy correlated with the aromacity of 
the non-fluorinated versions of the monomers.
43
 Another study was performed 
by Clements and Lewis
56
 in which, using MP2 computations of complexes of 
F
-
 with mono, di, and trihalogenated benzenes, demonstrated that the 
substituent effects in these complexes arise primarily from direct interactions 
between the halogen substituents and the anions. Moreover, Wheeler and 
Houk.
57
 showed that these direct interactions are not limited to the simple 
substituents studied by Clements and Lewis,
56
 but extend to a wide range of 
substituents. 
The process of molecular recognition of guest molecules by a synthetic 
host depends, to a large extent, on the nature of the intermolecular interactions 
involved. So the study of these interactions becomes very important to 
improve the design of new supramolecular systems. In the next chapters, 
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several theoretical studies with molecular tweezers and cranes that can be used 
as potential hosts for anion recognition will be explained. By introducing 
substituted paradibenzodioxin units in the tweezers’ arms we have enhanced 
the stabilization of tweezers-anion complexes and improved significantly the 
ability of the tweezers to bind anions. So, in this chapter, we have performed a 
theoretical design of pincers for the tweezers by means of a deep study of the 
molecular interactions involved with guests as bromide anion and potassium 
cation. Substituted dibenzo-p-dioxins, thianthrenes and dibenzopyrazines were 
the molecular groups chosen as models for the pincers. The aim of this study is 
to investigate the geometric and energetic features of those complexes with the 
previously mentioned ions.  
 
2. METHODOLOGY 
Optimizations of the structures were performed with the Gaussian09 
program.
58
 Density functional theory was used with the M05-2X functional 
proposed by Truhlar et al.
59
 This functional was used because it was found to 
provide accurate results for noncovalent interactions.
60
 Based on previous 
works
43,54,61-63
 about the study of anion-pi complexes all atoms were described 
by the 6-31+G(d) basis set. 
To obtain the intermolecular interaction energy of the dioxin and the 
ion, we have employed the counterpoise method of Boys and Bernardi
64
 to 
correct the basis set superposition error (BSSE).  
To perform a deep analysis of the binding interactions between the 
dioxins and the anions we have used the symmetry adapted perturbation theory 
combined with a density functional theory DFT-SAPT.
65-71
 By employing this 
method we can perform the decomposition of intermolecular interaction 
energy into physically meaningful components.  
 All DFT-SAPT calculations were performed using the MOLPRO2009 
package,
72
 with the PBE functional and aug-cc-pVDZ basis set, employing the 
density fitting procedure.
73
 The Gruning correction of the asymptotic behavior 
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of the functional was obtained by calculating the ionization potential at the 
DFT level using the aug-cc-pVDZ basis set.
 74
 
In this method, the interaction energy is expressed as a sum of 
perturbative corrections in which each correction results from a different 
physical effect. The interaction energy can be divided into four contributions: 
electrostatic, exchange-repulsion, induction, and dispersion. 
 
Eint = Eelec + Eexch + Eind + Edisp    (4.1) 
 
The electrostatic term represents the electrostatic energy of monomers 
with the unperturbed electron distributions. The exchange–repulsion term 
comes from the electron exchange between different monomers and from the 
Pauli repulsion energy. The contribution of the induction and dispersion terms 
represents the energy associated to the deformation of the electron density 
upon the complexation.  
Also, a graphical study of the deformation density was performed in 
order to rationalize at qualitative level the interaction between the monomers. 
Deformation density plots are obtained as the difference between the one-
electron density of the complex and the summation of the one-electron 
densities of the monomers placed at the same position that they occupy in the 
complex.  
 
3. RESULTS AND DISCUSSION 
Employing DFT methodology, geometry optimizations were carried 
out for a series of dibenzo-p-dioxins, dibenzopyrazines and thianthrenes with 
the bromide anion and the potassium cation. All ion-pi complexes in this study 
were optimized without any symmetry constraints. In order to simplify the 
reading of this paper, from now on we will denote the dibenzo-p-dioxins, 
dibenzopyrazines and thianthrenes as D-O, D-N and D-S respectively. For the 
same reason, the notation for the complexes has been done following the 
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diagram shown in Scheme 1, where the heteroatoms in the central ring (X) can 
be oxygen, nitrogen or sulphur atoms and the ion (Y) is the bromide anion or 
the potassium cation. In the optimized geometries, the ion may remain in the 
center of the molecule (C) or move along the axis that goes through the middle 
of several C-C bonds and is contained in the molecule plane (D1) or go along 
the axis that goes through the two heteroatoms of the central ring (D2). 
Moreover, some optimized dioxins adopt a bend configuration and the ion can 
be located in the convex or the concave side of the dioxin being denoted by 
Y(out) or Y(in) respectively. We have denoted by Y(plane) the optimized 
dioxins in which the dihedral angle formed by three carbon atoms and the 
heteroatom of the central ring is less than -6.0 degrees. Frequency calculations 
were performed on all the complexes in order to verify if they corresponded to 
a minimum (value 0) or a transition state (value 1).   
 
 
Scheme 1 
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Changes are produced in the geometry of the complexes and the 
strength of the interactions between the host molecule and the ion by 
introducing electronegative or electroattractive substituents (R) as those shown 
on Scheme 1, in the studied molecules. 
 
COMPLEX CONFIGURATION FREQUENCIES EINT 
D-O… Br- 
O-NNH In C 0 -41.58 
O-NO2 In C 0 -32.26 
O-CN In C 0 -24.07 
O-CF3 In C 0 -19.39 
O-COH In C 0 -18.86 
O-COOH In C 0 -14.62 
O-F In C 0 -11.34 
O-CCF In C 0 -10.57 
O-H In C 0 -2.83 
D-N…Br- 
N-NNH Plane 
D1 0 -39.92 
C 1 -38.76 
N-NO2 
Plane D1 0 -26.92 
In C 1 -27.02 
N-CN In C 0 -24.06 
N-CF3 
Plane D1 0 -18.12 
In C 1 -17.46 
N-COH Plane 
D1 0 -20.61 
C 1 -16.83 
N-COOH 
Plane D1 
0 
-12.47 
In C -14.63 
N-F Plane 
D1 0 -10.72 
C 1 -11.39 
N-CCF 
Plane D1 
0 
-9.34 
In C -10.57 
N-H Plane 
D1 0 -2.87 
C 1 -2.47 
D-S…Br- 
S-NNH In 
D1 
0 
-41.80 
C -42.17 
S-NO2 
In 
C 
0 -27.72 
Out 1 -12.17 
S-CN In C 0 -24.30 
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S-CF3 
In 
C 
0 -17.56 
Out 1 -5.18 
S-COH In 
D2 0 -27.25 
C 1 -21.61 
S-COOH In 
D2 0 -42.10 
C 1 -11.18 
S-F In C 0 -10.34 
S-CCF In C 0 -8.66 
S-H In 
D2 0 -7.54 
C 1 -2.12 
Table 1. Geometric parameters, number of imaginary frequencies and interaction 
energies (kcal·mol
-1
) for D-O, D-N and D-S with the bromide anion. 
 
The parameters denoting the optimized structure of the D-O, D-N and 
D-S complexes with the bromide anion are listed in Table 1. In view of those 
results some differences can be observed between the three kinds of 
molecules. For the D-O complexes, all the optimizations concluded in minima 
with the anion positioned in the concave side (in) and in the center (C) of the 
dioxin. However, for D-N complexes, most of the optimized structures were 
found to be planar or almost planar, and the anion was found to be displaced 
from the center of the dioxin and located in the D1 position in all the minima 
found except for D-N-CN. Most structures similar to those found for D-O 
complexes are transition states. Regarding the D-S compounds, all the minima 
found were placed in the concave side (in) of the dioxine and most of them 
sited in the center (C), except D-S-COH, D-S-COOH and D-S-H, where the 
anion is placed along the D2 axis. 
The interaction energy values (BSSE-corrected) for the D-O, D-N and 
D-S complexes with the bromide anion are reported in Table 1. From the 
interaction energy data is noticeable that the complexes with -NNH, -NO2 and 
-CN groups are the most stable for the D-O and D-N complexes, with the 
greatest energy values around -40, -30 and -24 kcal/mol. The differences in the 
interactions energies for the complexes must be due to the different nature of 
the effects exerted by the substituents. The stability of the complexes came 
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from the capability of the substituents groups to retrieve electron charge from 
the carbon atoms of the dioxin unit. While the -CN and -NO2 groups exert a 
resonant effect, the inductive effect dominates the interactions in the D-F and 
D-CF3 complexes. The resonant effects are more important than the inductive 
ones, for that reason the complexes with -CN and -NO2 substituents present 
stronger interactions than complexes with -F or -CF3 groups. The complexes 
with higher interactions energies are those formed by the dioxin with the –
NNH substituent group and the bromide. However, in this case, the high 
stabilizing interactions energies are also due to the formation of hydrogen 
bonds between the hydrogen atoms of the four -NNH groups and the anion. 
For the D-S complexes the most favorable complexes are those formed by the 
interaction of D-S-NNH, D-S-NO2 and D-S-CN with the bromide anion. For 
this complexes, the dimer with the -COOH group present an interaction energy 
of around -42 Kcal/mol, but this high value is due in a great part to the 
hydrogen bond formed by the hydrogen atoms of two of the –COOH groups 
and the anion, which, as indicated in the Table 1, is displaced along the D2 
axis. 
Furthermore, considering the complexes with the –H group as 
reference points, since they have not resonance or inductive effects, it can be 
perform a quantitative estimation about the increase of the inductive or 
resonant effects with the substituents. The inductive effect arises 
approximately 9 Kcal/mol with the –F substituent, which is a commonly 
employed substituent. This amount can be increase to around 16 Kcal/mol by 
replacing this group for the –CF3 group. Resonant effects can up to 
approximately 22 Kcal/mol by adding groups as –CN or 30 Kcal/mol with the 
–NO2 group.  
It can be observed, as well, that for the D-N-NO2 and D-N-F 
complexes the stabilities of the minimum are smaller than the transition state, 
most likely due to BSSE that have tendency to break the symmetry. So, if 
there are a non planar minimum and a planar and very close transition state, 
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the use of the CP correction stabilizes the transition state energy below the 
minimum.
75 
Considering all the complexes together, the most stable ones are those 
with the oxygen heteroatom. The D-S complexes present slightly lower 
stability and even lower the D-N complexes.  
 
COMPLEX CONFIGURATION FREQUENCIES EINT 
D-O…K+ 
O-NH2 
Out 
C 
0 -30.25 
In 1 -32.90 
O-CH3 
Out 
C 0 
-24.33 
In -20.48 
O-H Out C 0 -22.07 
O-CCH Out C 0 -21.54 
O-OH In 
D1 0 -16.79 
C 1 -17.26 
D-N…K+ 
N-NH2 Plane 
D2 0 -50.68 
C 1 -20.66 
N-CH3 Plane C 0 -19.21 
N-H Plane 
D2 
0 
-20.08 
C -16.84 
N-CCH Plane 
D2 0 -34.02 
C 1 -16.99 
N-OH Plane C 0 -9.86 
D-S…K+ 
S-NH2 In 
D2 0 -46.26 
C 1 -38.37 
S-CH3 
Out 
C 0 
-26.92 
In -26.58 
S-H 
In 
C 0 
-22.52 
Out -24.66 
S-CCH Out C 0 -24.78 
S-OH In C 0 -21.66 
Table 2. Geometric parameters, number of imaginary frequencies and interaction 
energies (kcal*mol-1) for D-O, D-N and D-S with the potassium cation.  
 
The behavior of the complexes with the potassium cation is different 
from that with the bromide anion. Table 2 lists the optimized geometric 
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parameters and their corresponding interaction energies. The minimum 
optimized geometries found for the complexes with the D-O dioxin and the 
cation were those in which the ion is placed in the center and the convex side 
of the dioxin. The only exception is the D-O-H dioxin, in which the cation is 
sited in the concave side and displaced along the D1 axis. For the D-N 
complexes, as it happened for the anion, all the optimized minimum energy 
structures finished with the dioxin in a planar disposition. In these complexes 
the cation is located in the middle of the dioxin for N-CH3, N-OH and N-H 
and displaced from the center (D2) for N-NH2 and N-CCH complexes. In the 
case of the N-NH2...K
+
 complex, the cation is attracted by the electron lone 
pair of the nitrogen atom of the NH2 group, producing thus the displacement of 
the cation. The same happens with the cation and the -CCH group, whose 
electron density around the triple bond between the two carbon atoms exerts 
an electrostatic attraction over the potassium. Finally, for D-S complexes all 
the minimum optimized structures found ended with the cation placed in the 
center of the structure and in the convex or concave side, except D-S-NH2 
where it happens the same as in the D-N-NH2 complexes and the cation 
interacts with the lonely pair of the nitrogen of the NH2 group. For the D-S-
CH3 and the D-S-H complexes two minimum were found, one in the convex 
side, and another in the concave side, in both cases the minimum in the convex 
side is the most stable. The -NH2 group, which is a strong ring activating 
group, gives the most strong interaction energies for all the complexes.   
Morever, and in order to know the effect of the central heteroatom of 
the ring, the energy components of the complexes formed by anthracene and 
the other molecules with potassium must be compared. This comparison could 
not be done with the bromide anion because we did not found a stable anion-pi 
complex formed by anthracene and bromide. The interaction energy BSSE 
corrected  for the complex formed  by the anthracene and potassium  cation is 
-23.33 kcal/mol, which is similar to those obtain for D-O-H, D-N-H and D-N-
S with potassium. The minima optimized structure found for this complex is 
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similar to those of the D-N-H, being planar and with the cation placed in the 
center of the rings. In all the cases, the effect of replacing the hydrogen atom 
of the anthracene by oxygen, nitrogen or sulphur atoms is reflected in a 
slightly loss of the stability of the complex. So, it can be concluded that the 
effect of the substituent gains more relevance than the effect of the central 
heteroatom in the stability of the complexes formed. 
With the aim to improve the knowledge of the physical origin of the 
intermolecular interactions in the tweezers-anion complexes, gas-phase DFT-
SAPT calculations were performed for the more significant complexes formed 
between substituted dioxins molecules and bromide or potassium ions. In 
order to apply the obtained results to the design of the molecular tweezers 
there have been selected only those complexes in which the ion is placed in the 
center of the ring and in the concave side so they can be inserted as pincers in 
the molecular tweezers. The chosen substituted dioxins were those with the -
CN, -NO2, -NNH, -CF3 and -H groups for the anion and -NH2, -CH3 and -H 
for the cation (except for D-O-H with potassium since no configuration with 
the cation placed in the concave side of the ring was found for this complex). 
Figures 1 and 2 display the contributions to the interaction energy determined 
by DFT-SAPT calculations for the complexes above mentioned. For the sake 
of a better comparison a DFT-SAPT calculation has also been performed in 
the complex formed by the anthracene molecule and a potassium cation. The 
result is shown in Figure 2. 
 In view of the obtained data we can get some conclusions. First of all, 
and comparing the energies of the complexes with the energies of the 
anthracene it can be noticed that when the central atoms of anthracene are 
replaced by oxygen, nitrogen or sulfur atoms, the main change in the energy 
components is produced in the electrostatic component. Moreover, the 
induction term also suffer a significant change only for the complexes with 
sulfur atom. 
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Figure 1. DFT-SAPT components of gas-phase 
interaction energies (kcal·mol
-1
) for the D-R…Br- complexes. 
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Figure 2. DFT-SAPT components of gas-phase 
interaction energies (kcal·mol
-1
) for the D-R…K+ complexes. 
Intermolecular interactions of cations and anions with dibenzo-p-dioxins, thianthrenes and dibenzopyrazines 
85 
 
As shown in Figures 1 and 2 all the interaction terms of complexes 
with the cation are significantly smaller than the corresponding terms of those 
with the bromide anion. The interaction of the substrates with the cation is 
dominated by the induction term for all the studied complexes except for those 
with the -NH2 group, in which the predominating term is the electrostatic, 
although the induction term is close to it. This fact can be explained with the 
geometric disposition of the complexes, in which the electron lone pairs of the 
nitrogen atoms of the NH2 groups interact with the cation, providing an extra 
stabilization. For the complexes with the bromide anion, however, the 
prevailing term is the electrostatic for the –CN, -NO2 and –NNH substituted 
dioxins, even though there is an important contribution of the exchange term. 
The Eelec and Eexch, although comparable, are of opposite sign; therefore they 
tend to counterbalance each other. Nevertheless, for the -CF3 substituted 
dioxin the main contribution to the interaction energy is provided clearly by 
the exchange-repulsion term. This fact can be attributed to a change in the 
nature of the interaction. As said previously, for the D–CN, D-NO2 and D-
NNH complexes the interaction energy is dominated by the resonant effect of 
the substituents, which is reflected in a predominance of the electrostatic 
component of the interaction energy. However, the inductive effect of the 
substituents dominates the stabilization of the D-CF3 complex with the 
bromide, so the predominant term is different from the other substituents. 
Moreover, the electron repulsion between the fluoride atoms of the CF3 and 
the bromide atom, can also contributed to the fact that the exchange term 
predominates over the other terms. The induction and dispersion terms are 
quite similar for most cases. In general they are much smaller than the 
electrostatic contribution but together they become the key for the stability of 
the complexes. 
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Complex Eelec Eexch Eind Edisp 
D-O-NNH…Br- 434.06 107.02 96.45 88.91 
D-O-NO2…Br- 409.02 120.92 93.30 68.41 
D-O-CN…Br- 346.94 98.50 81.69 53.61 
D-O-CF3…Br- 243.65 88.69 60.36 56.70 
 
D-N-NNH…Br- 621.59 111.02 91.01 85.02 
D-N-NO2…Br- 482.42 94.13 65.03 53.35 
D-N-CN…Br- 443.16 79.51 60.57 42.61 
D-N-CF3…Br- 312.86 76.98 47.70 47.19 
D-N-NH2…K+ 136.13 4.50 10.12 6.56 
D-N-CH3…K+ 24.24 11.38 12.13 9.81 
 
D-S-NNH…Br- 684.69 132.73 85.96 102.15 
D-S-NO2…Br- 522.35 110.62 67.08 60.00 
D-S-CN…Br- 472.03 92.90 60.76 48.33 
D-S-CF3…Br- 324.76 81.71 41.51 50.29 
D-S-NH2…K+ 124.51 6.73 15.87 18.36 
D-S-CH3… K+ 23.26 3.07 13.08 9.55 
 
 Table 3. Relative energy DFT-SAPT components changes (in %)  
regarding the D-X-H..K
+
 complex. 
 
Additionally, in order to analyze the effect of the different substituents, 
a comparison was performed among the dioxins with the –H substituent group 
and the remainder complexes with cations and anions. Table 3 shows the 
relative changes undergone when the hydrogen groups are replaced by the 
different substituents (regarding to the D-H complexes). As can be seen, when 
the replacement of the substituents takes place, the greatest change is 
experienced over the electrostatic energy. Moreover, the anion-pi interactions 
are also characterized by a substantial increase in the magnitude of the 
exchange-repulsion energy. Unlike the cation-pi interactions of potassium 
complexes, where the variations of electrostatic and induction forces govern 
the interaction, the change in the dispersion forces gains an important role in 
the anion-pi interactions. This can be due to the high electron density and large 
ionic radii of halide anions compared to that of the potassium cation.  
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By studying the differences due to the substituents in complexes with 
the bromide anion, it can be observed that all energies increase noticeably 
when the hydrogen atoms are replaced with -NNH, -NO2 and -CN groups. 
This change is less important when the replacement takes place with the –CF3 
group.  The differences among the complexes with the potassium cation can be 
due to the different nature of the substituents. The –NH2 is a strong 
electrodonating group, and therefore the electrostatic interaction predominates. 
However, the –CH3 has a weak electrodonating power, which makes that the 
induction term prevails over the other terms.  
The previous results can be supported by Figures 3 and 4 which 
represents the electron density deformation of the complexes after the 
complexation. In Figure 3 the Pauli and Polarization electron-density 
deformation plots for the D-N-H…Br- and D-N-H…K+ are represented. It can 
be appreciated the bigger contribution of the exchange term for the complexes 
with the bromide anion, and the greater contribution of the induction term in 
case of complexes with the potassium cation. The results corroborate the 
SAPT-DFT data where complexes with the anion have an electrostatic nature 
and those with cation are ruled by the induction term. This comparison is 
similar for the complexes with D-S, so the plots are omitted here. For D-O 
complexes a large exchange term was also obtained but the comparison is 
impossible to perform since the D-O-H…K+ complex was not found. The 
Figure 3 shows how the conformation of cation complexes is due to the 
increase of the polarization density in the space between the ion and the 
dioxin. However, the formation of anion complexes is based on the decrease of 
exchange deformation density in the space between the ion and the molecule.  
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Figure 3. a) and b) Representation of the exchange deformation density (in au) for D-
N-H…Br- and D-N-H…K+ respectively. c) and d) Representation of the polarization 
deformation density (in au) for D-N-H...Br
-
 and D-N-H…K+ respectively. Violet and 
brown color represents and increase and a depletion of the electron density, 
respectively. Isosurface value is 4·10
-4
.  
 
A comparison between the different influences of the substituents can 
be done from Figure 4, where the electron-density deformation of D-O-CN 
and D-O-NNH2 with bromide and potassium ions is presented. The plots of the 
remaining complexes are quite similar and comparable to these, so for the sake 
of brevity they will be omitted here. The complexes shown in this figure show 
large differences. Comparing the exchange electron density deformation 
energies (on the left), it can be clearly seen than the magnitudes are higher for 
the D-O-CN complex than for the D-O-NH2, which is in agreement with the 
DFT-SAPT data, where the exchange term for D-O-CN complex is almost 
four times greater that for the D-O-NH2 complex. The opposite occurs for the 
induction deformation energy (plot on the right), where the densities are 
slightly higher for the D-O-NH2 complex. Those results are in agreement with 
the data previously obtained in which the induction term is higher for the D-
NH2 complexes than for the D-CN complexes, in which the electrostatic terms 
prevail in the interaction energy. 
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Figure 4. a) and b) Representation of the exchange deformation density (in au) for D-
O-CN…Br- and D-O-HH2…K
+
 respectively. c) and d) Representation of the 
polarization deformation density (in au) for D-O-CN...Br
-
 and D-O-NH2…K
+
 
respectively. Violet and brown color represents and increase and a depletion of the 
electron density, respectively. Isosurface value is 4·10
-4
.  
 
 
4. CONCLUSIONS 
It has been optimized and analyzed a series of substituted dibenzo-p-
dioxins (D-O), dibenzopyrazines (D-N) and thianthrenes (D-S) with bromide 
anion and potassium cation by using DFT, DFT-SAPT techniques and electron 
density analysis. The optimized geometries show that the most stable 
complexes for D-O and D-S with the bromide anion are those in which the 
dioxine is bend and the anion is placed in the center and the concave side of it, 
whereas the D-N remains planar and the anion is sited displaced from the 
center. In the minimum complexes with potassium the cation stays mostly in 
the convex side of the bend dioxine for D-O whereas D-S and D-N complexes 
do not follow a clear pattern. 
The complexes with higher interaction energies are those with 
substituents in which the resonant effects predominate, as -CN or -NO2 
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groups. And the energies of the D-O complexes are greater than with the other 
central heteroatoms. The energy decomposition shows that the electrostatic 
terms predominates for the complexes with the bromide anion, whereas the 
polarization terms are the dominating for the complexes with potassium. 
These characteristics point out the suitability of the dibenzo-p-dioxins 
to be used as possible arms in the molecular tweezers and their potential use as 
anionic host guests. 
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CHAPTER 5: 
Ultrafast ring opening/closing 
and deactivation channels for a 
model Spiropyran-
Merocyanine system. 
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1. INTRODUCTION 
Molecular photochromic switches
1
 have been broadly studied for their 
use in new technologies, including optical data storage, optical switching, and 
molecular logic gates.
2-4
 One of their main advantages is that they provide a 
method to control bulk properties by irradiation.
5
 One of the most studied 
molecular photochromic switch systems is the spiropyran molecule (SP) (1'-3'-
dihydro-1',3',3'-trimethyl-spiro[2H-1-benzopyran-2',2'-(2H)-indole).
6
 In this 
molecule the indole and benzopyran moieties are connected orthogonally at a 
spiro carbon atom (see Scheme 1).  
R
N O
RR
R
N O
RR
UV
or Visible
Spiropyran Merocyanine
Scheme 1
Scheme 1 
After absorption of a UV photon (λ <400 nm), spiropyran converts in a 
few picoseconds to a planar form, merocyanine (MC) with absorption in the 
visible region (λ = 500-700 nm). Condensed phase experiments have shown 
that the triplet state can play a role in the dynamics of spyropyrans and 
spirooxazines,
7
 especially when substituted with nitrated groups.
7-9
 On the 
other hand, unsubstituted spiropyrans and spyrooxazines are known to 
commute only in the singlet state.
10,11
 Very recently a disubstituted 6,8-dinitro-
BIPS pump-probe experiment showed no evidence of triplet state involvement 
in the photoreacction.
12
 Time-resolved gas phase dynamics experiments with 
several spiropyrans and spirooxazines
13
 supported by theoretical calculations
14
 
point to a tentative sequential mechanism of this photocoloration reaction that 
involves four steps occurring in the first 100 ps. Only the two first steps were 
unambiguously assigned; the first step being the initial excited state (1ππ*). 
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This state is depleted into a specie attributable to 
1πσ* in about 50 fs. After 
260 fs it evolves to a third form, which is presumed to have its pyranic cycle 
opened and to be in the process of isomerizing; it transforms in ∼20 ps to the 
fourth form, which has a structure close to merocyanine. 
In the MC form there are eight possible isomers, and each one 
corresponds to a given configuration of the molecular fragments relative to the 
two double bonds (cis, C and trans, T) and the central bond which is partially 
double (s-cis, C and s-trans, T). The most stable in solution is the trans-trans-
cis (TTC) isomer (see Scheme 2). 
R
N O
RR
TTC
R
N
O
RR
R
N
O
RR
TTT
CTC
R
N
O
RR
CTT



S heme 2
Scheme 2 
On the basis of nano-, pico-, and femtosecond spectroscopic data,
15,16
 
the acoplanar cis-cisoid structures (CCC) were assigned to the primary 
photoproducts that emerge shortly after excitation at the longest wavelength of 
the ring-closed form of spiropyrans. In the case of 1’,3’,3’-trimethyl-6-
hydroxy-(2H-1)-benzopyran-2,2’-indoline, 6-hydroxy-BIPS, a part of a 
metastable species,
17
 appearing in less than 100 fs after excitation at 300 nm, 
reestablishes the broken Cspiro
_
O bond on the time scale of 200 fs, whereas the 
rest converts to a mixture of merocyanine isomers with a decay time constant 
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of about 100 ps. Similar mechanisms were also found to govern the 
photochromic behavior of spirooxazines,
18
 which are the closest structural 
analogues of spiropyrans. No CCC-type long-lived intermediate has been 
detected under standard conditions of continuous irradiation of a spiropyran 
solution. Only in the case of the photochromic rearrangement of the bulky 6-
(tert-butyl)-10,30,30-trimethyl-1,2- tetramethylenespiro[7H-furo(3,2-f)-(2H-
1)-benzopyran-7,20-indolinewas an acoplanar cis_cisoid (CCC) intermediate 
detected.
19
 In a recent laser desorption-electron diffraction study of isolated 6-
nitro-BIPS
9
 three different long-lived photoproducts were detected after 
excitation at 266 nm: SP(S0) (30%), SP(T1) (39%), and MC CTC (S0) (31%), 
this isomer being the first trans structure formed from the CCC isomer after 
ring-opening. Pump-wavelength-dependent transient absorption experiments 
with 6,8-dinitro-BIPS
12
 point to a very fast internal conversion (<9 ps) from 
the initially photoexcited SP to a unstable MCCCC and a conversion to the 
MC-TTC isomer in the ground state with a time constant of 36 ps. 
This SP photocoloration reaction is photo and thermally reversible; for 
the thermal process, the decay of the colored form (MC) takes place at the 
time scale of seconds to minutes at room temperature.
 20
 Upon irradiation with 
visible light, MC can revert to the spiropyran form on a scale of 
picoseconds.
12,21
 The nature and details of the mechanism that allows such 
interconversion is far from being fully understood. Studies with some 
dinitrosubstituted spiropyrans have shown no evidence for triplet state 
transients; the singlet excited state merocyanines return to the ground state MC 
or to the SP ground state via some intermediates that are cis or twisted about 
the central CC double bond.
12,21
 In 6-nitro-BIPS spiropyran several 
merocyanine isomers are formed after UV excitation; these isomers include 
the TTC and TTT forms. Variable excitation wavelength ultrafast pump probe 
spectroscopy was used to determine MC isomer excited state relaxation 
pathways. It was found that internal conversion, which occurs on the 
picosecond timescale, was the dominant relaxation pathway. In addition, 
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isomerization reactions in excited singlet states were studied. After TTC 
isomer excitation at 630 nm, a third isomer (with absorption at 650 nm, either 
CTC or CTT) is formed. In contrast, after excitation at 490 nm, isomerization 
to both TTC and CTC/CTT forms is observed. 
22
  Recent femtosecond three-
color pump-repump-probe experiments have proven that 6,8-dinitro-BIPS is a 
fast bidirectional molecular switch with high quantum efficiencies for ring-
closure from MC-TTT (35%) and MC-TTC (40%) and small quantum 
efficiencies for TTC-TTT isomerization (1-2%).
12, 23
 
Theoretically two main computational approaches have been used to 
shed light in this complex photoreaction mechanism. Because of the size of the 
system, computations on the actual molecules have been performed using the 
TD-DFT methodologies, mainly aiming to study the absorption and emission 
processes.
19, 24-27
 In some cases CIS geometry optimizations were done to 
characterize the most relevant points of the excited potential energy surface.
14, 
19
. More sophisticated methods have been applied not on the actual molecule 
but, due to computational cost, on simplified models. This approach was used 
by Robb's group 
28-30
 in their study of the benzopyran molecule as a model 
compound at the CASSCF and CASSCF//CASPT2 level of theory. They 
found that the ring opening photoreaction takes place through a conical 
intersection (CI) that the system reaches after initial excitation and decays to 
the ground state of the open form.
28
 For the ring closure a more complex 
mechanism was proposed. The initial populated state of the open form is S2, 
which undergoes a deactivation decay to S1 through a S2/S1 conical 
intersection seam. On the S1  surface a low energy path leads to the S1/S0 CI 
and from there to the ground state.
29
 
Comprehensive knowledge of the rapid SP/MC conversion 
mechanisms on the lowest excited-state PESs is of importance for the rational 
design of new photochromic compounds with improved performance. With the 
aim of shedding some light on the different factors that can control the 
photoswitch photochemistry of the spiropyran family, we have performed a 
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theoretical MS-CASPT2//SA-CASSCF(14,12) study on a simplified model of 
this kind of molecule (mSP and mMC, See scheme 3), where the fused 
benzene ring of the benzopyran moiety has been removed and the methyl 
group substituted by hydrogens due to computational efficiency 
considerations, although it still retains the conformational flexibility of the 
merocyanine molecule. Both ring opening and ring closing photoreactions 
were analyzed.  
 
Scheme 3 
2. METHODOLOGY 
The relevant points on the ground state potential energy surface were 
located at the B3LYP/6-31G(d,p) level of theory, frequency calculations were 
performed in order to assess the minimum nature of the stationary points 
found. For these calculations the Gaussian 03 program set was used.
31
 The 
excited state calculations were conducted at the CASSCF level. After several 
trials we chose an active space that comprises 14 electrons in 12 orbitals (see 
Appendix A for a representation of the MOs) as a compromise between 
accuracy in the zero order wave function description and computational 
feasibility. For the excited states, the minimum energy path (MEP) optimized 
geometries were located using a three-roots-equal-weights state average 
CASSCF level of theory (SA3-CASSCF).  A reasonably large ANO-S basis 
set with contraction C,O,N[4s3p1d]/H[2s1p] was used. These calculations 
were performed with the MOLCAS 6.4 program.
32
 For localization of the 
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minimum energy conical intersections (CIs) and evaluation of the  energy 
difference gradient vector (g) and the derivative coupling vector (h) at the 
SA3-CASSCF(14,12)/6-31G(d,p) level of theory, the MOLPRO 2009 program 
was used 
33,34
. These vectors are defined as: 
 
(   ⃗⃗ ⃗⃗  ⃗)  
 
   
(〈    ˆ    〉)  (〈    ˆ    〉)  
 
   
(     )  (5.1) 
(   ⃗⃗⃗⃗  ⃗)  (     ) 〈   
   
   
〉    (5.2) 
The g and h vectors span the “branching plane” composed of the 
molecular displacements that lift the degeneracy in first order in the 
neighborhood of a conical intersection connecting two adiabatic electronic 
states (I and J).
35
 The g vector shows the direction of geometry distortion 
toward the CI, and the h vector comprises the internal coordinates involved in 
the coupling between the adiabatic states. We used them to estimate the initial 
relaxation directions in the ground state; better methods for determining the 
relaxation pathways
36,37
 are well beyond our reach for systems of this size. 
To describe the effects of dynamic electron correlation, single point 
multistate CASPT2 (MS-CASPT2) calculations on the former structures 
(ground state and excited state minima and CIs) were performed. The 
reference wave functions for theCASPT2 calculations were obtained at the 
five-roots-equal-weights state average CASSCF. The weight of the reference 
CASSCF wave function on the CASPT2 final state was calculated in all cases; 
their values were close to the value in the ground state, ensuring a balanced 
description of the second-order perturbation. An imaginary level shift of 0.2 au 
was used to limit the effects of intruder states. As a consequence of this 
inclusion of dynamical correlation, the degeneracy of the energy in the 
optimized CASSCF CIs was lifted. However, the difference in all cases were 
small (less than 0.5 eV), clearly indicating that CASPT2 optimized CIs should 
be located in a nearby geometry (at the present it is not feasible to perform 
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such optimizations for the systems studied). The CAS state interaction method 
(CASSI)
38
 was used to compute the transition dipole moments of the various 
excited states. The oscillator strengths were calculated from the CASSCF 
transitions dipole moments and the CASPT2 energy differences between 
states. For these calculations the MOLCAS 6.4 program was employed. 
Several linear interpolated paths were constructed that connect 
different structures with the nearby CI. On each intermediate geometry we 
performed single point MS-CASPT2/SA5- CASSCF calculations to obtain the 
energy profile of the path. 
We used the nomenclature proposed by Platt
39
 to label the excited 
states. The wave function for simple conjugates organic compounds can be 
qualitatively described using excitations that involve four molecular orbitals, 
HOMO-1(H-1), HOMO(H), LUMO(L) and LUMO+1(L+1). The contributions 
of the four simple excitations (H→L, H-1→L, H→L+1, and H-1→L+1) to the 
wave function of the different excited states are used to classify them. The La 
label corresponds to a state with a wave function whose main contribution is 
the H-L configuration. Lb is described mainly by the sum of configurations H-
1→L, H→L+1. Bb is a state whose major contribution is the asymmetric 
combination of H-1→L and H→L+1 configurations. Ba has the H-1→L+1 
configuration as a major contribution. The remaining states were labeled as 
1
A 
and 
1
B. 
 
3. RESULTS AND DISCUSSION 
3.1 Photochemical Ring-Opening Reaction 
Initially the ground state geometries of mSP, mMC-TTC, mMC-CCC, 
mMC-CTC, mMC-TCT, mMC-TTT and mMC-TCC were optimized at the 
B3LYP/6-31G(d) level. The final geometries in cartesian coordinates are 
shown in the Appendix A. 
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Single point five roots equal weight state average CASSCF(14,12) 
calculations were carried out on the optimized ground state geometry for the 
model spiropyran form mSP.  The energies of the five lowest singlet states 
were calculated at the MS-CASPT2 level using the SA5-CASSCF(14,12) 
wave function as reference. The main results are summarized in Table 1. The 
oscillator strengths were obtained by CASSI calculations using the MS-
CASPT2 calculated energies. 
 
Molecular 
Geometry 
State ΔE CASPT2/eV f μ/D ω 
mSP/S0      
 S0 0.00  1.39 0.616 
 
1
Lb 4.00 0.01 1.37 0.605 
 
1
La 4.48 0.21 1.16 0.604 
 
1
A 4.53 0.05 13.71 0.591 
 
1
B 5.88 0.00 1.41 0.587 
mSP/
1
La      
 S0 0.88  0.81 0.617 
 
1
La 4.18 0.09 2.20 0.594 
 
1
Lb 4.29 0.01 0.86 0.607 
 
1
B 5.30 0.01 0.73 0.608 
 
1
A 6.55 0.03 1.01 0.603 
mMC-
TTC/S0 
     
 S0 0.89  3.05 0.610 
 
1
La 3.12 0.28 6.75 0.602 
 
1
B 3.30 0.00 1.39 0.594 
 
1
A 3.78 0.33 5.65 0.591 
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1
Lb 5.02 0.07 2.58 0.591 
mMC-
TTC/
1
La 
     
 S0 1.48    
 
1
La 2.794 0.15 6.21 0.599 
 
1
B 3.51 0.00 1.63 0.604 
 
1
A 3.96 0.34 8.19 0.591 
 
1
Lb 5.15 0.02 2.40 0.587 
mMC-
CCC/S0 
     
 S0 0.69  2.69 0.606 
 
1
La 2.53 0.28 3.30 0.595 
 
1
B 3.71 0.17 1.80 0.598 
 
1
A 3.75 0.03 1.60 0.593 
 
1
Lb 4.78 0.04 3.12 0.592 
mMC-
CTC/S0 
     
 S0 0.95  4.80 0.609 
 
1
La 3.27  4.35 0.592 
 
1
B 3.31  1.67 0.599 
 
1
A 3.76  7.79 0.584 
 
1
Lb 4.66  5.02 0.583 
mMC-
TTT/S0 
     
 S0 0.96  4.25 0.612 
 
1
La 3.32  7.84 0.594 
 
1
B 3.41  1.32 0.600 
 
1
A 3.83  7.46 0.591 
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1
Lb 5.11  4.31 0.591 
mMC-
TCC/S0 
     
 S0 0.96  2.72 0.610 
 
1
La 3.45  6.34 0.594 
 
1
B 3.59  1.05 0.602 
 
1
A 3.61  5.35 0.591 
 
1
Lb 5.13  2.18 0.592 
Table 1. Relative energies (with respect to mSP/S0) of the different excited states, 
oscillator strenghts, dipole moments and weight of the CASSCF reference in the 
CASPT2 wave function. 
The lowest singlet excited state is 4.00 eV above ground state at the 
CASPT2 level. It has an oscillator strength of 0.01 and has been labeled as 
1
Lb, 
since the main contribution to the wave function is a symmetric combination 
of H – 1 → L and H → L + 1 configurations.  Its dipole moment (1.37D) is 
similar to that of the ground state (1.39 D). 
The next excited state situated 4.48 eV above the ground state and with 
a dipole moment slightly lower than the ground state (1.16 D), has an 
oscillator strength of 0.21, and it is responsible for the absorption of this 
molecule in the UV region. This state is the third root at the CASPT2 level but 
the forth one at the CASSCF level. It is a π → π* state and the main 
contribution to the wave function is the HOMO→ LUMO configuration; 
consequently, it was labeled as 
1
La. Both HOMO and LUMO are π orbitals 
located in the benzopyran moiety (see Appendix A). 
The state labeled 
1
A has as its main configuration a HOMO-6 (located 
in the pyrroline π system) → LUMO+1 (basically a benzopyran π* orbital) 
excitation. It has a major change in dipole moment (13.71 D) as a result of the 
charge transfer from the pyrroline to the benzopyran ring. Therefore it will be 
stabilized in polar solvents. A similar state whose main configuration is an 
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excitation from a MO located in the indoline group to a LUMO located in the 
benzopyran moiety has been reported to be the most stable singlet state in 
spiropyran systems.
24 
Next we performed a minimum energy path optimization for the 
Franck-Condon structure of the forth singlet root (
1
La) at the five state average 
CASSCF level. During that optimization the order of the roots changed, and at 
the final minimum the 
1
La become the second root (S1) and the 
1
Lb the third 
root (S2) at the CASPT2 level.  A single point MS-CASPT2/SA5-CASSCF 
calculation on the final minimum geometry produced the excitations energies, 
oscillator strengths, and dipole moments reported in Table 1. The first excited 
single state (S1) is now 
1
La , 3.30 eV vertically above the ground state and 0.29 
eV more stable than the FC structure. The main configuration associated with 
this state is HOMO→ LUMO (62%) (with both orbitals  located at the 
benzopyran moiety). The dipole moment for this state is considerably larger 
(2.20 D) than the ground state (0.8 D). The next excited state, labeled as 
1
Lb , 
is 3.5 eV above the ground state with similar dipole moment. 
The most significant change in geometry between the optimized 
structures in the ground state and in the 
1
La state is the deformation of the 
pyran ring that yields a different relative orientation of the benzene and 
pyrroline rings. The dihedral angle Cspiro-O-C-C goes from -21.5 º in the 
ground state to 26.0 in the 
1
La state and the dihedral N-Cspiro-C=C = 156.1º in 
S1 N-Cspiro-C=C =102.6º in S0. Although the geometries were optimized at 
different levels (CASSCF for S1 /DFT for S0), the same trend has been 
observed in BIPS systems optimized also at different levels (DFT and CIS).
14
 
Thus, this feature seems to be a characteristic of the excited state rather than 
the level of theory.  The Cspiro-O bond distance in this excited state geometry is 
shorter (1.434 Å) than the ground state (1.460  Å).  
Close to this geometry we were able to find two S1/S0 minimum energy 
CIs  (CICCC and CITCC in Figure 1) with a structure similar to the one reported 
for benzoyran
28,29
, naphtooxacines,
24 benzochromenes
40
 and for the 
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cyclohexadiene ring-opening.
36,41 The derivative coupling and gradient 
difference vectors also share the same features as the benzopyran CI (see SI). 
Single point MS-CASPT2/SA5-CASSCF(14,12) calculations on these 
structures show that their energies are lower than the S1 
1
La minimum (1.87 eV 
for CICCC and  1.71 eV for CITCC).  The Cspiro-O bond is broken (distance 2.439 
Å). If we assume than the reaction path is dominated by this C...O bond 
breaking and the subsequent C=O bond formation and take into account that 
the vectors g and h span the same branching plane as these two coordinates, 
we can expect an efficient ultrafast radiationless transition to the ground state 
surface in a region where the system can evolve either towards the SP, closing 
the C-O bond, or to various MC minima, opening the C-O bond. The TCC 
isomer is the closest in geometry to CITCC, while the CCC is closest to CICCC. 
The final photoproducts branching ratio will depend on the actual dynamical 
entry conditions at this CI seam, but, taking into account the inertia of the 
system, the most possible outcome will be the m-MC-CCC open form in the 
case of CICCC and m-MC-TCC in the case of CITCC.  In a quantum wavepacket 
dynamics study of the ring opening of cyclohexadiene, which goes through a 
similar CI, the authors predict that the most probable photoproduct will be the 
cEc-hexatriene form, due to the compact nature of the entry wavepacket.
41
 
Static calculations on the benzopyran system also predict analogous 
behavior.
28 
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Figure 1. Conical Intersections found in the present study 
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In the actual BIPS molecules the presence of two bulky methyl groups 
attached to the saturated carbon of the pyrroline ring would make a structure 
similar to CITCC higher in energy than CICCC, where the methyl group attached 
to the N is oriented towards the outer part of the ring. Thus, in these systems 
the most probable outcome of the ring opening process would be the MC-CCC 
form. Furthermore, the expected products of these CIs in the BIPS molecules, 
MC-CCC and MC-TCC, are sterically crowded and highly unstable in the 
ground state, and they will transform into more stable isomers after rotation of 
the corresponding methine C-C bonds. DFT calculations on 6-nitro-BIPS 
predict the activation energy for isomerization of CCC  to CTC in the ground 
state to be of only 105.9 kJ.mol
-1
,
14
 easy to surpass for the system coming 
from the CI.  The authors of this paper were not able to optimize the TCC 
isomer; instead, the optimization directly produced the CTC isomer. 
Therefore, if the BIPS system in its SP excited state reaches a CI region 
similar to CITCC, the most probable photoproduct is expected to be the CTC 
form. 
 
Table 2. Relatives energies with respect to mSP/S0 of the S1 state (a) at the optimized 
geometry of the different CIs found at the SA3-CASSCF/6-31G** level, (b) at the 
optimized geometry of the S0 state of mMC at B3LYP/6-31G* and (c) at the 
optimized geometry of the 
1
La state at SA5-CASSCF/ANO-S
a
. (
a
Selected geometrical 
parameters (see Scheme 3 for their definition). Angles in degrees and distances in 
Ångstroms). 
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Figure 2 shows the energy profile for the interpolated path between m-
SP/S0 and CITCC. The initially populated 
1
La state has to overcome a small 
energy barrier (optimization of the intermediate structures would reduce or 
vanish its magnitude). After that, the 
1
La state crosses with the 
1
Lb state (the 
exact location of this crossing requires a CASPT2 optimization, which is far 
from feasible for this system) and, steeply reducing its energy, the system 
reaches the S1/S0  CI region. The overall decrease in energy from the FC 
region to the CI region is 2.2 eV. 
 
 
Figure 2. CASPT2 energy profiles of the interpolated paths connecting mSP/S0 with 
CITTC  and mSP/S0 with  CINC in the different  singlet states. Relative energies with 
respect to mSP/S0 
 
If vibrational relaxation of the molecule in the Franck-Condon region 
takes place only in the 
1
La state, the system reach a minimum (mSP/S1) that is 
not in the same direction as the ring opening coordinate; in fact, the Cspiro-O 
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bond becomes shorter. Internal conversion to the 
1
Lb state does not favor the 
ring opening process either, since it also presents an energetic barrier 
associated with the crossing with the 
1
La state. At this point, and due to the 
number of states involved, we can only speculate about the excited state 
potential energies surfaces. However, since several crossings between states 
have to take place before the molecule can reach  the conical intersection that 
leads to a opening of the ring, it seems plausible to think that reaching the CI 
region is more cumbersome that in the benzopyran case, where only a few 
excited states were involved.  
Despite the fact that this path to rapid and efficient ring opening is 
energetically favorable and similar to that described in benzochromenes,
40
 the 
quantum efficiency of this process in unsubstituted BISP  and 6,8 dinitro-BISP 
is low (~ 9%), especially if compared with the reported reaction quantum yield 
for benzochromenes (~ 86%).
40
 For that reason, we decided to explore other 
possible alternatives for returning to the ground state that can compete with the 
C-O ring-opening route. Looking for CIs close to the SP form, we found CINC. 
In this structure the pyrroline ring is open, the Cspiro-N bond is broken 
(distance 2.275 Å), and the other N-C bond is shortened. The structure of the 
benzopyran ring remains close to the one in the ground state. This CI can be 
correlated adiabatically with state 
1
A of mSP/S0 where the initial LUMO+1 
orbital transforms as the N-C bond elongates into a σ* C-spiro-N type of 
orbital (as the pyrroline ring opens). This process is clearly facilitated by the 
fact that the benzopyran and the pyrroline rings are mutually orthogonal. In a 
study of the photostability of 9-H adenine, a similar ring-opening crossing 
point was found;
42
 it correlates with a π-σ*  excited state and is slightly lower 
in energy than the corresponding Franck-Condon excited state, and contrary to 
our system, has a high barrier of 1.5 eV from the initially populated excited 
state. Through this CI the molecule returns to the initial ground state without 
photochemical reaction. In our case, CINC is substantially lower in energy than 
the initially populated 
1
La state by 1.79 eV, (and 0.43 eV higher than CITCC). 
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As the energy profile of the interpolated path between the Franck-Condon 
geometry and this CI shows (Figure 2), there is not a noticeable energy barrier 
at the CASPT2 level. A crossing between the 
1
La  and the 
1
A state occurs at the 
proximity of the Frank-Condon geometry and, once in this state, the molecule 
reaches the CINC  region. In this CI the Cspiro-N distance is the main 
contribution to both g and h vectors of the branching space; as a consequence, 
if the system reaches this CI from the mSP excited state, it would lead to a 
highly unstable open structure in the ground state (we were unable to find any 
stable minimum close to this structure at the DFT level). It is admissible that 
relaxation would take the system to the closed SP-form after re-closing the 
pyrroline ring in a essentially barrierless process.
42
 Since the reaction 
coordinate that leads to this CI  (the C-N lengthening) is also a component of 
the branching space, an extremely rapid and efficient deactivation is expected 
to occur. The relevance of this deactivation pathway will depend on the 
relative stability of the 
1
A state, which, as has been pointed out, will be 
affected by the interactions with the solvent and by the extension of the π 
system of the pyrroline group. The relative facility in which the molecule can 
reach this CI region compared with the ring-opening CI region will be a factor 
in the ring-opening quantum yield of spiropyrans. 
 
3.2 Photochemical Ring-Closing Reaction 
Among the different isomers of the merocyanine system we limited this 
study to: mMC-TTC, the most stable minimum of the actual system; mMC-
TTT,  the other isomer that participates in the photochemical ring closing 
reaction of 6,8-dinitro-BIPS; 
23
 mMC-TCC, which is directly connected with 
CITCC; mMC-TCT, the only open isomer reported to be found in a laser-
desortion electron diffraction study after UV irradiation of 6-nitro-BIPS
9
, and 
mMC-CCC, the most stable minimum of this model system in the ground state 
but  highly unstable in the actual BIPSs where there is a methyl group on the N 
atom. 
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According to our calculations (MS-CASPT2/SA5-CASSCF), the first 
populated state after excitation of the mMC-TTC isomer, is located 2.23 eV 
above the ground state (oscillator strength 0.28) (see table 1). This is a π-π* 
state.  The configuration with major contribution to the wavefunction is the 
HOMO → LUMO (42%). As a consequence, the state was labeled as 1La. The 
molecular dipole changes significantly from 3.05 D in the ground state to 6.75 
D in this state, which points to a more zwitterionic nature of this excited state. 
Close in energy to this state lies the dark 
1B state of n → π* character, 2.41 eV 
above the ground state. In this case the dipole moment (1.39 D) decreased with 
respect to the ground state. It should be noted that the order of these states 
changes after inclusion of dynamic electron correlation effects; at the CASSCF 
level the most stable excited state is 
1
B, as this method tends to better describe 
the electron correlation of n-π* states than π-π* states.43 We have also found 
another state with significant oscillator strength (0.33) located 2.89 eV above 
ground state and with a substantial dipole moment, 5.65 D; it has been labeled 
as 
1
A.  
As in the case of the spiropyran form, starting at the ground state 
geometry, we performed a MEP optimization of the 
1
La state which yielded 
minimum 
1
La/m-MC-TTC. The most significant changes in this geometry with 
respect to the S0/m-MC-TTC are located in the hydrocarbon chain that 
connects the two rings; the single-double character of the C-C bonds is altered 
and the central bond has a more double bond character in this state than in the 
ground state. As a consequence, cis-trans isomerization around it is expected 
to be more energetically demanding that in the ground state. This change in C-
C-bond character  is typical of alternating hydrocarbon chains
44, 45
 and of 
another merocyanines π → π* excited states,46 and can be understood in terms 
of a more significant participation of the zwiterionic VB structure in the 
description of the excited state than in the ground state. A single point MS-
CASPT2/SA5-CASSCF calculation on this geometry yielded the results 
summarized in Table 1. The 
1
La state is now located at 1.31 eV above the 
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ground state with an oscillator strength of 0.15. The difference in energy with 
respect to the 
1
B state (n → π*) increased to 0.7 eV.  
After the initial excitation, the molecule with excess energy can evolve 
in the excited state and reach different regions. Several studies
29
 suggest that 
the main pathway for ring closure involves the isomerization  from TTC to 
CCC or TCC  in the excited state, and from there the system can reach the 
CITCC or CICCC region and return to the ground state in its closed from. In 
Table 1 we summarize the excited states results obtained for mMC-CCC and 
mMC-TCC at the optimized ground state geometries. MC-CCC is the lowest 
mMC isomer studied here at the DFT level and also the most stable 
merocyanine isomer in the first excited singlet state. This fact is a consequence 
of the restrictions imposed on the simplified model molecule. In the actual 
BIPS system, due to the steric effects of the N substituents and the absence of 
a hydrogen bond with the carbonyl group, this form is the most unstable 
isomer.
14
 The lowest excited singlet state is 
1
La (HOMO → LUMO 59%, π-π* 
character), situated 1.84 eV above the ground state with a moderate increase in 
dipole moment (3.30 D vs 2.69 D in S0). At this geometry the n-π* (
1
B) state is 
2.01 eV above the ground state. In mMC-TCC the excitation energies are not 
very different from those calculated for the TTC isomer at the Franck-Condon 
geometry and from the other MC isomers; the ordering of states is also the 
same in all MC isomers. 
Close to the geometry of merocyanine TCC and CCC isomers we were 
able to find two new CIs (CICCX and CITCX). CICCX is significantly lower in 
energy than mMC-TTC first excited state at the Franck-Condon geometry 
(0.90 eV) and slightly lower (0.09 eV) that CICCC. One factor that contributes 
to its stabilization is the presence of a H bond with the carbonyl group. CITCX 
differs from CICCX in the orientation of the pyrroline ring. It is higher in energy 
than CICCX by  0.25 eV mainly due to the absence of the H bond, but lower in 
energy than  mMC-TTC in S1 by 0.65  eV. In both CIs the main component of 
the branching space is the C-N bond elongation (see SI). Moving through this 
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coordinate, the system will leave the degeneracy and return to the ground state 
in a region close in structure to the mMC-CCC or mMC-TCC isomer where it 
can relax further to other more stable MCs. As was mentioned in the case of 
the CCC and TCC isomers, the presence of methyl substituents in  the nitrogen 
and the saturated carbon of the pyrroline ring in BIPS molecules makes these 
CIs sterically impeded and renders their role in the photochemistry of  
merocyanines almost irrelevant, even in the case where the CCC and TCC 
isomers were accessible in the excited state from the excited TTC isomer. This 
suggests that one of the roles of these bulky substituents is to favor CICCC 
and/or CITCC and ultimately the photochemical ring-closure process.  
We explored the possibility, as suggested by recent experiments,
12
 of a  
rapid  ring-closing photoreaction that does not require the participation of the 
TCC or CCC isomers. That closing would be possible if the molecule could 
reach the conical intersection CITCC directly from the mMC-TTC isomer. 
Initially a linearly interpolated path was constructed that connected the 
1
La/mMC-TTC and the CITCC geometries with a total of 8 intermediate points. 
On those geometries we performed single point MS-CASPT2/SA5-CASSCF 
calculations. The energy profile obtained is shown in Figure 3. 
 Ultrafast ring opening/closing and deactivation channels for a model SP/MC system 
117 
 
 
Figure 3. CASPT2 energy profiles of the interpolated path connecting mMC-
TTC/
1
Laand CITCCin the different states .Relative energies with respect to mSP/S0  
 
In order to reach the conical intersection region from the mMC-TTC 
state (CITCC is close to MC-TCC) the molecule has to rotate around the central 
C-C methine bond which, as has been pointed out previously, now has a more 
pronounced double bond character that in the ground state. Consequently, 
upon rotation, the energy of the 
1
La state initially increases more steeply than 
in the ground state and in the n-π* state (where it initially decreases).  The 
system reaches a zone where the n-π* and the π-π* states have the same 
energy (there has to be a conical intersection between these two states but we 
did not attempt to locate it). As the rotation proceeds, the n-π* state now 
becomes the lowest excited state. The global effect of this intersection seam is 
to lower the barrier to rotation, and from there it can reach the S1/S0 CI. If the 
system reaches this CI region from an open merocyanine, due to the inertia of 
the nuclei, it is expected that the molecule would relax to the spiropyran form 
after reaching the ground state. Therefore an ultrafast radiationless transition 
to the ground state would take place. The other alternative is that the system, 
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after passing through this CI, will evolve towards a MC-TCC isomer that, as 
has been pointed out previously, is unstable and will relax to the MC-TCT 
isomer. 
The energy barrier for β trans-cis rotation implied from the path on 
Figure 3 is too high to be consistent with the ultrarapid ring-closure dynamics 
recently reported.
12 A more detailed exploration of the potential energy surface 
is needed. We have performed different optimizations at the SA3-CASSCF 
level in the merocyanine excited state with the central methine dihedral angle 
(β) constrained to different values (135º, 90º, 55º).  Only the optimization with 
the 55 degree dihedral angle was successful. At this structure the difference in 
energy between the ground and S1 excited state is only 0.03 eV at the 
CASSCF level and 0.61 eV at the CASPT2 level. Release of the constraint in a 
CI optimization led to CITCC. It seems that the extension of degeneracy is 
broad and can be reached from the MC-TTC geometry after certain rotation 
around the methine bridge central bond (β) occurs. 
Further exploration of this trans-cis isomerization pathway led to 
finding CITXC (see Figure 1). At the CASPT2 level CITXC is slightly higher in 
energy (0.06 eV) than the 
1
La state at the ground state geometry. The molecule 
rotated its β dihedral angle 68º with respect to the TTC isomer. The bond 
distances of the methine chain have changed their character with respect to the 
optimized mMC-TTC 
1
La state and the other CIs found (see table 2). Also the 
intermolecular distance between O and C is considerably short (1.987 Å). The 
branching space g and h vectors of this CI  both show as a main component the 
C...O distance, and therefore this CI is expected to depart the degeneracy in 
first order towards  a metastable five member ring structure of a biradical 
character. We have located this structure at the UDFT/6-31G* level (its 
electron spin distribution is shown in the SI). The excited states energies 
evaluated at points of the interpolated paths that connect this CI structure to 
mMC-TCC/S0 and to the biradical are shown in Figure 4. To reach this CI 
region, the initial π-π* excited state (1La) has to cross the n-π* surface (
1
B) as 
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it initially did in the path between mM-TTC and CITCC.  As the geometry 
changes, rotating around β and (differently to the former path) mainly 
lengthening the central methine bond and decreasing the O...C distance, the 
energy of the S1 excited (now of n-π* character) decreases slightly while the 
ground state and also the other excited states destabilize substantially. This 
way the difference in energy between S1 and So diminishes until it reaches the 
CI. In the ground state it can relax to the highly unstable biradical and 
subsequently evolve to an MC isomer opening the five member ring or 
reorganizing to the SP form. 
 
 
Figure 4. CASPT2 energy profiles in the different singlet states of the interpolated 
paths connecting mMC-TTC/S0 with CITXC, and CITXC with CITCC (right panel); mMC-
TTC/S0 with CIXTC (grey left panel); and mMC-TTC/S0 with CITTX (white left panel). 
Relative energies with respect to mSP/S0 
 
This CITXC is slightly higher in energy than the MC-TTC optimized 
1
La 
excited state and shows a β dihedral angle of 112º and a central C-C methine 
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bond of single character resembling a TS for β cis-trans isomerization. We 
connected this structure and CITCC with a linear interpolated path and 
evaluated the energy of the excited states at the MS-CASPT2 level. The 
combination of this path with the path connecting MC-TTC and CITXC is 
shown in Figure 4. The energy profile of S1 shows that after the CITXC region 
and as the β dihedral angle decreases, the energy diminishes until CITCC is 
reached. Both states, S0 and S1, remain almost parallel to each other and very 
close in energy at the CASPT2 level.  Since the energy gap is small, it is 
possible that there is a conical seam in the proximity that connects both CIs.
47
 
An optimization of this seam has to be done at the MS-CASPT2 level, as 
several studies on different systems have suggested,
40,43 but it is 
computationally unreachable for this system. The main conclusion that can be 
drawn from this interpolated path is that there is an energetically favorable 
route from the initially MC-TTC excited state to CITCC that involves 
modification of the distances of the hydrocarbon chain, passes through a broad 
region of degeneracy that comprises structures between CITXC and CITCC 
spanning a β dihedral angle from 112º to 12º, and allows the excited state to 
return radiationless to the ground state.  Taking into account the characteristics 
of both CIs (see below), it is expected that the molecule would ultimately relax 
to the ground state closed SP form, in agreement with the experimental data. 
The proximity of the π-π* and the dark n-π* states at the FC geometry seems 
to be a factor in the accessibility of this path and therefore in the ring-closing 
process.  
 
3.3 Photochemical isomerization 
Excitation of the merocyanine isomer can also induce 
photoisomerization. The mechanism of   this process is not totally understood, 
due mainly to the complexity derived from the conformational flexibility of 
the merocyanine molecule. Laser pulse-probe experiments have shown that the 
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photoisomerization of merocyanine also occurs in a very fast time scale of 
picoseconds.
12
 
Altering the α and γ dihedral angles of the methine bridge, we found 
two new CIs and connected them to the MC-TTC isomer by interpolated paths 
following the same procedure as in the other CIs. The final energetic profiles 
are shown on the left panels of Figure 4. 
After 91.4º rotation of the α bond, the molecule can reach CIXTC and 
return to the ground state, where the system can evolve to either isomer mMC-
TTC or mMC-CTC. A similar kind of CI was found in a study of a different 
merocyanine (Xu 2009). The h vector involves the torsion of the α bond and 
the g vector N-C and C-O asymmetric stretching that clearly points in the 
direction of α cis-trans isomerization and quinoiodization. As the interpolated 
path shows, the CASPT2 CI must appear before the CASSCF optimized CI. 
The energy slightly decreases from the FC geometry as the molecule rotates 
around the α bond to the CIXTC. 
Rotation of the benzopyran moiety and tilting of the methine bridge 
will take the TTC merocyanine towards CITTX . It is similar in structure to the 
acrolein CI,48 the salicylic acid CI, and the CoINAc  of hemithioindigo.
43 The g 
vector includes out of plane benzopyran deformation and N-C stretching, and 
the h vector includes C=O  and N-C stretching motions. After reaching this 
conical intersection region the system can relax to mMC-TTC or mMC-TTT. 
The formation of an oxetene ring in the ground state already reported for 
acrolein
48
 seems highly unlikely and was not studied. 
These new CIs open up new channels to internal conversion to the 
ground state from the initially photoexcited merocyanine without 
photoreaction and can compete with the ultrafast photo ring-closure process. 
These degeneracy regions do not appear to be as broad as the one  related to 
ring-closure and consequently they are less efficient, in  agreement with recent 
experiments.
12
 Also for these processes the relative positions of the  n-π*  vs 
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π-π* states play a significant role, since the n-π* state energy path (red line in 
figure 4) appears to favor the ring-closing route. We did not explore 
photoisomerization in the excited state although this possibility exists and, 
based on the energetics of the paths described and previous computational 
studies,
14
 this process is also energetically accessible (both CIs structures are 
close to the TS form the corresponding isomerization). 
 
4. CONCLUSIONS 
In summary, using a minimal model for the benzopyran-merocyanine 
system, the present calculations suggest a mechanism for the ultrafast 
photochemical ring opening and ring closing of the SP-MC system that takes 
place exclusively on the excited singlet hypersurface and involves a series of 
low-lying S1/S0 CIs that can be reached from the initially populated excited 
states. Some of these will lead to the final ring-close/ring-open photoproducts 
and others will provide efficient radiationless deactivation channels. 
In a similar way to benzopyrans and benzochromenes, the initially 
excited SP form can reach CITCC or CICCC and efficiently return to the ground 
state in a very energetically favorable process. The most possible photoproduct 
will initially be the MC-CCC or the MC-TCC isomers that are unstable in the 
BIPS system and can thermally convert to more stable isomers. Alternatively, 
the excited SP*  can proceed towards CINC if the molecular movement 
involves the lengthening of the Cspiro-N bond and reaches the ground state 
surface in the closed SP form with no photoreaction. The exact location of the 
1
A state (a  state of charge transfer from the indoline to the benzopyran rings) 
with respect the F-C SP state seems to play an important role in the 
accessibility of this path and can influence the quantum yield of photo-ring-
opening. 
Excitation of the open MC-TTC form renders the molecule in a π-π* 
state where, after rotation of some methine bonds, it can reach different CIs. 
From CIXCT and CITCX the expected photoproduct will be some MC-isomer in 
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the ground state, but from CITCC and CICCC the system can relax to the SP 
ground state. In order to reach these CIs the molecule has to rotate its methine 
central bond, cross to the n-π* and access a broad S1/S0 degeneracy region 
between CITXC and CITCC in an almost barrierless process. This provides a 
channel for rapid ring closure, in accordance with experimental data. The 
alteration of the bonds distances of the methine chain seems to be important 
for the stabilization of the n-π* state and the access to CITXC. The relative 
positions and energetics of these different CIs will depend to a great extent on 
the extension of the π system of the benzopyran and pyrroline rings and the 
different substituents of the rings.  
Although this study presents only a partial static picture based on 
points of the molecular excited surfaces involved in the photochemistry of a 
simplified model of an SP, the mechanism outlined here provides a theoretical 
framework for the experimental results and sheds light on the complex 
photochemistry of these kinds of compounds. 
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1. INTRODUCTION 
The dissociation of a polar molecule in a solvent involves the 
separation of the associated ions constituting the molecule. Although this 
process seems to be relatively simple, the mechanism by which one molecule 
is dissociated is difficult to describe in molecular terms because it is not easily 
accessible by experimental methods. However, a deep knowledge about the 
different transformations involved in the dissociation of acids, basis and salts 
is fundamental to understand a great variety of chemical and biochemical 
processes. The microsolvation phenomenon encloses basic information not 
only about the direct molecule-solvent interaction, but also about the nearest 
region around the ion, which is fundamental in determining the nature of the 
basic features acting on the particles present in this environment.
1-4
  
One way to obtain a description of the process of solvation and 
dissociation of a molecule is by using a quantum chemical method to analyze 
the clusters formed by the molecule and a variable number of water molecules. 
By studying the behavior of aggregates of increasing size, one can precisely 
analyze the characteristics of the concerned complexes and to obtain available 
information about the essential mechanisms of the process. If this kind of 
study is performed in the gas phase, the individual interactions can be more 
easily isolated than in liquid phase. In this respect, the use of theoretical 
methods to study complexes in the gas phase provides significant information 
non accessible by the experimental approaches. One of the most relevant 
conclusions reached in that kind of studies is that the mechanism of 
dissociation is largely a cooperative process involving several water 
molecules.
5-11
 In this mechanism, the larger the number of solvent molecules, 
the greater the molecule-solvent interaction, causing the breaking of a 
molecular bond when the aggregate contains a certain number of solvent 
molecules. However, this is not a simple process since it has been shown in 
different hydrogen bonded clusters that the arrangement of the molecules 
impacts substantially in how the associated cooperativity manifest itself 
12,13
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and that the site of solvation has a significant role in determining the strength 
of the intermolecular interactions.
14,15
 Moreover, solvent molecules act not 
only weakening the bond, but also facilitating the dissociation by stabilizing 
the generated ionic pair. Geometric aspects seem to be relevant since diamond 
shaped tridimensional structures favor the dissociation more than cyclic flat 
shapes, which seem to be related to the major efficiency of the spatial forms 
for shielding the formed ions.  
The process of ion solvation has been deeply studied, employing 
mostly water as solvent. Some examples of this kind of studies are the halide 
ions hydrated by a variable number of water molecules,
16-21
 the solvation of 
the hydronium and hydroxide ions,
22-24
 of anionic porphyrins
25
 or the 
hydration of the perchlorate, perbromate, selenate, arsenate and vanadate 
anions.
26
 Moreover, some authors have recently applied this strategy to the 
study of acid and basis dissociation in water.
27-29
 There are, as well, studies 
about the behavior of hydracids in aggregates with a variable number of water 
molecules, concluding that the dissociation is favored in complexes with at 
least four molecules of water.
6,7
 Of course, this assertion depends on the 
specific acid, and there are examples where the dissociated forms for 
aggregates with two and three water molecules are more stable than non 
dissociated complexes.
10
 As a result, it has been determined how many water 
molecules it takes to the dissociated forms (of several weak acids) to become 
more stable than the non dissociated ones. However, as far as we know, there 
is not any quantum chemical study in the literature that characterizes clusters 
of water molecules and a weak basis, as an amine can be. Taking this into 
account we have chosen a group of amines as example of weak basis. There 
are some works
30
 trying to determine the basicity scale of the more simple 
amines, but usually they treat the hydration processes of the amines and the 
corresponding cation keeping intact the structure of the amine. In this study, 
on the contrary, the dissociation of a water molecule actually takes place by 
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protonating the amine and forming a hydroxide ion. By doing this, in this work 
we pursue to enlighten the mechanism of this process.   
One of the first examples described in the text books of a reaction of a 
basic species is the protonation of ammonia. This molecule is used as a basic 
model to explain more complex compounds and their reactions. Therefore, we 
have chosen ammonia together with the simplest amines as models to study 
the microsolvation of weak basis and the protonation reaction that occurs in 
these conditions. Moreover, the amino functional groups are an essential part 
of biochemically important compounds such as amino acids, and 
consequently, the behavior of these compounds in solution is greatly affected 
by the amino group. Also, the physicochemical properties of aqueous solutions 
of amines, diamines and polyamines are very important from a biochemical 
point of view. Some thermodynamic properties such as partial molar volume
31
 
and partial molar heat capacity
32
 have been obtained several decades ago. 
However, to the best of our knowledge no computational studies on the 
hydration of these compounds have been reported. 
This work describes DFT and MP2 calculations for clusters formed by 
up to seven molecules of water and a group of simple amines in gas phase. The 
most stable structures adopted by the complexes have been determined, 
together with the energetics involved in the process of hydration clusters and 
the number of water molecules required for the dissociation of the complexes. 
Also, a vibrational frequency analysis has been performed in order to obtain 
information about the strength of some particular bonds and their variations 
when new water molecules are added. 
 
2. COMPUTATIONAL DETAILS 
In order to obtain the stationary points on the potential energy surface, 
the structures of the water-amines clusters were fully optimized with the 
Gaussian 09 program
33
 using two different methods: the second order Moller-
Pleset method (MP2) and the density functional method (DFT) with the 
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B3LYP functional. Based on previous studies
10,11
 we have selected the 6-
311+G(2d,p) basis set, which is large enough to provide adequate flexibility to 
the calculations. The disposition of the water molecules around the amine was 
obtained by different means, from reported configurations of clusters of 
water,
34-38
 by chemical intuition and by using a stochastic search of the PM3 
conformational space. This stochastic search was carried out using a modified 
Metropolis acceptance in an adapted version of the simulated annealing 
procedure.
36,39,40,41
 Random walks of the PM3 potential energy surface with 
the annealing algorithm where performed to generate candidate structures. The 
most stable of these structures were optimized with DFT methods. A 
vibrational analysis of all studied structures was carried out at the DFT and 
MP2 levels in order to ensure that they were minima of the potential energy 
surface of the clusters. 
The intermolecular interaction energy for each obtained minimum was 
calculated using the Boys and Bernardi counterpoise method to correct the 
basis set superposition error BSSE:  
 

i
comp
iij ijEijEE ...)(...)(
.
.int                                   (6.1) 
 
where the terms in parenthesis indicate that the energies are calculated 
employing the basis set of the complex.  
In this case, when the counterpoise method is applied, it is fundamental 
to know whether the protonation has or has not taken place. Thus, one might 
ask if the amine should be considered independently of the gained proton or if 
the system should be represented as a cation B
+
 and a hydroxide anion OH
-
. 
Previous studies
10
 have shown that there are not significant differences 
between one model and the other when the interaction and deformation energy 
are calculated. Taking this in mind and in order to keep the consistency of the 
Computational study of the protonation of simple amines in water clusters 
133 
 
calculations, the amines will always be considered as one simple fragment 
when the counterpoise correction is applied. 
The deformation energy of these clusters give some measure of the 
distortion suffered by the isolated molecules in adopting the geometry they 
possess in the fully optimized cluster and it was calculated according to: 
 
  
n
i
isol
i
comp
idef iEiEE )()(
..
.                                    (6.2) 
 
where the superscript comp denotes the geometry of each molecule in the 
optimized cluster and isol the optimized isolated molecule. The binding energy 
(Ebind) is obtained by adding up the deformation and the interaction energies. 
 
3. RESULTS AND DISCUSSION 
 
3.1 Structures 
Geometry optimizations were carried out for the complexes employing 
DFT and MP2 methods. Based on the obtained results both methods lead 
mostly to similar results, so only DFT distances are shown in Figures 1 to 4. 
As expected, ammonia acts mainly as a proton acceptor with regard to water. 
Although we have tried optimizations starting from configurations where the 
ammonia molecule acts only as a proton donor, in all the cases they converged 
to the structures shown in Figure 1. As it has been mentioned above, the 
number of water molecules considered goes from 1 to 7. 
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1-I (0.00)      1-II (0.00)           1-III-cyc (0.00)      1-III-cyc-ext (14.90) 
     
        1-IV-cyc (0.00)         1-IV-cyc-ext (1.60)       1-IV-prot (52.64)       1-IV-spa (13.47) 
          
          1-V-cyc (6.02)        1-V-cyc-ext (1.69)             1-V-prot (40.49) 
    
        1-V-spa (0.00)             1-V-spa-2 (1.33) 
 
    1-VI-cyc (22.47)              1-VI-cyc-ext (17.77)  
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Figure 1: Structures of the optimized ammonia-water clusters studied. Relative 
energies (kJ/mol) with respect to the most stable conformation are given within 
parentheses. 
 
 
   
           1-VI-spa (0.00)                                1-VI-spa-2 (38.19) 
         
      1-VII-cyc-ext (42.63)                         1-VII-prot (31.91) 
   
                                  1-VII-spa (0.00)                                1-VII-spa-2 (15.69) 
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      2-I (0.00)            2-II (0.00)       2-III-cyc (0.00)   2-III-cyc-ext (14.47) 
 
  
      2-IV-cyc (0.00)  2-IV-cyc-ext (1.02) 
 
      
     2-IV-prot (37.33)               2-IV-prot-met (56.21)    2-IV-spa (13.07) 
 
             
        2-V-cyc (5.85)         2-V-cyc-ext (1.21)               2-V-prot (25.65) 
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Figure 2: Structures of the optimized methylamine-water clusters studied. Relative 
energies (kJ/mol) with respect to the most stable conformation are given within 
parentheses. 
 
2-V-prot-met (48.95)   2-V-prot-met-2 (64.00)      2-V-spa (0.00)      2-V-spa-2 (15.64) 
    
      2-VI-cyc (18.70)      2-VI-cyc-ext (12.30) 
     
        2-VI-prot (17.68)            2-VI-prot-met (33.84)          2-VI-spa (0.00) 
 
       2-VII-cyc-ext (42.62)  2-VII-prot (16.90)   2-VII-spa (0.00)    2-VII-spa-2 (15.93) 
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3-I (0.00)  3-II (0.00) 
     
     3-III-cyc (0.00)  3-III-cyc-ext (14.26)            3-III-cyc-met (11.41) 
   
     3-IV-cyc (0.00)   3-IV-cyc-ext  (1.11)  3-IV-cyc-met (15.79)  3-IV-prot-met (44.30) 
      
          3-V-cyc (4.41)        3-V-cyc-ext (0.00)           3-V-prot-met (37.99) 
  
   3-V-prot-met-2 (52.98)  3-V-spa (0.00) 
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Figure 3: Structures of the optimized dimethyilamine-water clusters studied. Relative 
energies (kJ/mol) with respect to the most stable conformation are given within 
parentheses. 
 
 
 
 
 
 
 
 
 
 
 
 
     3-VI-cyc (18.70)     3-VI-cyc-ext (12.66)       3-VI-prot-met (50.25)      3-VI-spa (0.00) 
 
             
3-VII-cyc-ext (26.60)            3-VII-prot-met (30.69)      3-VII-spa (0.00) 
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Figure 4: Structures of the optimized trimethylamine-water clusters studied. Relative 
energies (kJ/mol) with respect to the most stable conformation are given within 
parentheses. 
 
    4-I (0.00)               4-II-cyc (0.00)        4-III-cyc-ext (2.92)           4-III-cyc-met (0.00) 
 
   4-IV-cyc-ext (0.00)   4-IV-cyc-met (14.67)      4-V-cyc-ext (0.00)      4-V-spa (24.79) 
   
                    4-VI-cyc-ext (7.10)                        4-VI-spa (0.00)             4-VI-spa-2 (0.87) 
 
    4-VII-cyc-ext (21.55)      4-VII-spa (0.00) 
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Figure 1 shows the structures found for clusters consisting of ammonia 
and water molecules. For the ammonia water dimer, the more stable structure 
(1-I) possesses a hydrogen bond of 1.96 Å. When a second water molecule is 
added, the molecules are located setting up a cycle (1-II-cyc) where the 
ammonia molecule acts not only as an acceptor but also as a donor. Anyway, 
the capacity of the ammonia as a donor is lower than that of water, so the 
length of the N-H···O hydrogen bond is higher than the O-H···O bond, around 
2.23 versus 1.88 Å. The remaining hydrogen bond is shorter than in the 
complex with one water molecule due to the cooperative effects of hydrogen 
bonds between them. For complexes with three water molecules, two different 
conformations have been obtained. In one of those structures (1-III-cyc) all 
molecules belong to a cyclic structure with four hydrogen bonds including two 
with the ammonia molecule. In the other conformation (1-III-cyc-ext), the 
ammonia molecule is interacting with a cycle of three water molecules through 
an O-H···N hydrogen bond, with similar features to that obtained in the 
ammonia-water dimer. By adding a fourth water molecule a new type of 
conformation appears. On one hand, as it happened with the former 
complexes, it seems to be two different kinds of patterns in the cyclic forms 
according to the arrangement of the molecules. In one of them (1-IV-cyc) the 
ammonia is incorporated to the cycle being part of the hydrogen bond 
network; in the other one (1-IV-cyc-ext) however, the ammonia molecule is 
located in an external position, in a similar way as the complex with three 
water molecules previously found (1-III-cyc-ext). On the other hand, the first 
structure in which the ammonia molecule is protonated (1-IV-prot) had been 
found on complexes with four water molecules. In this structure, the ionic pair 
is separated by a diamond-like structure with three water molecules and the 
intermolecular distances O···H are shorter than in other aggregates due to the 
strong attraction exerted by the hydroxide anion. Also, a very similar structure 
to the 1-IV-prot has been found. However, this is a non protonated cluster and 
unlike the cyclic forms, located in one plane, this new cluster (1-IV-spa) has a 
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spatial shape along three dimensions. In fact, these two clusters correspond to 
the non protonated and protonated forms of the same molecular arrangement. 
The aggregates with five and six water molecules are similar to those observed 
in complexes with four molecules, therefore four cyclic structures (1-V-cyc, 1-
VI-cyc, 1-V-cyc-ext and 1-VI-cyc-ext), two protonated (1-V-prot and 1-VI-
prot) and three spatial structures (1-V-spa, 1-V-spa-2 and 1-VI-spa) were 
located. Also, three are the most representative arrangements obtained for the 
heptahydrated cluster since the cyclic form, i.e. the aggregate with the 
ammonia molecule placed inside the cyclic structure, was not found for any of 
the complexes with seven water molecules. However, the other cyclic (1-VII-
cyc-ext), protonated (1-VII-prot) and spatial (1-VII-spa, 1-VII-spa-2) 
structures were localized as minima. The 1-VII-prot and the 1-VII-spa 
aggregates were found to be a symmetric cubic cluster very similar to the 
cubic water octamer.
34
 As in aggregates with four water molecules, these two 
clusters are the non protonated and protonated forms of the same molecular 
arrangement. In our search we have been looking for configurations where the 
ammonia molecule was present in the center of the cluster and surrounded by 
up to seven water molecules, but we have found none. 
The variation of the bond length can be easily analyzed using Figure 
5a, where the values of the longest O-H bond in each type of complexes are 
plotted against the number of water molecules. We have chosen that bond 
because it is the more sensitive to the dissociation process. As can be seen for 
ammonia complexes, when new water molecules are incorporated to the 
complex, the O-H bond becomes larger, although it seems to have an 
asymptotic behavior with a limiting value around 1 Å in the cyclic complexes 
and close to 1.01 Å in the spatial configurations. The bond length remains 
almost constant for the protonated forms with the exception of the aggregate 
with six water molecules, in which there is an increment of around 0.03 Å. 
Unlike in the other structures, this behavior can be associated to the 
asymmetry present in this conformation. Besides, it can be noticed that this 
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bond length is larger on the protonated than in the cyclic and spatial 
conformations. This fact is due to the lack of the transferred proton, so the 
remainder hydrogen atoms have to cover the whole volume to perform the net 
of hydrogen bonds between water molecules.  
 
 
Figure 5: Variation of the longer O-H distance with the size of the cluster obtained 
with the DFT/B3LYP method. 
 
The complexes with methylamine up to three water molecules behave 
similar to those with ammonia (see Figure 2). One linear (2-I) and one cyclic 
structure (2-II-cyc) were found for the aggregates with one and two water 
molecules, respectively. The complex with three water molecules presents two 
cyclic structures (2-III-cyc and 2-III-cyc-ext). Two cyclic structures (2-IV-
cyc and 2-IV-cyc-ext) were also found when a fourth water molecule was 
included. As it happens with the ammonia complexes, by adding a fourth 
water molecule it is possible to obtain more compact structures. We have 
found two dissociated structures where the dissociation and formation of the 
ionic pair is possible. One of them (2-IV-prot) is similar to that obtained for 
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ammonia (1-IV-prot), with three N-H groups participating in hydrogen bonds. 
The second protonated structure found (2-IV-prot-met) involves the methyl 
group being part in the chain of hydrogen bonds. Obviously, this last structure 
is not possible for ammonia complexes because no methyl group is present. 
Also, we have located a spatial configuration (2-IV-spa), which is the non 
protonated counterpart of the 2-IV-prot conformation. The diversity of 
structures increases for complexes with five water molecules. There exist two 
cyclic structures (2-V-cyc and 2-V-cyc-ext) and also spatial forms where the 
methyl group intertwines with the hydrogen bonds net (2-V-spa) and where it 
does not (2-V-spa-2). Within the protonated conformations we have located a 
protonated shaped-diamond structure (2-V-prot) and also two structures where 
the methyl group is participating in the hydrogen bonds. In one of them (2-V-
prot-met) there is a molecule of water separating the ions meanwhile in the 
other one (2-V-prot-met-2) the methyl group is linked directly to the 
hydroxide anion. The structures found for aggregates containing six water 
molecules are similar to those with four molecules, i.e. two cyclic structures 
(2-VI-cyc and 2-VI-cyc-ext), one spatial (2-VI-spa) and two protonated (2-
VI-prot and 2-VI-prot-met). Finally, for seven water molecules we were only 
able to localized one cyclic structure (2-VII-cyc-ext) since the cyc 
conformation goes to a spatial form. Like in the aggregates with ammonia, two 
spatial forms were located, one with a cubic disposition (2-VII-spa) and in the 
other (2-VII-spa-2) this cubic geometry is distorted since the methyl group is 
involved in the hydrogen bonds net. Also like in ammonia, the protonated 
form with cubic symmetry was obtained (2-VII-prot). This is the most stable 
protonated form in small clusters so no further search for other protonated 
structures was performed.  
The trends followed in the variations of the O-H bond lengths for 
methylamine complexes, in Figure 5b, are comparable to those shown above 
for ammonia aggregates. That bond distance suffers a lengthening when new 
water molecules are added. Again the limit value of that length is very close to 
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1 Å for the cyclic forms. However, in the spatial configurations the bond 
length does not seem to reach any limit yet and the values are 0.01 Å larger 
than in ammonia. Concerning the protonated conformations, the O-H bonds 
are longer than in the non protonated minima, as it happened with the 
ammonia complexes, but the differences between the values of the spatial and 
the protonated configurations are smaller than in ammonia. As well as in the 
complexes with ammonia, there is a peak in this curve for the protonated 
structures, but it occurs at different number of water molecules according to 
the protonated conformation. It is located at five water molecules for the prot-
met and at six water molecules for the prot conformation. As it happened for 
ammonia, both complexes correspond to highly asymmetric structures (2-V-
prot-met and 2-VI-prot).  
Figure 3 shows the minimum energy structures found for 
dimethylamine water clusters. There are resemblances between the structures 
and those found previously for ammonia and methylamine complexes. Thus, 
for the dimethylamine water dimer the more stable structure (3-I) has a 
hydrogen bond of 1.91 Å and for the complex with two water molecules a 
cyclic structure appears (3-II-cyc). Nonetheless, for the structures with 
dimethylamine and three water molecules it appears a new kind of cyclic 
conformation (3-III-cyc-met) besides the cyclic conformations similar to 
those found for the previous complexes (3-III-cyc and 3-III-cyc-ext). In this 
new conformation it is established a net of hydrogen bonds that involves two 
C-H bonds of the methyl groups with C-H···O distances of about 2.5 Å. We 
expect for this kind of structures to be less stable but still of some importance. 
It is of interest to point out that this kind of structures could also be possible 
for methylamine aggregates with one methyl group. However, despite all our 
searching efforts, we could not obtain that kind of structures in methylamine 
complexes. The cyclic structures of complexes with four water molecules (3-
IV-cyc and 3-IV-cyc-ext) are similar to those for methylamine with the 
exception of the structure 3-IV-cyc-met, in which there exists the C-H···O 
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contacts previously mentioned. Also, a protonated structure that involves one 
methyl group has been located (3-IV-prot-met). It should be mentioned that, 
as it has been seen before in protonated complexes (prot) with four water 
molecules, diamond-shaped structures favor the dissociation more than other 
configurations, but they need at least three N-H bonds in order to be 
established. It is possible for ammonia and methylamine but not for 
dimethylamine, where the third N-H group is substituted by a methyl group in 
a similar way to the prot-met complexes of methylamine. This is the same 
reason why spatial structures (spa) found with ammonia and methylamine 
were not located in clusters of dimethylamine and four water molecules. The 
extra methyl group also decreases the number of arrangements in aggregates 
of dimethylamine with five water molecules since the diamod-shaped 
structures (prot) cannot exist and neither their non protonated counterparts. 
Three structures with one methyl group participating in the net of hydrogen 
bonds have been found, two of them are dissociated forms (3-V-prot-met and 
3-V-prot-met-2) and the other (3-V-spa) is a spatial configuration. We looked 
for structures in which both methyl groups were involved in hydrogen bonds 
but none was found and all attempts finished in the cyc or cyc-ext structures. 
All conformations obtained for complexes of dimethylamine with six water 
molecules are quite similar to those found for methylamine. Two cyclic 
structures (3-VI-cyc and 3-VI-cyc-ext) and a spatial conformation (3-VI-spa) 
appear for these clusters. The arrangement of the water molecules for this last 
cluster is analogous to the prism conformation of the water hexamer, but it is 
disrupted by the hydrogen bonds with the molecule of dimethylamine.
36
 Of 
course the protonated conformation denoted as prot on previous aggregates of 
methylamine was not found since there are not three N-H bonds available in 
this complex. In the obtained protonated conformation (3-VI-prot-met) the 
methyl group is participating in the hydrogen bond network. The same 
happens for complexes with seven water molecules where one cyclic structure 
(3-VII-cyc-ext), one protonated (3-VII-prot-met) and one spatial (3-VII-spa) 
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have been found. The two last structures are rather different to those found in 
complexes with ammonia and methylamine because the methyl group distorts 
the cubic symmetry located on those complexes. Analyzing the O-H bond 
lengths depicted in Figure 5c we can say that they present a similar behavior to 
the previous systems. The new cyc-met conformation found has an 
intermediate behavior between the cyc and cyc-ext forms keeping the value of 
the O-H bond almost constant and very close to 1 Å. The O-H bond length 
decreases drastically in the spatial forms from five to six water molecules, the 
same occurs in trimethylamine (Figure 5d) but with a larger shortening. 
In order to complete the study, complexes with trimethylamine have 
also been considered. The arrangements found for those complexes are shown 
in Figures 4 and 5d. The number of different arrangements with this molecule 
is smaller than with the previous molecules as a consequence of the limitations 
of trimethylamine to be incorporated into the net of hydrogen bonds of the 
complexes due to the presence of the three methyl groups. As can be seen in 4-
I, trimethylamine can only acts as acceptor in a classical hydrogen bond by 
using the lone pair of the nitrogen. Therefore, in the complex with two water 
molecules (4-II-cyc), trimethylamine establishes C-H···O contacts, besides a 
classical hydrogen bond, in order to get some extra stabilization. The 
intermolecular distances of the C-H···O contacts are around 2.7 Å, so the 
contribution of a single contact is much weaker than the contribution of a 
classical hydrogen bond. As a result, these complexes are restricted to cyc-ext 
(4-III-cyc-ext and 4-IV-cyc-ext) and cyc-met (4-III-cyc-met and 4-IV-cyc-
met) structures up to four molecules. From five water molecules the cyc 
structures are substituted by spatial configurations. Thus, when the number of 
molecules increases the optimizations converge to the cyc-ext (4-V-cyc-ext, 4-
VI-cyc-ext and 4-VII-cyc-ext) and to the spa (4-V-spa, 4-VI-spa, 4-VI-spa-2 
and 4-VII-spa) configurations. Generally, for these spatial conformations the 
arrangement of the water molecules is the same as the water clusters but with 
the trimethylamine molecule bonded to one water molecule. Thus, the 4-VI-
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spa has the same arrangement as the prism conformation of the water 
hexamer, the 4-VI-spa-2 is analogous to the cage structure of the water 
hexamer and the 4-VII-spa is like the water heptamer.
35,36
 This kind of 
configurations, where the water arrangement is almost like the cluster with 
only water molecules, can occur with other amines of this study, but the 
distortion of the pure water cluster will get larger when the ability of the amine 
to become part of the net of hydrogen bonds increases. We were not able to 
find any dissociated structure, most likely this is related with the limited 
capacity of trimethylamine to interwine with the hydrogen bonds net. 
Moreover, and as it had been said before, optimizations were carried 
out at MP2 level. Results obtain are quite similar to DFT ones with the 
exception of some structures. For all the complexes (except ammonia 
complexes) with six and seven molecules, all the optimizations attempts with 
cyclic structures ended in a non planar bicyclic compound.  
 
3.2 Energies 
The B3LYP deformation and binding energies for all discussed 
structures are collected in Tables 1 to 4.  Mostly, MP2 results predict similar 
values, although they are slightly lower than DFT results (see Appendix B). As 
shown in the mentioned Tables, the deformation energy of all protonated 
complexes is very large. This was expected as it reflects the dissociation of a 
water molecule that involves a large energetic cost. So, as we can establish by 
the binding energy, up to seven water molecules the stabilization gained when 
the ionic pair is formed is not enough to compensate the energetic cost due to 
the dissociation.  
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n
 
 Edef Ebind 
1 1-I 0.59 -26.15 
2 1-II 2.34 -61.55 
3 1-III-cyc-ext 3.05 -90.50 
3 1- III-cyc 5.44 -104.01 
4 1-IV-cyc-ext 6.69 -138.24 
4 1-IV-cyc 7.78 -139.49 
4 1-IV-prot      750.02 -85.56 
4 1-IV-spa 8.26 -127.77 
5 1-V-cyc-ext 8.83 -171.96 
5 1-V-cyc 9.50 -168.36 
5 1-V-prot     1123.57 -131.67 
5 1-V-spa 9.89 -173.72 
5 1-V-spa-2 9.59 -172.32 
6 1-VI-cyc 10.69 -198.11 
6 1-VI-cyc-ext 10.25 -202.01 
6 1-VI-prot       694.36 -178.04 
6 1-VI-spa 11.70 -217.97 
7 1-VII-cyc-ext 11.60 -234.31 
7 1-VII-prot     1176.24 -239.19 
7 1-VII-spa 16.17 -273.54 
7 1-VII-spa-2 13.53 -257.94 
 
Table 1: Deformation and binding energies (kJ/mol) of ammonia-water clusters at the 
B3LYP/6-311+G(2d,2p) computational level. 
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Table 2: Deformation and binding energies (kJ/mol) of methylamine-water clusters at 
the B3LYP/6-311+G(2d,2p) computational level. 
n  Edef Ebind 
1 2-I 0.96 -27.69 
2 2-II 3.04 -63.47 
3 2-III-cyc-ext 3.61 -93.10 
3 2-III-cyc 6.71 -105.86 
4 2-IV-cyc-ext 7.22 -138.99 
4 2-IV-cyc 9.40 -141.21 
4 2-IV-prot        763.84 -102.18 
4 2-IV-prot-met        650.54 -83.04 
4 2-IV-spa 10.03 -128.77 
5 2-V-cyc-ext  9.28 -172.62 
5 2-V-cyc 11.19 -167.62 
5 2-V-prot         736.94 -147.50 
5 2-V-prot-met 546.87 -123.71 
5 2-V-prot-met-2 951.26 -107.96 
5 2-V-spa 10.61 -174.65 
5 2-V-spa-2 12.82 -160.13 
6 2-VI-cyc  12.57 -197.47 
6 2-VI-cyc-ext  10.61 -203.32 
6 2-VI-prot         713.28 -193.82 
6 2-VI-prot-met 637.70 -203.14 
6 2-VI-spa 12.66 -213.63 
7 2-VII-cyc-ext 12.07 -235.89 
7 2-VII-prot       1190.63 -255.18 
7 2-VII-spa 18.35 -274.56 
7 2-VII-spa-2 14.59 -258.99 
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n  Edef Ebind 
1 3-I 1.27 -27.37 
2 3-II 3.51 -63.62 
3 3-III-cyc-ext 4.13 -91.34 
3 3-III-cyc 7.50 -105.89 
3 3-III-cyc-met 7.09 -95.33 
4 3-IV-cyc-ext  7.65 -138.99 
4 3-IV-cyc 10.41 -141.27 
4 3-IV-cyc-met  9.10 -124.41 
4 3-IV-prot-met         657.30 -95.21 
5 3-V-cyc-ext  9.58 -172.39 
5 3-V-cyc 12.38 -167.26 
5 3-V-prot-met         589.94 -133.56 
5 3-V-prot-met-2         969.75 -117.95 
5 3-V-spa 14.40 -159.57 
6 3-VI-cyc 12.43 -209.55 
6 3-VI-cyc-ext 10.94 -202.68 
6 3-VI-prot-met 996.06 -161.72 
6 3-VI-spa 13.14 -213.16 
7 3-VII-cyc-ext 12.50 -235.6 
7 3-VII-prot-met 647.39 -225.53 
7 3-VII-spa 18.56 -258.06 
 
Table 3: Deformation and binding energies (kJ/mol) of dimethylamine-water clusters 
at the B3LYP/6-311+G(2d,2p) computational level. 
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n  Edef Ebind 
1 4-I 1.36 -26.08 
2 4-II-cyc 4.20 -57.77 
3 4-III-cyc-ext 4.36 -90.46 
3 4-III-cyc-met 7.18 -92.16 
4 4-IV-cyc-ext 7.83 -138.17 
4 4-IV-cyc-met 9.02 -123.54 
5 4-V-cyc-ext 9.70 -171.37 
5 4-V-spa 10.84 -148.47 
6 4-VI-cyc-ext         11.38 -202.17 
6 4-VI-spa 10.66 -208.47 
6 4-VI-spa-2 11.55 -207.46 
7 4-VII-cyc-ext         12.64 -234.17 
7 4-VII-spa 12.48 -254.61 
 
Table 4: Deformation and binding energies (kJ/mol) of trimethylamine-water clusters 
at the B3LYP/6-311+G(2d,2p) computational level. 
 
 
This issue can be easily seen in Figure 6, where the variation of the 
binding energy versus the number of water molecules for each complex is 
represented. Clearly the binding energy becomes more negative as further 
water molecules are incorporated since new hydrogen bonds are formed. We 
also can see that by adding a fifth water molecule the stability of the cyclic 
structures is reverted and the cyc-ext conformation become more stable than 
the cyc one. This fact points out that when the size of the cluster increases, the 
preferred configuration for the water is the self-association, keeping the amine 
out of the hydrogen bond network. 
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Figure 6: Variation of the binding energy (ΔEbind in kJ/mol) with cluster size obtained 
with DFT/B3LYP method. 
 
These results suggest the dominance of the water-water contact over 
the interaction between water and amine when new water molecules are 
included. This behavior may be related to the cooperativity of the hydrogen 
bonds.
42,43,44
 The preference by the water-water contact also explains the 
reason why the spatial structures become the most stable configurations from 
clusters with five water molecules in ammonia and methylamine, and from six 
in dimethylamine. It may be seen as the “n” water molecules arrange 
themselves in the best disposition to maximize the water-water bonds and try 
to incorporate the amine as other water molecule to get closer to the “n+1” 
cluster of water molecules. Although, this is not possible with dimethylamine 
in aggregates with five water molecules since the distortion is too big because 
those molecules are too different from water. Therefore, the most stable cluster 
of dimethylamine with five water molecules is a water ring of five water 
molecules (the most stable conformation for this number of water molecules) 
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with an external amine bonded to one of these water molecules. As can be 
seen, up to seven water molecules the protonated conformations are never the 
most stable for any of the studied amines. However, the energetic difference 
between the protonated structure and the most stable conformation generally 
decreases with the number of water molecules, suggesting that the protonated 
configuration would be the most stable if enough water molecules are 
included. Usually the most stable protonated form is the counterpart of the 
most stable configuration, as it can be seen in complexes of seven water 
molecules with ammonia and with methylamine. Aggregates with 
methylamine (Figure 6b) have the smallest energy difference between the 
spatial configuration and its protonated counterpart. 
 
 
Figure 7: Variation of the incremental binding energy (ΔEbind(n)-ΔEbind(n-1) in kJ/mol) 
with cluster size obtained with DFT/B3LYP method for the most stable clusters. 
 
Besides analyzing the global stability of the monomers, Figure 7 shows 
the change in the binding energy (Ebind(n) – Ebind(n-1)) resulting from including a 
new water molecule for the most stable clusters. Regarding the ammonia and 
methylamine complexes, when the first water molecule is added, a hydrogen 
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bond is formed, so the stability increases. For the complexes with two water 
molecules, three hydrogen bonds are formed and the relative stability 
continues increasing. When a third water molecule is aggregated the result 
shows that three is the optimum number of water molecules to establish a 
cyclic structure with ammonia and methylamine molecules. By adding a fourth 
water molecule there is a decrease of the relative stability gained in previous 
cases. When a fifth molecule is included, the spa configuration predominates, 
but the gained stability is still lower than in the previous complexes. This 
tendency is reverted in clusters with six water molecules and is even larger for 
complexes with seven water molecules. Thus, the greatest stabilization appears 
in the spatial complex with seven water molecules, reflecting the highly 
symmetric cubic arrangement. The results for the incremental binding energy 
of dimethylamine (Figures 6c and 7) are quite similar to previous molecules, 
although the cyc-ext configuration is the most stable in clusters with five water 
molecules. Also, the stabilization from complexes with six water molecules to 
complexes with seven water molecules, which is the greatest, is much smaller 
than in the previous systems. 
Energy data for the complexes with trimethylamine are collected in 
Table 4 and in Figures 6d and 7. The obtained results for this system are quite 
different from those of previous molecules treated in this study. Thus, there are 
only three kinds of structures in this cluster and protonated conformations 
have not been found. Regarding the stability of these compounds, although the 
binding energy is similar between both cyclic configurations only for the 
complex with three water molecules the cyc-met structure is more stable than 
the cyc-ext. This last conformation is the most stable up to aggregates with 
five water molecules. When a sixth and a seventh molecule is included the spa 
configuration becomes the most stable. As it has been said, the behavior of 
these systems may be explained by the dominance of the water-water contact 
over the interaction between water and amine. The variations of energy per 
water molecule given in Figure 7 show graphically how different is the 
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behavior of clusters with trimethylamine regarding to the other systems treated 
in this work. This point can be observed for the complex with four water 
molecules, where the largest stabilization of this system is gained in the cyc-
ext structure when a fourth water molecule is added. The reason for this 
change may be the lower stability of the complex with three water molecules 
since the cooperative effects for the cyc-met structure are not as strong as for 
the cyc-ext conformation. It gives an extra stabilization of the cyc-ext 
conformation when clusters with three and four water molecules are 
compared.  
 
3.3 Vibrational frequencies 
Vibrational frequencies were calculated at DFT computational level for 
each optimized conformation in order to confirm that they correspond to a 
minimum. Also, by analyzing the normal modes of the bonds specifically 
involved in the interactions, we have obtained information about the 
characteristics of the bonds and their changes when new water molecules are 
incorporated to the cluster. Particularly, in this work we have analyzed the 
stretching frequency of the closest O-H bond to the amino group (Table 5) and 
the stretching frequency of the longest N-H bond (Table 6). 
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n Cyc Cyc-ext Spa Spa-2 
Ammonia         
1 3556 ··· ··· ··· 
2 3370 ··· ··· ··· 
3 3186 3498 ··· ··· 
4 3123 3499 3028 ··· 
5 3096 3517 3376 3419 
6 3105 3516 3113 ··· 
7 ··· 3508 2980 3378 
Methylamine         
1 3486 ··· ··· ··· 
2 3286 ··· ··· ··· 
3 3082 3376 ··· ··· 
4 2991 3426 2898 ··· 
5 2968 3455 3295 2821 
6 2963 3449 3187 ··· 
7 ··· 3440 2828 3289 
Dimethylamine         
1 3450 ··· ··· ··· 
2 3233 ··· ··· ··· 
3 3022 3335 ··· ··· 
4 2919 3373 ··· ··· 
5 2886 3420 2725 ··· 
6 2882 3413 2969 ··· 
7 ··· 3395 3161 ··· 
Trimethylamine         
1 3439 ··· ··· ··· 
2 3185 ··· ··· ··· 
3 3316 3057 ··· ··· 
4 3358 3035 ··· ··· 
5 ··· 3402 2940 ··· 
6 ··· 3389 3240 3302 
7 ··· 3381 3259 ··· 
 
Table 5: Vibration modes (cm-1) associated with the stretching frequency of the 
closest O-H bond to the amino group obtained at the B3LYP/6-311+G(2d,2p) 
computational level. 
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Table 6: Vibration modes (cm
-1
) associated with the stretching frequency of the 
longest N-H bond obtained at the B3LYP/6-311+G(2d,2p) computational level. 
 
As it was expected, for all studied molecules the formation of clusters 
with a single water molecule outcomes in a redshift as a consequence of the 
weakening of the O-H bond (see Table 5). The magnitude of the shift increases 
with the increment in the amine size, ranging from 254 cm
-1
 for ammonia to 
371 cm
-1
 for trimethylamine (with respect to the symmetric stretching mode of 
the water molecule: 3810 cm
-1
). This is inversely correlated with the variation 
in the intermolecular distances between the water molecule and the amines, 
which decreases when the cluster size increases, but it does not seem to have 
any relation with the binding energies change. Furthermore, cyc (cyc-met for 
n Cyc
 
Prot 
(sym) 
Prot (asym) Spa Spa-2 
Ammonia      
1 3468 ··· ··· ··· ··· 
2 3436 ··· ··· ··· ··· 
3 3381 ··· ··· ··· ··· 
4 3365 2994 2972/2968 3418 ··· 
5 3353 ··· 3041/2916/2854 3442 3434 
6 3363 ··· 3109/2844/2800 3399 ··· 
7 ··· 2947 2889/2889 3416 3448 
Methylamine      
1 3561 ··· ··· ··· ··· 
2 3452 ··· ··· ··· ··· 
3 3408 ··· ··· ··· ··· 
4 3384 3036 3026/3020 3437 ··· 
5 3372 ··· 3091/2986/2935 3394 3453 
6 3368 ··· 3155/2925/2887 3390 ··· 
7 ··· 3005 2965/2965 3434 3467 
Dimethylamine      
1 3510 ··· ··· ··· ··· 
2 3463 ··· ··· ··· ··· 
3 3416 ··· ··· ··· ··· 
4 3391 2818 2775 ··· ··· 
5 3388 ··· 2972/2647 3402 ··· 
6 3385 ··· 2828/2668 3403 ··· 
7 ··· ··· 3035/2387 3455 ··· 
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trimethylamine) complexes experience redshift when new water molecules are 
added to the cluster. The shift of the O-H stretching frequencies becomes 
smaller when the number of water molecules increases. It is likely because the 
distortion effect produced by the water molecules is partially loss when the 
cluster size increases. Moreover, the frequency variation from the cluster with 
two water molecules to the six water molecules cluster growths with the amine 
size in the cyc complexes, being about 8% for ammonia, 9% for methylamine 
and 11% for dimethylamine. That shift is about 4% for the cyc-met complexes 
of trimethylamine. However, the cyc-ext compounds behave differently from 
other cyclic forms. Thus, a common trend can be noticed in all cyc-ext 
compounds regarding to the O-H bond stretching frequency, i.e., up to five 
water molecules there is a blueshift (from 19 cm
-1
 for ammonia to 85 cm
-1
 for 
dimethylamine) but starting from five molecules a redshift is observed. This 
issue can be explained by the geometry of the configurations obtained when 
the size of the cluster increases by adding up new water molecules. Up to five 
molecules, the intramolecular bond length between the hydrogen and oxygen 
atoms forming the cycle is increasing as the size of the cycle grows, so the 
calculated O-H bond involved in the studied frequency decreases taking place 
a blueshift. However, when the cluster is composed of six and seven water 
molecules, the length of the intramolecular O-H bonds inside the cycle 
diminish, while the external O-H bond increases and the subsequent redshift in 
the frequency appears. The frequencies of the spatial forms (spa) behave 
differently for ammonia and methylamine than for dimethylamine and 
trimethylamine. For the first two molecules there is a blueshift from clusters of 
four to five water molecules and then a redshift takes place for the remaining 
clusters. However, for the last two molecules there is always a blueshift up to 
seven water molecules. This is directly related with the H···N intermolecular 
distance. Thus, for ammonia and methylamine this intermolecular distance 
increases between clusters with four and five water molecules, and decreases 
from the cluster of five to the cluster of six and from the cluster of six to the 
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cluster of seven water molecules. Commonly, when the intermolecular 
distance increases the O-H bond decreases and vice versa, which gives a 
blueshift and a redshift, respectively. 
Another set of frequencies was analyzed. They correspond to the most 
relevant N-H bonds, that is, the longest N-H bond for cyclic and spatial 
complexes and all N-H bonds for the protonated forms (see Table 6). They 
were analyzed for all complexes except for those of trymethylamine where the 
N-H bond does not exist. As it happens for the O-H frequencies, a redshift 
takes place in the cyclic and spatial compounds (with respect to the 
asymmetric stretching frequency of the ammonia molecule, 3586 cm
-1
). 
However, in this case, for the cyclic configurations the values of the redshifts 
decrease when the cluster size increases (223, 218 and 201 cm
-1 
for ammonia, 
methylamine and dimethylamine respectively). On the other hand, as it is 
expected since they do not participate in the dissociation process, the 
frequency values for the cyc-ext complexes remain almost constant (around 
3468 cm
-1
 for ammonia, 3490 cm
-1
 for methylamine and 3508 cm
-1
 for 
trimethylamine complexes). For all spatial forms (spa) a blueshift occurs when 
the size of the cluster increases, except when we consider clusters of five and 
six water molecules with ammonia or with methylamine. The redshift for these 
systems is due to an important decrease of the O···H-N intermolecular 
distance in the cluster with six water molecules. 
The N-H stretching frequencies have been analyzed on the most stable 
protonated compounds and they are closely related to the degree of symmetric 
arrangement in the clusters. For ammonia and methylamine complexes, 
clusters with four and seven water molecules present a high symmetric 
arrangement. Hence, a symmetric stretching mode appears associated to only 
these complexes. The value of this vibrational mode is 2994 cm
-1
 for ammonia 
and 3036 cm
-1
 for methylamine complexes with four water molecules, and 
2947 cm
-1
 for ammonia and 3005 cm
-1
 for methylamine for complexes with 
seven water molecules. On the contrary, the asymmetric modes are quite 
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similar or alike. Clusters with five and six water molecules do not present 
symmetric arrangement and, therefore we have not located any symmetric 
mode. However, we have found three asymmetric stretching frequencies for 
each of these complexes. In all cases we can observe red and blue shifts 
present in the cluster due to the weakening and strengthening of the bonds 
because of the asymmetric arrangement. Protonated complexes of 
dimethylamine behave differently since there is no symmetry, which is 
reflected in the found asymmetric frequencies of vibration. The only exception 
is the complex with four water molecules, which has a symmetric 
arrangement, and so a symmetric vibration mode appears at 2818 cm
-1
.  
When the protonation takes place, the O-H stretching frequency of the 
hydroxide anion appears. Its value is around 3875 cm
-1
 for clusters with four 
water molecules and around 3865 cm
-1
 for other protonated clusters. The 
position of the signals for the hydroxide anion seems to be independent of the 
number of water molecules involved. This suggests that whatever is the 
difference due to the size of the cation, the hydroxide group would be 
sheltered in the complexes by the intervening water molecules acting as a 
shield between the cation and the anion.  
Vibrational frequencies were also calculated at MP2 computational 
level (see Appendix B). The obtained frequency values are similar to those 
found previously with DFT calculations and they show the same trends. 
 
4. CONCLUSIONS 
Calculations at B3LYP and MP2 level with the 6-311++G(2d,p) basis 
set were performed in clusters up to seven molecules of water to characterize 
the microsolvation of a group of amines (ammonia, methylamine, 
dimethylamine and trimethylamine). Both methods gave similar results and 
several mimima have been located for each cluster. In general, the obtained 
structures follow some structural patterns. We have found cyclic aggregates 
connected by hydrogen bonds where the amine becomes part of the cycle 
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(cyc), cyclic aggregates of water molecules which are bound to the amine for a 
single hydrogen bond (cyc-ext), cyclic aggregates where the methyl groups are 
participating in the hydrogen bond net (cyc-met), spatial clusters (spa) where 
the amine intertwines with the hydrogen bonds net giving rise to structures 
with shape along three dimensions, and dissociated structures where the 
complex consist of an ionic pair of ammonium cation and hydroxide anion and 
some molecules of water (prot and prot-met). In several cases the spatial and 
dissociated clusters correspond to the non protonated and protonated forms of 
the same molecular arrangement. Usually, a progressive lengthening of the O-
H distance can be observed as the number of water molecules in the clusters 
increases. These variations most likely reflect the trend of the aggregates to 
dissociate when the number of water molecules is increasing. In general, the 
most stable structures correspond to the cyc conformations for clusters up to 
four water molecules. In clusters with five water molecules the most stable 
structure is the spa for ammonia and methylamine and the cyc-ext for 
dimethylamine and trimethylamine. The spa structure is the most stable 
configuration for complexes with six and seven water molecules in all 
systems. The protonated conformations are never the most stable 
configurations. However, the energetic difference between the protonated 
structure and the most stable conformation generally decreases with the 
number of water molecules, suggesting that the protonated configuration 
would be the most stable if enough water molecules are included. Aggregates 
with methylamine have the smallest energy difference between the dissociated 
and non dissociated configurations. In general, the analysis of the O-H 
stretching frequencies shows redshifts when the number of water molecules 
increases, which reflects the trend to protonate when the number of water 
molecules rises. The calculations suggest the dominance of the water-water 
contact over the interaction between water and amine, which may explain why 
complexes where the amine was present in the center of the structure were not 
located.  
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1. INTRODUCTION 
 Molecular recognition of anions plays a significant role in biological 
and environmental processes such us the design of anion 
channels/transporters
1,2
, membranes
3
, treatment of pollutants
4
, etc. As a 
consequence, this area of supramolecular chemistry of anions is experiencing a 
growing interest.
5
 
 In recent years there have been a great number of studies of both 
theoretical and crystallographic determinations that describe non covalent 
interactions between the anion and the molecular guest.
4,6-18
 Among the 
different types, anion-pi interactions are of particular interest since they 
present a series of advantages that improves their selectivity and directionality, 
namely the neutrality of the receptors, the variety in size and shape of the 
anions, the wide range of stability given by these interactions, etc.
19
 These 
characteristics turn anion-pi interactions into a potential tailor-made solution 
for several problems involving anions. Most of the experimentally observed 
anion hosts that present anion-pi interactions also showed other types of 
interactions such as hydrogen bonding, electrostatic interaction, coordination 
to a metal ion and ion pairing.
12,20,21
 Despite the number of solid state and 
theoretical studies on anion-pi interactions, only a few studies have addressed 
these kind of interactions in solution.
22,23
  
With the aim to contribute to the increasing knowledge about and to 
test the limits of the anion-pi interactions, we have carried out several 
theoretical studies in gas phase and in solution on molecular systems that can 
be used as potential hosts for anion recognition. We have decided to study 
molecular tweezers similar to those synthesized by Klärner’s group24 since 
they are simple enough, from a computational point of view, and they present 
only interactions between the aromatic rings and the host, which provides a 
useful model to study anion-pi interactions in depth. However, these molecular 
tweezers are reported to bind on electrodeficient aromatic and aliphatic 
substrates as well as organic cations. Complexes between these molecular 
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tweezers and electron-rich aromatic, aliphatic or anionic substrates have not 
been observed. Recently, using theoretical models, we have shown the 
feasibility of this family of molecular tweezers to bind anions, provided the 
aromatic rings have enough fluorine substitution.
25
 We  were also able to 
quantify and characterize the individual anion-pi interactions between halides 
and the fluorine substituted molecular tweezers, using density functional and 
MP2 models and the QTAIM theory.
26
 The interaction energies were close to 
those observed for molecular tweezer binding cations,
27
 even if the molecular 
electrostatic potentials inside the cavity were slightly negative. This fact points 
out the relevance of the exchange-repulsion, dispersion and inductive energies 
in the description of this type of binding.
28
 
Here we present several structural modifications to the original 
molecular tweezer 1 (Scheme 1), which were made with the aim of improving 
its binding capacity towards anions. One of the limitations of molecular 
tweezer 1 is the fact that its molecular electrostatic potential inside the cavity 
is negative, despite the fluorine substitution and, due to the hydrogen atoms in 
the hinge, more positive outside than inside. We tried to change this by 
making slight changes to the structure. The main modification introduced to 
the structure was the substitution of the methylene bridged hinges by two 
dioxin rings in the pincers of the tweezer and changing the other two 
methylene bridges by two oxy bridges, yielding structure 2 (Scheme 1). The 
hydrogens of the aromatic rings were substituted by fluorine atoms, 2-F, or by 
cyanide groups, 2-CN. The proposed modifications raise the molecular 
electrostatic potential inside the cavity and provide more conformational 
flexibility. Using theoretical methods we have quantified the energetics 
involved in the process of anion recognition. We have studied the interactions 
of these proposed tweezers with several halide anions (Cl
-
, Br
-
 and I
-
) since 
they are the most computationally manageable anions (we did not study the F
-
 
anion complexes due to their different interaction with the tweezers, as pointed 
out in a previous paper).
26
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Scheme 1 
 
2. METHODOLOGY 
 Optimizations of the structures were performed with the Gaussian03 
program,
29
 employing the density functional method with the MPW1B95 
functional proposed by Thrular, that gives reasonable results on systems where 
dispersion energies are relevant.
30
 All atoms were described by the 6-31+G* 
basis set except the iodine atom represented by the basis set and effective core 
potential of LaJohn, Christiansen et al.
31
 a
 
procedure that allow us to compare 
the result with those obtained in our previous studies.
25,26 
 In all cases the anion 
is located in the center of the tweezer despite the fact that we have tried 
different initial positions only in the case of the Cl
-
 complexes were we able to 
find other stationary points, but with energies slightly higher that the one 
reported. On the obtained optimized structures with minimum energy single 
point MP2 energy calculation were performed. To obtain the intermolecular 
interaction energy of the ion-tweezer complexes, a basis set superposition 
error (BSSE) correction for all the complexes was carried out using the 
counterpoise (CP) method of Boys and Bernardi.
32
 The BSSE corrected 
interaction energy for the complexation process is:  
 
Eint = Ecomplex(AB) - |(EA(AB) + EB(AB))|   (7.1) 
 
where the energies are calculated for the monomers at the geometry that they 
display in the complex. The terms in parenthesis indicate the basis set used in 
the calculation: monomer A, monomer B or complex AB. The binding energy 
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results from adding the molecular deformation energy, Edef, of the monomers 
to the BSSE corrected interaction energy. The deformation energy is 
calculated as: 
Edef= |EA(A) + EB(B) – (EA
opt
 (A) + EB
opt
(B))|  (7.2) 
where the superscript ‘opt’ denotes the optimized geometry of the isolated 
monomers. 
In order to improve the energetic description of the complexation 
procedure between the anion and the tweezer, single point calculations were 
performed at different levels: density fitted second-order Møller–Plesset 
perturbation theory (DF-MP2)
33
 and DF-MP2 spin-component-scaled MP2 
(SCS-MP2)
34
 with the aug-cc-pVDZ basis set, and single point density fitted 
local second-order Møller–Plesset perturbation theory (DF-LMP2)35 and DF-
LMP2 spin-componentscaled MP2 (SCS-LMP2) with the cc-pVTZ basis set. 
These methods proved to be accurate for the description of intermolecular 
interactions energies and essentially free of basis set superposition error.
36
 
These calculations were done with the Molpro2006 program package.
37
 To 
estimate the effects of different solvents on the complexes, single point DFT 
calculations that include a polarizable continuum model PCM
38
 were also 
performed. 
To shed more light on the nature of the binding energy between the 
anions and the tweezers, we used the symmetryadapted perturbation theory 
combined with a density functional theory DFT-SAPT
39
 to obtain a physical 
interpretation of the interaction energy. In this method, the interaction energy 
is expressed as a sum of perturbative corrections in which each correction 
results from a different physical effect. The different intermolecular terms 
obtained from this method can be summarized in electrostatic, exchange-
repulsion, induction, and dispersion contributions.
28,40
 The interaction energy, 
Eint, is given by Equation 7.3: 
Eint= Ees + Eexch + Eind + Edisp     (7.3) 
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in which Ees is the electrostatic energy, Eexch is the exchange–repulsion energy, 
Eind is the induction energy, and Edisp is the dispersion energy. 
 
3. RESULTS AND DISCUSSION 
 The new proposed molecules have a structure that resembles that of 
molecular clips rather than molecular tweezers (see Scheme 1), with the two 
pincers almost linear (the dihedral angle C–O–O–C, with the carbons in trans, 
of the dioxin ring was in all cases near 180.01), at least while not binding to a 
guest. Due to the small frequency of the butterfly vibrational mode of the 
dibenzo-p-dioxin fragment,
41
 the dioxin ring provides enough conformational 
flexibility so the pincers could slightly bend upon binding to the guest. 
 
 
Figure 1. Electrostatic molecular potential (atomic units) of the tweezers: (a) tweezer 
2-F, (b) tweezer 2-CN, (c) tweezer 2-CN in water. 
 
Apart from the geometrical changes, the most significant effect caused 
in the tweezers by the introduced modifications was an increase of the 
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molecular electrostatic potential inside the cavity (concave side), being 
noticeably positive in all cases and higher than the convex side. In Figure 1 we 
show the molecular electrostatic potential of 2-F and 2-CN calculated at the 
MPW1B95/6-31+G* level on a solvent accessible surface (radius of solvent 
1.5 A˚). Since electrostatic interactions seem to play a significant role in the 
global interaction energy of anions with pi systems, this distribution of the 
electrostatic potential should favor the inclusion of the anion host inside the 
cavity. This figure also shows larger positive values in the electrostatic 
potential corresponding to the 2-CN tweezer than those of the 2-F one. 
According to this, the larger interaction energies with anions will correspond 
to the former molecule. 
 
Complex Eint
a 
Edeform
a 
Ebinding
a 
Eint-MP2
b 
2-F...Cl- -33.78 2.66 -31.12 -36.96 
2-F...Br- -31.26 2.79 -28.49 -37.31 
2-F...I- -26.51 2.03 -24.48 -31.08 
2-CN...Cl- -69.31 6.93 -62.38 -71.82 
2-CN…Br- -64.94 7.20 -57.74 -70.82 
2-CN…I- -56.70 5.59 -51.31 -63.58 
 
a
 MPW1B95/6-31+G* 
b
 MP2/6-31+G* 
 
Table 1. Calculated interaction, deformation and binding energies (kcal mol_1) of the 
investigated tweezer-ion complexes 
 
The interaction, binding and deformation energies of the complexation 
process in the gas phase are shown in Table 1. The interaction energies 
between our new 2-F compounds and the different halide anions are 
significantly higher than the parent molecular tweezers, 1.
26
 The interaction 
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energies calculated at the DFT level are less negative than the MP2 and the 
SCS-MP2 energies with differences from 3 to 10% with respect to the SCS-
MP2 values (Table 2). 
 
 
Complex 
Eint-DF-MP2
a 
Eint-SCS-MP2
a 
Eint-DF-LMP2
b 
Eint-SCS-
LMP2
b 
2-F...Cl- -39.71 -36.62 -39.57 -37.50 
2-F...Br- -38.41 -34.53 -37.26 -32.56 
2-CN...Cl- -77.35 -73.00 -76.39 -73.31 
2-CN...Br- -74.45 -69.29 -71.01 -67.15 
a
Aug-cc-pVDZ basis set. 
b
cc-pVTZ basis set 
Table 2. Calculated interaction energies (kcal mol
-1
) of the investigated tweezer-ion 
complexes. 
 
 In the process of binding, the 2-F molecule closes its pincers 
significantly to accommodate the anion, mainly by closing their hinges (see 
Figure 2). There is also a grasping of the anion with the pincers which are no 
longer linear but slightly bent. The dihedral angle C–O–O–C of the dioxin ring 
is 166º for 2-F. . .Cl
-
, 169º for 2-F. . .Br
-
 and 1661 for 2-F. . .I
-
. As a 
consequence of this change in geometry, the deformation energy of this 
process is slightly higher than in the original tweezers 1 (their values were less 
than 1 kcal mol
-1
),
26
 ranging from 2.79 kcal mol
-1
 in the Br
-
 complex to 2.03 
kcal mol
-1
 in the I
-
 one. The anion is placed almost in the center of the cavity 
close to the two dioxin rings where, as can be seen in Figure 1, the molecular 
electrostatic potential is more positive. We were able to locate some stationary 
points of the 2-F. . .Cl
-
 complex with the anion located close to the terminal 
benzene rings of the pincers and close to the interior benzene rings but with 
higher energies than the one reported. We did not find these stationary points 
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with the other anions probably because their size fits the tweezers’ cavity 
better. 
 
Figure 2. Optimized structures of the  
2-F. . .Br- and 2-CN. . .Br
-
 complexes. 
 
Substituted cyano benzenes and pyrazines are electron deficient 
arenes that have been described as potential anion binding sites with, in 
some cases, interaction energies higher than in the corresponding 
fluorinated arenes.
11
 In consequence, we have evaluated the interaction 
energies of the new molecular tweezers but with cyano groups instead of 
fluorine atoms (2-CN). The interaction energy (Table 1 and 2) of 2-CN 
with the anions is practically twice the value with 2-F. To our 
knowledge, these results are much larger than any value previously 
obtained with neutral arene receptors and halide anions,
42
 and also much 
larger than the interaction energies of cations with electron rich arenes.
27 
The closing of the 2-CN tweezers upon binding is more 
pronounced, but the bending of the dioxin ring is similar to if not less 
than that of 2-F. As a consequence of this bigger change in geometry 
the deformation energy is higher (6.9 kcal mol
-1
 for 2-CN. . .Cl
-
, 7.2 
kcal mol
-1
 for 2-CN. . .Br
-
 and 5.6 kcal mol
-1
 for 2-CN. . .I
-
). Based on 
these results the chloride anion is the most stable inside the tweezer, 
both in the fluorine and the cyanide substituted tweezers. 
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 The magnitude of the calculated interaction energies at the different 
levels of theory, with values up to 70 kcal mol
-1
, points out the collaborative 
effect of the modifications introduced and also sets this new class of tweezers 
as potential hosts for anion recognition.  
 To analyze the features of the intermolecular interactions for the 
complexation of the tweezers with anions, calculations using the DFT-SAPT 
method in the bromide–hexafluorobenzene, bromide-dioxane and bromide-
tetrafluorodioxane systems were carried out. The results of these calculations 
are shown in Table 3. It can be seen that all energies increase drastically when 
the hydrogen atoms are replaced with fluorine atoms in the dioxane. This is 
due to the transfer of the charge density from the center of the ring to the 
fluorine atoms. Something analogous happens in the tweezers. Regarding the 
energies in C4O2F4 and hexafluorobenzene, the largest of the attractive 
contributions to the intermolecular energy is the induction term, about twice 
the electrostatic term. The dispersion term is not negligible and it is half of the 
electrostatic term. The exchange-repulsion energy is the largest. It is especially 
large in the C4O2F4 molecule, so the interaction energy is less attractive than 
for the hexaflorobenzene. However in the tweezer-anion complexes the anion 
is placed closer to the dioxin fragments than to the phenyl rings. This leads us 
to think that the charge density of the p system of the dioxin fragment in the 
tweezers is transferred to the neighboring rings (see Figure 1) and because of 
that, the attractive interactions in the center of dioxin ring are favored, while 
the opposite effect occurs in the adjacent rings. This is indeed confirmed by 
the analysis of the dioxin deformation density caused by the substitution of the 
fluorine atoms in tetrafluorodioxin by fluorinated benzene rings to give the 
dibenzo-p-dioxin fragment. This deformation density is shown in Figure 3. As 
one can see, there is a pi-electron density depletion within the dioxin ring in 
the region closest to the phenyl rings. This pi-electron density depletion is 
exclusively caused by a resonating effect with the phenyl ring, and is 
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responsible for the enhancement of the interaction between the anion and the 
dioxin unit. 
 
Energy C4O2H4…Br
- 
C4O2F4…Br
- 
C6F6…Br
- 
Eint -2.19 -8.43 -10.91 
Ees -0.45 -14.88 -12.46 
Eexch 7.94 43.35 28.15 
Eind -6.89 -29.39 -20.14 
Edisp -2.79 -7.50 -6.45 
Table 3. Interaction energy (kcal mol_1) components of different 
bromide complexes obtained by using the DFT-SAPT method. 
 
 
Figure 3. Isovalued (±0,005 au) surfaces of the dioxin 
deformation density caused by the substitution of  
the fluorine atoms in tetrafluorodioxin by fluorinated 
benzene rings to give the dibenzo-p-dioxin fragment. 
Blue: positive value, green: negative value. 
 
 
To study the recognition process in solution we have performed single 
point DFT calculations that include a polarizable continuum model, PCM.
38
 
The solvents chosen were: water, acetone, chloroform and DMSO. As can be 
seen in Figure 1, the electrostatic potential inside the cavity is more positive in 
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the water than in the gas phase. This effect will increase the ability of the 
tweezer to bind anions.
25
 Table 4 gives the interaction energies with the halide 
anions. Since no significant variations are expected for the BSSE due to the 
solvent, these interaction energies were obtained using the BSSE in gas phase. 
The inclusion of the solvent model in the calculations modifies significantly 
the interaction energies, being positive in some cases. As expected, as the 
polarity of the solvent increases the interaction energy decreases. This is 
because in solvent the increase of the stability of the solvated anion gets larger 
than the increase of the complex stability when the polarity of the solvent 
rises. Although the fluorine substituted tweezers show less negative interaction 
energy than the cyanide tweezers in the absence of a solvent, this difference is 
strongly reduced with complexes solvated in solvents with a large dielectric 
constant. 
 
Solvent Cl
-
 Br
-
 I
-
 
Tweezer 2-F 
Water 3.10 3.27 9.59 
DMSO 3.14 3.28 9.63 
Acetone 2.89 2.94 7.97 
Chloroform -1.91 -1.81 2.94 
Tweezer 2-CN 
Water -3.84 -2.37 8.33 
DMSO -4.26 -2.95 7.32 
Acetone -7.18 -6.11 4.12 
Chloroform -21.61 -21.07 -9.93 
 
Table 4 Calculated interaction energies (kcal mol_1) of the investigated tweezer–ion 
complexes in different solvents at the PCM MPW1B95/6-31+G* level. 
 
 The interaction energies in solvent undergo a drastic reduction with 
respect to the gas phase energies. Almost all solvated complexes with the 2-F 
tweezer are unstable; however, and according to these results, most of the 2-
CN halide complexes are stable in solution. This happens even in a solvent 
like water, with a large dielectric constant and where, to the best of our 
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knowledge, stable complexes of an anion with a neutral receptor have not been 
found.
42
 The obtained interaction energies yield most of the complexes with 
iodine as unstable. Our calculations give a relative solvation energy of iodine 
in water regarding chloride and bromide of around -2 and 5 kcal mol
-1
, 
respectively, but the relative experimental solvation enthalpies are around 11 
and 15 kcal mol
-1
.
43
 Even though a straightforward comparison between the 
solvation energy and enthalpy cannot be done, these results suggest an 
overestimation of the solvation energy of iodine by the PCM that will produce 
less stable interaction energies for the iodine complexes. 
 In order to give a qualitative picture of the path followed by the anion 
to get into the tweezers we have performed a numerical optimization 
procedure in solvent. For a fixed position of the anion, the two main dihedral 
angles (actually four angles but they are symmetric two by two) ruling the 
closing of the tweezers were used as the only variables to optimize in the 
fitting procedure of the complex energies to a quadratic equation. The anion 
was placed along two different lines: (i) the line corresponding to the C2 
symmetry axis of the tweezer and (ii) the line that passes through the center of 
the tweezer cavity and is perpendicular to one of the symmetry molecular 
planes. Figure 4 shows some of the profiles for the 2-CN tweezer when the 
bromide anion is moved along these lines in chloroform and in water. The 
plots show an asymptotic value of the energy at long distances. When the 
distance gets shorter, first the energy rises to a maximum and then it decreases 
to a minimum with the anion in the center of the tweezers. The energy of this 
minimum (at distance 0 Å) is the lowest energy for all complexes except for 
the 2-F. . .Br
-
 complex in water. In most cases when the anion reaches the 
center of the tweezer it gets trapped in a depth energy well. Figure 4a shows 
the 2-CN. . .bromide complex in chloroform increasing its energy when the 
anion is moved out from the tweezer, starting from the center of the cavity 
(taken as the energy reference) passing through a maximum and finally 
reaching an asymptotic value when both molecules are far apart (approx. 15 Å 
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). The energy difference between isolated molecules (distance 0 Å) and the 
complex is around -22 kcal mol
-1
. This value agrees with that reported in Table 
4 for this complex in chloroform, 
_
21.61 kcal mol
-1
. The same comparison can 
be made for Figures 4b–d. Thus, the energy differences obtained from Figure 
4b, c and d are around -5, -7 and 2.9 kcal mol
-1
, respectively; and the values 
reported in Table 4 for the same complexes are -1.81, -2.37 and 3.27 kcal mol
-
1
. It should be pointed out that since most of the internal coordinates have been 
fixed to the complex geometry the energy differences between isolated 
molecules and the complex are underestimated. Taking this into account, we 
can see a qualitative agreement between the data in Table 4 and the energy 
differences given by profiles in Figure 4. 
Figure 4. Energy profiles of the bromide complexes with: (a) 2-CN tweezer in 
chloroform, (b) 2-F tweezer in chloroform (c) 2-CN tweezer in water and (d) 2-F 
tweezer in water. The ion is moved out of the molecular tweezer along the axis 
perpendicular to one of the molecular symmetry planes (see text), except in b) where 
the ion is moved out of the molecular tweezer along the C2 symmetry axis. The origin 
of the profile corresponds to the anion placed at the center of the tweezer cavity. 
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4. CONCLUSIONS 
 In summary, we present here neutral molecular tweezers built only 
with electrodeficient rings so only anion-p interactions are responsible for the 
binding of anions. The modifications introduced to the tweezers improved the 
intensity of their interactions with the different halide anions. In view of the 
large magnitude of the interaction energies computed and the stability of the 
complexes in different solvents (with values up to -3.84 kcal mol
-1
 in water 
and -21.61 kcal mol
-1
 in chloroform), and in most cases a deep energy well for 
the anion in the center of the cavity, this kind of molecule is a good candidate 
as a molecular host for anion recognition. 
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1. INTRODUCTION 
 Selective recognition of anionic species by molecular receptors 
is an area of increasing interest due to the important role played by anions in 
biological fields, medical systems and environment processes.
1-6
 Some 
examples of the application of the anion molecular recognition can be seen in 
the design of anion channels/transporters,
7,8
 membranes,
9
 treatment of 
pollutants,
10
 etc. These processes of molecular recognition of guest molecules 
by synthetic hosts depend, to a very large extent, on the nature of the 
intermolecular interactions involved. So it becomes very important the 
understanding and quantification of these interactions in order to improve the 
design of new supramolecular systems as well as for developing new 
biologically active agents. In particular, interactions involving electro-
deficient aromatic rings with anions, namely anion-pi interactions,
11
 are very 
significant for protein-ligand recognition. They present a series of advantages 
that improve their selectivity and directionality, as the neutrality of the 
receptors, the variety in size and shape of the anions, the wide range of 
stability given by these interactions, etc.
11
 Their detailed study would be useful 
in the design of efficient synthetic receptors that could mimic the complex 
functions of biological systems by means of the ability to bind selectively to 
different kind of substrates. In the last years several experimental and 
theoretical studies of anion-pi interactions have been performed.
12,13
 However, 
only a few of them have addressed this kind of interactions in solution.
14-16
 
In previous works, our group has carried out several theoretical studies 
on molecular systems that can be used as potential hosts for anion 
recognition.
17-19
 In a first study we selected for our research molecular 
tweezers similar to those synthesized by Kläner et al.
20
 These consist of simple 
molecular receptors that can be characterized by the presence of two arms with 
aromatic groups connected by a more or less rigid tether (see Scheme 1a) with 
the ability to form complexes with the substrate by gripping it between the tips 
of the tweezers in a similar way to that of mechanical tweezers. They have the 
Anion-pi aromatic neutral tweezers complexes. Are they stable in polar solvents? 
 
188 
 
advantage of presenting only interactions between the aromatic rings and the 
host. These tweezers were initially designed to bind aromatic guest 
molecules.
21-25
 However, by introducing electronegative substituents such as 
fluorine in the aromatic rings we were able to tuning the electrostatic potential 
inside the tweezers’ molecular cavity and to make it work as a good anion 
receptor. A recent synthetic work has shown this fluorination as a viable 
procedure to obtain molecular tweezers that bind to electron-rich guest 
compounds.
26
 A more important step towards the design of potentially high 
neutral receptors for anions was taken more recently by our group. By 
introducing paradibenzodioxin units in the tweezers’ arms (see Scheme 1b) we 
have enhanced the stabilization of tweezers-anion complex and, what is even 
more interesting, we have also shown that the replacement of fluorine by 
strong deactivating groups such as cyanide improves significantly the ability 
of the tweezers to bind anions. Our studies also suggest a good performance of 
these systems in polar solvents, which is crucial for the design of a good anion 
receptor, since they are expected to operate in such environments. 
 
 
Scheme 1 
 
Regarding our last findings, there are, however, important tasks to be 
undertaken in order to improve the design of neutral anion receptors in 
solution; namely, a more detailed investigation of the influence of the solvent 
on the stabilization of tweezers-anion complexes, a thorough analysis of the 
 
       
a b 
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substituents effects and how they are affected by the solvent. In this paper we 
carry out these studies using computational techniques based on density 
functional theory (DFT) and symmetry adapted perturbation theory (SAPT). 
Different contributions to the interaction energy in solution are analyzed 
focusing on the relation with the inter-monomer electron charge transfer and 
intra-monomer electron charge polarization upon complexation, the two 
leading processes in the complex formation. A brief introduction to the 
employed methodology is presented in the following section. The results are 
discussed afterwards and the conclusions are presented in the last section.  
 
2. METHODOLOGY 
In the supermolecular approach, the intermolecular interaction energy 
between two monomers A and B is defined as the difference between the 
energy of the complex and the summation of the energies of the monomers. 
The calculation of the interaction energy must include a correction for the 
basis set superposition error, BSSE. In this work the BSSE has been corrected 
by using the Boys and Bernardi counterpoise method.
27,28
 Thus the BSSE 
corrected interaction energy is: 
 
)]()([)(int ABEABEABEE BAcomplex                              (8.1) 
 
Terms in parenthesis indicate that the energies are calculated using the 
complex basis set. 
Within the framework of polarizable continuum models (PCM),
29
 the 
effect of the environment on the stability of the complex can be split into two 
different contributions: 1) an inter-monomer interaction energy, which 
involves exclusively the intermolecular interactions between the two 
monomers; and 2) a solvent-complex interaction energy, which involves the 
interactions, mainly electrostatic, between the continuum and the complex. In 
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the gas-phase only the first contribution exists. However, the second term may 
become very important in solution. Also, the first term can be significantly 
affected by the changes on the electron density distributions of the monomers 
due to the electrostatic potential created by the solvent. The nomenclature 
employed in this work to denote these two contributions is,  for the inter-
monomer interaction and  for the solvent-complex interaction. Thus, the 
interaction energy in solution can be expressed as the summation of these 
terms; 
sol
int
erint
intint EEE                                                (8.2) 
 
where the inter-monomer interaction energy can be divided in turn into four 
contributions; electrostatic, exchange-repulsion, induction and dispersion. 
 
dispindexchelecer EEEEE intintintint
int
int                                     (8.3) 
 
The electrostatic term represents the electrostatic interaction between the 
charge distributions of the isolated monomers. The induction and dispersion 
terms can be placed together in a term called polarization.
30,31
 This 
contribution represents the energy associated to the deformation of the electron 
density upon complexation. The exchange-repulsion energy comes from the 
electron exchange between different monomers and from the Pauli repulsion 
energy. In the case of closed-shell systems it is always positive. All these 
terms in gas-phase can be obtained from symmetry adapted perturbation 
theories, SAPT.
32 
A study of the monomer electron densities before and after 
complexation provides very useful information about the entailing 
mechanisms of the electrostatic interaction, the intra-monomer electron charge 
polarization and the inter-monomer charge transfer. A further analysis of the 
effect of the solvent polarity on the monomer electron densities allows 
inter
intE
sol
in tE
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predicting the behaviour of each mechanism in a solvent environment. In this 
work the electron density analysis has involved three different studies: 1) 
Calculation of atomic charges before and after complexation; 2) Study of the 
electron density deformation upon complexation; and 3) Analysis of the bond 
critical points, BCPs, and their associated bond paths, established upon 
complexation between the anion and the molecular tweezers. 
 
3. COMPUTATIONAL DETAILS 
Optimizations of the structures for the anion complexes formed 
between T-CN and chloride or bromide and T-F and chloride or bromide were 
performed with the Gaussian03 program.
33
 Density functional theory was used 
with the M05-2X functional proposed by Truhlar et al.
34
 This functional was  
found to provide accurate results for noncovalent interactions, improving the 
results obtained with previously proposed functional such as the MPW1B95,
35
 
which was employed in our previous study on the same complexes.
19 
The 6-
31+G(d) basis set was used for all calculations. This basis set has been 
extensively employed for the study of anion-pi complexes.
36-40
 Solvent 
environment was simulated using the PCM-UA model as implemented in 
Gaussian 03. 
To shed more light on the nature of the binding energy between anions 
and tweezers, we have performed calculations using SAPT methodology 
combined with density functional theory, DFT-SAPT.
41-47
 Because these 
calculations are very computational demanding, we have used p-dibenzodioxin 
complexes with chlorine and bromide anions as a model. DFT-SAPT 
calculations were carried out using the MOLPRO 2006 program package
 48
 
with the PBE0 functional.
49
 The DFT-SAPT scheme used in our calculations 
gives the following energy partition:
46
 
 
 
Considering 
    
     =     
    (1)
+     
   (1)
+     
   (2)
+     
        (2)
+     
   𝑝 (2)
+     
        𝑝 (2)
 (7.4)   
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we obtain the energy partition shown previously in Equation 8.3. 
The atomic charges were obtained from three very different 
methodologies: Hirshfeld iterative method, Hirsh-I,
50,51
 Mulliken population 
analysis
52,53
 and the Merz-Singh-Kollman (MK) scheme.
54
 In the former, the 
atomic domains are defined using an electron density based scheme and has 
several advantages such as a low basis set dependence, which leads to more 
reliable results. We have also attempted to do calculations of Bader charges in 
this work,
55
 unfortunately, the complexity of the electron density topology of 
the tweezers-anion complexes became a serious drawback to get accurate 
integrations of the electron density within the zero-flux atomic surfaces. 
Quantum theory of atoms in molecules, QTAIM,
55
 was employed here to 
localize and quantify the strength of the interactions responsible for the 
formation of the complexes. Thus, we have characterized the bond, ring and 
cage critical points (BCP, RCP and CCP), paying special attention on those 
that link the anion with the molecular tweezers. QTAIM analysis was 
performed with the AIM2000 program,
56
 the Hirsh-I charges were calculated 
with the STOCK program,
57
 and the deformation densities were depicted using 
own codes. Mulliken and MK charges were calculated with Gaussian 03. 
 
4. RESULTS AND DISCUSSION 
Energy data obtained for the complexation process of T-CN and T-F 
with chloride and bromide anions are collected in Table 1. To study the anion 
recognition process in solution we have considered the following solvents: 
cyclohexane, chloroform, tetrahydrofurane (THF), acetone, dimethylsulfoxide 
(DMSO) and water. Because no significant variations due to the solvent are 
expected for the BSSE in the complex,
19
 these interaction energies were 
corrected from the BSSE obtained in the gas phase. As can be inferred from 
the values of the total interaction energies and following the results obtained in 
𝐸𝑖𝑛𝑡
𝑒𝑥𝑐  𝐸𝑖𝑛𝑡
𝑒𝑥𝑐 ( )
 𝐸𝑖𝑛𝑡
𝑒𝑥𝑐  𝑖𝑛𝑑( )
 𝐸𝑖𝑛𝑡
𝑒𝑥𝑐  𝑑𝑖𝑠𝑝( )
 (8.5)   
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our previous work, complexes of T-CN are much more stable than those of T-
F. The interaction energies in solution are negative for all the complexes, even 
in calculations with polar solvents. Complexes formed with T-CN have a 
significantly larger stability in solution than T-F complexes. The interaction 
energies calculated in this work using the M05-2X functional are more 
negative than those obtained previously with the MPW1B95, confirming the 
suitability of these substituted tweezers as potential hosts for anion recognition 
in solution. 
 
 
Gas 
phase 
Ciclohexane Chloroform THF Acetone DMSO Water 
 
T-CN...Cl- -73.31 -44.18 -24.92 -19.47 -11.36 -8.64 -8.16 
 T-F...Cl- -38.05 -17.31 -7.53 -4.91 -2.74 -2.50 -2.56 
%∆a 48% 60% 69% 74% 75% 71% 68% 
T-
CN…Br- 
-69.24 -42.01 -26.04 -18.39 -10.61 -7.67 -6.50 
 T-F…Br- -36.50 -18.69 -8.05 -5.26 -3.22 -2.89 -2.90 
%∆a 47% 60% 69% 71% 70% 62% 55% 
a The %∆ is given by: ((ET-CN-ET-F)/ET-CN)·100, where ET-CN and ET-F are the interaction 
energies for the T-CN and T-F complexes respectively.  
 
Table 1: BSSE corrected interaction energies (kcal/mol) in solution and their relative 
differences calculated at the M05-2X/6-31+G(d) computational level. 
 
As expected,
19
 the increase in the polarity of the solvent leads to a 
decrease in the value of the interaction energy. This trend shows that, when the 
polarity of the solvent rises, the enhancing of the stability of the isolated anion 
and tweezers in solution gets larger than the increase of the complex stability. 
The increase of the dielectric constant of the solvent decreases the difference 
between the values of interaction energy of T-CN and T-F complexes. 
However, considering the relative difference between the interaction energies, 
%∆, as given in Table 1, it can be seen that this difference increases up to a 
maximum value and then decreases with the polarity of the solvent. It seems to 
point out that the different contributions to the interaction energy are in a 
intE
intE
intE
intE
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complex and delicate equilibrium. The value of %∆ increases with the solvent 
polarity for small or medium values of the dielectric constant because of the 
dominance of the polarization and electrostatic components. However, for 
large values of the dielectric constant, the effect of the increasing polarity in 
the polarization and electrostatic components of the T-CN complexes is not so 
strong, and the increasing of the repulsive contributions (including the solvent-
complex interaction) becomes dominant. We will discuss later more results 
pointing out this issue. Trends followed by the intermonomer and solvent-
complex energies with the solvent polarity are graphically represented in 
Figure 1. In T-CN complexes the inter-monomer interaction energy becomes 
more negative as the polarity of the solvent increases. On the contrary, it 
becomes less negative in T-F complexes. As it will be discussed further on, 
this different behaviour can be rationalized in terms of the electron charge 
distributions within the complexes. Regarding the solvent-complex term, the 
largest values are always found for T-CN. As expected, the tendency of the 
solvent-complex energy in the T-CN complexes is to increase with the polarity 
of the solvent mainly due to the large stability of the isolated anion and 
tweezers in highly polar solvents. However, in the T-F complexes it reaches a 
maximum and then decreases slowly, possibly because of the same reasons as 
the decrease of the inter-monomer interaction energy. 
It can be seen in Figure 1 that the intermonomer and solvent-complex 
energies display an asymptotic behaviour for large values of the dielectric 
constant. These asymptotic behaviours explain why the interaction energies 
converge to a limit value for highly polar solvents (see values of Eint in Table 
1). So, we have calculated the limit values by fitting the interaction energies to 
the following function of the dielectric constant (see Figure 2),  
 
BAE n  int                                                     (8.4) 
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where parameters A and B have the following physical meaning; 
)()1( intint  EEA  and )(int  EB . Therefore, B represents the interaction 
energy in the limit of infinite dielectric constant, whereas A represents the 
whole interval of interaction energies, from gas-phase to an infinite solvent 
polarity. 
 
Figure 1. Inter-monomer and solvent-complex components of the interaction energy 
vs the relative dielectric constants for T-CN…Cl (a), T-F…Cl (b), T-CN…Br (c) and 
T-F…Br (d). 
The plots depicted in Figure 2 show the good linear correlation found 
between Eint and ε
-n
. It can be seen that the values of B are negative for all 
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complexes, indicating that, within the context of a continuum model, they will 
be stable independently of the solvent polarity. Furthermore, the linear fitting 
equation predicts the interaction energy for any given solvent from the value 
of its dielectric constant. 
 
Figure 2. Representation of Equation 4 for T-CN…Cl (a), T-F…Cl  (b), T-CN…Br 
(c) and T F…Br (d). 
 
The results obtained for the intermonomer energy term indicate that the 
electronic stabilizing factors responsible for the complex formation are 
significantly enhanced in highly polar solvents for T-CN, whereas they are 
slightly reduced for T-F. These findings can be rationalized in terms of the 
electron density distributions before and after complexation. Thus, it is 
expected that the suitability of T-CN and T-F molecular tweezers as anion 
receptors comes from the ability of their substituent groups to partially retrieve 
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electron charge from the carbon atoms of the dioxin unit (see, for instance, 
Scheme 2). In case of cyanide group this is mainly resonant effect, whereas for 
the fluorine groups, it comes from inductive effects as we will see later on. 
 
 
Scheme 2 
 
Thus, it can be clearly seen in Figure 3, where the electron density 
deformation in different solvents with respect to gas phase is depicted, that a 
displacement of the electron density from the dioxine aromatic rings to the 
cyanide groups takes place in T-CN complexes, favoring the polar form 
described in Scheme 2. This electron charge polarization is enhanced in highly 
polar solvents. On the contrary, for T-F complexes, the electron density is 
partially accumulated in the inner region of the dioxine aromatic rings for 
highly polar solvents, disfavoring the polar form described in Scheme 2. These 
observations explain the different trends followed by the intermonomer 
interaction energy in T-CN and T-F complexes. 
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Figure 3. Representation of the deformation density upon complexation for T-
CN…Br in gas phase (a), T-CN…Br in chloroform (b), T-CN…Br in water (c), T-
F…Br in gas phase (d), T-F…Br in chloroform (e) and T-F…Br in water (f). Red and 
blue colours represent increase and depletion of the electron density, respectively. 
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The summation of the Hirsh-I charges for the carbon atoms from the 
dioxine units and those for the N and F atoms of the substituent groups 
attached to their adjacent phenyl groups are collected in Table 2. In agreement 
with the Scheme 2, the values of the total atomic charges in gas phase are 
positive for the carbon atoms and negative for the nitrogen and fluorine atoms. 
Furthermore, the positive charge of the carbon atoms in T-CN complexes is 
nearly twice as those in T-F complexes. This significant difference points out 
that the dominant resonant effects of cyanide groups are rather more important 
than the dominant inductive effects of fluorine groups, and explain the large 
difference in the gas-phase interaction energies of T-CN and T-F complexes. 
Also, the carbon atomic charges become more positive as the polarity of the 
solvent increases in T-CN complexes, whereas the contrary is found in T-F. As 
it has been said before, this may explain the opposite behaviour displayed by 
the values of the inter-monomer interaction energy of these complexes in 
solvent. 
  
 T-CN…Cl T-F…Cl T-CN…Br T-F…Br 
Solvent q(C) q(N) q(C) q(F) q(C) q(N) q(C) q(F) 
Gas phase 0.981 -1.883 0.503 -0.938 0.954 -1.876 0.480 -0.932 
Ciclohexane 0.989 -2.068 0.497 -0.953 0.971 -2.064 0.478 -0.948 
Chloroform 1.008 -2.260 0.492 -0.965 0.993 -2.256 0.478 -0.961 
THF 1.022 -2.330 0.490 -0.968 1.008 -2.326 0.477 -0.964 
Acetone 1.031 -2.420 0.488 -0.971 1.018 -2.416 0.477 -0.967 
DMSO 1.034 -2.453 0.487 -0.971 1.022 -2.449 0.476 -0.967 
Water 1.035 -2.464 0.486 -0.971 1.024 -2.460 0.476 -0.967 
Table 2: Summation of the Hirsh-I atomic charges (au) for the carbon atoms from the 
dioxine unit and the electronegative atoms (N or F) attached to their adjacent phenyl 
groups for the complexes investigated in different solvents. 
 
Anion-pi aromatic neutral tweezers complexes. Are they stable in polar solvents? 
 
200 
 
It is also interesting to look at the charges of the oxygen atoms from the 
dioxane units and their changes upon complexation or due to the solvent 
environment. It is expected that the partial negative charges of the oxygen 
atoms exert a destabilizing effect on the anion-pi interactions. However, the 
anions choose the center of the dioxine units to interact with the molecular 
tweezers. This can only be explained by both a small negative charge of the 
oxygen atoms, compared to the large positive charges of the carbons, and a 
small effect on these negative charges of the complexation process and solvent 
environment. The former would indicate a favorable electrostatic balance 
between the dioxine charges that orientate the anion to the center of the 
dioxine, whereas the latter would indicate a negligible participation of the 
oxygen in the interaction. We have computed the charges of the oxygen atoms, 
which are not included in the Tables. The Hirshfeld-I charges for the gas phase 
T-CN complexes are -0.227 and -0.226 au for bromide and chloride 
complexes, respectively. In the case of T-F complexes, the Hirshfeld-I charges 
are -0.219 and -0.218 au for bromide and chloride complexes, respectively. 
These charges are significantly smaller, in absolute values, than the carbon 
charges responsible for the strong anion-pi interactions (see Table 2). The 
effect of the solvent is negligible, with a largest variation of- 0.005 and -0.013 
au in water for T-CN and T-F complexes, respectively. In addition, the 
variations experienced upon complexation are also very small, with a largest 
variation of-0.007 au in THF solvent and -0.014 au in gas phase for T-CN and 
T-F complexes with bromide, respectively. 
To analyze in more detail the physical origin of the intermolecular 
interactions in the tweezers-anion complexes, gas-phase SAPT calculations 
were performed for the structurally simpler but functionally similar complexes 
formed between substituted dibenzo-p-dioxin molecules and chloride or 
bromide anions. Table 3 displays the contributions to the interaction energy 
determined by SAPT calculations together with their relative changes 
undergone when fluorine groups are replaced by cyanide groups. The results 
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obtained point out that the electrostatic energy experiences the most important 
rise when fluorine substituents are replaced by cyanide groups. By definition, 
electrostatic energy is calculated from the monomer unperturbed 
wavefunctions, that is, it depends on the electron distributions of the isolated 
monomers (obtained at the complex geometries). Generally speaking, it can be 
said that both T-CN and T-F complexes display an important electrostatic 
character but the relative weight on the electrostatic energy, when compared to 
the other contributions in each complex, is larger for T-CN. For T-CN and T-F 
complexes the Hirsh-I atomic charges calculated with the unperturbed electron 
densities of the isolated monomers are collected in Table 4. It can be seen that 
the summation of the carbon atomic charges from the dioxin units in T-CN 
complexes are around twice those in T-F complexes. This is in agreement with 
the relative changes in Eelec obtained from SAPT calculations. In addition, by 
looking at the gradually rising values of these charges in solution one might 
expect that the negative values of the electrostatic energies should increase 
with the polarity of the solvent. Moreover, the carbon atomic charges reach 
limit values at large dielectric constants, suggesting that the electrostatic 
energy must display an asymptotic behaviour similar to that displayed by the 
inter-monomer interaction energy. It agrees with the previous discussions 
about the differences in the relative energy of the T-CN and T-F complexes. 
Because SAPT calculations are not feasible using solvent models, this 
behaviour can only be predicted on the basis of the charge distribution 
analysis. 
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 Eelec Eexch Eind Edisp Eint 
D-CN…Cl- -40.95 94.97 -65.53 -16.69 -28.21 
D-CN…Br- -38.00 96.79 -67.93 -16.66 -25.80 
D-F…Cl- -17.83 61.45 -43.10 -12.36 -11.85 
D-F…Br- -16.56 63.10 -44.58 -12.35 -10.40 
%FCN(Cl)
a   56.46 35.30  34.23   25.95  
%FCN(Br)
a   56.42 34.81  34.37   25.84  
a 
These magnitudes represent the difference between the values in D-CN…X and D-F…X (X 
= Cl or Br) complexes expressed in percentage with respect to the value in D-CN…X 
 
Table 3: SAPT components of gas-phase interaction energies (kcal/mol) for the 
complexes formed between chlorine and bromide anions and the substituted dibenzo-
p-dioxin molecules. 
 
Another important issue in the stability of anion-pi complexes is the 
intermonomer electron charge transfer process, which in our case goes from 
chloride or bromide anions to the molecular tweezers. In SAPT, the entailing 
energy change of this process, which always stabilizes the complex, is merged 
within the polarization energy term. In the case of molecular tweezers 
complexes in solution, a reasonable way to investigate the stabilization due to 
intermonomer charge transfer is analyzing the electron density deformations 
upon complexation. This can be accomplished in two different ways: one of 
them is more general and qualitative and entails the analysis of the whole 
deformation density distribution; and the other is more arbitrary but also more 
quantitative, and entails the integration of the deformation density within 
previously defined monomer domains. We have depicted in Figure 4 the 
deformation density of T-CN...Br
-
 and T-F...Cl
-
 complexes in gas-phase and in 
two different solvents, chloroform and water. In these pictures the path 
followed by the electron transfer can be clearly observed. The molecular 
tweezers retrieves some electron density from the anion; this electron density 
is, however, not lodged into the phenyl rings directly linked to the anion but 
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transferred to their substituent groups. This electron charge reorganization 
points out that the deactivating ability of the substituent groups is enhanced by 
the interaction with the anion. On the other hand, the magnitude of the 
deformation density clearly decreases in the tweezers as the solvent polarity 
rises, indicating that both the inter-monomer charge transfer and intra-
monomer charge polarization upon complexation are hindered in highly polar 
solvents.  
 
 
Figure 4. Representation of the deformation density (in au) upon complexation for T-
CN…Br in the gas phase (a), T-CN…Br in chloroform (b), T-CN…Br in water (c), T-
F…Br in the gas phase (d), T-F…Br in chloroform (e), and T-F…Br in water (f). Red 
and blue colors represent increase and depletion of the electron density, respectively. 
Isosurface value is 4 x 10
-4
. 
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Data obtained for the atomic charge variations upon complexation and 
inter-monomer charge transfer quantitatively confirm the observations 
extracted from deformation density plots. Thus, positive charges of carbon 
atoms and negative charges of nitrogen and fluorine atoms in T-CN and T-F, 
respectively, increase upon complexation in both gas phase and solution (see 
Table 4). However, these increments in the atomic charges clearly diminish as 
the polarity of the solvent increases, being quite small in water. In the same 
way, the inter-monomer electron charge transfer decreases as the dielectric 
constant of the solvent increases (see Figure 5).  
 
 
T-CN(Cl) T-F(Cl) T-CN(Br) T-F(Br) 
Solvent Σq(C) Σq(N) Σq(C) Σq(F) Σq(C) Σq(N) Σq(C) Σq(F) 
Gas phase 
0.796 
(0.185) 
-1.575 
(-0.308) 
0.378 
(0.125) 
-0.844 
(-0.094) 
0.797 
(0.157) 
-1.578 
(-0.298) 
0.380 
(0.100) 
-0.843 
(-0.089) 
Ciclohexane 
0.843 
(0.146) 
-1.821 
(-0.247) 
0.398 
(0.099) 
-0.881 
(-0.072) 
0.843 
(0.128) 
-1.824 
(-0.240) 
0.399 
(0.079) 
-0.879 
(-0.069) 
Chloroform 
0.900 
(0.108) 
-2.086 
(-0.174) 
0.422 
(0.070) 
-0.916 
(-0.049) 
0.898 
(0.095) 
-2.085 
(-0.171) 
0.422 
(0.056) 
-0.914 
(-0.047) 
THF 
0.922 
(0.100) 
-2.182 
(-0.148) 
0.431 
(0.060) 
-0.928 
(-0.040) 
0.921 
(0.087) 
-2.184 
(-0.142) 
0.431 
(0.046) 
-0.926 
(-0.038) 
Acetone 
0.958 
(0.073) 
-2.326 
(-0.094) 
0.445 
(0.043) 
-0.946 
(-0.025) 
0.956 
(0.062) 
-2.327 
(-0.089) 
0.444 
(0.033) 
-0.944 
(-0.023) 
DMSO 
0.973 
(0.061) 
-2.384 
(-0.069) 
0.451 
(0.036) 
-0.953 
(-0.018) 
0.971 
(0.051) 
-2.384 
(-0.065) 
0.449 
(0.027) 
-0.951 
(-0.016) 
Water 
0.979 
(0.056) 
-2.404 
(-0.060) 
0.453 
(0.033) 
-0.955 
(-0.016) 
0.977 
(0.047) 
-2.404 
(-0.056) 
0.451 
(0.025) 
-0.953 
(-0.014) 
 
Table 4: Summation of the Hirsh-I atomic charges (au) for the carbon atoms from the 
dioxine unit and the electronegative atoms (N or F) attached to their adjacent phenyl 
groups for the isolated molecular tweezers at the geometry of the complex, and their 
variations upon complexation (values in parenthesis). 
 
Anion-pi aromatic neutral tweezers complexes. Are they stable in polar solvents? 
205 
 
 
Figure 5. Charge transfer (au) from the anion to the molecular tweezers upon the 
complexation process versus dielectric constant, using different atomic charge 
approaches: Mulliken (a) Hirsh-I (b) and MK (c). 
 
For the calculation of the inter-monomer electron charge transfer we 
have employed three different atomic charge approaches, Hirsh-I, Mulliken 
and MK. Although the values obtained for the three approaches are different, 
they follow the same trends with the solvent polarity. From these results it is 
expected that energy changes accompanying the intra-monomer induction and 
inter-monomer charge transfer processes decrease with the solvent dielectric 
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constant. This means that the importance of the polarization energy term 
regarding to other components must be reduced as the solvent polarity rises. 
As the summation of electrostatic and polarization energies, including 
their corresponding exchange corrections, sum up to the inter-monomer 
interaction energy, the relative importance of each term in T-CN and T-F 
complexes should explain in turn the trends followed by the intermonomer 
interaction energy in both complexes. Thus, the increase of the electrostatic 
energy prevails over the decrease of the polarization energy in T-CN 
complexes and so the inter-monomer interaction increases with the solvent 
dielectric constant. The opposite occurs in T-F complexes.  
We have also performed a topological analysis of the electron density 
for the complexes. According to it, the anion and the molecular tweezers are 
connected by four BCPs, each connecting in turn the anion with a C=C bond 
of the dioxin unit (see Figure 6). The electron density in these bond critical 
points gives information about the relative strength of the topological bonds 
formed. Their values are shown in Figure 6, and are found to be in agreement 
with the remaining results discussed above. Thus, the topological bonds 
formed between the anion and the tweezers are stronger in T-CN complexes 
than in T-F complexes. As additional information, it can be noticed that the 
chloride anion, which has more mobility than bromide within the tweezers’ 
cavity due to its smaller size, displays a stronger interaction than the bromide 
anion with the C=C bonds located closer to the tips of the tweezers. This is 
probably explained by the fact that these bonds belong to phenyl rings with 
more substituents than the inner rings of the tweezers’ frame, and as a 
consequence, their anion binding capability is increased. The anion tends to 
approach to the carbon atoms to which it can establish a stronger interaction as 
far as its displacement within the tweezers cavity is allowed. 
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Figure 6. Electron density topology for T-CN…Br (a), T-F…Br (b), T-CN…Cl (c) 
and T-F…Cl (d). Electron density values at the BCPs are shown. 
 
 
 
 
a 
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d 
0.01074 
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5. CONCLUSIONS 
 In the present work we have carried out computational calculations 
with the M05-2X functional that point out the suitability of the cyanide and 
fluoride substituted tweezers as potential hosts for anion recognition in 
solution. The obtained data show that the complexes are stable in solution, 
even thought the stability of both substituted tweezers decreases with the 
polarity of the solvent. However, even in a solvent with such a large dielectric 
constant as water, the interaction energy is very attractive for some of the 
complexes. 
 The results revealed that the T-CN complexes are more stable than T-F 
and that the stability of both substituted tweezers decreases with the polarity of 
the solvent. This is because the dominant resonant effects of cyanide groups 
are more important than the dominant inductive effects of fluoride groups. 
Polar resonance structures in T-CN complexes are favored by polar solvents, 
giving rise to a stabilization of the inter-monomer interaction, the opposite is 
found for T-F complexes.   
 According to the SAPT calculations, the electrostatic character would 
dominate the T-CN complexes, whilst the nature of the T-F complexes is 
better defined by inductive components. 
 The analysis of the electron density deformation upon complexation 
shows that there is an electron charge transfer from the anion to the substituent 
groups, which points out that the deactivating ability of the substituent groups 
is enhanced by the interaction with the anion. The magnitude of this 
deformation density decreases in the tweezers when the solvent polarity rises, 
pointing out that the charge transfer and charge polarization are hindered in 
polar solvents. 
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1. INTRODUCTION 
Molecular recognition is an essential part in the different processes to 
build supramolecular systems acting as nanodevices in areas like materials 
science or biochemistry.
1-5
 Hence, it is very important to design molecular 
receptors that possess selective interactions with the different components 
making part of these devices. This selective bonding depends essentially on 
noncovalent intermolecular interactions like hydrogen bonds, aryl-aryl 
interactions, ionic interactions, etc.
6,7
 Therefore, in order to build a specific 
receptor its topology and electronic characteristics should be controlled to fit 
to some particular requirements.
8 
 
Since anion receptors are very important for different chemical and 
biological applications,
9-11
 the possibility of stabilizing interactions between 
anions and electron-deficient aromatic systems in the so-called anion-pi 
interaction has aroused interest.
9,12,13
 Moreover, the design of neutral receptors 
that are capable of binding anions is of particular importance, because it 
avoids the presence of counter-ions complexes and improves selectivity, 
owing to the relevance of directional interactions.
14
 Several studies
12,14-19 
describe the interactions of electron deficient pi-systems with different anions. 
The most important attractive contributions to the total interaction energies are 
from the electrostatic and induction terms; however, unlike the case of cation-
pi complexes the dispersion energies have a non-negligible contribution.
14
  
The Klämer´s molecular tweezers are among the different receptors 
designed in the last few years.
20,21
 These molecules are characterized by a 
concave-convex typology and a negative molecular electrostatic potential in 
the concave region. Recently, using theoretical models, we have shown the 
feasibility of this family of molecular tweezers to bind anions,
 22,23
 provided 
that the aromatic rings have enough fluorine or cyanide substitution. Another 
family of molecules with a concave-convex typology that has aroused interest 
in the last few years is the so-called buckybowls. These molecular bowls are 
aromatic systems formed by joining six- and five-carbon rings in a similar way 
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as in fullerenes, the five-carbon rings introducing curvature on the delocalized 
system.
24,25
 They exhibit differences in the electrostatic potential depending on 
whether the concave or convex face is considered.
26
 In a recent study, 
Cabaleiro-Lago et al.
27
 have shown that buckybowls constructed from 
corannulene by substituting several hydrogen atoms by electron-withdrawing 
groups produce an inversion of the molecular electrostatic potential, allowing 
a stabilizing interaction with anions. By following the same rationale we have 
used Subphthalocyanines (SubPcs) as molecular bowls into the design of 
molecular grippers. 
Subphthalocyanines (SubPcs) are 14 pi-electron aromatic macrocycles 
containing three 1,3-diiminoisoindol units N-fused around a central boron 
atom. Their particular concave pi-extended structure sets them potentially 
useful in fields related to optoelectronics
28
 and molecular electronics
29
 due to 
the unique optical and electrochemical properties arising from its 14 pi-
electron conjugated system.
 30-32
 Also, their concave structure sets them as 
potential receptors of complementary convex-shaped molecules, such as 
fullerenes
33
, widely used in the field of molecular materials. Moreover, its 
structure made them especially interesting for the construction of 
supramolecular architectures.
34,35
 In their work, Ros-Lis et al.
36
 have used 
subphthalocyanines as chromogenic sensing molecules for the detection of 
several anions. This application is based in a selective reaction of these anions 
with the subphthalocyanine that produces observable color modulations in the 
system. This process is relevant since there are not many chromogenic 
reagents for anion detection and even less are effective in water of water-
organic solvent mixtures. We have found in the literature theoretical studies 
about the stability of different subphthalocyanines with several central 
atoms,
37
 also studies analyzing the spectroscopic properties
38
 of SubPcs but, to 
the best of our knowledge, there is not any experimental or theoretical study 
analyzing the ability of subphthalocyanines to catch anions by noncovalent 
interactions. This may be a relevant issue, since it can produce a kind of 
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chromogenic reagents for anion detection that can be used in water of water 
mixtures and that are not destroyed on the detection process, since the 
noncovalent interaction are weak enough to reverse the procedure. 
In the current work it is presented a computational study of complexes 
formed by several anions and substituted SubPcs or SubPc analogues. The 
original SubPc backbone has been subjected to structural modifications in 
order to obtain subporphyrazines (SubPzs) and annulated SubPcs. We termed 
these last structures “molecular grippers” which have three arms to distinguish 
them from molecular tweezers and clips, which only have two arms. For all 
analyzed molecules electron-withdrawing fluorine or cyanide groups substitute 
several hydrogen atoms in order to increase a stabilizing interaction with 
anions. Bromide anion was employed extensively in this work as the main test 
anion, but chloride, iodide and tetrafluoroborate were also used. Chloride 
being the smaller anion was used to check the effect of shorter distances 
between the anion and the molecular gripper, were presumably the 
electrostatic component of the interaction would have a large importance. 
Iodide and BF4
-
 were used to estimate the effect of larger anions on the 
dispersive component of the interaction. By studying these systems, 
information can be obtained regarding the characteristics of the anion 
interaction with this kind of molecules. By comparing the different molecules 
it will be possible to assess the effect produced by changing the structure of 
the SubPc and adding up new arms to the original SubPc backbone. Also, 
insight can be gained about the influence of complexation on the optical 
properties of these molecules by performing an analysis of the spectroscopic 
properties. 
 
2. COMPUTATIONAL DETAILS 
In this work complexes between different SubPcs or SubPc analogues, 
shown in Figure 1, and anions were computationally studied by using density 
functional theory (DFT). Calculations were performed starting from structures 
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where the anion is located within the concave cavity of the molecules. These 
initial structures were fully optimized employing the BLYP functional 
corrected by an empirical dispersion term as designed by Grimme (BLYP-
D).
39
 This method was chosen since, according to the literature,
27,40
 it gives a 
good estimation of the intermolecular and dispersion interactions in curved 
systems together with anions. Atoms in neutral molecules were described by 
the cc-pVTZ basis set, atoms in Cl
-
, Br
- 
and BF4
-
 anions by the aug-cc-pVTZ 
basis set, and the iodine atom by the def2-TZVPP
41
 basis set for the valence 
electrons and the Stuttgart-Dresden
42,43
 effective core potential for the core 
electrons. The resolution of identity (RI) approach was used in order to save 
computational cost; the def2-TZVPP
41
 was used for all atoms as auxiliary 
basis set. The BSSE corrected interaction energy of the optimized geometries 
was obtained together with the deformation energy. The binding energy is the 
result of adding up these two terms. Also, in order to estimate the binding 
energy with water as solvent, single point calculation have been carried out in 
the optimized gas phase geometries using the COSMO model.
44
  
 Time dependent DFT calculations have been done to analyze the 
modifications of the absorption spectrum of some of the studied molecules 
when complexation occurs. To perform these calculations Martin’s45 B2GP-
PLYP perturbatively corrected double hybrid functional with RI approach has 
been used together with the Ahlrichs-VDZ basis set
46
 and the auxiliary basis 
set for correlation fitting.
47
  
 To shed more light on the nature of the binding energy between the 
anions and the molecular graps, we used the symmetry-adapted perturbation 
theory combined with density functional theory, DFT-SAPT,
48
 to obtain a 
physical interpretation of the interaction energy of some complexes. In this 
method the interaction energy is expressed as a sum of perturbative 
corrections, each of these corrections results from a different physical effect. 
The several intermolecular terms obtained from this method can be 
summarized in electrostatic, exchange-repulsion, induction and dispersion 
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contributions.
49
 This method was used employing the BLYP functional 
together with the aug-cc-pVDZ basis set and density fitting to save 
computation time. Grüning asymptotic correction was applied,
50
 ionization 
potentials being obtained at the BLYP/aug-cc-pVDZ level.  
 All calculations but DFT-SAPT were performed with Orca
47
 set of 
programs. DFT-SAPT calculations were done with Molpro2009.1.
51 
 
3. RESULTS AND DISCUSSION 
As we said before, in this study we have been working with the 
molecules shown in Figure 1. From now on we are going to name each 
molecule by using a notation obtained from this Figure. Thus, we will name a 
molecule with a character string with the following structure “Roman Number-
Y-X-Z(-W)”. The name will start with the roman number assigned to the 
structure of the molecule in Figure 1, then it will follow “-Cl or –CN” 
depending on Y equal to -Cl or Y equal to -CN, then it will be -B or -P 
depending on the X value, next it will be –F or –CN according to the Z value, 
finally –O or –S may be written if W has some value.  
 
 
Figure 1. Chemical structure of SubPc and SubPc analogues. 
X=B, P; Y=Cl, CN; Z=F, CN, W=O, S. 
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 There are two types of arms in the annulated SubPcs, one is the same 
as the Klämer´s tweezers
21
 and in the other the –CH-O-CH- moiety is 
substituted by two ether or two tioether groups. Also, the studied systems 
include molecules where a phosphorous atom substitutes the boron atom of the 
SubPcs backbone. This kind of systems where a phosphorous atom stands as 
central atom of a SubPcs backbone has not been obtained experimentally. 
However, there are in the literature similar frameworks with phosphorous as 
central atom,
52-53 
taking this into account we have considered this kind of 
systems to analyze the influence of a bigger central atom in the interactions.  
 Some examples of the obtained complexes with the proposed structures 
are presented in Figure 2. As can be seen, in all examples the anion stays in the 
center of the cavity of the host molecule and does not show any preference to 
locate itself close to only a single arm of the molecule. The same happens with 
all studied complexes. 
 
Figure 2. Some examples of clusters found in this work. 
 
 Table 1 shows the binding and deformation energies of structure I in 
gas phase. It can be seen that all complexes have large or very large binding 
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energies and rather small deformation energies. A perusal of the energies 
gathered in Table 1 allow us to see that, independently of the considered 
system, the energy difference is from 2 to 3 kcal/mol whether a chlorine atom 
or a cyanide group is bonded to the central atom. On the other hand, the 
binding energy increases between -3 and -4 kcal/mol when the central atom 
changes from phosphorous to boron. Also, systems with fluorine as substituent 
are about 23 kcal/mol less stable than complexes substituted with the cyanide 
group. As it has already been shown in a previous work,
23
 the lower stability in 
gas phase of systems with fluorine is a consequence of the dominant inductive 
effects of these groups, which are smaller than the dominant resonance effects 
of cyanide groups. The energies collected in Table 1 also show that  as the size 
of the anion increases the binding energy in gas phase decreases. Most likely it 
is a consequence of the enlargement of the distances between the anion and the 
backbone of the molecular receptor, which have influence in the attractive 
interactions.  
 
Anion I-CN-B-CN I-CN-P-CN I-Cl-B-CN I-Cl-P-CN 
Cl
-
 -57.10 (1.39) ---- ---- ---- 
Br
-
 -52.65 (1.43) -50.83 (2.01) -50.32 (1.57) -47.48 (2.08) 
I
-
 -51.51 (1.44) -48.89 (2.19) -49.24 (1.36) -45.63 (2.38) 
BF4
-
 -49.30 (1.33) -46.34 (2.27) ---- ---- 
 I-CN-B-F I-CN-P-F I-Cl-B-F I-Cl-P-F 
Br
-
 -29.99 (0.96) -26.82 (1.70) -27.84 (1.13) -23.54 (1.75) 
Table 1. Binding and deformation (in parenthesis) energies (kcal/mol) 
 for structure I with several anions. 
 
 A deeper description of the characteristics of the interaction of the 
studied systems can be obtained by means of DFT-SAPT
48
 calculations, which 
provide a partition of the interaction energy in several contributions. The 
results of these calculations are shown in Figures 3 and 4 for complexes of 
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structure I with different anions. It should be noted that Esapt is not equal to the 
interaction energy obtained by the supermolecule method since the last one 
contains high order terms not included in the DFT-SAPT method. From Figure 
3 it can be seen that when halides are considered the importance of the 
electrostatic and induction terms decreases when the anion size increases. 
These two terms have to do with the electrostatic interaction and the electric 
field of the electronic clouds, however a good representation of them comes 
from classical expressions depending on localized properties
54
 (multipoles). 
Bearing this in mind we can infer that when the anion gets bigger the increase 
in size of the electronic cloud (and so of the multipoles) is not enough to 
compensate the effect of the distances enlargement. Unlike the previous terms, 
the repulsion and dispersion contributions increase with the anion size. These 
two terms strongly depend on the size of the electronic clouds, the repulsion 
term is determined by the overlap between the electronic clouds and the 
dispersion term by the quantum-mechanical fluctuations of the electron 
density. Even though the intermolecular distances get larger with the size of 
the anion, the electronic overlap and the deformation capacity of the electron 
densities also increase. They not only compensate the effects of the larger 
intermolecular distances but also increase the magnitude of the repulsion and 
dispersion terms. Since the electrostatic energy decreases and the repulsion 
contribution increases, the total energy decreases with the size of the anion. 
Also, the nature of the interaction changes, going from an electrostatic nature 
with small anions to a more dispersive kind of complexes with the largest 
anions. The DFT-SAPT partition of the interaction between I-CN-B-CN and 
BF4
-
 has also been obtained. In this complex the weight of the dispersion 
contribution is the largest of all studied systems. This result, together with the 
size of the dispersion term for the iodine complex, points out the importance of 
this contribution on anion-pi systems when medium size or large anions are 
considered. 
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Figure 3. DFT-SAPT results for complexes formed between I-CN-B-CN and 
different anions. Esapt=Eelec+Erep+Eind+Edisp.  
 
Figure 4. DFT-SAPT results for complexes formed between bromide and different 
SubPzs. Esapt=Eelec+Erep+Eind+Edisp.  
 
 The partition displayed in Figure 4 shows that when the cyanide group 
is used as substituent the complexes are more electrostatic than when the host 
molecule is substituted with fluorine atoms. It also shows that when the 
substituents are fluorine atoms the weight of the dispersion contribution 
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increases. As it has been said, complexes where fluorine is used as substituent 
are less stable that those substituted with cyano groups. It is because all energy 
contributions get smaller but also because there is a larger reduction in the 
electrostatic contribution than in the repulsive term, which increases the 
weight of the repulsive interactions. It does not seem to be much difference in 
the nature of the interaction between complexes with boron or with 
phosphorous as central atom of the host molecule. It should be mentioned that 
the repulsion term is much larger with phosphorous, most likely because the 
size of the electronic cloud is bigger and so the overlap with the anion. 
  
Anion I-CN-B-CN I-CN-P-CN I-Cl-B-CN I-Cl-P-CN 
Cl
-
 -0.63 (5.64) ---- ---- ---- 
Br
-
 -5.21 (0.43) -5.23 (0.52) -4.88 (0.43) -4.67 (0.52) 
I
-
 -6.19 (0.90) -6.01 (0.89) -5.97 (0.90) -5.35 (0.88) 
BF4
-
 -8.03 (1.21) -8.94 (1.46) ---- ---- 
 I-CN-B-F I-CN-P-F I-Cl-B-F I-Cl-P-F 
Br
-
 -2.55 (0.97) -1.49 (1.31) -2.36 (0.96) -1.15 (1.26) 
Table 2. Binding energies in water and BSSE (in parenthesis) in  
gas phase(kcal/mol) for structure I with several anions. 
 
Binding energies of structure I with different anions in water are 
collected in Table 2. In order to obtain the binding energies it has been 
assumed that the BSSE and the deformation energies in gas phase and in water 
are the same. We do not think that this approximation will change the 
observations that can be extracted from the results, since by far the largest 
variation between gas phase and water solution is reflected in the interaction 
energies. As can be seen the most noticeable change is the drastic reduction of 
the binding energies in all studied complexes. It agrees with previous results 
found in the literature.23, 27 Also, the gas phase energy differences due to the 
composition of molecule I get much smaller in water solution. Thus, the 
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energy difference is lower than 1 kcal/mol whether a chlorine atom or a 
cyanide group is bonded to the central atom. The same happens if the central 
atom of the backbone changes. The large differences in gas phase due to the 
change of the substituents decrease to less that 4.5 kcal/mol in water solution 
(around 2.5 kcal/mol in molecules with boron as central atom and around 4.2 
kcal/mol when the central atom is phosphorous). The behavior of the binding 
energy in water solution when the anion varies is the opposite of gas phase 
results, In water the stability of the complexes increases with the size of the 
anion, contrary of what happens in the gas phase. All binding energies are 
negative, which means that according to our results all complexes are stable in 
water solution. However, some of the energies are small and very likely 
entropic effects will turn these energies positive, so the complexes will not be 
stable in water solution. Despite of that, several of the binding energies are not 
so small (some complexes with bromide, complexes with iodine and above all 
complexes with BF4
-
) and the value of these energies is big enough to think 
that after including entropic effects the free energies would still be negative. 
Consequently, some of the studied complexes may be stable in water solution. 
If a comparison is performed between our results in water solution and the 
energies obtained by Cabaleiro-Lago et al.
27
 for complexes of corannulene, it 
can be seen that the aggregates studied in this work are most stable, (for 
example the binding energy of I-CN-P-CN with BF4- is almost twice as big as 
the binding energy of BF4
-
 with corannulene substituted with five cyanide 
groups and it is still 1.6 kcal/mol larger than the binding energy of the 
complex formed by corannulene with ten cyanide substituents) which seems to 
indicate that SubPcs and SubPzs are a better choice than corannulenes to be 
used as backbone of a molecular device to catch anions.  
Bearing in mind the results from the DFT-SAPT method illustrated in Figures 
3 and 4, a perusal of the binding energies in water gives some insight about the 
characteristics and behavior of complexes in solution. From the binding 
energies in gas phase and from DFT-SAPT results it can be said that a larger 
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contribution of the electrostatic term produces a more stable complex. 
However, the opposite occurs in solvated complexes. Anions that have large 
electrostatic terms in gas phase will also have a strong electrostatic interaction 
with water. This will increase the desolvation cost and so the destabilizing 
effect of the solvent will be larger. Complexes where the electrostatic 
contribution is not so strong and where the dispersion term increases its 
importance will not suffer such big penalty when they are solvated, not only 
because anions interactions have not such large electrostatic term with water 
but also because the dispersive term with the solvent is not as important as 
with the host molecule. In keeping with this explanation, complexes where the 
substituents are fluorine instead of cyanide groups undergo a lower 
destabilizing effect when solvated. DFT-SAPT results have shown that the 
relative contribution of the dispersion term is larger in complexes where the 
host molecule is substituted with fluorine atoms than in complexes where the 
host molecule was substituted with cyanide groups, and that the opposite 
happens regarding to the electrostatic term. It should be noted that even 
thought the destabilizing effect of solvation is lower for complexes with 
fluorine as substituent, the difference between these effects is not big enough 
to compensate the energy difference in gas phase and so complexes substituted 
with fluorine are less stable than complexes substituted with cyanide groups.
 
 
Figure 5. Obtained UV-VIS spectra of isolated I-CN-B-CN and its 
complexes with Br
-
 and with BF4
-
. 
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Figure 6. Main orbital transition producing the band in the 
visible region for isolated a) I-CN-B-CN and for complexes 
b) with Br
-
 and c) with BF4
-
. 
 
Figure 5 shows the UV-VIS spectra of the isolated I-CN-B-CN 
molecule and of complexes of I-CN-B-CN with some anions. All spectra have 
two bands, one in the ultraviolet region and the other in the visible region. 
Both bands undergo a shift towards red frequencies due to the complexation of 
I-CN-B-CN with anions. The band in the ultraviolet region suffers a shift 
between 20 and 25 nm, and the change in the visible region is between 15 and 
20 nm, which is enough to modify the observed color of the substance. 
Considering only the values of the wavelengths, the observed color of the 
isolated molecule will be yellow and the complexes will be yellow-orange. 
This change of color prompts to use these structures as possible chromogenic 
reagents for anion detection and thus allow monitoring the process to capture 
anions. There are not mayor intensity changes under complexation apart from 
the ultraviolet band of the I-CN-B-CN complex with bromide. Yet, the low 
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intensity of this band does not affect the color of the complex with bromide. 
Orbital transitions of the isolated I-CN-B-CN and of the complexes with 
bromide and with BF4
-
 are represented in Figure 6. Except the transition of the 
I-CN-B-CN···Br- complex, which is from HOMO-1 to LUMO, all transitions 
are from HOMO to LUMO. The initial orbital of the three transitions has 
similar characteristics with most of the electron density localized in the five-
membered rings and with a C3 symmetry or very close to it. The final orbital 
of the electronic transition for the isolated molecule also keeps this symmetry. 
However, it is broken in the final orbital of the electronic transitions for both 
complexes. The anions presence breaks the C3 symmetry of the electron 
density and only a plane of symmetry remains. This variation in the final 
orbital for the complexes is likely to be the reason of the bands shifting. 
Finally, it should be noted that charge transfer transitions between the 
molecule and the anion do not contribute to the band in the visible region. 
 
 Ebinding Edeformation BSSE Ebinding in water 
II-CN-B-CN -63.17 1.81 0.40 -4.77 
II-CN-P-CN -65.30 1.70 0.50 -5.86 
II-CN-B-F -32.74 1.19 0.48 -1.33 
II-CN-P-F -31.75 1.32 0.62 -0.82 
Table 3. Binding, deformation and BSSE energies (kcal/mol) for structure II with Br
-
. 
 
 
 
Ebinding Edeformation BSSE Ebinding in water 
I
-
 BF4
-
 I
-
 BF4
-
 I
-
 BF4
-
 I
-
 BF4
-
 
II-CN-B-CN -61.79 -61.60 1.48 1.52 0.90 1.01 -6.24 -8.32 
II-CN-B-F -31.60 -33.82 1.01 1.14 0.86 1.75 -3.08 -5.22 
Table 4. Binding, deformation and BSSE energies (kcal/mol) for structure II with I
-
 
and BF4
-
. 
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Energies of complexes formed by structure II with bromide, iodine or 
BF4
-
 are collected in Tables 3 and 4. The binding energies in gas phase of 
complexes between bromide and structure II substituted with cyanide are 
between 10 to 14 kcal/mol more stable than complexes with structure I, but 
when the substituents are fluorides the stability increases in only 2 to 5 
kcal/mol. It suggests that adding up a six-membered aromatic ring to each arm 
of the central core of the molecule enhances the resonant effects more than the 
inductive effects. This increases the stability difference due to the substituent 
in complexes of structure II to around 30 kcal/mol. Also, it should be noted 
that there is not much difference in the deformation energy of complexes with 
structure II and those with structure I, therefore the interactions between 
SubPcs and the anions are not strong enough to produce an extra deformation 
energy due to the distortion of the six-membered rings. The binding energies 
in water of SubPcs complexes substituted with cyanide groups are more or less 
the same as those for complexes with SubPzs, but if the substituents are 
fluoride atoms the binding energies are smaller. The energy difference 
between aggregates with different substituents is between 3 to 5 kcal/mol. 
These results show that even though introducing the six-membered rings raises 
the dispersive effects of fluoride groups (see gas phase results) it also increases 
the stability of the host molecule alone in water, and therefore, the stability of 
SubPcs complexes substituted with fluorine decreases regarding to those of 
SubPzs. 
 
Figure 7. Obtained UV-VIS spectra of isolated II-CN-B-CN and its complex with Br
-
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In Figure 7 are represented the UV-VIS spectra of the isolated II-CN-
B-CN molecule and of the II-CN-B-CN···Br- complex. In both spectra there is 
a band of low intensity. This band is in the ultraviolet region for the isolated 
molecule but it is shifted around 40 nm for the complex, so it is located at 
violet wavelengths in the visible region for the complex. There is also a high 
intensity band for both cases in the visible region. The shifting is around 23 
nm, a little larger than in complexes with structure I. Considering only the 
wavelengths of each band the color change under complexation would be from 
the yellow-orange of the isolated molecule to the red-orange (almost red) of 
the complex. As it happens before, this change of color may be enough to 
follow the capture of the bromide anion by the SubPc molecule. Figure 8 
shows the main orbital transition that contributes to each band in the visible 
region. For the isolated molecule this is a HOMO-LUMO transition but for the 
complex it is a transition between the HOMO-3 and the LUMO orbitals. 
Occupied orbitals with higher energy than HOMO-3 correspond to “p” orbitals 
of bromide. Unlike in the SubPzs spectra, it seems that the symmetry of the 
initial and final orbitals of the complex transition is the same. However, the 
interactions with bromide are enough to decrease the difference between 
energy levels of the host molecule and then shift the absorption band. In the 
spectrum of the complex there is a band placed very close to the infrared 
region that has low intensity. This is a charge transfer band between the 
HOMO orbital and the LUMO+2 orbital. There are also transitions between 
HOMO and LUMO orbitals but at larger wavelengths and with negligible 
probabilities.  
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Figure 8. Main orbital transition producing the band in the visible 
region for a) isolated II-CN-B-CN and for b) the complex with Br
-
. 
 
  Ebinding Edeformation BSSE Ebinding in water 
III-CN-B-CN -66.29 1.40 0.68 -5.33 
III-Cl-B-CN -62.25 1.98 0.65 -3.25 
III-CN-P-CN -64.45 2.14 0.86 -7.79 
III-CN-B-CN-O -61.18 1.92 0.86 -3.49 
III-CN-B-CN-S -60.17 6.24 0.66 1.69 
III-CN-B-F -42.31 0.74 1.90 2.19 
III-Cl-B-F -40.62 0.89 1.89 2.36 
III-CN-P-F -40.39 1.47 1.78 4.16 
Table 5. Binding, deformation and BSSE energies (kcal/mol) for structure III with Br
-
 
 
The energies of complexes formed by bromide and structures III or IV 
are collected in Table 5. For complexes with the structure III, changes in the 
central atom of the backbone or in the substituent of this atom produce small 
differences in the gas phase binding energy (these differences are more or less 
of the same size as for SubPzs complexes). Aggregates where the host 
molecule is substituted with cyanide groups have a stabilizing binding energy 
of the same size as complexes with structure II, but if the substituent is 
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fluoride the binding energy is around 10 kcal/mol more stable than previous 
aggregates. As a consequence, the energy difference within the complexes 
with structure III due to the change of substituent is around 22 to 24 kcal/mol. 
This variation is smaller than the difference within the complexes with SubPcs 
and more or less the same as complexes with SubPzs as host molecule. 
Considering all together, complexes formed with structure III have the largest 
stability. Structure IV follows the same model as the previous structure but 
groups that extend the electron delocalization of the backbone and at the same 
time allow certain flexibility are used as hinge. The increase of the electron 
delocalization by these groups does not seem to enhance the interaction 
between the molecule and the bromide and the binding energies are a little 
smaller than in complexes with structures II and III. BSSE and deformation 
energies for complexes with III or IV are more or less of the same size as with 
structure I or II with one exception, the deformation energy of IV-CN-B-
CN•••Br- complex. The large deformation energy of this complex cancels any 
extra stabilization due to the effect of an extended electron delocalization, 
which suggests the use of thioether groups as hinge in these compounds should 
be avoided. 
 
  
Ebinding Edeformation BSSE Ebinding in water 
I
-
 BF4
-
 I
-
 BF4
-
 I
-
 BF4
-
 I
-
 BF4
-
 
III-CN-B-
CN 
-66.61 -72.97 2.25 2.95 1.53 2.49 -12.72 -22.55 
III-CN-P-
CN 
-63.76 -67.94 1.62 2.72 1.56 2.48 -11.83 -19.48 
III-CN-B-F -40.63 -47.69 0.97 1.02 1.46 6.01 -0.63 -9.49 
Table 6. Binding, deformation and BSSE energies (kcal/mol) for structure III with I
-
 
and BF4
-
. 
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Table 6 gathers the energies of complexes between structure III and 
iodine or BF4
-
. The gas phase binding energies are larger than with bromide, 
specially with BF4
-
 where there is a noticeable increase of stability. This is 
most likely because the size of iodine and BF4
-
 is more suitable to fit better in 
the cavity of the host molecule. The BSSE and deformation energies of these 
complexes are a little larger than those with bromide. The large BSSE for the 
III-CN-B-F···BF4
-
 complex is a consequence of the anion basis set being used 
to describe the host molecule.  
 In water solution the binding energies of complexes between bromide 
and structure III substituted with cyanide groups are similar to those with 
structures I and II. However, if fluorine is used as substituent the binding 
energies are positive and therefore, according to our results, the bromide 
complexes substituted with fluorine are not stable in water. It seems that the 
influence of dispersive effects due to fluorine substituents in structure III is not 
enough to obtain negative binding energies for bromide complexes in water. If 
structure IV is considered in water, it gives complexes with lower stability 
than complexes with structure III. Therefore, using ether or thioether groups 
that keep the electron delocalization as hinge in our systems does not enhance 
the ability of the host molecule to capture anions in water but the opposite. 
Finally, Table 6 shows the largest stabilities in water found for any complex in 
this work. The larger stabilities in gas phase of complexes between structure 
III and iodine or BF4- are also reflected in water, specially with BF4
-
. For this 
last anion, the binding energies of complexes with the cyanide group as 
substituent are big enough to consider that these aggregates will be stable in 
water when entropic effects are introduced. Even the III-CN-B-F···BF4
-
 
complex has a binding energy that may produce a stable complex in water 
after including the entropic effects. 
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Figure 9. Obtained UV-VIS spectra of isolated III-CN-B-CN and its complex with 
Br
-
 
 
Figure 9 presents the UV-VIS spectra of the isolated III-CN-B-CN 
molecule and of the III-CN-B-CN···Br- complex. The intensity of these 
spectra is lower than that of previous spectra analyzed in this work and so the 
intensity of the observed color is going to be lower as well. The monomer 
spectrum has two bands, one in the ultraviolet region and the other in the 
violet region of the visible wavelengths. In contrast, the complex spectrum has 
only one band in the violet region. There is a small shift of 7 nm between the 
visible bands of both spectra. This shift is not enough to change the observed 
color between the III-CN-B-CN monomer and the complex with bromide but 
it will likely modulate the color hue. The small size of the shift due to 
complexation makes structure III a less suitable option to track the process of 
capturing anions. However, considering the binding energies obtained with 
this structure we think it is a possibility worth of exploring. In Figure 10 is 
reflected the main orbital transition that gives rise to each band in the visible 
region. For the isolated monomer this is the transition HOMO to LUMO and 
for the complex it is the transition HOMO-3 to LUMO. As it happens with the 
II-CN-B-CN•••Br- complex, the highest occupied orbitals bellow to the 
bromide anion. The two transitions have a similar initial orbital with C3 
symmetry but they differ in the final orbital, although only a plane of 
symmetry remains in the final orbital of both transitions. 
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4. CONCLUSIONS 
 It has been optimized and analyzed different complexes of anions with 
anion receptors constructed from SubPcs and SubPzs by using DFT, TD-DFT 
and DFT-SAPT techniques. In all optimized geometries the anion stays in the 
center of the cavity of the host molecule. 
 All aggregates have a large stabilizing binding energy in gas phase, the 
size of obtained with other systems
14,23,27
 or even larger. Also, when the host 
molecule is substituted with cyanide groups the stabilizing binding energy is 
20 to 30 kcal/mol more stable than when the substituent is fluorine.  
 The energy decomposition shows that the electrostatic and induction 
terms decrease when the anion size increases, and unlike the previous terms, 
the repulsion and dispersion contributions increase with the anion size. Since 
the electrostatic energy (the largest of all contributions) decreases and the 
repulsion contribution increases, the total (and binding) energy decreases with 
the size of the anion. Also, the nature of the interaction changes in going from 
an electrostatic nature with small anions to a more dispersive kind of 
complexes with the largest anions. 
 In contrast to gas phase, in water the binding energy increases with the 
size of the anion. This is because in complexes where the electrostatic 
contribution is not so strong and where the dispersion term increases its 
importance the desolvation cost will not be so large, not only because anions 
have not such large electrostatic term with water but also because the 
dispersive term with the solvent is not as important as with the host molecule. 
The binding energies in water of some complexes are big enough to consider 
that even when entropic effects are considered the resulting free energies will 
be negative and so these aggregates likely will be stable in water. 
 TD-DFT calculations show changes in the absorption wavelengths of 
the host molecule under complexation big enough to produce a change of color 
of the substance. This characteristic points out that these molecules can be 
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used as possible chromogenic reagents for anion detection that allow 
monitoring the process of anion capture. 
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From the different studies performed along this work, it can be 
conclude that:  
 
1. A series of substituted dibenzo-p-dioxins (D-O), dibenzopyrazines 
(D-N) and thianthrenes (D-S) with bromide anion and potassium cation were 
studied in order to employ them as possible arms for molecular tweezers. 
Results show that complexes with higher interaction energies are those with 
oxygen as heteroatom (D-O) and substituents in which predominate the 
resonant effects, as -CN or -NO2 groups. The energy decomposition shows 
that the electrostatic terms predominates for the complexes with the bromide 
anion, whereas the polarization terms are the dominating for the complexes 
with potassium. These characteristics point out the suitability of the dibenzo-p-
dioxins to be used as possible arms in the molecular tweezers and their 
potential use as anionic host guests. 
 
2. Using a minimal model for the benzopyran-merocyanine system the 
calculations suggest a mechanism for the ultrafast photochemical ring opening 
and ring closing of the SP-MC system that takes place exclusively on the 
excited singlet hypersurface and involves a series of low-lying S1/S0 CIs that 
can be reached from the initially populated excited states. Some of these will 
lead to the final ring-close/ring-open photoproducts and others will provide 
efficient radiationless deactivation channels. 
 
3. Calculations in clusters up to seven molecules of water to 
characterize the microsolvation of a group of amines (ammonia, methylamine, 
dimethylamine and trimethylamine) were performed. In general, the obtained 
structures follow some structural patterns. We have found cyclic, spatial and 
dissociated clusters. It has been observed a trend of the aggregates to 
dissociate when the number of water molecules is increasing. The most stable 
structures correspond to the cyclic conformations for clusters up to four water 
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molecules, to spatial or cyclic conformations for clusters with five water 
molecules and only to spatial for complexes with six and seven water 
molecules in all systems. The protonated conformations are never the most 
stable configurations although the energetic difference between the protonated 
structure and the most stable conformation generally decreases with the 
number of water molecules, suggesting that the protonated configuration 
would be the most stable if enough water molecules are included. Moreover, 
the analysis of the O-H stretching frequencies shows redshifts when the 
number of water molecules increases, which reflects the trend to protonate 
when the number of water molecules rises. The calculations suggest the 
dominance of the water-water contact over the interaction between water and 
amine. 
4. Neutral molecular tweezers built only with electrodeficient rings 
were design. The modifications introduced to the tweezers improved the 
intensity of their interactions with the different halide anions. Only anion-pi 
interactions are responsible for binding anions. Considering the large 
magnitude of the interaction energies computed and the stability of the 
complexes in different solvents (with values up to -3.84 kcal mol
-1
 in water 
and -21.61 kcal mol
-1
 in chloroform), and in most cases a deep energy well for 
the anion in the center of the cavity, it can be said that this kind of molecule is 
a good candidate as a molecular host for anion recognition. 
 5. Computational calculations shown the suitability of the cyanide and 
fluoride substituted tweezers as potential hosts for anion recognition in 
solution. The obtained data show that the complexes are stable in solution, 
even though the stability of both substituted tweezers decreases with the 
polarity of the solvent. However, even in a solvent with such a large dielectric 
constant as water, the interaction energy is very attractive for some of the 
complexes. Results revealed that the T-CN complexes are more stable than T-
F and that the stability of both substituted tweezers decreases with the polarity 
of the solvent. Polar resonance structures in T-CN complexes are favored by 
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polar solvents, giving rise to a stabilization of the inter-monomer interaction, 
the opposite is found for T-F complexes.   
 According to the SAPT calculations, the electrostatic character would 
dominate the T-CN complexes, whilst the nature of the T-F complexes is 
better defined by inductive components. 
 The analysis of the electron density deformation upon complexation 
shows that there is an electron charge transfer from the anion to the substituent 
groups, which points out that the deactivating ability of the substituent groups 
is enhanced by the interaction with the anion. The magnitude of this 
deformation density decreases in the tweezers when the solvent polarity rises, 
pointing out that the charge transfer and charge polarization are hindered in 
polar solvents. 
 
 6. Different complexes of anions with molecular receptors constructed 
from subphthalocyanines and subporphyrazines have been optimized by using 
DFT, TD-DFT and DFT-SAPT techniques. All aggregates have a large 
stabilizing binding energy in gas phase. Moreover, when the host molecule is 
substituted with cyanide groups the stabilizing binding energy is 20 to 30 
kcal/mol more stable than when the substituent is fluorine. The energy 
decomposition shows that the electrostatic and induction terms decrease when 
the anion size increases and the repulsion and dispersion contributions increase 
with the anion size.  
 In contrast to gas phase, in water the binding energy increases with the 
size of the anion. The binding energies in water of some complexes are big 
enough to consider that even when entropic effects are considered the resulting 
free energies will be negative and so these aggregates likely will be stable in 
water. 
Moreover TD-DFT calculations show changes in the absorption wavelengths 
of the host molecule under complexation big enough to produce a change of 
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color of the substance. This characteristic points out that these molecules can 
be used as possible chromogenic reagents for anion detection that allow 
monitoring the process of anion capture. 
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CASSCF(14,12)/ANO-S and CASPT2/ANO-S Total energies and 
Cartesian coordinates 
 
mSP/S0  optimized  at DFT/6-31G* 
root number  1 E =       -590.3069332245 a.u.  -592.1069529158 a.u. 
root number  2 E =       -590.1388584693 a.u.  -591.9599031841 a.u. 
root number  3 E =       -590.0596715644 a.u.  -591.9424756128 a.u. 
root number  4 E =       -590.0531791856 a.u.  -591.9403519295 a.u. 
root number  5 E =       -590.0712683082 a.u.  -591.8906894867 a.u. 
 
25 
 
O       -0.391543  -0.641124  -0.499522 
N       -1.946731    0.032259    1.194517 
C         0.933913  -0.458437  -0.232129 
C         1.760318  -1.583679  -0.248454 
C         3.130093  -1.434398  -0.033058 
C         3.679188 -0.169464    0.202193 
C         2.848507   0.948412    0.214274 
C         1.468651    0.824283       -0.001715 
C         0.544349    1.947414       -0.021368 
C        -0.778319    1.745321       -0.105349 
C        -1.376072     0.364878       -0.112662 
C        -2.581019    0.146302       -1.071419 
C        -3.478265        -0.784965       -0.288079 
C        -3.052521        -0.815917        0.979448 
H         1.316090  -2.556280      -0.435989 
H         3.771037  -2.311879      -0.046986 
H         4.746167        -0.058125   0.371503 
H         3.264080    1.938047   0.391570 
H         0.951132    2.954771        0.034195 
H       -1.484140    2.570260       -0.102756 
H       -2.219607  -0.254000      -2.023816 
H       -3.075349      1.105752        -1.279809 
H       -1.266146 -0.242294    1.895179 
H       -3.480064  -1.344221    1.824417 
H       -4.356677  -1.277391       -0.683062 
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mSP/1La MEP optimized at SA5-CASSCF(14,12)/ANO-S 
root number  1 E =       -590.2839382264 a.u.  -592.0746285022 a.u. 
root number  2 E =       -590.1382012233 a.u.  -591.9493622044 a.u. 
root number  3 E =       -590.0928061072 a.u.  -591.9532474254 a.u. 
root number  4 E =       -590.0480852307 a.u.  -591.8663354696 a.u. 
root number  5 E =       -590.1044507511 a.u.  -591.9122295045 a.u. 
 
25 
 
O   0.390459   0.708960   -0.237574 
N        2.378323   0.074995   -1.287530 
C  -0.892753    0.435820   -0.322480 
C -1.771632   1.552330   -0.397380 
C -3.096918   1.398583   -0.041879 
C -3.612776   0.127272    0.421579 
C -2.782804  -0.966886    0.491553 
C -1.421025  -0.886678    0.085325 
C -0.535765  -1.953801   -0.083811 
C   0.739980  -1.647963   -0.595959 
C  1.369780  -0.336774   -0.293291 
C  2.162963  -0.246676    1.046548 
C  3.253523    0.743398    0.706488 
C  3.306467   0.886525   -0.608019 
H -1.371738   2.508833   -0.697413 
H -3.760284   2.251018   -0.082732 
H -4.653927   0.050769    0.696344 
H         -3.167325 -1.927570    0.803021 
H -0.863792 -2.973287    0.054992 
H  1.434133 -2.433114   -0.853118 
H  1.503498  0.060739    1.853760 
H  2.578293 -1.223357    1.295044 
H  1.963405  0.470645   -2.111199 
H  3.998784  1.484521   -1.182599 
H  3.924049  1.196157    1.419200 
 
mMC-TTC/S0 optimized at DFT/6-31G* 
root number  1 E =       -590.28400733 a.u. -592.07411434 a.u. 
root number  2 E =       -590.16914465 a.u. -591.98556074 a.u. 
root number  3 E =       -590.15884597 a.u. -591.99214544 a.u. 
root number  4 E =       -590.12920570 a.u. -591.96807492 a.u. 
root number  5 E =       -590.09334389 a.u. -591.92236222 a.u. 
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O -1.450972  2.044777 -0.000106 
N  3.245358  1.057931 -0.000116 
C -2.106283  0.985698 -0.000095 
C -3.566992  1.008077  0.000085 
C -4.310009 -0.133310 -0.000026 
C -3.693015 -1.429947 -0.000191 
C -2.333184 -1.526771 -0.000185 
C -1.480531 -0.366947  0.000085 
C -0.102697 -0.557022  0.000323 
C  0.907025  0.426919  0.000275 
C  2.246520  0.119425  0.000064 
C  4.518817   0.468311 -0.000249 
C  4.414908 -0.867157 -0.000175 
C   2.946473 -1.234342  0.000191 
H -4.026238  1.992325  0.000243 
H -5.396669 -0.071095  0.000011 
H -4.313676 -2.321156 -0.000243 
H -1.856258 -2.506082 -0.000270 
H  0.226345 -1.598527  0.000376 
H  0.590075  1.464434  0.000233 
H  2.661438 -1.829159 -0.878608 
H  2.661940 -1.828254  0.879815 
H  3.069534  2.052175  0.000339 
H  5.397129  1.100223 -0.000381 
H  5.230460 -1.576238 -0.000434 
 
mMC-TTC/1La MEP optimized at SA3-CASSCF(14,12)/ANO-S 
root number  1 E =       -590.25657446 a.u. -592.05253105 a.u. 
root number  2 E =       -590.18755488 a.u.  -592.00427078 a.u. 
root number  3 E =       -590.16977676 a.u. -591.97808018 a.u. 
root number  4 E =       -590.12620399 a.u. -591.96139370 a.u. 
root number  5 E =       -590.09876238 a.u. -591.91767975 a.u. 
 
25 
 
O -1.484659 2.035913  0.042593 
N  3.263620 1.050755 -0.020008 
C -2.146300 1.002685  0.023845 
C  -3.574776 1.007008  0.011420 
C -4.371002 -0.174904 -0.012425 
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C -3.795676 -1.397228 -0.022649 
C -2.343942 -1.472668 -0.008970 
C -1.517336 -0.349924  0.012594 
C  -0.064062 -0.571337  0.017944 
C  0.915280  0.389151  0.002916 
C  2.294813  0.087309 -0.000392 
C  4.533523  0.479180 -0.019050 
C  4.455512 -0.847017  0.000661 
C  2.996168 -1.250821  0.015209 
H -4.050924  1.977429  0.021310 
H -5.448486 -0.075006 -0.021458 
H -4.379458 -2.305074 -0.039344 
H -1.883627 -2.451767 -0.016833 
H  0.237156 -1.609778  0.029565 
H  0.621084  1.423936 -0.008292 
H  2.720155 -1.856697 -0.852980 
H  2.730241 -1.830016  0.904586 
H  3.077402  2.030854 -0.031311 
H  5.406522  1.112055 -0.033523 
H  5.288246 -1.529755  0.005562 
 
mMC-CCC optimized at B3LYP/6-31G* 
 
root number  1 E =       -590.26678204 a.u. -592.08171822 a.u. 
root number  2 E =       -590.17165859 a.u. -592.01406736 a.u. 
root number  3 E =       -590.12553896 a.u. -591.97069949 a.u. 
root number  4 E =       -590.13085630 a.u. -591.96909933 a.u. 
root number  5 E =       -590.08467459 a.u. -591.93120910 a.u. 
 
25 
 
O -0.359174 -1.363419  0.820796 
N  1.819390 -0.700091 -0.285316 
C -1.372087 -0.747838  0.355930 
C -2.597614 -1.473155  0.127992 
C -3.755130 -0.853081 -0.262207 
C -3.796078  0.554085 -0.464358 
C -2.655304  1.287017 -0.272801 
C -1.398530  0.693989  0.092722 
C -0.320459  1.605438  0.232203 
C           1.074997  1.572587  0.308023 
C  2.029214  0.580004  0.050034 
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C  3.043625 -1.374950 -0.452700 
C  4.081362 -0.538946 -0.297731 
C  3.529357  0.822066  0.037995 
H -2.557502 -2.542897  0.310299 
H -4.659991 -1.439568 -0.407911 
H -4.722349  1.037854 -0.759268 
H -2.680372  2.364834 -0.422770 
H -0.677156  2.636519  0.255587 
H  1.526565  2.544992  0.493727 
H  3.879058  1.203809  1.008103 
H  3.795141  1.586192 -0.706271 
H  0.893436 -1.139609  0.030544 
H  3.030549 -2.429669 -0.694227 
H  5.130101 -0.777774 -0.407641 
 
mMC-TCT optimized at B3LYP/6-31G* 
Total energies   CASSCF  CASPT2 
root number  1 E =       -590.2840017 a.u.  -592.0741128 a.u. 
root number  2 E =       -590.1691519 a.u.  -591.9855641 a.u. 
root number  3 E =       -590.1588574 a.u.  -591.9921496 a.u.  
root number  4 E =       -590.1292064 a.u.  -591.9680743 a.u. 
root number  5 E =       -590.0933474 a.u.  -591.9223659 a.u. 
 
25 
 
O  1.448259   2.041013 -0.000835 
N -2.865650 -1.100498 -0.000289 
C -2.256491  0.128358  0.000324 
C -3.383452  1.150507  0.000768 
C -4.633490  0.301599 -0.000220 
C -4.266997 -0.986298 -0.000915 
C -0.909029   0.410144  0.000516 
C  0.110675 -0.565265  0.000395 
C  1.487260 -0.370058  0.000433 
C  2.345914 -1.525937  0.000463 
C  3.704945 -1.422892  0.000172 
C  4.316847 -0.123302 -0.000410 
C  3.568999  1.014408 -0.000455 
C  2.107722  0.985952  0.000543 
H  4.023389  2.000854 -0.001071 
H  5.403202 -0.056835 -0.000900 
H  4.329506 -2.311367  0.000150 
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H  1.874288 -2.508006  0.000662 
H -0.198793 -1.614581  0.000396 
H -0.601659  1.448562  0.000829 
H -3.312975  1.808813        -0.876666 
H -3.313533  1.807347  0.879355 
H -2.371771 -1.979497 -0.001973 
H -4.870378 -1.884687 -0.001598 
H -5.645219   0.681485 -0.000175 
 
MC-TTT optimized at B3LYP/6-31G* 
Total energies   CASSCF  CASPT2 
      root number  1 E =       -590.29700247 a.u. -592.0715497923 a.u 
      root number  2 E =       -590.17407163 a.u. -591.9816316986 a.u. 
      root number  3 E =       -590.16090499 a.u. -591.9849699727 a.u. 
      root number  4 E =       -590.13709039 a.u. -591.9660719249 a.u. 
      root number  5 E =       -590.10224957 a.u. -591.9191338065 a.u. 
 
25 
              
O -1.938510  2.247863  0.000099 
N  3.387163 -1.165350  0.000360 
C -2.361313  1.081807         0.000053 
C  3.793797  0.781934 -0.000028 
C -4.255391 -0.497415 -0.000101 
C -3.359610 -1.624695 -0.000106 
C -2.011550 -1.425393 -0.000053 
C -1.448233 -0.102166  0.000017 
C -0.090644  0.168174  0.000094 
C  0.991493 -0.739616 -0.000013 
C  2.301217 -0.326949  0.000247 
C  4.597395 -0.450678  0.000099 
C  4.361051  0.867088 -0.000689 
C  2.864069  1.088587  0.000088 
H -4.464537  1.636144 -0.000016 
H -5.327365 -0.686091 -0.000149 
H -3.770168 -2.630393 -0.000139 
H -1.342616 -2.283035 -0.000042 
H  0.141311  1.232837  0.000233 
H  0.800433 -1.811239 -0.000293 
H  2.519112  1.652174 -0.877376 
H  2.520340  1.651794   0.878337 
H  3.317475 -2.172012 -0.000756 
H 5.533581 -0.993210  0.000081 
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H 5.102262 1.653503 -0.000839 
Active MOs 
                    
        Orb 43 (H-5)      Orb 44 (H-3) 
                       
        Orb 45 (H-4)       Orb 46 (H-2) 
                   
         Orb 47 (H-6)      Orb 48 (H-1) 
       
        Orb 49 (H)      Orb 50 (L) 
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            Orb 51 (L+1)     Orb 52 (L+4) 
      
Orb 53 (L+2)     Orb 54 (L+3) 
 
mMC active MOs 
 
                 
 Orb 43 (H-6)      Orb 44 (H-3) 
               
  Orb 45 (H-2)     Orb 46 (H-4) 
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  Orb 47 (H-5)     Orb 48 (H-1) 
      
  Orb 49 (H)     Orb 50 (L) 
    
  Orb 51 (L+2)     Orb 52 (L+1) 
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      Orb 53 (L+4)     Orb 54 (L+3) 
                
 
                                                       Conical Intersections 
Geometries 
CI-CCC 
25 
 
O         -0.8529210000         -1.3513200000          1.9033820000 
N          1.4717520000         -0.7191030000           0.1817530000 
C         -1.6093420000         -0.8234650000          1.0490900000 
C         -2.6962290000         -1.5497630000          0.4414730000 
C         -3.3660820000         -1.0316500000         -0.6387940000 
C         -3.0221520000          0.2373460000         -1.1632410000 
C         -2.0344820000          0.9737220000         -0.5562260000 
C         -1.3500260000          0.4981400000          0.5635710000 
C         -0.3911070000          1.3739080000          1.2822050000 
C          0.9305920000          1.5319380000           0.9672760000 
C          1.7129320000          0.5903900000           0.2427740000 
C          2.4794530000         -1.3974230000         -0.5168890000 
C          3.4141820000         -0.5289620000         -0.9333790000 
C          3.0135420000          0.8535430000         -0.4800200000 
H         -2.9316470000         -2.5200680000          0.8408700000 
H         -4.1578040000         -1.5978190000         -1.0990010000 
H         -3.5507050000          0.6316420000         -2.0123540000 
H         -1.7963820000          1.9553250000         -0.9317000000 
H         -0.7969730000          2.0225980000          2.0430360000 
H          1.4702980000          2.3799140000           1.3572810000 
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H          3.7464150000          1.3092990000          0.1829810000 
H          2.8639600000          1.5402720000         -1.3095610000 
H          0.7410380000         -1.1560880000          0.7149490000 
H          2.4148040000         -2.4583280000         -0.6384760000 
H          4.2968830000         -0.7640460000         -1.4910000000 
 
  
CI-TCC 
    
25 
  
 N    -2.490262     0.815641     1.590492   
 O    -0.002167    -1.141155     1.112295   
 C    -0.244311     1.689346     1.139979   
 C    -1.356048     0.857554     0.765086   
 C     1.051916     1.503673     0.737888   
 C    -3.513959     0.151310     0.882401   
 C    -1.791228     0.488798    -0.642996   
 C    -3.184086    -0.044832    -0.398731   
 C     1.566164     0.316841     0.072088   
 C     2.688905     0.388820    -0.759837   
 C     0.969411    -0.973085     0.287882   
 C     3.203393    -0.718985    -1.389016   
 C     1.490694    -2.101839    -0.403469   
 C     2.601729    -1.977935    -1.214646   
 H    -0.462121     2.511558     1.803142   
 H    -2.331745     0.528310     2.532404   
 H     1.770990     2.270886     0.970273   
 H    -1.806928     1.372434    -1.281268   
 H    -4.433436    -0.082540     1.381490   
 H     3.151813     1.348124     -0.916119   
 H    -3.818543    -0.460002    -1.156302   
 H    -1.139361    -0.231200    -1.125710   
 H     4.064490    -0.621305    -2.025677   
 H     1.013211    -3.050950    -0.242978   
 H     3.001480    -2.839468    -1.718671   
 
 
CI-NC 
 
25 
 
O         -0.28475       -0.56298       -0.72465 
C          1.01876       -0.41752       -0.37086 
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C          1.81083       -1.55896       -0.37002 
C          3.16124       -1.45142       -0.05021 
C          3.70813       -0.20499        0.26511 
C          2.90538        0.92149        0.25537 
C          1.54842        0.83473       -0.06367 
C          0.65304        1.97199       -0.09047 
C         -0.68268        1.75237       -0.31243 
C         -1.17934        0.43477       -0.48698 
C         -2.52942        0.12896       -1.07518 
C         -3.33801       -0.79591       -0.19928 
C         -2.97530       -0.90341        1.11165 
N         -1.90155       -0.23309        1.54497 
H          1.36249       -2.50308       -0.61833 
H          3.77980       -2.33087       -0.04367 
H          4.75116       -0.12183        0.51372 
H          3.31987        1.88549        0.49575 
H          1.03701        2.95814        0.09407 
H         -1.39334        2.55673       -0.28186 
H         -2.37792       -0.31299       -2.05734 
H         -3.06204        1.06510       -1.23014 
H         -1.59286       -0.29993        2.49109 
H         -3.54617       -1.50538        1.80316 
H         -4.19274       -1.30741       -0.59980 
 
CI-CCX 
25 
 
O         -0.8529210000         -1.3513200000          1.9033820000 
N          1.4717520000         -0.7191030000          0.1817530000 
C         -1.6093420000         -0.8234650000          1.0490900000 
C         -2.6962290000         -1.5497630000          0.4414730000 
C         -3.3660820000         -1.0316500000         -0.6387940000 
C         -3.0221520000          0.2373460000         -1.1632410000 
C         -2.0344820000          0.9737220000         -0.5562260000 
C         -1.3500260000          0.4981400000          0.5635710000 
C         -0.3911070000          1.3739080000          1.2822050000 
C          0.9305920000          1.5319380000          0.9672760000 
C          1.7129320000          0.5903900000          0.2427740000 
C          2.4794530000         -1.3974230000         -0.5168890000 
C          3.4141820000         -0.5289620000         -0.9333790000 
C          3.0135420000          0.8535430000         -0.4800200000 
H         -2.9316470000         -2.5200680000          0.8408700000 
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H         -4.1578040000         -1.5978190000         -1.0990010000 
H         -3.5507050000          0.6316420000         -2.0123540000 
H         -1.7963820000          1.9553250000         -0.9317000000 
H         -0.7969730000          2.0225980000          2.0430360000 
H          1.4702980000          2.3799140000          1.3572810000 
H          3.7464150000          1.3092990000          0.1829810000 
H          2.8639600000          1.5402720000         -1.3095610000 
H          0.7410380000         -1.1560880000          0.7149490000 
H          2.4148040000         -2.4583280000         -0.6384760000 
H          4.2968830000         -0.7640460000         -1.4910000000 
  
 
CI-TCX 
25 
 
O          1.3642760000          1.9996970000         -0.5624630000 
N          1.2366410000         -2.7839590000          1.1785580000 
C          0.1517860000          1.8913070000         -0.8766900000 
C         -0.7873100000          2.9656390000         -0.6718970000 
C         -2.1357310000          2.7526470000         -0.8151400000 
C         -2.6318140000          1.4816380000         -1.1921270000 
C         -1.7488590000          0.4636120000         -1.4571190000 
C         -0.3687330000          0.6461870000         -1.3545500000 
C          0.5620630000         -0.4267380000         -1.7851100000 
C          0.9876440000         -1.4687550000         -1.0078570000 
C          1.2735210000         -1.6923880000          0.4145060000 
C          1.1140760000         -2.4596070000          2.5362970000 
C          1.0683070000         -1.1268240000          2.6879530000 
C          1.1646520000         -0.4900170000          1.3231960000 
H         -0.3944090000          3.9193740000         -0.3678440000 
H         -2.8267710000          3.5577630000         -0.6323420000 
H         -3.6902150000          1.3249190000         -1.2972850000 
H         -2.1230170000         -0.4941060000         -1.7796100000 
H          0.8348860000         -0.4475260000         -2.8289130000 
H          1.4287960000         -2.3336180000         -1.4767350000 
H          0.2924370000          0.1119710000          1.0757320000 
H          2.0351340000          0.1533280000          1.2208310000 
H          1.1461260000         -3.7069830000          0.7925140000 
H          1.0683440000         -3.2426080000          3.2638270000 
H          0.9781700000         -0.5949550000          3.6122680000 
  
 
CI-TXC 
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O         -0.21120       -0.53687       -1.31151 
N          3.09415        0.22525       -0.68787 
C         -1.39286       -0.35241       -0.77099 
C         -2.50150       -1.14666       -1.10367 
C         -3.70703       -0.92051       -0.46156 
C         -3.83666        0.11657        0.48754 
C         -2.77728        0.92115        0.79025 
C         -1.52513        0.71448        0.16395 
C         -0.35929        1.47773        0.27813 
C          0.77766        1.01007       -0.55069 
C          1.92503        0.48063        0.03042 
C          3.91539       -0.61322        0.09327 
C          3.40414       -0.81122        1.31415 
C          2.07651       -0.09597        1.42143 
H         -2.39161       -1.93057       -1.83043 
H         -4.55612       -1.54008       -0.68853 
H         -4.78576        0.27521        0.96849 
H         -2.88360        1.71892        1.50481 
H         -0.30793        2.40643        0.81594 
H          0.92461        1.51608       -1.49347 
H          2.09122        0.68188        2.18263 
H          1.25230       -0.76209        1.66629 
H          3.00679        0.03020       -1.66126 
H          4.84857       -0.95583       -0.30742 
H          3.87576       -1.34581        2.11423 
 
 
CI-XTC 
25    
 
   O       -1.650554       1.104405       1.017327 
   N        3.302538       1.076607      -0.022677 
   C        3.004945      -1.179657      -0.007629 
   C        2.337982       0.170050      -0.020854 
   C        4.589030       0.502956      -0.010357 
   C        4.470688      -0.834328      -0.002163 
   C        0.929703       0.484952       0.003565 
   C        0.200068       0.630659      -1.149801 
   C       -1.177524       0.942029      -1.295849 
   C       -2.036456       1.166243      -0.141905 
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   C       -3.437213       1.484197      -0.440213 
   C       -3.908067       1.566269      -1.714229 
   C       -3.043866       1.342959      -2.837804 
   C       -1.726917       1.042746      -2.609723 
   H       -4.073700       1.649442       0.410438 
   H       -4.944831       1.802346      -1.886579 
   H       -3.430654       1.411348      -3.838414 
   H       -1.070702       0.873391      -3.448378 
   H        0.735037       0.499490      -2.081248 
   H        0.447375       0.584904       0.959518 
   H        2.699771      -1.759819      -0.877272 
   H        2.690398      -1.748546       0.865657 
   H        3.109715       2.054299      -0.025571 
   H        5.454095       1.131796      -0.011909 
   H        5.276174      -1.539001       0.004626 
 
 
CI-TTX 
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C         -3.25560        0.24931        0.12443 
C         -1.82276       -0.18883       -0.04484 
N         -1.15987        0.82807       -0.47736 
C         -1.95995        2.00011       -0.63982 
C         -3.21104        1.69806       -0.27834 
C         -1.24706       -1.47162        0.14604 
C         -2.04041       -2.55241        0.33086 
C         -1.60866       -3.92164        0.08773 
C         -1.74473       -4.22651       -1.27936 
C         -1.37128       -5.57107       -1.60257 
C         -0.92503       -6.46356       -0.64713 
C         -0.81384       -6.11137        0.71175 
C         -1.17194       -4.82783        1.06745 
O         -2.16726       -3.36625       -2.11145 
H         -1.46085       -5.87341       -2.63233 
H         -0.65956       -7.46313       -0.95456 
H         -0.47004       -6.81891        1.44501 
H         -1.11279       -4.51588        2.09936 
H         -3.08304       -2.36082        0.55564 
H         -0.21344       -1.60101       -0.11562 
H         -3.87811       -0.34354       -0.53473 
H         -3.58836        0.09046        1.14255 
H         -0.18795        0.77722       -0.70655 
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H         -1.50906        2.89749       -1.00329 
H         -4.05244        2.35765       -0.28899 
 
 
 
Gradient difference    Derivative Coupling 
 
CI-CCC 
 
  CI-TCC 
 
CI-NC 
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CI-CCX 
   
 
 
CI-TCX 
 
 
CI-TXC 
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CI-XTC 
 
 
CI-TTX 
 
 
 
 
Electron Spin density distribution calculated at UDFT B3LYP/6-31G* for 
the biradical close to CI-TXC (isodensity at 0.03 a.u) 
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Table 1: Deformation and coordination energies (kJ/mol) of ammonia-water 
clusters at the MP2/6-311+G(2d,2p) computational level.  
 
n
 
 Edef Ecoord 
1 1-I 0.46 -24.93 
2 1-II 2.01 -59.98 
3 1-III-cyc-ext 2.67 -86.69 
3 1- III-cyc 4.67 -98.97 
4 1-IV-cyc-ext 5.74 -130.5 
4 1-IV-cyc 6.72 -131.5 
4 1-IV-prot 757.23 -60.89 
5 1-Vcyc-ext 7.51 -161.66 
5 1-V-cyc 8.26 -158.66 
5 1-V-prot 699.66 -102.59 
6 1-VI-cyc 10.23 -114.23 
6 1-VI-cyc-ext 25.52 -134.24 
6 1-VI-prot 1356.68 -42.29 
7 1-VII-cyc-ext 28.49 -158.8 
7 1-VII-prot 1460.63 -86.1613 
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Table 2: Deformation and coordination energies (kJ/mol) of methylamine-
water clusters at the MP2/6-311+G(2d,2p) computational level. 
 
  
n  Edef Ecoord 
1 2-I 0.85 -27.87 
2 2-II 2.86 -62.54 
3 2-III-cyc-ext 5.96 -99.36 
3 2-III-cyc 6.16 -101.97 
4 2-IV-cyc-ext 6.43 -133.56 
4 2-IV-cyc 8.70 -134.31 
4 2-IV-prot 767.47 -79.05 
4 2-IV-prot-met 648.26 -60.96 
5 2-V-cyc-ext 8.69 -165.50 
5 2-V-cyc 10.15 -161.35 
5 2-V-prot 1180.10 -114.21 
5 2-V-prot-met1 972.60 -74.02 
5 2-V-prot-met2 582.63 -111.00 
6 2-VI-cyc ··· ··· 
6 2-VI-cyc-ext ··· ··· 
6 2-VI-prot 1364.61 -61.82 
6 2-VI-prot-met 790.97 -41.47 
7 2-VII-cyc-ext ··· ··· 
7 2-VII-prot 1471.72 -105.80 
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Table 3: Deformation and coordination energies (kJ/mol) of dimethylamine-
water clusters at the MP2/6-311+G(2d,2p) computational level. 
 
n  Edef Ecoord 
1 3-I 0.97 -29.35 
2 3-II 3.24 -63.64 
3 3-III-cyc-ext 4.21 -106.35 
3 3-III-cyc 7.04 -90.84 
3 3-III-cyc-met 5.92 -95.47 
4 3-IV-cyc-ext 6.98 -134.86 
4 3-IV-cyc 9.62 -136.56 
4 3-IV-cyc-met 7.49 -124.86 
4 3-IV-prot-met 663.73 -85.44 
5 3-V-cyc-ext 9.18 -167.92 
5 3-V-cyc 12.66 -164.52 
5 3-V-prot-met1 981.91 -96.59 
5 3-V-prot-met2 596.29 -132.66 
6 3-VI-cyc ··· ··· 
6 3-VI-cyc-ext ··· ··· 
6 3-VI-Prot-met 1508.60 -50.73 
7 3-VII-cyc-ext ··· ··· 
7 3-VII-prot-met 782.07 -77.19 
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Table 4: Deformation and coordination energies (kJ/mol) of trimethylamine-
water clusters at the MP2/6-311+G(2d,2p) computational level. 
 
n  Edef Ecoord 
1 4-I 1.15 -29.16 
2 4-II-cyc-ext 3.85 -63.13 
3 4-III-cyc-ext 5.03 -93.65 
3 4-III-cyc-met 6.56 -96.04 
4 4-IV-cyc-ext 7.60 -136.77 
4 4-IV-cyc-met 8.11 -125.59 
5 4-V-cyc-ext 9.39 -168.84 
6 4-VI-cyc-ext ··· ··· 
7 4-VII-cyc-ext ··· ··· 
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Table 5: Vibration modes (cm
-1
) associated with the stretching frequency of 
the closest O-H bond to the amino group obtained at the MP2/6-311+G(2d,2p) 
computational level. 
 
n Cyc
 
Cyc-ext 
Ammonia   
1 3612 ··· 
2 3434 ··· 
3 3261 3549 
4 3197 3545 
5 3165 3559 
6 3598 3553 
7 ··· 3547 
Methylamine   
1 3543 ··· 
2 3333 ··· 
3 3128 3134 
4 3042 3279 
5 3012 3458 
6 ··· ··· 
7 ··· ··· 
Dimethylamine   
1 3486 ··· 
2 3255 ··· 
3 3042 3302 
4 2926 3386 
5 2866 3380 
6 ··· ··· 
7 ··· ··· 
Trimethylamine   
1 3443 ··· 
2 3168 ··· 
3 3459 3199 
4 3030 3328 
5 ··· 3334 
6 ··· ··· 
7 ··· ··· 
 
 
  
Appendix B 
274 
 
Table 6: Vibration modes (cm
-1
) associated with the stretching frequency of 
the longest N-H bond obtained at the MP2/6-311+G(2d,2p) computational 
level. 
 
 
 
 
n Cyc
 
Prot (sym) Prot (asym) 
Ammonia    
1 3634 ··· ··· 
2 3601 ··· ··· 
3 3582 ··· ··· 
4 3421 3045 3054/3055 
5 3409 ··· 2912 
6 3473 ··· 2911 
7 ··· 2992 2970/2970 
Methylamine    
1 3543 ··· ··· 
2 3494 ··· ··· 
3 3465 ··· ··· 
4 3440 2573 2768/2798 
5 3421 ··· 2963 
6 ··· ··· 2947 
7 ··· 3041 3029/3029 
Dimethylamine    
1 3545 ··· ··· 
2 3498 ··· ··· 
3 3466 ··· ··· 
4 3438 2862 2846 
5 3430 ··· 2752/2804 
6 ··· ··· 2978 
7 ··· ··· 2399 
