ABSTRACT Multi-user multiple input multiple output (MU-MIMO) is a basic technique which has been widely investigated for its ability to increase system capacity. However, the inter-user interference (IUI) is one of the obstacles to obtain system capacity. With the help of pre-coding technique, the IUI can be canceled or reduced at the base station (BS). Vector perturbation (VP) is one of the most celebrated precoding schemes that can approach system capacity. By perturbing users' data vector with a certain integer vector offset at the BS, the VP scheme can offer the users a higher effective signal-to-noise ratio. To reach the theory bound of VP, the BS has to select the optimal integer vector from all candidate integer vectors globally. This exhaustive search has been proved to be NP-hard, which is hard to be implemented. In this paper, we analyze several state-of-the-art modified low-complexity VP schemes and propose the subset VP (SVP) scheme to reduce the complexity of the VP. The basic principle of the SVP is that some vectors are selected as the optimal vector with high probability, whereas the others are scarcely selected. So, we try to form a subset consists of vectors with a relatively higher probability. First, we calculate the probability of all candidate vectors which have been selected as the optimal vector. Second, we propose a method to divide all vectors into several subgroups. Vectors in the same subgroup have a similar probability, whereas vectors in different subgroups have distinguished probability. Third, we build a subset that is comprised of several subgroups in which vectors have a relatively higher probability. Simulation results show that we get almost the same bit-error rate performance with a significant complexity reduction. MIMO, pre-coding, vector perturbation, subset. 
I. INTRODUCTION
For Multi-user multiple input multiple output downlink systems, where the users detect their independent data streams without cooperation with each other. The inter-user interference (IUI) is one of the obstacles to achieve system capacity or satisfactory bit error rate (BER) performance [1] , [2] . However, if the base station (BS) has perfect channel state information (CSI), the pre-coding technique can be adopted to cancel the IUI at the BS (or, transmitter) side. Our interest in this paper is vector perturbation (VP) pre-coding [3] , [4] , which is a variation on channel inverse (CI) pre-coding. VP regularizes CI and perturbs users' signal vector with an optimal integer offset vector to reduce the effective noise and improve the effective signal to noise ratio (SNR).
The theoretical bases of VP [3] are that 1) when perturbed users' signal vector is orthogonal to the right singular vectors of channel pseudo-inverse matrix, the required transmitting power is the smallest and the effective SNR is the highest. 2) when users' data vector is perturbed with an integer offset, the corresponding users can use modulo operator to remove the integer offset and recover original data vector. The optimization problem of VP can be formulated as searching the optimal integer vector from all candidate integer vectors. This problem is equivalent to the closest lattice point problem, which has been proved to be nondeterministic polynomial time (NP)-hard [5] .
To reduce the complexity of VP, there are two optimization directions to explore. On one hand, some researchers try to design criteria that can make the objective function converges rapidly. They are reactive tabu search based VP [6] , MMSE-VP [7] , degree-2 sparse VP [8] , max-SINR VP [9] and THP-VP [10] . On the other hand, we attempt to make the size of candidate vectors smaller. In this direction, some papers have investigated various methods. Reference [11] proves that a no more than 0.001 chance that the entries of candidate integer vector have an absolute value equal to or larger than 2. Therefore, instead of searching all candidate vectors, a constrained region can be formed to search for the optimal vector. Reference [12] proposes the partial perturbation where not all users' data are perturbed, but the perturbing range can be much larger than [11] . In [13] , based on the statistical fact that positive data are mostly perturbed by -1 and 0, whereas negative data are mostly perturbed by 0 and 1, the authors proposed the anti-symmetry perturbation method. Based on these facts, we propose subset vector perturbation (SVP) pre-coding method that can reduce complexity further.
In this paper, we use the same statistical tool as [13] to demonstrate the probability distribution of all candidate integer vectors. With the results in [11] , we also attempt to perturb users' data partially. But unlike [12] , we give an exact parameter to get a trade-off between complexity and BER performance, and our method can offer a higher degree of freedom. By simulation, we find out that some candidate vectors are optimal with high probability while the others are scarcely optimal. By setting a threshold ε, candidate vectors with probability ≥ ε comprise the subset of SVP. Especially, when ε = 0, all candidate vectors are visited. The subset is the same as the original set of VP, and this case has the best performance with the highest complexity. Meanwhile, when ε is large enough, the only candidate vector in the subset is the zero vector. There is no perturbation at all, and this case has the same performance as CI scheme with the lowest complexity. Generally, only if a proper non-zero ε is selected, complexity can be reduced with a negligible performance loss.
In this paper, (.) and (.) denote the real and imaginary part of a complex number or vector. (.) T , (.) * and (.) H denote the transpose, conjugate and conjugate transpose of a matrix, respectively. E{.} and ||.|| 2 represent the statistical expectation and Frobenius norm, respectively. And n m is the number of combinations of n things taken m at a time.
II. SYSTEM MODEL AND LINEAR PRE-CODING
We consider a multi-user downlink system with one BS and N U users. The BS has N T antennas and the users are all equipped with only one antenna. The transmitted vector is defined as x ∈ C N T ×1 .
The received signal is defined as y ∈ C N U ×1 . Then the baseband transmission downlink can be modeled as
where the channel H consists of N U × N T independent and identically distributed (i.i.d) complex Gaussian coefficients with zero mean and unit variance, and n is the additive white Gaussian noise (AWGN) with zero mean and covariance σ 2 n . The entry H ij , in row i and column j of H, means the channel between user i and antenna j at BS.
Suppose u ∈ C N U ×1 is the desired signal vector for all N U users. The entries of u are chosen from scaled M-ary quadrature amplitude modulation (M-QAM) constellation, satisfying E{||u|| 2 } = 1. Then the signal to noise ratio (SNR) is
It is assumed that the users do not cooperate with each other and have no knowledge about the others' channel information. We also assume that the BS has perfect global CSI, which is represented by matrix H. To pre-cancel channel fading or inter-user interference, the BS could apply the precoding technique to facilitate the receiver side with low complexity detection method [14] , [15] . Pre-coding can be simply categorized into two types: linear pre-coding and nonlinear pre-coding.
One of the simplest linear pre-coding is CI pre-coding in which the users' data are multiplied by pseudo-inverse of channel H. As CI pre-coding might amplify the white noise and thus decreasing BER performance, regularized channel inverse (RCI) pre-coding is more favorable. These two linear pre-coding schemes can be expressed by
where γ 0 is the normalization factor with value
and
When CI pre-coding is used, plugging (3) and (5) into (1) yields
The estimated user data vectorû can be calculated aŝ
Then each user can demodulate its signal directly without any inter-user interference. As signal amplitude is scaled by 1/ √ γ 0 , or the noise is augmented by √ γ 0 , the effective SNR can be simply written as
III. VECTOR PERTURBATION
From the previous section, we know that CI pre-coding can remove IUI completely but also increase the power of noise. To mitigate this effect, it is intuitive to minimize (4). As pseudo inverse of channel H is determined, it is obvious to add an offset to the original user data vector. Obviously, it is impossible for the users to remove a random and unknown offset.
Motivated by modulo function used by TomlinsonHarashima pre-coding (THP) [16] , [17] , VP adds an integer offset vector at the transmitter side and adopts modulo function at the receiver side to recover original data. The most significant VP pre-coding, proposed by Hochwald et al. [3] and later developed by [18] - [21] , can be formulated as the following optimization problem:
where Z is integer lattice and τ is a factor to make sure that the vectors after perturbation will not conflict with the original vectors. Usually τ is related to modulation scheme and has a suggested value with
where |c| max is the absolute value of the constellation symbol with the maximum magnitude and is the minimum Euclidean distance between different constellation symbols.
Problem (9) is a closet lattice search (or integer least square) problem which is NP-hard as mentioned before. The optimal solution l opt depends on both channel H and user data u.
After adding the optimal integer offset, the transmitted signal x can be written as
where γ is the transmitter power normalized factor as
Substituting (11) into (1), we get
The corresponding users eliminate the scale effect caused by 1/ √ γ firstly, and then the perturbation part τ l is removed with modulo operator [22] , [23] . Finally, the estimated users' data vector becomeŝ
where the modulo operator is defined as
with
Additionally, the effective SNR of vector perturbation is
We can conclude that 1) when all entries in l opt are 0, vector perturbation is the same as the ordinary CI pre-coding scheme. 2) Usually γ is smaller than γ 0 , so effective SNR in (17) is higher than that in (8). 3) Whether CI or VP is used, users can detect their own user data streams easily in a low complexity method. 4) The solution of (9) requires large amount of calculations.
IV. SUBSET VECTOR PERTURBATION
In this section, some necessary definitions are given in the first part. Then the probability distribution of candidate vectors is analyzed. After that, we separate the whole set into several subgroups according to their distinguished probability distribution. Finally, subgroups with high probability gather together as the subset of our proposed SVP.
A. DEFINITION 1) CANDIDATE VECTOR
A candidate integer vector l i is defined as
where
The perturbation range k is of great significance to decide the size of candidate vectors [11] .
2) SET
For a fixed k, all candidate vectors l i form a set
It is obvious that the size of set L is exponential with the number of users N U and the number of candidate vectors is extremely large when k is large. The set L provides a smaller search range for the optimal vector, thus optimization problem (9) can be rewritten as
3) STATISTICAL PROBABILITY P(l i ) is the statistical probability that l i = l opt . VOLUME 6, 2018
4) Q FUNCTION

Q(l i ) is the number of non-zero entries in vector [ (l i ); (l i )].
5) SUBGROUP
we divide set L into several subgroups satisfying
6) SUBSET a subset is defined as
B. PROBABILITY DISTRIBUTION For any k and N U , there are (2k
In each simulation, only one l i out of (2k +1) 2N U candidate vectors is selected as l opt . In this subsection, we set k = 1 and N U = 4 and run 1.28 × 10 5 independent Monte-Carlo simulations. By recording the value of i for every iteration, we get the distribution of P(l i ). The most significant result we get from Fig. 1 is that vectors with relatively smaller Q(l i ) have much higher P(l i ). 
C. SUBGROUP FORMING
As shown in Fig. 1 , all candidate vectors fall into three categories. The first category has only one vector which is selected as the optimal vector with probability higher than 20%. The second category involves several vectors with probability lower than 20% but higher than 1%. The third category is composed of the rest vectors with probability no more than 1%. We interpret those conditions, defined in (22), as no overlap between different subgroups, and vectors in the same subgroup have similar probability. So we divide the set L into 2N U + 1 subgroups S m with
Note that S m has
To demonstrate the probability distribution of subgroups, we define P(S m ) as
Then with the same results as Fig. 1 , we re-calculate the probability distribution of P(S m ) for each subgroup S m , and the statistical results are shown in Fig. 2 . 
D. SUBSET FORMING
From Fig. 1 and Fig. 2 , it is obvious that some vectors are scarcely chosen as the optimal vector. As defined in (23), we put forward a subset only consists of vectors that are optimal with high probability. Also, a threshold ε is defined to make a compromise between set size reduction and BER performance.
Instead of choosing vector one by one, we use the result in Fig. 2 and choose vectors group by group. In the same subgroup, either all of the candidate vectors are included in the subset or none of them are included.
As a smaller Q(l i ) has a much higher P(l i ), the vectors in S m with smaller m have higher probability
The subset L ε in (23) can also be expressed with
where m max is obtained by
Further, problem (21) can be reformed as
Compared to (21) with search range L, our SVP problem (29) with subset L ε has lower complexity. Meanwhile, L ε has two different expressions, where (23) is more intuitive, while (27) is easier to compute.
In (9), (21), and (29), the optimal vector is selected from integer lattice globally, a super-sphere set with radius k, a subset of super-sphere set with radius k, respectively. So our proposed SVP method has the smallest search range.
E. SUBSET SIZE
From (20) and (24), we know that L has (2k + 1) 2N U different vectors and S m has 2N U m (2k) m different vectors [24] . Reduction ratio α is defined as the ratio of the number of vectors in subset L ε to the number of vectors in set L.
We can conclude that 1) Only if α < 1, the search range subset L ε is smaller than set L. 2) When m max = 0, only the zero vector is included in the subset. This case is equivalent to the conventional CI pre-coding scheme. 3) If and only if m max = 2N U , we have α = 1 and L ε = L. Then problem (29) is the same as problem (21) of VP, leading to no complexity reduction. 
V. NUMERICAL RESULTS
With parameters defined in Table 1 , this section presents Monte-Carlo simulation results of CI, conventional VP, and proposed SVP. Then we give an analysis of the BER performance and complexity of those three methods.
A. PERFORMANCE
There are N U users, so the maximum number of Q(l i ) is 2N U , which is also the largest index of S m . Linear CI pre-coding presents typical low complexity scheme with limited BER performance, while conventional VP offers BER performance bound of our proposed SVP. So we run sufficient simulation to demonstrate the relationship between CI, VP, and SVP with simulation parameters defined in Table 1 .
From Fig. 3 and Fig. 4 , we can conclude that SVP with m max = 4 has almost the same BER performance as conventional VP with k = 1, both in QPSK and 16-QAM modulation scheme. Also SVP with m max ∈ (1, 3] can be used as alternative methods according to specific system requirements.
From Fig. 3 and Fig. 5 , we run simulations with a different number of BS antennas and users. Although the size of L grows exponentially with N U , the performance of SVP with m max = 4 can still be almost the same as VP. Generally, our proposed SVP always have better BER performance than CI pre-coding, and SVP with large m max can approach the BER performance of VP.
B. COMPLEXITY
We use float point operation (FLOP) to evaluate complexity. One real product or one real addition is counted as 1 FLOP. One complex product requires 6 FLOPs.
In this part we only calculate the different part of all three pre-coding methods, so the matrix inverse F = H H (HH H ) −1 and ||.|| 2 are not taken into consideration. It is the number of candidate integer vectors that makes these pre-coding methods different. The only candidate vector for CI is the vector with all entries equal to zero, while conventional VP need to visit all candidate integer vectors in set L. Our proposed SVP has a subset L ε which is smaller than set L. For each candidate vector, computing F(u+τ l i ) is comprised of 8N T N U −2N T + 4N U FLOPs.
With the parameters in Table 1 and subset size defined in (30), we summarise the FLOPs of CI, VP and SVP, which is shown in Table 2 . For the case I and the case II, SVP with m max = 4 and m max = 5 has only one quarter and half complexity as VP, respectively. For the case III, compared with VP, the complexity of SVP with m max = 5 is reduced by an order. 
VI. CONCLUSION
In this paper, we investigate the vector perturbation precoding technique which can be formulated as an integer lattice search problem. As the optimal vector might lie in any location of integer lattice, exhaustive search among infinity integer range for the optimal vector is unrealistic. We view all candidate integer vectors in a super-sphere with radius k as a set L. Firstly, we analyze the probability of all vectors in L which are selected as the optimal vector and find out that some vectors have a high probability to be selected as the optimal vector while others have almost zero probability. Then, we propose a metric to make candidate integer vectors with similar probability in the same subgroup while the vectors with distinguished probability in different subgroups. After that, we choose several subgroups with a probability higher than a threshold as a subset. Finally, instead of searching the whole set L for the optimal vector, we only search the subset L ε with high probability. As shown in Fig. 3, Fig. 4, Fig. 5 , and 
