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Abstract
We provide precise estimates of the spectral gap and logarithmic Sobolev constants of canonical
Gibbs measures associated to gamma distributions with parameter α ≥ 1. This is related to the
Kannan–Lova´sz–Simonovits conjecture for simplices and unit balls of `np spaces.
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1. Introduction
Given a probability measure µ on R, we denote by µn its n-fold product measure on Rn . We
consider the canonical Gibbs measures with density ρ ∈ R. They are defined by conditioning µn
to the hyperplanes Hρ = {x ∈ Rn; x1 + · · · + xn = nρ}:
µn|ρ := µn
(
·|x1 + · · · + xn = nρ
)
.
They appear in the modelisation of non-interacting conservative spin systems (see e.g. [1–3]).
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The study of the dynamical aspects of these systems is often based on the following classical
functional inequalities: one says that µn|ρ satisfies a Poincare´ inequality with constant C (or has
a spectral gap larger than or equal to 1/C) if every C1-smooth function f :Rn → R satisfies
Varµn|ρ ( f ) ≤ C
∫
|∇ f |2dµn|ρ,
where Varν( f ) =
∫
f 2 dν − (∫ f dν)2. In the context above, ∇ f is the gradient of f and
|x | = 〈x, x〉1/2 = (∑ni=1 x2i )1/2 is the Euclidean norm. Sinceµn|ρ is supported on the hyperplane
Hρ , it would be natural to consider only functions on this affine subspace and the gradient ∇H
along the corresponding vector subspace H := H0. These two points of view coincide since
for a function on Rn , ∇H f (x) is the orthogonal projection of ∇ f (x) onto H , so it has a smaller
norm. However any function on Hρ can be extended to Rn so that it does not vary in the direction
H⊥. For this extension ∇ and ∇H are the same, so the statement saying that for any C1-smooth
function f : Hρ → R,
Varµn|ρ ( f ) ≤ C
∫
|∇H f |2dµn|ρ
is equivalent to the previous one. However, such interpretation of the Poincare´ inequality for a
measure on Hρ allows considering functions f : Hρ → R which are not smooth but only locally
Lipschitz on Hρ . (This is not the case when one considers f :Rn → R, since then points of
non-differentiability of f can cover the whole of Hρ as the example f (x) = |〈x, h〉 − ρ| shows,
where h = (1/n, . . . , 1/n).)
We will denote by CP (ν) the best constant for which a probability measure on sayRn satisfies
a Poincare´ inequality as above. In the same way CL S(ν) will be the smallest constant C such that
any C1-smooth f :Rn → R satisfies
Entν( f 2) ≤ C
∫
Rn
|∇ f |2dν,
where Entν(g) =
∫
g log g dν − (∫ g dν) log(∫ g dν).
The constants CP (µn|ρ) and CL S(µn|ρ) have attracted much attention. The conditional
measures are all the same Gaussian measure if µ is a standard Gaussian measure on R, so
the Poincare´ and log-Sobolev constants are easily computed. The study of perturbations of this
explicit case is hard and was developed by Caputo [1] and Landim–Panizo–Yau [3]; see also
Grunewald–Otto–Villani–Westdickenberg [2]. The goal of this note is to study completely the
other simple case where the conditional measures are easily described, namely when µ is a
gamma law. We shall denote for α > 0,
µα(dt) := tα−1e−t1t>0 dtΓ (α) .
We will deal with the case α ≥ 1 only since our argument relies on log-concavity of measures
and in particular of a recent remarkable work by E. Milman [4]. In the rest of this note
f (x) ≈ g(x), x ∈ I means that there exists a number c such that for all x ∈ I ,
1
c
g(x) ≤ f (x) ≤ cg(x).
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The main result is stated next:
Theorem 1. Let α ≥ 1, n ≥ 2 and ρ > 0, then
CP (µ
n|ρ
α ) ≈
ρ2
α
and CL S(µ
n|ρ
α ) ≈ n
ρ2
α
·
These facts are established in Sections 3 and 4. The final section deals with the related question
of estimating the Poincare´ and Cheeger constants of the uniform measures on regular simplices
and unit balls of `np spaces.
2. Preliminaries
In the following two sections, X1, . . . , Xn will be independent random variables with law µα
and X = (X1, . . . , Xn) ∼ µnα . Recall that the moments of the measure µα are∫
xkdµα(x) = E X k1 =
Γ (α + k)
Γ (α)
, k > −α, (1)
so in particular
Var(X1) = α. (2)
Recall also that a measure ν on Rn is log-concave if for any Borel (or compact) sets A, B ⊆ Rn
and λ ∈ (0, 1), ν(λA+(1−λ)B) ≥ ν(A)λν(B)1−λ. Borell’s theorem characterizes a log-concave
measure on Rn as a measure which has a density with respect to the Lebesgue measure on an
affine subspace S of Rn and this density, say f : S→ R, is a log-concave function (that is for all
λ ∈ (0, 1) and all x, y ∈ S, f (λx + (1− λ)y) ≥ f (x)λg(y)1−λ).
An x ∈ Rn will usually stand for (x1, . . . , xn), where all xi ∈ R. A ∆n = {x ∈
(0,+∞)n; ∑ni=1 xi = 1} is the unit regular simplex. We shall consider a mapping
T : (0,+∞)n → ∆n ⊂ Rn defined by
T (x) =
(
x1
x1 + · · · + xn , . . . ,
xn
x1 + · · · + xn
)
.
It will be also convenient to set S(x) = x1 + · · · + xn .
The next lemma allows expressing the measures µn|ρα in terms of independent variables but
without any conditioning procedure. Recall that X = (X1, . . . , Xn) ∼ µnα .
Lemma 2. For all α > 0 and t > 0, the random vector T (X) and the random variable S(X)
are independent. Also, the following identity in law holds
L
(
X
∣∣S(X) = t) = L (tT (X)) .
Moreover, for α ≥ 1 the above probability measure is log-concave.
Proof. It is classical that S(X) is independent of T (X), see e.g. [5]. Thus, writing
X = S(X)× T (X)
readily gives the first claim.
For α ≥ 1 the function f (t) = tα−1e−t1t>0 is log-concave. Hence the density of µnα is also
log-concave. Finally, the density of µnα(·|x1+· · ·+xn = t)with respect to the Lebesgue measure
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on the hyperplane
∑
xi = t is the normalized restriction of the density of µnα . Hence it is a log-
concave function. It follows from Borell’s theorem or from the Pre´kopa–Leindler inequality that
µnα(·|x1 + · · · + xn = t) is a log-concave measure. 
It follows that for fixed n and α the measures µn|ρα are all dilates of the measure
mnα := µnα(·|x1 + · · · + xn = 1)
which is supported on ∆n and also
mnα = T#µnα = µnα ◦ T−1.
Note that mnα belongs to the family of Dirichlet distributions, see e.g. [5]. In the subsequent
sections we are going to study this measure.
3. Spectral gap estimates
This section is devoted to the proof of the first half of the statement from Theorem 1.
Lemma 3. For all x ∈ Rn , the norm of DT (x) as an endomorphism of the Euclidean space
verifies
‖DT (x)‖`2→`2 ≤
1+√n |T (x)|
S(x)
.
Proof. Denote by Ti (x) the i th coordinate of T (x),
∂Ti
∂x j
(x) = ∂
∂x j
(
xi
x1 + · · · + xn
)
= δi, j
S(x)
− xi
S(x)2
.
With the convention that u ⊗ v (y) = 〈v, y〉 u, the differential of T at x is
DT (x) = 1
S(x)
(
In − T (x)⊗ (1, . . . , 1)
)
.
We conclude by using that ‖u ⊗ v‖`2→`2 = |u| |v|. 
Lemma 4. For α ≥ 1 and n ≥ 2, every locally Lipschitz function f :Rn → R satisfies∫ ∣∣∣∣ f − ∫ f dµnα∣∣∣∣ dµnα ≤ 17√α ∫ |∇ f | dµnα.
Proof. Given a Borel measurable set A ⊂ Rn , its boundary measure in the sense of a measure ν
may be defined as
ν+(∂A) := lim inf
h→0+
1
h
ν
({
x 6∈ A; dist(x, A) ≤ h
})
,
where the distance is for the Euclidean metric. Given a log-concave probability measure µ on R,
Bobkov showed in [6] that the best constant I (µ) such that every Borel set A ⊂ R satisfies
µ+(∂A) ≥ I (µ)min(µ(A), 1− µ(A))
verifies
1
3 Var(Y )
≤ I (µ)2 ≤ 2
Var(Y )
,
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where Y is distributed according to µ. The number I (µ) is often called the Cheeger constant
of µ. Bobkov and Houdre´ [7] also showed that such isoperimetric inequalities pass to product
measures, with a dimension-free constant: namely I (µn) ≥ I (µ)/(2√6). Combining these two
facts with (2) we obtain for α ≥ 1 (which ensures log-concavity) that
I (µnα) ≥
I (µα)
2
√
6
≥ 1
6
√
2α
.
Such an isoperimetric inequality admits the following equivalent form (see e.g. [8]): for all
locally Lipschitz f :Rn → R,∫ ∣∣ f −medµnα ( f )∣∣ dµnα ≤ 6√2α ∫ |∇ f | dµnα.
Finally we use that for any probability measure ν,∫ ∣∣∣∣ f − ∫ f dν∣∣∣∣ dν ≤ 2 infa
∫
| f − a| dν = 2
∫
| f −medν( f )|dν. 
Theorem 5. There exists a universal constant c such that for all n ≥ 2, α ≥ 1 and every locally
Lipschitz function g:∆n → R it holds∫ ∣∣∣∣g − ∫ g dmnα∣∣∣∣ dmnα ≤ cn√α
∫
|∇g| dmnα.
Consequently I (mnα) ≥ n
√
α
2c . (Recall that ∇ we consider here is actually ∇H .)
Proof. Let g:∆n → R be locally Lipschitz. We apply the claim of the previous lemma to
f := g ◦ T :∫ ∣∣∣∣ f − ∫ f dµnα∣∣∣∣ dµnα ≤ 17√α ∫ |∇ f | dµnα.
The gradient term can be estimated as follows
|∇ f (x)| = ‖Dg(T (x)) ◦ DT (x)‖`2→`2
≤ |∇g(T (x))| ‖DT (x)‖`2→`2 .
Since mnα = T#µnα , the law of f under µnα coincides with the law of g under mnα . Hence the above
two inequalities yield∫ ∣∣∣∣g − ∫ g dmnα∣∣∣∣ dmnα ≤ 17√α ∫ |∇g(T (x))| ‖DT (x)‖`2→`2dµnα(x)
≤ 17√α
(∫
‖DT (x)‖`2→`2 dµnα(x)
)
‖|∇g|‖∞ .
Since by Lemma 2, mnα is a log-concave probability measure, we may apply the main result of the
recent paper of E. Milman [4, Theorem 2.4]. The above L1 − L∞ Poincare´ inequality upgrades
to an L1 − L1 inequality where the constant is changed only by a universal multiplicative factor.
So there exists C > 0 such that for all locally Lipschitz g on ∆n ,∫ ∣∣∣∣g − ∫ g dmnα∣∣∣∣ dmnα ≤ C√α (∫ ‖DT (x)‖`2→`2dµnα(x))∫ |∇g| dmnα.
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It remains to calculate the constant factor. Using Lemma 3 and the independence of S(X) and
T (X) (cf. Lemma 2), we get∫
‖DT (x)‖`2→`2dµnα(x) = E‖DT (X)‖`2→`2 ≤ E
(
1
S(X)
(1+√n |T (X)|)
)
= E
(
1
S(X)
)(
1+√n E |T (X)|
)
.
Since S(X) = X1 + · · · + Xn has gamma distribution with parameter nα ≥ 2, by (1),
E
1
S(X)
= Γ (nα − 1)
Γ (nα)
= 1
nα − 1 .
Using independence of T (X) and S(X) again
E |T (X)| ≤
(
E |T (X)|2
) 1
2 =
(
E
(|T (X)|2S(X)2)
E
(
S(X)2
) ) 12
=
(
E
(
X21 + · · · + X2n
)
E
(
(X1 + · · · + Xn)2
)) 12 = ( α + 1
nα + 1
) 1
2
.
Finally, since α ≥ 1 and n ≥ 2, we may conclude that∫
‖DT (x)‖`2→`2dµnα(x) ≤
1
nα − 1
(
1+
√
n(α + 1)
nα + 1
)
≤ 2(1+
√
2)
nα
. 
Remark 1. We could have chosen to work with Poincare´ inequalities from the start. Their
tensorisation property is much easier than the one of Cheeger’s isoperimetric inequality. One
easily gets that Varµnα ( f ) ≤ 12α
∫ |∇ f |2dµnα . If we follow the above method and apply
this to f = g ◦ T , we come across the quantity ∫ ‖DT (x)‖2dmnα . Its calculation involves
E
(
S(X)−2
) = 1/((nα − 1)(nα − 2)) which might be too large since we only know nα ≥ 2. In
order to avoid this problem, it is convenient to rather choose f (x) = S(x) g(T (x)). This trick
was already used by Miclo [9].
Theorem 6. For n ≥ 2 and α ≥ 1, the Poincare´ constant of mnα satisfies
1
n(nα + 1) ≤ CP (m
n
α) ≤
c
n2α
.
Proof. The upper bound follows from the previous lemma, since Cheeger’s inequality for µ
classically implies a Poincare´ inequality with constant 4/I (µ)2. For the lower bound we simply
choose the test function f (x1, . . . , xn) = x1 in Varmnα ( f ) ≤ CP (mnα)
∫ |∇ f |2dmnα . First the
gradient with respect to ∆n is the projection onto H = (1, . . . , 1)⊥ of the gradient of f in
the sense of Rn . Let un = (1/√n, . . . , 1/√n). Then ∇H f = ∇ f − 〈∇ f, un〉un . Hence by
orthogonality
|∇H f |2 = |∇ f |2 − 〈∇ f, un〉2 = 1− 1n .
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It remains to compute the variance of f . The independence of S(X) and T (X) is used as before
to compute the expectation of homogeneous functions of T (X), together with (1):
Varmnα ( f ) = E
(( X1∑
X i
)2)− (E( X1∑
X i
))2
= E(X
2
1)
E(
∑
X i )2
−
(
E X1
E(
∑
X i )
)2
= α(α + 1)
nα(nα + 1) −
( α
nα
)2 = n − 1
n2(nα + 1) .
The lower bound on the Poincare´ constant immediately follows. 
This concludes the proof of Theorem 1 since by scaling (cf. Lemma 2), CP (µ
n|ρ
α ) =
(nρ)2CP (mnα).
Remark 2. The part of Theorem 1 we just proved can be related to one of the questions raised
in the paper of Caputo [1] (Question 2 at the end of Section 1). The question concerns a situation
when the 1-dimensional measure µ is not uniformly log-concave (even before applying any
perturbation). In such a case, one cannot expect the constant CP (µn|ρ) to be uniformly bounded
in ρ. The question is whether CP (µn|ρ)/σ 2ρ is bounded, where σ 2ρ is some parameter of µ and
ρ we are going to recall: if µ(dx) = 1Z e−g(x)dx then for some λ = λ(ρ) ∈ R the probability
measure µ˜(dx) = 1Z ′ e−g(x)−λx dx has its mean equal to ρ. Then σ 2ρ is defined as the variance of
the measure µ˜. Note that the measures µn|ρ and µ˜n|ρ coincide. Moreover, µ is log-concave iff µ˜
is. In the case of µα (α ≥ 1) it is an easy computation that λ(ρ) = α/ρ − 1 and σ 2ρ = ρ2/α.
This answers the question in the case of gamma laws µα , for α ≥ 1.
4. Logarithmic Sobolev inequalities
The classical logarithmic Sobolev inequality Entµ( f 2) ≤ C
∫ |∇ f |2dµ implies that the
measure µ is sub-Gaussian. At first sight, the previous approach does not seem to pass
to logarithmic Sobolev inequalities since the measures µα do not enjoy such a property
(they have exponential tails). However they satisfy the logarithmic Sobolev inequality with a
different energy term. Such a property was already used by Miclo to study Fleming–Viot type
operators [9], where the focus was on α→ 0+. The next fact is a special case of his result. Since
it is stated in a different setting, with different notation, we include a short proof.
Theorem 7. Let α ≥ 12 , then for all C1-smooth g: (0,∞)n → R,
Entmnα (g
2) ≤ 4
nα − 1
∫ ( n∑
i=1
yi
(
∂i g(y)
)2 − 〈∇g(y), y〉2) dmnα(y).
Proof. Using Γ2-calculus, Bakry showed in [10] that for all C1-smooth f on R and α ≥ 12 it
holds
Entµα ( f
2) ≤ 4
∫
x
(
f ′(x)
)2dµα(x).
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(The special case α = 1 was known before and is due to [11].) By tensorisation, this yields
a corresponding inequality for the product measure: every f on Rn which is C1 verifies
Entµnα ( f
2) ≤ 4
∫ ( n∑
i=1
xi
(
∂i f (x)
)2) dµnα(x).
Next we apply this inequality to f = g◦T , where as before T (x) = x/S(x) and S(x) = x1+· · ·+
xn . As T#µnα = mnα , we know that Entµnα ( f 2) = Entmnα (g2). Next, since ∂i Tk(x) = δi,kS(x) − xkS(x)2 ,
∂i f (x)
2 =
(
n∑
k=1
∂k g(T (x))∂i Tk
)2
=
(
∂i g(T (x))
S(x)
−
n∑
k=1
∂k g(T (x))
xk
S(x)2
)2
= ∂i g(T (x))
2
S(x)2
+ 〈∇g(T (x)), x〉
2
S(x)4
− 2
S(x)3
n∑
k=1
xk∂i g(T (x))∂k g(T (x)).
Summing over i ,
∑
i
xi∂i f (x)
2 =
∑
i
xi∂i g(T (x))2
S(x)2
− 〈g(T (x)), x〉
2
S(x)3
= 1
S(x)
(
n∑
i=1
Ti (x)∂i g(T (x))
2 − 〈∇g(T (x)), T (x)〉2
)
,
where Ti (x) is simply the i th coordinate of T (x). Hence, by the independence of S and T under
µnα and using again that T#µ
n
α = mnα ,∫ ( n∑
i=1
xi
(
∂i f (x)
)2) dµnα(x)
=
(∫
1
S(x)
dµnα(x)
)
×
(∫ ( n∑
i=1
yi
(
∂i g(y)
)2 − 〈∇g(y), y〉2) dmnα(y)
)
= E
(
1
X1 + · · · + Xn
)∫ ( n∑
i=1
yi
(
∂i g(y)
)2 − 〈∇g(y), y〉2) dmnα(y),
and the expectation equals 1nα−1 . 
Theorem 8. Let α ≥ 1, n ≥ 2. Let CL S(mnα) be the best constant such that all smooth f verify
Entmnα ( f
2) ≤ CL S(mnα)
∫ |∇ f |2dmnα . Then
c
nα
≤ CL S(mnα) ≤
8
nα
,
where c is a universal constant.
Proof. The upper bound is a direct consequence of the former theorem since, as yi ∈ (0, 1) mnα-
almost surely,
∑
yi (∂i g)2 − 〈∇g, y〉2 ≤ |∇g|2 mnα-almost surely.
F. Barthe, P. Wolff / Stochastic Processes and their Applications 119 (2009) 2711–2723 2719
The lower bound relies on strong integrability conditions. By the so-called Herbst argument,
every C1-smooth function satisfying |∇ f | ≤ 1 pointwise verifies for all r ≥ 0,
µ
(∣∣∣∣ f − ∫ f dµ∣∣∣∣ ≥ r) ≤ 2e−r2/CL S(µ).
Integrating over level sets, it follows that∫
e( f−
∫
f dµ)2/3CL S(µ)dµ ≤ 2.
Consequently, if we exhibit a 1-Lipschitz function f0 and a number K such that
∫
exp(K ( f0 −∫
f0 dµ)2) dµ > 2, then we can conclude that CL S(µ) ≥ 1/(3K ).
We will simply choose f0(x) = x1. Let us start with a simple remark: for ε > 0,
∫
eεn
2( f0−
∫
f0 dmnα)
2
dmnα = E exp
εn2
 X1n∑
i=1
X i
− E
 X1n∑
i=1
X i


2
= E exp
ε
 X1
1
n
n∑
i=1
X i
− 1

2 ,
we have used E(X1/(
∑
X i )) = 1n which is obvious by symmetry. Hence, the law of large
numbers yields
lim inf
n→∞
∫
eεn
2( f0−
∫
f0 dmnα)
2
dmnα ≥ E exp
(
ε
( X1
E X1
− 1
)2) = +∞,
since X1 has exponential tails. We can conclude that
lim
n→∞CL S(m
n
α)n
2 = +∞.
In order to get a more precise result, we will use the explicit distribution of f0 and follow
the Laplace method. Note that X1/(
∑
i X i ) = X1/(X1 + Y ), where X1 ∼ µα and Y =
X2 + · · · + Xn ∼ µ(n−1)α are independent. Therefore, under mnα , the function f0(x) = x1 is
distributed according to the beta
(
α, (n − 1)α) law. Then∫
e3αn( f0−
∫
f0 dmnα)
2
dmnα =
Γ (nα)
Γ ((n − 1)α)Γ (α)
∫ 1
0
e3αn(t−
1
n )
2
tα−1(1− t)(n−1)α−1dt
=
∫ 1
0
eαn(3t
2+log(1−t))
(
te−6t
1− t
)α
e3α/n
t (1− t)
Γ (nα)
Γ ((n − 1)α)Γ (α)dt
≥
∫ 1
0
eαn(3t
2+log(1−t))
(
te−6t
1− t
)α
dt,
where we have used in particular that the ratio of Gamma functions is the inverse of
∫ 1
0 u
α−1(1−
u)(n−1)α−1du ≤ 1 since α ≥ 1. Next the function t 7→ 3t2 + log(1 − t) reaches its strictly
positive maximum at t0 = 12 + 1√12 . Hence there exist real numbers ε, b > 0 and a subinterval
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J ⊆ (0, 1) with length |J | > 0 such that for all t ∈ J , 3t2 + log(1 − t) ≥ ε and te−6t1−t ≥ e−b.
With this notation∫
e3αn( f0−
∫
f0 dmnα)
2
dmnα ≥ |J |eα(nε−b).
Since α ≥ 1, when n ≥ b/ε the above quantity is larger than |J | enε−b. Hence, when
n ≥ n0 := b+log(3/|J |)ε the integral under study is at least 3, consequently
CL S(mnα) ≥
1
9αn
.
When n ≤ n0, we use the fact that the log-Sobolev inequality is stronger that the Poincare´
inequality and Theorem 6:
CL S(mnα) ≥ 2CP (mnα) ≥
2
n(nα + 1) ≥
1
αn2
≥ 1
n0nα
. 
5. Final remarks
For α = 1 the measure mnα is uniform on the regular (n − 1)-dimensional simplex ∆n , and
our main result gives the value of its Cheeger constant, and spectral gap. Actually this verifies in
the special case of the simplex a famous conjecture by Kannan, Lova´sz and Simonovits [12].
Let us recall this conjecture: Let K ⊂ Rn be a compact convex set with non-empty interior.
Let λK denote the uniform probability measure on K . Let X be a random vector, distributed
according to λK . The set K is said to be isotropic if E X = 0 and if its covariance is a multiple
of the identity; in other words if there exists a number LK such that for every unit vector e,
E
(〈X, e〉2) = L2K (this definition coincides with the classical definition of the isotropy constant
L K if K has volume 1, see e.g. [13]). The KLS conjecture asks about the existence of a universal
constant c > 0 such that for any dimension, and any n-dimensional isotropic convex set K as
above, the Cheeger constant of K satisfies:
I (λK ) ≥ cLK .
Since for log-concave probability measures, Cheeger and Poincare´ inequalities are equivalent,
the conjecture amounts to CP (λK ) ≤ cL2K , which means that, up to a universal multiplicative
factor, the coordinate functions x 7→ 〈x, e〉 are almost extremal in the Poincare´ inequality.
The conjecture was checked for the unit balls for the `p-norm on Rn , ‖x‖p =(∑n
i=1 |xi |p
)1/p, p ≥ 1.
Proposition 9. Let p ≥ 1, then I (λBnp ) ≥ cLBnp .
S. Sodin settled the case p ∈ [1, 2) where he got a more precise isoperimetric inequality [14].
More recently Latała and Wojtaszczyk [15] established a stronger isoperimetric inequality for
p ≥ 2 by expressing the uniform measure on Bnp as an image of the Gaussian measure by
a Lipschitz map. Note that Sodin used a representation as an image by a non-Lipschitz map,
but developed a truncation argument allowing the same result as if the map were Lipschitz.
E. Milman also observed that his result could be combined with a concentration theorem of
Schechtman and Zinn [16] to recover KLS for p ∈ [1, 2]. Here we propose a soft approach. It is
based on the representation used by Sodin, but E. Milman’s equivalence result [4, Theorem 1.5
and 2.4] somehow allows replacing the global Lipschitz constant by the average of local Lipschitz
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constants (see also [4, Theorem 5.9] where this observation has also been made). Formally this
is the same method as we used for the conservative systems.
Proof. Let X = (X1, . . . , Xn+1) be a random vector inRn+1 with independent coordinates, with
distributions given by
PX i (dt) = e−|t |
p dt
2Γ
(
1+ 1p
) , i ≤ n
and PXn+1(dt) = pt p−1e−t p1t>0 dt . Consider the map T˜ :Rn+1\{0} → Rn defined for x ∈ Rn+1
by
T˜ (x1, . . . , xn+1) = (x1, . . . , xn)‖(x1, . . . , xn+1)‖p .
We will need the following facts, see e.g. [17]: T˜ (X) is uniformly distributed on Bnp. Moreover
X/‖X‖p is independent of ‖X‖p. In particular T˜ (X) is independent of ‖X‖p. Also the variables
|X i |p have gamma distributions: for i ≤ n, P|X i |p = µ1/p and PX pn+1 = µ1. Hence ‖X‖
p
p is
distributed according to µ1+ np .
By tensorisation the Poincare´ constant of the law of X = (X1, . . . , Xn) is the maximum of
the Poincare´ constants of the PX i ’s. Finally using that the uniform measure on B
n
p is the law of
T˜ (X) we get as in the proof of Theorem 5 that for all f on Bnp
VarλBnp ( f ) ≤ maxi≤n+1
{
CP (PX i )
}
E
(
‖DT˜ (X)‖2`2→`2 |∇ f (T (X))|2
)
≤ max
i≤n+1
{
CP (PX i )
}
E
(
‖DT˜ (X)‖2`2→`2
)
‖|∇ f |‖2∞ .
Since the uniform measure on a convex set is log-concave the main theorem of E. Milman [4]
gives
CP (λBnp ) ≤ c maxi≤n+1
{
CP (PX i )
}
E
(
‖DT˜ (X)‖2`2→`2
)
, (3)
where c is a universal constant. To conclude it remains to calculate these numbers. Since PX i
is log-concave on R, by the result of Bobkov [6], CP (PX i ) ≈ Var(X i ) ≈ 1. Indeed for i ≤ n,
Var(X i ) = E(X2i ) = Γ
(
3
p
)
/Γ
(
1
p
)
≈ 1, since 1p ∈ (0, 1] and the ratio has a limit when 1p → 0.
Similarly
Var(Xn+1) = Γ
(
1+ 2
p
)
− Γ
(
1+ 1
p
)2 ≈ 1.
As in [14] we need the following bound on DT˜ which is similar to Lemma 3:
‖DT˜ (x)‖`2→`2 ≤
1
‖x‖p
(
1+ (n + 1) 1p− 12 ‖T˜ (x)‖2
)
.
The independence of T˜ (X) and ‖X‖p (applied twice) gives
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E
(
‖DT˜ (X)‖2`2→`2
)
≤ E
((
‖X‖pp
)− 2p)
E
((
1+ (n + 1) 1p− 12 ‖T˜ (X)‖2
)2)
≤ E
((
‖X‖pp
)− 2p)
2
1+ (n + 1) 2p−1 E
(
‖T˜ (X)‖2‖X‖2p
)
E
(
‖X‖2p
)

≤ 2
Γ
(
1+ n−2p
)
Γ
(
1+ np
)
1+ (n + 1) 2p E
(
X21
)
Γ
(
1+ np
)
Γ
(
1+ n+2p
)
 .
By Stirling’s formula, for n ≥ 2 and p ≥ 1,
Γ
(
1+ np
)
Γ
(
1+ n−2p
) ≈ Γ
(
1+ n+2p
)
Γ
(
1+ np
) ≈ n 2p .
So inequality (3) and the above calculation show the existence of a universal constant c such that
for n ≥ 2, p ≥ 1, CP (λBnp ) ≤ cn−2/p. Eventually, for the coordinate function f0(x) = x1,
VarλBnp ( f0) = E
X21(n+1∑
i=1
|X i |p
) 2
p
= E
(
X21
)
E
(n+1∑
i=1
|X i |p
) 2
p
=
E
(
X21
)
Γ
(
1+ np
)
Γ
(
1+ n+2p
) ≈ n− 2p .
Hence we have checked that coordinate functions are almost extremal in the Poincare´ inequality,
up to a universal constant. 
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