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ON THE RANK OF COXETER GROUPS
MATHIEU CARETTE AND RICHARD WEIDMANN
Abstract. We show that the standard generating set of a Coxeter group is
of minimal cardinality provided that the non-diagonal entries of the Coxeter
matrix are sufficiently large.
1. Introduction
Fix a set S of cardinality n. A Coxeter group is a group given by a presentation
of type
〈S | (st)mst , s, t ∈ S〉
where mst = mts ∈ N≥2 ∪ {∞} for s 6= t ∈ S and mss = 1 for s ∈ S. It follows
in particular that s2 = 1 for each s ∈ S, i.e. that Coxeter groups are generated
by elements of order 2. Thus the group is determined by the symmetric matrix
M = (mst) and we denote the group given by the above presentation by W (M).
A subset of a group T ⊂ W is a Coxeter generating set of type M if there is a
bijective map S 7→ T that extends to an isomorphism W (M) → W . It should be
noted that M and |S| are not algebraic invariants of W as shown by the following
example:
W
 1 3 23 1 2
2 2 1
 ∼= D6 × Z/2Z ∼= D12 ∼=W ( 1 66 1
)
The Coxeter groups considered in this paper however are skew-angled, i.e. each
mst ≥ 3. For such a group, it follows from [MW] that all skew-angled Coxeter
generating sets have the same cardinality.
The Coxeter generating set S is often not a generating set of minimal cardinality,
the symmetric group Sym(n+ 1) for example is a 2-generated group that is also a
Coxeter group with a Coxeter generating set of cardinality n. In fact all irreducible
finite Coxeter groups are 2-generated [Co].
It is the purpose of this paper to show that standard generating sets are of
minimal cardinality provided that the mst are sufficiently large. Let the rank of a
group G be the smallest cardinality of a generating set of G. We show the following:
Theorem 1. Let S be a set of cardinality n and M = (mst)s,t∈S a Coxeter matrix
over S. Suppose that mst ≥ 6.2n for all s 6= t ∈ S. Then rank(W (M)) = n.
Some remarks are in order:
(1) While the bound given in the above theorem is probably not the best pos-
sible it could at best be improved by replacing 6 by a smaller constant.
Indeed in [W1] Coxeter groups where constructed where mst ≥ 2n−2 for
s 6= t but the standard generating set is not minimal. These examples were
obtained by iterating an observation of Kaufmann and Zieschang [KZ].
(2) When mst is even for all s 6= t then a simple homology argument shows
that the standard generating set maps onto (Z/2Z)
n
and is therefore of
minimal cardinality.
The first author is a F.R.S.-FNRS research fellow (Belgium).
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(3) If all mst are divisible by a common prime then the homological methods
of Lustig and Moriah [LM] again show that the Coxeter generating set is
minimal, see [KZ].
(4) The rank of Coxeter groups with Coxeter rank 3 was computed by Klimenko
and Sakuma in [KlSa]. In fact they classified all 2-generated discrete sub-
groups of Isom(H2).
(5) The rank of Coxeter groups that can be written as trees of dihedral groups
was computed in [W2].
(6) It follows from a result of Petersen and Thom [PT] that rank W (M) ≥ n
2
provided that 1
2
∑
s6=t
1
mst
< 1.
This paper is organized as follows. We introduce a way to encode subgroups of
a group by graphs, along with folding moves and Arzhantseva-Ol’shanskii moves in
Section 2. An informal discussion of the main ideas of the proof of Theorem 1 is
given in Section 3, followed by a discussion of the examples mentioned in remark (1)
above. Motivated by the outline, Section 4 introduces tame marked decompositions
and reformulates Theorem 1 in terms of complexities of decompositions. Then tame
marked decompositions of minimal complexity are investigated in Sections 5 and 6,
leading to a proof of Theorem 1.
2. Graphs representing subgroups
A graph Θ consists of a vertex set VΘ, an edge set EΘ with an involution
−1 : EΘ → EΘ without fixed point and two maps α, ω : EΘ → VΘ such that
α(e) = ω(e−1) for all e ∈ EΘ. We call α(e) the initial vertex of e and ω(e) the
terminal vertex of e. For an (edge) path γ = e1, . . . , ek we put α(γ) := α(e1) and
ω(γ) := ω(ek).
If S is a subset of some group G that is closed under inversion then an S-labeling
of a graph θ is a map ℓ : EΘ→ S such that ℓ(e−1) = ℓ(e)−1 for all e ∈ EΘ. Note
that if all elements of S are of order two, in particular if G is a Coxeter group
and S a Coxeter generating set, then ℓ(e−1) = ℓ(e) for all e ∈ EΘ. This will
be the case we are mostly interested in. For an edge path γ = e1, . . . , ek we put
ℓ(γ) = ℓ(e1) · . . . · ℓ(ek).
Given an S-labeled graph as above and a base vertex v0 ∈ Θ there is a homo-
morphism
µ : π1(Θ, v0)→ G
given by
[γ] 7→ ℓ(γ)
and we call µ(π1(Θ, v0)) the subgroup of G represented by (Θ, v0). We will mostly
be interested in the situation where µ is surjective and Θ is connected.
Let now G be a group and S = S−1 be a generating of G. For any generating set
X = {x1, . . . , xk} of a subgroup U of G we can define an S-labeled graph (ΘX , v0)
that represents U as follows, see Figure 1.
(1) For 1 ≤ i ≤ k choose a word wi in S of length li that represents xi in G.
(2) Let ΘX be the wedge of k loops of length l1, . . . , lk joined at the vertex v0.
(3) The i-th loop is labeled by the word wi for 1 ≤ i ≤ k.
It is clear that the constructed S-labeled graph does indeed represent U =
〈x1, . . . , xk〉 as the obvious basis of π1(ΘX , v0) gets mapped to {x1, . . . , xk}. Note
that the orientation of an edge e indicates whether the label drawn is the label of e
or of e−1. As in subsequent sections all labeling are by elements of order 2 we will
be able to drop the orientation.
We will now discuss two types of modifications that can be applied to an S-
labeled graph (Θ, v0) without affecting the represented subgroup.
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v0
a
bc
a
b
a
b
a
a
Figure 1. A labeled graph (ΘX , v0) representing U = 〈X〉 for
X = {ab−1, cab, ab−1a2}
2.1. Stallings folds. The first modification is that of a Stallings fold [S]. If there
exist two edges e1, e2 ∈ EΘ such that α(e1) = α(e2) and ℓ(e1) = ℓ(e2) then we
define Θ′ to be the labeled graph obtained from Θ by identifying e1 and e2 and
labeling the new edge with ℓ(e1) while leaving all other edges unchanged. Note that
one or both of e1 and e2 may be loop edges. We denote the image of v0 under the
quotient map v′0 and say that (Θ
′, v′0) has been obtained from (Θ, v0) by a Stallings
fold.
a
a
b
c
v0 v
′
0
b
a
b
c
b
Figure 2. Two edges with label a and initial vertex v0 are identified
We say that an S-labeled graph is folded if no Stalling fold can be applied to it,
i.e. if it has no two edges that have the same initial vertex and the same label.
If Θ′ is obtained from Θ by a finite sequence of Stallings folds then there exists a
natural surjection ψ : Θ→ Θ′. We record elementary but important observations,
the same statements hold for labeled graphs with base vertices.
Lemma 2. Let Θ be an S-labeled graph
(1) If Θ1,Θ2 are folded graphs obtained from Θ by sequences of folds, then
there is a (unique) label-preserving isomorphism ϕ : Θ1 → Θ2 such that the
surjections ψi : Θ→ Θi satisfy ψ2 = ϕ ◦ ψ1.
(2) Suppose Θ is folded, then the label of any reduced path in γ is reduced. If
S = X∪˙X−1 then the map µ : π1(Θ, v0)→ F(X) is injective.
Given a graph Γ, we denote by Θf the unique folded graph obtained from Θ by
a sequence of folds. The uniqueness is a consequence of Lemma 2 (1). Note that
Θf comes equipped with a canonical label-preserving map Θ→ Θf .
2.2. Arzhantseva-Ol’shanskii moves. The second type of modification was in-
troduced by Arzhantseva and Ol’shanskii [AO], see also [KaSc], and we call it an
AO-move. Suppose that (Θ, v0) is an S-labeled graph with base vertex and that
the following is given, see Figure 3.
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(1) An edge path γ = e1, . . . , em in Θ (dotted line).
(2) A non-trivial subpath γˆ = ei, . . . , ej of γ such that ω(ep) is of valence 2 and
that ω(ep) 6= v0 for i ≤ p ≤ j − 1 (double dotted line)
(3) A word w in S of length q such that w =G ℓ(γ)
We then construct a new S-labeled graph Θ′ by removing all edges and vertices
of γˆ except the initial and terminal vertex of γˆ. We then add a segment γ˜ of length
q by identifying the initial and terminal vertices of γ˜ with those of γ. We label γ˜
by the word w and relabel v0 by v
′
0.
a a
a
b
c
bb
c
a
α(γ)
ω(γ)
v0 v′0
Figure 3. Here w = abc =G acab
−1 = ℓ(γ)
The following is a simple but important observation, see [S] and [AO] for details.
Lemma 3. Suppose that (Θ′, v′0) is obtained from (Θ, v0) by a Stallings fold or an
AO-move. Then (Θ′, v′0) and (Θ, v0) represent the same subgroup of G.
For a finite graph Γ let b0(Γ) denote the number of connected components of Γ,
let b1(Γ) be the first Betti number of Γ and let χ(Γ) = b0(Γ)− b1(Γ) be the Euler
characteristic of Γ. Let γ be a path in a graph. An extremal edge of γ refers to
either the first or the last edge of γ, and all other edges of γ are called inner edge of
γ. The inner supbath of γ is the subpath consisting of its inner edges. We further
call α(γ) and ω(γ) the extremal vertices of γ.
3. Outline of the proof
In this section we informally outline the general ideas of the proof of Theorem 1.
As in the remainder of this paper, we fix a set S of cardinality n.
Recall that we aim to show that if M is Coxeter matrix on S whose entries are
sufficiently large, then the associated Coxeter group W = W (M) has rank n. The
global strategy is the following:
(1) Start with a generating set X = {x1, . . . , xk} of minimal cardinality k =
rank(W ). Represent X by an S-labeled graph ΘX as in Section 2. Note
that the S-labeling induces a surjection π1(ΘX)→W .
(2) Then ”simplify” ΘX and produce a simpler graph Θ1 preserving the prop-
erty that π1(Θ1) → W is surjective. Keep on simplifying ΘX = Θ0 →
Θ1 → Θ2 → Θ3 → . . . until no further simplification is possible. Ob-
serve that an appropriately defined complexity does not increase in this
simplification process.
(3) Derive the statement of the main theorem by evaluating and comparing the
complexities of the initial and the terminal graph of the sequence.
This strategy can be used to prove that Fn is a group of rank n and can also be
used to prove Grushko’s theorem. When proving that Fn cannot be generated by
fewer than n elements this strategy is implemented in the following way:
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Let Fn = F (a1, . . . , an), A = {a1, . . . , an} and S = A ∪ A−1. Let X be a
generating set of cardinality k. Construct ΘX as above. The complexity is the first
Betti number, in particular b1(ΘX) = k and the simplification process is to apply
Stallings folds, in particular the terminal graph Θf is folded. Thus Lemma 2 (2)
and the solution to the word problem in the free group implies that the terminal
graph is a rose with n loop edges as any ai must be represented by a reduced closed
path at the base vertex; thus Θf = ΘA. The assertion now follows as Stallings folds
do not increase the Betti number of a graph and therefore
rankFn = k = b1(ΘX) ≥ b1(Θ
f ) = b1(ΘA) = n.
If the group is Coxeter group rather than a free group, then the final conclusion
fails, i.e. one cannot argue that that the folded graph is isomorphic to ΘS; this is
true as, other than in the free group, there are many reduced words in S representing
some given s ∈ S. Thus if Θi 6= ΘS is folded we need to find another way of
simplifying Θi.
Since Θi 6= ΘS , there is an element u ∈ S that is not the labeling of a loop edge
at the basepoint. Since the map π1(Θi) → W is surjective, there is a closed path
p based at the basepoint such that ℓ(p) =W u. Choose pu to be a shortest such
path. By the definition of u, there is no loop edge with label u at the basepoint so
pu is of length at least 2. Moreover, pu is reduced as it is chosen to be shortest,
hence ℓ(pu) is a reduced word as Θi is folded. Thus Lemma 23 applies to ℓ(pu) and
implies the existence of a subpath γ of pu whose label is almost a whole relator.
The image of γ in Θi can only take very few shapes since Θi is folded. Indeed,
either γ is embedded, or it takes one of the three shapes described in Figure 4. In
this outline, we only treat the cases where γ is embedded and where the image of
γ consist of a single loop edge and a long embedded path.
Figure 4. Possibilities for the image of γ
Suppose that γ is embedded in Θi. As relators are sufficiently long compared
to n and since b1(Θi) ≤ n then γ contains a subpath η of length 4 consisting of
vertices of degree 2 in Θi. Moreover the labeling of γ is a relator minus three letters.
Here we construct Θi+1 by performing an AO-move removing η and adding a path
of length 3 from α(γ) to ω(γ). This preserves the Betti number and simplifies the
graph by decreasing the number of edges just as in the case of a Stallings fold.
Suppose now that the image of γ consist of a single loop edge and a long em-
bedded path, i.e. we are in the case illustrated in the first part of Figure 4. In
order for this path to read almost a whole relation this embedded path must
have length close to half a relation. The idea is to “translate” the loop edge
along the long path, according to the relation (stst . . . stst)−1t(stst . . . stst) = s
or (stst . . . stst)−1t(stst . . . stst) = t depending on whether st is of odd or even
order (see Figure 5).
Thus we handle this situation by keeping the initial loop edge and adding the
new loop edge to Θi+1. Note now that b1(Θi+1) = b1(Θi) + 1, i.e. our original
complexity increases and the setup must be modified to take into account the fact
that the two loops are translates of each other along some path. To do this we
keep track of the translating path, later called a special path. As a complexity we
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Figure 5. Translating a loop edge
then replace the Betti number by b1(Θi) − |SP i| where SP i is the collection of
special paths. An additional problem is that this modification does not decrease
the number of edges, i.e. does not simplify in the same way as before. However we
can think of the edges that lie on special path as being ”used up” to translate. In
particular it will turn out the number of edges that are not used up decreases.
It turns out that the actual complexity used in the proof is more subtle. Moreover
the complexity as we define it will incorporate information that allows to conclude as
outlined above but that also decreases by any of the modification we perform. One
of the additional problems that needs to be dealt with, and that is in fact responsible
for the exponential bound, can be illustrated by discussing some examples from
[W1]. These examples are Coxeter groups such that the standard generating set
S = {s1, . . . , sn} is not of minimal cardinality, but where each element of the
Coxeter matrix is large, i.e. mij ≥ 2n−2 for 1 ≤ i 6= j such that 1 ≤ i, j ≤ n.
We discuss an example in the case n = 5, it will be clear that the example can be
generalized to arbitrary n.
Choose any odd integer, say 101. Consider the Coxeter matrixM = (mij)1≤i,j≤5
where mii = 1 for 1 ≤ i ≤ 5, m12 = 8, m2j = 101 for j ≥ 3 and mij = +∞ for all
other entries. Consider the following subset of W (M):
X = {s2, s1s2s1s2s1s2s1︸ ︷︷ ︸
7 letters
(s3s2)
50, s1s2s1︸ ︷︷ ︸
3 letters
(s4s2)
50, s1︸︷︷︸
1 letter
(s5s2)
50}
We claim that X is a generating set for W (M). Indeed, S can be obtained by
making products of elements of X as shown by the sequence of S-labeled graphs in
Figure 6. Therefore rank(W (M)) ≤ 4.
Remark. An explanation for this phenomenon is that the special path with labelling
s1s2s1s2s1s2s1 keeps getting halved, eventually becoming a loop edge. In order to
prevent this, we require that each special path remains long enough even after
halving n times (hence the exponential bound). The halving phenomenon is taken
care of in the proof of Lemma 9, see Figure 16.
4. Setup
It is the purpose of this section to introduce the right setup and the appropriate
notion of complexity needed for the proof of the main theorem. We further observe
some simple consequences.
4.1. Definitions and conditions. Fix a set S of cardinality n. Let M be a
Coxeter matrix over S. The M -special graphs keep track of loop edges, their
translates and the special path along which they are translated.
An M -special graph (or more simply a special graph) ∆ is an S-labeled graph
such that the following holds (see Figure 7). There is a collection of paths SP ,
called special paths such that
(∆1) Each special path is of length at least 5.
(∆2) Each non-loop edge lies in a special path, and there is no isolated vertex.
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s3
s2
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s2
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s1
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s1 s1 s2 s1
s1
(s5s2)
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(s3s2)
50
s2
s3
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s1
s2
s3
s2
s2 s2
s1
s1 s1
s1
s2
s3 s2
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s1
s1
s2
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s4
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s1
s2
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s2
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s3
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translate
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foldΘS
ΘX
fold
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Figure 6. A Coxeter group with large labels but rank smaller
than |S|.
8 MATHIEU CARETTE AND RICHARD WEIDMANN
s u
t
s u
t
u
t
ut
s
t
s
t
u
t
u
t
u
t
u
t
special path
Figure 7. An M -special graph where mst = 6 and mtu = 7.
(∆3) Each special path is simple or simple closed.
(∆4) For two special paths δ 6= δ′ any component of δ ∩ δ′ consists of a common
extremal vertex and possibly (at most two) common extremal edges.
(∆5) If the basepoint v of a loop edge lies on a special path δ, then v is an
extremal vertex of δ.
(∆6) For each special path δ there are s 6= t ∈ S and loop edges e and f based
at α(δ) and ω(δ) such that the path δ, f, δ−1, e reads the relation (st)mst .
Note that the set {s, t} in condition (∆6) is unique. Call this set the type of the
special path δ. Let E be the set of loop edges of ∆.
Remark. Condition (∆6) implies that ℓ(e) = ℓ(f) if and only if mst is even.
Crucial for the setup are decompositions of Θ.
A decomposition (of a labeled graph Θ) is a tuple D = (M,Γ,∆, F, p,Θ) where
• M is a Coxeter matrix over S, with associated Coxeter group W (M) gen-
erated by S.
• Γ is a (not necessarily connected) S-labeled graph.
• ∆ is a (not necessarily connected) M -special graph.
• F is a subgraph of ∆\E and and p : F → Γ is a label-preserving graph
morphism.
• Θ is the S-labeled graph obtained from the disjoint union Γ⊔∆ by identi-
fying each vertex and edge of F with its image under p.
When drawing a decomposition, we will draw ∆ slightly thicker, and p will be
represented by dotted arrows from vertices and edges of ∆ to Γ. Collapsing these
dotted edges yields the graph Θ, where images of edges of ∆ are also drawn thicker.
See Figure 8.
If more than one decomposition is considered, the components of a decomposition
will consistently be denoted with the same decorations as the decomposition, for
example D′ = (M ′,Γ′,∆′, F ′, p′,Θ′).
Note that any edge of Γ⊔∆ has a well-defined image in Θ = (Γ⊔∆)/{x ∼ p(x)}.
Throughout this paper, we use the following convention: if X is a subgraph of Γ⊔∆
then X¯ denotes its image in Θ.
A priori the way special paths intersect is very complicated and therefore F can
be complicated as well. We want to ensure that the graph F ⊂ ∆ is a forest. Thus
we introduce tame markings to keep some control over F and hence also over the
embedding of special paths in Θ.
A marked decomposition is a pair (D,Ω) where D is a decomposition and Ω is a
subgraph of ∆\E . Ω is called a marking. We let Ω˜ denote the preimage of Ω in ∆\E .
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Γ
∆
Θ
Figure 8. A decomposition of a graph Θ
Denote by Ωk the k-neighborhood of Ω in ∆\E and let Ω˜k be the k-neighborhood
of Ω˜ in ∆\E .
Remark. Clearly the image of Ω˜k ⊂ ∆ lies in Ωk ⊂ ∆¯, i.e. Ω˜k ⊂ Ωk. The opposite
inclusion does not hold in general. However we will see that it does for k = 3
provided that condition (Ω) defined below holds, see Lemma 4.
Definition. The potential of a decomposition is
c∗ = b1(Θ) + b0(∆)− |E|.
Definition. A marked decomposition (D,Ω) is tame if the following conditions are
satisfied.
(Θ) Θ is connected and the homomorphism π1(Θ) → W (M) induced by the
S-labeling of Θ is surjective.
(Ω1) If x 6= y are vertices of F such that p(x) = p(y) then x and y lie in Ω˜3.
(Ω2) Each edge e of F is in Ω˜3.
(Ω3) |EΩ| ≤ 8(χ(∆)− χ(∆¯)− χ(Ω))
(Ω4) If γ is a reduced path of length at most 8 in ∆\E having both endpoints in
Ω, then δ is contained in Ω.
(∆¯∗) Each special path δ has as many edges as its image δ¯ in Θ.
(M) mst ≥ 6.2c∗ for each s 6= t ∈ S.
In order to simplify notation we also introduce the condition
(Ω) Conditions (Ω1),(Ω2),(Ω3) and (Ω4) hold.
Some remarks are in order.
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• It is obvious from the way Θ is obtained from Γ,∆, F and p that χ(Θ) =
χ(Γ) + χ(∆)− χ(F ).
• Note that if Θ is connected, condition (Θ) is independent of the basepoint,
hence we do not need to specify it.
• While all edges of F lie in Ω˜3, there might be isolated vertices of F out-
side Ω˜3.
The following lemma clarifies the relationship between Ω˜3 and Ω3. Note that
later on the condition that ∆ is folded will always be satisfied, see Lemma 9.
Lemma 4. Let (D,Ω) be a marked decomposition satisfying condition (Ω). Then
the following hold:
(1) If k ∈ {3, 4} then for each component Ωik of Ωk the inclusion of Ω
i
k ∩Ω into
Ωik is a homotopy equivalence.
(2) If ∆ is folded then for each component Ω˜i3 of Ω˜3 the inclusion of Ω˜
i
3 ∩ Ω˜
into Ω˜i3 is a homotopy equivalence.
(3) If ∆ is folded, x 6= y ∈ F are vertices such that p(x) = p(y) and γx, γy ⊂ ∆
are shortest paths from Ω˜ to x, respectively y, then γ¯x = γ¯y.
(4) If ∆ is folded then Ω˜3 is the preimage of Ω3 in ∆\E.
Note that saying that the inclusion of some connected graph A into some graph
B is a homotopy equivalence is the same as saying that B is obtained from A by
attaching trees along single vertices.
Proof. (1) The conclusion for k = 4 clearly implies the conclusion for k = 3 thus
we restrict ourselves to the case k = 4. Suppose that the conclusion does not
hold for some component Ωi4. Then there exists a reduced path γ¯ in Ω
i
4 such that
α(γ¯), ω(γ¯) ∈ Ωi4 ∩ Ω and that all other vertices and all edges of γ¯ lie in Ω
i
4\Ω. As
γ¯ lies in Ω4 we can moreover choose γ¯ to be of length at most 8. Condition (Ω4)
then implies that γ¯ lies in Ω, a contradiction.
(2) Suppose that the conclusion does not hold for some component Ω˜i3. Then
there exists a reduced path γ in Ω˜i3 such that α(γ), ω(γ) ∈ Ω˜ and that all other
vertices and all edges of γ lie in Ω˜i3\Ω˜. As γ lies in Ω˜3 we can moreover choose
γ to be of length at most 6. Let γ′ be the path obtained from γ¯ by reduction,
Condition (Ω4) then implies that γ′ lies in Ω which the implies that γ′ is reduced
to a point. This however implies that the label of γ was not reduced contradicting
the assumption that ∆ is folded.
To see (3) note first that x and y lie in Ω˜3 by condition (Ω1). Thus γx and γy
exist and of length at most 3. Let now γ¯ be the path obtained from γ¯x · γ¯−1y by
reduction. γ¯ is a reduced path with endpoints in Ω of length at most six and is
therefore contained in Ω by condition (Ω4). As no edge of γx and γy lies Ω˜ it also
follows that no edge of γ¯ lies in Ω. Thus γ¯ is reduced to a single point, i.e. γ¯x = γ¯y.
The proof of (4) is by contradiction. Thus we assume that there exists some
vertex v ∈ V∆ such that d∆¯(v¯,Ω) ≤ 3 and d∆¯(v¯,Ω) < d∆(v, Ω˜). Among all such
v we choose v such that d∆¯(v¯,Ω) is minimal. Let γ = e1, . . . , ek be the shortest
path from Ω to v¯, clearly 1 ≤ k ≤ 3. If v ∈ Ω˜3 then it follows from (1) and (2) that
d∆¯(v¯,Ω) = d∆(v, Ω˜) as the path γv from Ω˜ to v maps injectively to a path from Ω
to v¯. Thus v /∈ Ω˜3. It then follows from condition (Ω1) that v is the unique lift of
v¯, in particular there exists a unique edge fk ∈ ∆\E such that f¯k = ek. It follows
from our minimality assumption on v that d∆(α(fk), Ω˜) = d∆¯(α(ek),Ω) = k − 1.
This however implies that
d∆(v, Ω˜) = d∆(v, α(fk)) + d∆(α(fk), Ω˜) = (k − 1) + 1 = k = d∆¯(v¯,Ω)
which contradicts the above assumption. 
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Lemma 5. Let (D,Ω) be a tame marked decomposition. Then
(1) Ω˜3 does not cover all inner edges of a special path.
(2) Ω˜3 and F are forests.
Proof. Statement (2) follows easily from statement (1). Indeed any closed path in
∆\E must contain all inner edges of a special path, so Ω˜3 is a forest. By condition
(Ω2) all edges of F are in Ω˜3 so F is a forest as well.
Suppose that (1) does not hold. Then there is a special path δ whose inner edges
are all in Ω˜3. By Lemma 4 (1) Ω covers all but possibly the first 3 and last 3 inner
edges of δ¯. Thus condition (∆¯∗) implies that l(δ) ≤ |EΩ|+ 8.
Since F does not contain loop edges by definition, the set of loop edges E ⊂ ∆
is mapped injectively to Θ, so that
χ(∆\E)− χ(∆\E) = χ(∆)− |E| − χ(∆¯) + |E| = χ(∆)− χ(∆¯).
Combining this last observation with condition (Ω3) we have
|EΩ| ≤ 8
(
χ(∆) − χ(∆¯)− χ(Ω)
)
= 8
(
χ(∆\E)− χ(∆\E)− χ(Ω)
)
= 8
(
(b0(∆\E)− b1(∆\E)) +
(
b1(∆\E)− b0(∆\E)
)
+ (b1(Ω)− b0(Ω))
)
≤ 8
(
b0(∆\E)− 0 + b1(∆\E)− 1 + b1(Ω)− 1
)
In the last inequality we assumed that b0(Ω) > 0 (and in particular b0(∆\E) > 0)
as otherwise Ω is empty and Lemma 5 is trivial. Note that b0(∆\E) = b0(∆) and
that both b1(∆\E) and b1(Ω) are smaller than b1(Θ)− |E| so
|EΩ| ≤ 8 b0(∆) + 16(b1(Θ)− |E| − 1) ≤ 16(b0(∆) + b1(Θ)− |E|︸ ︷︷ ︸
=c∗
−1)− 8
and
l(δ) ≤ |EΩ|+ 8 ≤ 16(c∗ − 1)− 8 + 8.
On the other hand l(δ) = mst − 1 for some s 6= t, and by condition (M) we have
l(δ) = mst − 1 ≥ 6.2
c∗ − 1
In conclusion we have 16(c∗ − 1) ≥ 6.2c∗ − 1 which is impossible for any integer
c∗ ≥ 1. 
4.2. Complexity. Fix a decompositionD. Recall from Section 2.1 that Θf denotes
the unique folded graph obtained from Θ by a sequence of folds. Let ∆f be the
image of ∆¯ in Θf .
The complexity of a decomposition D is the tuple (c1, c2, . . . , c7) ∈ N7 were
• (primary complexity)
– c1 = b1(Θ)− |SP|
– c2 = b1(Θ) + χ(∆)
– c3 = |E(Θf\∆f )|
– c4 = |EΘf |
– c5 = |E∆|
• (secondary complexity)
– c6 = |EΘ|
– c7 = |E(Ω˜3\F )|
Complexities are ordered according to the lexicographic order. The first five com-
ponents form the primary complexity while the last two components are called the
secondary complexity.
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Remark. c1 and c2 may be negative for general decompositions, but they are non-
negative provided F is a forest, thus by Lemma 8 the complexities c1 and c2 are
non-negative provided that (D,Ω) is a tame marked decomposition.
The following theorem is the main technical result of this article. It immediately
implies Theorem 1.
Theorem 6. Let (D,Ω) be a tame marked decomposition. Then c1 ≥ n.
Note that if X is a generating set with |X | = rank(W (M)), then there is a tame
marked decomposition (DX , ∅) with c1 = rank(W (M)). Indeed, we choose ∆X to
be empty and ΓX = ΘX the wedge of circles described in Section 2, see Figure
1. Theorem 6 applies and rank(W (M)) ≥ n. Thus Theorem 6 does indeed imply
Theorem 1. Theorem 6 in turn is a consequence of Proposition 21 as explained at
the end of Section 6.
4.3. Unfolding. For the remainder of this section, D = (M,Γ,∆, F, p,Θ) is a
decomposition of some connected labeled graph Θ, Γ is nonempty and F is a for-
est. We discuss three ways to unfold Θ by changing F and Γ without chang-
ing the primary complexity. In each case we obtain a new decomposition D′ =
(M ′,Γ′,∆′, F ′, p′,Θ′) where M ′ =M and ∆′ = ∆. We will not describe Θ′ as it is
determined by Γ′, F ′ and p′.
Unfolding of type 1 (See Figure 9). Choose a subset F ′ of F consisting of a single
vertex in each connected component of F . Let Γ′ = Γ and let p′ be the restriction
of p to F ′.
F ′
D Du
∆
Γ
F¯
Θ
unfold
fold
F
Figure 9. Unfolding of type 1.
Unfolding of type 2 (See Figure 10). Suppose T and T ′ are distinct connected
components of F in the same connected component of ∆. Let x ∈ T and y ∈ T ′.
Choose a path γ in ∆ from x to y. Let γ′ be a new path having the same length
and labeling as γ. Glue γ′ to Γ by identifying α(γ′) with p(x) and ω(γ′) with p(y).
Let Γ′ = Γ ∪ γ, F ′ = F\T ′ and p′ be the restriction of p to F ′.
Unfolding of type 3 (See Figure 11). Suppose v is an isolated vertex of F . Let e be
an edge adjacent to v. Let γ be a new path of length two with both edge labeled
by ℓ(e). Let Γ′ be obtained from Γ ∪ γ by gluing α(γ) to p(v) and F ′ = F . Define
the map p′ : F ′ → Γ′ as p′(x) = p(x) if x 6= v and p′(v) = ω(γ).
ON THE RANK OF COXETER GROUPS 13
γ′
D Du
∆
Γ
unfold
fold
T x T ′y
Θ
Figure 10. Unfolding of type 2.
v s
γ
Θ
unfold
fold
s
s
s
∆
Γ
D Du
Figure 11. Unfolding of type 3.
Remark. After an unfolding of type 3 at an isolated vertex v of F there is no other
vertex v′ ∈ F ′ such that p′(v) = p′(v′). Therefore, after using unfolding of type 1
to each connected component of F followed by unfolding of type 3 on each resulting
vertex, condition (Ω) is satisfied trivially. It follows in particular from the following
lemma that (D′, ∅) is tame if (D,Ω) is tame for some Ω.
Lemma 7. Suppose F is a forest and Θ is connected. Then the primary complexity
does not change when performing unfoldings of type 1, 2 or 3. Moreover, conditions
(Θ), (∆¯∗) and (M) are unaffected by unfoldings of type 1, 2 or 3.
Proof. The complexities depend only on ∆ (which remains unchanged), b1(Θ), Θ
f
and ∆f . We claim that b1(Θ
′) is the same as b1(Θ) after any of the unfolding
moves above. Indeed, recall that χ(Θ) = χ(∆) + χ(Γ) − χ(F ). Since F is a forest
and Θ is connected we have b1(F ) = 0 and b0(Θ) = 1 so the last formula can be
rewritten as
b1(Θ) = b1(∆)− b0(∆) + b1(Γ)− b0(Γ) + b0(F ) + 1.
The fact that b1(Θ) = b1(Θ
′) now easily follows by examining each unfolding.
Moreover, Θ′ folds onto Θ so the folded graph Θf remains unchanged, the same
is clearly true for ∆f .
It is clear that Θ′ is connected provided Θ is, and since Θ is obtained from Θ′ by
a sequence of folds the fact that condition (Θ) is preserved follows from Lemma 3.
The fact that conditions (∆¯∗) and (M) are preserved is obvious. 
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Lemma 7 allows for the following interpretation of c2:
Remark (Interpretation of c2). Suppose F is a forest, Θ is connected and Γ is
nonempty. Suppose D′ is obtained from D by performing unfoldings of type 2
repeatedly so that F ′ has exactly one connected component in each connected
component of ∆′, and therefore Γ′ is connected. Using the computation in the
proof of Lemma 7 we get
c′2 = b1(Θ
′) + χ(∆′) = b1(Γ
′) + b0(F
′)− b0(Γ
′) + 1 = b1(Γ
′) + b0(∆
′).
By Lemma 7 unfolding does not change primary complexity so that c2 = b1(Γ
′) +
b0(∆
′). Note that the reasoning fails if Γ (and thereby F ) is empty, but the fact
that c2 = b1(Γ
′) + b0(∆
′) is still valid.
Note moreover that c∗(D) = c2 + b1(∆) − |E| = c2 + b1(∆\E). In the example
of Figure 12 we have c2(D) = c2(D′) = b1(Γ′) + b0(∆′) = 4 + 3 and c∗(D) =
c2 + b1(∆\E) = 4 + 3 + 1.
of type 2
Unfoldings
Γ
D D′
Γ′
Figure 12. Interpretations of c2 = 4 + 3 and c∗ = 4+ 3 + 1.
5. The folding sequence
Lemma 8. There is a tame marked decomposition of minimal complexity.
Proof. It is sufficient to show that the complexities c1, . . . , c7 are non-negative in-
tegers for any tame marked decomposition. It is clear that c3, . . . , c7 are always
non-negative. Moreover, observe that c1 ≥ c2. This is true since removing one
inner edge from each special path of ∆ yields a graph ∆′ such that each connected
component of ∆′ contains a loop edge, and in particular χ(∆′) ≤ 0. Thus
c1 = b1(Θ)− |SP|
≥ b1(Θ) + χ(∆
′)− |SP| = b1(Θ) + χ(∆) = c2.
Finally if (D,Ω) is a tame marked decomposition then F is a forest by Lemma 5
(2) and Θ is connected, so the interpretation of c2 following Lemma 7 applies; in
particular c2 ≥ 0. 
The following lemma makes essential use of the exponential bound in condi-
tion (M).
Lemma 9. Let (D,Ω) be a tame marked decomposition of minimal complexity.
Then ∆ is folded.
Proof. Recall from Lemma 5 (2) that F is a forest, so we can use unfoldings of
type 1, 2 and 3 in order to ensure that F has exactly one vertex in each connected
component of ∆ and that the empty marking satisfies conditions (Ω), denote the
new decomposition by Du. Thus (Du, ∅) is tame. As unfoldings do not change
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the primary complexity by Lemma 7 it follows that (Du, ∅) has the same primary
complexity as (D,Ω). Note that ∆u = ∆, in particular ∆u is folded if and only if
∆ is folded.
Suppose ∆u = ∆ is not folded. Then there are two edges e, e′ starting at
v = α(e) = α(e′) with ℓ(e) = ℓ(e′). In general e and e′ cannot be identified without
violating the conditions for ∆ to be a special graph. We will distinguish 4 cases, in
each of them we replace ∆u by some new special graph ∆′ that is obtained from ∆
by first unfolding ∆ to some graph ∆˜ and then folding ∆˜ onto ∆′; note that we do
not mention ∆˜ if we do not unfold, i.e. if ∆ = ∆˜. For each vertex u ∈ Fu choose
a vertex u′ ∈ ∆′ by first choosing some lift u˜ of u in ∆˜ and then mapping u˜ to ∆′.
We then put F ′ = {u′ |u ∈ Fu} and p′ : F ′ → Γ′ = Γu by p′(u′) = pu(u). We
then define D′ to be the decomposition obtained from Du by replacing ∆ = ∆u
with ∆′, Fu by F ′ and pu by p′. In all four cases it will be obvious that (D′, ∅) is
a decomposition satisfying (Ω), (Θ) and (∆¯∗).
In the first 3 cases ∆′ is obtained from ∆ by replacing the component of ∆ that
contains v by a new graph obtained from that component by a sequence of unfolds
and folds. This implies in particular that Θf and ∆f and therefore c3 and c4 are
preserved. In those 3 cases it is immediate that c∗ does not increase. As moreover
the matrix M is preserved this implies that (M) holds trivially, i.e. that (D′, ∅) is
tame. We will obtain a contradiction to the minimality of the primary complexity.
As c3 and c4 are unchanged we only need to discuss c1, c2 and c5.
In case 4 the argument is of a different nature, in fact the argument in that case
explains the relevance of condition (M), i.e. explains where the exponential bound
in the main theorem comes from.
Case 1. If both e and e′ are loop edges then identifying them reduces b1(Θ) and
leaves the number of special paths unchanged. Thus c1 decreases contradicting the
minimality of the complexity.
Case 2. Suppose that e is a loop edge and that e′ is not, as in Figure 14. Therefore
e′ is the first edge of some special path δ. Possibly after unfolding ∆ to ∆˜ along the
extremal edges of δ, see Figure 13, we can assume that δ intersects other special
paths only at its endpoints.
s
t s t
s
tt
s s
tt
t ts
δ
Figure 13. Unfolding the special path δ at its extremal edges.
Note that ∆˜ has up to two more edges than ∆ and therefore c5 increases by up
to two. Moreover the complexities c1 and c2 are unchanged. Let {s, t} be the type
of δ, where ℓ(e) = ℓ(e′) = s. Since v is the initial vertex of δ and the first edge of δ
has label s, there is a loop edge f based at v with ℓ(f) = t. Thus the whole path
δ can be folded on the two loop edges e and f . Call the resulting graph ∆′.
If α(δ) 6= ω(δ) then after folding δ, there are two loops with the same label based
at v, which we fold. Whether or not α(δ) = ω(δ) the new graph ∆′ obtained after
folding has one less special path and b1(∆
′) ≤ b1(∆) − 1. Therefore c1 = c′1 and
c2 = c
′
2. Lastly, c5 decreases by at least 5 when going from ∆˜ to ∆
′, so D′ has
a smaller complexity than D as this decrease by at least 5 outweighs the initial
increase by at most 2. This contradicts the minimality of the complexity of (D,Ω).
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t
s
t
st
fold
t
s
s t
s
∆ ∆′
Figure 14. Lemma 9 Case 2: folding a loop edge with a non-loop edge.
We assume from now on that neither e nor e′ is a loop edge. If e and e′ are
extremal edges of distinct special paths and do not lie on a common (necessarily
closed) special path then identifying e and e′ is allowed and this identification
does not change complexities c1 and c2 and reduces the number of edges of ∆ and
therefore c5, a contradiction. Thus we consider two cases. On the one hand we
treat the case where both e and e′ are the second edges of unique special paths δ
and δ′ with α(δ) = α(δ′) and δ 6= δ′−1. On the other hand, we treat the case where
e and e′ are the two extremal edges of a simple closed special path δ.
Case 3. Suppose both e and e′ are the second edges of unique special paths δ and
δ′ with α(δ) = α(δ′) and δ 6= δ′−1. Since δ and δ′ have a common initial edge and
have second edge e and e′ with the same labeling, δ and δ′ have the same type {s, t}.
Therefore it is possible to fold δ and δ′ together. If ω(δ) 6= ω(δ′) then also fold the
two loop edges with label s or t at the end of δ and δ′ together. This is illustrated
in Figure 15. Whether or not δ and δ′ are closed or ω(δ) = ω(δ′) the new graph ∆′
obtained after folding has one less special path and Betti number one less than ∆.
It follows that the complexities c1 and c2 do not increase. Moreover, the number
of edges of ∆′ is strictly smaller than that of ∆, so that c′5 < c5, contradicting the
minimality of the complexity.
s st st
tt
t
folds
s
t
t ss
t s t
t
t
δ′
∆
δ
∆′
Figure 15. Lemma 9 Case 3: folding two non-loop edges.
Case 4. Suppose e and e′ are the two extremal edges of a simple closed special
path δ. Since the labels of e and e′ are the same and δ is of length mst − 1 it
follows that mst is even, in particular δ is of odd length. Let M
′ be the Coxeter
matrix obtained by replacing mst and mts by m
′
st = mst/2 in M and leaving all
other entries unchanged. The aim is to construct an M ′-special graph ∆′. In
order to satisfy condition (∆6) we need to modify each special path δi of type
{s, t}. Thus for each special path δ∗ of type {s, t} we proceed as follows (see Figure
16). Write δ∗ as e0, e1, . . . , en. As mst is even, δ∗ has an odd number of edges
so ℓ(ei) = ℓ(en−i). For each i 6=
n
2
identify ei with e
−1
n−i. Moreover, if before
identification α(δ∗) 6= ω(δ∗), then after identification there are two loop edges e, f
that have the same label based at α(δ∗). Identify e and f and denote the resulting
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s
s st stt t s
δ′∗
ss tt s t t
t
s
s
t stt
mst = 14 m
′
st = 7
t s
δ′∗
t s
t s
t s
t
t
s
t
t
s
fold
s
s
s t st s t
δ∗
δ∗
∆′∆
α(δ∗) 6= ω(δ∗)
α(δ∗) = ω(δ∗)
Figure 16. Lemma 9 Case 4: folding ∆.
loop edge by e′. Notice that after this identification, en
2
is a loop edge, and letting
δ′∗ be the path e0, e1, · · · , en2−1 we have that ℓ(δ
′
∗.en2 .δ
′
∗
−1
.e′) is either (st)m
′
st or
(ts)m
′
ts . We replace the M -special path δ∗ by the M
′-special path δ′∗.
Let ∆′ denote the graph obtained by these identifications. Clearly ∆′ is an M ′-
special graph. Observe that b1(∆) = b1(∆
′) and that the number of special paths
is unchanged, so c′1 = c1 and c
′
2 = c2. Since ∆ maps onto ∆
′ one also has that
c′3 = c3 and c
′
4 = c4. Moreover, it is clear that c
′
5 = |E∆
′| < |E∆| = c5. Thus
the new tame marked decomposition (D′, ∅) has smaller complexity than (Du, ∅).
Moreover c′∗ ≤ c∗ − 1 because ∆
′ has at least one more loop edge than ∆, so that
m′st = mst/2 ≥ 6.2
c∗/2 ≥ 6.2c
′
∗
and the decomposition D′ satisfies condition (M), contradicting the minimality of
the complexity. 
Remark. If ∆ is folded, then each special path is embedded. Arguing by contra-
diction, we suppose δ is a special path of type {s, t} that is not embedded. Recall
that α(δ) = ω(δ) by condition (∆4). If mst is even then the first few edges of δ can
be folded with the last few edges of δ, so ∆ is not folded. If mst is odd, then there
are two loop edges based at α(δ) = ω(δ) with labels s and t respectively. But the
(non-loop) edges of δ also have label s or t, so ∆ is not folded in this case either.
Lemma 10. Let (D,Ω) be a tame marked decomposition of minimal complexity.
Then the following conditions hold:
(∆¯1) Let x, y be distinct vertices in ∆ lying on special paths of the same type.
Then x and y do not project to the same vertex of ∆¯.
(∆¯2) If two edges in ∆¯ are adjacent and one of them is a loop edge then they
have different labels.
Proof. The proofs in all cases are by contradiction to minimality, i.e. we show
that the complexity was not minimal provided the conclusion fails. In all cases we
construct decompositions of smaller complexity and it is always immediate from
the construction that for any closed path in the original graph Θ there is a path
with the same labeling in the new graph Θ (fixing some appropriate basepoint in
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z
x′
x′
x′
D
Case 1
Case 2
D′unfold collapseD
u
x
γ
y
δ
δ
δx
δy
x
y
x
y
Case 3
Figure 17. Lemma 10 (∆¯1): constructing D′ of smaller complexity.
each graph). Thus property (Θ) always holds for the constructed decomposition
and we ignore to mention it in the remainder of this proof.
We first prove that (∆¯1) holds. The argument is illustrated in Figure 17.
Suppose there are two vertices x and y lying on special paths of the same type
that project to the same point in Θ, or in other words x and y are in F and
p(x) = p(y). Let Fx and Fy denote the connected components of F containing x
and y respectively. Similarly let ∆x and ∆y denote the connected components of
∆ containing x and y respectively. We deal with two cases, depending on whether
Fx = Fy or not.
Case 1. Suppose that Fx = Fy . Let γ be a reduced path in F from x to y. By
Lemma 5 (1) the path γ does not contain all inner edges of a special path. By
Lemma 9 any two special paths of the same type do not intersect in ∆, and any
special path is embedded in ∆. Therefore γ is a subpath of a special path δ. Let γˆ
be the (unique) lift of γ¯ in Γ, or in other words γˆ = p(γ). Since γ¯ is a closed, so is
its lift γˆ.
We unfold D to a new decomposition Du as follows. Unfold each connected
component of F to a vertex using unfolding of type 1, where x is the chosen vertex
for its connected component. Using unfolding of type 2 we can assume x is the only
vertex of F in ∆x, and in particular x is the only vertex of F in the special path δ.
We also apply unfolding of type 3 to each vertex of F except x, so that the empty
marking satisfies condition (Ω). Unfold the special path δ at its boundary edges if
applicable (see Figure 13). Note that doing this may increase c5.
Finally, we let D′ be obtained from Du by the following surgery: collapse γˆ ⊂ Γu
to a vertex z, yielding Γ′; collapse δ ⊂ ∆u to a vertex x′ and if both boundary loop
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edges of δ had the same label, relabel one of them with the other label in the type
of δ, call the resulting graph ∆′. Let F ′ = (Fu\{x})∪ {x′} and define p′ : F ′ → Γ′
by p′(x′) = z and p′(v) = pu(v) otherwise. Note that b1(Θ
′) = b1(Θ) − 1 but ∆′
has one less special path than ∆. Thus c′1 = c1, c
′
2 = c2 − 1 and c∗ = c∗ − 1. In
conclusion (D′, ∅) is a tame marked decomposition, contradicting the minimality of
the complexity of (D,Ω).
From now on we assume that Fx 6= Fy. Let δx and δy be special paths of the
same type containing x and y respectively. Unfold each connected component of
F to a vertex using unfolding of type 1, where x and y are the chosen vertices for
their connected components. Using unfolding of type 2 we can assume x and y are
the only vertices of F in ∆x ∪∆y, in particular x and y are the only vertices of F
in δx ∪ δy. We also apply unfolding of type 3 to each vertex of F except x and y,
so that the empty marking satisfies condition (Ω). Unfold the special paths δx and
δy at their boundary edges. Let Du denote the unfolded decomposition. We split
this case into two.
Case 2. If δx = δy =: δ do the following surgery: collapse δ to a point x
′ and if both
boundary loop edges of δ had the same label, relabel one of them with the other
label in the type of δ, call the resulting graph ∆′. Put F ′ = (Fu\{x, y})∪{x′} and
define p′ : F ′ → Γ′ := Γu as p′(x′) = p(x) and p′(v) = pu(v) for v ∈ Fu\{x, y}. Note
that F ′ has one less connected component than Fu so that b1(Θ
′) = b1(Θ
u)− 1 =
b1(Θ)−1. Moreover ∆′ has one less special path than ∆u = ∆ so c′1 = c1, c
′
2 = c2−1
and c∗ = c∗ − 1. Again (D
′, ∅) is a tame marked decomposition, contradicting the
minimality of the complexity of (D,Ω).
Case 3. Suppose now that δx is distinct from δy. Note that δx and δy do not
intersect as they are of the same type and ∆ is folded by Lemma 9. We proceed
as follows. Collapse δx ∪ δy to a vertex x′ and replace the four boundary loop
edges of δx and δy by two loop edges labeled by the two labels in the type of δx.
Call the resulting graph ∆′. Let Γ′ := Γu and define F ′ and p′ as in case 2. Now
F ′ has one less connected component than Fu, and ∆′ has two less special paths
and two less loop edges than ∆u. Moreover two contractible subsets got identified
to one vertex so χ(∆′) = χ(∆u) + 2 − 1 = χ(∆u) + 1 = χ(∆) + 1. Indeed, a
special path is contractible in ∆u by the remark preceding this lemma. Therefore
b1(Θ
′) = b1(Θ
u)− 2 = b1(Θ)− 2. Plugging this information into the complexities
we get c′1 = c1 and c
′
2 = c2 − 1. Moreover c
′
∗ ≤ c∗, so (D
′, ∅) is a tame marked
decomposition, contradicting the minimality of the complexity of (D,Ω).
We now show that condition Condition (∆¯2) holds.
Case 1. Suppose there is a loop edge e in ∆¯ that lifts to a non-loop edge e˜ of ∆.
Then the two vertices α(e˜) and ω(e˜) of ∆ are contained in a special path and are
distinct in ∆, so condition (∆¯1) does not hold for D. We have already shown that
this contradicts the minimality of the complexity of (D,Ω).
From now on for a loop edge e in ∆¯ we denote by e˜ its (unique) lift as a loop
edge in ∆.
Case 2. Suppose that there are two loop edges e 6= e′ in ∆¯ that have the same
label and same base vertex. Let e˜ and e˜′ be their lifts in ∆ with basepoints x and y
respectively. Notice that x 6= y as otherwise ∆ would not be folded, contradicting
Lemma 9. Moreover, x and y do not lie in the same connected component of F by
Lemma 5 (1). Use unfolding of type 1 to replace F by a set of vertices choosing x
and y in their respective connected components. Also use unfolding of type 3 for
each vertex of F other than x and y. Call the resulting decomposition Du. Now
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e˜
x
e˜′
y
x′
D collapseD
u
unfold D
′
Figure 18. Lemma 10 (∆¯2) Case 2: Folding two loop edges.
x′
e˜′
y δ
e˜
x
D collapseD
u
unfold D
′
Figure 19. Lemma 10 (∆¯2) Case 3: Doing surgery.
construct a new decomposition D′ by the following surgery, depicted in Figure 18.
Identify x and y to a new vertex x′ and identify the two edges e˜ and e˜′, yielding ∆′.
Let Γ′ := Γu = Γ, F ′ := (Fu\{x, y})∪ {x′} and define p′ : F ′ → Γ′ as p′(x′) = p(x)
and p′(v) = pu(v) for v ∈ Fu\{x, y}. Now χ(∆′) = χ(∆u) = χ(∆) but F ′ has one
connected component less than Fu. Therefore b1(Θ
′) = b1(Θ
u) − 1 = b1(Θ) − 1
and c′1 = c1 − 1. Moreover c
′
∗ ≤ c∗, so (D
′, ∅) is a tame marked decomposition,
contradicting the minimality of the complexity of (D,Ω).
Case 3. Now suppose there is a loop edge e and a non-loop edge e′ in ∆¯ having
the same initial vertex. Let e˜ and e˜′ be lifts of e and e′ respectively in ∆. Let x
be the basevertex of e˜ and y = α(e˜′). Since ∆ is folded by Lemma 9 the vertices
x and y are distinct. If x and y lie on the same special path then D does not
satisfy condition (∆¯1) which is already ruled out. So without loss of generality
we can assume that there is a special path δ containing e˜′ but not x. Moreover
since e˜ and e˜′ have the same label, the label of e˜ is contained in the type of δ.
Lemma 5 (1) implies that x and y are not in the same connected component of
F . Apply unfolding of type 1 on each connected component of F choosing x and y
in their respective connected components. Also apply unfolding of type 3 to each
vertex of F other than x and y. Unfold the extremal edges of δ in ∆ if applicable,
call the resulting decomposition Du. Then perform the following surgery yielding
a new decomposition D′, see Figure 19.
Collapse δ ∪ {x} ⊂ ∆u to a vertex x′. If both boundary loop edges of δ had the
same label, relabel one of them with the other label in the type of δ. Now e˜ can
be folded onto one of these two boundary loop edges. Denote the resulting graph
by ∆′. Put F ′ = (Fu\{x, y}) ∪ {x′}, Γ′ := Γu = Γ and define p′ : F ′ → Γ′ as
p′(x′) = p(x) and p′(v) = pu(v) otherwise. Two disjoint contractible subsets of ∆u
were collapsed to a point of ∆′ and ∆′ has one loop edge less than ∆u, so that
χ(∆′) = χ(∆u) = χ(∆). Moreover, ∆′ has one special path less than ∆u and F ′
has one connected component less than Fu. In conclusion c′1 = c1, c
′
2 = c2 − 1 and
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c′∗ ≤ c∗. Thus (D
′, ∅) is a tame marked decomposition, contradicting the minimality
of the complexity of (D,Ω). 
Assume that γ is a reduced simple path in ∆ of length at most 4. As all special
paths are of length at least 5 it is clear that either γ is a subpath of some special
path or γ is the concatenation of two path γ1 and γ2 that are both subpaths of
special paths. We then say that γ turns at v = ω(γ1) = α(γ2). Note that v is in
distance at most one of some loop vertex.
Lemma 11. Let (D,Ω) be a tame marked decomposition and γ¯ be reduced path in
∆¯ of length k that has two distinct lifts γ1 = e1, . . . , ek and γ2 = f1, . . . , fk. Then
k ≤ 3. Moreover if k = 3 then one of the following holds:
(1) γ1 turns at α(e2) and γ2 turns at α(f3).
(2) γ1 turns at α(e3) and γ2 turns at α(f2).
Proof. If k ≥ 4 or k = 3 and neither (1) nor (2) hold then the above discussion
implies that for some i both ei, ei+1 and fi, fi+1 are subpath of special paths δ and
δ′ which must be of the same type. This contradicts condition (∆¯1). 
Corollary 12. Let (D,Ω) be a tame marked decomposition of minimal complexity.
Let x 6= y ∈ V F be such that p(x) = p(y), and let e ∈ E∆ be a non-loop edge such
that α(e) = x.
(1) If ω(e) is the basepoint of a loop edge, then e ∈ Ω˜3.
(2) If e′ is a non-loop edge of ∆ such that α(e′) = y and such that ℓ(e) = ℓ(e′),
then e, e′ ∈ Ω˜3.
Proof. We argue by contradiction and suppose either (1) or (2) fails. Thus we
assume that e /∈ Ω˜3 as the roles of e and e′ in (2) are interchangeable. By condition
(Ω1) x, y ∈ Ω˜3. Let γ and γ′ be shortest paths from Ω˜ to x and y respectively.
Observe that γ has length exactly 3, as otherwise e would lie in Ω˜3. Write γ ≡
e1, e2, e3 and γ
′ ≡ e′1, e
′
2, e
′
3. Note that γ¯ = γ¯
′ by Lemma 4 (3), in particular the
conclusion of Lemma 11 applies to γ and γ′.
(1) Since γ either turns at α(e2) or α(e3), it follows that α(e2) or α(e3) is at
distance at most 1 of some basepoint of a loop edge of ∆. If ω(e) is also the
basepoint of a loop edge then there are two basepoints of loop edges that are at
distance at most 4 apart, a contradiction to the assumption that special path are
of length at least 5.
(2) Note that e1, e2, e3, e and e
′
1, e
′
2, e
′
3, e
′ are reduced paths in ∆ and that both
e3, e and e
′
3, e
′ are subpath of special paths δ and δ′ as they cannot turn at α(e)
and α(e′), respectively. Therefore δ and δ′ must be of the same type. This clearly
contradicts condition (∆¯1), see Figure 20. 
y
δ
δ′
same type
Ω˜ ∋
Ω˜ ∋ x
e′
e
D ∆
γ
γ′
x
y
Figure 20. Corollary 12 (2) : a contradiction to condition (∆¯1).
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Cor. 12 (2)
Du D′
Unfolding 3
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in Γu
D
e˜
e˜′
eˆ
eˆ′Lemma 13
Figure 21. Lemma 14: contradicting the minimality of the com-
plexity of D
Lemma 13. Suppose that (D,Ω) is a tame marked decomposition of minimal com-
plexity. Then EF = EΩ˜3 and EF¯ = EΩ3.
Proof. By condition (Ω2) EF ⊂ EΩ˜3. First we show that EF = EΩ˜3. Suppose by
contradiction that there is an edge e ∈ EΩ˜3\EF . Put M ′ = M , ∆′ = ∆, Θ′ = Θ
and Ω′ = Ω ⊂ Θ. Put Γ′ = (Γ ∪ f)/ ∼ for some new edge f where α(f) ∼ p(α(e))
if α(e) ∈ F and ω(f) ∼ p(ω(e)) if ω(e) ∈ F . In all cases let F ′ = F ∪ e and define
p′|F = p and p(e) = f . This does not change ∆, Θ or Θf , so that the primary
complexity does not change. Note moreover that |EΩ˜′3\EF
′| = |EΩ˜3\EF | − 1 and
that |EΘ| = |EΘ| so that c′7 = c7 − 1. Lastly note that c
′
∗ = c∗ so that (D
′,Ω′)
satisfies condition (M). This is a contradiction to the minimality of the complexity
of (D,Ω).
It remains to show that EΩ3 = EF¯ . Since we know that EΩ˜3 = EF it is
enough to show that Ω˜3 is the preimage of Ω3 in ∆\E which is the content of
Lemma 4 (4). 
Lemma 14. Let (D,Ω) be a tame marked decomposition of minimal complexity.
Suppose e and e′ are distinct edges of ∆¯ having the same initial vertex and same
label. Then ω(e) 6= ω(e′).
Proof. Assume that ω(e) = ω(e′). Let e˜ and e˜′ be lifts in ∆ of e and e′ respectively.
Since ∆ is folded by Lemma 9 the origin of e˜ and e˜′ are different, and thus both e˜
and e˜′ must lie in Ω˜3 by Corollary 12 (2). The goal is to construct a tame marked
decomposition (D′,Ω′) of smaller complexity.
By Lemma 13 e and e′ lie in F¯ so that there are lifts eˆ, eˆ′ of e, e′ in Γ. Note
that ω(eˆ) = ω(eˆ′). Let Du be the decomposition obtained from D by performing
unfolding of type 1 on each connected component of F , followed by performing on
each resulting vertex an unfolding of type 3. Since EFu = ∅ has no edges and since
pu is injective on V Fu the marked decomposition (Du, ∅) satisfies condition (Ω).
In fact (Du, ∅) is a tame marked decomposition with the same primary complexity
as (D,Ω) by Lemma 7. We use the same notation for eˆ, eˆ′ and their obvious images
in Γu.
We define a new decompositionD′ as follows: let Γ′ := Γu/eˆ ∼ eˆ′. This is possible
since ℓ(eˆ) = ℓ(eˆ′) by hypothesis. Put ∆′ := ∆u, F ′ := Fu and p′ := φ ◦ pu where
φ : Γu → Γ′ is the folding map. Notice that (D′, ∅) is a tame marked decomposition
such that b1(Θ
′) = b1(Θ
u) − 1 so that c′1 = c
u
1 − 1 = c1 − 1 contradicting the
minimality of the complexity of the tame marked decomposition (D,Ω). 
The following shows that in order to admit some marking with (Ω), we only
need to verify (Ω1), (Ω2) and (Ω3).
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Ω Ω′
∆\E ∆′\E ′
χ(Ω) = 2 χ(Ω′) = 0
Figure 22. Lemma 15: reducing χ(Ω).
Lemma 15. Let (D,Ω) be a marked decomposition satisfying conditions (Ω1),
(Ω2) and (Ω3). Then there is another marking Ω˜′ such that (D,Ω′) satisfies (Ω1),
(Ω2), (Ω3) and (Ω4).
Proof. Note that there are only finitely many markings. Thus there exists a marking
Ω˜′ such that Ω′ is of minimal Euler characteristic among all markings satisfying
conditions (Ω1), (Ω2) and (Ω3). We show that (D,Ω′) also satisfies condition (Ω4).
Suppose by contradiction that there exists a reduced path γ of length at most 8 in
∆\E having both endpoints in Ω′ but such that γ is not entirely contained in Ω′.
Clearly γ has more edges outside Ω′ than it has vertices outside Ω′. Therefore the
graph Ω′′ = Ω′ ∪ γ has Euler characteristic strictly smaller than Ω′. Moreover Ω′′
has at most 8 more edges than Ω′. Therefore, we have
|EΩ′′|+ 8χ(Ω′′) ≤ |EΩ′|+ 8χ(Ω′)
so that condition (Ω3) is satisfied by Ω′′. Lastly, conditions (Ω1) and (Ω2) are
satisfied by Ω˜′′ since Ω˜′′ ⊃ Ω˜′. In conclusion, Ω′ was not of minimal Euler charac-
teristic, a contradiction. See Figure 22 for an illustration. 
Proposition 16. Let (D,Ω) be a tame marked decomposition of minimal complex-
ity. Then Θ is folded.
Proof. Assume by contradiction that Θ is not folded. Thus there are e, e′ ∈ EΘ
such that α(e) = α(e′) and ℓ(e) = ℓ(e′). Let Θ′ = Θ/e ∼ e′. We shall exhibit a
tame marked decomposition (D′,Ω′) of Θ′ with the same primary complexity as
(D,Ω). This will immediately contradict the minimality of the complexity of (D,Ω)
as c′6 = |EΘ
′| = |EΘ| − 1 = c6 − 1.
Claim 1. If e, e′ ∈ ∆¯ and e˜, e˜′ ∈ ∆ are any lifts of e, e′ respectively then e˜ and e˜′
lie in F . In particular there are lifts eˆ, eˆ′ ∈ Γ of e, e′ respectively.
Suppose that e, e′ ∈ ∆¯. Then neither e nor e′ is a loop edge by condition (∆¯2).
Let e˜ and e˜′ be lifts in ∆ of e, e′ respectively. Since ∆ is folded α(e˜) 6= α(e˜′).
Therefore e˜, e˜′ ∈ Ω˜3 by Corollary 12 (2). Lastly Lemma 13 implies that e˜, e˜′ ∈ F
which finishes the proof of Claim 1.
The claim implies that either e, e′ ∈ Γ¯ or that, possibly after exchanging the
roles of e and e′, that e ∈ Γ¯ and e′ ∈ ∆¯\Γ¯. Note that in the second case e′ has a
unique lift e˜′ to ∆. Depending on which case we are in we define a decomposition
D′ of Θ′ as follows. For any edge f in Γ¯ we denote its unique lift to Γ by fˆ .
(F1) If e, e′ ∈ Γ¯ then D′ is defined as follows: ∆′ := ∆, F ′ := F , Γ′ := Γ/eˆ ∼ eˆ′
and p′ := φ ◦ p : F ′ → Γ′ where φ : Γ→ Γ′ is the folding map.
(F2) If e ∈ Γ¯ and e′ ∈ ∆¯\Γ¯ then D′ is defined as follows: in all cases ∆′ := ∆.
(a) If ω(e˜′) ∈ F then Γ′ := (Γ\eˆ)/ω(eˆ) ∼ p(ω(e˜′)), F ′ := F and p′ :=
φ ◦ p : F ′ → Γ′ where φ : Γ\eˆ→ Γ′ is the obvious map.
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Figure 23. Proposition 16: Finding a decomposition of Θ′.
Θ
e′
e
D D′
Θ′
v′ ∈ Ω′
Figure 24. Proposition 16: constructing a new marking Ω satis-
fying (Ω).
(b) If ω(e˜′) /∈ F then Γ′ := Γ\eˆ, F ′ := F ∪ ω(e˜′) and p′ : F ′ → Γ′ is given
by p′|F := p and p′(ω(e˜′)) := ω(eˆ).
Note that b1(Θ
′) ≤ b1(Θ), ∆′ = ∆, (Θ′)f = Θf and (∆′)f = ∆f . It follows that
the primary complexity of D′ is not greater than that of D. Moreover |EΘ′| < |EΘ|
so that c′6 < c6 and D
′ has strictly smaller complexity than D. Also the potential
c′∗ of D
′ is not greater than that of D so condition (M) holds for D′. Since Θ maps
onto Θ′ and since condition (Θ) holds for D, it also holds for D′. Moreover, since
(∆¯1) holds for D by Lemma 10, the fold did not identify two edges in the image
of a single special path. Thus condition (∆¯∗) holds for D′ as (∆¯∗) holds for D.
To conclude Proposition 16 we need to define a marking Ω˜′ of D′ that satisfies
(Ω). By Lemma 15 it suffices to find a marking of D′ satisfying conditions (Ω1),
(Ω2) and (Ω3). Let Ω1 ⊂ ∆′\E ′ be the image of Ω ⊂ ∆\E under the folding map
Θ → Θ′. If at most one of the two edges e, e′ lies in ∆¯ and both ω(e), ω(e′) lie in
∆¯, then let Ω′ := Ω1 ∪ {v′} where v′ is the image of ω(e) and ω(e′) under the fold
(see Figure 24). Otherwise define Ω′ := Ω1.
Claim 2. Ω˜′ satisfies (Ω1).
Let x and y be two vertices of F ′ ⊂ ∆′ = ∆ such that p′(x) = p′(y). We need
to show that x, y ∈ Ω˜′3. If p(x) = p(y) then x, y ∈ Ω˜3 since (Ω1) holds for Ω,
the claim follows as Ω˜3 ⊂ Ω˜′3. Thus we can assume that p(x) 6= p(y), i.e. that p
maps {x, y} to {ω(e), ω(e′)}. Without loss of generality we assume p(x) = ω(e) and
p(y) = ω(e′).
If at most one of e, e′ lies in ∆¯ then p(x) = p(y) = v′ ∈ Ω′ by construction of
Ω′, so in particular x, y ∈ Ω˜′3. If e, e
′ ∈ ∆¯, then let e˜ and e˜′ be the (unique) lifts
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of e and e′ in ∆¯ such that ω(e˜) = x and ω(e˜′) = y. By Claim 1 both e˜ and e˜′ lie
in Ω˜3, and in particular ω(e˜) and ω(e˜
′) = y lie in Ω˜3. Recall that Ω˜3 ⊂ Ω˜′3 so that
x, y ∈ Ω˜′3. This finishes the proof that Ω˜
′ satisfies (Ω1).
Claim 3. Ω˜′ satisfies (Ω2).
By construction EF = EF ′, and Ω˜3 ⊂ Ω˜′3 so that EF
′ = EF ⊂ EΩ˜3 ⊂ EΩ˜′3.
Claim 4. Ω′ satisfies (Ω3).
We need to show that that
|EΩ′| ≤ 8(χ(∆′)− χ(∆¯′)− χ(Ω′)).
Recall that by construction ∆′ = ∆ and |EΩ′| ≤ |EΩ|. As Ω satisfies (Ω3) this
implies that
|EΩ′| ≤ |EΩ| ≤ 8(χ(∆)− χ(∆¯)− χ(Ω)) = 8(χ(∆′)− χ(∆¯)− χ(Ω)).
Thus it is enough to show that
χ(∆¯′) + χ(Ω′) ≤ χ(∆¯) + χ(Ω).
Clearly we may focus on what happens to e∪e′. We first show that χ(∆¯′) ≤ χ(∆¯).
Indeed, the only possibility for this not to hold is if e ∪ e′ ⊂ ∆¯ and ω(e) = ω(e′).
But then either both e and e′ are loop edges with the same base vertex and the
same labeling, a contradiction to the validity of condition (∆¯2) for (D,Ω), or both
e and e′ are non-loop edges of ∆¯ with ω(e) = ω(e′) and the same labeling, which
contradicts Lemma 14.
Since Ω ⊂ ∆¯ and Ω1 is the image of Ω in Θ′ the arguments above also apply to
Ω1 and show that χ(Ω1) ≤ χ(Ω). So if Ω = Ω1 we are done. The only obstacle left
is when χ(Ω′) = χ(Ω1) + 1, that is when one vertex is added to Ω′. Note that this
happens whenever at most one of e, e′ is in ∆¯ and both ω(e), ω(e′) lie in ∆¯. But
this in turns implies that χ(∆¯′) = χ(∆¯)− 1 so adding these contributions up yields
χ(∆¯′) + χ(Ω′) = χ(∆¯)− 1 + χ(Ω1) + 1 ≤ χ(∆¯) + χ(Ω).
This finishes to prove that Ω satisfies conditions (Ω1), (Ω2) and (Ω3). Thus up
to replacing Ω′ by Ω′′ as in Lemma 15 we can assume Ω′ satisfies (Ω). In conclusion
we have shown the existence of a tame marked decomposition (D′,Ω′) of smaller
complexity than (D,Ω) a contradiction. This finishes the proof of Proposition
16. 
6. The folded graph
Lemma 17. Let (D,Ω) be a tame marked decomposition of minimal complexity.
Then there is no loop edge in Γ.
Proof. Suppose there is a loop edge e in Γ. We claim that e¯ /∈ ∆¯. Indeed, suppose
that e¯ has a lift e˜ ∈ F . By definition of F , the edge e˜ is not a loop edge. Thus
α(e˜) 6= ω(e˜) are distinct vertices of ∆ contained in a special path and such that
p(α(e˜)) = p(ω(e˜)), a contradiction with condition (∆¯1). Thus e¯ /∈ ∆¯ and in
particular e¯ /∈ F¯ .
We construct a tame marked decomposition (D′,Ω′) of smaller complexity as
follows. Let ∆′ := ∆ ∪ ∆0 where ∆0 is a graph consisting of a single loop edge
f˜ with ℓ(f˜) = ℓ(e) and a single vertex α(f˜). Put Γ′ := Γ\e, F ′ := F ∪ α(f˜) and
p′ : F ′ → Γ′ defined by p′|F := p and p′(α(f˜ )) = α(e). Finally, put Ω′ := Ω ⊂ ∆′
and apply unfolding of type 3 to α(e˜), so as to ensure that Ω′ satisfies condition
(Ω1). Clearly (D′,Ω′) satisfies conditions (Ω2), (Ω3), (Ω4), (Θ) and (∆¯∗) since
(D,Ω) does. Remark that Θ′ = Θ, χ(∆′) = χ(∆), b0(∆′) = b0(∆) + 1 and
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|E ′| = |E| + 1 so that c′1 = c1, c
′
2 = c2 and c
′
∗ = c∗. Both Θ and Θ
′ are folded
by Proposition 16 so that c′3 = |E(Θ
′f\∆′f )| = |E(Θf\∆f )| − 1 = c3 − 1. Thus
(D′,Ω′) is a tame marked decomposition of smaller complexity, which contradicts
the minimality of the complexity of (D,Ω). 
In order to state the next lemma, we extend some notation from special paths to
any S-labeled path as follows. We say that a path γ is of alternating type if ℓ(γ) is
an alternating word, i.e. a word of the form stst . . . stst or stst . . . tsts. Moreover,
the type of γ is defined as {s, t}.
Lemma 18. Let (D,Ω) be a tame marked decomposition of minimal complexity.
Let γ be a path of alternating type {s, t} in ∆¯ that does not meet any special path
of the same type. Suppose all inner edges of γ are non-loop edges.
(1) Then all but possibly the first five and last five edges of γ lie in Ω.
(2) If moreover l(γ) ≥ 3 and the extremal edges of γ are loop edges, then the
inner subpath of γ lifts to a path in Γ.
Proof. Note first that any subpath of γ whose edges and inner vertices lie outside
Ω3 is of length at most 2. Indeed this is true as such a path lifts to a reduced path
in ∆ and any reduced path η ⊂ ∆ of length greater than two such that all inner
edges of η are non-loop edges necessarily contains a subpath of length 2 of some
special path. It follows that all of γ except possibly the initial and the terminal
edge lies in Ω4. As γ is a reduced path it follows from Lemma 4 (1) that all edges
except possibly the initial and terminal subpath of length at most 5 lie in Ω. This
proves (1).
Suppose now that the extremal edges of γ are loop edges. Let γ′ be the inner
subpath of γ. Rephrasing (2) we seek to show that γ′ ⊂ F¯ . Recall from Lemma 13
that EF¯ = EΩ3 so it is sufficient to show that γ
′ ⊂ Ω3. We have already proven
in (1) that γ′ ⊂ Ω4. In view of Lemma 4 (1) any path in Ω4 connecting two vertices
in Ω3 is entirely contained in Ω3. Thus it is enough to show that α(γ
′), ω(γ′) ∈ Ω3.
We concentrate on α(γ′), the case of ω(γ′) being identical. Let e1, e2, e3 be the first
three edges of γ. Thus α(γ′) = ω(e1) = α(e2), the edge e1 is a loop and e2 is not.
Assume that α(e2) /∈ Ω3. In particular e1, e2 are not in Ω3 and therefore have
unique lifts e˜1, e˜2, respectively, in ∆. Note that ω(e˜1) = α(e˜2) as otherwise con-
dition (Ω1) would not be satisfied. Moreover, e˜1 is a loop edge as otherwise
α(e˜1), ω(e˜1) would fail to satisfy Condition (∆¯2) in Lemma 10. Thus the sub-
path e1, e2 lifts to a path e˜1, e˜2 in ∆ where e˜1 is a loop edge and e˜2 is not. Recall
the observation at the beginning of the proof that no subpath of length 3 of γ lifts to
a path in ∆. Thus if we choose any lift e˜3 ∈ ∆ of e3 we have ω(e˜2) 6= α(e˜3). Finally
Corollary 12 (1) applies to e := e˜−12 , x := α(e) and y := α(e˜3) since ω(e) = α(e˜2)
is the basepoint of the loop edge e˜1. In conclusion e˜2 ∈ Ω˜3 and in particular
α(e2) ∈ Ω3, a contradiction. Thus (2) holds. 
Observation 19. Let (D,Ω) be a marked decomposition. We can always assume a
vertex v ∈ Θ lifts to a vertex vˆ in Γ. Indeed, if it is not the case, then v lifts to a
vertex v˜ in ∆\F . Then we can add a new vertex vˆ to Γ, add v˜ to F and declare
p(v˜) = vˆ without affecting tameness or complexity.
Lemma 20. Let (D,Ω) be a tame marked decomposition of minimal complexity.
Suppose γ is a path in Θ such that ℓ(γ) = s(ts)mst−2. Then γ is not embedded.
Proof. Suppose that γ is embedded in Θ. Our goal is to show that since mst is
sufficiently large by condition (M), there is a subpath η of γ that has length 4 lying
outside of ∆¯ such that all inner vertices of η have degree 2. If there is such a path,
we can do the following AO-move: remove η from Θ and glue a path of length three
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Figure 25. Lemma 20: doing an AO-move.
reading tst connecting α(γ) and ω(γ). On the one hand, AO-moves do not affect
condition (Θ) by Lemma 3. On the other hand this will reduce c4 and thus produce
a contradiction to the minimality of the complexity of (D,Ω).
We show that γ contains 3 consecutive inner vertices of degree 2 in Θ\∆¯. Let Θc
be the graph obtained by collapsing each connected component of ∆¯ to a vertex.
Let Vbad be the set of such such vertices in Θc. Let γc be the image of γ under
the map Θ→ Θc. Let V3+ be the set of vertices that are not bad and of degree at
least 3 in Θc. A visit of a bad vertex v ∈ Vbad is a maximal subpath of γ that is
mapped to v. Let C be the number of collapsed edges when mapping γ → γc, and
N be the number of visits of bad vertices. The goal is to show that
l(γc) ≥ 3(N + |V3+|) + 4
This is Claim 5 below. Indeed if this is the case, then there are three consecutive
interior vertices of γc that have degree 2 and that are not bad vertices in Θc. This
immediately implies that γ contains 3 consecutive inner vertices of degree 2 in Θ\∆¯
as desired.
Claim 1. γ does not meet the image of a special path of type {s, t}.
Suppose γ does meet the image of a special path δ of type {s, t}. As Θ is folded
γ is contained in the subgraph consisting of δ and two loop edges e and f such that
the path δ, f, δ−1, e is labeled with the relation (st)±mst . As γ is longer than δ it
follows that γ contains a loop edge, which is a contradiction.
Claim 2. C ≤ 10N + |EΩ|.
Indeed, combining Claim 1 and Lemma 18 any visit of a bad vertex contains at
most 10 edges outside of Ω.
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Claim 3.
∑
v∈Vbad
d(v) ≥ 2N − 2.
Consider the set of oriented edges of γ ∪ γ−1 whose initial vertex lies in a visit
of a bad vertex but do not lie in a visit. There are at least 2N − 2 such edges as
γ is simple. Each such edge is mapped to an edge starting at a bad vertex in Θc,
hence Claim 3 holds.
Claim 4. N ≤ b1(Θc) + b0(∆)−
|V3+|
2
.
As Θc is connected we have the following
b1(Θc) =
∑
v∈VΘc
deg(v)− 2
2
+ 1.
We can assume Θ has no vertices of degree 1, so all vertices of degree 1 in Θc are
bad. Thus the following holds
b1(Θc) =
∑
v∈Vbad
deg(v)
2
− |Vbad|+
∑
v∈V3+
deg(v) − 2
2
+ 1
Applying Claim 3 and using the fact that |Vbad| = b0(∆¯) ≤ b0(∆) we get
b1(Θc) ≥ N − 1− b0(∆) +
|V3+|
2
+ 1
which establishes Claim 4.
Claim 5. l(γc) ≥ 3(N + |V3+|) + 4
Recall from condition (Ω3) that
|EΩ| ≤ 8(χ(∆)− χ(∆¯)− χ(Ω)).
As in the proof of Lemma 5 and using b0(∆) = b0(∆\E) and b1(∆¯\E) = b1(∆¯)−|E|
we observe that
8(χ(∆)− χ(∆¯)− χ(Ω)) ≤ 8(b0(∆) + b1(∆¯)− |E|+ b1(Ω)− 1).
Combining this with Claims 2 and 4 we have
C ≤ 10N + |EΩ| = 13N − 3N + |EΩ|
≤ 13
(
b1(Θc) + b0(∆)−
|V3+|
2
)
− 3N + 8(b0(∆) + b1(∆¯)− |E|+ b1(Ω)− 1)
≤ 21 b0(∆) + 13 b1(Θc) + 8 b1(Ω)︸ ︷︷ ︸
B1
+(8 b1(∆¯)− |E|︸ ︷︷ ︸
B2
)−
13
2
|V3+| − 3N − 8
We claim that B1 + B2 ≤ 21(b1(Θ) − |E|). Indeed by construction of Θc we have
b1(Θc) = b1(Θ)− b1(∆¯). Moreover since Ω is a subgraph of ∆¯\E we have
b1(Ω) ≤ b1(∆¯\E) = b1(∆¯)− |E|.
Thus
B1 = 13 b1(Θc) + 8 b1(Ω) ≤ 13(b1(Θc) + b1(Ω)) ≤ 13(b1(Θ)− |E|).
Moreover b1(∆¯) ≤ b1(Θ) so B2 ≤ 8(b1(Θ) − |E|). Combining the inequalities for
B1 and B2 we get B1 +B2 ≤ 21(b1(Θ)− |E|) as claimed.
Using our previous estimate for C and replacing B1 +B2 we have
C ≤ 21 b0(∆) +B1 +B2 −
13
2
|V3+| − 3N − 8
≤ 21 (b0(∆) + b1(Θ)− |E|)︸ ︷︷ ︸
=c∗
−
13
2
|V3+| − 3N − 8.
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Now recall that γ is of length 2mst − 3 and that l(γc) = l(γ)− C so we have
l(γc) ≥ 2mst − 3− 21c∗ +
13
2
|V3+|+ 3N + 8
By condition (M) we have
2mst ≥ 2.6.2
c∗ ≥ 21c∗ − 1
and hence
l(γc) ≥ 4 +
13
2
|V3+|+ 3N
which implies Claim 5.
As we had reduced the claim of the Lemma to Claim 5 this concludes the proof.

Proposition 21. Let (D,Ω) be a tame marked decomposition of minimal complex-
ity. Then Θ = ΘS.
Proof. As Θ is folded by Proposition 16 this is equivalent to saying that for any u ∈
S there is a loop edge based at v0 in Θ labeled by u. We proceed by contradiction.
Suppose there is an u ∈ S such that there is no loop edge based at v0 with label
u. Choose a shortest loop γ based at v0 in Θ among those such that ℓ(γ) =W u.
Such a loop exists by condition (Θ). It is clear that γ must be reduced, otherwise
it would not be of shortest length. Since Θ is folded, the word w := ℓ(γ) is also
reduced. By Lemma 23 w contains a subword of the form s(ts)mst−2 and hence γ
has a subpath γ′ such that ℓ(γ′) = s(ts)mst−2.
By Lemma 20 the path γ′ is not embedded. Let v be a vertex in the image of
γ′. As Θ is folded it follows that there is at most one edge adjacent to v that has
label s and at most one edge adjacent to v with label t. These edges may or may
not be loop edges. It follows that the image of γ′ in Θ is either an embedded path
of length at least mst − 2 with a loop edge at one end, or an simple closed path of
even length, or an embedded path of length at most 2mst − 5 with loop edges at
both ends.
Claims 2, 3 and 4 assert that none of these situations can occur. Hence Propo-
sition 21 immediately follows from these claims.
Claim 1. The path γ′ does not meet the image of a special path of type {s, t}.
Indeed, suppose γ′ meets a special path of type {s, t}. Since Θ is folded the
image of γ′ is contained in the union of the special path and two loop edges based
at α(δ) and ω(δ). By condition (∆6) γ′ has the same endpoints as a path γ′′ reading
the word tst. Moreover, replacing γ′ with γ′′ in the path γ does not change the
element it represents in W . As mst is at least 6 the length of γ
′ is at least 9. This
contradicts the fact that γ is the shortest path in Θ reading a word that represents
u ∈W .
Claim 2. The image of γ′ in Θ is not an embedded path γ′′ of length at leastmst−2
with a loop edge e based at the end of γ′′.
Assume by contradiction that the image of γ′ in Θ is as above. We show that
the complexity of (D,Ω) is not minimal.
By Lemma 17 the loop edge e lies in ∆¯. Moreover it cannot be the image of a
non-loop edge of ∆ by condition (∆¯1). So let e˜ be the unique lift of e in ∆. Up
to exchanging s and t we can assume s = ℓ(e). We construct a new decomposition
(D′,Ω′) as follows: (see Figure 26) let ∆′ = (∆ ∪ δ ∪ f)/ ∼, where
• δ is a path such that ℓ(δ) = (ts)
mst−1
2 if mst is odd or ℓ(δ) = t(st)
mst−2
2 is
mst is even;
• f is a loop edge with label s if mst is even and t if mst is odd;
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Θ = Θf
Θ′f
D
D′Θ′
∈ E(γ′′\∆¯)
e
γ′′γ
e˜
∆′
f
∆
Γ
δ
fold
add a special path
Γ′
Figure 26. Adding a special path to ∆.
• the identification ∼ is given by α(δ) ∼ α(e˜) and ω(δ) ∼ α(f).
Put Γ = Γ, F ′ = F , p′ = p and Ω′ is the image of Ω under the obvious map Θ→ Θ′.
Declare δ to be a special path of ∆′, so that ∆′ is an M -special graph. Tameness
of the marked decomposition (D′,Ω′) follows immediately from that of (D,Ω).
∆′ has one more special path and one more loop edge than ∆ so c′1 = c1 and
c′2 = c2. Observe also that the image of γ
′′ in Θ′ folds on δ¯ ∪ f¯ , so that c′3 =
|E(Θ′f\∆′f )| ≤ |E(Θf\∆f )| − |E(γ′′\∆¯)|. Thus if γ′′ is not entirely contained in
∆¯ then c′3 < c3, a contradiction to the minimality of the complexity of (D,Ω).
Suppose from now on that γ′′ ⊂ ∆¯. If Ω is empty then the map ∆ → ∆¯ is an
embedding and γ′′ lifts to a path in ∆. This is impossible as γ′′ is of length at least
3 and does not meet the image of a special path of the type {s, t}. Thus we can
assume Ω is nonempty. Recall from the proof of Lemma 5 that since Ω is nonempty
we have
|EΩ| ≤ 16(c∗ − 1)− 8.
In particular c∗ ≥ 2. Also recall that since γ′′ does not meet the image of a special
path of the type {s, t}, all but the 10 edges of γ′′ lie in Ω by Lemma 18 (1). On
the other hand, by condition (M) mst ≥ 6.2
c∗ so that
|EΩ| ≥ |E(Ω ∩ γ′′)| ≥ l(γ′′)− 10 ≥ mst − 12 ≥ 6.2
c∗ − 12.
These inequalities are incompatible for any c∗ > 1.
Claim 3. The image of γ′ in Θ is not an embedded path γ′′ of length at most
2mst − 5 with loop edges e and e′ at both ends.
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We argue by contradiction and assume that the image of γ′ in Θ is an embedded
path γ′′ of length at most 2mst − 5 with loop edges e and e′ at both ends.
Suppose first that l(γ′′) = 0. Since Θ is folded e, e′ have different labels {s, t}.
Therefore there is a path η′ of length 3 with the same endpoints as γ′ reading tst.
As in Claim 4 write γ = γ1 · γ′ · γ2 and let η = γ1 · η′ · γ2. Now l(η) < l(γ) and
ℓ(η) =W ℓ(γ) =W u. This is impossible as γ is the shortest closed loop in Θ based
at v0 with labeling representing u ∈W .
From now on we assume l(γ′′) > 0. Let x and y be the basepoints of e and e′
respectively. By Lemma 17 the loop edges e and e′ lift to loop edges e˜ and e˜′ in ∆.
Let also x˜ and y˜ be the basepoints of e˜ and e˜′ respectively. Our goal is to collapse
γ′′ and identify x˜ and y˜ in order to decrease complexity. In order to do that we
need to lift γ′′ to a path γˆ′′ in Γ. We will now show that we can assume that this is
possible, possibly after replacing (D,Ω) with another tame marked decomposition
of the same primary complexity. We distinguish two cases.
Case 1. Suppose first that γ′′ ⊂ ∆¯. Then Lemma 18 (2) applies to the path eγ′′e′
and we conclude that γ′′ is entirely contained in F¯ . Therefore γ′′ lifts to a path γˆ′′
in Γ.
Case 2. Suppose now that there is an edge f of γ′′ that is not in ∆¯. We construct
a new decomposition (D1,Ω1) so that γ′′1 lies outside ∆¯1 (except at its endpoints)
as follows. Since γ′′ is embedded, it can be rewritten as η · f · η′ where η and η′ are
in Θ\{f}.
By Observation 19 we can assume that α(γ′′) = x and ω(γ′′) = y lift to vertices
xˆ and yˆ in Γ.
Put Γ1 := (γ′′1 ∪ Γ\{e})/ ∼ where γ′′1 is a new path such that ℓ(γ′′1) = ℓ(γ′′)
and the identification ∼ is given by α(γ′′1) ∼ xˆ and ω(γ′′1) ∼ yˆ. Also put ∆1 = ∆,
F 1 = F , p1 = p and let Ω1 be the obvious image of Ω in ∆¯1. Note that b1(Θ) is the
same as b1(Θ
′) and that Θ′ folds onto Θ so that the primary complexities remain
the same, and that condition (Θ) holds for (D1,Ω1). Condition (Ω), (∆¯∗) and
(M) clearly hold for (D1,Ω1) as they hold for (D,Ω). Therefore (D1,Ω1) is a tame
marked decomposition with the same primary complexity as (D,Ω). Moreover γ′′1
lifts to a path γˆ′′1 in Γ1, as desired. From now on we rename (D1,Ω1) by (D,Ω)
and similarly drop all other superscipts equal to 1.
Clearly x˜ and y˜ are in F . By Lemma 5 (1) x˜ and y˜ lie in different connected
components of F . Let (Du, ∅) be the tame marked decomposition obtained from
(D,Ω) by performing unfoldings of type 1 to each connected component of F ,
choosing x˜ and y˜ as distinguished vertices in their respective components, and for
each vertex of the resulting forest except x˜ and y˜ perform unfolding of type 3. Let
γ˜′′u denote the image of γ˜′′ in Γu. Note that due to unfolding of type 3 no vertex
Fu is mapped by p to γ˜′′u except x˜ and y˜. Recall from Lemma 7 that the primary
complexity of (Du, ∅) is equal to that of (D,Ω).
Now we construct a new decomposition D′ as follows. Write γ˜′′u = e0, e1, . . . , en
and let Γ′ be obtained from Γu by collapsing γ˜′′ to a vertex v. Let ∆1 := ∆u/x˜ ∼ y˜.
If ℓ(e˜) 6= ℓ(e˜′) let ∆′ := ∆1 and if ℓ(e˜) = ℓ(e˜′) let ∆′ be obtained from ∆1 by
relabeling ℓ′(e˜) = s and ℓ′(e˜′) = t. Let x˜′ denote the image of x˜ in ∆′. Moreover,
put F ′ := Fu/x˜ ∼ y˜ and define p′ : F ′ → Γ′ by p′(x˜′) := v and p′|F ′\{x˜′} := p
u ◦ φ
where φ : Γu → Γ′ is the obvious quotient map (note that φ collapses edges, and
so is not a graph map in the usual sense of this paper). We show that the marked
decomposition (D′, ∅) is tame. Indeed, conditions (∆¯∗) and (M) follow immediately
from the tameness of (Du, ∅). Moreover, p′ is injective since pu maps Fu\{x˜, y˜}
injectively to Γu\γ˜′′u. Therefore condition (Ω) holds for (D′, ∅). Lastly, letting z
be the image of x˜′ in Θ by construction of D′ there are loop edges e, e′ ∈ Θ′ based
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at z with labels s, t respectively. Hence there is an obvious label-preserving map
θ : Θu → Θ′, and in particular condition (Θ) holds for (D′, ∅).
Note that b1(Γ
′) = b1(Γ
u), that b0(F
′) = b0(F
u)−1 and that χ(∆′) = χ(∆u)−1
so that b1(Θ
′) = b1(Θ
u), c′1 = c1 and c
′
2 = c2. Recall that Θ = Θ
f by Proposi-
tion 16. Moreover θ : Θu → Θ′ induces a surjective map Θ = Θf = (Θu)f → Θ′f
that maps ∆¯ = ∆f onto ∆′f and that is not injective on edges. Therefore
c′3 = |E(Θ
′f\∆′f )| ≤ |E(Θf\∆f )| = c3
and
c′4 = |EΘ
′f | < |EΘ| = |EΘf | = c4.
Hence (D′, ∅) is a tame marked decomposition of smaller primary complexity than
(D,Ω), a contradiction.
Claim 4. The image of γ′ in Θ is not a simple closed loop γ′′ of even length.
Suppose by contradiction that the image of γ′ in Θ is a simple closed loop γ′′ of
even length.
First we show that γ′′ is not of length 2. Suppose it is the case. Since γ′ is of
odd length, its endpoints are the two vertices of γ′′. But since γ′′ is of length 2
there is also a path η′ of length 3 with the same endpoints as γ′ reading tst. Write
γ = γ1 · γ′ · γ2 and let η = γ1 · η′ · γ2. Now l(η) < l(γ) and ℓ(η) =W ℓ(γ) =W u.
This is impossible as γ is the shortest closed loop in Θ based at v0 with labeling
representing u ∈W .
Thus γ′′ is of length at least 4. Our goal is to replace γ′′ by a loop of length
2, which will contradict the minimality of complexity. We first show that we can
lift γ′′ to a closed loop γˆ′′ in Γ, possibly after replacing (D,Ω) with another tame
marked decomposition of the same primary complexity.
Case 1. Suppose first that γ′′ ⊂ ∆¯. Then Lemma 18 applies and γ′′ is entirely
contained in Ω. Indeed, each edge of γ′′ is not a loop edge and can be considered as
an edge which is neither in the five first or the five last edges of the path γ′′·γ′′·γ′′·γ′′.
By Lemma 13 all edges of Ω are in F¯ so that γ′′ lifts to a closed path γˆ′′ in Γ.
Case 2. Suppose now that there is an edge f of γ′′ that is not in ∆¯. Proceeding in
exactly the same way as in case 2 of claim 3 we construct a tame marked decom-
position (D1,Ω1) such that γ′′1 lies outside of ∆¯1 (except possibly at its basepoint)
without changing the primary complexity. In particular γ′′1 has a lift γˆ′′1 in Γu.
From now on we rename (D1,Ω1) by (D,Ω) and similarly drop all other superscipts
equal to 1.
Let (Du, ∅) be the tame marked decomposition obtained from (D,Ω) by perform-
ing unfoldings of type 1 to each connected component of F , and for each vertex of
the resulting forest perform unfolding of type 3. Let γˆ′′u denote the image of γˆ′′
in Γu. Note that due to unfolding of type 3 no vertex of γˆ′′u is in the image of pu.
Recall from Lemma 7 that the primary complexity of (Du, ∅) is equal to that of
(D,Ω).
Now we construct a new decomposition D′ as follows. Write γˆ′′u = e0, e1, . . . , en
and let Γ′ = Γu/ ∼ where the identification is the equivalence relation generated
by ei ∼ ei+2 for 0 ≤ i ≤ n− 2. Put ∆′ := ∆u, F ′ := Fu and p′ := pu ◦ φ : F ′ → Γ′
where φ : Γu → Γ′ is the obvious map. Thus γˆ′′u is mapped to a loop of length two
in Γ′. We show that the marked decomposition (D′, ∅) is tame. Indeed, conditions
(∆¯∗) and (M) follow immediately from the tameness of (Du, ∅). Moreover, p′ is
injective since pu is and since no vertex of γˆ′′u is in the image of pu. Therefore
condition (Ω) holds for (D′, ∅). Lastly, the obvious maps ∆u → ∆′ and Γu → Γ′
induce a label-preserving map θ : Θu → Θ′ so condition (Θ) holds for (D′, ∅).
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Note that b1(Γ
′) = b1(Γ
u), that b0(F
u) = b0(F
′) and that ∆′ = ∆u so that
b1(Θ
′) = b1(Θ
u), c′1 = c1 and c
′
2 = c2. Moreover θ : Θ
u → Θ′ induces a map
Θ = (Θu)f → Θ′f that maps ∆¯ = ∆f onto ∆′f and that is not injective on edges
as θ maps γ′′ to a path of length 2. Therefore
c′3 ≤ |E(Θ
′f\∆′f )| ≤ |E(Θf\∆f )| = c3
and
c′4 = |EΘ
′f | < |EΘf | = c4.
Hence (D′, ∅) is a tame marked decomposition of smaller primary complexity than
(D,Ω), a contradiction. 
We are finally ready to prove Theorem 6.
Proof of Theorem 6. It clearly suffices to verify the claim for a tame marked decom-
position (D,Ω) of minimial complexity, which exists by Lemma 8. By Proposition 21
we have Θ = ΘS. We claim that SP = ∅. Assume by contradiction that there is a
special path δ in the special graph ∆. Then δ contains 2 edges with the same label.
But ΘS has only one edge with a given label, contradicting condition (∆¯∗). Thus
SP is empty, and c1 = b1(ΘS)− |SP| = n− 0. 
Appendix A. Words in Coxeter groups
Throughout this section we fix a Coxeter matrix M = (mst)s,t∈S and a Coxeter
group
W (M) = 〈S | (st)mst , s, t ∈ S〉.
Our goal is to show that any reduced word representing s ∈ S in W must contain
almost a whole relation as a subword. For s, t ∈ S and k ∈ N we define the
alternating word
γst(k) =
{
(st)
k
2 if k is even
s(ts)
k−1
2 if k is odd.
We briefly recall Tits’ solution of the word problem for Coxeter groups. Let w
be a word in the alphabet S. We say that w′ is obtained from w by a cancellation
if w = xssy and w′ = xy for two words x, y and for some s ∈ S. We say that w′
is obtained from w by a homotopy if w = xγst(mst)y and w
′ = xγts(mst)y for two
words x, y and for s, t ∈ S.
Tits proved the following result [T]:
Theorem 22. Let w be a word representing 1 in W . Then there is a sequence
w = w0, w1, ..., wp = 1 of words such that wi+1 is obtained from wi by either a
cancellation or by a homotopy.
Remark that any cancellation or homotopy does not increase the length of the
word. Therefore starting from a word w, there are finitely many words {x1, . . . , xn}
that can be obtained by iterating these two operations. In particular it is possible
to decide algorithmically whether w represents 1 in W or not by checking if the
trivial word is in {x1, . . . , xn}. This algorithm is called Tits’ algorithm.
Lemma 23. Suppose mst ≥ 4 for any s 6= t ∈ S. Let w be a reduced word of length
at least 2 such that w =W u for some u ∈ S. Then w contains a subword of the
form γst(2mst − 3) for some s 6= t ∈ S.
Proof. If w = w′u, then let w′′ := w′. Otherwise let w′′ := wu. In both cases w′′
is a nontrivial reduced word and w′′ =W 1. It is clearly sufficient to show that w
′′
contains a subword of the form γst(2mst − 3) that does not contain the last letter.
Using Tits’ algorithm for the word problem, we find a sequence of reduced words
w′′ = w0, w1, w2, ..., wq = 1 such that wi+1 is obtained from wi by a homotopy,
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followed by as many cancellations as possible, until the word obtained is reduced.
Note that going from wi to wi+1 amounts to either removing a whole relation
γst(2mst) and canceling some more, or by replacing a maximal alternating subword
γst(2mst − l) by the complementary word γts(l) for some 1 ≤ l ≤ mst.
For a reduced word v, we let κ(v) be the minimal number of maximal alternating
subwords needed to cover v. For brevity, we call v1, ..., vp a minimal cover of v if
v1, ..., vp are maximal alternating subwords covering v such that p = κ(v). For such
a minimal cover, note that vi and vi+1 overlap by at most one letter, and there is at
least one letter between vi and vi+2. Consequently, if v = xyz where y is a maximal
alternating subword of length at least 3, then any minimal cover must contain y.
In particular we have
(1) κ(v) = κ(x) + 1 + κ(z).
Moreover if v = xyz where y = st is a maximal alternating subword of length 2
and v1, ..., vp is any minimal cover of v then
(2) κ(v) =
κ(x) + κ(z) if v = ·
vi︷︸︸︷
· · ut
vi+1︷ ︸︸ ︷
su′ · · · for u, u′ ∈ S\{s, t}
κ(x) + 1 + κ(z) in any other case.
We define the core of vi, denoted by vˆi to be the subword of vi obtained by re-
moving the possible overlapping letter with vi−1 at the beginning and the possible
overlapping letter with vi+1 at the end, if i = p we also remove the last letter of vi
from the core.
Since w0 is non-trivial, κ(w0) > 0 and wq is empty, so κ(wq) = 0. Observe
that the sequence κ(wi) is non-increasing. To see this we distinguish two cases.
Suppose first that wi = xyz and wi+1 = xy
′z where y = γst(2mst− l) is a maximal
alternating subword and y′ = γts(l) for some 1 ≤ l ≤ mst. Since mst ≥ 4 we know
that y is of length at least 4. Applying (1) we have that κ(wi) = κ(x) + 1+ κ(y) ≥
κ(wi+1). In the the remaining case wi+1 is obtained from and wi by removing
a relation and possibly followed by cancelations. In this case it is trivial that
κ(wi) ≥ κ(wi+1).
Let wk be the first word in the sequence such that κ(wk) < κ(w0). We can write
wk−1 = xyz such that wk is obtained from xy
′z by cancellation (if y′ = 1) where
y = γst(2mst − l) and y
′ = γts(l) for some 0 ≤ l ≤ mst. We first show that l ≤ 2.
Suppose that l ≥ 3. Thus both y and y′ are alternating words of length at least 3.
Applying (1) yields that
κ(wk−1) = κ(x) + 1 + κ(z) = κ(wk).
This is in contradiction with the choice of wk, so l is at most 2.
Let v1, ..., vp be a cover of wk−1 by maximal alternating words where p =
κ(wk−1). Let m be the integer such that vm = y. Consider the core vˆm of vm.
We show that vˆm is of length at least 2mst− 3. If l ≤ 1, that is if vm is of length at
least 2mst− 1 then clearly vˆm is at least of length 2mst− 3. Since l < 3 we are left
with the case where l = 2. Recall that wk−1 = xyz and wk = xy
′z, where y′ = ts.
Since κ(wk) < κ(wk−1) we know by (2) that there are u, u
′ ∈ S\{s, t} such that
wk−1 = ·
vm−1︷︸︸︷
· · u st · · · st︸ ︷︷ ︸
vm
vm+1︷︸︸︷
u′ · · ·
wk = ·
v′
m−1︷ ︸︸ ︷
· · u︸︷︷︸
y′
t
v′
m+1︷ ︸︸ ︷
s u′ · · ·
ON THE RANK OF COXETER GROUPS 35
Thus in this case vˆm = vm is of length 2mst − 2.
For every integer 0 ≤ i ≤ k− 1 let ui1, ..., u
i
p be a minimal cover of wi, where p =
κ(w0) = κ(wk−1). We show that for any 0 ≤ i ≤ k − 1 we have uˆim = γst(2mst − l)
for some l ≤ 3. This will finish the proof as uˆ0m is a subword of w0 = w
′′ which
does not contain the last letter of w′′.
Suppose to the contrary that for some 0 ≤ i ≤ k−1 there exists no l ≤ 3 such that
uˆim = γst(2mst−l). Choose i largest with this property. Since κ(wi) = κ(wi+1) and
κ(wi) = κ(x) + 1+ κ(z) we must have that wi = xyz and wi+1 = xy
′z where y is a
maximal alternating subword of wi and y
′ is a nontrivial alternating subword of wi+1
in the same letters as y. Thus any minimal cover of wi is obtained by combining in
an obvious way minimal covers of x and z with the maximal alternating subword y,
and similarly any minimal cover of wi+1 is obtained by combining minimal covers
of x and z with a word covering y′. If ui+1m does not cover y
′ then uˆi+1m is a subword
of x or z. Therefore uˆim contains uˆ
i+1
m (seen as subwords of either x or z). This is
a contradiction since uˆi+1m = γst(2mst − l) for l ≤ 3 by definition of i. Thus we can
assume that ui+1m = y
′. By definition of i the word uˆi+1m = γst(2mst − l) for l ≤ 3.
However y′ cannot be longer than y so we have
2mst − 3 ≤ |y
′| ≤ |y| = 2mst − |y
′| ≤ 3.
Therefore mst ≤ 3 which is a contradiction. 
Remark. Alternatively, small cancellation theory can be used to prove Lemma 23.
We sketch such a proof. Realize w by a loop in the Cayley graph, and let D be a
reduced van Kampen diagram for this loop where discs correspond to relations of
the form (st)mst where s 6= t ∈ S, and let D′ be a disk component of D. Then D′
is a subdivision of a disc into polygons such that each vertex has valence at least
3 and each face has at least 6 edges. Small cancellation theory then asserts that
there must be at least two of these faces which have at most 3 edges in the interior
of D, one of these yielding the desired subword in w.
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