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ANALYTIC TORSION OF FINITE VOLUME
HYPERBOLIC ORBIFOLDS
KSENIA FEDOSOVA
Abstract. In this article we define the analytic torsion of finite
volume orbifolds Γ\H2n+1 and study its asymptotic behavior with
respect to certain rays of representations.
1. Introduction
The goal of this article is an attack on the problem of growth of
torsion in the cohomology of arithmetic groups. This problem was first
studied [MM11] in the following setting. Let Γ be a cocompact discrete
torsion free arithmetic subgroup of G = SL2(C) and let Sym
n be the
n-th symmetric power of the standard representation of SL2(C). It was
shown that for every even n there exists a latticeMn ⊂ Sn(C2), the n -
th symmetric power of C2, which is invariant under Γ. The main result
of [MM11] is that the order of the second cohomology |H2(Γ,Mn)|
grows exponentially as n→∞. Later the result was extended [MP14]
to the case where Γ is a cocompact torsion free arithmetic subgroup
of G = SO0(p, q) or SL3(R); it was shown that for a certain sequence
of arithmetic Γ-modules Mn with n ∈ N the cohomology |Hj(Γ,Mn)|
grows exponentially at least for one j.
One of the key ingredients in both proofs is to rewrite the Reide-
meister torsion τX in terms of the torsion in the certain cohomology
groups as follows. Let X = Γ\G/K, where G and Γ are as an above
and K is a maximal compact subgroup of G; let ρn : G → GL(V ) be
an irreducible finite dimensional representation of G; and let Mn ⊂ V
be a lattice which is stable under Γ and denote by Mn the associated
local system of free Z-modules over X . Then the Reidemeister torsion
τX of a manifold X can be written as
τX = R ·
n∏
q=0
|Hq(X,Mn)tors|(−1)q+1 ,
where the regulatorR is expressed in terms of the basis ofH∗(X,M)free
and the L2-metric on H∗(X,E). Further one uses the Cheeger-Mu¨ller
theorem to study the growth of the analytic torsion T (χ, h) instead of
the Reidemeister torsion τX(χ, h). The growth of the analytic torsion
as the local system varies has already been studied in different settings:
for compact hyperbolic 3-manifolds [Mu¨l12] and odd-dimensional hy-
perbolic manifolds [MP11] (these references were used in the mentioned
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[MM11, MP14]); compact hyperbolic orbifolds [Fed15a]; and finite vol-
ume hyperbolic manifolds [MP12]. In the last article authors imposed
the requirement on Γ to be neat in the sense of Definition 2.4. It turns
out that many important arithmetic groups are not neat, for example
SL(2,Z ⊕ iZ). The goal of the article is to drop the requirement of
neatness and obtain the following theorem:
Theorem 1.1. Let O = Γ\H2n+1 be a finite volume hyperbolic orbifold
with Γ ⊂ SO0(1, 2n + 1). For m ∈ N, let τ(m) be a finite-dimensional
irreducible representation of SO0(1, 2n + 1) from Definition 2.8 and
τ ′(m) be the restriction of τ(m) to Γ. Let Eτ(m) → O be the associated
flat vector orbibundle, and denote by TO(τ(m)) its analytic torsion as
in Definition 6.3. Then there exists C(n) that depends only on n such
that
(1) log TO(τ(m)) = C(n) ·vol(O) ·m ·dim(τ(m))+O(m
(n+1)n
2 log(m))
as m→∞.
Unfortunately, so far we can study only the growth of the analytic
torsion TO(τ(m)), because there is no Cheeger-Mu¨ller theorem for orb-
ifolds. However, there are partial results avaliable [ARS14, Lip13,
Ver14].
Let us now describe the proof of Theorem 1.1. The first problem to
define the analytic torsion. Let ∆p(τ(m)) be the Hodge-Laplacian on
Λp(O, Eτ(m)) as in Section 6. Because the heat operator e−t∆p(τ(m)) is
not of trace class, we cannot define the analytic torsion via the usual
zeta function regularization. But we can define a regularized trace
Trrege
−t∆p(τ(m)) as in [Par09] or [MP12]. Moreover, it turns out that
the regularized trace equals the spectral side of the Selberg trace for-
mula applied to the heat operator e−t∆p(τ(m)). This implies that the
asymptotic expansions Trrege
−t∆p(τ(m)) as t→ +0 and as t→∞. The
existence of the asymptotics expansion allows us to define the spectral
zeta function ζp(s; τ) as in the case of compact manifolds via the Mellin
transform of the regularized trace. Moreover, as in the compact case
the zeta function ζp(s; τ(m)) is regular at s = 0, and we can define the
analytic torsion TO(τ(m)) ∈ R+ with respect to Eτ by
(2) TO(τ(m)) := exp
 1
2
d∑
p=1
(−1)pp d
ds
ζp(s; τ(m))
∣∣∣∣∣
s=0
.
We assume that the highest weight τn+1 of τ(m) satisfies τn+1 6= 0. Let
K(t, τ(m)) :=
2n+1∑
p=0
(−1)p pTrreg(e−t∆p(τ(m))).
As the spectral zeta function ζp(s; τ(m)) is expressed via the Mellin
transform of the heat kernel K(t, τ(m)), we need to compute the Mellin
2
transform of K(t, τ(m)) at 0 to study the analytic torsion. For this we
use the invariant Selberg trace formula [Hof99] to express K(t, τ) as:
(3)
K(t, τ(m)) = I(t; τ(m)) +H(t; τ(m)) + T (t; τ(m))+
I(t; τ(m)) + J(t; τ(m)) + E(t; τ(m)) + E cusp(t; τ(m)) + J cusp(t; τ(m)),
where I(t; τ(m)), H(t; τ(m)) and E(t; τ(m)) are the contributions of
identity, hyperbolic and elliptic conjugacy classes of Γ, respectively;
T (t; τ(m)), I(t; τ(m)) and J(t; τ(m)) are tempered distributions which
are constructed out of the parabolic conjugacy classes of Γ; E cusp(t; τ(m))
and J cusp(t; τ(m)) are tempered distributions appearing due to the
presence of non-unipotent stabilizers of the cusps of O. Now we evalu-
ate the Mellin transform of each term separately. It turns out that the
leading term of the asymptotic expansion (1) comes from MI(τ(m)),
which is a Mellin transform of I(t; τ(m)) evaluated at zero. It was
proved in [MP12] that the contribution of H(t; τ(m)) + T (t; τ(m)) +
I(t; τ(m)) + J(t; τ(m)) to the analytic torsion TO(τ(m)) is of order
O(m
(n+1)n
2 log(m)). The contribution of elliptic elements to TO(τ(m))
was studied in [Fed15a] and does not affect the leading term of (1) as
well. We are left with studying J cusp(t; τ(m)) and E cusp(t; τ(m)). The
former distribution can be treated in a similar way as Jcusp(t; τ(m)).
The latter distribution is invariant and its Fourier transform was com-
puted explicitly by Hoffmann [Hof97], which allows us to study its
Mellin transform.
The paper is organized as follows. In Section 2 we provide the main
definitions and notations. In Sections 3 and 4 we recall the theory
of Eisenstein series and state the invariant Selberg trace formula, re-
spectively. In Section 5 we express the weighted orbital integrals in a
convenient form and prove the asymptotic expansion of the regularized
heat trace. We define the analytic torsion and prove Theorem 1.1 in
Section 6.
1.1. Acknowledgments. This paper is a part of the author’s thesis,
therefore she is grateful to her supervisor Werner Mu¨ller. I would like to
heartly thank Werner Hoffmann for the kind and patient explanations
about the Fourier transform of weighted orbital integrals.
2. Preliminaries
The purpose of this section is to introduce main notation and defini-
tions, most importantly we define certain rays of representations of a
discrete group acting on the hyperbolic space and give a classification
of elements of Γ ⊂ SO0(1, 2n + 1) that appear in the Selberg trace
formula.
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2.1. Lie groups. Let G = SO0(1, 2n + 1), K = SO(2n + 1). Denote
G = NAK be the standard Iwasawa decomposition ofG, hence for each
g ∈ G there are uniquely determined elements n(g) ∈ N , a(g) ∈ A,
κ(g) ∈ K such that
g = n(g)a(g)κ(g).
Let M be the centralizer of A in K, then
M = SO(2n).
Denote the Lie algebras of G, K, A, M and N by g, k, a, m and n,
respectively. Define the standard Cartan involution θ : g→ g by
θ(Y ) = −Y t, Y ∈ g.
Let H : G→ a be defined by
(4) H(g) := log a(g).
Equipped with a certain invariant metric, G/K is isometric to the
hyperbolic space H2n+1; see e.g. [MP14, p. 6].
2.2. Hyperbolic orbifolds. Consider a discrete subgroup Γ ⊂ G,
G = SO0(1, 2n+ 1) such that O = Γ\H2n+1 is of finite volume. Recall
the classification of the elements in Γ.
Definition 2.1. An element γ ∈ Γ is called hyperbolic if
l(γ) := inf
x∈H2n+1
d(x, γx) > 0,
where d(x, y) denotes the hyperbolic distance between x and y.
Remark 2.1. Some authors use the term ”loxodromic” instead of hy-
perbolic.
Definition 2.2. An element γ ∈ Γ is called elliptic if it is of finite
order.
An alternative definition is the following: an element γ is elliptic
if and only if it is conjugate to an element in K, so without loss of
generality we may assume γ is of the form:
(5) γ = diag (
d︷ ︸︸ ︷
( 1 00 1 ) , . . . , (
1 0
0 1 ),
n−d+1︷ ︸︸ ︷
Rφd+1 , . . . , Rφn+1),
where Rφ =
(
cosφ sinφ
− sinφ cosφ
)
.
Definition 2.3. An elliptic element γ is regular if the stabilizer Gγ of
γ in Γ equals SO0(1, 1)× SO(2)n−1.
Remark 2.2. The calculation of the ordinary and weighted orbital
integrals corresponding to elliptic elements appearing in the right hand
side of the Selberg trace formula depends on whether an elliptic element
is regular; see [Fed15b] and Section 5.
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Let P be a fixed set of representatives of Γ-nonequivalent proper
cuspidal parabolic subgroups of G. If Γ\H2n+1 is of finite volume, then
the number of cusps κ := #P is finite. Without loss of generality we
can assume that P0 := MAN ∈ P. For every P ∈ P, there exists
kP ∈ K such that
P = NPAPMP
with NP = kPNk
−1
P , AP = kPAk
−1
P , and MP = kPMk
−1
P . Note that
the structure of a cusp corresponding to a cuspidal parabolic subgroup
P ∈ P depends on Γ ∩ P . (to Dmitry: I am reviewing well known
material only in this paragraph)
Definition 2.4. The group Γ is neat if Γ ∩ P = Γ ∩NP .
If Γ is neat, then the cross-section of a cusp P is a torus. The known
results about the analytic torsion of Γ\H2n+1 require the group Γ to
be neat [MP11, Par09]. As this excludes various important arithmetic
groups, we wish to allow Γ to be not neat. For example, we allow Γ to
have elements of the following type:
Definition 2.5. Let γ ∈ Γ be an elliptic element. If there exists P ∈ P
such that γ ∈ Γ ∩ P , then γ is called a cuspidal elliptic element.
Example 2.1. Let G = SL2(C), then the group Γ = PSL2(Z⊕ (−1 +
i
√
3)Z/2) is not neat, as
(
(−1+i√3)/2 0
0 (1+i
√
3)/2
)
is a cuspidal elliptic ele-
ment. The cross-section of the only cusp is an orbifold with 3 singular
points of order 3.
Recall that a Levi component L is a centralizer of A in G, thus
L = MA. In order to formulate the Selberg trace formula, we need to
introduce the following set of elements of Γ:
Definition 2.6. Denote by ΓM(P ) the set of projections to L of Γ∩P .
Remark 2.3. By [War79, p. 5], Γ ∩ P ⊂ MN , hence ΓM(P ) ⊂ M .
This implies that the set ΓM(P ) is finite and each its element is of finite
order.
Remark 2.4. The set of Γ-conjugacy classes of cuspidal elliptic ele-
ments of Γ does not necessarily coincide with ΓM(P ). For example, take
G = SL(2,C), Γ = PSL(2,Z[i]). Then P = ( · ·0 · ), MA =
(
eiφ+r 0
0 e−iφ−r
)
,
where r > 0 and φ ∈ [0, 2π), and Γ ∩ P = ( i ·0 −i ). Hence ΓM(P ) =
( i 00 −i ).
On the other hand, γ ∈ ( i 10 −i ) ∈ Γ is an elliptic element that stabi-
lizes the cusp, but it is not Γ-conjugated to ( i 00 −i ). To prove this, let
( a bc d ) ∈ SL(2,Z[i]) such that ( a bc d )−1 · ( i 10 −i ) · ( a bc d ) = ( i 00 −i ). The last
equality implies that c = 0, d = −2ib, hence a = −1/(2id). It follows
that a and d cannot belong to Z[i] simultaneously.
To finish this subsection we recall the following lemma:
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Lemma 2.1 (Selberg lemma). A cofinite group Γ ⊂ SO0(1, 2n+1) has
a normal torsion free subgroup Γ′ of finite index.
2.3. Lie algebras. Denote by Ei,j the matrix in g whose (i, j)’th entry
is 1 and the other entries are 0. Let
H1 := E1,2 + E2,1,
Hj := i(E2j−1,2j − E2j,2j−1), j = 2, . . . , n+ 1.
Then a = RH1 and let b = iRH2 + . . . + iRHn+1 be the standard
Cartan subalgebra of m. Moreover, h = a ⊕ b is a Cartan subalgebra
of g. Define ei ∈ h∗C with i = 1, . . . , n+ 1, by
(6) ei(Hj) = δi,j, 1 ≤ i, j ≤ n+ 1.
The sets of roots of (gC, hC) and (mC, bC) are given by
(7)
∆(gC, hC) = {±ei ± ej , 1 ≤ i < j ≤ n + 1},
∆(mC, bC) = {±ei ± ej, 2 ≤ i < j ≤ n+ 1}.
We fix the positive systems of roots by
(8)
∆+(gC, hC) = {ei ± ej, 1 ≤ i < j ≤ n+ 1},
∆+(mC, bC) = {ei ± ej , 2 ≤ i < j ≤ n+ 1}.
The half-sum of the positive roots ∆+(mC, bC) equals
(9) ρM =
n+1∑
j=2
ρjej , ρj = n + 1− j.
Let M ′ be the normalizer of A in K and let W (A) = M ′/M be the
restricted Weyl group. It has order 2 and acts on finite-dimensional
representations of M [Pfa12, p. 18]. Denote by w0 the non-identity
element of W (A).
2.4. Principal series parametrization. Let σ :M 7→ End(Vσ) be a
finite-dimensional irreducible representation of M .
Definition 2.7. We define Hσ to be the space of measurable functions
f : K 7→ Vσ such that
(1) f(mk) = σ(m)f(k) for all k ∈ K and m ∈M ;
(2)
∫
K
||f(k)||2dk <∞.
Recall H : G → a, κ : G → K are as in Subsection 2.1 and e1 ∈ h∗C
is as in Subsection 2.3. For λ ∈ R define the representation πσ,λ of G
on Hσ by the following formula:
πσ,λ(g)f(k) := e
(iλe1+ρ)(H(kg))f(κ(kg)),
where f ∈ Hσ, g ∈ G.
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2.5. Representations. Fix τ1, . . . , τn+1 ∈ N, such that τ1 ≥ τ2 ≥
. . . ≥ τn+1. Recall that n = dim(O)−12 .
Definition 2.8. For m ∈ N denote by τ(m) the finite-dimensional
representation of G with highest weight
(m+ τ1)e1 + . . .+ . . . (m+ τn+1)en+1.
This is a ray of representations which will be the focus of the article.
Definition 2.9. Let τ be the finite-dimensional irreducible represen-
tation of G with highest weight τ1e1 + . . . + τn+1en+1. The denote by
στ,k be the representation of M with highest weight
Λστ,k := (τ2 + 1)e2 + . . .+ (τk + 1)ek+1 + τk+2ek+2 + . . .+ τn+1en+1.
2.6. Differential operators. Let ν be a finite-dimensional unitary
representation ν of K over (Vν , 〈·, ·〉ν). Let E˜ν := G ×ν Vν be the
associated homogeneous vector bundle over H2n+1 and Eν := Γ\E˜ν be
the corresponding locally homogeneous orbibundle over O. The smooth
sections of E˜ν can be identified with
C∞(G, ν) :=
{
f ∈ C∞(G, Vν), f(gk) = ν(k−1)f(g) ∀g ∈ G,
∀k ∈ K} .
It follows that the smooth sections of Eν can be identified with
C∞(Γ\G, ν) := {f ∈ C∞(G, ν), f(γg) = f(g) ∀g ∈ G, γ ∈ Γ} .
The spaces L2(G, ν) and L2(Γ\G, ν) are defined as usual.
Definition 2.10. Let A˜ν be the differential operator that acts on
C∞(G, ν) by −R(Ω), where R is the right regular representation of
G and Ω is the Casimir element of G. Let Aν be its push-forward to
C∞(Γ\G, ν).
Proposition 2.2. [Mia80, Proposition 1.1] A˜ν and Aν are essentially
self-adjoint and bounded from below. 
Let e−tAν be the semigroup of Aν on L2(Γ\G, ν), let Hνt (g) be its
convolution kernel and
(10) hνt (g) := trH
ν
t (g), g ∈ G,
where tr denotes the trace in End(Vν).
2.7. Truncation. Recall that to define the regularized trace Trrege
−tAν
[MP12, GP10] we need to introduce the height function on every cusp.
To do so, for each P ∈ P define
ιP : R
+ → AP
by ιP (t) := aP (log(t)). For Y > 0, let
A0P [Y ] := (ιP (Y ), ι(∞)).
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Let Γ′ ⊂ Γ be as in Lemma 2.1. Then there exists a Y0 > 0 and for
every Y ≥ Y0 a compact connected subset C(Y ) of G such that in the
sense of a disjoint union one has
G = Γ′ · C(Y ) ⊔
⊔
P∈P
Γ′ ·NPA0P [Y ]K(11)
and such that
γ ·NPA0P [Y ]K ∩NPA0P [Y ]K 6= ∅ ⇔ γ ∈ Γ′N .(12)
Definition 2.11. For P ∈ P let χP,Y be the characteristic function of
NPA
0
P [Y ]K ⊂ G.
Remark 2.5. The truncation of a manifold Γ′\H2n+1 induces a trunc-
tion of an orbifold Γ\H2n+1.
3. Eisenstein series
In this section we recall the definition and main properties of Eisen-
stein series [War79]. Recall that Γ is a cofinite lattice in SO0(1, d) with
d = 2n+ 1, n ∈ N.
Definition 3.1. For P = MPAPNP ∈ P as in Subsection 2.2, let EP
be the space of measurable functions Φ : G→ C such that
(1) Φ(gγ) = Φ(γ) for all g ∈ (Γ ∩ P )NPAP ,
(2) Φ|K is square-integrable.
Definition 3.2. For Φ ∈ EP and λ ∈ C, put
Φλ(x) := e
(λ+(d−1)/2)H(x)Φ(x),
where H(x) is as in (4). Then for each λ ∈ C there is a representation
πP,λ of G on EP defined by
(πP,λ(y)Φ)λ(x) := Φλ(xy).
The representation πP,λ is unitary for λ ∈ iR.
Definition 3.3. We define an inner product 〈·, ·〉 : EP × EP → C by
(13) 〈Φ,Ψ〉 :=
∫
K
∫
M/ΓM
Φ(km)Ψ¯(km) dk dm,
where ΓM = Γ ∩M ·N/Γ ∩N .
Definition 3.4. Denote by E0P the subspace of EP consisting of all right
K-finite and left ZM -finite functions, where ZM denotes the center of
the universal enveloping algebra of mC.
Definition 3.5. For Φ ∈ E0P , the Eisenstein series E(P,Φ, λ, x) is de-
fined by
E(P,Φ, λ, x) :=
∑
γ∈Γ∩P\Γ
Φλ(γx).
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It converges absolutely and uniformly on compact subsets of {λ ∈
C : Re(λ) > (d − 1)/2} × G, and has a meromorphic extension to C.
For P ′ ∈ P, the constant term EP ′(P,Φ, λ) of E(P,Φ, λ) is defined by
(14) EP ′(P,Φ, λ, x) :=
1
vol(Γ ∩ P ′\NP ′)
∫
Γ∩P ′\NP ′
E(P,Φ, λ, yx) dy.
Note that the function Φ is left (Γ ∩ P )-invariant, hence
(15)
EP ′(P,Φ, λ, x) =
1
vol(Γ ∩NP ′\NP ′)
∫
Γ∩NP ′\NP ′
E(P,Φ, λ, n′x) dn′.
Moreover, there exist linear maps [MP12, (3.9)]
cP ′|P (w : λ) : EP → EP ′,
which are meromorphic functions of λ ∈ C, such that
(16)
EP ′(P,Φ, λ, x) =
∑
w∈W (AP ,AP ′)
e(wλ+(d−1)/2)(HP ′ (x))
(
cP ′|P (w : λ)Φ
)
(x)
for w ∈ W (AP , AP ′) as in [MP12, (3.9)].
Definition 3.6. Put
E :=
⊕
P∈P
EP , E0 :=
⊕
P∈P
E0P , πλ =
⊕
P∈P
πP,λ.
We define the inner product 〈·, ·〉 on E using Definition 3.3.
Definition 3.7. For Φ ∈ E , define
E(Φ, λ, x) :=
∑
P∈P
E(P,ΦP , λ, x), EP ′(Φ, λ, x) :=
∑
P∈P
EP ′(P,ΦP , λ, x).
Definition 3.8. Let w0 be the nontrivial element of W (A). The oper-
ators cP ′|P (k′Pw0k
−1
P : λ) can be combined into a linear operator
C(λ) : E0 → E0,
which is a meromorphic function of λ ∈ C.
Definition 3.9. We define the truncated Eisenstein series by:
EY (Φ, λ, x) := E(Φ, λ, x)−
∑
P∈P
∑
γ∈Γ∩P\Γ
χP,Y (γg)EP (Φ, λ, γg),
where E(Φ, λ, x) and EP (Φ, λ, γg) are from Definition 3.7 and χP,Y (γg)
is from Definition 2.11.
Lemma 3.1 (Maass-Selberg relations). Let Φ,Ψ ∈ E0 and λ ∈ a∗.
The lemma below follows from the proof of [Pfa12, Lemma 4.3] with
9
minor changes. Note that the inner product 〈·, ·〉 in this lemma should
be understood as in Definition 3.6.∫
Γ\G
EY (Φ, iλ, x)EY (Ψ, iλ, x) dx = −
〈
C(−iλ) d
dz
C(iλ)Φ,Ψ
〉
+
2 〈Φ,Ψ〉 log Y + Y
2iλ
2iλ
〈Φ,C(iλ)Ψ〉 − Y
−2iλ
2iλ
〈C(iλ)Φ,Ψ〉 .
4. Trace formula
In this section we recall the invariant Selberg trace formula, define
the regularized trace Trreg
(
e−tAν
)
and express it as the spectral side
of the Selberg trace formula. The main theorem of this section will be
Theorem 4.3.
First we recall some facts from [War79, Sections 1-3]. Let πΓ be the
right-regular representation of G on L2(Γ\G). Then there exists an
orthogonal decomposition
(17) L2(Γ\G) = L2d(Γ\G)⊕ L2c(Γ\G)
into closed πΓ-invariant subspaces. The restriction πΓ to L
2
c(Γ\G) is
isomorphic to the direct integral over all unitary principle series repre-
sentations of Γ. The restriction of πΓ to L
2
d(Γ\G) decomposes into the
orthogonal direct sum of irreducible unitary representations of Γ.
Definition 4.1. Let α ∈ C∞(G) be a K-finite Schwarz function. De-
note by πΓ(α) the following operator on L
2(Γ\G):
(18) πΓ(α)f(x) :=
∫
G
α(g)f(xg)dg.
Note that relative to (17) one has a splitting:
πΓ(α) = πΓ,d(α)⊕ πΓ,c(α).
The operator πΓ,d is of trace class by an extension of [Don76, Theo-
rem I.1]. We recall our main tool, namely a special case of the invariant
trace formula stated in [Hof99, Theorem 6.4]:
Theorem 4.1. For a K-finite Schwarz function α ∈ C∞(G) we have
(19)
Tr (πΓ,d(α)) = I(α) +H(α) + T (α) + I(α) +R(α)+
S(α) + E(α) + Ecusp(α) + J cusp(α).
Above I(α), H(α), T (α), I(α), R(α), and S(α) and are as in [Pfa12,
(6.1)], [Pfa12, (6.3)], [Pfa12, (6.9)], [Pfa12, (6.12)], [Pfa12, (6.17)],
and [Pfa12, (6.13)], respectively. The distributions E(α), Ecusp(α) and
Scusp(α) shall be defined later in the section.
Definition 4.2. Denote by {γ} the conjugacy class of γ ∈ Γ, then
E(α) =
∑
{γ} elliptic
vol(Γγ\Gγ)
∫
Gγ\G
α(xγx−1)dx,
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where Γγ and Gγ denote the centralizers of γ in Γ and G, respectively.
Definition 4.3. Let γ ∈ ΓM(P ), where ΓM(P ) is from Definition 2.6,
and let α ∈ C∞(G) be a K-finite Schwarz function. We define the
weighted orbital integral JL(γ, α) by
JL(γ, α) := |DG(γ)|1/2
∫
G/Gγ
α(xax−1)v(x)dx,
where DG(γ) and v(x) are as in [Hof97, p. 55].
Proposition 4.2. [Hof97, p. 58] The weighted integral in Definition 4.3
is not an invariant distribution, but the distribution IL(γ, α) below is
invariant:
(20)
IL(γ, α) := JL(γ, α)−
1
2πi
∑
σ∈M̂
∫
Dǫ
Θσ˘−λ(γ) · Tr
(
JP¯0|P0(σ, z)
−1 d
dz
JP¯0|P0(σ, z)πσ,z(α)
)
dz,
where JP¯0|P0 and σ˘λ are defined as in [MP12, (6.6)]; Dǫ is the path
which is the union of (−∞,−ǫ], Hǫ and [ǫ,∞), where Hǫ is the half-
circle from −ǫ to ǫ in the lower half-plane oriented counter-clockwise;
πσ,z is defined in Subsection 2.4; M̂ is the set of equivalence classes of
irreducible unitary representations of M ; and
Θσ˘−λ(mγaγ) = e
−iλt ·Θσ˘(σ), Θσ˘(mγ) = tr σ˘(mγ),
for γ conjugated to mγaγ, where aγ =
(
et 0
0 e−t
)
and mγ ∈M .
Definition 4.4. Let
Ecusp(α) :=
∑
γ∈ΓM (P )
C(γ) · IL(γ, α),
J cusp(α) :=
∑
γ∈ΓM (P )
C(γ) · (−IL(γ, α) + JL(γ, α)),
where C(γ) is a constant from [Hof99].
Remark 4.1. The information we need about C(γ) is that it depends
only on γ.
Remark 4.2. Recall that ΓM(P ) ⊂M , hence Θσ˘−λ(γ) does not depend
on λ. Definition 4.4 and (20) imply
J cusp(α) =
∑
γ∈ΓM (P )
C ′(γ) · (−IL(1, α) + JL(1, α))
for some new constant C ′(γ).
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4.1. Trace regularization. Let L2(Γ\G, ν) be as in Subsection 2.6.
Note that L2(Γ\G, ν) decomposes with respect to (17) in the following
way:
L2(Γ\G, ν) = L2d(Γ\G, ν)⊕ L2c(Γ\G, ν).
Denote by Adν the restriction of Aν from Definition 2.10 to L
2
d(Γ\G, ν);
its spectrum is discrete, and by [MP12] the operator e−tA
d
ν is of trace
class. The main result of this subsection is the following theorem:
Theorem 4.3. Let the regularized trace of e−tAν be defined as:
(21)
Trreg
(
e−tAν
)
:= Tr
(
e−tA
d
ν
)
+
∑
σ∈Mˆ ;σ=w0σ
[ν:σ] 6=0
etc(σ)
Tr(C˜(σ, ν, 0))
4
− 1
4π
∑
σ∈Mˆ
[ν:σ] 6=0
∫
R
e−t(λ
2−c(σ))Tr
(
C˜(σ, ν,−iλ) d
dz
C˜(σ, ν, iλ)
)
dλ.
Then the right hand side of (21) equals the spectral side of the Selberg
trace formula applied to exp(−tAν), and hence
Trreg(e
−tAν ) = I(hνt )+H(h
ν
t )+T (h
ν
t )+I(hνt )+J(hνt )+Ecusp(hνt )+J cusp(hνt ),
where hνt is from (10).
For a proof, we need the following lemma:
Proposition 4.4. [War79, Theorem 4.7] The operator πΓ,c(h
ν
t ) is an
integral operator with kernel hνc (t; x, y) given by
(22)
hνc (t; x, y) =
1
4π
∑
m,n∈I
∫
R
〈piλ(hνt )em, en〉E(en, iλ, x)E(em, iλ, y) dλ,
where {en : n ∈ I} is an orthonormal basis of E as in [War79, p. 40].
Furthermore, the kernel hνd(t; x, y) = h
ν(t; x, y)−hνc (t; x, y) is integrable
along the diagonal and
e−tA
ν
d = Tr(πΓ,d(α)) =
∫
Γ\G
hdν(t; x, x) dx.
By [War79, p. 82],∫
R
∫
Γ\G
∣∣∣∣∣∑
k,l
〈piiλ(hνt )el, ek〉EY (ek, iλ, x)EY (el, iλ, x)
∣∣∣∣∣ dxdλ <∞.
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Using Lemma 3.1, one obtains∫
X(Y )
hνc (t; x, x) dx =
∑
σ∈Mˆ
σ=w0σ
[ν:σ] 6=0
Tr (piσ,0(h
ν
t )C(σ, ν, 0))
4
+
∑
σ∈Mˆ
[ν:σ] 6=0
(
κetc(σ) log Y dim(σ)√
4πt
−
1
4π
∫
R
Tr
(
piσ,iλ(h
ν
t )C(σ, ν,−iλ)
d
dz
C(σ, ν, iλ)
)
dλ
)
+ o(1),
as Y →∞, and hence
(23) ∫
X(Y )
hν(t; x, x) dx =
∑
σ∈Mˆ
[ν:σ] 6=0
κetc(σ) dim(σ) log Y√
4πt
+
∑
j
e−tλj
+
∑
σ∈Mˆ
σ=w0σ
[ν:σ] 6=0
etc(σ)
Tr(C˜(σ, ν, 0))
4
−
1
4π
∑
σ∈Mˆ
[ν:σ] 6=0
∫
R
e−t(λ
2−c(σ))Tr
(
C˜(σ, ν,−iλ) d
dz
C˜(σ, ν, iλ)
)
dλ+ o(1)
It follows that
∫
X(Y )
hν(t; x, x) dx has an asymptotic expansion as Y
tends to ∞; it is easy to check that Trreg
(
e−tAν
)
from (21) is the
constant term in (23). Moreover, the right hand side of (23) equals
the spectral side of Selberg trace formula from [Hof99, Theorem 4.2]
applied to e−tAν . 
5. Fourier transform of the weighted orbital integrals
In this section we recall the Fourier transform of the distributions
I(α) and Ecusp(α) [Hof97] and express it in a more convenient way.
Theorem 5.1. [Hof97, Corollary on p.96] For every K-finite α ∈
C2(G) one has
I(α) = κ
4π
∑
σ∈Mˆ
∫
R
Ω(σˇ,−λ)Θσ,λ(α)dλ,
where
Ω(σ, λ) := −2 dim(σ)γ−
1
2
∑
α∈∆+(gC,aC)
Π(sαλσ)
Π(ρM )
(ψ(1 + λσ(Hα)) + ψ(1− λσ(Hα))) .
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For regular γ, the Fourier transform of the distribution IL(γ, α)
was computed in [Hof97, Theorem 1]. Later in the paper he treated
non-regular elements as well, for example to obtain [Hof97, Corol-
lary on p.96]. In this paper we will focus only on regular γ for the
following two reasons. First, non-regular elements can be treated in
a similar manner. Second, we are most interested in the case when
Γ = PSL(2,Z⊕ iZ) and PSL(2,Z⊕ −1+i
√
3
2
Z), where all elements, ex-
cept for the identity, are regular. For the reader’s convenience, we first
consider the Fourier transform of weighted orbital integrals on SO0(1, 3)
and then proceed to SO0(1, 2n+ 1).
5.1. Fourier transform on SO0(1, 3). We use the notations of [Pfa12].
For a representation σ ∈ M̂ with highest weight k2(σ) and λ ∈ R define
λσ ∈ h∗C by
(24) λσ := iλe1 + k2(σ)e2.
Note that the non-identity element w0 of the Weyl group W from Sub-
section 2.1 acts on λσ as
(25) w0λσ = −iλe1 − k2(σ)e2.
Recall that Σ+P = {e1 − e2} ∪ {e1 + e2}, and
(26)
λσ(He1−e2) = iλ− k2(σ), λσ(He1+e2) = iλ+ k2(σ),
λw0σ(He1−e2) = −iλ + k2(σ), λw0σ(He1+e2) = −iλ− k2(σ).
Let
(27) γ =
( 1 0
0 1
cos(2φ) sin(2φ)
− sin(2φ) cos(2φ)
)
,
then
γn(e1−e2) = e−2inφ, γn(e1+e2) = e2inφ,
and
γλσ = e2iφ k2(σ), γw0λσ = e−2iφ k2(σ).
Then [Hof97, Theorem 1] reads
Theorem 5.2. Let γ ∈ ΓM(G), then
(28) IL(γ, α) =
1
2πi
∑
σ∈M̂
∫
R
Ω(γ, σ˘)Θσ,λ(α)dλ,
where
(29)
Ω(γ, σ) =
1
2
[
e2iφk2(σ)
( ∞∑
n=1
e2inφ
n+ iλ− k2(σ) +
∞∑
n=1
e−2inφ
n+ iλ+ k2(σ)
)
+
e−2iφk2(σ)
( ∞∑
n=1
e2inφ
n− iλ+ k2(σ) +
∞∑
n=1
e−2inφ
n− iλ− k2(σ)
)]
.
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For convenience, let us express Ω(γ, σ) in terms of the digamma
function. For this denote
b(s, z) =
∞∑
n=1
zn
n+ s
.
Lemma 5.3. We have that
b(s, ei
2π
m ) =
1
m
m−1∑
k=0
e
2πi
m
(m−k)ψ
(
s− k
m
+ 1
)
,
where ψ is the digamma function, m ∈ N.
Every γ ∈ ΓM(P ) is of finite order by Remark 2.3, thus Theorem 5.2
and Lemma 5.3 immediately imply the following corollary:
Corollary 5.4. For Ω(γ, σ) as in (29) we have:
Ω(γ, σ) =
∑
j∈J
cj · φ
(
aj + ibj · λ
)
,
where J and aj do not depend on k2(σ); cj = O(1), bj = O(k2(σ)) as
k2(σ)→∞; and Ω(γ, σ) has no pole at λ = 0.
Proof of Lemma 5.3. We will consider the case when m = 2 only. The
proof for other m ∈ N is done by analogy, but with more technicalities,
therefore we omit it. Recall that
ψ(1 + z) = lim
n→∞
(
lnn− 1
z + 1
− . . .− 1
z + n
)
, z 6= −1,−2, . . . .
Hence
(30)
ψ
(
s− 1
2
+ 1
)
= lim
n→∞
(
lnn− 2
s+ 1
− 2
s + 3
− . . .− 2
s− 1 + 2n
)
︸ ︷︷ ︸
=:An(s)
,
(31) ψ
(s
2
+ 1
)
= lim
n→∞
(
lnn− 2
s+ 2
− 2
s + 4
− . . .− 2
s+ 2n
)
︸ ︷︷ ︸
=:Bn(s)
.
Put
(32) Cn(s) := − 1
s+ 1
+
1
s+ 2
− . . .+ (−1)n 1
s + n
,
then
b(s,−1) = lim
n→∞
Cn(s).
It follows from (30), (31) and (32) that
C2n =
An(s)− Bn(s)
2
, C2n+1 =
An+1(s)−Bn(s)
2
,
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hence
lim
n→∞
C2n(s) = lim
n→∞
C2n+1(s) = lim
n→∞
An(s)− Bn(s)
2
and
b(s,−1) = lim
n→∞
Cn = lim
n→∞
An(s)−Bn(s)
2
=
ψ
(
s
2
+ 1
2
)− ψ ( s
2
+ 1
)
2
,
that proves Lemma 5.3 for m = 2. 
5.2. Fourier transform on SO0(1, 2n+1). Lemma 5.3 together with
[Hof97, Theorem 1] implies:
Theorem 5.5. For every K-finite α ∈ C2(G) one has
E cusp(α) =
∑
σ∈Mˆ
∫
R
Ωcusp(σˇ,−λ)Θσ,λ(α)dλ,
where
Ωcusp(σ, λ) :=
∑
j∈I
cjψ(aj + bjiλ).
Above I is a finite set; aj, bj ∈ R; cj ∈ C; ψ is a digamma function;
and Ωcusp(σ, λ) is regular at λ = 0. Let (τ2+m)e1+ . . .+(τn+1+m)en+1
be the highest weight of σ. Then aj = O(1), cj = O(1), |J | = O(1) and
bj = O(m) when m→∞. 
5.3. Asymptotic expansion of the regularized trace. In order to
define the analytic torsion, we need to know that the regularized trace
Trrege
−tAν admits certain asymptotic expansion as t → +0. For this
we need the following lemmas:
Lemma 5.6. Let φ(t) :=
∫
R
e−tλ
2
λ+c
dλ, where c 6= 0. Then there exist
a′j ∈ C such that
φ(t) ∼
∞∑
j=0
a′jt
j/2.
Proof. Note that∫
R
e−tλ
2
λ+ c
dλ =
∫
R
e−tλ
2
λ
λ2 − c2dλ− c
∫
R
e−tλ
2
λ2 − c2dλ = −ce
−tc2
∫
R
e−tλ
2+tc2
λ2 − c2 dλ.
and (correcting a mistake in [MP14, Lemma 6.6]),
d
dt
∫
R
e−tλ
2+tc2
λ2 − c2 dλ = −
√
π√
t
etc
2
.
It follows from the previous equation that∫
R
e−tλ
2+tc2
λ2 − c2 dλ = −C1 · erfc(
√
t) + C2
16
for some C1 andC2. Expanding erfc(
√
t) in power series implies Lemma 5.6.

Lemma 5.7. Let φ2(t) :=
∫
R
e−tλ
2
ψ(a+ iλ)dλ, where a ∈ (0, 1] and ψ
is the digamma function. Then there exist a′j, b
′
j, c
′
j ∈ C such that as
t→ 0, there is an asymptotic expansion
φ2(t) ∼
∞∑
j=0
a′jt
j−1/2 +
∞∑
j=0
b′jt
j−1/2 log t+
∞∑
j=0
c′jt
j .
Proof. Follows from the proof of [MP12, Lemma 6.7] with minor mod-
ifications. 
Corollary 5.8. Let φ3(t) :=
∫
R
e−tλ
2
ψ(a + ibλ)dλ, where a, b ∈ R and
ψ is the digamma function. Then there exist a′j, b
′
j, c
′
j ∈ C such that
as t→ 0, there is an asymptotic expansion
φ2(t) ∼
∞∑
j=0
a′jt
j−1/2 +
∞∑
j=0
b′jt
j−1/2 log t+
∞∑
j=0
c′jt
j .
Proof. Without loss of generosity we can assume that b > 0 and, more-
over, b = 1. Then Corollary 5.8 follows from Lemmas 5.6 and 5.7,
taking into account that φ(z + 1) = φ(z) + 1
z
. 
The main result of the subsection is the following proposition:
Proposition 5.9. There exist coefficients a′j, b
′
j , c
′
j, where j ∈ N such
that
Trreg(e
−tAν ) ∼
∞∑
j=0
ajt
j−d/2 +
∞∑
j=0
b′jt
j−1/2 log t+
∞∑
j=0
c′jt
j,
as t→ +0, where Trreg
(
e−tAν
)
is from Theorem 21.
Proof. By Theorem 4.3 it is sufficient to show that the summands on
the right hand side of (21) admit an asymptotic expansion as t → +0.
The summands I(hνt ), H(h
ν
t ), T (h
ν
t ), I(hνt ), J(hνt ) were treated in [MP12,
Proposition 6.9]. The terms J cusp(hνt ) and E(hνt ) are treated in the
same way as J(hνt ) and I(h
ν
t ), respectively. The asymptotic expansion
of E cusp(hνt ) follows from Corollary 5.8 and Theorem 5.5. 
6. Analytic torsion
In this section we define the analytic torsion on finite volume orb-
ifolds and prove Theorem 1.1. Let O = Γ\H2n+1, let (ρ, Vρ) be a finite-
dimensional representation of Γ and let Eρ → O be the associated flat
orbibundle.
Let us specify to the case where ρ = τ |Γ is the restriction to Γ of
a finite-dimensional irreducible representation τ of G. In this case Eρ
can be equipped with a distinguished metric which is unique up to scal-
ing. Namely, Eρ is canonically isomorphic to the locally homogeneous
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orbibundle Eτ associated to τ |K (by analogy with [MM63, Proposition
3.1]). Moreover, there exists a unique up to scaling inner product 〈·, ·〉
on Vρ such that
(1) 〈τ(Y )u, v〉 = −〈u, τ(Y )v〉, Y ∈ k,
(2) 〈τ(Y )u, v〉 = 〈u, τ(Y )v〉, Y ∈ p,
for all u, v ∈ Vρ. Note that τ |K is unitary with respect to this inner
product, hence it induces a unique up to scaling metric h on Eτ .
Definition 6.1. Such a metric on Eτ is called admissible.
From now on fix an admissible metric h. Let ∆p(τ) be the Hodge-
Laplacian on Λp(O, Eτ ) with respect to h.
Lemma 6.1. [MM63, (6.9)] One has
∆p(τ) = −Ω + τ(Ω)Id
for
τ(Ω) =
n+1∑
j=1
(kj(τ) + ρj)
2 −
n+1∑
j=1
ρ2j ,
where k1(τ)e1 + . . . + kn+1(τ)en+1 is the highest weight of τ and ρj is
from (9).
Remark 6.1. Compare with the differential operator Aν from Defini-
tion 2.10.
In order to define the spectral zeta function we need to study the as-
ymptotic behavior of Trrege
−t∆p(τ) as t→ 0 and t→∞. It follows from
Lemma 6.1 and Proposition 5.9 that there exist coefficients a′j , b
′
j, c
′
j ,
j ∈ N such that
(33) Trreg(e
−t∆p(τ)) ∼
∞∑
j=0
ajt
j−d/2 +
∞∑
j=0
b′jt
j−1/2 log t+
∞∑
j=0
c′jt
j ,
as t→ +0. As in [MP12, (7.10)] it follows from (21) that
(34) Trreg
(
e−t∆p(τ)
) ∼ hp(τ) + ∞∑
j=1
cjt
−j/2, t→∞,
where hp(τ) = dim(ker∆p(τ) ∩ L2).
Definition 6.2. The spectral zeta function is defined as:
ζp(s; τ) :=
1
Γ(s)
∫ 1
0
+
∫ ∞
1
ts−1Trreg
(
e−t∆p(τ) − hp(τ)
)
dt.
By (33) and (34) both integrals admit meromorphic continuation
to C that is regular at s = 0 and hence we can define:
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Definition 6.3. The analytic torsion TO(τ) associated with a flat vec-
tor bundle Eτ equipped with the admissible metric from Definition 6.1,
is defined as
TO(τ) =
2n+1∏
p=0
exp
(
− d
ds
ζp(s; τ)
∣∣∣∣
s=0
)(−1)p+1·p/2
.
Let
K(t, τ) :=
p∑
p=0
(−1)p pTrrege−t∆p(τ)
Note that if hp(τ) = 0, the analytic torsion is given by:
(35) log TO(τ) =
1
2
d
ds
∣∣∣∣
s=0
(
1
Γ(s)
∫ ∞
0
ts−1K(t, τ) dt
)
.
Remark 6.2. If τ = τ(m), then hp(τ(m)) = 0 for sufficiently large m
[MP12, Lemma 7.3].
Let E˜νp(τ) := G×νp(τ) Λpp∗ ⊗ Vτ , where
νp(τ) := Λ
pAd∗ ⊗ τ : K 7→ GL(Λpp∗ ⊗ Vτ )
and let ∆˜p(τ) be the lift of ∆p(τ) to C
∞(H2n+1, E˜νp(τ)). Denote by
Hτ,pt : G 7→ End(Λpp∗ ⊗ Vτ ) the convolution kernel of e−t∆˜p(τ) as in
[MP14, p. 16]. Let
(36) hτ,pt (g) := trH
τ,p
t (g),
where tr denotes the trace in End(Vν). Put
kτt (g) := e
−tτ(Ω)
2n+1∑
p=1
(−1)p p hτ,pt (g).
It follows from Theorem 4.3 that
(37) K(t, τ) = (I +H + T + I + J + E + E cusp + J cusp) (kτt ).
By (35) and (37) in order to study the analytic torsion TO(τ) we need
to study the Mellin transform of the right hand side of (37) at zero.
First we express kτt (g) in a more convenient way:
Proposition 6.2. [MP12, Proposition 8.2, (8.13)] For k = 0, . . . , n let
(38) λτ,k = τk+1 + n− k,
στ,k be as in Definition 2.9, and h
στ,k
t be as in [MP12, (8.8)]. Then
(39) kτt =
n∑
k=0
(−1)k+1e−tλ2τ,khστ,kt .
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For a principal series representation πσ′,λ, λ ∈ R, the Fourier transform
is:
Θσ′,λ(h
σ
t ) = e
−tλ2 for σ′ ∈ {σ, w0σ}; Θσ′,λ(hσt ) = 0, otherwise.
(40)
6.1. Asymptotic behavior of the analytic torsion. From now on
let τ(m) be the ray of representations of G from in Definition 2.8. De-
note by the same symbol its restriction to Γ. LetMI(τ(m)),MH(τ(m)),
MT (τ(m)), MI(τ(m)) MJ(τ(m)) be as in [MP12] and ME(τ(m))
be as in [Fed15a]. Roughly speaking, they equal the value of Mellin
transforms at zero of the corresponding terms in the right hand side of
(37) with τ = τ(m).
Theorem 6.3. There exists a constant C such that for m sufficiently
large one has
MI(t, τ(m)) = C(n)vol(X)m dim τ(m) +O(mn(n+1)2 ),
|MH(τ(m))| ≤ Cmn(n−1)2 , |MT (τ(m))| ≤ Cmn(n+1)2 ,
|MJ(τ(m))| ≤ Cmn(n+1)2 logm, |MI(τ(m))| ≤ Cmn(n+1)2 ,
|ME(t, τ(m))| ≤ Cmn(n−1)2 .
Proof. Follows from [MP12, Propositions 10.1, 10.3, 10.4, 10.10, 10.14]
and [Fed15a]. 
Theorem 6.4. There exists a constant C such that for m sufficiently
large one has
|MJcusp(τ(m))| ≤ Cmn(n+1)2 logm.
Proof. Follows with minor modifications from [MP12, Proposition 10.14],
keeping in mind Remark 4.2. 
It follows from Corollary 5.8 that E cusp(kτ(m)t ) admits an asymptotic
expansion
E cusp(kτ(m)t ) ∼
∞∑
j=0
a′jt
j−1/2 +
∞∑
j=0
b′jt
j−1/2 log t+
∞∑
j=0
c′jt
j
for some a′j , b
′
j , c
′
j ∈ C. Moreover, E cusp(kτ(m)t ) = O(e−tm2) as m→∞.
Hence
ME cusp(s; τ(m)) :=
∫ ∞
0
ts−1E cusp(kτ(m)t ) dt
converges for Re(s) > d−1
2
, admits a meromorphic continuation to C
and has at most simple pole at s = 0. Denote
ME cusp(τ(m)) := d
ds
ME cusp(s; τ(m))
Γ(s)
∣∣∣∣
s=0
.
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Theorem 6.5. There exists a constant C such that for m sufficiently
large one has
|ME cusp(τ(m))| ≤ C ·m log(m).
In order to prove Theorem 6.5 we need the following technical lem-
mas.
Lemma 6.6. For c ∈ (0,∞), s ∈ C, Re(s) > 0, ej , dj > 0 let
ζc(s) :=
1
π
∫ ∞
0
ts−1e−tc
2
∫
∞
e−tz
2
iejz + dj
dz dt.
Then ζc(s) has a meromorphic continuation to C with a simple pole
at 0. Moreover, one has
d
ds
∣∣∣∣
s=0
ζc(s)
Γ(s)
= − 2
ej
log (c+ dj/ej).
Proof. Follows with minor modifications from [MP12, Lemma 10.5].

Lemma 6.7. Let c ∈ R+, s ∈ C, Re(s) > 1/2, aj , bj > 0. Define
ζ˜c(s) :=
1
π
∫ ∞
0
ts−1e−tc
2
∫
R
e−tλ
2
ψ (aj + ibjλ) dλ dt.
Then ζ˜c(s) has a meromorphic continuation to s ∈ C with at most a
simple pole at s = 0. Moreover, there exist a constant C(ψ) which is
independent of c, aj and bj such that
d
ds
∣∣∣∣
s=0
ζ˜c(s)
Γ(s)
= − 2
bj
log Γ(aj + cbj) + C(ψ).
Proof. Follows from [MP12, Lemma 10.6] with minor modifications.

Proof of Theorem 6.5. Let
ME cusp(s; στ(m),k) :=
∫ ∞
0
ts−1e−tλ
2
τ(m),kE cusp(hστ(m),kt ) dt.
As above it follows that the integral converges for Re(s) > (d − 2)/2
and admits a meromorphic continuation to C with at most a simple
pole at s = 0. By [MP12, Proposition 8.2],
ME cusp(τ(m)) =
n∑
k=0
(−1)k+1 d
ds
∣∣∣∣
s=0
ME cusp(s; στ(m),k)
Γ(s)
.
In order to prove Theorem 6.5 it suffices to consider
(41)
d
ds
∣∣∣∣
s=0
ME cusp(s; στ(m),k)
Γ(s)
=
d
ds
(∫ ∞
0
ts−1e−tλ
2
τ(m),kE cusp(hστ(m),kt )dt
)∣∣∣∣
s=0
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as m→∞. By Theorem 5.5 we can rewrite the left hand side of (41)
as
d
ds
∣∣∣∣
s=0
∫ ∞
0
ts−1e−tλ
2
τ(m),k
∫
R
(
Ω(στ(m),k, λ) + Ω(w0στ(m),k , λ)
)
e−tλ
2
dλ dt,
where
Ω(στ(m),k , λ) =
∑
j∈J
cj · ψ(aj + iλbj)
for some aj ∈ R, growing not faster than linearly in m; cj, that is
bounded by a constant as m grows; bj ∈ R not depending on m; and
J a finite set, not depending on m as well. Note that∫
R
ψ(aj + ibjλ)e
−tλ2dλ =
∫
R
ψ(aj − ibjλ)e−tλ2dλ,
hence we can assume that all bj > 0. As ψ(z + 1) = ψ(z) +
1
z
, we can
we can rewrite the left hand side of (41) as
(42)
d
ds
∣∣∣∣
s=0
∫ ∞
0
ts−1e−tλ
2
τ(m),k
∫
R
(∑
j∈J ′
cj · ψ(aj + iλbj) +
∑
j∈J ′′
1
iejλ+ dj
)
e−tλ
2
dλ dt.
Above aj, bj , cj, dj > 0, J and J
′ are finite sets; bj , ej and |J ′| does not
depend on m; aj , dj and |J ′′| grow not faster than linearly in m; cj is
bounded by a constant as m grows. By (42), Lemmas 6.6 and 6.7
(43)
d
ds
∣∣∣∣
s=0
ME cusp(s; στ(m),k)
Γ(s)
= −
∑
j∈J ′
(
2cj
bj
log Γ(aj + bjλτ(m),k) + cj · Cj(ψ)
)
−
∑
j∈J ′′
2cj
ej
log(dj/ej + λτ(m),k).
By (38),
aj + bjλτ(m),k = O(m),
hence
(44) log Γ(aj + bjλτ(m),k) = O(m · logm)
by the Stirling’s formula. On the other hand,
(45)
∑
j∈J ′′
2
ej
log(dj/ej + λτ(m),k) = O(m · logm).
Putting together (41), (43), (44) and (45) proves Theorem 1.1. 
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