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CAPTIONS
The tensor code thus obtained is nonvacuous if and only if 2n?1. Clearly, such techniques do not apply to tensor codes over the real eld when n > 2 or over algebraically closed elds. Still, for = 2 we can obtain n 3 ; k = 3n?2] tensor codes over such elds (or over any eld) by a construction which resembles the skewing method of Section 4, except that we do not wrap around the hyper-diagonals (see 26] for the case = 2). More speci cally, for s = 3; 4; : : : ; 3n, let Q s denote the set of index triples (i; j;`) such that 1 i; j;` n and i + j +`= s (unlike the skewing method, the index equality here is not modulo n). The tensor code consists of all tensors ? = ? i;j;`] n i;j;`=1 such that P (i;j;`)2Qs ? i;j;`= 0 for every s. There are 3n?2 values of s for which the sets Q s are nonempty, and each such set contributes 1 to the redundancy of the code. Hence, the resulting overall redundancy is 3n?2. It is an easy exercise to verify that every nonzero tensor in the resulting tensor code indeed has rank at least 2.
For a treatment of typical rank of tensors over algebraically closed elds, see 19] and 28].
not depend on the characteristic of the eld). Taking F and to be the real and complex elds, respectively, we thus obtain a 2-2 2 2; 6] tensor code over the reals.
For larger values of , we make use of conjugates of basis elements, the same way we incorporated the powers q r i and q s j in the de nition of C(n; ; 3; q). More speci cally, let be an extension eld of F of degree n and let Aut F be the group of automorphisms over which are linear over F. Further, assume that Aut F is a cyclic group of size n with a generator ' : ! . We thus have Aut F = f' r g n?1
r=0 , where ' r stands for r applications of ' and where ' 0 is the identity mapping (see 31, Chapters 1{3]). The conjugate class of an element x 2 is given by f' r (x)g n?1 r=0 .
We now generalize the construction C(n; ; 3; q) to F by de ning a tensor code which consists of all tensors ? = ? i;j;`] n i;j;`=1 over F such that n X i;j;`=1 ? i;j;`' r ( i ) ' s ( j ) !`= 0 ;
where i ] n i=1 , j ] n j=1 , and !`] ǹ =1 are bases over and r and s range over all integers such that 0 r; s < n and r+s ?2. Making use of the known properties of the automorphism ', we can adapt the proof of Theorem 4 to show that every nonzero tensor that satis es (36) must have rank . The construction C(n; ; 3; q) becomes a special case where F = GF(q), = GF(q n ), and '(x) = x q . When F and are the real and complex elds, respectively, we have n = 2 and '(x) is the conventional complex conjugate x of x. We thus obtain a 3-2 2 2; 2] tensor code over the reals which consists of all 2 2 2 tensors ? i;j;`]i;j;`t hat satisfy the following equations over the complex eld: Every nonzero tensor that satis es those equations must have rank 3 or more. In fact, by the upper bound on tensor rank in 15], it follows that the rank of every such nonzero tensor is exactly 3.
As another example, we construct -n 3 ; k] tensor codes over the rationals with n 3 ?k 2 n for every integer n such that n+1 is a prime p. Let 0 mod M p ( ) : 22 The linear dependency on q of the decoding complexity can be eliminated in the special case of crisscross error correction. In this case, there must be a decomposition of E as in (28) such that fa; bg contains at least one unit vector, and so does fx; yg. Hence, we proceed as follows. First, we iterate the decoding algorithm for all possible assignments of the basis element U = hu; i such that u is a unit vector; there are at most two such assignments, since the linear span of fA; Xg has dimension 2 or less. In each such iteration, we set a = 0, thus forcing the vector a (i.e., the value A) to be the unit vector u. In case we end up with a consistent error tensor for at least one of those assignments of U, then we are done.
Otherwise, we conclude that neither of the vectors a and x is a unit vector, in which case there must be an assignment for both b and y as unit vectors. Hence, we switch between the roles of (A; X) and (B; Y ) and iterate the decoding algorithm a third time, now forcing both b and y to be unit vectors that can be computed out of the known linear span of fB; Y g. Therefore, we will need no more than three iterations of the decoding algorithm, and no enumeration on the value of a will be required. Also, the decoding steps in the algorithm can be simpli ed when a is zero; e.g., we can solve for Y and Z directly from (33). For the special case of q = 2, we can do even better: in the binary case we have either a = 0 or x = 0, which calls for only two simpli ed iterations of the original algorithm. 6 The in nite-eld case
The dependency of the bounds and constructions of array codes on the structure of the underlying eld has already been pointed out in 26] . Therefore, it is not too surprising that such dependency exists for larger as well. As this work is motivated by applications where the underlying eld is nite, we will not pursue the discussion on in nite elds here beyond some comments and examples.
The construction C(n; ; ; q) makes use of the fact that the eld GF(q) has an (algebraic) extension eld of degree n, namely, the eld GF(q n ). Therefore, we can try to look at other elds that have such eld extensions. We demonstrate this for the n 3 tensor case, starting with = 2 (the case = 1 is, of course, trivial for every eld). Let F be a eld and let be a eld extension of degree n of F. We take three vectors, i ] n i=1 , j ] n j=1 , and !`] ǹ =1 , over , each with entries that are linearly independent over F. A 2-n 3 ; k = n 3 ?n] tensor code C is obtained by taking the set of all tensors ? = ? i;j;`] n i;j;`=1 over F that satisfy the equation n X i;j;`=1 ? i;j;` i j !`= 0 :
Indeed, by a simpli ed version of the proof of Theorem 4 for = 2, it can be shown that every nonzero tensor in C has rank 2 or more (in fact, the proof of the theorem for = 2 does 
De ne Z 00 = bC + xZ = bC + x 0 Z 0 , where x 0 = x=(1 ? ax). By Lemma 3, we can solve (35) uniquely for the values of C and Z 00 . Now, if the linear span of fC; Z 0 g has dimension less than 2, then the decoding problem reduces again to that of the code C(n; 5; 2; q). Otherwise, we compute the coe cients b and x 0 in the decomposition of Z 00 into a linear combination of C and Z 0 . This, in turn, allows us to nd the values of B, x, X, and Z. The decoding procedure we have just outlined assumes that the value of a is known.
Therefore, for full decoding, we need to enumerate over all a 2 GF(q) to nd a solution which is consistent with all ten (nine if q = 2) syndrome values. The decoding complexity thus amounts to O(qn 3 ) arithmetic operations over GF(q), on top of the syndrome computation, which requires O(n 2 ) operations over GF(q n ). We remark that the outlined algorithm can be extended to handle larger ranks of error tensors (while using the appropriate codes); however, the required number of operations will be proportional to a power of q which will become prohibitively large as the rank of the error tensor grows.
crisscross error correction. Let ? be the transmitted tensor and let Y = ? + E be the received tensor, where
We rst compute the following syndrome values S (r;s) = n X i;j;`=1 E i;j;` i j !`; r; s 0 ; r + s 3 ;
with the exception of q = 2: since K(4; 3; 2) = 1 (see (15)), the syndrome value S (1;2) will not be available in the binary case.
De ne A, B, and C as in (26) Assume from now on that the linear span of fA; Xg has dimension 2 and let fU; V g be a basis of this linear span as found by the decoding algorithm for C(n; 5; 2; q). Without loss of generality we can write A = U + aV and X = V + xU ; where a; x 2 GF(q) : Hence, once we compute the error-span polynomial, we easily obtain the rank of the error array.
Since computing tensor rank is an intractable problem, it is unlikely that we will have an e cient decoding algorithm which computes an analog of the error-span polynomial for the error tensor with such a simple relationship between the degree and the rank of that tensor: otherwise, we could use the decoder to compute the rank of any tensor. Hence, if there is any e cient decoding algorithm for C(n; ; 3; q), then we expect such an algorithm to recover the error tensor without necessarily obtaining its rank. Such an algorithm that can handle any prescribed number of errors is not yet known.
Nevertheless, e cient decoding procedures can be obtained for the special cases of oneerror and two-error correction. We describe such algorithms in Sections 5.1 and 5.2 below.
Decoding rank-one error tensors
We describe next an easy procedure for decoding a rank-one error tensor while using the code C(n; 3; ; q). We consider here the case = 3; the case of larger follows along the same lines.
Let ? be the tensor that has been \transmitted" and let Y = ?+E be the tensor that has been \received", where E = a b c. Since ? satis es (12) 
Decoding two crisscross errors
We now describe how one can decode a rank-two error tensor while using the code C(n; 5; 3; q).
We then show how the decoding procedure can be simpli ed for the special case of double
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The Singleton bound on the cover distance takes the form n 3 ? k (d ? 1) n ;
and sphere-packing arguments show that this bound cannot be attained for certain values of q and n, e.g., q = 2 and n < 8 26] . The latter reference also contains a Gilbert-Varshamovtype bound that guarantees the existence of an n 3 ; k; d] tensor code over GF(q) whenever n 3 ? k (d ? 1) n (1 + (n)) ; (25) where lim n!1 (n) = 0. Yet, the proof is nonconstructive.
Probably the simplest constructive technique to combat crisscross errors is the skewing method, by which we assign codewords of a conventional linear n 2 ; K; d] code over GF(q) to n wrapped-around hyper-diagonals in ?, where the sth hyper-diagonal consists of all entries ? i;j;`t hat are indexed by f(i; j;`) : i+j+` s (mod n)g. It is easy to see that any line hits each such hyper-diagonal in exactly one entry. Hence, this scheme yields an n 3 ; k = nK; d] tensor code. If n 2 q+1, then by assigning codewords of extended Reed-Solomon codes to each hyper-diagonal, we attain the Singleton bound on the cover distance. Similarly, this bound can be attained when d = 2 or K = 1. As an example, when q = n = 2, we attain this bound for d 2 f1; 2; 4g, whereas an exhaustive search has shown that there is no 2 2 2; k; 3] tensor code over GF(2) with k > 2. It is also worth noting that an exhaustive search has shown that there are 2 2 2; 4; 3] tensor codes over GF (3) which are inequivalent to any code obtained by the skewing method (note that by Lemma 1, we cannot have a 3-2 2 2; 4] tensor code over GF(3)).
Consider now an arbitrary q. If we x d and let n grow, then by the sphere-packing bound for conventional linear codes, the redundancy of a tensor code obtained by the skewing method is bounded from below by an expression which is proportional to n log q n; namely, the redundancy must be super-linear in n. By using BCH codes over GF(q), we can indeed attain redundancy of 2 q?1 q (d?1)n log q n + O(n).
On the other hand, using the tensor code C(n; d; 3; q), we obtain a coding scheme where the redundancy is jS(n; d; 3; q)j n d 4 Application to crisscross error correction The application of matrix rank to crisscross error correction is described in detail in 11] and 26]. In this section, we point out the advantage of applying the rank metric for crisscross error correction in tensors, even though the Singleton bound on the minimum rank cannot usually be attained when 3. We will concentrate on the case = 3. Let ? = ? i;j;`] n i;j;`=1 be an n 3 tensor over GF(q). A line in ? is a set of n entries in ? which are indexed by triples (i; j;`), in which two out of the three indexes i, j, and`are xed, whereas the third index ranges over the integers between 1 and n. In other words, lines in tensors are generalizations of rows and columns in matrices 5, Ch. 1]. By one crisscross error we mean a line in ? that got corrupted.
A (line) cover of a tensor ? is a set of lines in ? that contain all its nonzero entries. A cover weight of a tensor ? is the size of a smallest cover of ?. The cover distance between two tensors is the cover weight of their di erence. The minimum cover distance of a tensor code is the smallest among the cover distances between any two distinct tensors in the code. Since we deal here with linear tensor codes, the minimum cover distance is the minimum cover weight of any nonzero tensor in the code. An n ; k] tensor code with minimum cover distance d will be called an n ; k; d] code. It is easy to check that cover distance is a metric. Therefore, an n ; k; d] tensor code can correct any pattern of up to (d?1)=2 crisscross errors. Furthermore, the cover weight of a tensor is bounded from below by its rank. Hence, every -n ; k] tensor code is also an n ; k; ] code.
We also mention here a generalization of the notion of term-rank for tensors. We say that entries in a tensor ? are colinear if they lie on the same line in ?. The term-rank of ? is the largest number of nonzero entries in ? that exist such that no two of them are colinear. Clearly, the cover weight of ? is at least its term-rank, and, in case of matrices, these two numbers are actually equal 5, p. 6]. Such equality, however, does not always hold in the tensor case, as illustrated by the 2 2 3 tensor ? shown in Figure 1 (one can extend ? by zero entries to form a cubic 3 3 3 tensor). The entries a i , i = 1; 2; : : : ; 7, are nonzero and no three of them are colinear. Therefore, we must have (at least) four lines to cover all the nonzero entries in ?. On the other hand, consider the cycle a 1 ! a 2 ! : : : ! a 7 ! a 1 that runs through all the nonzero entries in ?: any two adjacent entries on the cycle are colinear, and, so, there can be found at most three nonzero entries in ? such that no two of them are colinear. Generalizing Theorem 3, it can be easily shown that the tensor code C(n; ; ; q) has redundancy n ? k = jS(n; ; ; q)j n : Therefore, C(n; ; ; q) is nonvacuous if ( ?1)(n?1) + 1.
Theorem 5. The minimum rank of C(n; ; ; q) is at least .
Proof. The proof is very similar to that of Theorem 4 and is carried out by double induction on and . Let ? 2 C(n; ; ; q) and suppose that rank(?) < . Then . By (24) and the inductive de nition of S(n; ; ; q) we obtain As in the case = 3, the codes C(n; ; ; q) attain the Singleton-type bound on the minimum rank when = 2. For = 3 we get redundancy which is close to the bound of Theorem 1 up to an additive gap of ( ? 1) log q (q ? 1). The Gilbert-Varshamov-type bound (22) , when generalized to larger , yields the su cient condition n ?k ( 0 ?1)n for the existence of a 0 -n ; k] tensor code (compare with (11)).
where the indexes range as in (21) . We x and , as well as K coordinates in that correspond to independent columns in G, and let each of the rest of the entries in range over the nonzero values of GF(q n ), thus forming an ensemble of (q n ? 1) n 2 ?K tensor codes fC( )g, each code having dimension k = nK over GF(q). Now, every n 3 nonzero tensor ? (represented by a nonzero vector 2 (GF (q n )) n 2 ) is contained in no more than one of the codes C( ). Suppose that 0 is such that (q n ? 1) n 2 ?K > R(n; 0 ?1; 3; q) ? 1, where R(n; ; 3; q) is the number of tensors over GF(q) (including the zero tensor) with rank . Then there exists an n 3 ; k = nK] tensor code C( ) in the ensemble with minimum rank 0 . Observing that R(n; 0 ?1; 3; q) (q n ? 1) 3( 0 ?1) for every 0 3, it su ces to have n 3 ? k = (n 2 ? K) n 3 ( 0 ? 1) n (22) in order to guarantee that one of the tensor codes C( ) will have minimum rank 0 . This Gilbert-Varshamov-type bound coincides with the bound (11), except that here we take an ensemble which is much smaller than the set of all linear tensor codes.
The general tensor case
We now extend the constructions C(n; ; 2; q) and C(n; ; 3; q) to any 2. De ne the sets S(n; ; ; q) inductively as follows. Let S(n; ; 2; q) consist of all integers r in the range 0 r < minfn; ?1g, and, for 3, let S(n; This bound is tight if minfn+1; q+2g. For m = 1; 2; : : : ; , let m be a vector of length n over GF(q n ) whose entries form a basis of GF(q n ) over GF(q). We de ne the tensor code C(n; ; ; q) as the set of all n tensors ? such that D ? ; O m=1 q rm m E = 0 ; where (r 1 ; r 2 ; : : : ; r ?1 ) 2 S(n; ; ; q) and r = 0 : (23) where the row index (r; s) ranges over all elements of S(n; ; 3; q) and the column index (i; j) ranges over all integers 1 i; j n. By Lemma 4 it follows that the matrix G has full rank; furthermore, by (20) we have that the columns of G T span the right kernel of the matrix H given in (14) . Hence the matrix G can be regarded as a generator matrix of C(n; ; 3; q) in the following sense: a tensor ? = ? i;j;`] n i;j;`=1 is in C(n; ; 3; q) if and only if there exist elements (r;s) 2 GF(q n ), indexed by (r; s) 2 S(n; ; 3; q), such that n X =1 ? i;j;`!`= X (r;s)2S(n; ;3;q) (r;s) G (r;s);(i;j) = X (r;s)2S(n; ;3;q) (r;s) ( ? i ) q r ( ? j ) q s ; 1 i; j n :
(This equality is, in fact, a generalization of (4); it is shown in 26] that the elements j in (4) can be taken as ( ? j ) q .)
It follows from the previous discussion that every nonvacuous tensor code C(n; ; 3; q)
contains the tensor = i;j;`] n i;j;`=1 which is de ned by This tensor represents the set of bilinear forms that corresponds to multiplication of elements in GF(q n ) over GF(q), which is equivalent to multiplying two polynomials of degree < n modulo an irreducible polynomial of degree n over GF(q). More speci cally, let x and y be elements of GF(q n ) and let x = x i i;j;`yj ;`= 1; 2; : : : ; n :
Hence, if C(n; ; 3; q) is nonvacuous, then is a lower bound on the rank of . For q = 2, this yields the known lower bound of 3:52n ? o(n) on this rank 4]. On the other hand, it is known that the rank of is linear in n 6], so there is no hope that the true minimum rank of C(n; ; 3; q) be quadratic. Yet, with some generalization of the construction, we can obtain a family of n 3 tensor codes that attains a Gilbert-Varshamov-type bound, as we show next. Let = (i;j) ] (i;j) be a vector of length n 2 over GF(q n ) such that none of its entries is zero. Let K = n 2 ? jS(n; ; 3; q)j, and de ne the K n 2 matrix G( ) over GF(q n ) by (G( )) (r;s);(i;j) = (i;j) ( ? i ) q r ( ? j ) q s ; 13 Finally, let be such that u 6 = 0. The tensor u ? is in C(n; ; 3; q) and, as such, it is also a tensor in C(n; ?1; 3; q). Now which implies that rank(?) = rank(u ?) < ?1. Applying the induction hypothesis on C(n; ?1; 3; q), we must have ? = 0.
It follows from Theorems 3 and 4 that the tensor code C(n; ; 3; q) attains the Singletontype bound (2) on the minimum rank when = 2. For = 3 we get redundancy 3n, which, in view of Theorem 1, is optimal over GF(2) for su ciently large n. (Over larger elds we still have an additive gap of 2 log q (q ? 1) .)
The tensor code C(n; ; 3; q) becomes vacuous (namely, containing the zero vector only) when S(n; ; 3; q) consists of all n 2 pairs (r; s) such that 0 r; s < n. By (15) , this happens whenever is large enough so that K( ?1; n; q) n. For q = 2 this occurs only if ?1 3:52n ?o(n) 4]. By (16) , the tensor code C(n; ; 3; q) is nonvacuous for every q if 2n?1.
Dual representation and polynomial multiplication
We obtain next a dual representation of C(n; ; 3; q) through a generator matrix over GF(q n ). We will then use such a representation to establish a connection between C(n; ; 3; q) and modular polynomial multiplication.
For a basis = j ] n j=1 of GF(q n ) over GF(q), we denote by ? = ? j ] n j=1 the dual basis of , namely, a basis of GF(q n ) over GF(q) such that 
Denote by S(n; ; 3; q) the set of all pairs of integers (r; s) such that 0 r; s < n and (r; s) 6 2 S(n; ; 3; q). Let G be the (n 2 ?jS(n; ; 3; q)j) n 2 matrix over GF(q n ) whose entries are given by G (r;s);(i;j) = ( ? i ) q r ( ? j ) q s ; (21) We will show that (17) Theorem 3. The redundancy of C(n; ; 3; q) equals jS(n; ; 3; q)j n.
Proof. Lemma 4 implies that the rows of H as de ned by (14) are linearly independent over GF(q n ).
Let K( ; d; q) denote the largest dimension of any linear code over GF(q) of length and minimum Hamming distance at least d. Then condition (b) in the de nition of S(n; ; 3; q) amounts to the inequality r < K( ?1; s+1; q) : Therefore, the set S(n; ; 3; q) can be written as follows: S(n; ; 3; q) = n (r; s) : 0 s < n and 0 r < 
We will hereafter use the notation i for i ; q r q s ! E = 0 for every (r; s) 2 S(n; ; 3; q) : (13) We can represent the tensor code C(n; ; 3; q) as a conventional linear code of length n 2 over GF(q n ) as follows. Let H = H (r;s);(i;j) ] (r;s);(i;j) be the jS(n; ; 3; q)j n 2 matrix over GF(q n ) whose columns are indexed by pairs (i; j) such that 1 i; j n, whose rows are indexed by pairs (r; s) 2 S(n; ; 3; q), and whose entries are given by H (r;s);(i;j) = q r i q s j : (14) For each tensor ? = ? i;j;`] n i;j;`=1 , we associate a vector = (i;j) ] (i;j) of length n 2 over GF(q n ) whose entries are given by (i;j) = P ǹ =1 ? i;j;`!`, 1 i; j n. By (12) it follows that ? is in C(n; ; 3; q) if and only if H = 0.
Next we obtain bounds on the redundancy and minimum rank of C(n; ; 3; q), making use of the following two lemmas. 8 u t;m = v t;m = 0 if t 6 = m. Returning to (9) and recalling that the vectors b t and b 0 t are normalized, we conclude that b t = b 0 t and therefore X t = X 0 t . The uniqueness of c t now follows from (7) and from the linear independence of the matrices X t .
For distinct values of s we obtain disjoint sets of n 3 tensors in (6 In contrast, by a Gilbert-Varshamov-type bound obtained in 26], the inequality n ? k ( ?1) (11) is a su cient condition for having a -n ; k] tensor code over GF(q). Thus, we have a factor close to 2 between the sphere-packing bound (10) and the Gilbert-Varshamov-type bound (11) on the redundancy of tensor codes. A similar gap is known to appear also in the respective bounds for high-rate conventional codes in the Hamming metric.
For`= 1; 2; : : : ; n, de ne the n n matrix Y`= ? i;j;`] n i;j=1 (i.e., Y`is a \slice" of ?).
