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INTRODUCTION 
An operator closely related to the Hilbert transform on the circle is 
shown to be unitarily equivalent to a shift realized on a basis of Pollaczek 
polynomials. This operator is the composition of the Hilbert transform H 
restricted to the even:~L 2-functions followed by the multiplication M by sgn 
e, on the circle -n < e ~ n. T~e polynomials are in one of the families in-
vestigated by POLLACZEK [8], with an orthogonality structure on the whole 
real line. The study of the ope.rator MH leads directly to a Dirichlet 
problem for the disk on which one wishes to find harmonic functions with 
specified boundary values on the upper half circle (0<0<n) and with the 
directional derivative on the real diameter being of specified constant 
(possibly :omplex) di:ection. The prototype for the problem is the class of 
(f( ie) < -1e)) h . f . Th. d.f. . . 1 ... even re = f re armon1c unct1ons. is mo 1 1cat1on is a 1m1t1ng 
case of a Dirichlet problem for certain special functions coming from the 
Heisenberg group. 
Fundamental to the analysis is a group of Mobius transformations which 
commutes with the operator MH and leaves the directional derivative condi-
tion invariant. 
After a summary of results, the development of the paper is divided in-
to three sections and an appendix. 
§1: the analysis of MH, its structure as a left shift, a one-parameter family 
of rational functions of MH, each of which acts as a shift on a certain 
weighted L2-space having a family of Pollaczek polynomials as basis; 
§2: the Dirichlet problem for L2(0,n), sketch of the related problem on the 
Heisenberg group, use of the Pollaczek polynomials to find an explicit 
2 
solution to the problem: fix a complex number µ, for each f E L (O,n) 
find coefficients {a : n ~ 0} such that the harmonic function 
00 
l 
n=O 
n 
a rn(cos ne+iµ sin ne) 
n 
has f as boundary value on 0 < e < n as r + 1-; of course the possibili-
ty of such a solution depends on µ; 
2 
§3: the Poisson kernel is explicitly found and is used to prove existence 
and convergence theorems for Poisson integrals of continuous or TY 
functions on (0,TI). The permissible values ofµ depend on p. For con-
tinuous functions only the values µ ~ I and µ $ -I are excluded; 
Appendix: a sunnnary of needed results about the Pollaczek polynomials with 
orthogonality on the whole real line. 
The following measures and Lp spaces will occur in the paper: 
Lp(O,.TI): the space Lp((O,TI); (I/TI)de), at times it is convenient to identi-
fy (0,TI) with the upper half circle {ei6 : 0 < 6 <TI}; 
on the circle T := {ei6 : -TI< e $TI}, with measure (I/2TI)d6; 
t~e subspace of L2(T) consisting of even (f(e-ie) = f(eie)) func-
2 tions, sometimes identified in the obvious way with L (0,TI); 
for - TI/2 < S < TI/2 the measure 
cosS eSs 
dµS (s) := - 2- TI ds, on JR.; 
eh 2 s 
LP(µ
8
): short for LP(R ,µ
8
). 
Crucial also is the function 
w(e) := -(2/TI) logltan 6/21 
(whose harmonic conjugate is sgn 6), which maps (0,TI) onto JR. and induces 
an isomorphism of LP(µ0) to LP(O,TI). The orthonormal polynomials for µ0 
will be denoted by p (x); (they are sometimes called Meixner-Pollaczek 
n 
polynomials, see the Appendix for more details). They are generated by 
I (I+it)-!- ix/2 (1-it)-!+ix/2 = 
CIO 
n=O 
n t p (x) 
n 
(ltl<l). 
2 ine ine Define two self-adjoint operators on L (T) by He := (sgn n)e (nEZ) 
the Hilbert transform, and Mf(6) := (sgn e)f(6),(-TI<6<TI), the "multiplier"). 
THEOREM I. RM is an isometry on LE and is a (right)shift of rrrultipZicity 
with co~ernel Cl (the constant functions). Specifically 
HMpn(w) = -ipn+l(w), 
MHp (w) = ip 1(w), n n-
n ;:; 0, 
and {pn(w): n;:; O} is an orthonormal basis for LE. 
00 
For a complex number A say that a <I: -function on the disk 
D := {z:; E Ii:: lz:;I < l} or on the strip S := {z:; E <I:: IIm z:;I < 1} satisfies 
condition CRA. (suggest "Cauchy-Riemann") if f is harmonic and 
-A. of < ) e - x 
oz:; 
A of 
= e o~ (x) 
for x real in the disk or strip, respectively (equivalently, 
(chA) ~~ (x) - (i shA) ~! (x) = O) • 
3 
-In particular, condition CR0 is equivalent to being even and harmonic, 
and in a limiting sense CR+oo is analyticity. We consider the problem of 
finding functions satisfying CRA with specified Lp(O,n) or C[O,n] boundary 
values in the upper half disk. We will show by finding the Poisson kernel 
that this problem has unique and appropriately bounded solutions for any 
LP, 1 ~ p < 00 when IImAI < ~ (1-1/p) for p > 1, lmA = 0 for p=l. The device 
to study CRA is the operator MH, since I+(thA.)MH maps LE (condition CR0) 
into L2 functions satisfying CRA (in a sense to be made precise later). 
The subgroup G of the full Mobius group of the disk that preserves 
the upper half disk leaves the property CRA invariant, and commutes with 
MH on LE. Indeed this group consists of the transformations 
ft(z:;) := (z:;+thit)/((thit)z:;+l), t E R. 
and is isomorphic to (R,+) since ft 1°ft2 = ft 1+tz· Accordingly all inte-
gral transforms of interest in this paper will be expressed as convolution 
over G. The conformal map (to be used throughout) 
p(z:;) :=~log l+z:; 
TI 1-z:; 
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which maps the disk onto the strip S = {~:IIm ~I < l}, takes the action of 
ft into translation by t, that is, p(ft(~)) = p(~)+t (l~l<l,tEE.) • We will 
denote the inverse mapping of p by 
1f W(cr+iT) := th 4 (cr+iT), (crEE. ,-l$T$l). 
Note that W(cr+i) = eie with cos e = th ~2 cr, and lim 1 Re p(rei6) = w(e) r+ -
for O< e < 1f. The lines T = constant are mapped by W to circular arcs 
joining -1 to +l in the disk. 
DEFINITION. For A E ~' cr + iT E s let 
iAcr { 
e 2 e1fcr/
2 sin((; -iA) (1-T)) 
41 eh I (cr+h) I · 
+ e-1fcr/2sin((I +iA)(l-T))}. 
For a measurable function f on (0,1f) satisfying J~ lf(e) l(tan 8/2)-2(IffiA)/1f 
de < 00 the Poisson integral is defined by 
PA[fJ(W(cr+iT)) := f E. f(arccos th I w)KA (cr-w,T)dw. 
THEOREM 2. For A E R' I $ p $ 00 , f E Lp(0,1f) the Poisson integral PA[f] 
satisfies CRA and converges radially to f, that is, 
1f f IPA[f](rei8)-f(8)1Pde + 0 as r + 1-, 
0 
for 1 :::; p < 00 • Further if f E C[0,1f] then PA[f] extends to a continuous 
function on the closed upper half disk and agrees with f on the upper 
half circle. 
For IffiA I 0 there is a modified Lp boundedness and convergence. 
THEOREM 3. For A E ~' I < p < 00 , IImAI <I (I-~), if f E Lp(0,1f) then 
•. 
f IPA[f](W(cr+iT))FT,A(cr) 1/p_f(W(cr+i)) lpdµ 0 (cr) + O as T + 1-, 
E. 
wher>e 
7f lfO F•,A.(cr) :=exp((ImA.)(l/L-I)cr)ch-zcr/(-rch 2-r) (0<-r~l). 
§I. The operator MH 
The description of the ac~ion of MH, and its adjoint HM, is based on 
elementary algebraic lemmas depending on the fact that (p-p) 2 is essen-
tially constant as a boundary value function. 
'rn this section we use L0 to denote the subspace of odd 
-ie ie . 2 2 (f(e ) = -f(e )) functions of L (T), and H (T) to denote the usual 
N ine 2 Hardy space (= closed span{ e : n ~ e} c L (T)). 
I.I. DEFINITION. For f analytic on D or S let Jf(z) := f(z), so that Jf 
2 - 2 is analytic, and if f EH (T) then Jf EH (T). 
5 
2 2 I.2. PROPOSITION. For> each f EL (T) ther>e aY'e functions gI,g2 EH (T) such 2 
that f = gI + Jg2; fur>ther> if f E LE then f = g + Jg for> some g E H • 
I.3. PROPOSITION. Ther>e is a nonunitar>y continuous r>epr>esentation R of G on 
L 2(T) satisfying llRtfll 2 ::;; elf It I 1211fll2 and having H2(T) ,LE' and L0 as in-
var>iant subspaces. 
PROOF. Define Rtf(z) := f(ft(z)) for lzl ::;; I; in lzl < I this is well de-
fined for for fin H2,·on lzl = I it is defined for almost all z by using 
boundary values. Calculus shows that the Jacobian for the transformation ft 
is bounded by (l+lth i- tl)/(1-lth ~ tl) = exp(1· ltl). Clearly H2 is in-
variant. Also ft (z) = ft (z) implying that J commutes with Rt (each t E R) , 
and so LE and L0 are invariant subspaces. D 
We describe the algebraic and G-commutation properties of M and H. 
2 1.4. PROPOSITION.Mis seZf-a.djoint, M =I, MLE = L0 and ML0 =LE. Also 
MRt = RtM for> aU t E R. 
PROOF. In general, Rt commutes with multiplication (Rt(fg) = (Rtf)(Rtg)) 
and Rt(sgne) = sgn e since Rt preserves the intervals 0 < e < 7f and 
-lf < e .e: o. D 
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1.5. PROPOSITION.His 
HLE = Lo and HLO c LE, 
only if f E LE. 
self-adjoint; H2 = P0 (the projection of L
2 
on Ii), 
2 
and for f E L (T)' HRtf = RtHf for aU t E R if and 
PROOF. Only the connnutation relation needs any detail here. Write 
f E L2(T) as f = g + Jh with g,h E H2(T). Observe Hg= P0g = g - g(O) and 
H(Jh) = -Po(Jh). Then (HRt-RtH>.f = (g(O) - h(O) - g(T) + h(T))I, where 
T = th 2;- t, since Jh(x) = h(x) for -I < x < I. This is zero for all t ER 
if and only if ,the analytic function g-h is constant on the real diameter 
-I < 'x < I, if and only if h = g + c for some constant c. D 
1.6. PROPOSITION. HMILE is an isometry of codimension I and MH~ILE =I. 
Also Rt corronutes with MHILE. 
PROOF. Let,f E LE then <MH~f,f> = <H~f,Mf> = <Mf,Mf> = <f,f> since 
Mf E L0 and H
2JL0 = I. The adjoint of HM, namely MH, has kernel ~I since 
llMHfll = llHfll for each f E L2(T). Note if f E LE then RtHf = HRtf (by Propo-
sition 1.5) so that MHRtf = MRt(Hf) = RtM(Hf). 0 
General operator theory applied to HM implies that LE splits into two 
closed subspaces on which HM acts respectively as a shift and as a unitary 
operator. We will show that there is no unitary part. The shift structure is 
obtained by the standard method. 
I. 7. PROPOSITION. { (HM)·nl: n = 0, I, 2, •.• } is an orthonomal set in LE and 
n n-1 MH (HM) I = (HM) I for n ;::: I • 
PROOF. Since HM is an isometry II (HM) nl II = I • Let m, n be integers with 
m n n m-n n 
m > n ~ 0, then <(HM) I , (HM) l > = <(HM) (HM) I , (HM) I > = 
m-n n n m-n m-n-1 
= <(HM) I, (MH) (HM) l> = <(HM) 1,1> = <M(HM) l,Hl> = O, since 
2 n 2 n-1 n-1 MH M =I on LE. Similarly MH(HM) I= MH M(HM) I= (HM) l for n ~ I. 0 
2 We now show that w induces an isomorphism of LE onto L (µ 0) which maps 
{(HM)nl: n ~ O} to a basis of orthogonal polynomials. 
l .8. LEMMA. Any polynomial in w, respectively p, is an element of LE, re-
spectively H2(T). Further the bounda.ry value of Re(pn) is 
[n/2] I <~J.)(-1)\.,n-2j. 
j=O 
PROOF. For any polynomial p we have 
1T 
l J I 12 l J I 12 1T -1 21T p(w(e)) de = 2 p(w) (eh 2 w) dw < oo. 
-1T R 
7 
n . n \[n/2] n n-2j 2j j Let n ~ l, then Re(p ) = Re((R~p+ilmp) ) = Lj=O (2j)(Rep) (Imp) (-1) 
in the open disk. Now take radial limits (except at ±1), then Rep+ wand 
(Imp) 2 + l. Thus Re(pn) E L2(T) implying that pn E H2(T). D 
We will use the following to show that HM maps any polynomial in w to 
another polynomial in w of degree higher by one. 
l • 9. LEMMA. There are constants c . defined for integers 
n] 
and l ~ j ~ [n/2] (c . = 0 for j out of range) such that 
nJ 
n,j with n ~ 0 
n n 2 n+l n+l [n/2] (x-y)(x +y) = n+l (x -y ) + l 
j=l 
( n+l-2j n+l-2j) ( )2j c . x -y x-y 
n] ' 
for any (corrunuting) variables x,y. 
PROOF. Fix n ~ 0. The sets El := {(xn+l-2j-yn+l-2j)(x-y) 2j: O ~ j ~ [n/2]} 
n-2· 2·+ 
and E2 := {(x+y) J(x-y) J : 0 ~ j ~ [n/2]} are both bases for the space 
of skew-symmetric polynomials of degree n+l in x and y. The transformation 
matrix from E 1 to E2 is. triangular, indeed 
(xn+l-2j_yn+l-2j)(x-y)2j = 22j-n[nf
2
] (~~!~=~J.)(x+y)n-2k(x-y)2k+l, 
k=j 
m m -m - m (this comes from expanding x and y as 2 [(x+y)+(x-y)] respectively). 
On the other hand 
l [n/2J 2· 2· l (x-y)(xn+yn) = 2 -n L (~.)(x+y)n- J(x-y) J+ • 
j=O J 
This has the coefficient 2l-n for the j = 0 element of E2, which in turn 
appears only in the j = 0 element of E1, with coefficient 2-n(n+l). Hence 
the j = 0 element of E1 appears with a coefficient of 2
1
-n/(2-n(n+l)) = 
= 2/(n+I) in the expansion of (x-y)(xn+yn). D 
8 
n . n+1 1.10. PROPosiTION. For n = 0,1,2, ••• HM(Re(p )) = -(i(n+1))Re(p )-
(i/2) \~n/1 ZJ (-4)jc .Re(pn+1- 2j) (the latter sum is va~ous if n = 0 or 1). '·J= nJ 
PROOF. M(Re(p n)) is the boundary value of (I /4i)(p-p)(p n+pn) which equals 
[n/2] 
_1_(_2_( n+ I_ -n+ I) + \ 
4i n+I p p l; j=l 
( n+l-2j -n+l-2j)( -)2j) c . p -p p-p • 
nJ 
This has the same boundary value as 
[n/2] 
4
1
1
. (-2-(pn+I_p-n+l) + l c .(-4)j(pn+l-2j_p-n+1-2j)). 
n+l . · 1 nJ J= 
Now we apply H to this sum and obtain 
._I_ (-2-( n+ I +-n+ I ) 4i n+1 p p + 
h d • m m -m -m t e state expression. We used the facts Hp = p and Hp = -p for m ;:: I 
(since p(O) = O), and all powers of p, p occurring in the expression are 
positive. D 
I.II. THEOREM. HM is a (right) shift of rrrultiplicity I on LE' and 
{pn(w): n;:: 0} is an orthonormal basis for LE on which HM acts by 
HMp (w) = -ip 1(w) and MHp (w) = ip 1(w). n n+ n n-
PROOF. Let q1 be a real. polynomial (that is, real coefficients) of degree 
n with leading coefficient c # O, then by Lennna 1.8 there is a real poly-
nomial q2 with the same degree and leading coefficient as q 1 such that 
q1(w) = Re(q2(p)). By Proposition I.JO, 
n ic n+l . HMq 1(w) = HM(Re(cp +q3(p))) = - n+l Re(p )+1Re(q4(p)) 
where q3,q4,q5 are real polynomials of degree ~ n-1, n, n respectively.
 
Thus (HM)nl is a polynomial of degree n in w with leading coefficient 
(-i)n/n! which is orthogonal in L2(µ 0) to all polynomials of lower degree, 
by Propp,sition 1.7. By the uniqueness of orthogonal polynomials it must be 
9 
a scalar multiple of p (w). The latter has leading coefficient 1/n~ (see 
. n 
the Appendix), hence (HM)nl = (-i)np (w). The fact that {p (w): n ~ 0} is a 
2 n n 
basis for L (µ 0) follows from a general theorem of Hamburger (see FREUD [3], 
p.84) asserting that the set of polynomials is dense in L 2(JR ,µ) for any 
positive measureµ such that fReclxldµ(x) < 00 for some c > O. D 
The theorem allows another proof of the commutativity RtMH = MHRt on LE. 
Indeed R p (w) = p (w+t) = \~ 0· p .(w)q.(t) (see the Appendix). Now apply t n n L.J= n-J J 
MH to both sides and obtain 
n~l' 
i \ p . 1(w)q.(t) = ipn_1(w+t) = RtMHpn(w) j~O n-J- J 
for the right side (tER) • This is a manifestation of umbral calculus and 
the fact that {n!p (w)} is a Sheffer set (see ROTA [9] Ch.2). 
n 
There is a family of measures relevant to the Poisson integral defined 
in the introduction, namely (tan8/2)-28 /Tid8 on 0 < 8 <TI, or equivalently 
$w TI -1 . TI TI 
e (eh 2 w) dw on R (that is, µ8) with - 2 < 8 < 2 . POLLACZEK [8] found 
the orthogonal polynomials for these measures also. They too have a shift 
structure, this time for a rational function of MH. It is pointed out in 
ROTA ([9],p.43) that these Pollaczek polynomials have such a structure. 
Any formal power series in MH may be applied to polynomials in w since 
MH lowers the degree. In particular we may consider 
-1 T8 := MH(I+i(tan8)MH) 
00 
= I 
n=O 
. n n+l (-i tan8) (MH) • 
The polynomials p8 (w) are described in the Appendix. 
n 
8 1.12. PROPOSITION. T$pn(w) = 
PROOF. For a E R , 
00 
ip8 1(w), for n ~ I. n-
00 
MHefow (I /cha) l (i tha) ~Pn (w) = (i/ cha) l (i tha) npn-l (w) 
n=O n=l 
iaw 
= -(tha)e • 
10 
Thus the series 
00 
T fow \' . n n+ 1 iaw -tha iaw !3e = L (-i. tan!3) (-tha) e = 1-i tha tanBe 
.n=O 
converges for a in some neighborhood of 0. On the other hand 
fow eh (a-i8) 
e 
cos8 
= I ( i tha ) n p ! ( w) ' 
n=O · 1-i tha tan8 
and applying the operator T8 to both sides and comparing the coefficients 
in the two power series we obtain the result. 0 
1 .13. THEOREM. MH(I+(i tan8)MH) -l is bounded on L 2 (µ 8) for-; < 8 < ~' and 
its adjoint T; satisfies: 
and 
Also (l/cos8)T; is a right shift of rrrultipliaity one. 
PROOF. The boundedness follows from 
II Ta PB (w) II /II p8 (w) II 
µ n n 
n n-1 
= [ (cos8) I (cos8) ] = cos!3 
and from the fact that {p!(w): n ~ 0} is an orthogonal basis for L2(µ8) ( . ) * 8 a by the theorem of Hamburger used in Theorem 1.11 • Further Tap = cpµ 1 µ n n+ 
for some c E ~ and 
ell PB Ill 2 = 
n+ 
h . 2a t us c = -i. cos µ. 0 
* 8 8 <Tap ,p I> = µ n n+ 
It is symbolically neat to observe that MH((cos8)I+(i sin8)MH)-l is 
2 
a left shift on L (µ 8). 
§2. The Dirichlet problem for L2(0,n) 
The CRA condition was motivated by the Dirichlet problem on the ball 
1n the Heisenberg group ~ (topologically ~ ~NxJR) for a second-order dif-
ferential operator L (which is hypoelliptic except for y 
11 
y = ±N, ±(N+2),±(N+4), ••• ), solved by GAVEAU [4] for y = O. After expressing 
the problem in terms of harmon~c (that is, in the kernel of Ly) polynomials 
(see GREINER [5], DUNKL [2], GREINER and KOORNWINDER [6]) it leads to the 
problem: 
given f E C[O,n] find a smooth function g on {z E t: lzl ~ 1, Imz ~ O} 
agreeing with f on the half-circle and annihilated by 
in the interior. In the application to ~' a = (N-y)/2, S = (N+y)/2. 
The homogeneous polynomial solutions to DaSg = 0 are the Heisenberg poly-
nomials 
C (a, S) (z) := 
n 
n 
I j=O 
(a) .(f3) • 
J n-J Z"J 
j ~ (n-j) ~ 
n-j 
z ' n ~ O. 
In an effort to discover more about this problem we fix µ E ~' let v > O 
and a := (1-µ)v, S := (l+µ)v and let v + O. The operator DaS tends to 
(a multiple of) the ordinary Laplacian off the real diameter, and to 
-(I-µ) f- + (I+µ) ;_ o; the real diameter. So we get condition CRA with 
z z A n -A n µ = thA, whose homogeneous polynomial solutions are e z + e z = 2chA. 
·rn(cos n8+ithAsin n8), for z = reie. In this section we will useµ or A, as 
convenient. 
We consider the problem of whether each f E L
2(0,n) can be expanded in 
the form 
00 
f(e) = ao + l. 
n=I 
00 
a (cos n8+iµsin n8) with l la 12 
n n=O n 
< 00 
' 
2 (L -convergence of the partial sums). If this occurs we will say {a} 2 n 
solves (Sµ) for f. To study this problem we identify L (O,n) with LE, so 
we actually consider terms like cos n8+iµ(sgn8)sin ne, namely (I+µMH)cos ne. 
,, 
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2. l • PROPOSI'J:.'ION. The operator I + µMH ha.s dense range in LE for aU µ E «:; 
it is one-to-one exactly for Iµ I ::;; l, and ha.s a one-dimensional kernel for 
Iµ I > t. 
PROOF. The statements are easy consequences of MH being a left shift. Thus 
the range of I + µMH always includes all polynomials in w (that is, 
}~ 0 c.p.(w)) and the kernel is easily described as an infinite series in ·~J= J J 
{pn (w)}. D 
2. 2 •. THEOREM. 
l) If Iµ I < for each f E LE there is a unique solution {a } of problem 
-1 n (S ) for f, and a = <(I+µMH) f,$ >, where ~O := l and µ n n 
. $ : = 2 cos n6 for n ~ I ; 
n 
2) if lµI = l, the set off E LE for which (Sµ) can be solved is a proper 
dense subspace; 
3) if lµI > l, problem (S) can be solved for each f E LE· with the solution 
. µ 
set 
a = <HM(µI+HM)- 1 f,~ > + cinq (~ A1), c E ~' n n n 7r 
where Al is the unique number with IImA 1 I < 7r/4 such that thA 1 = l/µ. 
PROOF. For any µ E ~' (S ) can be solved for f if and only if f = (I+µ:roI)g µ 
with g(S) = I:=O an cos n6 and g E LE. Since I + µMH has a bounded inverse 
for lµI < l (note llMHll=l), this establishes (l). By Proposition 2.1 the 
spectrum of MH is the closed unit disk, but since I + µMH is one-to-one for 
lµI = 1 it must have a proper subspace as range (closed-graph theorem). 
This shows (2). 
-1 For lµI > I and f E LE let g = HM(µI+HM) f, then 
(I+µMH)g = (HM+µMH~)(µI+HM)-lf =f. The kernel of I+ µMH is spanned by 
I:=O (i/µ)npn(w), but we need to expand this as a cosine series. By the 
generating function (see Appendix) the sum is 
iA 1w (chA 1)e where 
iAlp 
The boundary.value of the analytic function e is exp A1(iw(8)-sgn8), 
thus the boundary value of the harmonic function 
Hexp (iA 1p (z)) + exp (iA 1 p (z))) is 
This function has the expansion 
00 
! I [(iz)n+(iz)nJq (~ A1) n=O n 1f 
since 
I 2iA 1/ir ( . ( ) ) ( +z) • exp iA 1p z = I-z 
Thus 1:=o in~n((4/:rr)A 1 ) cos n8 spans the kernel of I+µMH, and its norm is 
lµl/(1µ1 2-I)~. D 
LAUWERIER [7] studied some boundary value problems with a particular 
function f on (O,ir) study the function 
< r < I where {a } is determined by 
n 
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case amounting to: given a 
I:=l (an/n)rn sin n8 for 0 
f(8) = \ 00 1 a (cos n8+iµsin ln= n n8), for fixed imaginary µwith Iµ I > I. In this 
work he found the kernel of I + µMH and also the biorthogonal set for 
{cos n8 +iµ(sgn8)sin n8: n::::: I for lµI > I, n::::: 0 for lµI < I}. He also 
described the behaviour of the series \
00 (a /n)rn sin n8 when f satisfies l.n=l n 
certain smoothness conditions. Here we are mainly concerned with the 
analysis of the Poisson kernel (which is not in [7]) for the CRA problem, 
and its relation to MH and the group G. 
We proceed to the construction of functions satisfying CRA. The idea 
is this: for any cosine series g = I:=O an cos n8 in LE, the function whose 
value is 1:=0 an(cos ne+iµsin n8)=(I+µMH)g(8) on 0 < 8 < ir and is 
\
00 
0 a (cos n8-iµsin njej)=(I-µMH)g(ISI) on - ir < 8 < 0, has (ordinary) ln= n 
Poisson integral }::=O anrn(cos n8+iµsin u8)(-ir<8~ir ,O~r< I), which satisfies 
CRA. 
2.3. DEFINITION. For !µI < I, f E L2(0,ir) define t E L2(T) by f (8) = f(8) 
-I µ µ 
for o < e < ir and= (I-µMH)(I+µMH) f(lel) for - ir < e < O. 
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2.4. PROPOSITION. The Poisson integral P[fµ] satisfies CRA and has f as 
(L2) boundary value on 0 < e < n. 
To be able to extend this result to other Lp spaces we need a more 
explicit description of the construction of f . We will do this by using µ 
the G-ac t ion. 
For lµI > I one may find a solution to the CRA problem by piecing to-
: -I gether f on (O,n) and (I-µMH)HM(µI+HM) f on (-n,O) and then taking the 
Poisson integral. Of course there is a unique (up to scalar multiplication) 
function k E L 2(T) so that P[k] satisfies 
namely 
CRA and k = 0 on (O,n), 
k(e) 
-inA
1
/2 
= ltane/21 on -n < e < 0, 
(where thA 1 =I/µ, see Theorem 2.2). When A1 ER, that isµ> I orµ< - I, 
then k(e) is bounded on (-n,n) and continuous except at 0 and ±n, thus P[k] 
is bounded on the open disk. 
The Poisson kernel for CRA, that is, an integral transform on (O,n) 
which gives the values of P[f ] will be derived by starting at z = 0, then µ 
using the G-action for real z, -I< z <I. 
We note that the (ordinary) Poisson integral connnutes with the action 
2 of the Mobius group, hence with the subgroup G. Thus for f E L (T) the 
Poisson integral satisfies 
n 
P[fJ(O) = in J f(e)de 
-n 
and 
n 
P[RtfJ (O) = (Rl[f]) (O) = P[f] (ft (0)) =in f (Rtf) (e)de' for t E R. 
··n 
It is useful to express this in terms of the adjoint of Rt (see Proposition 
I • 3) • 
* Tf 2.5. PROPOSITION. FoP f E LE' t E E.,Rl(arccos(th z w)) 
Tf Tf Tf 2 
= f(arccos(th 2 (w-t)))(ch 2 w)/(ch 2 (w-t)), and foP f EL (T), 
Tf * P[f](th 4 t) = <f,Rtl>. 
PROOF. It is a simple calculation to find R: using the isomorphism of LE 
with L2(µ 0). Also for f E L
2(T), P[fJ(O) = <f,l>. D 
2 
2.6. PROPOSITION. FOP f EL (O;Tr), t EE., lµl < 1, 
~ Tf * - -1 P[f ](th -4 t) = <f,R (I+µHM) l>; µ t 
and 
(I+vHM)-11 = (ch~)exp(i~w), 
,µ = thA and IImAI < Tr/4. 
PROOF. First 
Tf 
p[fµ](th z t) = RtP[fµ](O) = P[Rt!µJ(O) = ilf J Rtf(e)de + 
0 
0 
+ ;Tf J Rt((I-µMH)(I+µMH)- 1)f(lel)de 
Tf 
(I-·(I-'µMH) (I+µMH) -l)Rtf(0)d0 = * J 
0 
-1 - -1 
= <(I+µMH) Rtf, I> = <Rtf' (I+µHM) I>, 
Since Rt connnutes with the Poisson integral and with MH (see Proposition 
l. 6) • 
Further 
00 
-1 ~oo - n n \ - n - -(I+µHM) l = ln=O (-µ) (HM) l = L. (iµ) pn(w) = (chA)exp(iAw) 
n=O 
where µ = thA. D 
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2 2.7. COROLLARY. For A Ee, IImA.I < Tr/4, t ER' f EL (0,Tr), 
~ Tr chA. J Tr P[fµ](th 4 t) = ~2~. f(arccos(th Z w)) 
R 
(where µ=thA.) • 
iA.(t-w) 
e 
-----dw, 
1f 
eh 2 (t-w) 
We can expand P[f ](x) in.a Taylor series near x = 0. The coefficients µ 
will be realized as integrals of f against the power series expansion of 
the above integral kernel. Restricting a series I:=O anrn(cos ne+iµsin ne) to 
the ~eal diameter gives }.00 0 a xn, and so obtaining the coefficient a ·n= n n 
amounts to integrating f against the nth function in a biorthogonal set. 
We use renormalized Chebyshev polynomials, namely t 0 := I, 
t (cos8) = 2 cosn8, for n ~ I. 
n , 
2.8. PROPOSITION. For A. E O:, w E :R, t E :R the coefficient of xn in 
iA.(t-w) Tr Tr 1f (chA.)e eh 2 w/ch Z (t-w), where x = th 4 t, is 
(chA.)e -iAw I 
j=O 
n-j 4 Tr i q • (-· A.) t . ( th - w) 
n-J Tr J 2 
(note that tj (th ; w(e)) = 2cos j8 for 0 < 8 < Tr, j ~ I). 
PROOF. By the generating function (see Appendix) 
iA.t 
e 
00 
= \' [, 
n=O 
(ix) nq c! A.). 
n Tr 
Also eh~ w/ch ~ (t-w) = (l-x2)/(I-2x thi w+x2) = I.:=O xntn(th ~ w) 
(the ordinary Poisson kernel on the real diameter for cos8 = th Tr/2 w). D 
This biorthogonal set was found by LAUWERIER [7] in a different way. 
§ 3. THE PO.ISSON KERNEL 
The kernel for the whole disk can be quickly obtained from Corollary 
2.7 by some s1mple observations: for f E L2(0,Tr) the function P[f J(th ;t) 
oo n Tr µ 
has the Taylor.series ln=O anx where x = th 4 t and 
f(8) = \ 00 0 a (cos n8+iµsin n8); in turn the Poisson the integral is ,,ln= n 
00 
l 
n=O 
-I A n -A-n 
a (2chA) (e z +e z ) = 
n 
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-n 
a z • 
n ' 
it remains to allow t to assume complex values in the strip S, mapped by W 
onto the disk D. The resulting transform will still be a convolution over 
R (that is, the image of G), indeed with the function 
iA t-;\\ + _e __ _ 
eh ~ t_) ' 
2 
t E S. For convolution this is to be interpreted as a function of a with 
t = a + iT and T is fixed. Some algebraic manipulation leads to the following: 
3.1. DEFINITION. For A Ea::, a ER' -I< T < let 
iAa r 
e 2 1 e1T
0 / 2sin((I -iA)(l-T))+ 
4lch~(cr+iT)I L 
+ e -1r0/ 2 sin(( ; +iA)(l-T)) ]. 
3.2. PROPOSITION. For any fixed 'o > 0 (and 'o < I) 
IKA(cr,T) I = O(exp(-(ImA)cr)/ch I a) 
uniformZy in h I ~ 'a·· 
PROOF. Note that !eh I (cr+iT) 12 2Tf 21T = sh <2 a) +cos (2 T). Thus for 
-crimA Tf 2 1T 2 Tf 
- I < T < I, IKA(cr,T) I ~BA e eh 2 cr/(sh <z- a)+ cos <2 T)) 
where BA is a constant depending only on A. For 
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At this point it becomes convenient to work solely on the strip S. 
The formulas can be easily converted to the disk by using the various 
mappings like z = th Z (cr+i-r), and w+i = p(eie) with cosEl = th ; w, w E R • 
The integrals that we use here all involve limiting behavior at ±00 in S 
(that is, ±1 in the disk). To suitably control this we introduce the condi-
tion BCRA(Bounded CRA): :say f satisfies BCRA if f satisfies CRA on the strip 
and for each TO > 0 there is a.-constant A such that 
-jf(cr+h) I :;:; A exp (-crimA +; lcrl) for all cr E R, -T0 :;:; T:;:; T0 • This is a 
reaso.nable restriction as the following shows. 
3.3. DEFINITION. For IImAI < 1T/2, f measurable on R+i (the upper edge of S) 
satisfying 
. f lf(w+i)ldµImA (w) < oo 
R 
define the Poisson integral of f by 
PA[f](cr+iT) = J f(w+i)KA(cr-w,T)dw, (cr+iTES). 
R 
3.4. PROPOSITION. For fas in 3.3, PA[f] satisfies BCRA. 
PROOF. Since PA[f] has the form eAh + e-A(Jh) with h analytic, it must 
satisfy CRA. Also for any TO> 0 
The 
:;:; B 
IPA[f](cr+iT) I :;:; f lf(w+i) I IKA(cr-w,T) ldw 
R 
f I . I wimA 1T :;:; f(w+i) e (sech 2 w)dw • 
R 
· b d d by (B -wimA h 1T -(cr-w)ImA/ h 1T ( )) supremum is oun e sup e c - w e c - cr-w :;:; 
w 2 2 
1T 
exp(-crimA+ 2 lcrl) (for some constant B, by Proposition 3.2). D 
It is important that KA acts as reproducing kernel for the class BCRA. 
We adju~t KA for narrower strips. 
~ 3.5. THEOREM. If IImA.I < 2 and f satisfies BCRA on S then foP each T with 
0 < T < 1, 
= (l/T) J f(o-w+iT)K, (~, u)dw foP -T < u < T, 
. A T T f~+fu) OER. 
R 
PROOF. if A= 0 this is the ordinary Poisson kernel for the strip (see 
WIDDER [10]) applied to even functions. Now assume A# 0 and f satisfies 
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A -A BCRA. Then f = e g + e Jg for a unique analytic function g on S, and g can 
be determined from 
Passing to the consideration of analytic function we state a version of 
the Cauchy integral formula for the strip (it can be proved by the calculus 
of residues): 
h(o+iu) = (1/4T) J [h(w+iT)+h(w-iT)] sech ;T [(o-w)+iu]dw, 
R 
alol 
valid for o E R, -T < u < T < 1, provided lh(o+iu) I < Ae for some 
a < ~/2T and A< ~ in the closed strip lul ~ T. 
Leth(~) := e-iA~/Tg(~) for~ E S, (and g from above). Then h satisfies 
the hypotheses for the formula since jg(o+iu) I = O(exp(-olmA+ I lol)) uni-
formly in -T ~ u ~ T a~d l(ImA)(l/T-1)1 + ~ < ;T for IImAI <;and 
0 < T < I. This gives the formula 
gfu+fu) = eiA(o+iu)/T f 4T 
R 
+ e-Ag(w-iT)]sech ;T(o-w+iu)dw 
(o-w+iu)f(w+iT)dw. 
Now use this formula for g(o-iu) and combine to obtain 
20 
f(o+iu) = eAg(o+iu)~e-Ag(o-iu) = (l/T) J f(o-w)KA(w/T,u/T)dw. 0 
R 
1f 3 .6. COROLLARY. If g satisfies BCRA on f (I ImA I< 2) and 
J 
· . (IffiA)o /T 1f0 (l/T) lg(o+1T)le sech 2T do+ 0 
R 
as T + 1-, tJzen g = 0. 
PROOF. Choose numbers 0 < TO < TI < I and then use the formula for the strip 
-T0 ~ u ~TO with T restricted by T1 ~ T < 1. By an integral inequality and 
the bound from Proposition 3.2 we obtain 
lg(o+iu)l <A exp((-oimA+; lol)/T) • 
J 
. (ImA)W/T 1fW 
•(l/T) lg(w+iT) le sech 2T dw. 
R 
Now fix cr and u, and let T + I. D 
1f 1f 3.7. PROPOSITION. If - 2 < 8 < Z' and I> T > (2181-1f)/(2181+1f) then 
Ki8 (o,T) > O. Further if A =a + i8, (a€R) then there is a constant AA 
such that IKA (o,T) I < AAKi8(o,T) for a € R, O ~ T < 1. 
PROOF. From Definition 3.1 we see that we are concerned with the positivity 
of sin((~ ±8)(1-T)). Th~ argument is in (0,1f) if T satisfies the stated 
bounds. 
Next let A =a + i8. Some calculation leads to 
I I 2 2 21f 21f ( KA(o,T) /Ki8(o,T)) = 1 + sh (a(l-T))(l-cos (2 T)/ch <z· a))/ 
(sin((l-T)~) cos (( 1-T) 8)+th -j a cos (( 1-T)~) sin((l-T) 8)) 2• 
The denominator always IL.ies between 
sin2((; -8)(1-T)) and sin2 ((~ +8)(1-T)), 
and the~numerator is bounded by I. Thus the fraction is bounded by 
21 
(sh(ax)/sin(bx)) 2 where b = ; ± a, and x =· 1-T. But this is an increasing 
function on 0 < x < TI/lbl. Hence the original ratio (IKAI /Ki6)
2 is bounded 
by 1 + sh2a/sin2(I -ISI) for 0 $ T < 1. D 
In fact, as one can see from the proof, for any TO with 
0 > <o > (2ISl-TI)/(2ISl+TI) there is a constant A (depending on A and T0) 
such that IKA(o,T)I < AKi6 (o,T~ for > T ~ T0 • This will not be needed in 
the further development. 
3.8 •. THEOREM. For A E ~, IIfilAI < TI/2, f E C[O,TI] the Poisson integral 
PA[f] extends to a continuous function on {z E ~: lzl $ I, Imz ~ 0} agreeing 
with f on the upper half-circle. 
PROOF. We consider fas a function on R+i which is continuous and has limits 
at ±00 , by means of the map w. Thus f is uniformly continuous, and so it 
suffices to show: for any e > 0 there exists M > 0 and TO < I such that: 
(I) 
(2) 
IPA[f](o+iT) - f(o+i) I < e 
for TO < T < 1, all o E R ; 
!PA[f](o+iT) - f(±00+i) I < e 
for o > M (for +ro) or o < -M (for -ro) and all T with 0 $ T < I. 
Part (I) follows from the standard convolution approximate identity argument 
and the facts 
and 
J KA(o,T)do 
]R 
= I, f IKA (o,T) ldo =AA, (0$T<l), 
R 
f IKA(o,T)ldo + 0 as T +I for each o > O. 
lol>o 
The first is just PA[I], and the second and third follow from the same claims 
for KiS(o,T) and Proposition 3.7, where 6 = lmA. But 
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J KiS(o,T)do ~ max[sin((; +S)(1-•)), sin((; -S)(1-•))J• 
lol>o 
J -So n 2 n -1 (e eh 2 o)(sh 2 o~ do, 
lol>o 
which tends to 0 as T + 1, for each fixed o > O. 
since 
To prove (2) we first obs~rve that 
lim J IKA(o,•)ldo = 0 uniformly in Tin 0 ~ T < 1, 
M~ lol>M 
J J 
-So n 2 n -1 (e eh 2 o)(sh 2 o) do. 
lol>M lol>M 
Now given e: > 0 choose M so that lf(o+i)-f(00+i) I < e: for o > M/2 and 
f I KA ( o , •) I do < e: 
lol>M/2 
for 0 ~ • < 1. 
If o > M then 
PA[f](o+iT)-f(oo+i) = ( f 
W>M/2 
+ J ~A(o-w,T)(f(w+i)-f(oo+i))dw. 
w<M/2 
The first integral is bounded by AAe:, and the second by 
2Hf 0 00 J 
w<M/2 
IKA(o-w,•)!dw = 20f0 00 J !KA (w,•)!dw; 
w>o-M/2 
by assumption o > M and so o - M/2 > M/2 and we get the bound 211 fll e:. D 
00 
The continuous function result together with the following identities 
will be used to study Lp-behavior. 
3.9. PROPOSITION. For A E ~' n < -2 
(I) 1 J iAw n 2 e sech 2 w dw = sechA; 
E. 
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(2) 
for cr E R , -1 < -r < and IIm(A-a)I < 1f/2; 
(3) 
for cr E R , - -r < u < -r < 1 ; 
(4) J 
iAw/-r ~ (1/-r) e KA(cr-w,-r)sech 2-r dw = 
iAcr 1f 
e sech 2 cr, 
R 
for cr E R , -1 < -r < 1 • 
PROOF. The.first integral is done by use of the contour which is the posi-
tively oriented boundary of the rectangle with vertices ±A,±A+2i, for some 
A> O. The integrand has just one pole at w = i. Also the integral from 
-2A A + 2i to -A + 2i is e times the integral from -A to A. The other two 
pieces + 0 as A+ 00 • 
For (2) start with the analytic function g(cr+h) = (2ch(A-a.))-l 
ia(cr+i-r) A -A 
e and let f = e g + e g. Then f satisfies BCRA and has the value 
iacr 
e on -r = 1. The argument of Theorem 3.5 can be almost directly used to 
show that KA reproduces f from its boundary values. Further 
For (3) we again use Theorem 3.5, this time applied to 
f(cr+i-r) :=KA (cr,-r). Finally (4) is the special case of (3) with u = 0. D 
We proceed to the Lp aspects of the Poisson kernel and its boundary 
behaviour. Clearly any f E Lp(µImA), 1 $ p $ 00 has a Poisson integral (see 
Definition 3.3). However for Lp(0~1f) there is a bound for ImA depending on p. 
3.10. PROPOSITION. If I< p $ 00 and IBI < 1f (I-_!_) then Lp(0,1r) c L1(µ 8). 2 p 
PROOF. By Holder's inequality 
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r Bw 1T p j lf(w+i)le sech 2 w dw < w for all f EL (µ 0) 
ll 
if and only if 
J eSqw sech ~ w dw < w that is, I a I < 1T I (2q) 
R 
1 1 
where - + - = 1 • D p q 
From Theorem 3.5 one might expect the measure that appears in the re-
producing formula 3.9(4) namely (l/T) sech ~ dw on the lines T =constant 
· S h f wimA. · b · d · 11 in • However t e actor e in KA. can not e ignore , as we wi see. 
3 .11. THEOREM. ( 1) Let 1T 1 s p < w, I Im >..I < 2 (1- p-) for p > 1 or Im A. = 0 for p = I, 'and 0 < T < then for each f E LP(µ 0) (~p(0,1T)) 
(l/2T) J IPA.[f](cr+i•)lpexp(cr 
R 
Ap (cos((l+T(q-l))S)\p-l J 
s A. \- cosSq ) 
R 
I 1TO Im A.(l-•) T)(sech 2, )do 
(where B =Im A. ..!_+..!_=I)· 
' p q ' 
(2) Let I s p < w, !Im >..I < 1T/2, 0 < T < I then for each f E LP(µS) (where 
B =Im>..), 
J IPA[f](crT+.h)IPdµs(cr) s A~ J lf(cr+i)IPdµs(cr). 
R R 
PROOF. Both parts can be proved at once. We consider only bounded continuous 
functions f with limits at ±w (that is, C[O,rr]) and only I < p < w; the 
case p = I is an obvious modification. 
Let B be a real constant to be chosen later, satisfying 
IS-Bq/pl < rr/2, then 
IPA.[f](cr+iT) I = J f(w+i)KA (cr-w,T)dwl 
R 
s AX I lfCw+i)IKiS(cr-w,T)dw 
R 
(see Proposition 3.7) 
~ AA(J !f(w+i) Ip eBwKiB(o-w,T)dw)l/p 
R 
fJ -Bwq/pK ( )d \l/q _A -Bo/p (cos($-BqT/p)\l/q • 
\ e iB o-w,T w) - A e cos(B-Bq/p)j 
R 
(J p Bw \l/p lf(w+i)I e KiB(o-w,T)dw) 
R 
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The integral was computed using Proposition 3.9(2). Take the final inequality 
for IPA[f](o+iT)I, raise both sides to the pth power (note p/q=p-1), mul-
tiply both sides by exp((~+ B)o) /(2T eh 1T2°) and integrate over o E R • The T T 
result is , 
(l/2T) J IPA[fJ(o+iT)lp exp((~+B)o) sech ;~do 
R 
~ Ap(~os(B-BqT/p)\p-1 _!_ J lf(w+i)lpeBwdw • 
A\ cos(B-Bq/p)) 2 
R 
1 f $0/T 1TO 
• :r e KiB(o-w,T)sech 2T do. 
R 
The latter integral is eBw sech iw by Proposition 3.9(4). Choose B = -B 
to get (1) and B = 0 to get (2). 0 
We can now establish a boundary value result; recall the function 
FT,A(o) = exp(Im A(l/T-l)o)ch i o/(T eh;~) from Theorem 3 in the introduc-
tion. 
3.12. THEOREM. Let I ~ p < 00 and A E £with !Im Al < I(I- -}) for p > 1 or 
Im A= o for p = 1 and Zet f E LP(µ0)(~LP(0,1T)), then 
J lf(o+i) - PA[f](o+iT)FT,A(o) 1/plpdµ 0(o) + o as T + 1-. 
R 
26 
PROOF. Let e.> 0 then there exists g E C[O,~] (moved to R+i) such that 
II f-gll < e. By Theorem 3. 11, p 
Thus 
J IPA[fJ(o+iT) - PA[g](o+iT) IPFT,A(o)dµ 0 (o) < AieP. 
R 
II f-P [f]F 1 /pn ~ II f-gll + II g-P \ [g]F I /~n + A T,A p p A T,A p 
But PA[g] converges uniformly tog as T + 1 (by Theorem 3.8) and 
0 < F ,(o) < 2/T so by the dominated convergence theorem 
T,A 'l/ 
II g - p A [g]F T rn + 0 as T + 1. The bound for F comes easily from the ~ , P~0 ~ 1 T,A bound eh 2 a I eh 2T ~ 2 exp -zO - ;:> I a I . D 
By a similar argument we could show that if f E LP(µ 8) with 1 ~ p < 00 , 
and A =a+ iB, with ISI < ~12, then 
J lf(o+i)-PA[f](o+iT)F!~i(o) 1Pdµ 8 (o) + o as T + 1-. 
R 
3.13. PROPOSITION. Uncier the hypotheses of Theorem 3.12, PA[f] is the unique 
function satisfying BCRi and having f as boundary value in the sense of the 
Theorem. 
PROOF. If g is a function satisfying BCRA and converging to fas in 3.12 
then 
(l/T) J lg(o+iT) - PA[f](o+iT)le(oimA)/Tsech ;~do 
R 
~ (A/T)[ J lg(o+iT)- PA[f](o+iT) Ip exp(oimA(l/T-1)) • 
R 
~a 11/p 
sech 2T doJ 
for som~ constant A by Holder's inequality, and the right side tends to 0 
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as T + 1-. (Roughly A= O([cos(qimA)]-l/q), where_!_+_!_= l.) By Corollary p q 
3.6, g - PA[f] = O. 0 
7f l 7f We note that if -(1- -) < !Im Al < -2 then there exists a nonzero func-2 p 
tion f satisfying BCRA such that 
lim J lf(cr+iT)lpecr(ImA)(l/T-l) sech ;~do= O, 
T+l- R 
namely f(cr+iT) = ch(A(l-T)+£i7f/2) exp(icr(A-i£1f/2)) with£= sgn(ImA); this 
is to get the exponent in the correct interval. 
The case A E R allows a somewhat nicer boundary value result, namely 
Theorem 2 in the introduction. By Proposition 3.7, IKA(cr,T) I < AAK0 (cr,T), 
but K0 is the ordinary Poisson k
ernel for even harmonic functions. As a 
result, by an argument similar to that of Theorem 3.11, one can show that 
for f E Lp(0,7r). The latter is the eyen harmonic majorant of lflP. Thus 
Theorem 2 follows from the standard results for the ordinary Poisson kernel. 
Finally as a nontrivial example we find the CRA Poisson integral for 
f(e) = sine on 0 < e < 7f, and the corresponding Fourier series. Again the 
Pollaczek polynomials appear. 
3.14. PROPOSITION. Let f(e) =sine on 0 < e < 7f and A E ~. !Im Al < 1f/2, 
then 
iAcr I 2 [' · A ( · ) 
P [f]( . ) = e A(l-T/2) sin 2 cr+H A cr+n sh A e 
sh I (cr+iT) 
+ e 
-A (l-T /2) sin ~ (cr-iT) 
sh ~ (cr-iT) ] 
2 
, 0 + iT E S 
and (with variable now moved to the disk) 
+ 
- J ie I ) C 21 2 ) C ) PALf (re ) = 2A (1f th A+ 4iA (1f th A) r cose+i(thA)sine + 
~ in
2 
4 n 
l ~--=-~-pn_2 CTI· A;4,0) r (cos ne+i(thA)sin ne), 
n=2 n(n -1) 
0 s r < I, -7f s e s 7f. 
28 
PROOF. Observe sine= sech ~ w(e). First we find the analytic part of 
P>.. [ f], that is, 
g(cr+iT) ~= ..!._ J eiA(w+h) 
• 4 h 1f (" • ) ]R. C 2 w+i T 
dw 
eh ~ (cr-w) 
. A. ( . ) sin 2 cr+i T 
sh ; (cr+iT) 
iA(cr+iT)/2 
e 
-1 < T < l =-----sh A.· 
(see Theorem 3.5). The integral is done by residue calculus using the 
rectangle with vertices ±A, ±A+ 2i (for A> lcrl) as contour. The integrand 
has poles at a + i and i(l-T) inside the contour. 
Next PA[f](cr+iT) = eA~(cr+iT) + e-A.g(cr-iT). The coefficient in the 
Fourier series of PA.[f](re18) of the term rn(cos ne+i(thA.)sin ne) is exactly 
, n Zeh A. times the coefficient of z in 
g(p(z)) = [(l-z)l-2iA./7r(l+z)l+2iA./7r _ (l-z2)] 4izsh A. 
(a simple consequence of p(z) = (2/7r) log((l+z)/(1-z)). The coefficients 
4 are found in terms of the polynomials pn(7r A.;-2,0), then transformed by a 
formula from the Appendix. D 
3.15. COROLLARY. On the real diameter of D, 
. A. 
sin 2 t 
1f 
sh 2 t 
' 
and in particular PA.[f](O) = 21../(TI th A.). Further the boundary value of 
PA.[f] on the lower half-circle (-TI < e < O) is given by 
. I 
1
-2n/7r 
- sin 8(2ch A. tan 8/2 -1). 
These formulas illustrate some of the behaviour of PA for various A.. 
Notably, PA[f](O) diverges as A+± 00 (that is, th A.+± I). 
In summary, this paper illustrates some interesting connections between 
the Hilbert transform and Pollaczek polynomials and also makes some sug-
gestions for one's intuition regarding the Dirichlet problem on the 
Heisenberg group. 
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APPENDIX 
This is a collection of notations an~ results dealing with a family of 
PoZZaezek poZynomiais. They have been adapted from Pollaczek's paper [8] 
(see also CHIHARA [1], p. 179 ff., p.186 ff.). 
For parameters 8,y with -n/2 < 8 < n/2 and y E :IR there is a family of 
polynomials defined by 
OJ 
}. tn pn(x;y,8), 
n=O 
It I < 1. 
This is equivalent to 
(eh (a-i8) \y fox OJ ( i tha )2 \-CO~'-e = l \1-i tha tans pn(x;y,S), 
I n=O 
(valid at least for Ith a tan sl < I). 
Explicitly 
= 
(l..ei8\n n ((y+ix)/2) .((y-ix)/2) . . l ---,.-,.-~___,,__..,...,....,,__n-J (-I) je -2J i8 
\ cos8) J0 -~ (n-J') ~ \ j=O 
and 
in Pollaczek's notation [8]. 
The polynomials satisfy a three-term recurrence 
Pn+l(x;y,8) = (l/(n+l))[(x-(2n+y)tan8)pn(x;y,8) 
2 
-(n+y-l)(sec 8)pn-l(x;y,8)] 
(thus p has leading coefficient l/n~, and is a real polynomial). 
n 
For y > 0 there is an orthogonality on ]R., 
30 
(2cos8)y J Bxl · 12 4~r(y) pn(x;y,B)pm(x;y,B)e f((y+ix)/2) dx 
JR. 
2n 
= o (y) /'(n! (cosB) ) • 
mn n 
In this paper we only need this for y = I when the weight is 
~eex sech ; x. 
The following deal with the shift and Sheffer polynomial structure 
(see Rota [9], Ch.2): 
n 
pn(xl+x2;yl+y2,B) = .l · pJ.(xl;yl,B)pn_J.(x2;y2,B) 
J=O . 
(in particular, the case y 1 = y2 = 0 gives a binomial family); 
p (x;y+I,B) 
n 
-I -iB 
= (2cosB) (e p (x+i;y,B) 
n 
iB ( . ) ) + e p x-i;y,B , 
n 
that is, for x E JR., 
-ie 
P (x;y+l,B) = Re(e p (x+i;o,B))/cose. n · n 
For brevity we adapt the notations: 
p (x) := p (x;I ,O); q (x) := p (x;O,O); 
n n . n n 
B p (x) := p (x;l,B). 
n n 
The seemingly degenerate values y =I - N for N = 1,2,3, ••• are not so 
bad because 
P (x·l-N 0) n ' ' 
(2i)N 
= (-n) ((l-N+ix)/2)N pn-N(x;N+I,Q) 
N 
for n ~ N. 
For example 
n ~ I. 
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