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Acoustic imaging typically relies on large sensor arrays that can be electronically complex and often have
large data storage requirements to process element level data. Recently, the concept of a single-pixel-imager
has garnered interest in the electromagnetics literature due to it’s ability to form high quality images with
a single receiver paired with shaped aperture screens that allow for the collection of spatially orthogonal
measurements. Here, we present a method for creating an acoustic analog to the single-pixel-imager found
in electromagnetics. Additionally, diffraction is considered to account for screen openings comparable to the
acoustic wavelength. A diffraction model is presented and incorporated into the single pixel framework. The
method is experimentally validated with laboratory measurements made in air.
Acoustic imaging, widely used in sonar and biomed-
ical applications, has been studied extensively in order
to improve image quality with sub-diffraction resolution
and reducing transducer requirements.1–3 This type of
imaging, depicted in Fig. 1(a), is commonly achieved us-
ing a phased detector array, and is also referred to as an
acoustic camera.4 While effective at target localization,
the large number of required detectors and point-by-point
imaging technique historically used leads to high mon-
etary investment, electrical complexity, and collection
of redundant spatial information. Alternatively, other
imaging systems require fewer sensors but rely on me-
chanical scanning of the acoustic field.1 These scanning
methods have the ability to perform comparably to fully
populated phased detector arrays; but can be quite time
consuming in acquiring data. Additionally, they require
that the acoustic field statistics remain spatially station-
ary over the scanning time.
Compressive sensing has recently become an attrac-
tive approach due to the ability to reduce the number of
measurements taken while maintaining image fidelity.5
The rationale behind compressive sensing is that most
natural scenes are spatially sparse, and it is unneces-
sary to scan the entire scene to localize sources since
most information received is redundant. Standard (non-
compressive) imaging of a scene with M × N pixels re-
quires taking O(MN) measurements in order to image
the entire scene.6 By using compressive sensing, P mea-
surements may be taken, where P is less thanMN , with-
out any loss of image resolution as depicted in Fig. 1(b).
In addition to a smaller measurement set, the final image
is inherently compressed. This limits the amount of data
which must be stored, transmitted, and analyzed. For a
signal that is k-sparse, meaning there are k MN non-
zero source locations being estimated, compressive sens-
ing theory states that the signal can be recovered with P
orthogonal measurement modes where k < P < MN .
Although compressive sensing offers a significant ad-
vantage over traditional beamforming due to the reduced
file size and fewer required measurements, a new ap-
proach called single pixel compressive imaging has pre-
sented an even further measurement advantage. Single
pixel imaging, depicted in Fig. 1(c), presents an approach
in which a single, omnidirectional detector occulted by
a spatially orthogonal passive aperture to perform com-
pressive sensing.7–11 In the most straightforward imple-
mentations of this approach, originally demonstrated in
the terahertz electromagnetic frequency range, binary
opaque and transparent masks are patterned to form or-
thogonal basis sets through which the spatial sampling
is generated.12–14 Beampatterns are illuminated through
the masks used to independently scan the scene. In
recent years, several additional approaches, including
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FIG. 1. Schematic illustrating different acoustic imaging
methods and their respective array geometry. (a) depicts a
M × N element array with sensor separation d imaging an
object, shown in red, emitting an acoustic signal. (b) depicts
a sparse sensing array used in compressive imaging where the
array has been reduced to P elements and P < MN . (c)
depicts the geometry assumed in single pixel imaging where
there is a single receive element, denoted by the blue dot, and
P passive screens situated between the acoustic source and
receiver.
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metamaterial-based, frequency-dependent scanning have
been demonstrated for electromagnetic terahertz waves.8
Despite the range of approaches and results for elec-
tromagnetic imaging, very few studies have attempted
single-pixel imaging in the acoustic regime. In 2015, Xie
et al. demonstrated a single-microphone listening system
to discriminate individual sound sources and their loca-
tions by exploiting frequency-diverse structures,15 while
in 2016 a similar technique16 was developed for sound
waves in water.
It is assumed in the electromagnetic literature that
screen openings are small relative to a wavelength and
diffraction effects can therefore be neglected. In this
manuscript we present a realization of a single-pixel
acoustic camera which utilizes a compressive sensing
technique coupled to a series of spatially orthogonal
acoustic screens. To account for larger apertures, near
field diffraction effects are taken considered. A diffrac-
tion model is derived for a 2-D geometry and formulated
in the single pixel compressive sensing framework. The
model and its resulting inversion are verified on data col-
lected in an air acoustic experiment.
For simplicity but without loss of generality, we con-
sider the two dimensional waveguide depicted in Fig. 2.
There is an acoustic radiating source on one side of the
waveguide and a single omnidirectional receiver element
on the opposite side. In between the acoustic source and
receiver is an aperture that allows for P different masks
to be inserted.
The signal model used for the geometry described in
Fig. 2 assumes a one dimensional mask and acoustic lo-
calization in azimuth given by the angle, θ. Localization
is performed at a single narrowband frequency. The re-
ceived data, yP×1 is a frequency domain vector given by
y = Ax (1)
where the sensing matrix A = ΨΦ is the product of
the matrix, ΦM×Q (responsible for transforming the sig-
nal xQ×1 into the spatial frequency domain) and the the
matrix ΨP×M (representing the measurement process in
which P orthogonal masks are chosen).
In this case, the sensing matrix A, is assumed to be
known a priori, and can be precomputed. For the ge-
ometry shown in Fig. 2, to image the sound source in
azimuth, the matrix Φ would be comprised of the set of
replica vectors representing the phase angle φm of the
radiated acoustic pressure Pm from each mth unit cell in
the mask given by
tanφm =
Im(Pm)
Re(Pm)
, (2)
The equation for the pressure field in 2D space due to a
rectangular aperture of width 2a is given by17
Pm(y, z) =
1
2
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FIG. 2. (top) 2D experimental geometry for the acoustic
single-pixel-imager. An object emits an acoustic signal (red)
into the waveguide with a position, θ, relative to the screen’s
broadside. Each screen has at least one opening with a min-
imum width, 2a. A single omnidirectional receiver (blue) is
depicted on the opposite side of the screen. (bottom) Exper-
imental waveguide as built with height, h, and width w.
where p0 is the source pressure, φ
(m)
0 denotes the phase
shift for the mth unit cell, k0 is the wavenumber in the
host fluid, zR = k0a2/2 is the Rayleigh distance, erf de-
notes the error function, and
ζ¯m =
√
y¯2m + z
2, (4)
y¯m = y − ym − rm sin θq, (5)
rm =
√
(y − ym)2 + z2. (6)
Here, ym is the center of the mth aperture and θq ∈
[−90◦, 90◦] is the azimuthal direction discretized into Q
angles. The propagation delay from the sound source to
each unit cell in the mask given by
φ
(m)
0 (θq) = k0
√
r2 + y2m − 2ymr sin(θq) (7)
where r is the distance from the acoustic source to the
center of the mask.
Diffraction around the unit cells in the mask is ac-
counted for by modeling the total pressure field radiating
from each rectangular opening. This total acoustic pres-
sure field is illustrated in Fig. 3. and can be calculated
by summing the contributions from each opening in the
mask by
Ptot(y, z, t) = e
jωt
M∑
m=1
Pm(y, z). (8)
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FIG. 3. a) Possible screen geometries forming Ψ for a 16 unit
cell basis. Each row is a 1-D screen, used in the geometry de-
scribed in Fig. 2. Black squares block sound propagation and
white squares are open. The first ten masks, highlighted in
yellow, were chosen for the experimental measurements. The
masks outlined in red were used to perform the inversion and
generate the results shown in Fig. 4. b) Full field experimen-
tal measurement showing diffraction pattern from mask #3
for a far-field source located at −2◦. c) Full field diffraction
pattern computed using the analytical model, Eqs. (3)–(8),
for mask #3 and a source located at −2◦.
A severely underdetermined set of equations must be
solved to obtain x since it is assumed that P  Q. How-
ever, if one can assume that the data is k-sparse (meaning
that x has k nonzero elements) and k < P the solution
to Eq. (1) can be obtained with a `1 minimization18
xˆ = min ||x||1 subject to Ax = y (9)
where ||x||1 denotes the `1 norm (
∑
i |Axi−yi|) of x and
xˆ is the solution of the unknown x.
In order to guarantee exact recovery of x, the sensing
matrix A must satisfy the restricted isometry property
(RIP) which can be expressed as19
(1− δk)||x||2`2 ≤ ||Ax||2`2 ≤ (1 + δk)||x||2`2 (10)
where δk is the restricted isometry constant. The sens-
ing matrix A satisfies the RIP for values of δk not too
close to 1. In order to achieve this condition with a com-
pressed sinusoidal basis given by Φ, Ψ can be a matrix
of transmission "spikes" or 0’s and 1’s. Here, Ψ is chosen
to be a set of orthogonal "spike combs" given by a 2-Bit
quantized Discrete Cosine Transform (DCT) where the
kernel is given by
ψ(p)m =
{
0 cos ((p− 1)pim) < 0
1 cos ((p− 1)pim) ≥ 0 (11)
for p = 1, 2, . . . , P masks and m = 1, 2, . . . ,M unit cells.
Fig. 3 (a) depicts the DCT kernel where each row repre-
sents one of 16 possible masks from (11) and each column
is a unit cell. If the unit cell is black it represents a 0 or
no transmission through the unit cell and a white unit
cell is a 1 or perfect transmission through the unit cell.
It has recently been shown that computing the RIP
directly for a matrix, A, and a given number of sources,
k, is NP-hard.20 However, for a fixed k, one can Monte
Carlo over source positions and compute a Statistical Re-
stricted Isometry Property (StRIP).21 By examining the
probability distribution function for the RIP parameter
and evaluating it for a 95% confidence interval, we can
obtain a StRIP for the set of masks shown in Fig. 3 of
δk95 = 0.79. Thus, in the statistical sense, the A matrix
given in Eq. (1) satisfies δk < 1 for our choice of masks.
To experimentally test our predicted results, a waveg-
uide was constructed out of acrylic sheets and sealed
on all sides with RTV silicone. The waveguide geom-
etry is illustrated in Fig. 2. Using a spacer layer, the
waveguide height, h = 9 mm, was selected to be less
than a half-wavelength at the design frequency of 10 kHz
(λ ∼ 34.3 mm). This maintained a transverse planewave
mode in the waveguide, simulating an infinite 2D system.
Sound absorbing foam was lined along the waveguide in-
terior to minimize edge reflections and further approxi-
mate an infinite 2D system.
An open slot was left at the waveguide center, to allow
the insertion of laser cut blocking screens. The masks
are designed to have 16 unit cells each having a width of
2a = λ/4 and the binary screen patterns used are those
highlighted in Fig. 3 (a). Due to the masks consisting of
multiple adjacent open unit cells, diffraction effects can
be observed in the measured pressure field as observed
in Fig. 3 (b). These diffraction effects can be accounted
for using the model described by Eq. (3). Qualitatively,
the model shows agreement with experimental data as
depicted by comparing Fig. 3 (c) with Fig. 3 (b).
The indicated receiver in Fig. 2 was a Brüel and Kjær
4939-A-011 microphone placed on the center axis of the
waveguide, 530mm away from the aperture screen loca-
tion. This receiving microphone was amplified by a Brüel
and Kjær 2690-0S4 pre-amplifier set to 1 V/Pa.
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FIG. 4. Retrieved xˆ, the direction depended power vector, for
the eight source positions (a-h) 8◦,6◦,4◦,2◦,−2◦,−4◦,−6◦,−8◦.
With (red, dashed) measured position indicated.
The source, a Dayton Audio 32A-8 speaker, was
mounted 530 mm away from the aperture screen, on
a plate with perpendicular translating motion, ruled in
1mm increments. The source speaker was driven by an
Agilent 33220A function generator, using a programmed
1 ms duration 10 kHz center frequency pulse, windowed
with a Hanning envelope function. The source was placed
at seven distinct locations: ±15mm, ±35mm, ±55mm
and ±75 above (+) and below (-) the central wave guide
longitudinal axis, to create the respective set of 8 az-
imuthal bearings, ±2◦,±4◦,±6◦,±8◦.
The collected time series data were digitized using a
National Instrument cRio NI-9223 analog-to-digital con-
verter sampling at 1MHz. The collection was syncronized
to the function generator output to allow sample-to-
sample averaging and to establish a constant time refer-
ence for measuring the full acoustic field plots. The col-
lected waveforms were, for each of the ten apertures, time
windowed to minimize edge reflection noise, and 512 time
series samples were averaged together for each aperture-
type/source-location combination to maximize the signal
to noise ratio.
The full field plots in Fig. 3 were taken for two differ-
ent source positions for all 10 masks to analyze error as a
function of receiver position. The back of the waveguide
was removed and the receiver microphone was mounted
on to a computer controlled x-y stage (Velmex VMX)
with an extension rod. Time series waveforms were col-
lected throughout the waveguide transmission domain,
and processed to retrieve the instantaneous acoustic am-
plitude and phase at equally spaced points (∆x = ∆y =
5 mm). For the full field analysis, the amplitude and
phase of the acoustic wave was extracted from the col-
lected time series data with a fast Fourier transform of a
time windowed, linear frequency modulated pulse. Note
that the masks are centered at 0 mm along the Y axis
and 590 mm along the Z axis.
The retrieved `1 normalization results following Eq.
(9) for all tested azimuths are shown in Fig. 4. A total of
only four out of the ten highlighted masks, were needed to
successfully invert for the eight different source positions.
The masks used are outlined in red in Fig. 3. The Fig. 4
plots show xˆ(θ), the retrieved power, in decibels, as a
function of angular position, θ. For all measured source
positions, the maximal points in Fig. 4, correspond to
the known source positions (the red dashed line). This
reflects our successful determination of source position
with a highly under-sampled set of possible k-vectors.
The additional peaks that appear in the inversions are
due to grating lobes (or grating orders) caused by the
high degree of periodic order inherent to the DCT ba-
sis chosen to construct the masks. For example, in Fig. 3
(b), grating lobes are observed due to the large separation
between openings in the middle of the mask. These grat-
ing lobes result in spurious peaks in the inversion output
and may obscure the source being localized as observed
in Fig. 4 (h). Here, a grating lobe caused a spurious peak
near positive endfire having roughly the same magnitude
as the peak corresponding to the true source direction.
In our experimental design, the grating lobes are a re-
sult of lengthening the aperture to obtain a higher res-
olution output. At the receiver, the grating lobes only
appear at angles outside the physical boundary of the
waveguide. Therefore, when determining a source posi-
tion, we only need to consider the maximum amplitude
between ±8◦. To better illustrate the localization per-
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FIG. 5. Target localization error surfaces computed over a
grid of receiver positions within the waveguide for a source
position of (a) 2◦ and (b) −6◦. The position and size of the
single pixel receiver is indicated with the gray dot.
formance, an error surface is shown in Fig. 5. The sur-
face represents the localization error at different single
point receiver locations within the waveugide. The error
is computed by taking the absolute value of the difference
between the true source bearing and the bearing corre-
sponding to the maximum amplitude between ±8◦ for
a source positions of 2◦ and −6◦. The figure illustrates
the effect of the grating lobes and nearfield diffraction on
localization performance. At distances very close to the
mask, there is mismatch in the diffraction model used in
Eqs. (3)–(8). The structured peaks emanating radially
from the mask in the error surface illustrate the ambi-
guity caused by grating lobes from the masks. However,
localization error is minimal at positions sufficiently far
from the mask and near the center of the waveguide (to
minimize imperfect side wall absorption).
In this work we have presented our application of com-
pressive imaging to build a single pixel acoustic cam-
era. We have used this technique to determine the az-
imuthal position of an acoustic source, using an omni-
directional receiver and a set of analog apertures in a
simplified 2D waveguide. The experimental results have
shown an under-sampled set of four orthogonal aperture
screens allowed the determination of an acoustic source
position with an accuracy of ±1◦ for a large portion of
the acoustic waveguide. This research lays the ground
work for building more complex single pixel imaging sys-
tems for sampling sparse acoustic targets. [This work
was supported by ONR.]
1S. Zhang, L. Yin, and N. Fang, Physical review letters 102,
194301 (2009).
2J. Zhu, J. Christensen, J. Jung, L. Martin-Moreno, X. Yin,
L. Fok, X. Zhang, and F. Garcia-Vidal, Nature physics 7, 52
(2011).
3V. M. García-Chocano, J. Christensen, and J. Sánchez-Dehesa,
Physical review letters 112, 144301 (2014).
4T. S. Brandes and R. H. Benson, Applied Acoustics 68, 752
(2007).
5E. J. Candès and M. B. Wakin, IEEE signal processing magazine
25, 21 (2008).
6S. Qaisar, R. M. Bilal, W. Iqbal, M. Naureen, and S. Lee, Journal
of Communications and Networks 15, 443 (2013).
7M.-J. Sun, M. P. Edgar, G. M. Gibson, B. Sun, N. Radwell,
R. Lamb, and M. J. Padgett, Nat. Commun. 7, 12010 (2015).
8J. Hunt, T. Driscoll, A. Mrozack, G. Lipworth, M. Reynolds,
D. Brady, and D. R. Smith, Science 339, 310 (2013),
http://science.sciencemag.org/content/339/6117/310.full.pdf.
9M. F. Duarte and Y. C. Eldar, IEEE Transactions on Signal
Processing 59, 4053 (2011).
10R. F. Marcia, Z. T. Harmany, and R. M. Willett, Proc. SPIE
7246, 72460G (2009).
11A. Wagadarikar, R. John, R. Willett, and D. Brady, Appl. Opt.
47, B44 (2008).
12W. L. Chan, K. Charan, D. Takhar, K. F. Kelly, R. G. Baraniuk,
and D. M. Mittleman, Applied Physics Letters 93, 121105 (2008),
http://dx.doi.org/10.1063/1.2989126.
13A. Liutkus, D. Martina, S. Popoff, G. Chardon, O. Katz,
G. Lerosey, S. Gigan, L. Daudet, and I. Carron, Sci. Rep. 4,
5552 (2014).
14R. M. Willett, R. F. Marcia, and J. M. Nichols, Optical Engi-
neering 50, 072601 (2011).
15Y. Xie, T.-H. Tsai, A. Konneker, B.-I. Popa, D. J.
Brady, and S. A. Cummer, Proceedings of the
National Academy of Sciences 112, 10595 (2015),
http://www.pnas.org/content/112/34/10595.full.pdf.
16B. Gao, D. Gao, H. Wang, and N. Wang, in 2016 IEEE/OES
China Ocean Acoustics (COA) (2016) pp. 1–4.
17M. D. Guild, C. J. Naify, T. P. Martin, C. A. Rohde, and G. J.
Orris, arXiv preprint arXiv:1608.01887 (2016).
18E. J. Candès et al., in Proceedings of the international congress
of mathematicians, Vol. 3 (Madrid, Spain, 2006) pp. 1433–1452.
19E. J. Candes and T. Tao, IEEE transactions on information the-
ory 51, 4203 (2005).
20A. M. Tillmann and M. E. Pfetsch, IEEE Transactions on Infor-
mation Theory 60, 1248 (2014).
21R. Calderbank, S. Howard, and S. Jafarpour, IEEE journal of
selected topics in signal processing 4, 358 (2010).
5
