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SUMMARY
Spanwise nonuniformity effects are modeled in the cross-sectional analysis of
beam theory. This modeling adheres to an established numerical framework on cross-
sectional analysis of uniform beams with arbitrary cross-sections. This framework
is based on two concepts: decomposition of the rotation tensor and the variational-
asymptotic method. Allowance of arbitrary materials and geometries in the cross-
section is from discretization of the warping field by finite elements. By this approach,
dimensional reduction from three-dimensional elasticity is performed rigorously and
the sectional strain energy is derived to be asymptotically-correct. Elastic stiffness
matrices are derived for inputs into the global beam analysis. Recovery relations for
the displacement, stress, and strain fields are also derived with care to be consistent
with the energy. Spanwise nonuniformity effects appear in the form of pointwise and
sectionwise derivatives, which are approximated by finite differences. The formulation
also accounts for the effects of spanwise variations in initial twist and/or curvature.
A linearly tapered isotropic strip is analyzed to demonstrate spanwise nonuni-
formity effects on the cross-sectional analysis. The analysis is performed analyti-
cally by the variational-asymptotic method. Results from beam theory are validated
against solutions from plane stress elasticity. These results demonstrate that span-
wise nonuniformity effects become significant as the rate at which the cross-sections
vary increases.
The modeling of transverse shear modes of deformation is accomplished by trans-
forming the strain energy into generalized Timoshenko form. Approximations in this
transformation procedure from previous works, when applied to uniform beams, are
identified. The approximations are not used in the present work so as to retain more
xiii
accuracy. Comparison of present results with those previously published shows that
these approximations sometimes change the results measurably and thus are inappro-
priate. Static and dynamic results, from the global beam analysis, are calculated to
show the differences between using stiffness constants from previous works and the
present work. As a form of validation of the transformation procedure, calculations
from the global beam analysis of initially twisted isotropic beams from using curvilin-
ear coordinate axes featuring twist are shown to be equivalent to calculations using
Cartesian coordinates.
xiv
CHAPTER I
INTRODUCTION
1.1 Motivation
1.1.1 Beam Theory
Structural analysis is an everyday practice in numerous engineering disciplines. Struc-
tural members, in which at least one of the dimensions is dominant in comparison
with another, are usually analyzed using simplified theories to reduce the computa-
tional costs associated with analysis. Beam theory is applied to 1D structures, which
possess the quality that its length is much greater than its other two dimensions.
Examples of beam-like structures in aeronautics include propellor blades, helicopter
rotor blades, and high aspect-ratio aircraft wings. These lift-producing wings are
often twisted and the twist distribution is a primary variable in maximizing aerody-
namic efficiency by reducing downwash, so beams may be initially twisted prior to
deformation from loading. Beams may also feature initial curvature. Coiled springs
and DNA molecules both feature components that may be modeled as curved beams.
The Gateway Arch of St. Louis is a beam with a varying distribution of curvature
along its length. Structural analysis based on beam theory is typically several orders
of magnitude less in computational costs in comparison with full 3D analysis. This
saving in costs is vital to researchers performing analysis for basic research as well as
to designers with numerous designs to analyze.
For a comprehensive structural analysis, 1D beam theory requires a complemen-
tary 2D cross-sectional analysis. This complementary analysis must be performed to
attain elastic constants prior to the 1D global beam analysis. Elastic constants are
synonymous with the term “stiffnesses.” Three of the better-known stiffnesses are
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bending, torsion, and extension stiffness, which are typically denoted by the symbols
EI, GJ , and EA, respectively. Upon performing the initial complementary analysis
to attain the elastic constants, one may then perform the global analysis. Results
from the global analysis include displacements, rotations, generalized strains, and in-
ternal stress resultants for each section of the beam. Stress resultants are meant as
the forces and moments that result from stresses acting at the section. Generalized
strains may be thought of as measures of displacements and rotations of the section
that result from the stress resultants. In the case of a helicopter rotor blade that is
modeled as a beam, results from the global analysis are needed as inputs for further
analysis in diverse areas such as aerodynamics, vibrations, handling qualities, and
aeroacoustics. To make decisions on aspects such as internal blade design and blade
life expectancy, one would need to perform another cross-sectional analysis to recover
the 3D stress and strain fields. The cross-sectional analysis may also yield the de-
formed shape of the cross-section and a conclusion from Ref. [38] is that this warped
shape may alter aerodynamic predictions significantly.
1.1.2 Spanwise Nonuniformity
Spanwise nonuniformity is meant to describe a beam whose cross-sections are varying
geometrically along its span. A common example of this is the tapering of rotary
and fixed wings. Taper is a spanwise nonuniformity in which, say, the chord varies
along its span. Much like the twist distribution, the chord distribution is also a
primary variable in optimizing the aerodynamic efficiency of lift-producing wings.
Another example of a nonuniform beam is a wing whose airfoil section and chord are
constant along its span, but whose internal structural components may be varying
geometrically. It is not unusual for this case to be realized considering that the
thicknesses of individual plies, which constitute the skin, are sometimes designed to
vary along the span.
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The significance of spanwise nonuniformity is that it introduces 3D effects that
are neglected in current cross-sectional analysis. This statement is easily justified by
noting that stresses at physical boundaries, which are varying geometrically along the
span, are in violation of the traction-stress relationships from Cauchy’s formula unless
nonuniformity effects are properly modeled. In the analysis of nonuniform beams, the
bending stiffness may be regarded as EI(x1) with x1 being the beam axial coordinate.
If the beam is isotropic with rectangular cross-sections of width 2b and thickness t,
then the familiar bending stiffness formula of
EI =
Et(2b)3
12
=
2Etb3
3
(1)
would be correct only if it is a uniform beam. In Fig. 1, a prismatic beam is shown
alongside a linearly tapered beam. Let us introduce the x2-axis as perpendicular to
x1 along with unit vectors, a1 and a2, parallel to x1 and x2, respectively. For the
tapered beam such that b = b(x1), current cross-sectional analysis would find EI(x1)
by simply replacing b with b(x1); the local taper of the beam b
′(x1) = −τ(x1) does not
further influence the local bending stiffness. In the figure, n represents the outward-
directed unit normal vector to the surface. One can there easily see that neglecting
the local taper parameter τ is equivalent to regarding the local normal vector as being
parallel to a2, which is only true for beams with no taper. Instead, the true outward-
directed normal vector features a component parallel to a1, omission of which means
that the surface boundary conditions are erroneous. Calculated elastic stiffnesses of
tapered beams, performed without consideration of taper, would then be incorrect and
thereby degrade results to the 1D beam analysis. Furthermore, the recovery relations
for the 3D displacement, stress, and strain fields must also incorporate taper.
1.1.3 Modeling Transverse Shear
Beams are especially susceptible to transverse shear deformations if the ratio of the
cross-sectional characteristic length to wavelength of deformation along the beam is
3
x2 , a2
x1 , a1
n = a2
n = -a2
x2 , a2
n = (1 + τ2)-1/2 (τ a1 + a2)
n = (1 + τ2)-1/2 (τ a1 - a2)
x1 , a1
Figure 1: Contrasting a prismatic beam with a tapered beam
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large enough. The length of the dominant cross-sectional dimension may serve as
a measure of its characteristic length. This implies that it is important to model
transverse shear for stubby beams, which are cases in which the limits of the original
assumptions regarding dimensions of the structure are being approached.
Typical attempts at modeling transverse shear result in adding modes of deforma-
tion that are not included in classical theory. In the 1D analysis of beams, classical
beam theory allows for extension, torsion, and bending in two directions. Timoshenko
beam theory accounts for transverse shear by allowing for shear deformations in two
directions in addition to the four modes from classical beam theory.
The increasing usage of composite structures means that the capability to accu-
rately model transverse shear is also increasing in importance, because beams com-
posed of composite materials tend to be more susceptible to transverse shear effects
than beams composed of isotropic materials. Composite structures can exhibit the
property that its shear deformations are coupled with the classical modes of deforma-
tion, so the importance of modeling transverse shear can be even more pronounced.
Engineers still view predictions of composite structures with skepticism, because the
predictions are often inaccurate. The source of inaccurate predictions may often
be attributed to factors outside of structural analysis such as the inability of mate-
rial scientists to provide accurate material behaviors, but it is nevertheless true that
the accuracy of structural analysis predictions worsens with greater transverse shear
deformations. Hypersonic scramjet engines and the much-anticipated Boeing 787
Dreamliner are recent examples that rely heavily on composite materials to achieve
its mission specifications. Therefore, they underscore the need for structural analysis
tools to accurately model transverse shear.
5
1.2 Previous Work
The widespread usage of beam theory has resulted in an abundance of research on the
topic, but it seems that most structural analysts are either unaware or simply ignore
the significance of spanwise nonuniformity. Due to the overwhelming amount of work
on beams, this section will only attempt to mention those with most influence and
relevance with respect to the present work.
A recent book [18] on beam theory includes a summary of the major developments
in its field up to the present day, so much more details may be found there for
interested readers. Formulated in the 18th-century by Swiss mathematicians Le´onhard
Euler and Jean Bernoulli, Euler-Bernoulli beam theory, also known as classical beam
theory, allows for extension, torsion, and bending in two directions in its 1D analysis.
It is the most widely taught and used beam theory for its simplicity. For extension
and bending modes, its primary assumptions are that normal cross-sectional planes,
which are normal to the beam reference line, of the undeformed configuration remain
both plane and normal to the deformed reference line upon loading. Torsion of the
beam is allowed by applying the torsion theory of A. J. C. Barre´ de Saint-Venant
[13], which means that a normal cross-section may warp out of its own plane. In the
first half of the 20th-century, Stephen Timoshenko (see Refs. [43] and [44]) allowed for
the possibility that normal cross-sectional planes from the undeformed configuration
could become oblique to the deformed reference line by introducing two transverse
shear modes of deformation in its 1D analysis. The theory by Timoshenko is a type of
refined beam theory in the sense that it is a refinement to classical beam theory. New
theories may be derived by adding new modes of deformation as done in Ref. [31],
but the six modes of deformation introduced thus far are usually considered sufficient
and the vast majority of beam theories to date do not contain other modes. One
notable exception is Vlasov beam theory, which accounts for the possibility that end
constraints may restrain interior sections of the beam from warping freely and hence
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violate Saint-Venant’s free warping assumption. The solution by Vasilii Zakharovich
Vlasov [47] is to introduce an additional mode of deformation. The Vlasov effect is
important to thin-walled beams with open sections, but will not be considered in the
present work.
As mentioned before, a 2D cross-sectional analysis is required to attain stiffness
values and 3D recovery results. A common source of error in analysis is that the 1D
and 2D analyses are in violation of each other, such as assuming that the cross-section
is rigid in the 1D analysis [11]. Another common source of error is that the 2D analysis
is based upon an assumed displacement or assumed stress field, which is not correct
in general. Stiffness values are often simply calculated using integral formulae from
elementary strength of materials books such as Ref. [16], but the underlying assump-
tions of those formulae are only applicable to prismatic isotropic beams. Furthermore,
the analytical formula for torsional stiffness is limited to prismatic isotropic beams
with elliptical or rectangular cross-sections [45], and there is not even a consensus
regarding the shear stiffness formula [40] for this simplest of cases. A cross-sectional
analysis tool that could circumvent the need for unnecessary assumptions while also
accommodating arbitrary materials and geometries would inevitably involve a nu-
merical approach. V ariational Asymptotic Beam Sectional Analysis (VABS) [6] and
N onhomogeneous Anisotropic Beam Section Analysis (NABSA) are two finite ele-
ment based cross-sectional analysis tools that have shown much success. NABSA is
based on the theory of Ref. [15].
Regardless of which modes of deformation are included in the theory, Hodges [18]
categorizes modern beam theories into three main categories. The three categories
are (1) theories with 1D global equations derived based on ad hoc assumptions of
the cross-sectional deformations, (2) theories based on equations for the beam as a
1D continuum while cross-sectional properties are obtained independently, and (3)
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“theories in which the equations governing cross-sectional deformation and the one-
dimensional equations governing behavior of the blade as an equivalent beam are
rigorously reduced from the common framework of three-dimensional elasticity the-
ory.”
Efforts since 1985 by Hodges and his co-workers belong to category (3) of the mod-
ern theories. This set of works are both general and accurate for allowing all possible
forms of deformation, while also being practical for its results are easily interpreted.
The only assumption in the 1D global analysis is the 1D constitutive relationships.
Details to the 1D global analysis, which is nonlinear and geometrically-exact, can be
found in Refs. [17] and [18]. Meanwhile, the 2D cross-sectional analysis is simplified
by systematically ignoring quantities that are small enough in comparison with unity.
(An exception to this occurs in modeling of the trapeze effect, which is discussed in
Refs. [18] and [34]. To capture the nonlinear phenomenon from the trapeze effect,
the cross-sectional analysis retains terms of a higher order.) The resulting cross-
sectional analysis is then solved by the variational-asymptotic method (VAM), which
Berdichevsky [3] originated. By this method, the solutions are asymptotically-correct
with respect to a set of pre-determined small parameters. Theoretical derivations of
the 2D analysis are embodied in VABS. Having already stated that VABS may model
cross-sections with arbitrary materials and geometries, it should also be stated that
it accounts for effects due to initial twist and curvatures. The VABS solution to clas-
sical beam theory is asymptotically-correct, but there is no known way [35] to attain
an asymptotically-correct solution if transverse shear effects are modeled except in
special cases. The current procedure in VABS, to attain solutions to a generalized
Timoshenko model, is to transform the classical beam strain energy into the form of
the Timoshenko beam strain energy by using 1D static equilibrium equations [57].
Reference [48] provides details on the solution to a Vlasov model.
Exact solutions to the 2D plane stress equations, which are applicable to strip
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beams with negligible thickness, exist for linearly tapered isotropic beams with the
geometry as shown in Fig. 1 under specific loading conditions. Solutions to the two
cases, where loading is applied such that either the internal axial force or bending
moment is constant along the span, are found in Ref. [45]. Solutions to the flexure
case, where loading is applied such that the internal shear force is constant along
the span, is found in Ref. [26]. These exact elasticity solutions provide a standard
from which the accuracy of beam theory solutions may be determined. In 1963,
Boley [4] showed that the accuracy of predictions by beam theory worsened as τ
increased for the constant bending moment case. Reference [26] appeared in 1975
and concluded likewise for the flexure case. Beam theory solutions by these two
references were performed while ignoring the influence of spanwise nonuniformity on
the cross-sectional analysis as well as transverse shear modes of deformation.
The significance of spanwise nonuniformity on cross-sectional analysis has been
considered by some researchers, albeit all with limiting assumptions which preclude
generality. In analyzing lateral-torsional buckling of tapered I-beams, Andrade and
Camotim [1] reported that the taper effects on stiffnesses is not negligible in general;
however, their analysis is restricted to the case in which ν ≈ 0. For finite element
analysis of linearly tapered I-beams, Vu-Quoc and Le´ger [49] derived a flexibility
matrix showing a dependence on τ ; however, the basis of their derivation is at best
only an approximation in that they assumed that the bending stiffness equation for
a prismatic beam, σ11 = Mx2/I, remains valid in the presence of taper. Kitipornchai
and Trahair [25] analyzed tapered monosymmetric I-beams and seem to account for
the taper effects partially based on physical reasoning, but their derivations may not
be applied to arbitrary sections. There is relatively little other research regarding
the effects of nonuniformity on the local cross-sectional analysis in either stiffness
properties or recovery relations. On the other hand, beam analyses with stiffness (or
flexibility) matrices formulated for numerical computations in Refs. [2], [8], [24], [30],
9
[33], [39], [42], and [46] are only selected examples of the immense body of research
performed on the analysis of tapered beams that ignore the effects of nonuniformity.
1.3 Present Work and Outline
The ultimate goal of this thesis is to present a theory for a general cross-sectional
analysis which properly models spanwise nonuniformity. This theory allows for the
possibility of nonlinear spanwise variations in geometry including nonlinear twist and
curvatures prior to loading. VABS has been validated extensively for prismatic beams,
so the theory adheres to implicit assumptions that currently exist in VABS and may
be implemented as an enhancement to VABS. Theoretical derivations with the new
implementations begin with an introduction to the 3D kinematics and its governing
equations from elasticity. The VAM is then applied to rigorously split the 3D elasticity
problem into a 1D global analysis and a 2D cross-sectional analysis. A result of this
“dimensional reduction” is the derivation of the classical sectional strain energy. This
sectional strain energy is then repackaged into a generalized Timoshenko framework to
model transverse shear. Recovery relations for the 3D displacement, stress, and strain
fields are found from expressions that are consistent with the described procedure to
attain the energy. Allowance for the possibility of nonuniformity results in additional
terms that appear in the classical strain energy, in the transformation to generalized
Timoshenko form, and also in the recovery relations.
The solution procedure for the transformation to generalized Timoshenko form,
that is presented in this thesis, represents a departure from the procedure currently
embedded in VABS (see Refs. [18] and [57]). The current solution to the Timo-
shenko stiffness matrices in VABS is given by analytical formulae that may simply
be found from substitution operations. Unfortunately, the derivation to the current
VABS solution contains inappropriate approximations and it does not appear that
10
simple analytical formulae may be derived in general. The solution procedure ad-
vocated in this thesis is rather to iteratively solve a system of nonlinear algebraic
equations. Additionally, a mistake in derivation to the current VABS solution, in the
case of beams featuring initial twist and/or curvature (and would also be true for
nonuniform beams), is identified as stemming from a misunderstanding that a simple
relationship exists between certain stiffness matrices from a “condensation” of shear
strain measures. Results from a 1D global analysis illustrate the implications of these
approximations and mistakes from the 2D cross-sectional analysis. Of relation to this
illustration for initially twisted beams, calculations based on coordinates where cross-
sections have an initial twist are shown (possibly for the first time) to be equivalent
to calculations based on coordinates where cross-sections have no initial twist.
As a demonstration of spanwise nonuniformity effects, the linearly tapered isotropic
strip beam, with the geometry as shown in Fig. 1, is analyzed as a 2D plane stress
problem undergoing in-plane deformations. This example is chosen, because (1) it is
simple enough that an analytical beam theory solution based on the VAM may be
derived without resorting to the finite element method, and (2) exact elasticity solu-
tions exist for the three loading conditions mentioned in Sec. 1.2 and may be used to
validate the beam theory solution. Upon successful validations, the analytical beam
theory solution is further used as a standard from which correlation studies with the
general, numerical VAM beam theory solution are formed.
The remaining chapters consist of theoretical formulations, results, and discussions
related to the cross-sectional analysis of beams with an emphasis on modeling span-
wise nonuniformity. Chapter 2 presents derivations, based on the VAM, to the general
cross-sectional analysis of a nonuniform beam. Chapter 3 documents problems with
the solution procedure regarding the transformation to generalized Timoshenko form
that is currently embedded in VABS. Chapter 4 presents an analytical solution, also
based on the VAM, to the specific case of a linearly tapered isotropic strip beam. The
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analytical solution demonstrates the effects of taper. Correlations between the ana-
lytical and numerical beam theory solutions are also presented in Chapter 4. Lastly,
Chapter 5 summarizes the conclusions and offers recommendations for future works
on this topic.
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CHAPTER II
NONUNIFORM BEAMS OF ARBITRARY
CROSS-SECTIONS
For the purpose of analyzing nonuniform beam-like structures by beam theory, a
general theory which properly models the effects brought on by spanwise nonunifor-
mity to the cross-sectional analysis is presented. The variational-asymptotic method
and the finite element method are combined to obtain an asymptotically-correct ex-
pression to the sectional strain energy based on a discretized warping field. This
asymptotically-correct strain energy is then transformed into the form of a general-
ized Timoshenko beam theory for ease of use. The energy expressions identify the
stiffness matrices. Recovery relations for 3D displacement, stress, and strain fields
are obtained with consistency to the energy. The effects of spanwise nonuniformity
appear in the theory through derivatives of both pointwise and sectionwise quantities,
so the derivatives are approximated by finite differences.
The following conventions apply to this chapter. Greek indices assume values
2 and 3 while Latin indices assume values 1, 2, and 3. Conventions associated with
indice notations, such as summation over the range in cases of repeated indices, are in
use except where explicitly indicated. The operator ( )′ implies taking the derivative
with respect to x1 so that (·)′ = ∂(·)/∂x1. The tilde symbol transforms a vector into
a skew-symmetric matrix such that components of the matrix are (˜ )ij = −eijk( )k
with eijk as the permutation symbol. The notations 〈(·)〉 =
∫
S
(·) dx2 dx3 and
〈〈(·)〉〉 = ∫
S
(·) √g dx2 dx3 are also used.
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2.1 3D Formulation
This section serves to formulate the 2D cross-sectional analysis prior to making as-
sumptions associated with dimensional reduction. The formulations are entirely based
on kinematics and the theory of elasticity. The goal here is to write the 3D strain
field, constraints, and sectional energy in terms of quantities that are amenable to
the 2D analysis. The problem is first formulated analytically, and then restated in a
numerical sense for finite element analysis. The formulation presented in this section
has been applied to the cross-sectional analysis by Hodges and his co-workers as early
as 1994 [5], and is heavily influenced by the work of Danielson and Hodges [12].
Figure 2 displays the coordinate axes, position vectors, displacement vectors, and
base vectors which are used in defining the beam kinematics. The reference line of
the beam and a cross-section are shown in both its undeformed and deformed states.
The cross-section is restricted to be normal to the reference line prior to deformation
(Ref. [53] gives a full explanation of how this restriction may be removed for classical
Euler-Bernoulli beam theory). The undeformed reference line is allowed to be initially
twisted and curved. The lines r and R are the reference lines in its undeformed and
deformed states, respectively. Symbols x1 and s denote arc-lengths along r and R,
respectively. At each point along r, coordinates axes xi exist with the origin set at
the point on r. Coordinates xα may be arbitrarily chosen so as long as it forms a local
right-handed coordinate system with x1. At each point along both r and R, there
exist frames b and B, respectively. The frame b contains orthogonal unit vectors bi,
such that bα is tangent to xα and b1 is tangent to r. By the definition of b1, it is
apparent that r′ = b1. The frame B contains orthogonal unit vectors Bi, such that
B1 = B2 × B3 with B1 being normal to the cross-sectional plane in the deformed
state.
Position and displacement vectors are defined in a common absolute reference
frame. The position vectors of a point on the undeformed and deformed reference
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b 2
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R ˆ 
r ˆ
Figure 2: Schematics of beam deformation (courtesy of Dewey H. Hodges)
lines are denoted by r and R, respectively. The position vectors of an arbitrary point
in the undeformed and deformed states are denoted by rˆ and Rˆ, respectively. The
displacement vector of the reference line is denoted by u.
In addition to displacements due to translations and rotations of the reference
line, there are also warping displacements. Let w = wibi represent the warping
displacement field, which defines the small local deformations of the cross-sections
and is a function of xi. In other words, superimposing the warping field, along with
translations and rotations of the reference line, on the undeformed state will result in
the deformed state. With these definitions, position vectors rˆ and Rˆ are written as
rˆ = r + xαbα (2)
Rˆ = r + u + x2B2 + x3B3 + wiBi (3)
Now that the concept of warping is explained, frame B can be more clearly defined.
Using a combination of citing and paraphrasing words from Hodges [18], “The frame
B is chosen so that the portion of the displacement relegated to the warping is small,
15
so that the deformed beam reference cross-sectional plane is the plane that is closest to
those material points of the deformed beam that make up the reference cross-section
of the undeformed beam at” a particular section “of the undeformed beam.”
The 3D strain field is now given in terms of the warping field and 1D strain
measures. The 1D strain measures of classical beam theory are denoted by
¯ = bγ¯11 κ¯1 κ¯2 κ¯3cT (4)
where γ¯11 is the extensional strain measure, κ¯1 is the torsional strain measure, and
κ¯α are bending strain measures. Upon reading the steps outlined in Appendix A, one
may derive the linearized 3D strain field as
Γ = Γaw + Γ¯+ ΓRw + Γ`w
′ (5)
where
Γ = bΓ11 2Γ12 2Γ13 Γ22 2Γ23 Γ33cT (6)
w = bw1 w2 w3cT (7)
Γa =

0 0 0
∂
∂x2
0 0
∂
∂x3
0 0
0 ∂
∂x2
0
0 ∂
∂x3
∂
∂x2
0 0 ∂
∂x3

; Γ =
1√
g

1 0 x3 −x2
0 −x3 0 0
0 x2 0 0
0 0 0 0
0 0 0 0
0 0 0 0

ΓR =
1√
g
k˜ + ∆3k1(x3 ∂∂x2 − x2 ∂∂x3 )
O3
 ; Γ` = 1√
g
∆3
O3

(8)
k = bk1 k2 k3cT (9)
√
g = 1− x2k3 + x3k2 (10)
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and ∆3 and O3 are the identity and zero matrices, respectively, of order three. Com-
ponents of the column matrix k are k1, the initial twist, and kα, the initial curvature
components of the reference line about xα.
In order for the warping field to be unique, constraints on the warping field are
needed. Following Appendix B, the chosen constraints are
〈Γcw〉 = 0 (11)
where Γc is given as
Γc =

1 0 0
0 1 0
0 0 1
0 ∂
∂x3
− ∂
∂x2

(12)
The 2D cross-sectional analysis is now posed as a constrained minimization prob-
lem. By the principle of minimum potential, the equilibrium state of the cross-section
may be found by minimizing the sectional strain energy. The potential of the applied
loads are neglected, because internal stresses are typically several orders of magnitude
greater than external aerodynamic pressures of lifting surfaces in aeronautics. Twice
the sectional strain energy is
2U =
〈〈
ΓTDΓ
〉〉
(13)
where D is the 6×6 symmetric material matrix from Hooke’s law. The warping field
adequately describes the state of the cross-section, so the 2D analysis problem is
essentially finding wi that minimizes Eq. (13) subject to Eq. (11).
In order to allow for a cross-sectional analysis that may accommodate arbitrary
materials and geometries, the finite element method is applied to solve the minimiza-
tion problem. Without making any unnecessary assumptions, let the warping field
be discretized as
w(xi) = S(xi)V (x1) (14)
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with S(xi) representing the matrix of finite element shape functions, and V as a
column matrix of nodal value of the warping displacement over the cross-section.
Substituting Eq. (14) into Eq. (5) results in twice the strain energy as
2U = V TEV + 2V T (Da¯+DaRV +DaS′V +Da`V
′) + ¯TD¯+ V TDRRV
+ V ′TD``V ′ + V TDS′S′V + 2V T (DR +DS′)¯+ 2V ′TD`¯
+ 2V T (DR` +DS′`)V
′ + 2V TDRS′V
(15)
where
E =
〈〈
[ΓaS]
T D [ΓaS]
〉〉
; Da =
〈〈
[ΓaS]
T D [Γ]
〉〉
DaR =
〈〈
[ΓaS]
T D [ΓRS]
〉〉
; Da` =
〈〈
[ΓaS]
T D [Γ`S]
〉〉
DaS′ =
〈〈
[ΓaS]
T D [Γ`S
′]
〉〉
; D =
〈〈
[Γ]
T D [Γ]
〉〉
DRR =
〈〈
[ΓRS]
T D [ΓRS]
〉〉
; D`` =
〈〈
[Γ`S]
T D [Γ`S]
〉〉
DS′S′ =
〈〈
[Γ`S
′]T D [Γ`S ′]
〉〉
; DR =
〈〈
[ΓRS]
T D [Γ]
〉〉
D` =
〈〈
[Γ`S]
T D [Γ]
〉〉
; DS′ =
〈〈
[Γ`S
′]T D [Γ]
〉〉
DR` =
〈〈
[ΓRS]
T D [Γ`S]
〉〉
; DRS′ =
〈〈
[ΓRS]
T D [Γ`S
′]
〉〉
DS′` =
〈〈
[Γ`S
′]T D [Γ`S]
〉〉
(16)
In discretized form, the constraints are now
V TDc = 0 (17)
where DTc = 〈ΓcS〉. The constrained minimization problem is now transformed into
finding V that minimizes Eq. (15) subject to Eq. (17).
Unlike uniform beams, there is the possibility that S ′ is nonzero for nonuniform
beams. The explanation for this is given later in Sec. 2.6.
2.2 Dimensional Reduction
In this section, the VAM is applied to solve the 2D cross-sectional analysis. The
problem is first solved for classical Euler-Bernoulli beam theory, which is regarded
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as a 0th-order theory, and then for a higher-order refined theory. The method starts
with the identification of small parameters. The solution to classical beam theory
is attained by applying the calculus of variations, along with Lagrange multipliers,
to the constrained minimization problem while discarding all terms higher than 0th-
order. One attains the higher-order solution by perturbing the 0th-order solution by
one order, and then repeating the same procedure as before while keeping all terms
that are needed for calculations of the 1st-order warping. The energy functional is in
quadratic form with respect to the unknown warping field, so a 0th- and a 1st-order
asymptotically-correct warping result in energies that are asymptotically-correct up
to 0th- and 2nd-order in terms of the small parameters, respectively.
The ordering, which is influenced by Starosel’skii [41], is now given. Two small
parameters are identified as a/` and a/R. a is the characteristic length of the cross-
section dimension. ` is the characteristic wavelength of deformation along the beam
axial coordinate. R is the characteristic radius of initial twist/curvature of the beam.
The two small parameters are assumed to be of the same order, which is one order
less than unity. For convenience, we will denote a as simply a small parameter that
represents O(a/`) and O(a/R). Despite the abuse in notations, the context should
easily dictate what is meant. The order of D, the matrix containing the material
moduli, will simply be denoted O(µ). The order of ¯ is denoted by ˆ.
2.2.1 Classical Beam Theory
The discussion leading up to this point implies that the 0th-order theory is obtained
by minimizing Eq. (15) subject to Eq. (17) while discarding all terms higher than
0th-order. Denoting the 0th-order sectional energy as U0 and keeping only leading
order terms to Eq. (15), then twice the 0th-order energy is
2U0 = V
TEV + 2V TDa¯+ ¯
TD¯ (18)
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Appendix C gives the solution, i.e. the 0th-order warping field which minimizes
Eq. (18) subject to Eq. (17), as
V = [∆3 −Ψ(ΨTDc)−TDTc ]V ∗ = V0 = Vˆ0 (19)
As explained in Appendix C, Ψ represents nodal values of the kernel matrix of E.
Having solved the unknown warping field, any remaining cross-sectional quantities
that are desired can be found. By plugging Eq. (19) into Eq. (18), the asymptotically-
correct energy up to O(µˆ2) is found as
2U0 = ¯
T (Vˆ T0 Da +D)¯ (20)
The above equation is the energy per unit length for classical theory. The coefficient
(Vˆ T0 Da +D) is the stiffness matrix. Explicitly expanding the matrices, the energy
can be written as
2U =

γ¯11
κ¯1
κ¯2
κ¯3

T 
S¯11 S¯12 S¯13 S¯14
S¯12 S¯22 S¯23 S¯24
S¯13 S¯23 S¯33 S¯34
S¯14 S¯24 S¯34 S¯44


γ¯11
κ¯1
κ¯2
κ¯3

(21)
This implies a 1D constitutive law of the form
F¯1
M¯1
M¯2
M¯3

=

S¯11 S¯12 S¯13 S¯14
S¯12 S¯22 S¯23 S¯24
S¯13 S¯23 S¯33 S¯34
S¯14 S¯24 S¯34 S¯44


γ¯11
κ¯1
κ¯2
κ¯3

(22)
where F¯1 is the axial force, M¯1 is the torque, and M¯α are the bending moments as
a result of the internal stresses. It is apparent that neither spanwise nonuniformity
nor initial twist and curvatures have any impact up to this point due to being higher-
order effects. However, for simplicity of programming, this energy captures part of
the initial twist and curvature effects by the
√
g term that implicitly appears within
both Da and D.
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2.2.2 Asymptotically-Correct Refined Theory
A higher-order refined theory, which would result in a 2nd-order asymptotically-correct
sectional energy, is now sought. Now the unknown warping field must be more accu-
rate than 0th-order, so it is perturbed as a series in the small parameter a as
V = V0 + aV1 + a
2V2 +O(a
3) (23)
V0 is the solution from classical theory. Upon inspecting the result from substituting
Eq. (23) into Eq. (15), it is realized that the sectional energy is asymptotically-correct
up to O(µa2ˆ2) even without including a2V2 and higher-order terms from Eq. (23).
Without considering the terms of higher order than O(µa2ˆ2), twice the sectional
energy is
2U1 = ¯
T (Vˆ T0 Da +D)¯+ 2(V
T
0 DaRV0 + V
T
0 Da`V
′
0 + V
T
0 DR¯+ V
′T
0 D`¯
+ V T0 DaS′V0 + V
T
0 DRS′V0 + V
T
0 DS′`V
′
0 + V
T
0 DS′¯) + V
T
1 EV1
+ 2V T1 (DaRV0 +D
T
aRV0 +DR¯+DaS′V0) + 2V
T
1 (D
T
aS′V0 +DS′¯)
+ 2V T1 Da`V
′
0 + 2V
T
0 Da`V
′
1 + 2V
′T
1 D`¯+ V
T
0 DRRV0 + 2V
T
0 DR`V
′
0
+ V ′T0 D``V
′
0 + V
T
0 DS′S′V0
(24)
The underlined terms, from Eq. (24), represent the 2nd-order leading terms. The
terms involving V ′1 may be rearranged using the technique of integration by parts with
respect to x1. An implicit assumption here is that the 2D cross-sectional analysis is
performed at a location far from the beam ends. Therefore, end effects are negligible,
and the constants of integration are dropped. Note that unlike uniform beams, the
warping influence coefficients are now functions of x1. The 2
nd-order leading terms
are now rearranged as
2U2 = V
T
1 EV1 + 2V
T
1 DRτ ¯+ 2V
T
1 DS ¯
′ (25)
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where
DRτ = DaRVˆ0 +D
T
aRVˆ0 +DR +Da`Vˆ
′
0 − (DTa`Vˆ0)′ −D′` +DaS′Vˆ0 +DTaS′Vˆ0 +DS′
DS = Da`Vˆ0 −DTa`Vˆ0 −D`
(26)
Now one may go through the minimization of 2U2 subject to the constraints once
more. The result is that the 1st-order approximation of warping is obtained as
V1 = V1Rτ ¯+ V1S ¯
′ (27)
where V1Rτ and V1S are new warping influence coefficients. Substituting Eqs. (25), (26)
and (27) into Eq. (24) will now yield the 2nd-order asymptotically-correct sectional
energy. It is explicitly written as
2U = ¯TA¯+ 2¯TB¯′ + ¯′TC¯′ + 2¯TD¯′′ (28)
where
A = Vˆ T0 Da +D + Vˆ
T
0 (DaR +D
T
aR +DRR +DaS′ +D
T
aS′ +DRS′ +D
T
RS′
+DS′` +D
T
S′` +DS′S′)Vˆ0 + Vˆ
T
0 (DR +DS′) + (DR +DS′)
T Vˆ0 +D
T
RτV1Rτ
+ 2[(Vˆ T0 Da`)
′ + (D′`)
T ]V1Rτ + 2Vˆ
T
0 (Da` +DR`)Vˆ
′
0 + 2D
T
`Vˆ
′
0 + 2Vˆ
T
0 Da`V
′
1Rτ
+ 2DT`V
′
1Rτ + (Vˆ
′
0)
TD``Vˆ
′
0
(29)
B = Vˆ T0 Da`Vˆ0 +D
T
`Vˆ0 + Vˆ
T
0 Da`V1Rτ +D
T
`V1Rτ + Vˆ
T
0 DR`Vˆ0
+ [(Vˆ T0 Da`)
′ + (D′`)
T ]V1S +
1
2
(DTRτV1S + V
T
1RτDa`Vˆ0 + V
T
1RτD
T
a`Vˆ0 + V
T
1RτD`)
+DT`V
′
1S + Vˆ
T
0 Da`V
′
1S +
1
2
(Vˆ ′0)
T (D`` +D
T
``)Vˆ0
(30)
C = Vˆ T0 D
T
a`V1S + V
T
1SD
T
a`Vˆ0 + V
T
1SD` + Vˆ
T
0 D``Vˆ0 (31)
D = (DT` + Vˆ
T
0 Da`)V1S (32)
Contribution by spanwise nonuniformity is seen through the derivative terms within
matrices A and B. One approach to calculating these derivative terms is by finite
differences, which is discussed later in Sec. 2.6.
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2.3 Generalized Timoshenko Beam Theory
The 2nd-order asymptotically-correct sectional strain energy from Eq. (28) is suffi-
ciently high in its order of accuracy such that one may transform it into that for a
generalized Timoshenko theory. One motivation for performing the transformation is
that the theory from Eq. (28) is difficult to use in practice, because of the presence
of derivatives of the classical strain measures. Another motivation is that the gener-
alized Timoshenko theory accounts for transverse shear, the importance of which is
discussed in Sec. 1.1.3.
Transverse shear modes of deformation cause additional rotations to the cross-
section in its deformed state. Therefore, a new coordinate system is introduced to
ensure that the B1 basis vector remains normal to the cross-section during deforma-
tion. To account for the additional rotations due to shear forces, shear angles 2γ12 and
2γ13 are introduced. Figure 3 depicts the situation in the x1-x3 plane. Derivations
from Sec. 2.2, which neglected transverse shear, employed the symbol Bi to denote
the basis vectors in the deformed state, but basis vectors neglecting transverse shear
are now denoted as Ti from this point forward. Vectors Ti and Bi are now the basis
vectors when transverse shear effects are neglected and included, respectively. The
classical 1D strain measures, which neglects transverse shear, are still given by Eq. (4)
while the 1D strain measures in a generalized Timoshenko model are
 = bγ11 κ1 κ2 κ3cT ; γs = b2γ12 2γ13cT (33)
The transformation is accomplished by combining kinematics, the 1D constitutive
law, and the 1D static equilibrium equations. Reference [57] shows that the kinematic
relationships, assuming small values of γ12 and γ13, between the strain measures to
be given by
γ¯11 = γ11
¯ = +Q γ′s + P γs
(34)
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Figure 3: Planar view of coordinate system used for transverse shear formulation
with 2γ13 exaggerated in magnitude (courtesy of Dewey H. Hodges)
where
Q =

0 0
0 0
0 −1
1 0

; P =

0 0
k2 k3
−k1 0
0 −k1

(35)
The form of the sectional strain energy in a generalized Timoshenko theory is
2U = TX+ 2TY γs + γ
T
s Gγs (36)
The 1D constitutive law is then
F1
M1
M2
M3
F2
F3

=
X Y
Y T G

 γs
 (37)
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It is helpful to introduce matrices R, S, and T as submatrices to the flexibility matrix
so that  R S
S
T
T

X Y
Y T G
 = ∆6 (38)
where ∆6 is the identity matrix of order six. From this definition of the flexibility
matrix, one may derive
R = (X − Y G−1Y T )−1
S = −RY G−1
T = (∆2 − STY )G−1
(39)
where ∆2 is the identity matrix of order two. The linearized 1D static equilibrium
equations, with applied loads set to zero, is taken from page 79 of Ref. [18] and
rearranged to read 
F1
M1
M2
M3
F2
F3

′
+
D3 D4
D2 D1


F1
M1
M2
M3
F2
F3

= 0 (40)
where
D1 =
 0 −k1
k1 0
 ; D2 =
 k3 0 0 0
−k2 0 0 0
 ; D3 =

0 0 0 0
0 0 −k3 k2
0 k3 0 −k1
0 −k2 k1 0

(41)
andD4 = Q−DT2 . Upon substituting Eq. (37) into Eq. (40) and taking the derivatives,
one may express the derivatives of the strain measures as γs

′
= −
[
Z
] γs
 (42)
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where [
Z
]
=
 R S
S
T
T


X Y
Y T G

′
+
D3 D4
D2 D1

X Y
Y T G

 (43)
By taking derivatives of the above equation, along with recursive substitutions, the
second and third derivatives of the strain measures are found as γs

′′
= [Z2]
 γs
 ;
 γs

′′′
= − [Z3]
 γs
 (44)
where
[Z2] = [Z]
2 − [Z]′
[Z3] = [Z]
′′ − 2[Z]′[Z]− [Z][Z]′ + [Z]3
(45)
Now one may find expressions for matricesX, Y , andG by substituting Eqs. (34), (42),
(43), (44), and (45) into Eq. (28), and then equating the resulting equation with
Eq. (36). The resulting equations involve the unknown stiffness matrices, its deriva-
tives, and known matrices A, B, C, and D. Note that if derivatives of k1, k2, and k3,
which implicitly appear in these equations, are nonzero, then it implies the presence
of nonlinear variations of twist and curvatures.
The resulting equations may be written as
X = XA +XB +XC +XD
Y = YA + YB + YC + YD
G = GA +GB +GC +GD
(46)
where the subscript indicates the source of the contribution. For example, YA rep-
resents the contribution to Y from stiffness matrix A whereas GD represents the
contribution to G from stiffness matrix D. If only terms up to 2nd-order in the small
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parameters are kept, then these individual contributions may be written as
XA = (∆4 −Q[Z]21)T A (∆4 −Q[Z]21)
XB = 2 (∆4 −Q[Z]21)T B (Q[Z2]21 − [Z]11 − P [Z]21)
XC = (Q[Z2]21 − [Z]11 − P [Z]21)T C(Q[Z2]21 − [Z]11 − P [Z]21)
XD = 2 (∆4 −Q[Z]21)T D([Z2]11 −Q[Z3]21 + P [Z2]21 − 2P ′[Z]21)
(47)
YA = (∆4 −Q[Z]21)T A (P −Q[Z]22)
YB = (∆4 −Q[Z]21)T B(Q[Z2]22 − [Z]12 − P [Z]22 + P ′)
+ ([Z]11 −Q[Z2]21 + P [Z]21)T BT (Q[Z]22 − P )
YC = (Q[Z2]21 − [Z]11 − P [Z]21)T C(Q[Z2]22 − [Z]12 − P [Z]22 + P ′)
YD = (∆4 −Q[Z]21)T D([Z2]12 −Q[Z3]22 + P [Z2]22 − 2P ′[Z]22)
+ (Q[Z3]21 − [Z2]11 − P [Z2]21 + 2P ′[Z]21)TDT (Q[Z]22 − P )
(48)
and
GA = (P −Q[Z]22)T A (P −Q[Z]22)
GB = 2 (P −Q[Z]22)T B(Q[Z2]22 − [Z]12 − P [Z]22 + P ′)
GC = (Q[Z2]22 − [Z]12 − P [Z]22 + P ′)T C(Q[Z2]22 − [Z]12 − P [Z]22 + P ′)
GD = 2 (P −Q[Z]22)T D([Z2]12 −Q[Z3]22 + P [Z2]22 − 2P ′[Z]22)
(49)
The matrices are partitioned such that subscript 11 refers to the partition occupying
rows 1–4 and columns 1–4, subscript 12 refers to the partition occupying rows 1–4
and columns 5–6, subscript 21 refers to the partition occupying rows 5–6 and columns
1–4, and subscript 22 refers to the partition occupying rows 5–6 and columns 5–6.
For clarity,
[Z] =
[Z]11 [Z]12
[Z]21 [Z]22
 ; [Z2] =
[Z2]11 [Z2]12
[Z2]21 [Z2]22
 ; [Z3] =
[Z3]11 [Z3]12
[Z3]21 [Z3]22
 (50)
Explicit expressions for matrices [Z]′ and [Z]′′ are found by simply taking derivatives
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of [Z]. Matrix [Z]′ is found to be
[Z]′ =
 R S
S
T
T

′ 
X Y
Y T G

′
+
D3 D4
D2 D1

X Y
Y T G


+
 R S
S
T
T


X Y
Y T G

′′
+
D3 D4
D2 D1

′ X Y
Y T G


+
 R S
S
T
T

D3 D4
D2 D1

X Y
Y T G

′
(51)
[Z]′′ may be simplified by discarding terms that are higher than 2nd-order in terms
of the small parameters. The submatrices of [Z]′′, after discarding most higher-order
terms, are then
[Z]′′11 = R
′′
QY T + 2R
′
Q(Y T )′ +RQ(Y T )′′
[Z]′′12 = R
′′
QG+ 2R
′
QG′ +RQG′′
[Z]′′21 = (S
T
)′′QY T + 2(S
T
)′Q(Y T )′ + S
T
Q(Y T )′′
[Z]′′22 = (S
T
)′′QG+ 2(S
T
)′QG′ + S
T
QG′′
(52)
This particular problem is then restated as finding X, Y , and G to satisfy Eq. (46).
Due to modeling spanwise nonuniformity, the system of nonlinear equations are
2nd-order ordinary differential equations (ODEs) in X, Y , and G. Submatrices of
the flexibility matrix R, S, and T are fully defined by X, Y , and G, so the presence
of derivatives of these flexibility submatrices does not change the system from being
a system of nonlinear 2nd-order ODEs in any quantities other than X, Y , and G.
Section 2.7 discusses one approach to solving these equations.
2.4 Reduced Classical Beam Stiffness Matrix
In addition to transforming the 2nd-order asymptotically-correct energy into general-
ized Timoshenko form, it is also desirable to be able to transform it into the form from
classical beam theory. The stiffness matrix from such a transformation is referred to
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as the reduced classical stiffness matrix Ac`. This matrix would be compatible with
1D global analysis based on classical beam theory, which is still widely used. This
matrix is more accurate than simply using the classical stiffness matrix from Eq. (20),
because it is derived from a higher-order theory and includes geometric corrections
from spanwise nonuniformity, initial twist, and initial curvatures.
The transformation is performed in a similar manner as the transformation to
generalized Timoshenko form. The main idea is to eliminate derivatives of the classical
strain measures, which is accomplished using the 1D constitutive law and the 1D static
equilibrium equations. Unfortunately, the transformation does not work in practice.
First, the described transformation is not valid for prismatic beams. Regarding beams
that are not prismatic, an issue arises due to a need to take the inverse of a matrix
that is either singular or nearly singular. The derivation and the issue are both
documented in Appendix D.
The reduced classical stiffness matrix Ac` may still be found. One can recover Ac`
from the 6×6 generalized Timoshenko stiffness matrix by a “condensation” of shear
strain measures. The strain energy from generalized Timoshenko theory is derived
from the 2nd-order asymptotically-correct energy along with kinematics. Therefore,
both energies must be identical in cases where the shear strain measures are zero.
Stiffness matrix Ac` could then be recovered by minimizing the generalized Timo-
shenko energy with respect to shear strain measures, which results in the following
relationship:
Ac` = X − Y G−1Y T (53)
2.5 Recovery Relations
A complete 2D cross-sectional analysis would provide relations for the 3D stress,
strain, and displacement fields. These quantities became lost to the 1D global anal-
ysis due to dimensional reduction, so relations which use results from the 1D global
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analysis are needed to recover these quantities. The 1D strain measures are more
abstract, so derivations here are based on 1D stress resultants and displacements as
inputs to the recovery relations. Recovery relations are shown for the generalized
Timoshenko theory and not for classical theory, because classical theory does not
account for nonuniformity effects.
From the 2nd-order asymptotically-correct theory, the warping field that is correct
up to O(a/R) and O(a/`) is expressed as
w(x1, x2, x3) = S(x1, x2, x3)
[
(Vˆ0 + V1Rτ )¯+ V1S ¯
′
]
(54)
The 3D strain field, in terms of 1D generalized Timoshenko strain measures and its
derivatives, is derived by substituting Eqs. (54) and (34) into Eq. (5). The result
explicitly reads
Γ = Γ`SV1S
′′ + Γ`SV1SQγ′′′s + Γ`SV1SPγ
′′
s + Γ`SV1SP
′′γs + 2Γ`SV1SP ′γ′s+[
(Γa + ΓR)SV1S + Γ`S(Vˆ0 + V1Rτ + V
′
1S) + Γ`S
′V1S
]
(′ +Qγ′′s + Pγ
′
s + P
′γs)+[
(Γa + ΓR)S(Vˆ0 + V1Rτ ) + Γ + Γ`S(Vˆ
′
0 + V
′
1Rτ ) + Γ`S
′(Vˆ0 + V1Rτ )
]
(+Qγ′s + Pγs)
(55)
Derivatives of the generalized Timoshenko strain measures are needed, so they are
derived from the 1D constitutive law. Let SR be the stiffness matrix of a rearranged
form of Eq. (37) so that
R = S
−1
R FR (56)
where R = bγ11 2γ12 2γ13 κ1 κ2 κ3cT and FR = bF1 F2 F3 M1 M2 M3cT . Unlike the
derivation of the strain energy, calculations of strains need to include distributed
applied and inertial loads to be sufficiently accurate. The first derivative of FR is
found from the 1D nonlinear equilibrium equations (Eq. (5.39) of Ref. [18]) and given
here as
F ′R = −RRFR − φ = −
 K˜ O3
e˜1 + γ˜ K˜
FR − φ (57)
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where φ = bf1 f2 f3 m1 m2 m3cT is the distributed 1D applied and inertial loads in
the Bi basis. Differentiating Eq. (57), while applying recursive relationships, results
in
F ′′R = (R
2
R −R′R)FR +RRφ− φ′
F ′′′R = (−R3R +RRR′R + 2R′RRR −R′′R)FR + (−R2R + 2R′R)φ+RRφ′ − φ′′
(58)
Differentiating Eq. (56) results in
′R = S
−1
R F
′
R + (S
−1
R )
′FR
′′R = S
−1
R F
′′
R + 2(S
−1
R )
′F ′R + (S
−1
R )
′′FR
′′′R = S
−1
R F
′′′
R + 3(S
−1
R )
′F ′′R + 3(S
−1
R )
′′F ′R + (S
−1
R )
′′′FR
(59)
Finally, Eqs. (57) and (58) may be substituted into Eq. (59) to obtain derivatives of
the generalized Timoshenko strain measures, which are then substituted into Eq. (55)
for the 3D strain field. The stress field is calculated using Hooke’s law.
The 3D displacement field is found using the following expression
Ui(x1, x2, x3) = ui(x1) + xα [Cαi(x1)− δαi] + Cji(x1)wj(x1, x2, x3) (60)
where Cij are components of the direction cosine matrix representing finite rotations
of the cross-sectional frame of the deformed beam. Both ui and Cij are outputs from
the 1D global analysis, which are inputs to the recovery relations.
2.6 Calculating Derivatives by Finite Differences
The formulations thus far show that effects of spanwise nonuniformity originate from
the appearance of derivative terms, so this section discusses one way of approximating
the derivatives. One type of derivatives are pointwise derivatives, such as D′` and Vˆ
′
0 ,
which are functions of all three spatial variables. The calculations of DRτ , V1Rτ , A,
and B are influenced by pointwise derivatives as shown in Eqs. (26), (29), and (30).
Another type of derivatives are sectionwise derivatives, such as X ′ and R
′
, which are
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only defined for sections. The sectionwise derivatives appear in Eqs. (51) and (52),
so they influence calculations of the generalized Timoshenko stiffness matrices X, Y
and G. Both pointwise and sectionwise derivatives appear in the recovery relations.
Analytical formulae to both pointwise and sectionwise derivatives may be impos-
sible to derive. Therefore they are approximated by finite differences. The main idea
of derivative approximation by finite differences is that derivatives of a locally-smooth
function f(x1) may be approximated at location x1 = m by Taylor series expansions
about location x1 = m, which implies that f(x1) is needed at certain locations within
a small radius from x1 = m. These formulae are easily derived for derivatives of any
order up to any order of accuracy (in terms of a parameter that represents a small
distance from x1 = m). Not that the order of accuracy from derivative approxi-
mations correspond in meaning to the order of accuracy from cross-sectional analysis
quantities, e.g. 2nd-order energy; but the experience of this author in performing these
computations leads to a recommendation of using derivative approximation formulae
that are at least 2nd-order accurate.
Figure 4 illustrates an example of applying finite differences. Let the decision be
made that 1st-order derivatives at location x1 = m are to be approximated by the
2nd-order accurate central-difference approximation of
f ′(m) ≈ f(m+ h)− f(m− h)
2h
(61)
where x1 = (m + h) and (m− h) are both considered to be near enough to x1 = m.
Finite element meshes at locations x1 = (m − h),m, and (m + h) are drawn so
that f(x1) may be computed at these three locations. Computations of sectionwise
derivatives are straightforward. Pointwise derivatives are computed between points
having the same values of x2 and x3. An implication of employing the finite element
method is that pointwise functions are computed only at x2 and x3 locations where
a node is placed in the mesh.
The sections of realistic rotary and fixed wings are complicated enough that it
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Figure 4: Example of approximating derivatives by finite differences with three
sections
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is rarely practical to generate meshes, such that corresponding nodes exist for each
mesh at all points where pointwise derivatives are desired. If pointwise values are
needed at a point, where a node does not exist but the point is within the planar
space occupied by a finite element, then one way to find the pointwise values would be
by planar interpolation using known pointwise values (which would be from the nodal
locations of the planar finite element). The described situation gives rise to the term
S ′. The shape function S is defined for any point given its planar coordinates within
each planar element. If a planar element in one section is identical to another element
from its adjacent section in all aspects, including the physical x2- and x3-coordinates
that define their planar elemental boundaries, then S is not a function of x1 within
the x2-x3 space of that element. In other words, variations of S in the x1-direction
appear if mismatches in elements and nodes exist between adjacent sections.
In situations where corresponding points cannot exist between meshes, then either
a forward- or backward-difference approximation will instead be applied. A good
example is the tapered beam from Fig. 1. It is clear there that for points on the
upper and lower edges, there are no corresponding points if a mesh is generated to
the right. The pointwise derivative for these points would have to be approximated
by differencing with a mesh to the left.
A subtle yet important point, related to the previous paragraph, concerns that of
nonuniform beams composed of multiple materials. Figure 5 illustrates an example
of a beam composed of two different materials. Location of points forming the outer
boundary of each section does not vary along the span, but spanwise nonuniformity
exists from having a spanwise shift in the location of the boundary between materi-
als. One must realize that pointwise derivatives, for points located on the boundary
between two materials, are discontinuous with respect to any direction which causes
a discontinuity in material. It is unclear how to determine derivatives at these bound-
ary points. It is clear, however, that usage of the approximation by finite differences
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to calculate pointwise derivatives must not involve points composed of different ma-
terials. Even for points that are merely located near a boundary, care must be taken
so that derivatives are approximated using only points from the common material
as that of the points of interest. These thoughts imply that pointwise derivatives
near the material boundaries would likely be approximated by either a forward- or a
backward-difference scheme, depending on which is appropriate. Note that undefined
pointwise derivatives prevent calculations of the 3D recovery relations, however, sec-
tion properties such as inertial and stiffness matrices may still be calculated. Recall
that these section properties are found by integration over the cross-section. There-
fore, the cross-section may be treated as multiple sections without material boundaries
so that section properties of the original section are found by summation of properties
from each smaller section. The lesson of this simple example is easily applicable to
rotary and fixed wings, where a spanwise shift in location of the boundary of two
adjacent components is a definite possibility.
It should be evident now that approximating derivatives by finite differences re-
quires deliberation. As an example, the end of Sec. 2.7 provides detailed decisions on
how to perform these derivative approximations for a tapered beam with the geometry
as shown in Fig. 1.
2.7 Numerical Solution Procedure
The theory presented is admittedly complicated, so an overview of its solution pro-
cedure is presented. Figure 6 illustrates the entire procedure from preprocessing of
cross-sectional finite element meshes to application of recovery relations. A version of
VABS featuring nonuniformity effects has not officially been released, so boxes within
Fig. 6 having the label of “VABS” refer to a modified version of VABS featuring
nonuniformity effects.
A brief description of each step from Fig. 6 is now given. The “PreProcess” step
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Figure 5: Example of spanwise nonuniformity from material boundary
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VABS
Neglect Nonuniformity
PreProcess
Global Difference 1
VABS
1st-order Warping
Global Difference 2
VABS
2nd-order Energy
Nonlinear Solver
Global 1D Analysis
VABS
3D Recovery Relations
Figure 6: Solution procedure
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refers to generation of the finite element meshes for not only the cross-section(s) of
interest, where elastic stiffness constants are desired, but also for all other cross-
sections needed for the derivative approximations. An analysis, neglecting nonuni-
formity effect, is then performed by VABS on each cross-section. A nonlinear solver,
separate from VABS, may be needed to find the generalized Timoshenko stiffness ma-
trices from Eq. (46) even when nonuniformity effects are neglected (to be discussed
in Chap. 3). The “Global Difference 1” step then performs derivative approxima-
tions to approximate both pointwise derivatives needed in Eqs. (16) and (26), as well
as sectionwise derivatives needed in Eqs. (51) and (52). A second round of VABS
analysis is performed for each section to solve for the 1st-order warping fields. The
“Global Difference 2” step then approximates derivatives of the 1st-order warping
fields, which are needed as inputs to Eqs. (29) and (30). A third round of VABS
analysis is then performed only at the section(s) of interest to attain A, B, C, and
D. For the section(s) of interest, a nonlinear solver is then applied to solve Eq. (46)
for the generalized Timoshenko stiffness matrices. In the case of rotating beams such
as rotor blades, the generalized Timoshenko stiffness matrices, inertial properties,
and stiffness matrices associated with rotational effects (see pp. 88–96 of Ref. [18])
then complete the beam properties for use as inputs into a blade structural dynamics
analysis. Outputs from the 1D global analysis, the flexibility matrix, applied loading
terms as well as its derivatives are needed as inputs to VABS in the recovery relations.
Aside from the approximation inherently associated with finite differences, there is
an additional approximation with the procedure shown due to nonuniformity. Recall
that Eq. (46) is to be solved to attain the generalized Timoshenko stiffness matrices
and that it represents a nonlinear system of ODEs, which may be simplified to a
nonlinear system of algebraic equations at each particular section presuming knowl-
edge of the derivatives of the generalized Timoshenko stiffness matrices. Figure 6
shows that these particular derivatives are found from “Global Difference 1,” which
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means that the derivatives are approximated from applying finite differences based
on stiffness matrices neglecting nonuniformity effects. Nonuniformity effects represent
higher-order corrections to the 0th-order solution, found for the cross-section as if the
beam is prismatic. Therefore, the accuracy of approximating derivatives of stiffness
matrices in this manner may be characterized as being 0th-order accurate in terms
of small parameters of the cross-sectional analysis. Upon solving for the generalized
Timoshenko stiffness matrices from “Nonlinear Solver,” one may update the deriva-
tive approximations and will likely not find it to match the original approximations.
While it may be possible for one to form an outer loop to the procedure described
in an attempt to achieve convergence in the derivatives, this author is not in favor
of this action. The formation of this outer loop would be an attempt to solve the
original nonlinear system of ODEs, but not having any boundary conditions means
that uniqueness of the solution cannot be guaranteed. One could find a solution, to
the system of ODEs, and that it could well be a poor representation of the actual
stiffness matrices.
With the numerical solution procedure presented, decisions regarding how to per-
form the derivative approximations may be explained by taking the linearly tapered
beam from Fig. 1 as an example. In this paragraph, keep in mind that only derivative
approximations that are at least 2nd-order accurate are used. Also keep in mind that
central-difference approximations are preferred over forward- and backward-difference
approximations. Assuming that only accurate stiffness matrices at one section are
desired, then use of Eq. (61) to approximate V ′1Rτ and V
′
1S from “Global Difference 2”
would require knowledge of V1Rτ and V1S at both sections adjacent to the section of
interest. In order for V1Rτ and V1S to be accurate at the two adjacent sections would
require that their pointwise derivatives, calculated from “Global Difference 1,” should
be at least 2nd-order accurate. For the section to the left of our section of interest,
this last requirement may be satisfied by applying Eq. (61) using values from its own
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two adjacent sections. For the section to the right of our section of interest, 2nd-order
accurate pointwise derivatives from “Global Difference 1” may also use Eq. (61) for
most points. Points for which Eq. (61) is not applicable, e.g. those lying on the upper
and lower edges, 2nd-order accurate pointwise derivatives may only be attained by the
backward-difference approximation of
f ′(m) ≈ 3f(m)− 4f(m− h) + f(m− 2h)
2h
(62)
From this discussion, it appears that the “PreProcess” step requires generation of
finite element meshes for sections located at x1 = (m− 2h), (m− h),m, and (m+ h)
to attain stiffness matrices at x1 = m that are based on 2
nd-order approximations.
This simple example is by no means sufficiently general to apply its decisions on finite
differences to all sections, but only serves to exemplify the type of reasoning involved.
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CHAPTER III
TRANSFORMATION TO GENERALIZED TIMOSHENKO
FORM FOR UNIFORM BEAMS
Issues in obtaining the generalized Timoshenko stiffness matrix for uniform beams
are identified and discussed herein. These issues must be resolved for the uniform
case before it can be applied to the nonuniform case. The procedure to obtain the
generalized Timoshenko stiffness matrix for nonuniform beams, described in Sec. 2.3,
remains valid for uniform beams. Without spanwise nonuniformity, solving stiffness
matrices X, Y , and G is reduced to solving a set of nonlinear algebraic equations.
For uniform beams, the system of equations to be solved is
X = XA +XB +XC +XD
Y = YA + YB + YC + YD
G = GA +GB +GC +GD
(63)
These individual contributions may be written as
XA = (∆4 −Q[Z]21)T A (∆4 −Q[Z]21)
XB = 2 (∆4 −Q[Z]21)T B (Q[Z2]21 − [Z]11 − P [Z]21)
XC = (Q[Z2]21 − [Z]11 − P [Z]21)T C(Q[Z2]21 − [Z]11 − P [Z]21)
XD = 2 (∆4 −Q[Z]21)T D([Z2]11 −Q[Z3]21 + P [Z2]21)
(64)
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YA = (∆4 −Q[Z]21)T A (P −Q[Z]22)
YB = (∆4 −Q[Z]21)T B (Q[Z2]22 − [Z]12 − P [Z]22)
+ ([Z]11 −Q[Z2]21 + P [Z]21)T BT (Q[Z]22 − P )
YC = (Q[Z2]21 − [Z]11 − P [Z]21)T C (Q[Z2]22 − [Z]12 − P [Z]22)
YD = (∆4 −Q[Z]21)T D ([Z2]12 −Q[Z3]22 + P [Z2]22)
+ (Q[Z3]21 − [Z2]11 − P [Z2]21)T DT (Q[Z]22 − P )
(65)
and
GA = (P −Q[Z]22)T A (P −Q[Z]22)
GB = 2 (P −Q[Z]22)T B (Q[Z2]22 − [Z]12 − P [Z]22)
GC = (Q[Z2]22 − [Z]12 − P [Z]22)T C (Q[Z2]22 − [Z]12 − P [Z]22)
GD = 2 (P −Q[Z]22)T D ([Z2]12 −Q[Z3]22 + P [Z2]22)
(66)
where [Z2] = [Z]
2, [Z3] = [Z]
3. Matrix [Z], which is reduced from its form in Eq. (43),
is now simply [
Z
]
=
 R S
ST T

D3 D4
D2 D1

X Y
Y T G
 (67)
This particular problem is then restated as finding X, Y , and G to satisfy Eq. (63).
The solution to this problem inside VABS is given in Ref. [53] and is based on
a perturbation technique. Its idea is that matrices X, Y , and G may be expanded
into asymptotic series, thus these matrices may be satisfactorily solved up to the
desired order of accuracy. This desired order of accuracy is two in terms of the
small parameters, because the transformation process started with an energy that
is asymptotically-correct up to 2nd-order. This means that X, Y , and G all need
to be accurate up to 2nd-order. As with typical perturbation methods, the solutions
are obtained successively from 0th-order up to higher orders. Note that the 0th-order
solution corresponds to the stiffness constants of a uniform beam that is prismatic, i.e.
having no twist and curvatures such that k1 = k2 = k3 = 0. The impetus, from Ref.
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[53], to using the perturbation method is that the equations become simple enough
that analytical solutions are derived.
3.1 Prismatic Beams
Two issues are identified with the 0th-order solution in VABS. The first issue is that
the system of equations to be solved, i.e. Eqs. (63), (64), (65), and (66), is missing
some terms. A convenient relationship, which may be proved and used in lieu of
Eq. (64), is written as
X = A+ Y G−1Y T (68)
The above relationship is used in VABS, regardless if the beam is prismatic or not,
and is discussed more in the next section. Contributions to Y and G by the known
stiffness matrices, A, B, C, and D, may be written as
YA = AQG
−1Y TA−1QG+ Y QTA−1Y G−1QTAQG−1Y TA−1QG
YB = −BA−1QG− Y QTA−1Y G−1QTBA−1QG− Y QTA−1BTQG−1Y TA−1QG
YC = Y Q
TA−1CA−1QG
YD = 0
(69)
and
GA = GQ
TA−1Y G−1QTAQG−1Y TA−1QG
GB = −2GQTA−1Y G−1QTBA−1QG
GC = GQ
TA−1CA−1QG
GD = 0
(70)
where the underlined terms represent terms that are missing in the current VABS
formulation. There are cases where these underlined terms are negligible, but the
terms cannot be neglected in general. Note that the addition of these underlined
terms means that a simple 0th-order analytical solution may not exist. Therefore, the
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original impetus to using the perturbation method is somewhat lost. Note that these
terms are purposely dropped in the current VABS formulation as they are thought
to be higher-order terms. The second issue is that the 0th-order solution in VABS
is only an approximation. In general, it is an approximation even in cases where
the underlined terms may be neglected. The derivation to the solution involves a
projection, which reduces the order of the system, and renders the resulting solution
as merely an approximation. The intention of pointing out this projection is not to
pass judgment on whether or not it is a good approximation, but rather to point
out that it is an approximation and should be recognized as such (it was previously
thought to be the exact solution). In spite of these two issues, the VABS prediction
amazingly does satisfy the system of equations given here for all isotropic cross-
sections examined by this author. Reference [31] also reports similar success for the
VABS prediction to isotropic prismatic cross-sections. To avoid confusions that may
develop with the passage of time, all results in this chapter listed as VABS results are
from VABS 3.1.
Two composite box beam cross-sections are now introduced to illustrate the two
issues. Both sections have the same geometry, but with different material properties.
The geometry is given by Fig. 7 with the dimensions b = 0.9530 in, a = 0.5300 in, and
t = 0.030 in. The beam reference line is chosen to coincide with the centroid of the
section. The x2- and x3-axes are parallel to the line segments defining lengths b and
a, respectively, while the positive x1–direction is coming out of the page. Naming
conventions of the two sections are CUS and CAS1, which follow names given on
pages 73 and 70 from Ref. [53], respectively. Both sections are made of AS4/3501-6
graphite/epoxy. This material has the properties E11 = 20.59× 106 psi, E22 = E33 =
1.420× 106 psi, G12 = G13 = 0.8700× 106 psi, and G23 = 0.6960× 106 psi. Poisson’s
ratios are ν12 = ν13 = 0.30 and ν23 = 0.34 for the CUS section. Poisson’s ratios are
ν12 = ν13 = ν23 = 0.42 for the CAS1 section. The density is ρ = 0.001774 slug/in
3.
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Layup angles for all walls are [15◦]6 for the CUS section. Layup angles are [15◦]6 in the
upper wall, [−15◦]6 in the lower wall, [±15◦]6 in the left wall, and [∓15◦]6 in the right
wall for the CAS1 section. Results to experimental testing of these two sections are
found in Ref. [7]. In addition to Ref. [53], these two sections have also been studied
theoretically in Refs. [7], [23], [31], and [35]. VABS input files to both sections are
taken from the example files, which are part of the package in the distribution of
VABS.
b
a t
Figure 7: CUS and CAS1 cross-sectional geometry (courtesy of Dewey H. Hodges)
The prismatic CUS section is a case where the missing terms are not negligible.
Tables (1) and (2) demonstrate this point by displaying calculations that neglect
and include the underlined terms, respectively. The column labeled “VABS” is the
VABS prediction. The five rightmost columns are calculated using Eqs. (63), (69),
and (70) while using values from the VABS prediction. Some columns are indicated
by a letter, where the letter signifies the origin of the contribution. The rightmost
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column shows the total values of X, Y , and G calculated from the equations. It is
clear that contributions by some of the underlined terms, such as GB(1, 1) are not
negligible. Note also that the true solution to X, Y , and G must match the calculated
results. The VABS prediction may be considered a solution if the underlined terms
are neglected, but is not acceptable as the solution if including those terms. Table
(3) shows the prediction, from the nonlinear solver “fsolve” in Matlab, by directly
solving the equations iteratively without applying the perturbation method. The
default search option within “fsolve”, which is the trust-region dogleg method, is the
iterative method used in solving the equations. According to the Matlab documents,
this “algorithm is a variant of the Powell dogleg method described in” Ref. [36] and
“is similar in nature to the algorithm implemented in” Ref. [29]. Note that the Matlab
prediction to X33, X44, Y31, Y42, G11, and G22 are drastically different than the VABS
prediction. The prediction from the Matlab solver does satisfy the equations including
underlined terms, so it is considered a numerical solution. Table (3) also shows the
prediction from NABSA, which gives outstanding agreement with the Matlab solver.
The NABSA results are taken from Ref. [53].
The prismatic CAS1 cross-section is a case where the VABS prediction is not the
true solution despite having all underlined terms being negligible. This is evident
from Table (4), which displays calculations of X, Y , and G while using values from
the VABS prediction. Only results including the underlined terms are shown (since
neglecting those terms yield no difference) and the organization is in the same format
as Table (2). A few of the calculated stiffness constants, such as Y11, does not match
the original VABS prediction, so the VABS prediction is not the true solution. Note
that the Matlab solver could not find a solution in this example.
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3.2 Initially Twisted and Curved Beams
The two issues with VABS, which are identified in the last section related to prismatic
beams, are amplified with uniform beams featuring initial twist and/or curvature.
Solutions to X, Y , and G are now sought up to 2nd-order. One of the issues from
the prismatic case is that the VABS formulation is missing some terms, which are
underlined in Eqs. (69) and (70) for Y and G, respectively. In the case of initially
twisted and/or curved beams, the VABS formulation is also missing 1st- and 2nd-order
terms. This means that even if the 0th-order prediction from VABS is acceptable, its
formulation to the 1st- and 2nd-order corrections to X, Y , and G cannot be correct
in general due to not including all terms. The other issue from the prismatic case is
that the VABS prediction is a mere approximation. Having an error in the 0th-order
solution of a perturbation method has the undesirable property that the error will be
propagated into its higher-order calculations.
A third issue, which pertains to beams that are not prismatic, is the VABS usage
of Eq. (68) to calculate X. In the case of a prismatic beam, the 4×4 stiffness matrix
A is what is recovered from the 6×6 generalized Timoshenko stiffness matrix by a
“condensation” of shear strain measures. In other words, A = Ac` in the case of
prismatic beams. Equation (68) is not valid if the beam is not prismatic, because the
described “condensation” procedure implicitly assumes that all geometric corrections
to classical theory are embodied in A. An examination of Eq. (30) shows that geo-
metric effects from initial twist and curvatures also affect stiffness matrix B. In fact,
nonuniformity effects also appear in Eq. (30), so Eq. (68) is neither valid in the case
of nonuniform beams. For beams that are not prismatic, one must then calculate X
from Eq. (64).
Nonzero stiffness constants, for the CUS section, are plotted as functions of k1 to
demonstrate the discrepancy between solutions from VABS and the Matlab solver.
The axis of twist is set to coincide with the beam reference line. Figures 8, 9, 10,
51
11, 12, 13, 14, 15, and 16 show the plots of X11, X22, X33, X44, X21, Y31, Y42, G11
and G22, respectively. Of the different values of k1 examined, the least value for the
radius of twist is R = 1/k1 = 10 in, so the largest value of the ratio of characteristic
length to R is 0.0953 if b is taken as the characteristic length. Excellent agreement
exists between the two solutions for the extension stiffness X11, the torsional stiffness
X22, and the extension-twist coupling X21. The other plotted quantities do not share
such excellent agreement. Some of the curves, such as bending stiffness X33 and
shear stiffness G11, do not even share the same sign in its derivative, with respect
to k1, between the two solutions. The plots of bending stiffness X33, bending-shear
coupling Y31, and shear stiffness G11 are indications that the VABS solution is missing
2nd-order terms. The plots of bending stiffness X44 and shear stiffness G22 are fairly
linear, so the discrepancy between solutions from VABS and the Matlab solver there
seem mostly due to the offset between their prismatic values.
It is known that the global behavior of beams with similar reduced classical stiff-
ness matrices can be closely matched even if their generalized Timoshenko stiffness
matrices are quite different. As already discussed, the VABS solution incorrectly
uses Eq. (68) even when the beam is not prismatic. The reduced classical stiffness
matrix from VABS is then simply equal to A. Figures 17, 18, 19, 20, and 21 show
the extensional stiffness, torsional stiffness, bending stiffness about x2, bending stiff-
ness about x3, and extension-twist coupling, respectively, from the reduced classical
stiffness matrix. Components to the reduced classical stiffness matrix not plotted are
negligible. Results between the Matlab solver and VABS here are exactly equal for
the extensional stiffness, torsional stiffness, and extension-twist coupling for all values
of k1. For the prismatic case, even the two bending stiffness terms are exactly equal.
The departure in the bending stiffness terms from the prismatic case reflects the error
from usage of Eq. (68). The results of these figures are to be kept in mind for the
discussion of results in Sec. 3.4.
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Figure 8: Generalized Timoshenko extension stiffness, X11, for the CUS section
featuring initial twist
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Figure 9: Generalized Timoshenko torsional stiffness, X22, for the CUS section
featuring initial twist
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Figure 10: Generalized Timoshenko bending stiffness, X33, for the CUS section
featuring initial twist
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Figure 11: Generalized Timoshenko bending stiffness, X44, for the CUS section
featuring initial twist
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Figure 12: Generalized Timoshenko extension-twist coupling, X21, for the CUS
section featuring initial twist
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Figure 13: Generalized Timoshenko bending-shear coupling, Y31, for the CUS sec-
tion featuring initial twist
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Figure 14: Generalized Timoshenko bending-shear coupling, Y42, for the CUS sec-
tion featuring initial twist
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Figure 15: Generalized Timoshenko shear stiffness, G11, for the CUS section fea-
turing initial twist
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Figure 16: Generalized Timoshenko shear stiffness, G22, for the CUS section fea-
turing initial twist
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Figure 17: Reduced classical extension stiffness, Ac`(1, 1), for the CUS section fea-
turing initial twist
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Figure 18: Reduced classical torsional stiffness, Ac`(2, 2), for the CUS section fea-
turing initial twist
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Figure 19: Reduced classical bending stiffness, Ac`(3, 3), for the CUS section fea-
turing initial twist
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Figure 20: Reduced classical bending stiffness, Ac`(4, 4), for the CUS section fea-
turing initial twist
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Figure 21: Reduced classical extension-twist coupling, Ac`(2, 1), for the CUS section
featuring initial twist
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Excellent agreement exists, between the solutions from VABS and the Matlab
solver, for the case of an isotropic square cross-section with initial twist. The section
of interest has sides of length 0.500 in with material properties of E = 2.600 × 107
psi and ν = 0.30. The axis of twist and the beam reference line are both set to
coincide with the locus of cross-sectional centroids. The x2- and x3-axes are parallel
to the two line segments defining the sides, while the positive x1-direction forms an
orthogonal right-handed coordinate system with the x2- and x3-axes. The stiffness
constants are tabulated in Tables 5 and 6 for solutions from VABS and the Matlab
solver, respectively. If the length of the side is taken as the characteristic length a,
then the largest value of a/R chosen here is 0.05. Both solutions share the same
trends with k1 as a result of the excellent agreement.
An observation, from inspecting results to both the CUS section and the isotropic
square section, is that the effects of initial twist are different for the two sections. An
example of this difference is that the curve of X22, as a function of k1, has a downward
concavity for the CUS section whereas it has an upward concavity for the isotropic
square section. Since both sections are geometrically symmetric about both the x2-
and x3-axes, the difference in the effects brought on by k1 for the two sections are
due to material properties. In particular, material properties for the CUS section are
direction-dependent whereas they are not for the isotropic square section. Therefore,
the effects of k1 on stiffness constants may be understood for specific sections, but
it cannot be easily described in general especially for sections composed of direction-
dependent materials and lacking geometric symmetry.
Results from the Matlab solver confirm that Eq. (68), which is derived from a
“condensation” of shear strain measures, is not valid unless the beam is prismatic.
One may verify this by substituting solutions from the Matlab solver into Eq. (68) and
see that the equation is not satisfied. The equation is always satisfied by the VABS
solution, because there X is incorrectly calculated from Eq. (68) and satisfaction
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of the equation is forced. Let the residual matrix of Eq. (68) be defined as the
difference between its right-hand and left-hand sides. For both the CUS and isotropic
square sections, magnitudes of components of the residual increases as k1 deviates
from being prismatic. For the isotropic square section, at least the magnitudes are
negligibly small (in comparison to magnitudes of its respective components in A) so
that usage of Eq. (68) is decent.
Lastly, it is significant to note that the Matlab solver could not find a solution to
its system of equations for cases inspected by this author whenever a nonzero value of
either k2 or k3 exists. Along with the inability of the Matlab solver to find a solution
to the prismatic CAS1 section, it seems that consistency in finding the solution to
the system of equations is still elusive at this point.
3.3 Solution by Iterative Method
If the solution to the system of equations from Eq. (63) is to be found with no
approximations, then a direct iterative method seems to have advantages over the
perturbation method. For the general case of a beam with nonzero k1, k2, and k3
values, the perturbation method entails successively solving three systems of nonlinear
algebraic equations. Each system represents a problem to be solved for the solution
to be accurate up to a certain order. As with most nonlinear systems of equations,
the systems in this case do not appear to have simple analytical solutions. It would
then seem that each system would have to be solved with an iterative method. The
perturbation method is clearly impractical considering that only one system needs to
be solved by directly solving the original system prior to applying the perturbation
method.
Quite a few issues do exist with trying to solve Eq. (63) with no approximations.
A nonlinear system of equations may have a unique solution, multiple solutions, or
no solution. While it has been presumed here that a structure would deform in a
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repeatable manner when loaded under the same conditions, the uniqueness that a set
of stiffness constants exist may be found for each condition is lost here by the ap-
proximation of equating the 2nd-order asymptotically-correct refined and generalized
Timoshenko energies. The iterative method may not find a solution (assuming one
exists) and has no obvious way of deciding if a found solution is reasonable.
The perturbation method may still be useful, especially if approximations are al-
lowed. For example, allowing a least squares approximation to be called the solution
makes it possible that analytical formulae may be found for such a least squares
solution. The perturbation method may then facilitate the derivation to the analyt-
ical formulae, because it would decompose the original system into smaller systems.
Unlike finding solutions iteratively, having analytical formulae removes the issue of
not finding a solution (assuming that issues such as having to take the inverse of a
singular matrix does not arise).
3.4 Implications on Global Analysis
This section shows the differences, in results to the 1D global beam analysis, between
calculations using stiffness constants from the Matlab solver and from VABS for a
specific example. It is a cantilevered beam with the CUS cross-section. The external
applied loading is the weight, but with a gravitational acceleration that is ten times
that near our planet’s surface. This loading is chosen as a crude representation for
loading on wings of a commercial fixed-wing aircraft. For example, the Boeing 747-8
has a maximum takeoff-weight to wing weight ratio that is slightly greater than ten.
The direction of the loading is always along the negative x3-direction. The beam
length is L = 0.953 ft, so that the ratio of beam length to the length of its dominant
cross-sectional side is L/b = 12. To be consistent with the properties shown on Figs.
8, 9, 10, 11, 12, 13, 14, 15, and 16, the axis of twist and beam reference line both
coincide with the locus of cross-sectional centroids. At the root section, the orientation
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is set such that the local x3-axis coincides with the x3-axis from the global absolute
reference frame. In other words, the local x3-axis at the root section is in the opposite
direction as the direction of loading. The beam axial coordinate has values x1 = 0 at
the fixed end and x1 = L at the free end.
The 1D global beam analysis is performed using NATASHA [32]. The beam theory
embedded in NATASHA is nonlinear, geometrically-exact, based on fully intrinsic
variables, and fully compatible with the generalized Timoshenko theory presented in
this thesis. To ensure convergence in results, 25 beam elements and 26 nodes are
chosen for the 1D analysis.
3.4.1 Static Analysis
The tip displacements of the beam are now shown. Figures 22 and 23 show the lateral
displacement u2 and the vertical displacement u3, respectively, as functions of initial
twist k1. Due to the loading chosen, the extensional displacement u1 and elastic twist
are negligible. Displacements reported here are in the global absolute reference frame.
Note that the calculated displacements here are small enough so that predictions from
a linearized beam theory may be adequate.
Results of the lateral displacement, from Fig. 22, show decent correlation between
calculations from the two different sets of stiffness constants. Both curves show a
highly linear relation with k1. The asymmetry in the cross-section, that occur from
introducing an initial twist without changing the direction of the applied loading
vector, causes the lateral deflection to increase as the twist increases. The correlation
between the two curves decreases as the beam deviates from the prismatic case, which
reflects that the prismatic case shows the best correlation in the reduced classical
bending stiffness about the x2-axis from Fig. 19.
A striking observation from results of the vertical displacement, from Fig. 23, is
that calculations from the two different sets of stiffness constants result in different
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Figure 22: Lateral displacement at the tip, u2(L), for the CUS section featuring
initial twist
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Figure 23: Vertical displacement at the tip, u3(L), for the CUS section featuring
initial twist
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behaviors with respect to k1. The curve predicted using the Matlab properties is fairly
symmetric about a value of k1 that is in the interval of −0.02 rad/in < k1 < 0.0. The
curve predicted using VABS properties always shows a positive correlation between
u2 and k1. For the prismatic case, the two curves are very close due to the excellent
correlation in the reduced classical bending stiffness about the x3-axis from Fig. 20.
It should be stressed here that these results have not been validated. A valid
form of validation would be results from an analysis performed without dimensional
reduction, such as finite element analysis to the 3D elasticity equations.
3.4.2 Dynamic Analysis
Results of dynamic analysis are in the form of natural frequency calculations. The
frequencies are calculated from solving the eigenvalue problem associated with the lin-
earized equations of motion, which are linearized about the static equilibrium state.
The deflections caused by the loading are apparently so small that frequency cal-
culations, through the first five digits of the lowest eight modes, are equal between
calculations about either the undeformed or deformed states. It should nevertheless
be remembered that this is not a general rule and that frequencies may be strongly
influenced by the static equilibrium position [20].
The frequency results are plotted in Fig. 24 for the first five modes. The five lowest
modes are first flapwise bending (F1), first chordwise bending (C1), second flapwise
bending (F2), first torsion (T1), and a coupled mode between chordwise bending and
flapwise bending (CF). For the F1 mode, the frequency calculations follow the trends
in the reduced classical bending stiffness about the x2-axis from Fig. 19. Namely,
frequencies calculated using VABS properties have a positive slope with respect to k1
while those using Matlab solver properties are relatively flat. Likewise, frequencies
from the C1 mode follow the reduced classical stiffness behaviors from Fig. 20. Modes
above the first two are all highly coupled. As a result of the excellent agreement in
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torsional stiffness predictions between the Matlab solver and VABS from Figs. 9 and
18, frequency predictions of the T1 mode are also in excellent agreement between
using the two different sets of properties. As with the static analysis results, the
message here is that significantly different behaviors to the 1D global analysis may
be predicted between using properties from the Matlab solver and VABS.
3.5 Latest Implementation to VABS
The identification of the issues, with VABS, in this chapter has initiated efforts to
address these issues. Changes have already been implemented to a modified version
of VABS that has not been officially released yet. The changes implemented are
still based on the ideas of (1) finding an analytical solution with a reduction in the
order of the system of equations, and (2) applying the perturbation approach for
beams featuring initial twist and/or curvature. The motivation for applying these
two ideas have been discussed at the end of Sec. 3.3. The changes implemented thus
far have focused on the prismatic case. Specifically, the focus is on incorporating the
underlined terms from Eqs. (69) and (70). With this latest implementation, VABS
results to the prismatic CUS section are now in agreement with those from the Matlab
solver and NABSA. When it is determined that the solution to the prismatic case
is satisfactory, the focus will then shift to addressing the issues surrounding beams
featuring initial twist and/or curvature.
3.6 Validation of Initially Twisted Beams
This author is not aware of any previous validation studies on initially twisted beams
other than validations in stiffness constants, so this section digresses briefly to provide
a form of validation. An initially twisted beam with a constant value of k1 may
be analyzed as a uniform beam if the beam local in-plane coordinates, x2 and x3,
are continuously rotating along the beam by following the twist. The same beam
may also be analyzed as a beam, whose local in-plane coordinates do not change
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Figure 24: Natural frequencies for the CUS section featuring initial twist
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their orientations, such that its sectional properties do vary along the length. The
former approach requires only one sectional analysis to attain the section properties,
while the latter may require numerous sectional analyses to properly describe the
varying nature in the section properties. The former approach performs analyses
with a nonzero value of k1 while the latter approach sets k1 = 0.0. Results from
the 1D global analysis, such as displacement vector of the beam reference line and
natural frequencies, cannot differ between the two approaches. The validation in
mind here is to verify that calculated results from 1D global analyses using the two
different approaches are indeed invariant of the chosen coordinates, which would be
a validation on the correct modeling of initial twist effects to both the 1D global
analysis embedded in NATASHA and stiffness constants from the 2D cross-sectional
analysis. Results from 1D global analysis in Sec. 3.4 are all calculated from the first
approach.
The twisted beam configuration, under consideration, is again a cantilevered beam
subject to a gravitational force that is ten times the gravity on Earth. The cross-
section is isotropic and rectangular with sides of lengths a = 1 in and b = 2 in. The
beam reference line and the axis of twist coincide with the locus of cross-sectional
centroids. The beam axial coordinate has value x1 = 0 at the fixed end and is positive
towards the free end. At the fixed end, in-plane coordinates x2 and x3 are parallel
to the line segments defining the sides of lengths b and a, respectively, regardless if
these axes are rotating along the length. The gravitational force always acts in the
negative x3-direction in the global absolute reference frame. The length of the beam
is set as L = 2 ft, so that the ratio of beam length to length of its dominant side is
L/b = 12. The described beam is analyzed for values of k1 = -0.05, -0.025, 0.0, 0.025,
and 0.05 rad/in. Choosing b as the characteristic length, then the largest value of
characteristic length to radius of twist is b/R = 0.10. The material is chosen to have
properties of E = 2.6× 107 psi, ν = 0.30, and ρ = 14.125 slug/ft3, which are close to
78
that of malleable ASTM A-197 (an often used cast iron alloy).
The two different approaches entail different procedures to attaining section prop-
erties. All of the stiffness constants from VABS are verified to be accurate by the
Matlab nonlinear solver. In the first approach, where the in-plane coordinates rotate
along the span, section properties are uniform and are taken from a single analysis
using VABS.
In the second approach, where the in-plane coordinates do not rotate along the
span, properties are taken from a combination of VABS and usage of analytical for-
mulae. Inertial and stiffness properties at the fixed end are taken from a single VABS
analysis. To avoid the need to perform VABS analysis at other locations, formulae
from Mohr’s circle are applied to find the sectional mass moments and mass mixed
moment of inertia, the bending stiffnesses and the bending-bending coupling, and
the shear stiffnesses and the shear-shear coupling. The extension stiffness, torsional
stiffness, sectional mass, and mass moment associated with twist are constant. Other
inertial properties and terms from the stiffness matrix are confirmed, with another
VABS run at the free end and a few more in the interior, to be negligible.
Note that stiffness constants attained by the second approach neglects spanwise
nonuniformity effects, which are hypothesized to be negligible and possibly even
nonexistent for such a beam. Points located on the surface boundaries follow the
paths of a circular helix as it moves along the span. It is known from differential
geometry that the normal vector of a point on a circular helix is always horizon-
tal and points towards its axis of rotation. This means that the outward-directed
normal vectors to the surface lack the out-of-plane component in the cross-sectional
plane. Therefore, stresses at the boundaries may satisfy the traction boundary con-
ditions. This is the motivation behind the hypothesis that nonuniformity effects may
be neglected for this case.
Lateral and vertical displacements at the tip and natural frequencies, calculated
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about the equilibrium state, are plotted as functions of k1 on Figs. 25, 26, and 27, re-
spectively. The results are from using 25 beam elements and 26 nodes in NATASHA.
Results from performing calculations with k1 set to zero and with a nonzero value
of k1 are labeled “Cartesian” and “curvilinear”, respectively. The displacements are
calculated in the global absolute reference frame. For the frequency figure, the first
five modes are in the order of first flapwise bending (F1), first chordwise bending
(C1), second flapwise bending (F2), second chordwise bending (C2), and first torsion
(T1). Calculations by both approaches correlate well in all quantities, so the in-
tended validation is successful. Due to the symmetry in the cross-section, the lateral
displacement and the vertical displacement are perfectly antisymmetric and symmet-
ric, respectively, about the prismatic case. Frequencies here are shown for the lowest
five modes. It may be difficult to perceive due to the scale of Fig. 27, but the frequency
calculations, between the two different sets of coordinates, are in full agreement up to
at least the first three digits. The next five modes correlate just as well as the modes
shown.
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Figure 25: Lateral displacement at the tip, u2(L), for the isotropic rectangular
section featuring initial twist
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Figure 26: Vertical displacement at the tip, u3(L), for the isotropic rectangular
section featuring initial twist
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CHAPTER IV
LINEARLY TAPERED ISOTROPIC STRIP
As a demonstration of the nonuniformity effect, the VAM is now used to obtain an an-
alytical, asymptotically-correct expression for the strain energy of a linearly tapered
isotropic strip beam. The strip is assumed to be sufficiently thin to warrant the use
of 2D plane stress elasticity. The taper is represented by a nondimensional constant,
which is of the same order as the ratio of the maximum cross-sectional width to the
wavelength of deformation along the beam. The resulting asymptotically-correct stiff-
ness constants, being functions of the taper parameter, are then used to find stiffness
constants for a generalized Timoshenko beam theory. These generalized Timoshenko
stiffness constants are then used in the associated 1D beam equations to obtain solu-
tions for the deformation of a linearly tapered beam subject to three classical loading
conditions. These beam solutions are then compared with plane stress elasticity so-
lutions, developed for these three classical loading cases. The agreement is excellent,
and the results show that correction of the stiffness constants using the taper pa-
rameter is necessary in order for beam theory to yield accurate results if the taper
parameter is sufficiently large.
A correlation study of this strip beam is next shown between the analytical and
numerical VAM results. Unfortunately, the level of correlation to the stiffness con-
stants, from the 2nd-order asymptotically-correct refined theory, is not high enough
for the numerical VAM results to be adequate. At least the numerical VAM results
to the generalized Timoshenko transformation, performed while using formulae from
the analytical VAM, show perfect correlation with the analytical VAM results.
This chapter is written with care so that notations are consistent with what is
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written in Chap. 2.
4.1 Analytical Beam Solution
This section shows the derivation to the energy of a linearly tapered isotropic strip
beam undergoing in-plane deformations. It begins with an introduction to the 2D
kinematics and its energy prior to dimensional reduction. Small parameters are then
identified. The VAM is then applied to rigorously split the 2D plane stress problem
into a 1D global analysis and a 1D cross-sectional analysis. This results in a sectional
energy that is asymptotically-correct up to 2nd-order in terms of the small parameters.
The energy is then transformed into generalized Timoshenko form.
4.1.1 Asymptotically-Correct Refined Theory
The kinematics of the beam, which has the same geometry as the one shown on the
right side of Fig. 1, are now presented. These quantities follow directly from Chap. 2
while keeping in mind that the dimension along the thickness is now neglected. The
position vector to an arbitrary point in the undeformed beam is taken to be
rˆ = x1a1 + x2a2 = r + x2a2 (71)
The x1-axis is the reference line of the undeformed beam, taken for convenience as
the locus of cross-sectional centroids. The position vector to an arbitrary point in the
deformed beam can be written as
Rˆ = R + x2T2 + w1(x1, x2)T1 + w2(x1, x2)T2 (72)
where R = (x1 + u1)a1 + u2a2, T1 is a unit vector tangent to the deformed reference
line, and T2 is normal to T1 in the plane. If only linear terms are kept, then T1 =
a1 + u
′
2a2 and T2 = −u′2a1 + a2. The displacement field is thus described in terms of
beam variables u1(x1), u2(x1) along with warping functions w1(x1, x2) and w2(x1, x2).
Two constraints on the warping are needed to make the displacement field unique.
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Choosing the constraints so that average warping displacements of the cross-sections
are zero means that 〈
Rˆ
〉
= 2bR (73)
where
〈(•)〉 =
∫ b(x1)
−b(x1)
(•) dx2 (74)
Eq. (73) implies that
〈w1〉 = 〈w2〉 = 0 (75)
The beam is assumed to be homogeneous and isotropic, and the entire development
is linear throughout. Under assumption of plane stress, appropriate for a thin body
such as this one, twice the strain energy per unit length is given by
2U =
Et
1− ν2
〈
Γ211 + Γ
2
22 + 2νΓ11Γ22 +
(1− ν)
2
Γ212
〉
(76)
where ν is Poisson’s ratio. According to the displacement field spelled out in Eq. (72),
the 2D strain components are
Γ11 =γ¯11 − x2κ¯3 + w′1
Γ22 =w2,2
Γ12 =w1,2 + w
′
2
(77)
The only classical 1D generalized strains are γ¯11 and κ¯3, which are both functions of
x1. Here κ¯3 = u
′′
2(x1) is the usual curvature of the reference line from Euler-Bernoulli
beam theory, and γ¯11 = u
′
1(x1) is the stretching of the reference line.
There are three small parameters that can be identified. First, the strain is small
compared to unity. It is straightforward to show that both γ¯11 and aκ¯3 are O(ˆ),
where ˆ denotes the maximum strain and a = b(0), the maximum value taken on by
x2 in the structure. The second small parameter is a/` where ` is the wavelength of
deformation along the beam, such that ∂(•)/∂x1 = O(•/`). Finally, in this study the
nondimensional taper parameter τ is also selected as a small parameter. The fact
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that the problem is linear, the strain will only enter quadratically, so the smallness of
strain has no real effect on the formulation. For convenience, a/` and τ are taken to
be of the same order, O(a). Despite the abuse in notations, the context should easily
dictate what is meant. In this work, terms which are O(a3) when compared to unity
are neglected.
The VAM procedure is summarized as follows:
1. Identify and remove all terms O(a) and higher in the strain.
2. Use this resulting 0th-order approximation of strain to form the 0th-order ap-
proximation of strain energy in terms of warping.
3. Minimize the 0th-order approximation of strain energy with respect to warping
to obtain the 0th-order approximation of warping.
4. Perturb the resulting 0th-order warping by one order of a and use the perturbed
warping to express strain components to a sufficiently high order of approxima-
tion, such that the energy contains all O(a2) terms while all higher-order terms
are dropped.
5. Minimize this 2nd-order approximation of the energy with respect to the warping
function perturbations.
6. Substitute the result for the warping back into the original strain energy and
discard all terms of orders higher than O(a2).
The result is the asymptotically-correct strain energy per unit length.
To begin, twice the 0th-order approximation of the energy, tantamount to ignoring
a altogether, is written as
2U0 =
〈 Et
1− ν2
[
(γ¯11 − x2κ¯3)2 + 2νw2,2 (γ¯11 − x2κ¯3) +
(1− ν)w21,2
2
+ w22,2
]
− 2λ1w1 − 2λ2w2
〉 (78)
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where Lagrange multipliers λ1 and λ2 are used to enforce constraints on the warping.
The warping field that minimizes U0 can be found as
w1 =0
w2 =− νγ¯11x2 + νκ¯3
2
(
x22 −
b2
3
) (79)
Plugging this warping field back into the expression for 2U0, one obtains twice the
0th-order energy as
2U0 = 2Ebtγ¯
2
11 +
2
3
Etb3κ¯23, (80)
which is consistent with Euler-Bernoulli theory. Note that Eq. (80) is derived without
ad hoc assumptions such as assuming the cross-section to be rigid in its own plane or
assuming that ν = 0. Such assumptions are sometimes used to derive classical beam
theory, but they are neither necessary nor correct.
For the next approximation to the sectional energy, the above approximation of
warping is perturbed to arrive at
w1 =v1
w2 =− νγ¯11x2 + νκ¯3
2
(
x22 −
b2
3
)
+ v2
(81)
where v1 is the perturbation of w1 and v2 is the perturbation of w2; v1 and v2 are of
one order higher in a than w1 and w2.
This new warping field is then substituted into the strain components from Eq. (77),
at which point a new expression for the strain energy arises from Eq. (76) by virtue of
the new strain components. Here one must be careful to retain all terms up through
O(a2) and drop all terms of higher order in the energy, which now becomes
2U2 =
Et
1− ν2
{
1− ν
2
〈[
ν τ b κ¯3
3
− x2 ν γ¯′11 +
ν (3x22 − b2) κ¯′3
6
+ v1,2
]2〉
+
〈
v22,2 + 2v
′
1(1− ν2)(γ¯11 − x2 κ¯3)
〉} (82)
Expressions for the perturbation variables, v1 and v2, that minimize U2 subject
to the constraints in Eq. (75) must be found. The constraints are enforced by use of
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Lagrange multipliers Λ1 and Λ2. The stationary point of U2 is found by setting its
first variation equal to zero, which leads to the two Euler-Lagrange equations
∂U2
∂v1
−
(
∂U2
∂v′1
)′
−
(
∂U2
∂v1,2
)
,2
=Λ1
∂U2
∂v2
−
(
∂U2
∂v2,2
)
,2
=Λ2
(83)
along with corresponding natural boundary conditions
∂U2
∂v1,2
∣∣∣∣
x2=±b(x1)
=0
∂U2
∂v2,2
∣∣∣∣
x2=±b(x1)
=0
(84)
According to Saint-Venant’s principle, boundary conditions on the warping at the
beam ends do not affect the behavior of the warping in the interior of the beam.
Therefore, boundary conditions on warping at the beam ends are not used in the
solution of Eqs. (83) and (84).
Although both the Euler-Lagrange equations and boundary conditions for v1 and
v2 look almost identical, the actual equations obtained are not. The Euler-Lagrange
equation for v2, i.e. the second of Eq. (83), reduces simply to v2,22 = 0; from this
and the second of Eq. (84), which requires v2,2 to vanish at x2 = ±b, one obtains
by inspection that Λ2 = v2 = 0. On the other hand, the resulting Euler-Lagrange
equation in v1, i.e. the first of Eq. (83), can be simplified to
Et [(2 + ν)(γ¯′11 − x2κ¯′3) + v1,22] + 2(1 + ν)Λ1 = 0 (85)
and the natural boundary conditions simplify to
x2τ (γ¯11 − x2κ¯3)
b
+
2ν (τbκ¯3 − 3x2γ¯′11) + ν (3x22 − b2) κ¯′3 + 6v1,2
12(1 + ν)
∣∣∣∣
x2=±b(x1)
= 0 (86)
Solving Eqs. (85) and (86) simultaneously gives Λ1 as
Λ1 = Et
(τ γ¯11
b
− γ¯′11
)
(87)
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and v1 as
v1 =
τ
3b
[
(1 + ν)
(
b2 − 3x22
)
γ¯11 + x2(5ν + 6)b
2κ¯3
]
+
1
6
{
ν
(
3x22 − b2
)
γ¯′11 +
[
x32(ν + 2)− x2(5ν + 6)b2
]
κ¯′3
} (88)
Note that the first line is O(τ) and the second is O(a/`), so that the perturbation is
indeed O(a). It can also be easily checked that the traction-free boundary conditions
are satisfied asymptotically to the order of the perturbation variables, O(a).
With both perturbation variables now known, the 2nd-order energy is also known.
The strain energy per unit length, asymptotically-correct up to 2nd-order in a, is then
the sum of U0 and U2 and is equal to
U =Etb
[
1− 2
3
(ν + 1)τ 2
]
γ¯211 +
2Etντb2
3
γ¯11γ¯
′
11 +
Etb3
9
[
3 + 2(14ν + 15)τ 2
]
κ¯23
− 4Etτ(8ν + 9)b
4
9
κ¯3κ¯
′
3 +
4Et(1 + ν)b5
15
κ¯′23 +
2Et(11ν + 12)b5
45
κ¯3κ¯
′′
3
(89)
This energy is equivalent to that given by Eq. (28) for this particular problem. The
coefficients multiplying the products, of the 1D strain measures and its derivatives, are
the stiffness constants for this theory. These stiffness constants are implicit functions
of x1 through the varying width b(x1) and explicit functions of τ . It is easy to see that
the coefficients multiplying γ¯211 and κ¯
2
3 correspond to those of Euler-Bernoulli theory
if its terms from τ are neglected. Terms with τ represent the corrections from taper.
Stiffness constants, which lack the influence from τ , pertain to shear deformation of
prismatic beams.
4.1.2 Generalized Timoshenko Beam Theory
The strain energy function developed in the previous section is not suitable for use
as an engineering beam theory because of the presence of derivatives of γ¯11 and κ¯3.
It is known, however, that the form of Eq. (89) can be transformed into a generalized
Timoshenko theory, which is the main objective of this section. Thus, the strain
energy will be put into the form
2U∗ = X44κ23 + 2Y41κ3(2γ12) +G11(2γ12)
2 +X11γ
2
11 (90)
90
In general, the sectional energy may include contributions from the coupling between
extension and other modes of deformation, but an inspection of the asymptotically-
correct refined energy reveals that is not the case here. In other words, inspecting
Eq. (89) shows that γ11 is coupled only with its own derivative, hence it is decoupled
from both κ3 and 2γ12. The shear strain measure 2γ12 turns out to be one order higher
in a than the classical measures of strain; therefore the 2nd-order correct energy from
Eq. (89) is sufficient to construct a generalized Timoshenko model. Also because 2γ12
is O(a), G11 will not have corrections from the taper parameter in a 2
nd-order correct
strain energy. Note that after being put in this form, the energy will no longer be
asymptotically-correct because information is lost in the conversion process.
The relationships between classical and generalized Timoshenko beam theories are
established here. In an analogous manner to the situation shown by Fig. 3, T1 and
T2 collectively represent the dyad associated with classical theory whereas B1 and B2
represent the dyad associated with generalized Timoshenko theory. T1 and T2 are
aligned parallel to and normal to the beam reference axis. B1 and B2 are then rotated
clockwise by an angle from T1 and T2 so that B1 is normal to the cross-sectional
plane (which may be either defined as an average or at a point). The relationship
between the basis vectors is then
B1 = T1 − 2γ12 T2
B2 = 2γ12 T1 + T2
(91)
The extensional strain measure is identical for the two theories so that
γ¯11 = γ11 (92)
The relationship of the bending strain measure between the two theories is given by
κ¯3 = κ3 + (2γ12)
′ (93)
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Due to the presence of the derivatives in κ¯3 from Eq. (89), the derivatives are
κ¯′3 = κ
′
3 + (2γ12)
′′
κ¯′′3 = κ
′′
3 + (2γ12)
′′′ (94)
and also that u′2 = θ + 2γ12 where θ is the total section rotation, and κ3 = θ
′.
The derivatives of γ11, κ3, and 2γ12 must be written in terms of γ11, κ3, and 2γ12,
since the form of Eq. (90) contains no derivatives. The approach for “eliminating” the
derivatives is to make use of the equilibrium equations. At each section, the internal
axial force F1, shear force F2, and bending moment M3 are, respectively,
F1 =
∂U∗
∂γ11
= X11 γ11
F2 =
∂U∗
∂(2γ12)
= Y41 κ3 +G11 (2γ12)
M3 =
∂U∗
∂κ3
= X44 κ3 + Y41 (2γ12)
(95)
In the absence of applied loading within the beam, the equilibrium equations are then
F ′1 =X11 γ
′
11 +X
′
11 γ11 = 0
F ′2 =G11 (2γ12)
′ + Y41 κ′3 +G
′
11 (2γ12) + Y
′
41 κ3 = 0
M ′3 + F2 =Y41 (2γ12)
′ +X44 κ′3 + (Y
′
41 +G11) (2γ12) + (X
′
44 + Y41)κ3 = 0
(96)
The above represents a system of equations which can be used to solve for γ′11, (2γ12)
′,
and κ′3 in terms of γ11, 2γ12, and κ3. The higher derivatives can then be obtained, in
terms of γ11, 2γ12, and κ3, by directly taking derivatives of Eq. (96). The resulting
expressions are too lengthy to include here, but suffice it to say that the procedure is
not at all challenging for symbolic computational tools such as Mathematica.
The desired strain energy of the beam, in the form of Eq. (90), can now be obtained
by substituting Eqs. (93) and (94), along with the described approach for “eliminat-
ing” derivatives, into Eq. (89). Equating the resultant 2nd-order approximation to the
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strain energy with Eq. (90), one obtains the stiffness constants as
X44 =
2E t b3
3
[
1 +
(ν − 48)ν − 45
45(ν + 1)
τ 2
]
Y41 =
E t (5 ν + 3) b2 τ
9 (ν + 1)
G11 =
5E t b
6 (ν + 1)
X11 =2E t b
(
1− 2τ
2
3
)
(97)
The terms involving τ = −b′(x1) are the corrections from having included taper. From
these expressions, one can observe that X44 is proportional to b
3 and is a quadratic
polynomial in τ , Y41 is proportional to b
2 and is linear in τ , G11 is proportional to b
and independent of τ , and X11 is proportional to b and is a quadratic polynomial in
τ .
According to Ref. [40], there is no consensus on the precise definition of shear
stiffness. Even though the expression for G11 corresponds to results by Refs. [40],
[50], and [52], it may not necessarily match those of other definitions.
Note that the stiffness constants from both Eqs. (89) and (97) are either sym-
metric or antisymmetric with respect to τ = 0. This feature is a reflection of the
symmetry in both material properties and geometry for this section. The feature is
also a similarity that is shared by the initially twisted isotropic square section, whose
stiffness constants are shown to be either symmetric or antisymmetric about k1 = 0
in Table 6. As shown on Figs. 8 to 16, the initially twisted CUS section does not
share this feature due to its dependency on directions in material properties.
4.2 Classical Loading Cases
Now that analytical formulae of stiffness constants to the generalized Timoshenko
beam theory are known, the next step is to use these stiffness constants as inputs
into the 1D global analysis. Analytical beam theory solutions are first established
for the three classical loading conditions such that (1) the internal axial force, (2)
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bending moment, or (3) shear force is constant along the span. As mentioned in
Sec. 1.2, exact elasticity solutions exist for these three cases under 2D plane stress
assumptions. These elasticity solutions are next presented. This section concludes
with the comparison of results between beam theory and elasticity.
4.2.1 Analytical Beam Solutions
4.2.1.1 Constant Axial Force
T
T
x1
Q
Q
L
Figure 28: Schematic of beam loaded for either pure extension or pure bending
In the constant axial force case, a beam of length L is loaded at each end by equal
and opposite axial tensile forces of magnitude T , depicted in Fig. 28 for Q = 0. The
potential of the applied loads is thus
Φ = −T [u1(L)− u1(0)] = −T
∫ L
0
u′1dx1 = −T
∫ L
0
γ11dx1 (98)
According to the principle of virtual work, the system is in equilibrium if and only
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if the variation of its total potential is zero. Upon setting the variation of the total
potential equal to zero without imposing any geometric boundary conditions, one
obtains∫ L
0
[X44κ3δκ3 + Y41(2γ12)δκ3 + Y41κ3δ(2γ12) +G11(2γ12)δ(2γ12) +X11γ11δγ11
−Tδγ11] dx1 = 0
(99)
The above equation requires that the internal axial force, F1, to be
F1 = X11γ11 = T (100)
One can easily see that the elongation strain is
γ11 =
T
X11
(101)
knowledge of which allows one to then integrate the kinematical differential equation
u′1 = γ11 to obtain u1(x1) for any given spanwise variation of the stiffness constant
X11. According to the model obtained from the VAM, the displacement u1(x1) can
be related directly to the elasticity solution in terms of the average axial displacement
over the section.
4.2.1.2 Constant Bending Moment
To solve the constant bending moment problem, one may use the kinematical differ-
ential equation κ3 = θ
′ and apply equal and opposite moments of magnitude Q on the
ends of the beam. Figure 28, with T = 0, illustrates this case. This yields a potential
of the applied loads of the form
Φ = −Q[θ(L)− θ(0)] = −Q
∫ L
0
θ′dx1 = −Q
∫ L
0
κ3dx1 (102)
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Equilibrium equations can then be found by minimizing the total potential subject
to no geometric boundary conditions. The result is∫ L
0
[X44κ3δκ3 + Y41(2γ12)δκ3 + Y41κ3δ(2γ12) +G11(2γ12)δ(2γ12) +X11γ11δγ11
−Qδκ3] dx1 = 0
(103)
The resulting Euler-Lagrange equations require that the bending moment and shear
force are, respectively,
M3 = X44κ3 + Y41(2γ12) =Q
F3 = Y41κ3 +G11(2γ12) =0
(104)
Thus, using 2γ12 = −Y41κ3/G11, one obtains(
X44 − Y
2
41
G11
)
κ3 = Q (105)
The solution can then be written as
κ3 =
Q
X44 − Y
2
41
G11
(106)
which allows one to integrate the kinematical differential equation, κ3 = θ
′, to obtain
θ(x1) for any given spanwise variation of X44, Y41, and G11. Unlike the prismatic case,
even though Q is constant, κ3 is not. Moreover, the transverse displacement u2(x1)
can then be obtained by integration of another kinematical differential equation,
u′2 = θ+2γ12 = θ−Y41κ3/G11. It is clear that loading by a constant bending moment
along the span produces shear deformation in a tapered beam.
4.2.1.3 Constant Shear Force
For the flexure problem, the beam is loaded with an equal and opposite transverse
force P at each end, and a moment PL at the left end to counteract the moment of
the force at the right end; see Fig. 29. For this loading the potential of the applied
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PP
x1
L
PL
Figure 29: Schematic of beam loaded for flexure
loads takes the form
Φ =− P [u2(L)− u2(0)] + PLθ(0)
=− P
∫ L
0
[(u′2 − θ) + (L− x1)θ′]dx1
=− P
∫ L
0
[2γ12 + (L− x1)κ3]dx1
(107)
Equilibrium equations can then be found by minimizing the total potential subject
to no geometric boundary conditions. The result is∫ L
0
{X44κ3δκ3 + Y41(2γ12)δκ3 + Y41κ3δ(2γ12) +G11(2γ12)δ(2γ12) +X11γ11δγ11
−P [δ(2γ12) + (L− x1)δκ3]} dx1 = 0
(108)
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The resulting Euler-Lagrange equations and boundary conditions require that the
bending moment and shear force are, respectively,
M3 = X44κ3 + Y41(2γ12) =P (L− x1)
F3 = Y41κ3 +G11(2γ12) =P
(109)
Thus, one obtains
κ3 =
P
X44G11 − Y 241
[G11(L− x1)− Y41]
2γ12 =
P
X44G11 − Y 241
[X44 − Y41(L− x1)] (110)
which allows one to integrate the same kinematical differential equations, as in the
constant bending moment case, to obtain the total section rotation θ(x1) and the
displacement of the neutral axis u2(x1) for any given spanwise variation of X44, Y41,
and G11. Unlike the prismatic case, although the bending moment is linear along the
span, κ3 is not. Likewise, although the shear force is constant along the span, 2γ12 is
not.
4.2.2 Exact Elasticity Solutions
This section presents exact solutions for the purpose of comparing with the above
beam theory solutions. These solutions are appropriately based on linear, plane stress
elasticity theory for a linearly tapered strip for the constant axial force, constant
bending moment, and constant shear force loading cases. For all three cases, the
components of the stress tensor are given. Components of the strain tensor may then
be obtained from the plane stress form of Hooke’s law. Lastly, the strains can be
integrated to obtain displacements, ux(x1, x2) and uy(x1, x2). The displacement fields
from elasticity are denoted by ux(x1, x2) and uy(x1, x2) to distinguish it from u1(x1)
and u2(x1), which are the displacements from the 1D global beam analysis. In the
formulae that ensue, h = a − Lτ is the half-width of the strip at x1 = L and s is
defined by s = L− x1.
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A way to extract information from the elasticity solutions is now set forth, so that
the results can be compared with those from beam theory. The displacement fields
from elasticity can be related to beam theory by making use of Eq. (72), yielding
ux =u1 − x2u′2 + w1
uy =u2 + w2
(111)
where the warping displacements are approximated from the derivations of earlier.
Integration of both sides of Eq. (111) over x2 while using the constraints on warping
yields
u1 =
1
2b
〈ux〉
u2 =
1
2b
〈uy〉
(112)
Multiplying both sides of the first of Eq. (111) by x2 and then integrating allows one
to write
θ =
3
2b3
〈−x2ux〉
2γ12 =u
′
2 − θ =
3
2b3
〈x2w1〉
(113)
Finally, the stretching and bending strain measures, γ11 = u
′
1 and κ3 = θ
′, along with
the shear strain measure 2γ12, can now be compared directly with results from the
beam analysis.
4.2.2.1 Constant Axial Force
The solution for the deformation of a wedge, described by polar coordinates rp and
φp, is presented on p. 110 of Ref. [45]. The stresses for this case are σφ = σrφ = 0 and
σr =
T cosφp
rpt (α + cosα sinα)
(114)
where, referring back to Fig. 28, Q = 0 and T is nonzero. Here α = tan−1 τ ,
rp =
√
x22 +
b2
τ 2
(115)
and
φp = tan
−1
(x2τ
b
)
(116)
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The stresses in the Cartesian system can be found as
σ11 =σr cos
2 φp − σrφ sin 2φp
σ12 =− σrφ cos 2φp − 1
2
σr sin 2φp
σ22 =σr sin
2 φp + σrφ cos 2φp
(117)
In terms of the geometric parameters and loads, the stresses finally become
σ11 =
Tτb3 (τ 2 + 1)
t (b2 + x22τ
2)
2
[τ + (τ 2 + 1) tan−1(τ)]
σ12 =− Tx2τ
2b2 (τ 2 + 1)
t (b2 + x22τ
2)
2
[τ + (τ 2 + 1) tan−1(τ)]
σ22 =
Tx22τ
3b (τ 2 + 1)
t (b2 + x22τ
2)
2
[τ + (τ 2 + 1) tan−1(τ)]
(118)
4.2.2.2 Constant Bending Moment
This case is also shown on Fig. 28, here with T = 0 and Q nonzero. The stresses in
polar coordinates are given on pp. 112, 113 of Ref. [45] as σφ = 0 and
σr =
2Q sin 2φp
r2pt(2α cos 2α− sin 2α)
σrφ =− Q(cos 2φp − cos 2α)
r2pt(2α cos 2α− sin 2α)
(119)
Making the above transformation to Cartesian coordinates, one may obtain the
stresses as
σ11 = − 2bQx2τ
3 [b2 (2τ 2 + 1)− x22τ 2]
t (b2 + x22τ
2)
3
[τ + (τ 2 − 1) tan−1(τ)]
σ12 = − Qτ
4 [b4 − 3x22 (τ 2 + 1) b2 + x42τ 2]
t (b2 + x22τ
2)
3
[τ + (τ 2 − 1) tan−1(τ)]
σ22 =
2bQx2τ
5 [b2 − x22 (τ 2 + 2)]
t (b2 + x22τ
2)
3
[τ + (τ 2 − 1) tan−1(τ)]
(120)
To visualize the deformed shape, the results from finite element analysis using
ABAQUS are shown. The deformed shape of the structure is shown in Fig. 30. To
eliminate rigid body modes, two geometric boundary conditions are set. The first
condition is ux = uy = 0 at the point with coordinates of x1 = 0 and x2 = 0. The
second condition is uy = 0 at the point with coordinates of x1 = L and x2 = 0.
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Modeling in ABAQUS is done using its CPS8R elements and its results are validated
with the elasticity solution. The specific dimensions, material properties, and loading
chosen are given in Table 7. It is clear that κ3 increases as the width of the structure
decreases.
Figure 30: Deformed shape of the tapered strip loaded under a constant bending
moment
Table 7: Dimensions and material properties for the tapered strip evaluated for
ABAQUS calculations
L (m) a (m) τ t (m) E (GPa) ν
20 3 0.1 3
16
200 0.3
4.2.2.3 Constant Shear Force
The stresses of this case, shown on Fig. 29, are given in polar coordinates by Ref. [26]
to be σφ = 0 and
σr =
2P
r2pt
[
rp sinφp
sin 2α− 2α +
(L− a cotα) sin 2φp
2α cos 2α− sin 2α
]
σrφ =− P (cos 2φp − cos 2α) cotα(a− L tanα)
r2pt(sin 2α− 2α cos 2α)
(121)
(It is noted that several small printing mistakes in Ref. [26] had to be corrected in
order to obtain this result.) Making the transformation to Cartesian coordinates, one
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finds the stresses to be
σ11 =
bPx2τ
2
t
(
b2 + x22τ2
)3
{
2h
[
b2 +
(
2b2 − x22
)
τ2
]
τ + (τ2 − 1) tan−1(τ) −
b
(
τ2 + 1
) (
b2 + x22τ
2
)
(τ2 + 1) tan−1(τ)− τ
}
σ12 = −
Pτ4
[
b5 − sτb4 − 4x22
(
τ2 + 1
)
b3 + 3sx22τ
(
τ2 + 1
)
b2 − x42τ4b− sx42τ3
]
t
(
b2 + x22τ2
)3 {2τ tan−1(τ) + (τ4 − 1) [tan−1(τ)]2 − τ2}
+
Pτ3
(
τ2 + 1
) [
b5 − sτb4 − 2x22
(
τ2 + 2
)
b3 + 3sx22τ
(
τ2 + 1
)
b2 + x42τ
4b− sx42τ3
]
tan−1(τ)
t
(
b2 + x22τ2
)3 {2τ tan−1(τ) + (τ4 − 1) [tan−1(τ)]2 − τ2}
σ22 = − Px2τ
4
t
(
b2 + x22τ2
)3
{(
τ2 + 1
) (
b2 + x22τ
2
)
x22
(τ2 + 1) tan−1(τ)− τ +
2bh
[
b2 − x22
(
τ2 + 2
)]
τ + (τ2 − 1) tan−1(τ)
}
(122)
4.2.3 Validation of Analytical Beam Solutions: Stiffness
In this section the stiffness constants, obtained by the VAM, are compared with
results for the same quantities extracted from the elasticity solutions. To do so, the
1D displacement and rotation variables u1, u2, and θ are extracted from the elasticity
solutions above by averaging 2D displacements over x2 in accordance with Eqs. (112)
and (113). Then, these quantities are differentiated with respect to x1, leading to
the values of 1D generalized strains γ11, 2γ12, and κ3. Finally, effective stiffnesses
are found by dividing appropriate applied loads by corresponding 1D generalized
strains. These effective stiffnesses are then compared directly with effective stiffnesses
determined by beam theory.
4.2.3.1 Constant Axial Force
For the constant axial force case, it is appropriate to compare the quantity T/γ11
using stiffness constants obtained from the VAM with an expansion of the elasticity
solution in τ . The beam solution, from Eq. (101), and the 2nd-order asymptotic
expansion of the elasticity solution both agree that this quantity is
T
γ11
= X11 = 2E t b
(
1− 2τ
2
3
)
(123)
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The term involving τ 2 represents the correction to taper. The perfect agreement by
both solutions reflects that the strain energy from the refined model is asymptotically-
correct for this problem, which is expected because shear deformations are not in-
volved in this case. This effective extension stiffness, which is normalized by dividing
through by values which neglect the taper effect, is plotted as a function of τ on Fig.
31. For a section with a taper of τ = 0.1763, which corresponds to 10◦ taper and is
not uncommon as local taper on rotor blades, the extension stiffness is overpredicted
by 2.12% if the taper effect is neglected.
4.2.3.2 Constant Bending Moment
The quantity to be compared for this problem is Q/κ3. The beam solution, from
Eq. (106) is
Q
κ3
= X44 − Y
2
41
G11
=
2E t b3
3
− 4E t b
3 (4ν + 9) τ 2
45
(124)
whereas the 2nd-order asymptotic expansion of the elasticity solution yields
Q
κ3
=
2E t b3
3
− 4E t b
3 (ν + 3) τ 2
15
(125)
This effective bending stiffness, again normalized by dividing through by values which
neglect the taper effect, is plotted as a function of τ on Fig. 32 for ν=0.3. For a taper
of α = 10◦, the taper effect reduces the bending stiffness by 4.28% and 4.42% from
the elasticity and beam solutions, respectively. The relative difference between the
beam solution and the elasticity solution is 2ν τ 2/15, with the beam solution being
softer. This small difference between the asymptotic expansion of the exact solution
versus the beam results can be attributed to having approximated the asymptotically-
correct energy, Eq. (89), by forcing it into the mold of the generalized Timoshenko
model, Eq. (90). Obviously, the correction due to taper is itself much larger than the
difference between the elasticity and beam solutions.
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Figure 31: Effective extension stiffness under loading for constant axial force
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Figure 32: Effective bending stiffness under loading for constant bending moment,
ν = 0.3
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4.2.3.3 Constant Shear Force
For the flexure problem, relevant quantities for comparison are P/κ3 and P/(2γ12) at
x1 = L. The beam solution, Eq. (110), yields
P
κ3
= Y41 − X44G11
Y41
= − 5E t b
2
(3 + 5ν) τ
+O(τ)
P
2γ12
= G11 − Y
2
41
X44
=
5E t b
6 (1 + ν)
+O(τ 2)
(126)
An order of magnitude analysis shows that neither of the correction terms to these
results are trustworthy, because there is not sufficient information in the energy to
ensure that all contributions are present. That is to say, the VAM solution would
have to be extended to include terms of higher order in τ than that is needed in
simply constructing a beam model with a 2nd-order asymptotically-correct energy; in
particular corrections of 3rd-order to Y41 and 2
nd-order to G11 would be needed. As
expected, the elasticity solution is in agreement with the above P/(2γ12) result since
it does not involve taper; it should be noted, however, that there is more than one
possible result from this exercise. The method of Ref. [54] is used here. The result
for P/κ3 does involve taper and is given by
P
κ3
= − 10E t b
2
3(2 + 3ν) τ
+O(τ) (127)
This effective bending-shear coupling at x1 = L, which is normalized by dividing the
beam solution through by the elasticity solution, is plotted as a function of ν on Fig.
33. The beam solution differs from the elasticity solution by less than 4% for practical
values of ν. Note that this term tends to infinity as taper decreases and the beam
approaches being prismatic.
4.2.4 Validation of Analytical Beam Solutions: Recovery Relations
This section presents analytical formulae to the 2D stress and strain fields from the
VAM beam theory and from 2D elasticity. The 2D displacement field may be recov-
ered by integrating the 2D strain field along with appropriate boundary conditions,
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Figure 33: Effective bending-shear coupling under loading for constant shear force,
x1 = L
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so the accuracy of the displacement field is dependent only upon the accuracy of the
strain field. Therefore, there is no need to specify detailed boundary conditions to
compare the 2D displacement fields between beam theory and elasticity. In the case
of beam theory, the 2D strain field is found from substituting the 1D strain measures
and warping fields into Eq. (77) for each specific loading condition. In the case of
elasticity, the exact 2D stress field is given for each of the three classical loading cases
in Sec. 4.2.2. For both beam theory and elasticity, the 2D stress field is determined
from Hooke’s law once the 2D strain field is known, and vice versa.
In general, the order of accuracy for these recovered quantities is not as high as
that of the energy. Since the refined theory from Eq. (89) is asymptotically-correct
up to 2nd-order in its energy, the formulae presented here from both beam theory
and elasticity represent 2nd-order series expansions in the small quantity a. If one
desires to improve the accuracy of the results from beam theory, then one would need
to account for higher-order perturbations to the warping displacements. Note that
ξ = x2
b
. As mentioned in Sec. 4.1.1, the stress field presented in this section from
beam theory do satisfy the traction boundary conditions up to O(a).
4.2.4.1 Constant Axial Force
This case is the most accurate among the three loading cases. Recall that the
shear mode of deformation is absent in this case, so the strain energy is 2nd-order
asymptotically-correct. The stress and strain components from both beam theory
and elasticity theory are given below. For σ12, Γ11, and Γ12, there is accuracy up
to 2nd-order while the other components are accurate up to 1st-order. From beam
theory, the stress components are
σ11 =
T
2bt
[(
(ν + 2)ξ2
ν2 − 1 +
2
3
)
τ 2 + 1
]
σ22 =
Tν(ν + 2)ξ2τ 2
2bt (ν2 − 1)
σ12 = −Tξτ
2bt
(128)
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and the strain components are
Γ11 =
T
2Ebt
[(
2
3
− (ν + 2)ξ2
)
τ 2 + 1
]
Γ22 = − Tν
2Ebt
[
2τ 2
3
+ 1
]
Γ12 = −T (ν + 1)ξτ
2Ebt
(129)
From elasticity, the stress components are
σ11 =
T
2bt
[(
2
3
− 2ξ2
)
τ 2 + 1
]
σ22 =
Tξ2τ 2
2bt
σ12 = −Tξτ
2bt
(130)
and the strain components are
Γ11 =
T
2Ebt
[(
2
3
− (ν + 2)ξ2
)
τ 2 + 1
]
Γ22 = − Tν
2Ebt
[(
2
3
−
(
2 +
1
ν
)
ξ2
)
τ 2 + 1
]
Γ12 = −T (ν + 1)ξτ
2Ebt
(131)
4.2.4.2 Constant Bending Moment
Unlike the prismatic case, there is deformation from the shear mode for this load-
ing condition. Therefore, the generalized Timoshenko strain energy is no longer
asymptotically-correct due to the transformation procedure to generalized Timo-
shenko form. The beam expressions for σ12 and Γ12 are only accurate up to 0
th-order
while the other four quantities are accurate up to 1st-order. From beam theory, the
stress components are
σ11 = −3Qξ
2b2t
[
(80ξ2 + ν (50ξ2 + 6(1− 2ν)ν − 43)− 66) τ 2
15 (ν2 − 1) + 1
]
σ22 =
Qνξ (−10νξ2 − 16ξ2 + 11ν + 12) τ 2
2b2t (ν2 − 1)
σ12 =
3Q (2ξ2 − 1) τ
2b2t
(132)
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and the strain components are
Γ11 = − 3Qξ
2Eb2t
[
1
15
(−10(5ν + 8)ξ2 + 43ν + 66) τ 2 + 1]
Γ22 =
3Qνξ
2Eb2t
[
1
5
(2− 4ν)τ 2 + 1
]
Γ12 =
3Q(ν + 1) (2ξ2 − 1) τ
2Eb2t
(133)
From elasticity, the stress components are
σ11 = −3Qξ
2b2t
[
4
5
(
3− 5ξ2) τ 2 + 1]
σ22 = −3Qξ (2ξ
2 − 1) τ 2
2b2t
σ12 =
3Q (3ξ2 − 1) τ
4b2t
(134)
and the strain components are
Γ11 = − 3Qξ
2Eb2t
[(
−2νξ2 − 4ξ2 + ν + 12
5
)
τ 2 + 1
]
Γ22 =
3Qνξ
2Eb2t
[(
−4ξ2 + 1− 2ξ
2
ν
+
12
5
)
τ 2 + 1
]
Γ12 =
3Q(ν + 1) (3ξ2 − 1) τ
4Eb2t
(135)
4.2.4.3 Constant Shear Force
Compared to the constant bending moment case, the shear mode of deformation is
now much more significant. As a result, the correlation has deteriorated further. The
beam expressions are now only accurate up to the 0th-order for all six quantities of
stress and strain. Already having defined h = b(L), then the term b−h
τ
is equal to
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(L− x1). From beam theory, the stress components are
σ11 = − 3P
2b2t
[
(L− x1)ξ + b ((12ν
3 + 12ν2 + 28ν + 33) ξ − (20ν + 35)ξ3) τ
15 (ν2 − 1)
]
− 3P
2b2t
[
(L− x1) ((50ν + 80)ξ3 + (−12ν3 + 6ν2 − 43ν − 66) ξ) τ 2
15 (ν2 − 1)
]
σ22 =
Pν
2bt (ν2 − 1)
[
(L− x1) (−10νξ3 − 16ξ3 + 11νξ + 12ξ) τ 2
b
]
+
Pν
2bt (ν2 − 1)
[(
(4ν + 7)ξ3 + (−8ν − 9)ξ) τ]
σ12 =
3P
4bt
[
2
5
(
8νξ2 + 5ξ2 − 4ν − 1) τ 2 + 2(x1 − L) (1− 2ξ2) τ
b
+ (1− ξ2)
]
(136)
and the strain components are
Γ11 = − 3P
2Eb2t
[
L− x1
15
ξ
(
(50ν + 80)ξ2 − 43ν − 66) τ 2]
− 3P
2Eb2t
[
1
15
bξ
(
(20ν + 35)ξ2 − 28ν − 33) τ + (L− x1)ξ]
Γ22 =
3Pν
2Eb2t
[
2
5
(L− x1)(1− 2ν)ξτ 2 + 4
5
b(ν + 1)ξτ + (L− x1)ξ
]
Γ12 =
3P (ν + 1)
4Ebt
[
2
5
(
(8ν + 5)ξ2 − 4ν − 1) τ 2 + 2(L− x1) (2ξ2 − 1) τ
b
+ (1− ξ2)
]
(137)
From elasticity, the stress components are
σ11 = − 3P
2b2t
[
(b− h)ξ
τ
− 2
5
(b− 2h)ξ (5ξ2 − 3) τ]
σ22 = −3P ((b− 2h)ξ
3 + hξ) τ
2b2t
σ12 =
3P
4bt
[(
6ξ4 − 24ξ
2
5
+
2
5
)
τ 2 − (L− x1) (1− 3ξ
2) τ
b
+ (1− ξ2)
] (138)
and the strain components are
Γ11 = − 3P
2Eb2t
[
(b− h)ξ
τ
+
(
−2bξ3 + 4hξ3 − bνξ3 + 2hνξ3 + 6bξ
5
− 12hξ
5
− hνξ
)
τ
]
Γ22 =
3Pν
2Eb2t
[
(b− h)ξ
τ
]
+
3Pν
2Eb2t
[
(−5bξ3 + 10hξ3 − 10bνξ3 + 20hνξ3 − 5hξ + 6bνξ − 12hνξ) τ
5ν
]
Γ12 =
3P (ν + 1)
4Ebt
[
2
5
(
15ξ4 − 12ξ2 + 1) τ 2 + (L− x1) (3ξ2 − 1) τ
b
+ (1− ξ2)
]
(139)
111
4.3 Correlation with Numerical Beam Solutions
The numerical VAM formulation of Chap. 2 is now applied to the linearly tapered
isotropic strip. Results from the numerical VAM formulation are correlated against
the analytical VAM formulation of Sec. 4.1. Back in Sec. 4.2.3, relationships between
1D stress resultants and 1D strain measures are derived for the three classical loading
cases by both beam theory and elasticity theory. In the case of beam theory, these
relationships involve only the generalized Timoshenko stiffnesses; therefore excellent
correlation in these relationships between beam theory and elasticity theory is a
validation of the derived stiffnesses. To validate the numerical VAM formulation,
the calculated stiffness constants are now compared against the formulae based on
analytical VAM.
The assumption of 2D plane stress elasticity means that many terms, from the
general formulation of Chap. 2, may be dropped. Due to the dimensional reduction,
the classical 1D strain measures are
¯ = bγ¯11 κ¯3cT (140)
while the 1D strain measures in a generalized Timoshenko model are
 = bγ11 κ3cT ; γs = b2γ12c (141)
The kinematic relationships between the strain measures are still given by Eq. (34),
but now with
Q =
0
1
 ; P =
0
0
 (142)
The 2nd-order asymptotically-correct and generalized Timoshenko sectional strain en-
ergies are still given by Eqs. (28) and (36), respectively, but with the modifications
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that
[A] =
A11 A14
A14 A44
 ; [B] =
B11 B14
B41 B44

[C] =
C11 C14
C14 C44
 ; [D] =
D11 D14
D41 D44

[X] =
X11 X14
X14 X44
 ; [Y ] =
Y11
Y41
 ; [G] = [G11]
(143)
The 1D constitutive law of the generalized Timoshenko model is reduced to
F1
M3
F2
 =
X Y
Y T G

 γs
 (144)
From Sec. 4.1.1, the analytical formulae to terms in the 2nd-order asymptotically-
correct stiffness matrices are
A11 = 2Etb
[
1− 2
3
(1 + ν)τ 2
]
A44 =
2
3
Etb3
[
1 +
1
3
(30 + 28ν)τ 2
]
B11 =
2
3
Etντb2
B44 = −1
9
Etb4τ(36 + 32ν)
C44 =
8
15
Etb5(1 + ν)
D44 =
1
45
Etb5(24 + 22ν)
A14 = B14 = B41 = C14 = D14 = D41 = 0
(145)
while terms of the generalized Timoshenko stiffness matrices are found from Sec. 4.1.2
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to be
X11 = 2Etb
(
1− 2
3
τ 2
)
X44 =
2
3
Etb3
[
1 +
(ν − 48)ν − 45
45(ν + 1)
τ 2
]
Y41 =
E t (5 ν + 3) b2 τ
9 (ν + 1)
G11 =
5Etb
6(1 + ν)
X14 = Y11 = 0
(146)
The equations involved in the transformation procedure to generalized Timoshenko
form remain unchanged in its symbolic forms, but are reduced in dimensions. The
formulae, given in Eqs (145) and (146), are the standards from which numerical results
from this section are compared against.
At this point, it is worthwhile to note that the stiffness constants from Eqs. (145)
and (146) do not satisfy Eq. (68), which is used by VABS. Once again, Eq. (68) is
developed from a “condensation” of shear strain measures, but it is only applicable to
prismatic beams. The analytical transformation procedure to generalized Timoshenko
form, from which the analytical stiffness constants in Eq. (146) are derived, represents
an independent source apart from the numerical transformation procedure of Sec. 2.3.
And this independent source indeed validates the claim that Eq. (68) does not hold
unless the beam is prismatic.
4.3.1 Asymptotically-Correct Refined Theory
The numerical solution procedure, described in Sec. 2.7, is applied to find the stiff-
ness constants from the 2nd-order asymptotically-correct refined theory for a corre-
lation study with results from Eq. (145). Finite element meshes are generated for
nine equally-spaced sections, so that pointwise derivatives are calculated with enough
accuracy that the calculated stiffness constants at the middle section would be an
accurate reflection of the numerical solution procedure. Note that the finite element
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meshes are generated such that, wherever possible, corresponding nodes exist between
all nine meshes. Therefore, all pointwise derivatives associated with S ′ are identically
zero as discussed in Sec. 2.7. Another implication of generating the meshes in this
manner is that all pointwise derivatives, calculated from the “Global Difference 1”
step from Fig. 6, are identically zero except for those which are located on the upper
or lower edge (a physical boundary that is shifting along the span). Pointwise deriva-
tives calculated from the “Global Difference 1” step are as accurate as the order of
accuracy used in the derivative approximation from finite differences. Within the sec-
tion with the widest width (among the nine sections), pointwise derivatives for nodes
located on the upper or lower edge may not be approximated by finite differences
and are therefore set to zero. Following along in the numerical procedure, DRτ and
DS are calculated from Eq. (26). Having DRτ and DS then leads to finding V1Rτ and
V1S, respectively. These 1
st-order warping influence coefficients are not trusted for
the section with the widest width, because its pointwise derivatives at the edges are
erroneously set to zero. At the adjacent section, the accuracy of 1st-order warping
influence coefficients is not great, because its pointwise derivatives at the edges are
approximated from a mere 1st-order backward-difference approximation in the case of
a positive value of τ (or from a 1st-order forward-difference approximation in the case
of τ < 0). The “Global Difference 2” step is performed and then stiffness matrices
A, B, C, and D are found from Eqs. (29), (30), (31), and (32), respectively. By this
described procedure, the order of accuracy from the finite difference approximations
should not be an issue for results at the middle section.
Figures 34, 35, 36, and 37 show the results for A11, A44, B11, and B44, respectively,
as functions of τ . Normalization is especially important for these figures, because they
incorporate results from strip beams of various dimensions (but always with the same
material properties, including choosing ν = 0.3). Figures 34 and 35 are normalized
by dividing through by values which neglect the taper effect. Figures 36 and 37 are
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normalized by dividing through by 2Etνb2/3 and Etb4(36+32ν)/9, respectively. The
curves labeled “Analytical” are calculated using the formulae from Eq. (145). The
data points labeled “Calculated” are calculated from Eqs. (29) and (30) through the
numerical procedure. The “Calculated” points include values at τ = -0.10, -0.01, 0.0,
0.01, and 0.10. The curves labeled “Curve Fit” are from a quadratic curve fit from
using only the three “Calculated” values at τ = -0.01, 0.0, and 0.01. Curves labeled
“Neglect Taper” are calculated from neglecting the taper effect. The quantities A14,
B14, and B41 are not shown, because they are correctly calculated to be zero. Quan-
tities in stiffness matrices C and D are not shown, because the taper effect is not
needed there for the derivation of a 2nd-order asymptotically-correct energy.
The levels of correlation between “Calculated” and “Analytical” shown are mixed.
At the very least, the “Calculated” points do all exhibit the correct general behav-
ior. The level of correlation for B11 is perfect while that of A11 may be considered
acceptable. Unfortunately, the taper effect for both A44 and B44 are severely un-
derpredicted. Nonuniformity effects are considered higher-order corrections to the
prismatic case, so the significant levels of underprediction in A44 and B44 represent a
failure to capture the nonuniformity effects to full satisfaction.
The source(s) to the aforementioned underprediction is not known, but some pos-
sibilities are discussed. One possibility could be that an approximation in VABS
regarding the use of the classical kernel, ψ, is not good for nonuniform beams. The
approximation is that ψ, which is used in minimizing the 0th-order energy, is used
again as the kernel for minimizing the 2nd-order energy. Another possibility is that a
mistake exists in the theory presented in Chap. 2. Another possibility is that there
exist programming mistakes in implementing the theory described. Note, however,
that the “Calculated” data points, at τ = -0.10 and 0.10, virtually coincide with their
respective values from “Curve Fit”, as they should due to the normalization. Also,
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Figure 34: Normalized extension stiffness A11, from the 2
nd-order asymptotically-
correct refined theory, ν = 0.3
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nd-order asymptotically-
correct refined theory, ν = 0.3
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Figure 36: Normalized coupling B11, between γ11 and γ11′ from the 2nd-order
asymptotically-correct refined theory
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Figure 37: Normalized coupling B44, between κ3 and κ3′ from the 2nd-order
asymptotically-correct refined theory
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the “Calculated” data points exhibit the appropriate perfect symmetry or antisym-
metry for each stiffness constant. Therefore, the chance that programming mistakes
exist is significantly reduced.
The source(s) of the error is difficult to detect, because there does not exist any
analytical results for comparison at intermediate steps between calculations of the
stiffness matrices from the 0th-order and 2nd-order energies. In particular, analytical
formulae to DRτ , V1Rτ would be especially useful but its derivations would likely
require analytical formulae to the pointwise derivatives. The pointwise derivatives
are difficult to calculate analytically, because they represent derivatives of integrals,
whose integrand and limits of integration are all functions of the variable with which
differentiation is taken with respect to. In other words, the pointwise derivatives are
of the form d
dx1
[∫ ∫ h(x1)
g(x1)
F (x1, x2, x3) dx2 dx3
]
. An attempt by this author to derive
analytical formulae to the pointwise derivatives was unfruitful, but it may be helpful
for readers interested in pursuing this task to know that the plane version of the
Leibniz rule for differentiating an integral is given by Ref. [14] as
d
dx1
[∫ ∫
A(x1)
F (x1, x2, x3) dx2 dx3
]
=
∫
∂A
F (τ2 dx3− τ3 dx2) +
∫ ∫
A(x1)
∂F
∂x1
dx2 dx3
(147)
4.3.2 Generalized Timoshenko Beam Theory
For the sole purpose of validating the transformation procedure to generalized Timo-
shenko form, the reduced system of equations represented by Eq. (46) is solved while
making use of the formulae to matrices A, B, C, D, and derivatives of matrices X, Y ,
and G from Eqs. (145) and (146). Figures 38 and 39 show the extension stiffness, X11,
and bending stiffness, X44, as functions of the taper parameter, τ , respectively, for
ν = 0.3. The figures are normalized by dividing through by values which neglect the
taper effect. Curves labeled “Analytical” and “Calculated” are from using Eq. (146)
and from solving Eq. (46), respectively. Figure 40 shows the bending-shear coupling,
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Y41, as a function of τ for ν = 0.3, E = 200 GPa, t = 0.1 m, and b = 3 m. Note
that the energy derived is 2nd-order. Therefore, the orders of accuracy to matrices
X, Y , and G, are two, one, and zero, respectively, due to γs itself being a 1
st-order
quantity. Formulae given in Eq. (146) are found by truncation in a series expansion
by discarding terms of higher order than the highest order of accuracy. To reflect
this truncation in the numerical VAM results, curves shown on Figs. 38 and 39 are
from a quadratic curve fit from using only the three values at τ = −0.01, 0.0, and
0.01. Meanwhile, curves shown on Fig. 40 is from a linear curve fit from using only
the two values at τ = −0.01 and 0.01. The curve fit is justified, because the under-
lying principle of the asymptotic method is that higher-order corrections are found
by an expansion about the 0th-order solution, which is the prismatic case. Results
from “Analytical” and “Calculated” are visibly indistinguishable, so the numerical
transformation procedure is a success. The curves labeled “Neglect Taper” represent
calculated stiffnesses from neglecting the taper effect, so its departures from the other
curves represent the errors from neglecting the taper effect. The “Calculated” results
for X14, Y11, and G11, which are quantities that are independent of τ , are all correctly
predicted and are not shown.
Results, discussed from the previous paragraph, validate the system of equations
for the transformation procedure to generalized Timoshenko form, but it does not
validate the entire numerical procedure. Recall that the suggested procedure, from
Sec. 2.7, approximates derivatives to the generalized Timoshenko stiffness matrices
by applying finite difference formulae based on stiffness matrices while neglecting
nonuniformity effects. When this 0th-order approximation to the derivatives is used,
there is a deterioration in the level of correlation with analytical results. In particular,
the correlation with analytical results remains visibly indistinguishable for X11 and
Y41, but the calculated results for X44 are significantly softer than the analytical
results. Calculated results for X14, Y11, and G11 are still correctly predicted.
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Figure 38: Generalized Timoshenko extension stiffness, isotropic tapered strip
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Figure 39: Generalized Timoshenko bending stiffness about the x3-axis, isotropic
tapered strip, ν=0.3
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CHAPTER V
CONCLUSIONS AND RECOMMENDATIONS
The research presented in this thesis represents an attempt to extend the applicability,
improve the accuracy, and further the understanding of beam theory. Its focus is on
the 2D cross-sectional analysis aspect of beam theory. To be more specific, it focuses
on the cross-sectional analysis of nonuniform beams and modeling of transverse shear
deformations. This chapter reviews the main accomplishments, provides a reminder
of issues that remain unresolved, and lists recommendations for future work.
5.1 Accomplishments
5.1.1 Nonuniform Beams of Arbitrary Cross-Sections
The theory for the cross-sectional analysis of beams, composed of arbitrary materials
and geometries, is extended from all known previous works by inclusion of 3D effects
due to spanwise nonuniformity. This extension from previous works is easily relevant.
Rotor blades, for example, often feature regions of nonuniformity. Generality in al-
lowance of arbitrary materials and geometries are due to usage of the finite element
method. The variational-asymptotic method is applied to (1) rigorously decouple the
original 3D elasticity problem into a global 1D analysis and the 2D cross-sectional
analysis, (2) state the 2D cross-sectional analysis as a constrained minimization prob-
lem, and (3) solve the resulting constrained minimization problem. This results in
finding an asymptotically-correct strain energy. For use with 1D analyses based on
the generalized Timoshenko beam theory, the energy is transformed into the required
form. Results from the 2D cross-sectional analysis include elastic stiffness constants
and 3D displacement, stress, and strain fields. Unlike the case of a uniform beam,
pointwise and sectionwise derivatives appear in the derivations. These derivatives are
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suggested to be approximated by finite differences.
5.1.2 Modeling Transverse Shear
Approximations and one mistake in previous works (which are currently embedded in
VABS), regarding the transformation of the asymptotically-correct strain energy into
generalized Timoshenko form, are uncovered and corrected. One such approximation
is the omission of certain terms. Results presented here for the prismatic composite
box beam CUS shows that the omitted terms are not negligible. Another issue is
that the solution involves an approximation (which was not previously realized to be
an approximation) to solve its governing equations. Results presented here for the
prismatic composite box beam CAS1 shows that the approximation is not the true
solution to its equations. For uniform beams featuring initial twist and/or curvature,
previous works incorrectly assume that the reduced classical stiffness matrix Ac` is
merely the stiffness matrix A from the asymptotically-correct strain energy. It is
explained that Ac` 6= A unless the beam is prismatic. Unlike the solution from
previous works, the present formulation advocates performing the transformation by
iteratively solving a nonlinear system of equations. Differences in stiffness constants,
between previous works and the present formulation, are shown as functions of the
initial twist for the CUS section. For homogeneous sections composed of isotropic
materials, differences in these results are seen as negligible for all cases examined.
Implications to the differences in stiffness calculations, between VABS prediction
and the present formulation, are shown by results of the 1D global analysis. The
results are the tip displacements and natural frequency calculations of a cantilevered
beam, with the CUS cross-section, under uniformly distributed loading. These results
are plotted as functions of the initial twist and differences in results are noted.
Calculations for initially twisted beams are shown (possibly for the first time) to
be equivalent regardless if the calculations are performed with coordinate axes that
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are initially twisted or not. Physically, the previous statement must be true. The
demonstration here provides an indication that effects from initial twist embedded
in the 2D cross-sectional analysis and 1D global analysis are correctly implemented.
The beam analyzed is a cantilevered beam, with an isotropic rectangular cross-section,
under uniformly distributed loading.
5.1.3 Linearly Tapered Isotropic Strip
A beam model is constructed using the variational-asymptotic method in analytical
form. The beam model is capable of handling extension, in-plane bending, and in-
plane shear for a homogeneous, isotropic strip beam. The width of the beam is
linearly tapered along the length. The resulting beam model reveals that (1) stiffness
constants are influenced by the local taper such that b′(x) = −τ appears explicitly;
and (2) bending and shear deformations are coupled by τ in the resulting model.
Solutions for three plane stress elasticity problems are presented and the corrections
caused by τ 6= 0 are found. The three plane stress elasticity problems are cases where
the loading is applied such that the internal axial force, bending moment, or shear
force is constant along the span. Excellent agreement, in predictions to the beam
displacement and rotation variables, is demonstrated between the elasticity solutions
and the beam solutions based on the constructed model. This excellent agreement
validates the stiffness constants derived by the beam model.
Examples of the taper influence include a decrease in both extension and bending
stiffnesses, the latter being large enough that its neglect cannot be justified for tapered
beams. To avoid errors, the taper effect must be accounted for in the cross-sectional
analysis prior to performing the beam analysis.
Correlations, between the elasticity solutions and beam solutions, in the recovery
relations are also shown for the three loading cases. By comparison with the elasticity
solutions, the recovered stress and strain fields from the beam theory solutions are
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declared accurate up to the expected orders of accuracy (in terms of small parameters
of the problem). As with the stiffness constants, the influence of taper appears ex-
plicitly. In addition, the recovered stress field from beam theory satisfies the traction
boundary conditions up to 1st-order.
The nonlinear system of equations, for transforming the 2nd-order asymptotically-
correct energy into generalized Timoshenko form from the numerical approach, is
also validated for this tapered strip beam. Using the validated stiffness constants
from the analytical beam theory solution as a benchmark, the calculated stiffness
constants from iteratively solving the nonlinear system of equations are validated.
Unlike previous cases of transforming to generalized Timoshenko form, this case is
the first involving nonuniformity effects in its transformation.
5.2 Unresolved Issues
5.2.1 Nonuniform Beams of Arbitrary Cross-Sections
Two particular issues stand out in the modeling of spanwise nonuniformity effects for
beams of arbitrary cross-sections. Both issues became evident in the case of the lin-
early tapered isotropic strip beam. The first issue is that components from the numer-
ically calculated A and B, which are the stiffness matrices from the asymptotically-
correct theory that exhibit nonuniformity effects, do not correlate well enough with
those that are analytically derived. The influence of nonuniformity effects on A and
B are correctly predicted by the numerical approach, but they are severely under-
predicted in quantities A11, A44 and B44. The second issue is that the numerical
procedure to attain generalized Timoshenko stiffness matrices did not yield satis-
factory results. The nonlinear system of equations, for the transformation, itself
is successfully validated; however, the validation involved using the analytically de-
rived derivatives to stiffness matrices X, Y , and G. When the transformation is
attempted without prior knowledge of these derivative matrices, i.e. calculating them
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by finite difference approximations while neglecting nonuniformity effects, the calcu-
lated results show the correct trend from nonuniformity effects but are again severely
underpredicted. Due to these two issues, this author sadly concludes that the ulti-
mate goal of providing a cross-sectional analysis tool that correctly models spanwise
nonuniformity effects is not achieved.
Aside from its lack of accuracy, the numerical procedure is impractical. The pro-
cedure shown in Fig. 6 involves numerous steps and is considerably more complicated
than conventional cross-sectional analysis tools. Furthermore, decisions on how to
apply the finite difference approximations to calculating pointwise derivatives are not
trivial. The entire procedure is so cumbersome to apply that the original motivation
for using beam theory is lost.
5.2.2 Modeling Transverse Shear
The system of equations for transformation to generalized Timoshenko form may be
corrected, but difficulties remain in solving the system of equations. The transforma-
tion procedure does not guarantee the existence of a unique solution. For prismatic
beams, the experience of this author is that a solution is always found for isotropic
beams and it always agrees with the VABS solution. On the other hand, a solution is
only found in roughly half of the cases (many of these attempts are not documented
here) for prismatic beams composed of composite materials. For uniform beams hav-
ing initial twist but no curvatures, a solution is always found in cases where the
prismatic solution is found. For beams featuring initial curvature, no solution to the
system of equations has been found. Cross-sectional analysis tools must be able to
consistently find the generalized Timoshenko stiffness constants, so this is a serious
matter. If it is allowed that the solution may be a mere approximation such as a
least squares approximation, then it may be possible to find analytical formulae to
the solution with help from the perturbation method.
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5.3 Recommendations for Future Work
5.3.1 Nonuniform Beams of Arbitrary Cross-Sections
Results presented here for the linearly tapered isotropic strip beam demonstrate that
nonuniformity effects are not negligible if the sections vary at a high enough rate
along the span, so the need for a general cross-sectional analysis tool that properly
models spanwise nonuniformity persists. If this author did not make any mistakes
either in derivation or programming, then another approach to modeling spanwise
nonuniformity is needed.
Without utterly abandoning the approach here, an alternative would be to refor-
mulate the work shown here by using a curvilinear coordinate system that follows
the varying nature of the cross-sections. Assuming that the cross-section is not at a
location of spanwise discontinuity, e.g. ends of the beam or at a point of discontinu-
ity in a step-beam, then each point in the structure (that follows such a coordinate
system) must be varying smoothly along x1 such that a corresponding point can be
identified. For a point located on a type of physical boundary surface, e.g. the edge
of the cross-section or the edge of a single ply, its corresponding point at a different
x1 location is found by following the direction of the instantaneous tangent vector to
the surface until the desired x1 is reached. For points located off the boundary, one
may imagine interior surfaces and follow along the direction defined by instantaneous
covariant base vectors until the desired x1 is reached. This alternative approach has
the advantage (over the approach from this thesis) that all finite element nodes have
corresponding nodes at nearby sections. Therefore, the issue (from this thesis) that
pointwise derivatives are undefined for nodes located on a spanwise boundary is elim-
inated. The disadvantage of this approach is that for beams composed of complicated
geometries and multiple materials, such as realistic rotor blades, it may be difficult
to determine the location of corresponding nodes from nearby sections.
Regardless of the approach, any cross-sectional analysis that models spanwise
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nonuniformity must be validated against the results here for the linearly tapered
isotropic strip. As stated already, stiffness constants from the analytical beam solution
in this thesis represents a benchmark for validation. Stress, strain, and displacement
fields should be validated against the elasticity solutions.
5.3.2 Solutions to Linearly Tapered Beams
In addition to having the analytical beam theory solution to the linearly tapered
isotropic strip, it would also be useful to have solutions to other linearly tapered
beams. Solutions to linearly tapered beams are suggested to be most useful among
nonuniform beams, because their behaviors are likely governed by a finite set of taper
parameters and thus can be interpreted more easily. For beams that are doubly-
tapered so that the variation in the location of all sectional boundary points may
be described by two taper parameters, it may even be possible to incorporate the
higher-order corrections from these two parameters into VABS for sections of arbitrary
materials and geometries in the same manner that corrections from k1, k2, and k3 are
implemented. This author still believes that it would be a daunting challenge to
correctly solve the problem of doubly-tapered beams for arbitrary cross-sections, but
it would not be so daunting for beams composed of simple cross-sections such as a
beam with homogeneous elliptical sections. For a beam with such a simple geometry,
the solution may be most easily derived analytically. It would also be of tremendous
value to have an analytical solution to linearly tapered strip beams composed of
composite materials.
5.3.3 Modeling Transverse Shear
To address the issue that the trust-region dogleg method from “fsolve” does not con-
sistently find a solution, to the system of equations for transformation to generalized
Timoshenko form, further work in this area is warranted. This author has tried the
Newton-Raphson and Broyden methods as given in Ref. [37] and found both to be
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far less effective than the trust-region dogleg method from “fsolve”. Other iterative
methods should be considered in search of a more robust solver. Other available
algorithms available in “fsolve” are the Gauss-Newton method [21], the Levenberg-
Marquardt method (see Refs. [27] and [28]), and a “large-scale algorithm” that is “a
subspace trust-region method and is based on the interior-reflective Newton method”
(see Refs. [9] and [10]). Homotopy methods [22], which belong to the family of con-
tinuation methods, are known for being globally convergent and should also be tried.
It may also be worthwhile to consider relaxing the requirements of finding a true
solution and merely settle for an approximation, which would ideally be derived in
analytical form and might also make use of the perturbation method.
The excellent correlation, between predictions by the Matlab solver and NABSA,
from the prismatic CUS section is unexpected. The results are shown in Table (3).
The theory on which NABSA is based upon is not from asymptotic considerations.
There does not seem to be any reason why results based on an asymptotic methodol-
ogy, which the theory presented in this thesis certainly falls under, should agree with
NABSA. It would enhance the understanding of cross-sectional analysis in general to
understand why the level of correlation is as good as shown.
A validation study of initially twisted beams with the CUS section should be
conducted. Recall that predictions to the generalized Timoshenko stiffness constants
differed significantly, between the Matlab solver and VABS solution, for the CUS
section as initial twist is varied. A form of validation study by beam theory may be
conducted by comparing calculations from a 1D global analysis between coordinate
axes featuring initial twist and not featuring one (as is done in this thesis for initially
twisted beams with an isotropic rectangular cross-section). If the stiffness constants
used are correct, then results from the 1D global analysis should not depend on the
choice of coordinate axes and the stiffness constants would be somewhat validated.
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5.3.4 Transition Elements
An alternative to modeling spanwise nonuniform beam-like structures is by a combi-
nation of 3D finite elements, 1D beam elements, and transition elements. This hybrid
approach is a tradeoff that ideally combines the efficiency of beam theory with the
accuracy of 3D finite elements. This approach would model the nonuniform regions
of the beam-like structure with 3D finite elements and uniform regions by 1D beam
elements. Transition elements exist as a connection between the 3D elements and 1D
elements to help preserve accuracy. Transition elements seem to hold great potential,
but are still very much in development.
5.3.5 Recovery Relations
A conundrum exists regarding the need to incorporate the 1D distributed applied and
inertial loading terms, φ, to recover the 3D displacement, stress, and strain fields.
As explained in Sec. 2.5, these terms are needed for the recovery to be sufficiently
accurate. The recovery relations also make use of the internal stress resultants, FR,
which are found by a balance of forces and moments at each section during the 1D
global analysis. The effects of φ are embedded within the calculations of FR, so it
would seem that incorporating both φ and FR in the recovery relations is redundant
and possibly inconsistent. The puzzle that remains unanswered is then why φ is
needed in the relations if it is already embedded within FR? The same conundrum
also exists for plate theory [56] and shell theory [55].
5.3.6 Validation Needs
The ultimate form of validation on beam theory analysis is with solutions to the
full 3D elasticity equations, which would most certainly come from 3D finite element
analysis except for the simplest of cases. Quantities of comparison would be the stress,
strain, and displacement fields. Beam theory seems to be well-validated for prismatic
beams composed of isotropic materials, but it should be evident from the material
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presented here that there still seems to be a lack of validation for composite beams.
Even more limited are validations of beams featuring initial twist and/or curvature.
The state-of-the-art on 1D global beam analysis is a set of equations that is
geometrically-exact with seemingly no flaws, which means that errors in predictions
from the 1D global analysis likely originate from inaccurate stiffness constants. As
seen in Fig. 24 for the cantilevered beam with CUS sections, frequency predictions
for the third and fifth modes differ dramatically even in the prismatic case when
using two different sets of stiffness constants. Due to this difference, it seems that
beams with the CUS section are prime candidates for validation by 3D finite element
analysis.
5.3.7 Nonuniform Plates and Shells
In an analogous manner to the present work on modeling spanwise nonuniformity
in beam theory, one may attempt to model geometric nonuniformity in plate and
shell theories. Plate and shell analyses involve a 2D global analysis. Elastic stiffness
constants to the global analysis are found from a complementary 1D through-the-
thickness analysis. As an example, a homogeneous plate-like or shell-like structure
may have a varying thickness. Therefore, it is conceivable that geometric nonuni-
formity effects may alter the stiffness constants if the thickness is varying at a high
enough rate along either of the two dominant dimensions.
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APPENDIX A
3D STRAIN FIELD FORMULATION
The derivations to the 3D strain field are presented here. In the undeformed state,
Wempner [51] defines the covariant base vectors as
gi(xj) =
∂rˆ
∂xi
(148)
Wempner also defines the contravariant base vectors as
gi(xl) =
eijkgj × gk
2
√
g
(149)
where g is the determinant of the metric tensor and eijk are components of the per-
mutation tensor in a Cartesian coordinate system. The metric tensor mentioned is
taken in the undeformed state and its determinant is given by
g = det(gi · gj) (150)
For the present problem, it is helpful to note that
√
g = 1− x2k3 + x3k2 (151)
Any 3D continuum can be thought of as being composed of a network of smooth curves
and surfaces. With our choice of coordinates, the vectors gi and g
i are tangent to
and normal to the undeformed coordinate curves, respectively. In the words of Yu
[53], “When the structure is deformed due to loading, the material point which was
previously specified by rˆ(xi) has now the position vector Rˆ(xi) relative to the same
fixed point. The covariant base vectors for the same coordinate system xi in the
deformed configuration are:
Gi(xj) =
∂Rˆ
∂xi
(152)
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Now one should be able to obtain all the information of deformation by gi and Gi.”
Following a derivation that has been in use as early as 1992 [19] and involves using
the polar decomposition theorem [12], the components of the deformation gradient in
mixed-basis Bi and bi, while assuming small local rotation, are given as
χij = (Bi ·Gk)(gk · bj) (153)
The Jauman-Biot-Cauchy strain components for small local rotation can now be
calculated by
Γij =
χij + χji
2
− δij (154)
In order to form a connection between the 2D cross-sectional analysis and the
1D global analysis, 1D generalized strain measures are introduced. These 1D strain
measures are the force strains, γ, and the moment strains, κ. They are defined as
γ = CbB ·R′ − r′ (155)
κ = CbB ·K− k (156)
where
γ = bγ11 2γ12 2γ13cT (157)
κ = bκ1 κ2 κ3cT (158)
and CbB and K are defined so that
bi = C
bB ·Bi (159)
B′i = K×Bi = esijKsBj (160)
Components of the force strains and moment strains are conjugates of the section
forces and section moments, respectively. γ11 is the extensional strain measure, 2γ1α
are shear strain measures, κ1 is the torsional strain measure, and κα are bending
strain measures. K is the curvature vector of the deformed beam. Similar to K,
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the kinematics dictate that beams featuring initial twist and curvatures form the
relationship
b′i = k× bi = esijksbj (161)
CbB is the inverse of the global rotation tensor CBb, which relates vectors Bi and bi
by
CBb = Bibi (162)
The rotation tensor CBb is chosen here so that Bi coincides with bi in the case of
zero deformation.
An approximation is now introduced to linearize the 2D cross-sectional analysis.
Upon deriving the 3D strain field, products of warping and 1D strain measures are
discarded. The justification is that both of these quantities are considered small in
comparison with unity. Therefore, product terms are negligible.
At this point, the terms 2γ12 and 2γ13, which represent transverse shear strain
measures, are dropped in the ensuing derivations. This simplification is made, because
the goal of this appendix is to derive the 3D strain field for use with classical beam
theory.
Upon following the steps outlined here, one may derive the linearized 3D strain
field. The final form is given in Eq. (5).
138
APPENDIX B
CONSTRAINTS ON WARPING
Constraints on the warping field are explained here, so that the 2D cross-sectional
analysis may be properly posed. A fundamental idea of the current procedure is
that the 1D global and 2D cross-sectional analyses are decoupled from one another,
so results from the 1D analysis are merely inputs into the 2D analysis. From the
perspective of a single cross-section, the translations and rotations of the reference
line are felt as rigid-body modes. Without considering transverse shear deformations,
the reference line is only allowed to extend, twist, and bend in two directions; therefore
each section has four rigid-body modes which cannot contribute to the sectional strain
energy. Four constraints on the warping field are then required for a unique solution.
The four chosen constraints are given mathematically in Eq. (11). The first three
rows mean that the average warping displacements over the cross-section are zero,
which are explicitly given by
〈wi〉 = 0 (163)
The fourth row is a condition related to twisting and is explicitly written as〈
∂w2
∂x3
− ∂w3
∂x2
〉
= 0 (164)
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APPENDIX C
SOLVING CLASSICAL BEAM THEORY
This section solves the 0th-order theory by finding the warping field, which minimizes
the energy functional subject to the constraints from Eq. (17). The functional, from
Eq. (18), is written once more as
2U0 = V
TEV + 2V TDa¯+ ¯
TD¯ (165)
and the constraints, from Eq. (17), are also written again as
V TDc = 0 (166)
Some properties are established before the 0th-order theory can be solved. First,
the operator matrix Γa has a kernel, which implies that Γaw = 0 must be true for
a nontrivial warping field. Now define ψ as the kernel matrix of Γa and it may be
found as
ψ =

1 0 0 0
0 1 0 −x3
0 0 1 x2
 (167)
Expressing the kernel matrix ψ in terms of its nodal value Ψ results in
ψ = SΨ (168)
It is now clear that Γaψ = ΓaSΨ = 0, so that EΨ = 0. Therefore, Ψ is the kernel
matrix of E.
The derivation to the solution of 0th-order theory may now resume. Define Λ
to be Lagrange multipliers corresponding to the constraints on the warping. 2U0 is
minimized by setting its first variation, including the Lagrange multiplier terms, with
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respect to the unknown warping functions to be zero. The resulting Euler-Lagrange
equation is
EV +Da¯ = DcΛ (169)
Solving this equation for Λ, while bearing in mind that EΨ = ΨTE = 0, yields
Λ = (ΨTDc)
−1ΨTDa¯ (170)
The result of substituting Eq. (170) into Eq. (169), while using the property ΨTDa =〈〈
[ΓaSΨ]
T DΓ
〉〉
= 0, is that
EV = −Da¯ (171)
The right-hand side of the above equation is orthogonal to the null space, thus there
is a unique solution that is linearly independent of the null space of E. By introducing
the warping constraints, the singularities of the above coefficient matrix are eliminated
and a solution V ∗ can be found. The complete solution is
V = V ∗ + Ψλ (172)
where λ is determined from Eq. (166) as
λ = −(ΨTDc)−TDTc V ∗ (173)
The 0th-order warping field, which minimizes Eq. (165) subject to Eq. (166), is
V = [∆3 −Ψ(ΨTDc)−TDTc ]V ∗ = V0 = Vˆ0 (174)
Warping is now in terms of the classical strain measures, which is the desired form.
Vˆ0 is referred to as the 0
th-order warping influence coefficient.
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APPENDIX D
TRANSFORMATION TO FIND THE REDUCED
CLASSICAL STIFFNESS MATRIX
The transformation, of the 2nd-order asymptotically-correct energy to classical beam
theory form, is accomplished by the 1D constitutive law and the 1D static equilibrium
equations. Using the reduced classical stiffness matrix in classical beam theory gives
twice the sectional strain energy as
2U = ¯TAc`¯ (175)
The 1D constitutive law is then 
F¯1
M¯1
M¯2
M¯3

= [Ac`] {¯} (176)
It is helpful to introduce matrix Rc` as the flexibility matrix so that
[Rc`][Ac`] = ∆4 (177)
where ∆4 is the identity matrix of order four. Substituting the 1D constitutive law
into the linearized 1D static equilibrium equations, then the first four rows of the
equilibrium equations from Eq. (40) become
[Ac`]
′ {¯}+ [Ac`] {¯}′ + [D3][Ac`] {¯}+ [D4]
F¯2F¯3
 = 0 (178)
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Rearranging the above equation, the first derivative of the classical strain measures
may be written as
{¯}′ = −
[
Rc`
] [[
Ac`
]′
+
[
D3
] [
Ac`
]]
{¯} −
[
Rc`
] [
D4
]F¯2F¯3
 (179)
Now taking the derivative of the 1D constitutive law yields
F¯1
M¯1
M¯2
M¯3

′
=
[
Ac`
]′
{¯}+
[
Ac`
]
{¯}′ (180)
The last two rows from the above equation may be written asM¯2M¯3

′
=
Ac`3:
Ac`4:

′
{¯}+
Ac`3:
Ac`4:
 {¯}′ (181)
where [
Ac`3:
]
= bAc`(3, 1) Ac`(3, 2) Ac`(3, 3) Ac`(3, 4)c[
Ac`4:
]
= bAc`(4, 1) Ac`(4, 2) Ac`(4, 3) Ac`(4, 4)c
(182)
The last two rows from the 1D equilibrium equations, again from Eq. (40), may be
written as M¯2M¯3

′
+
 k3M¯1 − k1M¯3 − F¯3−k2M¯1 + k1M¯2 + F¯2
 = 0 (183)
The above equation may be rewritten asF¯2F¯3
 =
[
D3L
]
{¯}+
−M¯
′
3
M¯ ′2
 (184)
where [
D3L
]
=
0 k2 −k1 0
0 k3 0 −k1
 (185)
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Now substituting Eqs. (181) and (184) into Eq. (179), the first derivative of the
classical strain measures may be written in terms of the classical strain measures as
{¯}′ = −[Z] {¯} (186)
where [
Z
]
=
[∆4]+ [Rc`] [D4]
−Ac`4:
Ac`3:


−1 [
Rc`
] [
Zpost
]
(187)
and
[
Zpost
]
=
[Ac`]′ + [D3] [Ac`]+ [D4]
[D3L]+
−Ac`4:
Ac`3:

′
 (188)
Taking the derivative results in
{¯}′′ = [Z2] {¯} (189)
where
[Z2] = [Z]
2 − [Z]′ (190)
and
[Z]′ =

[∆4]+ [Rc`] [D4]
−Ac`4:
Ac`3:


−1
′ [
Rc`
] [
Zpost
]
+
[∆4]+ [Rc`] [D4]
−Ac`4:
Ac`3:


−1 [
Rc`
]′ [
Zpost
]
+
[∆4]+ [Rc`] [D4]
−Ac`4:
Ac`3:


−1 [
Rc`
] [
Zpost
]′
(191)
The first and second derivatives of the classical strain measures are now in terms of
the classical strain measures, so an expression for Ac` may be found. This is done
by equating Eq. (28) with Eq. (175). In general, the result is a system of nonlinear
2nd-order ODEs in terms of the unknown reduced classical stiffness matrix Ac`.
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The resulting system of equations may be written as
Ac` = A
A
c` + A
B
c` + A
C
c` + A
D
c` (192)
where the superscript indicates the source of the contribution. For example, AAc` repre-
sents the contribution to Ac` from stiffness matrix A. These individual contributions
may be written as
AAc` = A; A
B
c` = −2B[Z]; ACc` = [Z]TC[Z]; ADc` = 2D[Z2] (193)
What is presented here may seem like a plausible way to find the reduced clas-
sical stiffness matrix from having knowledge of the 2nd-order asymptotically-correct
stiffness matrices, but it does not work in practice. The cause of the issue is slightly
different between prismatic beams and beams that are not prismatic.
The transformation procedure shown here is not valid for prismatic beams. A
key to the transformation is establishing a relationship between the classical strain
measures and its own derivative. If one follows the derivation while ignoring geomet-
ric correction terms from spanwise nonuniformity, initial twist, and initial curvatures,
then it would be clear that such a relationship cannot be established and the transfor-
mation procedure breaks down. Not that its derivation is valid, but using the results
from Eqs. (186) and (187) lead to ¯′ = 0 and [Z] = 0. It is not surprising that ¯′ = 0,
because this relationship is established from the 1D static equilibrium equations with
applied loads set to zero. Having ¯′ = 0, Eqs. (189) and (190) then naturally lead
to [Z2] = 0 and ¯
′′ = 0. Note that the final result of this invalid transformation is
that Ac` = A, which is actually a correct statement that is shown to be true from the
“condensation” of shear strain measures. If this transformation is valid (which it is
not), then it would serve as a confirmation that the relationship Ac` = A is indeed
true.
For beams that are not prismatic, the [Z] matrix involves an inverse of a matrix.
This matrix, whose inverse is needed, is actually singular if k2 = k3 = 0 and it is
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nearly singular even with nonzero values of k2 and k3. For cases examined by this
author, even increasing the values of k2 and k3 does not help resolve this issue. This
issue could be a sign that there is a fundamental problem with the transformation
procedure shown.
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VITA
How does one summarize one’s own life by a short account to properly describe
its essence? By the person’s educational background? By the person’s proudest
accomplishments or some way that the person would like to be known by? I will
attempt to describe my life thus far by some of its ever shifting outside influences
with its one definite constant presence.
I was born in Taiwan during the year 1977. While still an infant, my family and
I moved to Connecticut. I learned English as my first language. We then moved to
Indiana and I vividly remember being fascinated with cartoons and being confused
at life in general. We then moved back to Taiwan, where I learned Chinese and
started attending school. I recall that I liked fighting other kids, liked watching
cartoons and movies, liked reading fictional stories and collecting comic books, and
missed American comic books and candies. We then lived for a couple of years
each in Kansas and then New York. My grasp of English improved as my grasp of
Chinese worsened. I focused on collecting comic books and video games. We moved to
Michigan. During my high school and undergraduate years, I often played basketball
and became a basketball junkie. I continued collecting comic books until I felt that its
quality became unacceptably low. I increased my time spent on coursework. Video
games were fun until the gaming industry ruined it by shifting its focus from 2D
games to 3D games and started emphasizing reality. As I begin graduate school, I
became addicted to running. As I ran more and improved my ability to repeatedly
place one leg ahead of the other, I played less basketball and my ability to jump
vertically decreased. I moved to California and started working. I hurt my knee,
which forced me to stop running. I moved to Georgia and focused on learning like
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I have never done before. For my next phase in life, I will return to California and
resume working. What worldly pursuit will preoccupy me next?
The one constant in my life has been that God loves me. I have believed in God
as far as I remember. While the idols of my heart continue to evolve as I struggle to
find my place in this world, I constantly look forward to that day when I may finally
enter the kingdom of heaven.
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