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We re-examine the quantum τq and transport τt scattering lifetimes due to background impurities
in two-dimensional systems. We show that the well-known logarithmic divergence in the quantum
lifetime is due to the non-physical assumption of an infinitely thick heterostructure, and demonstrate
that the existing non-divergent multiple scattering theory can lead to unphysical quantum scattering
lifetimes in high quality heterostructures. We derive a non-divergent scattering lifetime for finite
thickness structures, which can be used both with lowest order perturbation theory and the multiple
scattering theory. We calculate the quantum and transport lifetimes for electrons in generic GaAs-
AlGaAs heterostructures, and find that the correct ‘rule of thumb’ to distinguish the dominant
scattering mechanisms in GaAs heterostructures should be τt/τq . 10 for background impurities
and τt/τq & 10 for remote impurities. Finally we present the first comparison of theoretical results for
τq and τt with experimental data from a GaAs 2DEG in which only background impurity scattering
is present. We obtain excellent agreement between the calculations and experimental data, and are
able to extract the background impurity density in both the GaAs and AlGaAs regions.
PACS numbers: 72.20.Dp, 72.10.-d, 73.63.-b
I. INTRODUCTION
Over the past four decades, an enormous effort has
been dedicated to developing two-dimensional electron
gases (2DEGs) engineered at the interface of semicon-
ductor heterostructures, and optimising their low tem-
perature transport properties [1, 2]. It is now possi-
ble to achieve low temperature mobilities in excess of
107cm2/Vs in high quality GaAs-AlGaAs heterostruc-
tures [3, 4], and there is continued interest in fur-
ther improving 2DEG mobilities [5]. Phenomena that
are only observed in ultra-high mobility 2DEGs include
anisotropies, stripe and bubble phases in higher Landau
levels [6], microwave induced resistance oscillations [7],
and even denominator fractional quantum Hall states [8].
The latter have attracted considerable interest due to
proposals for topological quantum computers that use
the possible non-abelian nature of the ν = 5/2 frac-
tional quantum Hall state [9]. Since these even denom-
inator fractional quantum Hall states are only observed
in ultra-high mobility 2DEGs at very low temperatures
(T . 100mK), there is renewed interest in understand-
ing the factors limiting the electron mobility in GaAs
heterostructures [10].
The maximum attainable electron mobility is limited
by phonon scattering, which cannot be avoided. How-
ever for low temperatures, T < 0.1K, phonon scattering
is negligible, and the mobility is limited by other mecha-
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nisms. In GaAs heterostructures these include interface
roughness scattering, remote ionised impurity scattering,
and background impurity scattering. Interface roughness
scattering is not important in high quality heterointer-
faces at low densities, so the low T mobility is limited
by ionised impurity scattering [11, 12]. In most two-
dimensional GaAs systems the carriers are introduced
by modulation doping of the AlGaAs, and this modula-
tion doping provides a significant source of remote ionised
impurity scattering [13]. Remote ionised impurity scat-
tering can be reduced with the use of large undoped Al-
GaAs ‘spacer’ layers between the 2DEG and the modu-
lation doping [14], or eliminated entirely with accumu-
lation mode devices in which the carriers are introduced
electrostatically rather than through doping [15]. Finally
there are always ‘background impurities’ incorporated in
the crystal during the epitaxial growth process, and these
will limit the mobility in both the very cleanest modu-
lation doped samples [4] and in electrostatically doped
samples.
In practice, experimentally determining the factors
limiting the mobility in a particular sample is non-
trivial, since many scattering mechanisms may be act-
ing together. There are two key experimental parame-
ters available to try and separate the different scatter-
ing mechanisms: The transport scattering time τt, ob-
tained from the conductivity, and the single-particle re-
laxation time (also known as the quantum lifetime) τq,
obtained from the Shubnikov-de Haas oscillations. For
short range isotropic scattering the two times are equiv-
alent (e.g. in silicon MOSFETs), but for long range
Coulomb interactions (e.g. from modulation doping) τt
and τq are quite different [16, 17, 18]. The difference
2lies in the fact that τq counts all scattering events, while
τt is weighted towards large-angle scattering events that
cause a significant change in the momentum. By compar-
ing the measured τt and τq with numerical calculations
it is possible to determine the nature of the predomi-
nant scattering mechanism in a 2DEG at low temper-
atures [16, 17, 18, 19]. This is particularly important
for background impurity scattering in ultra-high mobil-
ity 2D systems, since the impurity levels are so low that
they cannot be measured by direct tools such as deep
level transient spectroscopy.
While the transport scattering rates can be calculated
using first order perturbation theory for a variety of scat-
tering mechanisms, direct comparison between experi-
mental measurements and theoretical calculations of τt
and τq in high mobility samples have been limited by
a problem in calculating the single-particle relaxation
time for background impurity scattering: There is no
lowest order result for the single-particle relaxation time
for homogeneous background doping due a divergent in-
tegral [20]. In a series of papers, Gold and Go¨tze ex-
tended the theoretical formalism to include multiple scat-
tering effects in both the transport and single-particle
cases [20, 21, 22]. This made it possible to calculate the
‘renormalized’ single-particle lifetime for scattering from
homogeneous background impurities [20].
In this paper we re-examine the scattering lifetime due
to background impurities, and explicitly highlight how
the logarithmic divergence in τq is due to the assumption
of an infinitely thick heterostructure in Refs. [20, 23].
We derive a non-divergent scattering lifetime for a finite
thickness heterostructure, both in the lowest order per-
turbation theory approach and in the multiple scattering
theory. Comparing these two approaches shows how the
existing multiple scattering theory can lead to inaccurate
scattering lifetimes in high quality heterostructures. Fi-
nally we present the first comparison of theoretical results
for τq and τt with experimental data from a GaAs 2DEG
with only background impurity scattering. We obtain
excellent agreement between the calculations and exper-
imental data, and are able to extract the background
impurity density in both the GaAs and AlGaAs regions.
The remainder of this paper is structured as follows: In
Section II we review the standard concepts and expres-
sions for ionised impurity scattering in a 2DEG, with spe-
cial emphasis on homogenous background scattering, and
introduce the correct expression for background impurity
scattering in a finite thickness sample. In Section III we
evaluate these expressions for background impurity scat-
tering, and compare the different approaches to calculat-
ing the single particle and quantum lifetimes. In Section
IV we compare our results with experimental data, fol-
lowed by conclusions in Section V.
II. THEORY
We restrict our analysis to 2DEGs at T = 0, and
concentrate on re-examining how the scattering lifetimes
are calculated for background impurity scattering, since
other scattering mechanisms are readily treated with
first order perturbation theory [20, 23]. Most GaAs-
AlGaAs heterostructures share a common layer struc-
ture, as shown in Fig. 1: a GaAs substrate/buffer with
AlGaAs layer(s) above, and the 2DEG accumulated at
the heterointerface. The AlGaAs layer may contain re-
mote ionised impurities, as in the conventional modula-
tion doped HEMT shown in Fig. 1(a), or may be undoped
as in ‘induced’ field effect devices (Fig. 1(b)). The het-
erostructure in Fig. 1(b) has no modulation doping to
form the 2DEG – instead the degenerately doped GaAs
cap acts as a metallic gate, and carriers are induced by
electrostatic doping with a gate bias [15, 24]. For the
purposes of evaluating background impurity scattering,
both types of heterostructure can be treated as consist-
ing essentially of two layers: A GaAs substrate below
the 2DEG of thickness β, and AlGaAs layers on top of
thickness α [25].
FIG. 1: Schematic of GaAs-AlGaAs heterostructures. a)
Modulation doped heterostructure, in which carriers are in-
troduced at the GaAs-AlGaAs interface by remote dopants,
and b) ‘induced’ field effect structure in which carriers are
introduced by applying a bias to the heavily doped GaAs cap
that acts as a metal gate.
A. Background Impurity Scattering in the Lowest
Order Theory
In the lowest order of approximation, the transport and
single-particle scattering lifetimes τt and τq are calculated
at T = 0 by integrating the scattering potential |U(q)|2
with respect to the scattered wavevector q:
1
τt
=
m∗
π~3k2F
∫ 2kF
0
|U(q)|2
ǫ(q)2
q2√
4k2F − q
2
dq (1)
1
τq
=
2m∗
π~3
∫ 2kF
0
|U(q)|2
ǫ(q)2
1√
4k2F − q
2
dq (2)
3Equations (1) and (2) can be derived via Fermi’s Golden
Rule or by invoking the second Klauder approximation to
the self-energy Σ(k, E), where the formalism is presented
in [20]. Here m∗ is the electron effective mass (taken
as m∗ = 0.067me for GaAs) and kF is the Fermi wave
vector, which in two-dimensional reciprocal space is a
measure of the radius of the mass-shell at T = 0. We
use the Thomas-Fermi approximation to the dielectric
function ǫ(q):
ǫ(q) = 1 +
1
q
m∗
π~2
e2
2ǫǫ0
b(8b2 + 9bq + 3q2)
8(b+ q)3
(3)
The dielectric function includes the form factor b(8b2 +
9bq+3q2)/8(b+ q)3 to account for the finite width of the
2DEG, where b is a variational parameter and 1/b defines
the thickness of the 2DEG [26].
Equations (1) and (2) show that the magnitudes of
τt and τq are related to the scattering potential |U(q)|
2,
which is characterized by both the type of disorder and
geometry of the quantum well that confines the 2DEG.
To calculate the scattering from homogenous background
impurities it is necessary to divide the bulk sample into
infinitesimal layers, and treat each layer as a δ-doped
layer of remote ionized impurities at a distance s from
the 2DEG. The scattering potential due to one of these
δ-doped layers is:
|U(q)|2RII = Ni
(
e2
2ǫǫ0q
)2
e−2q|s|F (q) (4)
Here Ni is the two-dimensional impurity density in the
δ-doped layer and F (q) is the form factor that accounts
for the finite thickness of the 2DEG. There are two form
factors, FAlGaAs(q) and FGaAs(q), for scattering sites lo-
cated in the AlGaAs and GaAs regions respectively [27]:
FAlGaAs(q) =
1
(1 + q/b)6
(5)
FGaAs(q) =
2 + 24(q/b)2 + 48(q/b)3 + 18(q/b)4 + 3(q/b)5
2(1 + q/b)6
The difference between the two form factors is due to the
overlap between the wave function of the 2DEG and the
background impurities in the GaAs region.
The total scattering potential is obtained by summing
the contribution from all of the delta-layers:
|U(q)|2BG =
∫ ∞
0
|U(q)|2RII AlGaAs dz +
∫ 0
−∞
|U(q)|2RII GaAs dz (6)
to obtain:
|U(q)|2BG =
NB
2q
(
e2
2ǫǫ0q
)2
[FAlGaAs(q) + FGaAs(q)] (7)
The three-dimensional background impurity density is
now defined by NB.
Equations (1)–(7) represent the standard lowest or-
der expression for scattering from background impurities.
Eqn. (1) is well behaved, but Eqn. (2) diverges as q → 0
and cannot be evaluated.
The divergence in τq for background impurity scatter-
ing arises from the infinite limits in Eqn. (6), which phys-
ically corresponds to an infinite sample, containing an
infinite number of charged impurities located far from
the 2DEG. These charged background impurities, most
of which are located far from the 2DEG, lead to a diver-
gence in the small angle (small q) scattering rate due to
the e−2q|s| term in Eqn. (4), and hence to a divergence
in τq. However the transport lifetime is convergent since
it is less sensitive to small angle scattering events. The
non-physical assumption of an infinitely thick sample has
been a common assumption in previous calculations of
background impurity scattering [19, 23, 28, 29, 30].
To solve the problem of the logarithmic divergence in
the single-particle scattering rate, it is tempting to sim-
ply modify the lower limit of the integral in Eqn. (2) and
replace it with the uncertainty of the 2D scattered wave
vector q. However, there are several problems with this
approach. First of all, the integrand in Eqn. (2) con-
tributes most strongly near the two limits of integration.
Thus the result of the integral is extremely sensitive to
any modifications of these two limits. Secondly one re-
quires a precise knowledge of all the physical constraints
that specify the uncertainty in q regarding the system of
interest. The uncertainty in q will depend on some of the
same parameters that affect the scattering rate that one
intends to calculate. Only an approach which addresses
the problem self-consistently would allow one to be con-
fident of the results. Thirdly even if one can remove the
logarithmic divergence with this approach, there still ex-
ists the assumption that the heterostructure is infinitely
thick. This assumption is not only physically unsound,
but also produces inaccurate results as we demonstrate
in Section III.
B. The Single-Particle Lifetime in the Higher
Order Theory
The conventional way around the logarithmic diver-
gence in the integral for τq is to use the multiple scatter-
ing theory developed by Gold to calculate the renormal-
ized single-particle scattering lifetime τqr [20]. The start-
ing point for incorporating multiple scattering effects into
the single-particle lifetime is to use the single-particle
Green’s function with the mass-shell and third Klauder
approximations [20, 31]. Taking into account only
electron-impurity interactions (i.e. neglecting electron-
electron interactions) one arrives at the following expres-
4sion for τqr :
1
τqr
=
2m∗
~3π2
∫ ∞
0
∫ pi
2
−pi
2
q
|U(q)|2
ǫ(q)2
×
m∗/~τqr
(q2 + 2qkF sinϕ)2 + (m∗/~τqr)2
dϕdq (8)
Eqn. (8) is a self-consistent equation with a double
integral that must be solved recursively to obtain τqr.
This is a somewhat involved, and computationally in-
tensive, operation and so has rarely (if ever) been used
to model experimentally obtained single-particle scatter-
ing lifetimes. It is possible to simplify equation (8) by
carrying out analytical approximations as in Ref. [20],
but this introduces significant deviations from the exact
result, particularly for low disorder GaAs-AlGaAs het-
erostructures [32].
Kearney et al. showed that the double integral of equa-
tion (8) can be reduced to a single integral through con-
tour integration [19]:
1
τqr
=
m∗
~3π
∫ ∞
0
|U(q)|2
ǫ(q)2
(
~τqr
m∗
) 1
2 eθ(q)/2
coshθ(q)
dq (9)
where θ(q) is given by:
θ(q) = sinh−1
[
(m∗/τqr)
2 − q4 + 4k2F q
2
2(m∗/τqr)q2
]
Equation (9) allows the renormalised single particle re-
laxation time for background scattering for an infinitely
thick heterostructure to be calculated efficiently (in a few
minutes) using a standard personal computer. To demon-
strate this we evaluate τqr as a function of the carrier den-
sity for a generic 2DEG in a GaAs-AlGaAs heterostruc-
ture (c.f. Fig. 1), for three different background impurity
densities, as shown in Fig. 2. The scattering lifetime de-
creases with decreasing carrier density, although it tends
to saturate slightly at low densities. Unlike the lowest
order scattering times τt and τq, the self-consistent na-
ture of τqr means that it is not a simple linear function
of the background impurity density: Increasing NB by a
factor of 10 does not simply reduce τqr by a factor of 10.
C. A Physically Realistic Scattering Potential for
Homogeneous Background Impurities
Although Fig. 2 provides convergent results for the
single-particle lifetime due to background impurity scat-
tering, it is instructive to identify the source of the di-
vergence that caused problems for the lower order theory
in the first place. It is a simple exercise to correct the
background scattering potential and set a realistic thick-
ness for the heterostructure, with finite bounds on the
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FIG. 2: τqr due to background impurity scattering for an in-
finitely thick sample, plotted against the electron density ns
of the 2DEG. The doping densities in the GaAs and AlGaAs
regions are taken to be the same, NB = NB1 = NB2. Results
are plotted only in the regime where the mass shell approxi-
mation is valid, EF > ~/τqr.
integrals in Eqn. (6). This leads to the potential:
|U(q)|2BG =
(
e2
2ǫǫ0q
)2
1
2q
[
NB1FAlGaAs(q)(1 − e
−2qα)
+NB2FGaAs(q)(1 − e
−2qβ)
]
(10)
Here α and NB1 are the thickness and background dop-
ing levels in the AlGaAs layer above the 2DEG, and β
and NB2 are the thickness and background doping levels
in the GaAs layer below the 2DEG. Using the scatter-
ing potential in Eqn. (10) the lowest order single par-
ticle relaxation time τq can now be calculated without
divergence. This scattering potential can also be used in
Eqn. (9) to calculate the renormalised τqr for a sample
with finite thickness.
III. EVALUATION OF THEORETICAL
SCATTERING TIMES
Having removed the divergence in the calculation of the
single particle scattering lifetime, we can now evaluate
and compare the various lifetimes for different sample
thicknesses and doping levels.
A. A Comparison of τt, τq and τqr
In Figure 3 we plot the scattering lifetimes evalu-
ated for the generic GaAs-AlGaAs heterostructure of
Fig. 1 as a function of sample thickness, for three dif-
ferent background impurity concentrations. For these
calculations we have taken the background impurity lev-
els in the GaAs and AlGaAs regions to be the same
5NB = NB1 = NB2. We also set the thickness of the
two regions to be the same α = β, so that the total sam-
ple thickness is s = α + β. The electron effective mass
is taken as 0.067me, and the dielectric constant of both
GaAs and AlGaAs as 12.7ε0.
The solid line in Fig. 3 shows the transport relaxation
time τt as a function of sample thickness, for three differ-
ent levels of the background doping density NB. As the
sample is made thicker there are more and more back-
ground impurities for electrons to scatter from, and τt
decreases. Above ∼ 100 nm the scattering rate τt sat-
urates, since background impurities located more than
100 nm from the 2DEG essentially act as remote impu-
rities, predominantly causing small angle scattering that
does not affect the momentum.
The dashed line in Fig. 3 shows the lower order single-
particle lifetime τq, calculated using Eqn. (10). The sin-
gle particle lifetime τq now produces convergent results,
and like τt it decreases as the sample becomes thicker
(larger s). The single particle scattering time is always
shorter than the equivalent transport scattering time,
since τq counts all scattering events and τt is weighted
towards large angle scattering events. However τq ex-
hibits the non-physical behaviour of continually decreas-
ing as the thickness is increased, so that even impurities
located at an almost infinite distance contribute to the
scattering, and the single particle scattering rate diverges
as s→∞. Even though τq can now be calculated for real
samples, it cannot safely be used to obtain the ratio τt/τq
for comparison with experiments, since τq is always sensi-
tive to the thickness of the sample, and it overestimates
the scattering compared to the higher order τqr. Note
that since τt and τq are calculated to lowest order, the
scattering rate is directly proportional to NB, so the solid
and dashed curves in the three panels of Fig. 3 differ only
by a numerical prefactor (NB).
The crosses in Fig. 3 show the renormalised single par-
ticle scattering time τ∞qr , calculated using the higher or-
der multiple scattering theory in Eqn. (9). As originally
defined by Gold [20], this scattering time is evaluated for
an infinitely thick sample, yet produces a convergent re-
sult. Since the renormalised scattering time is calculated
iteratively (τqr exists on both the left and right sides of
Eqn. (9)), τ∞qr is not a simple function of NB; increasing
NB tenfold does not necessarily increase τqr by a factor
of ten.
It is instructive to examine how the renormalised scat-
tering time behaves for finite thickness samples, using
the finite thickness scattering potential (Eqns. (9) and
(10)). The dotted lines in Fig. 3 show τqr calculated as
a function of sample thickness. The renormalised single-
particle lifetime saturates to a finite value, τ∞qr , as the
thickness of the sample is increased, although it takes
longer to saturate than the transport scattering time.
The dotted lines in Figs. 3(a-c) also show that as the
background impurity density NB is increased, τqr satu-
rates at a smaller sample thickness. Physically this indi-
cates that the ‘dirtier’ a sample is, the less effect impuri-
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FIG. 3: τt, τq and τqr were calculated with the background
scattering potential for a finite-width sample and are plot-
ted against the sample thickness. NB is varied between
1020m−3 and 1022m−3 in panels (a)-(c), and ns is fixed at
ns = 10
15m−2 (similar results are achieved for electron den-
sities of 1014m−2 and 1016m−2). Crosses mark τ∞qr calculated
with the background scattering potential derived for an in-
finitely thick sample [28]. It can be seen that τ∞qr underesti-
mates the scattering lifetime for thin structures.
ties situated away from the 2DEG have on the scattering
of electrons in the 2DEG.
The calculations of τqr for finite thickness samples also
highlight a problem with clean samples that are thinner
than ∼ 1µm, such as heterostructure epilayers: τqr hasn’t
yet saturated to τ∞qr , so the standard assumption of an
infinite heterostructure thickness [19, 28, 29, 30] results
in an overestimation of the renormalised single-particle
scattering rate 1/τ∞qr . This result clearly demonstrates
that the scattering potential U(q) must take into account
the finite thickness of the heterostructure for accurate
comparison with experimental data.
Since the GaAs and AlGaAs layers in a real sample are
generally not of equal thickness (typically the AlGaAs re-
gion is ∼ 100nm and the GaAs region is ∼ 200µm), it is
useful to investigate how quickly τqr saturates in each
layer as a function of the layer thickness. However since
τqr is calculated recursively and self-consistently through
Eqn. (9), Matthieson’s rule no longer holds, and the scat-
tering rates for the two regions cannot be calculated inde-
pendently of each other. We therefore have to calculate
τqr for the complete sample, and then determine the frac-
tion of the total scattering caused by each layer. To do
this τqr was calculated for GaAs and AlGaAs layers hav-
ing the same thickness and doping levels, α = β. After
τqr was obtained for the entire sample, this value of τqr
was inserted into the right hand side of Eqn. (9), with the
appropriate choice of U(q) for either the AlGaAs or GaAs
region, to obtain the scattering from each layer individu-
ally. The results are plotted in Fig. 4 as a function of the
6layer thickness s = α+β. The calculated scattering times
show that there are two significant differences between
the single-particle lifetime for the AlGaAs and GaAs re-
gions: (i) Most of the contribution to the total scattering
lifetime τqr comes from impurities in the GaAs region;
(ii) The scattering contribution from the GaAs saturates
faster than that from the AlGaAs region as s is increased.
Physically this means that most of the scattering in the
GaAs region comes from impurities close to the channel
(s . 10nm), whereas in the AlGaAs region impurities
located a considerable distance from the 2DEG can still
cause appreciable scattering. The results in Fig. 4 again
highlight the problem with the conventional assumption
of an infinite sample thickness when calculating τqr, since
in most heterostructures the AlGaAs epilayer is only a
few hundred nm thick yet τAlGaAsqr doesn’t saturate to
the infinite limit until s & 1µm.
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FIG. 4: τqr due to background impurity scattering plotted
separately for the AlGaAs and GaAs regions as a function of
thickness, showing that most of the scattering originates from
the GaAs layer. In panels (a)-(c) nS is fixed at ns = 10
15m−2
and NB is varied between 10
20m−3 and 1022m−3.
B. Comparison of τt/τqr and τt/τq
It is widely assumed that the ratio of the trans-
port to the single particle lifetime τt/τq can be taken
as an indication of the dominant scattering mecha-
nism [16, 17, 18, 19]. The conventional wisdom is that
τt/τq should be close to 1 for background impurity scat-
tering and much larger than 1 for remote ionised impurity
scattering. To test if this is correct we plot in Fig. 5 both
τt/τq and τt/τqr calculated for background impurity scat-
tering only, as a function of the 2D carrier density. We
take the ‘generic’ thicknesses of the heterostructure to be
α = 100nm for the AlGaAs region and β = 300µm for
the GaAs region, with three different background doping
levels (NB1 = NB2) varied from 10
20 − 1022m−3.
In Fig. 5 the calculation is performed for a finite sam-
ple, so the lowest order single particle scattering time
1
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FIG. 5: The ratio τt/τq and τt/τqr as a function of the 2DEG
carrier density ns, showing that the ratio can be significantly
larger than 1 for background impurity scattering. Calcula-
tions were performed with the background scattering poten-
tial for a finite-width sample (α = 100nm and β = 300µm),
for three different values of the background impurity density
(NB = NB1 = NB2).
τq is convergent and both τt/τq and τt/τqr can be eval-
uated. There is no self-consistency in the lowest order
theory (the impurity concentration is effectively just a
prefactor in the integrals in Eqns. (1) and (2)), so τt/τq
is insensitive to NB. In contrast τt/τqr decreases as NB
is increased, indicating that there is proportionally more
large angle scattering as the background impurity density
is increased.
The key result of Fig. 5 is that even for background im-
purity scattering alone τt/τqr can be as high as 10, which
is much larger than conventional wisdom would suggest.
We suggest instead that the correct ‘rule of thumb’ to dis-
tinguish the dominant scattering mechanisms in GaAs
heterostructures should be τt/τqr . 10 for background
impurity and τt/τqr & 10 for remote ionised impurity
scattering [32].
IV. COMPARISON WITH EXPERIMENTAL
DATA
We now compare our results with experimental data
from a 2DEG in a GaAs-AlGaAs heterojunction. This
sample is specially designed to only have background im-
purity scattering, to allow direct comparison between ex-
periment and theory. The sample has no modulation
doping to form the 2DEG – instead carriers are induced
by electrostatic doping with a gate bias (this type of sam-
ple is referred to as a Semiconductor Insulator Semicon-
ductor FET, SISFET [24], or Heterostructure Insulated
Gate FET, HIGFET [33]). The sample consists of a
450µm substrate, 1µm GaAs, 160nm AlGaAs and 60nm
GaAs cap. Devices were fabricated in a Hall bar geom-
etry, and standard low-frequency a.c. magnetotransport
7measurements were performed at 1.4 K with an excita-
tion of 100 µV.
Figure 6(a) shows magnetotransport data from sam-
ple NBI30/AS08N with a top-gate bias of 1.05 V, cor-
responding to a 2D carrier density of 2.02 × 1011cm−2.
Carrier densities extracted from the low field Hall effect
and the periodicity of the Shubnikov-de Haas (SdH) os-
cillations agreed to within 2%. We extract the transport
lifetime from the resistivity at B = 0, and the quantum
lifetime from a Lifshitz-Kosevitch analysis of the SdH os-
cillations [34]. The inset to Fig. 6(a) shows a Dingle plot
of the reduced amplitude of the SdH oscillations, defined
as ℜ = ∆ρxx/2D(X)ρ0 where D(X) = X/ sinh(X) and
X = 2π2kBT/~ωc, as a function of inverse magnetic field.
The data falls onto a straight line, with a intercept close
to 2 at 1/B = 0, which is a characteristic of a ‘good’ Din-
gle plot from which a reliable quantum scattering time
can be extracted [34].
The extracted transport and single particle lifetimes
are plotted as solid symbols in Figure 6(b) as a function
of the 2D carrier density ns. As expected, the scattering
lifetimes increase with increasing ns, with the transport
lifetime showing a stronger density dependence than the
quantum lifetime. The dashed and solid lines show the
scattering times calculated for background impurity scat-
tering only. For these calculations the sample is modelled
as consisting of two layers, a 160nm thick AlGaAs layer
above the 2DEG and a 450µm GaAs buffer below it (al-
though τqr has already saturated with a GaAs thickness
of 1µm). The renormalised quantum lifetime τqr was cal-
culated using the finite thickness scattering potential de-
fined in Eqn. (10). The only fitting parameters were the
background impurity density of the AlGaAs and GaAs
regions, NB1 and NB2. It was only possible to achieve
a good fit of the calculated scattering times to the ex-
perimental data when NB1 and NB2 were different, with
NB1 = 6.25×10
21m−3 and NB2 = 1.92×10
21m−3 giving
the best fit. The higher background doping level NB2
in the AlGaAs layer is consistent with previous studies
showing AlGaAs has a higher background doping level
than GaAs [35, 36]. We note that the quality of the fits
and fitting parameters for τqr and τt/τqr were rather in-
sensitive to the thickness of the GaAs region β, changing
by less than 2% in the range 1 < β < 450µm, whereas τq
was very sensitive to β (not shown). This reinforces the
need to use the renormalised quantum lifetime.
Fig. 6(b) shows the ratio of the transport to quantum
scattering lifetimes for the SISFET sample. This device
has no modulation doping, so that scattering is by back-
ground impurities only, yet the ratio of scattering life-
times is of order 10, much larger than the conventional
wisdom that τt/τq ∼ 1 for background impurity scatter-
ing. This reinforces the rule of thumb introduced earlier,
and highlights the need to perform rigorous modelling of
experimental scattering times and the ratio τt/τq in order
to determine the limiting scattering mechanism in high
quality 2D samples.
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FIG. 6: (a) Longitudinal and Hall magneto-resistance of an
‘induced’ GaAs 2DEG in a SISFET structure at T = 1.4 K.
Inset shows the Dingle plot analysis of the reduced resistiv-
ity ℜ as a function of the inverse magnetic field. (b, c) Ex-
perimentally measured values of τt, τq and the ratio τt/τq
compared with calculated scattering times. Experimental
values are indicated by the solid symbols and the theoreti-
cally predicted trends are indicated by the dashed lines. For
the theoretical curves NB1 = 6.25 × 10
21m−3 and NB2 =
1.92× 1021m−3.
V. CONCLUSIONS
In this paper we have re-analysed the problem of back-
ground impurity scattering for 2DEGs in semiconductor
heterojunctions. We have shown that current approaches
to calculating the quantum lifetime due to background
impurities either fail completely, or produce inaccurate
results in high quality heterostructures at low electron
densities – precisely the area of interest for modern de-
vices. We derived a non-divergent scattering lifetime for
finite thickness structures, and have shown that this can
be used both with the lowest order perturbation the-
ory and the multiple scattering theory, although only
the latter produces physically sensible results. We have
found excellent agreement between theoretical calcula-
tions and experimental measurements of the scattering
times due to background impurities for a GaAs 2DEG
8in which only background impurity scattering is present.
Although our analysis was presented for AlGaAs-GaAs
systems, this approach is applicable to generic semicon-
ductor heterostructures.
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