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Abstrak 
Pengenalan suara adalah merupakan upaya agar manusia dan mesin dapat berkomunikasi dengan media suara. 
Pengenalan angka adalah merupakan salah satu bagian dari pengenalan suara. Salah satu contoh aplikasi dari 
pengenalan angka yaitu orang dapat menekan tombol telepon dengan menggunakan suara (voice dial).  
Ketika suara digunakan sebagai media berkomunikasi antara manusia dan mesin, mesin tidak bisa begitu saja 
dapat mengenali suara yang diucapkan oleh manusia. Oleh karena itu suara perlu dimodelkan. Karena suara termasuk 
dalam suatu varibel yang acak maka digunakan suatu pemodelan statistik yaitu HMM (Hidden Markov Model). Dalam 
HMM suara dapat diasumsikan sebagai varibel acak yang dapat diperkirakan secara tepat. Sebelum suara dapat 
dimodelkan, suara harus melewati proses ekstraksi feature. Salah satu jenis ektraksi feature adalah MFB (Mel-
cepstrum filter bank). 
Berdasarkan hasil pengujian dari sampel 1400 data yang diucapkan oleh 9 orang pria dan 5 orang wanita 
pengenalan angka terisolasi dengan menggunakan ekstraksi feature MFB dan pemodelan HMM didapatkan tingkat 
pengenalan tertinggi sebesar 97.64%, tingkat pengenalan ini dicapai pada state 11.    
 
 
 
I. PENDAHULUAN 
 
Suara merupakan salah satu bentuk alat komunikasi 
yang paling efektif. Selain efektif manusia juga sangat 
familiar dengan komunikasi menggunakan suara. Karena 
itu manusia berusaha mengembangkan suatu cara 
bagaimana agar manusia dan mesin dapat berinteraksi 
menggunakan suara. Supaya suara dapat digunakan 
sebagai media komunikasi antara manusia dan mesin 
suara perlu dimodelkan sehingga dapat dikenali. 
Salah satu bentuk pemodelan suara adalah HMM 
(Hidden Markov Model). Dalam pemodelan ini suara 
dapat diasumsikan sebagai parameter acak yang dapat 
diperkirakan secara tepat, jadi HMM merupakan analisa 
probabilitas yang bersifat stokastik. Dengan HMM sinyal 
suara dapat dianalisis dan didapatkan  nilai probabilitas 
yang terbaik sehingga bisa dikenali. 
Tujuan dari Tugas Akhir ini adalah untuk dapat 
mengenali angka (0-9) dalam bentuk suara sehingga 
dihasilkan output berupa teks yang bersesuaian dengan 
input yang dimasukkan dan untuk menentukan jumlah 
state yang paling bagus dalam pengenalan suara 
Pembatasan masalah pada Tugas Akhir pembuatan 
simulasi pengenalan angka dalam bentuk suara dengan 
HMM adalah: 
 Analisis sinyal yang digunakan adalah Mel-
Cepstrum Filter Bank. 
 Data masukan merupakan angka dari 0 sampai 9 
yang diucapkan dalam bahasa indonesia oleh 9 
orang pria dan 5 orang wanita yang direkam dengan 
frekuensi sampling 8 Khz, mono, 8 bit dan disimpan 
dalam berkas dengan extensi wav. 
 HMM yang digunakan adalah Unimodal Continous 
Hidden Markov Model (CHMM) dengan variasi 
state dari 2 sampai 20.  
 Program simulasi ditulis dengan bahasa 
pemrograman Matlab 6.1. 
II. KONSEP PENGENALAN ANGKA 
TERISOLASI DENGAN HIDDEN MARKOV 
MODEL 
 
A. PENGENALAN SUARA 
Pengenalan suara adalah upaya supaya suara dapat 
diidentifikasi sehingga dapat dimanfaatkan. Pengenalan 
suara secara umum dapat dibagi menjadi beberapa tahap 
yaitu: ekstraksi feature, pemodelan dan pengenalan.  
Ekstraksi feature adalah upaya untuk memperoleh 
feature dari sinyal suara. Salah satu metode yang dapat 
digunakan untuk proses ekstraksi feature adalah Mel-
Cepstrum. Setelah didapatkan feature, kemudian 
dilakukan pemodelan. Karena sinyal suara dapat 
dikarakteristikkan sebagai variabel proses acak, sehingga 
untuk pemodelan ini dapat dilakukan dengan pemodelan 
statistik yaitu HMM (Hidden Markov Model). Dari 
pemodelan didapatkan parameter yang selanjutnya 
digunakan dalam proses pengenalan. 
 
B. EKSTRAKSI FEATURE 
 
Feature merupakan properti karakteristik dari sinyal 
suara. Feature dapat dibagi menjadi dua yaitu feature 
statik dan feature dinamik. Feature statik dapat diperoleh 
dengan analisa spektrum dengan metode mel-cepstrum, 
sedangkan untuk feature dinamik dapat diperoleh dari 
turunan koefisien mel-cepsrum. Diagram untuk mencari 
koefisien mel-cepstrum ditunjukkan pada Gambar 1.  
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C. PEMODELAN DENGAN HIDDEN MARKOV 
MODEL (HMM) 
 
HMM adalah analisa statistika yang memodelkan 
sinyal suara dan mencari bentuk kata yang paling sesuai. 
HMM berkembang pada akhir tahun 1960 dan awal tahun 
1970. HMM berkembang dengan sangat cepat karena 
pemodelan ini sangat kaya dalam struktur matematika dan 
bisa digunakan untuk beragam aplikasi. HMM mengacu 
pada fungsi probabilitas rantai markov. 
 
a. RANTAI MARKOV 
 
Algoritma HMM didasari oleh model matematik 
yang dikenal dengan rantai markov. Rantai markov  
secara umum ditunjukkan pada Gambar 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Beberapa hal yang dapat dijelaskan tentang rantai 
markov yaitu: 
 Transisi keadaan dari suatu keadaan tergantung 
pada keadaan sebelumnya. 
P[qt = j|qt-1 = i, qt-2 = k......] =P[qt = j | qt-1 = i] 
 Transisi keadaan bebas terhadap waktu. 
aij = P[qt = j | qt-1 = i ] 
 
b. Definisi HMM 
 
HMM adalah probabilitas teknik pencocokan 
pola  yang observasinya dianggap sebagai output dari 
poses stokastik dan didasari rantai markov. HMM terdiri 
dari dua komponen: rantai markov keadaan terbatas dan 
output distribusi keadaan yang terbatas. 
 
c. Tipe HMM 
 
HMM dibagi menjadi dua tipe dasar yaitu HMM 
ergodic dan HMM Kiri-Kanan. 
1. HMM ergodic. 
Pada HMM model ergodic perpindahan keaadaan 
satu ke keadaan yang lain semuanya 
memungkinkan, hal ini ditunjukkan pada Gambar 
3. 
 
 
 
 
 
 
 
 
 
 
2. HMM Kiri-kanan 
Pada HMM kiri-kanan perpindahan keadaan hanya 
dapat berpindah dari kiri kekanan, perpindahan 
keadaan tidak dapat mundur ke belakang, hal ini 
ditunjukkan pada Gambar 4.  
 
 
 
 
 
 
 
 
Transisi keaadaan untuk HMM kiri-kanan dapat 
dinyatakan dengan persamaan: 
aij = 0, ij   
 
d. Elemen HMM 
Untuk HMM dengan observasi simbol diskret 
seperti model jambangan dan bola, elemen HMM 
adalah sebagai berikut: 
1. N, Jumlah keadaan dalam model. 
2. M, Jumlah simbol observasi tiap keadaan. 
3. Distribusi keadaan transisi A={aij} dengan 
 ,|1 iqjqPa ttij          Nji  ,1  
4. Distribusi probabilitas simbol observasi, 
B={bj(k)} dengan 
Hamming 
window 
FFT  
(log-spectrum) 
Filter bank 
(skala mel) 
DCT 
Frame 
blocking 
Suara  
X 
   Gambar 1 Ektraksi feature dengan mel-cepstrum 
Gambar 3 HMM model ergodic 
Gambar 4 HMM model kiri-kanan 
1 
2 3 
a12 
a21 
a32 
a23 
a31 
a13 
a33 a22 
Gambar 2 Rantai markov 
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   ,| jqvoPkb tktj      Mk 1  
5. Distribusi keadaan awal  
 ,1 iqPi                             Ni 1  
 
e. Prosedur Evaluasi 
 
Salah satu permasalahan dasar dalam pemodelan HMM 
adalah menghitung probabilitas urutan observasi, 
O=(o1,o2,…,oT) yang diberikan oleh  model  .   
1) Algoritma Forward  
Jika variabel forward  it , pada saat t dan keadaan 
i, maka didapat persamaan sebagai berikut 
    |,.....21 iqoooPi ttt   
Fungsi probabilitas dapat diselesaikan untuk N 
keadaan dan observasi T secara iterasi: 
 Inisialisasi 
   1obi iit                     Ni 1  
 Induksi 
Proses induksi ditunjukkan pada Gambar 5. 
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



  tj
N
i
ijtt obaij   
 Terminasi 
   


N
i
T iOP
1
|   
2) Algoritma Backward 
Algoritma ini mirip dengan algoritma forward tetapi 
keadaan mengalir kebelakang dari observasi terakhir 
saat T. Fungsi probabilitas backward  it  dapat 
didefinisikan sebagai berikut: 
     ,|.......21 iqoooPi tTttt    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dan dianalogikan dengan prosedur forward   it  
dapat diselesaikan dengan dua langkah: 
 Inisialisasi 
  1it        Ni 1  
 Induksi 
     ,11 jobai ttjijt        
1,.......,2,1  TTt      Ni 1  
 
3) Algoritma Forward -backward. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
t+1 t 
S1 
S2 
S3 
SN 
Sj 
Gambar 5 Fungsi probabilitas forward 
a1j 
a2j 
a3j 
aNj 
 it   
t+1 t 
S1 
S2 
S3 
SN 
Sj 
Gambar 6 Fungsi probabilitas backward 
aij 
a2j 
ai3 
aiN 
 
t t-1 
S1 
S2 
S3 
SN 
Si 
Gambar 7 Fungsi probabilitas forward-backward untuk 
menetukan P(O|λ) 
a1i 
a2i 
a3i 
aNi 
it
t+1 T+2 
S1 
S2 
S3 
SN 
Sj 
aj1 
aj2 
aj3 
ajN 
 jt 1
 
 
t+1(i) 
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     


N
i
tt iiOP
1
|   
  
4) Algoritma Viterbi 
Algorima viterbi hampir mirip dengan algoritma 
forward, perbedaannya hanya mengganti 
penjumlahan dengan pemaksimalan. 
 Inisialisasi 
   1obi iit   ,       Ni 1  
 Rekursi 
      tjijtt obaiNij 11
max

  ,    
Nj
Tt


1
2
 
 Terminasi 
  i
Ni
P T

1
max*  
 
D. Prosedur Pelatihan. 
 
Pelatihan berfungsi untuk mendapatkan model yang 
lebih baik. Algoritma yang digunakan untuk pelatihan 
adalah algoritma Baum-welch, yang disebut juga 
algoritma forward-backward. 
ˆ Jumlah yang diharapkan saat keadaan awal adalah Si 
      it  
Dengan demikian estimasi ulang parameter model dapat 
disimpulkan:  
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Setelah estimasi ulang parameter model, maka akan 
didapatkan model lain ˆ  yang lebih mirip dibandingkan 
 , yang dihasilkan dari urutan observasi O. Hal ini 
berarti 
    |ˆ| OPOP   
 
E. Penskalaan 
 
Penskalaan sangat penting dalam implementasi 
HMM karena untuk menghindari hasil yang tak terhingga 
dalam penghitungan probabilitas. Teknik penskalaan, 
pertama adalah dengan mendefinisikan koefisien 
penskalaan c(t): 
 
 

 N
i
t i
tc
1
1

 
Teknik penskalaan dapat digunakan untuk 
menentukan log P(O/λ) dengan metode sebagai 
persamaan:  
 

T
t
tT OP
cC
1 |
1

 
Kedua sisi dilogkan menjadi 
  |loglog
1
OPc
T
t
t 







 
 
dengan meggunakan sifat log didapat 
    


T
t
tcOP
1
log|log   
F. Urutan Observasi yang Lebih dari Satu 
 
Kelemahan dari HMM tipe kanan-kiri adalah urutan 
observasi  tidak dapat dijadikan satu untuk pelatihan. 
Didefinisikan observasi dengan jumlah k sebagai berikut: 
O = [O1, O2, O3,............................., Ok] 
dengan 
Ok =  kTkkk kOOOO .,..........,.........,, 321  
Tujuan pengaturan  adalah untuk pemaksimalan P(O|). 
Dalam kasus observasi lebih dari satu  P(O|) dapat 
didefinisikan dengan: 
   


K
k
kOPOP
1
||   
lebih jelasnya 
  


K
k
kPOP
1
|   
 
G. Continous Hidden Markov Model (CHMM) 
 
Dalam CHMM parameter model juga berupa , A, 
dan B, tetapi dalam bentuk yang berbeda. Probability 
Density Function (PDF) dari urutan observasi dianggap 
sebagai distribusi gaussian. Dianggap bahwa bi(O) adalah 
sesuai dengan rumus: 
   ,,;
1



M
m
imimimi UOncOb   , Ni 1  
 
keterangan 
cjm  = jumlah mixture pada keadaan i. 
Jumlah transisi yang diharapkan dari Si ke Sj 
Jumlah transisi yang diharapkan dari Si 
 ijaˆ
 kb jˆ
Jumlah t yang diharapkan dalam Sj dengan observasi Ot=wk 
Jumlah yang diharapkan saat Sj 
= 
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n  = distribusi pdf yang dianggap sebagai distribusi 
gaussian. 
im  = rata rata mixture ke m dalam keadaan i 
Uim  = kovarian pada mixture ke m pada keadaan i 
O  =urutan observasi dari feature vektor dengan 
dimensi d. 
M  = jumlah mixture yang digunakan. 
N = jumlah keadaan. 
 
H. PENGENALAN ANGKA TERISOLASI 
 
Yang dimaksud dengan terisolasi adalah masukan 
suara berupa angka tunggal. Pengenalan angka terisolasi 
ditunjukkan pada Gambar 8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Sinyal suara s(n) dimasukkan kedalam ektraksi 
feature sehingga didapatkan vektor urutan obsevasi O. 
Kemudian dicari model HMM untuk tiap-tiap angka dan 
yang terakhir adalah menentukan kemungkinan terbesar 
urutan observasi terhadap λ, sehingga dari sini didapatkan 
keluaran yang bersesuaian dengan input. 
 
III. PERANCANGAN DAN IMPLEMENTASI 
SISTEM 
Secara umum pembuatan program simulasi ini mengikuti 
alur sesuai yang ditunjukkan pada Gambar 9. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
IV. ANALISA DAN PEMBAHASAN 
 
Dari hasil pengujian untuk state 2 sampai 20 tingkat 
pengenalan terendah hampir semuanya terjadi pada angka 
0 dan atau angka 9, karena ada data-data dari angka 
tersebut yang salah dikenali hal ini kemungkinan 
disebabkan karena angka-angka tersebut mempunyai nilai 
parameter yang hampir sama, tetapi mempunyai nilai 
probabilitas yang lebih rendah dibandingkan angka 6. 
Apabila persentase pengenalan total dari setiap state 
ditabelkan maka akan didapatkan tabel seperti yang 
ditunjukkan pada Tabel  1. 
 
Tabel 1 Persentase pengenalan semua state 
State Pengenalan (%) 
2 89.43 
3 91.29 
4 94.57 
5 95.71 
6 96.00 
7 96.50 
8 96.86 
9 97.14 
10 96.50 
11 97.64 
12 97.43 
13 97.00 
14 97.57 
15 96.71 
16 97.57 
Mulai 
Ektraksi Feature 
(Mel Cepstrum  Filter Bank) 
Akuisisi Data 
Pemodelan Parameter  HMM 
Pengenalan Angka 
Selesai 
Gambar 9  Alur pembuatan program simulasi  
         pengenalan angka terisolasi 
Gambar 8 Proses pengenalan angka 
Perhitungan 
Probabilitas 
HMM 
Angka 0 
Perhitungan 
Probabilitas 
λ0 
Perhitungan 
Probabilitas 
λ1 
Perhitungan 
Probabilitas 
λ2 
Perhitungan 
Probabilitas 
λ3 
λN 
P(O|λ0) 
HMM 
Angka 1 
P(O|λ1) 
P(O|λ2) 
P(O|λ3) 
P(O|λN) 
HMM 
Angka 2 
HMM 
Angka 3 
HMM 
Angka N 
 
Memilih 
maksimum 
 
Text 
Suara 
S(n) 
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Lanjutan Tabel 1. 
State Pengenalan (%) 
17 97.00 
18 97.57 
19 97.00 
20 97.14 
 
Pengenalan terendah terjadi pada state 2 dan 
pengenalan tertinggi terjadi pada state 11. Pengenalan 
terendah tejadi pada state 2 karena dengan jumlah state 
yang sedikit cenderung tidak dapat membedakan setiap 
angka. Dari state 2 sampai 20 semuanya mempunyai 
kesalahan dalam pengenalan data hal ini disebabkan 
karena: 
  Derau lingkungan sekitar. 
Karena kondisi ruangan saat perekaman tidak 
kedap suara sehingga memungkinkan adanya suara-
suara lain yang ikut terekam. Dengan adanya derau 
maka akan dihasilkan vektor feature yang tidak 
mencirikan sinyal asli sehingga menghasilkan nilai 
maksimum pada tempat yang salah. Untuk 
mengatasi hal ini diperlukan ruangan perekaman 
yang seminimal mungkin bebas derau. 
 Derau sistem 
Hal ini berkaitan dengan komputer yang digunakan 
sebagai media perekaman, saat belum ada suara 
window sound recorder sudah menunjukkan  ada 
sinyal yang masuk, sinyal tersebut berati derau. 
Untuk mengatasi hal ini dapat dilakukan dengan 
mengganti kartu suara dengan kualitas yang bagus.  
 Karakteristik sinyal suara. 
Walaupun angka diucapkan oleh orang yang sama, 
tetap mempunyai karakteristik yang berbeda-beda. 
Setiap kali angka yang diucapkan selalu saja 
mempunyai ciri yang berbeda, baik itu panjang-
pendek, keras-pelan dan lain lain. Hal ini dapat 
diatasi dengan megusahakan pengucapan yang sama 
atau dengan memperbanyak data latihan. Dengan 
memperbanyak data latihan maka diharapkan 
didapatkan parameter yang lebih baik, sehingga 
tingkat pengenalan lebih tinggi. 
 Letak mikrophon. 
Karena perekaman dilakukan secara bertahap 
sehingga dalam peletakan mikropon tidak sama. 
Jarak dan sudut mikropon sangat mempengaruhi 
pada sinyal suara yang dihasilkan. Untuk mengatasi 
hal ini dapat dilakukan dengan mengatur mikropon 
jarak dan sudut mikropon yang sebisa mugkin sama. 
 
V. KESIMPULAN 
Berdasarkan uraian pada bab-bab sebelumnya dapat 
ditarik kesimpulan sebagai berikut: 
1. Tingkat pengenalan terendah dicapai untuk jumlah 
state 2 dengan prosentase pengenalan sebesar 
89.43% dan tingkat pengenalan tertinggi dicapai 
untuk state 11 dengan prosentase pengenalan 
sebesar 97.64 %. 
2. Kesalahan pengenalan terbesar untuk semua state 
terjadi karena adanya kesalahan dalam pengenalan 
angka 0 dan atau angka 9. 
3. Dengan menggunakan ekstraksi feature  mel-
cepstrum filter bank dan pemodelan unimodal 
CHMM akan memberikan akurasi berkisar pada 
angka 96.14% untuk pengenalan angka terisolasi. 
VI. SARAN 
1. Sebaiknya diteliti lebih lanjut tentang pengenalan 
dengan kondisi lingkungan yang sebenarnya. 
2. Untuk data latihan supaya diperbanyak, agar 
parameter yang didapat lebih baik sehingga 
tingkat pengenalan lebih akurat.   
3. Estimasi ulang untuk parameter HMM sebaiknya 
dilakukan sampai nilai log likelihood mencapai 
konvergen, artinya nilai loglikelihood dengan 
nilai loglikelihood sebelumnya hampir tidak ada 
perubahan. 
4. Untuk meningkatkan akurasi pengenalan perlu 
adanya suatu sistem yang dapat menekan derau 
seminimal mungkin. 
5. Untuk pengenalan  sebaiknya dikembangkan 
dengan menggunakan variasi-variasi HMM yang 
lain.  
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