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THE DIRICHLET PROBLEM FOR CURVATURE EQUATIONS IN
RIEMANNIAN MANIFOLDS
JORGE H. S. DE LIRA AND FLA´VIO F. CRUZ
ABSTRACT. We prove the existence of classical solutions to the Dirichlet prob-
lem for a class of fully nonlinear elliptic equations of curvature type on Riemann-
ian manifolds. We also derive new second derivative boundary estimates which
allows us to extend some of the existence theorems of Caffarelli, Nirenberg and
Spruck [4] and Ivochkina, Trudinger and Lin [18], [19], [26] to more general curva-
ture functions under mild conditions on the geometry of the domain.
1. INTRODUCTION
The aim of this article is to study the classical Dirichlet problem for equations
of prescribed curvature of the form
(1.1) F [u] = f(κ[u]) = Ψ(x, u)
defined on a smooth Riemannianmanifold (Mn, σ), n ≥ 2,where κ[u] is the vector
in Rn whose components κ1, . . . , κn are the principal curvatures of the graph Σ =
{(x, u(x)), x ∈ Ω} ⊂M × R of a function u defined on a bounded domain Ω ⊂M,
Ψ is a prescribed positive function on Ω× R and f is a general curvature function
in a sense that it will made precise later. The main examples of general curvature
functions are given by the k-th root of the higher order mean curvatures
(1.2) Sk(κ) =
∑
i1<...<ik
κi1 · · ·κik
and the (k − l)-th root of their quotients Sk,l = Sk/Sl, 0 ≤ l < k ≤ n. The mean,
scalar, Gauss and harmonic curvatures correspond to the special cases k = 1, 2, n
in (1.2) and k = n, l = n− 1 for the quotients, respectively.
The classical Dirichlet problem associated to equation (1.1) has been extensively
studied (see for instance [4], [11], [13], [15], [18], [19], [20], [30], [32] and [34]). For
domains in the Euclidean space, the first breakthroughs about the solvability of
the Dirichlet problem
F [u] = f(κ[u]) = Ψ in Ω
u = ϕ on ∂Ω,
(1.3)
were due to Caffarelli, Nirenberg and Spruck [4] for general curvature functions
and Ivochkina [17] for the particular cases of higher order mean curvatures (1.2).
These authors established the solvability of (1.3) for the case of uniformly convex
domains and zero boundary values. In [18] Ivochkina extended her approach to
embrace general boundary values and the more general k-convex domains, ex-
tending the result of J. Serrin [29] on the quasilinear case corresponding to the
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mean curvature. Despite the cases of higher order mean curvatures be covered
by the generality allowed in the theorem of Caffarelli, Nirenberg and Spruck [4]
their result makes use of a strong technical assumption on the curvature functions,
which precludes the case of quotients f = (Sk,l)
1/(k−l) , 0 ≤ l < k ≤ n. However,
the weak or viscosity solution approach by Trudinger [34] is sufficiently general
in what concerns the curvatures functions so that it includes those quotient cur-
vature functions. Also in [34] Trudinger establishes the existence theorems for
Lipschitz solutions of (1.3) for general boundary values and domains subjects to
natural geometric restrictions. In the subsequent articles [19] and [26] Ivochkina,
Lin and Trudinger extended the approach used by Ivochkina in [18] to the cases
of quotients, thereby obtaining globally smooth solutions. Their approach makes
use of highly specific properties of these particular curvature functions. Finally,
Sheng, Urbas and Wang [30] derive an interior curvature bound for solutions of
(1.3) which permits to improve the existence results of Trundinger to yield locally
smooth solutions.
For domains in a general Riemannian manifolds, the cases of mean, Gauss and
harmonic curvatures have been extensively studied, as can be seen in [1], [2], [5],
[9], [11], [12], [16], [20], [27], [28] and [32]. Nevertheless, to the best of our knowl-
edge there are no results on the existence of solutions for (1.3) when f is a general
curvature function (even for the case of higher order mean curvature) and Ω is a
domain in a Riemannian manifold.
In this paper we deal with the Dirichlet problem (1.3) for general curvature
functions in the general setting of domains Ω in a smooth Riemannian manifold
(Mn, σ) under natural geometric conditions. We also derive a new boundary sec-
ond derivative estimate which allows us to improve the existence results in [30],
yielding globally smooth solutions. This is more precisely stated in what follows.
As in [4] and [30], we assume that f ∈ C2(Γ) ∩ C0(Γ) is a symmetric function
defined in an open, convex, symmetric cone Γ ⊂ Rn with vertex at the origin
and containing the positive cone Γ+ = {κ ∈ Rn : each component κi > 0}. We
suppose that f satisfies the fundamental structure conditions
(1.4) fi =
∂f
∂κi
> 0
and
(1.5) f is a concave function.
In addition, f is assumed to satisfy the following more technical assumptions∑
fi(κ) ≥ c0 > 0(1.6) ∑
fi(κ)κi ≥ c0 > 0(1.7)
lim sup
κ→∂Γ
f(κ) ≤ Ψ¯0 < Ψ0(1.8)
fi(κ) ≥ c0 > 0 for any κ ∈ Γ with κi < 0(1.9)
(f1 · · · fn)1/n ≥ c0(1.10)
for κ ∈ ΓΨ = {κ ∈ Γ : Ψ0 ≤ f(κ) ≤ Ψ1} and a constant c0 depending on Ψ0
and Ψ1, where Ψ0 = inf Ψ and Ψ1 = supΨ. In this context, a function u ∈ C2(Ω)
is called admissible if κ[u] ∈ Γ at each point of its graph. We point out that these
conditions also appear in [4], [10] and [34]. It has been shown (see [3], [4], [10], [23],
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[25] and [34]) that the (root of) higher order mean curvatures and their quotients
satisfy (1.4)-(1.10) on the appropriate cone Γ.
In [4] and [13], the hypotheses on the curvature functions include the requeri-
ment that for every constant C > 0 and every compact setE in Γ there is a number
R = R(C,E) such that
(1.11) f(κ1, · · · , κn + R) ≥ C, ∀κ ∈ E,
which precludes the important examples of the quotients f = (Sk,l)
1/(k−l)
.More
precisely, this condition is used in [4] and [13] to estimate the double normal deriv-
ative of admissible solutions at the boundary. In this paper we adapt a technique
presented in [34] to cover the cases where (1.11) does not hold.
As in the papers [4], [30], [34] we shall also need conditions on the boundary ∂Ω
to ensure the attainment of Dirichlet boundary conditions. We assume that Ω is a
domain with C2 boundary and that the principal curvatures κ′ = (κ′1, · · · , κ′n−1)
of ∂Ω satisfy
(1.12) f(κ′(y), 0) ≥ Ψ(y, ϕ(y)), ∀ y ∈ ∂Ω.
We note that (1.12) is the natural extension of the Serrin condition for the mean
curvature case [29] and it implies that
(1.13) (κ′1, · · · , κ′n−1, 0) ∈ Γ.
We can now formulate our main existence theorem for the Dirichlet problem. Let
(Mn, σ), n ≥ 2, be a complete orientable Riemannian manifold and Ω a connected
bounded domain inM.
Theorem 1. Let f ∈ C2(Γ) ∩C0(Γ) be a curvature function satisfying conditions (1.4)-
(1.10). Suppose that there exists 0 < α < 1 such that ∂Ω ∈ C4,α and Ψ ∈ C2,α(Ω× R).
Moreover, suppose that Ψ satisfies (1.12) and that Ψ > 0 and Ψt ≥ 0 on Ω × R. If there
exists a locally strictly convex C2 function in Ω and there exists an admissible subsolution
u ∈ C2(Ω) of equation (1.1), then there exists a unique admissible solution u ∈ C4,α(Ω)
of the Dirichlet problem (1.3) for any given function ϕ ∈ C4,α(Ω).
The assumption on the existence of a strictly convex function in C2(Ω) arises
naturally when the problem is treated in a general Riemannian manifold, as could
be seen for instance in [6] and [10]. Notice that whenM is the Euclidean space this
condition is always satisfied. Theorem 1 extends the result of Caffarelli, Nirenberg
and Spruck presented in [4] to non-convex domains and general boundary values,
without the assumption (1.11) and also improves the existence results of [30] and
[34] to yield globally smooth solutions for general boundary values.
The cases f = (Sn,l)
1/(n−l) , l = 1, . . . , n − 1, are omitted from Theorem 1, as
the corresponding extension of the Serrin condition (1.12) would imply Ψ = 0 on
∂Ω, contradicting the hypothesis on the positivity of Ψ. However these cases are
covered by Theorem 2 that is presented below (see Remark 3 in Section 5).
It is well known that conditions on the geometry of the boundary ∂Ω play a
key role in the study of the solvability of the Dirichlet problem (1.3). Nevertheless,
several authors (e.g., [8], [9], [10], [11], [12] and [13]) had replaced geometric condi-
tions on the boundary by assumptions on the existence of a subsolution satisfying
the boundary condition. For more details we refer the reader to [3] and [10], where
is shown the existence of a close relationship between the convexity of the bound-
ary and the existence of such subsolutions. Therefore, it is natural to consider a
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version of Theorem 1 obtained replacing the assumption on the geometry of the
boundary ∂Ω by the assumption on the existence of a subsolution satisfying the
boundary condition. In this context we obtain the following result.
Theorem 2. Suppose that f ∈ C2(Γ) ∩ C0(Γ) satisfy (1.4)-(1.10) and that for some
0 < α < 1 it holds that
(i) ∂Ω ∈ C4,α has nonnegative mean curvature;
(ii) there exists an admissible subsolution u ∈ C2(Ω) of equation (1.1)
such that u = ϕ on ∂Ω and u is locally strictly convex (up to the bound-
ary) in a neighborhood of ∂Ω;
(iii) Ψ ∈ C2,α(Ω× R), Ψ > 0 and Ψt ≥ 0 on Ω× R;
(iv) there exists a locally strictly convex C2 function in Ω.
Then there exists a unique admissible solution u ∈ C4,α(Ω) of the Dirichlet problem (1.3)
for any given function ϕ ∈ C4,α(Ω).
Theorem 2 extends to domains in a general Riemannian manifold the result ob-
tained by Guan and Spruck in [13]. In addition, Theorem 2 embraces a class of
curvature functions larger than the one considered in [13], including the higher
order mean curvatures and their quotients and, more generally, curvature func-
tions that are defined in a general cone Γ, not necessarily being the positive cone
Γ+.We point out that the requirement on the mean curvature of ∂Ω in (i) is neces-
sary because of the generality of the cone Γ allowed in the Theorem 2. This kind
of assumption was already made before in earlier contributions to the subject, see
for instance [14].
Following [4], [7], [13], [17] and [19], the proofs of the above existence theo-
rems utilize the method of continuity which reduces the problem of the existence
to the establishment of a priori estimates for a related family of Dirichlet problems
in the Ho¨lder space C2,β(Ω) for some β > 0. Here we will establish C2 a priori
estimates. Ho¨lder bounds for the second order derivatives then follows from the
Evans-Krylov theory (see for example [7] and [21]) while higher order estimates
follows from the classical Schauder theory. The uniqueness in Theorems 1 and 2
is a consequence of the comparison principle. As is pointed out in [4], [19], [20]
and [26], the crucial estimates are those of the second derivatives on the boundary
∂Ω. In this work, the use of a new barrier allows us to obtain estimates for mixed
tangential normal derivatives at the boundary for solutions of (1.3) for general
curvature equations, which is new even in the Euclidean case. This is one of the
main achievements of this work. We establish the double normal second deriva-
tive estimates at the boundary by extending the techniques of [3], [10] and [35] to
equations of curvature type.
This article is organized as follows: In Section 2 we list some basic formulas
which are needed later. In Sections 3-6 we deal with the a priori estimates for
prospective solutions of (1.3). The height and boundary gradient estimates are de-
rived in Section 3. Section 4 is devoted to the proof of the global gradient estimates.
In Section 5 a priori bounds for the second order derivatives on the boundary are
established while in Section 6 we show how to estimate the second derivatives of
solutions given boundary estimates for them. Finally, in Section 7 we complete the
proofs of Theorems 1 and 2 using the continuity method based on the previously
established estimates.
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Finally we would like to mention that quite recently Profs. H. Blaine Lawson Jr.
and F. Reese Harvey have developed a very powerful new method for handling
with geometric fully nonlinear equations of the type we are considering here. To
adapt the ideas presented in, e.g., [22] is without doubt a very promising way to
attack prescribed curvature problem (1.3) in its full generality.
2. PRELIMINARIES
Let (Mn, σ) be a complete Riemannian manifold. We consider the product man-
ifold M¯ = M ×R endowed with the product metric. The Riemannian connections
in M¯ andM will be denoted respectively by ∇¯ and∇. The curvature tensors in M¯
andM will be represented by R¯ and R, respectively. The convention used here for
the curvature tensor is
R(U, V )W = ∇V∇UW −∇U∇VW +∇[U,V ]W.
In terms of a coordinate system (xi) we write
Rijkl = σ
(
R
(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
,
∂
∂xl
)
.
With this convention, the Ricci identity for the derivatives of a smooth function u
is given by
(2.1) ui;jk = ui;kj +Rilkju
l.
Let Ω be a bounded domain in M. Given a differentiable function u : Ω → R,
its graph is defined as the hypersurface Σ parameterized by Y (x) = (x, u(x)) with
x ∈ Ω. This graph is diffeomorphic with Ω and may be globally oriented by an
unit normal vector field N for which it holds that 〈N, ∂t〉 > 0, where ∂t denotes
the usual coordinate vector field in R. With respect to this orientation, the second
fundamental form in Σ is by definition the symmetric tensor field b = −〈dN, dX〉.
We will denote by ∇′ the connection of Σ.
The unit vector field
(2.2) N =
1
W
(
∂t −∇u
)
is normal to Σ, where
(2.3) W =
√
1 + |∇u|2.
Here, |∇u|2 = uiui is the squared norm of ∇u. The induced metric in Σ has com-
ponents
(2.4) gij = 〈Yi, Yj〉 = σij + uiuj
and its inverse has components given by
(2.5) gij = σij − 1
W 2
uiuj .
We easily verify that the components (aij) of the second fundamental form of Σ
are determined by
aij = 〈∇¯YjYi, N〉 =
1
W
ui;j
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where ui;j are the components of the Hessian∇2u of u in Ω. Therefore the compo-
nents aji of the Weingarten map A
Σ of the graph Σ are given by
(2.6) aji = g
jkaki =
1
W
(
σjk − 1
W 2
ujuk
)
uk;i.
Above and throughout the text we made use of the Einstein summation conven-
tion.
For our purposes it is crucial to know the rules of commutation involving the
covariant derivatives, the second fundamental form of a hypersurface and the cur-
vature of the ambient. In this sense, the Gauss and Codazzi equations will play a
fundamental role. They are, respectively,
R′ijkl = R¯ijkl + aikajl − ailajk(2.7)
aij;k = aik;j + R¯i0jk(2.8)
where the index 0 indicates coordinate components of the normal vector N and
R′ is the Riemann tensor of Σ.We note that aij;k indicates the componentes of the
tensor ∇′b, obtained by differentiating covariantly the second fundamental form
b of Σ with respect to the metric g. The following identity for commuting second
derivatives of the second fundamental form will be quite useful. It was first found
by Simons in [31] and in our notation it assumes the form
aij;kl = akl;ji + akla
m
i ajm − aikamj alm + aljami akm − aijaml akm
+ R¯likma
m
j + R¯lijma
m
k − R¯mjikaml − R¯0i0jakl + R¯0l0kaij
− R¯mkjlami − ∇¯lR¯0jik − ∇¯iR¯0kjl.
(2.9)
Let S be the space of all symmetric covariant tensors of rank two defined in the
Riemannian manifold (Σ, g) and SΓ be the open subset of those symmetric tensors
a ∈ S for which the eigenvalues (with respect to the metric g) are contained in Γ.
Then we can define the mapping F : SΓ −→ R by setting
F (a) = f
(
λ(a)
)
,
where λ(a) = (λ1, · · · , λn) are the eigenvalues of a. The mapping F is as smooth
as f. Furthermore, F can be viewed as depending solely on the mixed tensor a♯,
obtained by raising one index of the given symmetric covariant 2-tensor a, as well
as depending on the pair of covariant tensors (a, g),
F (a♯) = F (a, g).
In terms of components, in an arbitrary coordinate system we have
F
(
aji
)
= F
(
aij , gij
)
with aji = g
jkaki.We denote the first derivatives of F by
F ij =
∂F
∂aij
and F ji =
∂F
∂aij
,
and the second derivatives are indicated by
F ij,kl =
∂2F
∂aij∂akl
.
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Hence F ij are the components of a symmetric covariant tensor, while F ji defines a
mixed tensor which is contravariant with respect to the index j and covariant with
respect to the index i.
As in [18], we extend the cone Γ to the space of symmetric matrices of order n,
which we denote (also) by S. Namely, for p ∈ Rn, let us define
Γ(p) = {r ∈ S : λ(p, r) ∈ Γ},
where λ(p, r) denotes the eigenvalues of the matrix A(p, r) = g−1(p)r given by
A(p, r) =
1√
1 + |p|2
(
I − p⊗ p
1 + |p|2
)
r,(2.10)
(the eigenvalues computed with respect to the Euclidean inner product). A(p, r) is
obtained from the matrix of the Weingarten map with (p, r) in place of (∇u,∇2u)
and δij in place of σij .We note that the eigenvalues of A(p, r) are the eigenvalues
of r (unless the 1/
√
1 + |p|2 factor) with respect to the inner product given by the
matrix g = I + p⊗ p. In this setting it is convenient to introduce the notation
G(p, r) = F
(
A(p, r)
)
= f
(
λ(p, r)
)
.
Hence, as in [4] and [13] we may write equation (1.1) in the form
(2.11) F [u] = f(κ[u]) = G(∇u,∇2u) = Ψ(x, u).
In particular, if we denote
Gij =
∂G
∂rij
and Gij,kl =
∂2G
∂rij∂rkl
,
we obtain
Gij =
1
W
F ij and Gij,kl =
1
W 2
F ij,kl.
The derivatives of the mapping F may be easily computed if we assume that the
matrix
(
aij
)
is diagonal with respect to the metric
(
gij
)
, as is shown in the follow-
ing lemma.
Lemma 3. Let {ei}ni=1 be a local orthonormal (with respect to the metric (gij) in Σ) basis
of eigenvectors for a ∈ SΓ with corresponding eigenvalues λi. Then, in terms of this basis
the matrix (F ij) is also diagonal with eigenvalues fi =
∂f
∂λi
. Moreover, F is concave and
its second derivatives are given by
(2.12) F ij,klηijηkl =
∑
k,l
fklηkkηll +
∑
k 6=l
fk − fl
λk − λl η
2
kl,
for any (ηij) ∈ S. Finally we have
(2.13)
fi − fj
λi − λj ≤ 0.
These expressions must be interpreted as limits in the case of principal curvatures with
multiplicity greater than one.
It follows from the above lemma that, under condition (1.4), equation (2.11) is
elliptic, i.e., the matrix Gij(p, r) is positive-definite for any r ∈ Γ(p). Moreover,
under condition (1.5) the restriction of the function G(p, ·) to the open set Γ(p) is a
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concave function. We point out that since 1/W and 1 are respectively the lowest
and the largest eigenvalues of gij it holds that
(2.14)
1
W 3
F ji δ
i
j ≤ Gijδij ≤
1
W
F ji δ
i
j .
Now we analyze some consequences of the conditions (1.4)-(1.8). First we note
that the concavity condition implies
(2.15)
∑
i
fi(κ)κi ≤ f
and we also may prove using assumptions (1.6)-(1.8) and following [3] that
(2.16)
∑
i
κi ≥ δ > 0,
for any κ ∈ Γ that satisfies f(κ) ≥ Ψ0. This geometric fact implies that upper bounds
for the principal curvatures of the graph of an admissible solution immediately
ensure lower bounds for these curvatures.
Now we will derive a lemma that gives a useful formula involving the second
and third derivatives of prospective solutions to the problem (1.3).
Lemma 4. Let u be a solution of equation (2.11). The derivatives of u satisfy the formula
Gijuk;ij =WG
ijaljuk;iul +WG
ijaljuk;lui +
1
W
Gjlajlu
iui;k
−GijRiljkul +Ψk +Ψtuk.
(2.17)
Proof. Differentiating covariantly equation (2.11) in the k-th direction with respect
to the metric σ ofM we obtain
Ψk +Ψtuk =
∂G
∂ui;j
ui;jk +
∂G
∂ui
ui;k = G
ijui;jk +G
iui;k.(2.18)
From F (aji [u]) = G(∇u,∇2u)we calculate
Gi =
∂G
∂ui
=
∂F
∂asr
∂asr
∂ui
= F rs
∂
∂ui
(
1
W
gslul;r
)
= F rs g
slul;r
∂
∂ui
(
1
W
)
+
1
W
F rs
∂
∂ui
(
gsl
)
ul;r.
We compute
F rs g
slul;r
∂
∂ui
(
1
W
)
= − u
i
W 3
F rs g
slul;r = − 1
W
Grsarsu
i
and
1
W
F rs
∂
∂ui
(
gsl
)
ul;r = G
rpgsp
∂
∂ui
(
gsl
)
ul;r
= −WGijaljul −WGljailuj ,
where we have used the expression
gsp
∂gsl
∂ui
= −gsl(δisup + usδip) = −(δipgslus + gilup).
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It follows that
Gi = − 1
W
Grsarsu
i −WGijaljul −WGljailuj .
Replacing these relations into (2.18) we obtain
Ψk +Ψtuk = G
ijui;jk − 1
W
Grsarsu
iui;k −WGijaljului;k −WGljailujui;k.
Using the Ricci identity (2.1), equation (2.17) is easily obtained. 
A choice of an appropriate coordinate system simplifies substantially the com-
putation of the components aji of the Weingarten operator. We describe how to
obtain such a coordinate system. Fixed a point x ∈ M, choose a geodesic coordi-
nate system (xi) of M around x such that the coordinate vectors {Y∗ · ∂∂xi |x}ni=1
form a basis of principal directions of Σ at Y (x) and { ∂∂xi |x}ni=1 is an orthonormal
basis with respect to the inner product given by the matrix g = I + ∇u ⊗ ∇u.
Hence,
aji (x) = aij(x) =
1
W
ui;j(x)δij = κiδ
j
i
and
Gij =
1
W
F ikg
kj =
1
W
fiδ
i
kδ
kj =
1
W
fiδ
j
i
since (F ji ) is diagonal whenever (a
j
i ) is diagonal and g
ij = δij . From now on we
refer to such a coordinate system as the special coordinate system centered at x.
At the center of a special coordinate system the formula (2.17) takes the simpler
form ∑
i
fiuk;ii = 2W
∑
i
fiκiuiui;k +
1
W
∑
j
fjκju
iuk;i
−
∑
i
fiRiliku
l +W (Ψk +Ψtuk).
(2.19)
3. THE HEIGHT AND BOUNDARY GRADIENT ESTIMATES
In this section we start establishing the a priori estimates of admissible solutions
of the Dirichlet problem (1.3). First we consider the Theorem 2. In this case the
height estimate for admissible solutions is a direct consequence of the existence of
a subsolution u satisfying the boundary condition and of the inequality (2.16). In
fact, it follows from the comparison principle applied to equation (1.3) that u ≤ u,
which yields a lower bound. An upper bound is obtained using as barrier the
solution u¯ of the Dirichlet problem
Q[u¯] = 0 in Ω
u¯ = ϕ on ∂Ω,
(3.1)
where Q is the mean curvature operator. The assumption on the geometry of ∂Ω
ensures the existence of such a solution u (see Theorem 1.5 in [32]). So, it follows
from the comparison principle for quasilinear elliptic equations that u ≤ u¯. On the
other hand, since u = u = u¯ on ∂Ω, the inequality u ≤ u ≤ u¯ implies the boundary
gradient estimate
|∇u| < C on ∂Ω.
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Hence the height and the boundary gradient estimates are established in the case
of Theorem 2. Now we consider the Theorem 1. First note that the assumption
on the existence of a bounded subsolution and the solvability of (3.1) ensures the
height estimates.
The boundary gradient estimate is obtained following closely the ideas pre-
sented in [34], which make use of the hypotheses on the boundary geometry to
construct a lower barrier function. Indeed let d be the distance function to the
boundary ∂Ω. In a small tubular neighborhood N = {x ∈ Ω : d(x) < a} of ∂Ω we
define the barriers in the form
(3.2) w = ϕ− f(d),
where f is a suitable real function and a > 0 is a constant chosen sufficiently small
to ensure that d ∈ C2(N¯) (see [24]). The boundary function ϕ is redefined so that it
is constant along normals to ∂Ω inN and the function f ∈ C2([0, a]) satisfies f ′ > 0
and f ′′ < 0. Fixed a point y0 in N, we fix around y0 Fermi coordinates (y
i) in M
along Nd = {x ∈ Ω : d(x) = d(y0)}, such that yn is the normal coordinate and the
tangent coordinate vectors { ∂∂yα |y0}, 1 ≤ α ≤ n− 1, form an orthonormal basis of
eigenvectors that diagonalize ∇2d at y0. Since ∇d = ν is the unit normal outward
vector along Nd we have
−∇2d(y0) = diag(κ′′1 , κ′′2 , . . . , κ′′n−1, 0),
where κ′′ = (κ′′1 , κ
′′
2 , . . . , κ
′′
n−1) denotes the vector of principal curvatures of Nd at
y0. At y0 we have wi = ϕi for i < n. Moreover wn(y0) = ϕn − f ′ and
∇2w = ∇2ϕ+ diag(f ′κ′′,−f ′′),(3.3)
since dn = 1 and di = 0, i < n. Therefore, the matrix of the Weingarten operator of
the graph of w at
(
y0, w(y0)
)
is
A[w] =
(
gik(w)ajk(w)
)
=
1√
1 + |∇w|2
(
δjk − w
jwk
1 + |∇w|2
)
wk;j
=O
(1
v
)
+ A˜[w]
as v →∞ (or equivalently f ′ →∞) where v =
√
1 + |∇w|2 and we have written
A˜[w] =
1
v
g−1(w)diag(f ′κ′′,−f ′′).
It is convenient to split the computation of the matrix A˜[w] into some blocks: For
i, j ≤ n− 1 the components a˜ij of A˜[w] are
a˜ij =
1
v
(
δjk − ϕ
jϕk
1 + v2
)
f ′κ′′i δik = κ
′′
i δij +O
(1
v
)
, as v →∞.
For i = n and j < n we have
a˜nj = −
(f ′)2κ′′jϕj
v3
= O
(1
v
)
, as v →∞,
and finally
a˜nn = −f ′′ 1 + |∇ϕ|
2
v3
.
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Now we take f of the form
f(d) =
1
b
log(1 + cd)
for positive constants b, c > 0 to be determined. We have
f ′(d) =
c
b(1 + cd)
≥ 1
b(1 + ca)
f ′′(d) = −bf ′(d)2,
(3.4)
so
(3.5) a˜nn = b(f
′)2
1 + |∇ϕ|2
v3
=
b
v
(
1 +O
(1
v
))
, as v →∞.
Hence the principal curvatures κ˜ = (κ˜1, . . . , κ˜n) of the graph of w at
(
y0, w(y0)
)
will differ from κ′′1 , . . . , κ
′′
n−1, a˜nn by O
(
1
v
)
as v → ∞. Then it follows from (3.5)
that we may estimate
κ˜n ≥ b
2v
provided v ≥ v0, b ≥ b0, where b0 and v0 are constants depending on |ϕ|2 and ∂Ω.
Therefore
|κ˜i − κ′′i | ≤
b1
b
κ˜n,(3.6)
for a futher constant b1. On the other hand, if y˜0 = y˜0(y0) ∈ ∂Ω denotes the closest
point in ∂Ω to y0 we thus estimate
Ψ(y0, w) ≤ Ψ(y˜0, ϕ) + |Ψ|1d
≤ Ψ(y˜0, ϕ) + |Ψ|1
bv
≤ f(κ′, 0) + |Ψ|1
bv
,
where we used (3.4), the Serrin condition (1.12) and the assumption Ψt ≥ 0. We
recall that κ′ denotes the principal curvatures of ∂Ω. For a > 0 small, we can
replace κ′′i by κ
′
i in (3.6). On the other hand, using the mean value theorem and
conditions (1.4) and (1.13) we obtain positive constants δ0, t0 such that
f(κ˜)− f(κ′, 0) ≥ δ0tκ˜n(3.7)
whenever t ≤ t0, |κ˜i−κ′i| ≤ tκ˜n, i = 1, . . . , n−1. To apply (3.7) we should observe
that (1.4) and (1.12) imply κ˜ ∈ Γ. Then, to deduce the inequality F [w] ≥ Ψ as
desired we fix b so that
b ≥ b0, b1
t0
and b2 ≥ |Ψ|1
δ0t0
.
SettingM = sup(ϕ− u)we then choose c and a in such a way that
ca = ebM − 1 and c ≥ v0bebM
to ensure v ≥ v0, w ≤ u on ∂N. Therefore, we find that w is a lower barrier, that is,
F [w] = f(κ˜[w]) > Ψ in N
w ≤ u on ∂N,
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which implies u ≥ w in N. Since the condition (1.13) implies that the mean curva-
ture of ∂Ω is nonnegative, we can conclude that there exists a solution u¯ of (3.1)
which is an upper barrier. This establishes the boundary gradient estimates in the
Theorem 1.
Remark 1. In the Lemma 7 below we use again the function w defined in (3.2). We note
that if (1.13) holds, then for any p ∈ Rn, we can choose the function w as above in such
a way that it satisfies ∇2w ∈ Γ(p) on N. To see this first note that the matrix g−1(p) has
eingenvalues 1/(1+|p|2)3/2 and 1/
√
1 + |p|2 with multiplicities 1 and n−1, respectively.
Then the eigenvalues of the matrix g−1(p)∇2f(d) are
κ˜ =
1√
1 + |p|2
(
κ˜1, . . . ,
κ˜n
1 + |p|2
)
,
where κ˜′ = (κ˜1, . . . , κ˜n) are the eingenvalues of −∇2f(d). On the other hand, choosing
f as above we conclude κ˜′ = f ′(κ′1, . . . , κ
′
n−1, bf
′) on ∂Ω, where (κ′1, . . . , κ
′
n−1) denote
the principal curvatures of ∂Ω. Hence, as the matrix A(p,∇2w) has the form
A(p,∇2w) = g−1(p)∇2w = g−1(p)∇2ϕ− g−1(p)∇2f(d),
it follows from (1.13) that for f ′ sufficiently large (depending on |p|, |ϕ|2 and ∂Ω) we have
∇2w ∈ Γ(p) on ∂Ω. Since Γ is open, the same holds in a small tubular neighborhood N
of ∂Ω. It follows also from (3.3) and (3.4) that the eigenvalues of ∇2w belongs to Γ for f ′
sufficiently large.
4. A PRIORI GRADIENT ESTIMATES
In this section we derive (the interior) a priori gradient estimates for admissible
solutions u of the Dirichlet problem (1.3).
Proposition 5. Let u ∈ C3(Ω) ∩ C1(Ω) be an admissible solution of (1.3). Then, under
the conditions (1.4)-(1.9),
(4.1) |∇u| ≤ C in Ω,
where C depends on |u|0, |u|1 and other known data.
Proof. Set ζ(u) = veAu, where v = |∇u|2 = ukuk and A is a positive constant to
be chosen later. Let x0 be a point where ζ attains its maximum. If ζ(x0) = 0 then
|∇u| = 0 and so the result is trivial. If ζ achieves its maximum on ∂Ω, then from
the boundary gradient estimate obtained in the last section (4.1) holds and we are
done. Hence, we are going to assume x0 ∈ Ω and ζ(x0) > 0.
We fix a normal coordinate system (xi) ofM centered at x0, such that
∂
∂x1
∣∣∣
x0
=
1
|∇u|(x0)∇u(x0).
In terms of these coordinates we have u1(x0) = |∇u(x0)| > 0 and uj(x0) = 0 for
j > 1. Since x0 is a maximum for ζ,
0 = ζi(x0) = 2e
2Au(x0)
(
Avui(x0) + u
lul;i(x0)
)
and the matrix∇2ζ(x0) = {ζi;j(x0)} is nonpositive. It follows that
(4.2) ul(x0)ul;i(x0) = −Av(x0)ui(x0)
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for every 1 ≤ i ≤ n. From now on all computations will be made at the point x0.
As the matrix {Gi;j} is positive definite one has
Gijζi;j ≤ 0.
We compute
ζi;j =2e
2Au
(
ulul;ij + u
l
;iul;j +Avui;j + 2Au
lul;jui
+2Aulul;jui + 2A
2vuiuj
)
.
Hence
0 ≥ 1
2e2Au
Gijζi;j =G
ijulul;ij +G
ijul;iul;j +AvG
ijui;j
+ 4AGijulul;juj + 2A
2vGijuiuj.
It follows from (4.2) that
4AGijulul;iuj = −4A2vGijuiuj
and then
Gijulul;ij +G
ijul;iul;j − 2A2vGijuiuj +AvGijui;j ≤ 0.(4.3)
We use the formula (2.17) at the Lemma 4 to obtain
Gijulul;ij =WG
ijakju
lul;iuk +WG
ijakju
lul;kui +
1
W
Gijaiju
lukul;k
−GijRiljkuluk + ulΨl +Ψtv.
Since
Rijlku
luk = 0
and
WGijakju
lul;iuk = WG
ijakj (−Avui)uk = −AvWGijakjuiuk
and
1
W
Gijaiju
lukul;k =
1
W
Gijaiju
k(−Avuk) = − 1
W
Av2Gijaij
we get
Gijulul;ij = −2AvWGijakjuiuk −
Av2
W
Gijaij + u
lΨl +Ψtv.
Plugging this expression back into (4.3) we get
− 2AvWGijakjuiuk −
Av2
W
Gijaij + u
lΨl +Ψtv
+Gijul;iul;j − 2A2vGijuiuj +AvGijui;j ≤ 0.
SinceWaij = ui;j we can rewrite the above inequality as
Gijul;iul;j − 2AWvGijakjuiuk − 2A2vGijuiuj
+
(
AvW − Av
2
W
)
Gijaij + u
lΨl +Ψtv ≤ 0.
Using the hypothesis Ψt ≥ 0 we obtain
Gijul;iul;j − 2AWvGijakjuiuk − 2A2vGijuiuj +
Av
W
Gijaij +Ψlu
l ≤ 0.(4.4)
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From the choice of the coordinate system and (4.2) it follows that
u1;1 = −Av and u1;i = ui;1 = 0 (i > 1).
After a rotation of the coordinates (x2, . . . , xn)wemay assume that∇2u = {ui;j(x0)}
is diagonal. Since
aji = g
jkaki =
1
W
(
σjk − u
juk
W 2
)
uk;i,
at x0,we have
aji = 0 (i 6= j)
a11 =
1
W 3
u1;1 = − Av
W 3
< 0
aii =
1
W
ui;i (i > 1).
From Lemma 3, the matrix {F ji } is diagonal. Then {Gij} is also diagonal with
Gii =
1
W
F ikg
ki =
1
W
fi and G
11 =
1
W
F 1k g
k1 =
1
W 3
f1.
Using these relations and discarding the term
Av
W
Gijaij =
Av
W 2
∑
i
fiκi ≥ 0
we get from (4.4) the inequality
Giiu2i;i − 2AWvG11a11(u1)2 − 2A2vG11(u1)2 +Ψ1u1 ≤ 0,
which may be rewritten as∑
α>1
Gααu2α;α +G
11
(
2A2v3
W 2
− 2A2v2 +A2v2
)
+Ψ1
√
v ≤ 0.
Since
2A2v3
W 2
− 2A2v2 +A2v2 = A
2v3 −A2v2
(1 + v)2
we have ∑
α>1
Gααu2α;α +
A2v3 −A2v2
(1 + v)2
G11 +Ψ1
√
v ≤ 0.
Then
A2v3 −A2v2
(1 + v)2
1
W 3
f1 ≤ −Ψ1
√
v ≤ |DΨ|√v.
Once
κ1 = a
1
1 = −
Av
W 3
< 0,
we may apply hypothesis (1.9) to get f1 ≥ c0 > 0,which implies
A2v3 −A2v2
W 5
√
v
≤ |DΨ|
c0
.
Now we choose
A =
(
2
c0
sup
M×I
|DΨ|
)1/2
,
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where I is the interval I = [−C,C] with C being a uniform constant that satisfies
|u|0 < C. Therefore,
(u1)
3((u1)
2 − 1)
(1 + (u1)2)5/2
≤ 1
2
,
that is,
(u1)
5 − (u1)3 − 1
2
(1 + (u1)
2)5/2 < 0.
Since u1 > 0 this yields a bound for u1 and hence for ζ(x0), which implies the
desired estimate. 
5. BOUNDARY ESTIMATES FOR SECOND DERIVATIVES
In this sectionwe establish the crucial a priori second derivatives estimates at the
boundary. Bounds for pure tangential derivatives follow from the relation u = ϕ
on ∂Ω. It remains to estimate the mixed and double normal derivatives.
Consider the linearized operator
L = Gij − bi,
where bi = 1W 2
∑
j fjκju
i. It follows from (1.7), (2.15) and (4.1) that |bi| ≤ C for a
uniform constant C.
To proceed, we first derive some key preliminary lemmas. Let x0 be a point on
∂Ω. Let ρ(x) denote the distance from x to x0, ρ(x) = dist(x, x0), and set
Ωδ = {x ∈ Ω : ρ(x) < δ}.
Since (ρ2) i;j(x0) = 2σij(x0), by choosing δ > 0 sufficiently small we may assume
ρ smooth in Ωδ and
(5.1) σij ≤ (ρ2) i;j ≤ 3σij in Ωδ.
Since ∂Ω is smooth, we may also assume that the distance function d(x) to the
boundary ∂Ω is smooth in Ωδ. In what follows, we redefine the boundary function
ϕ in Ωδ as being constant along the normals to ∂Ω.
Let ξ be a C2 arbitrary vector field defined in Ωδ and η any extension to Ωδ of
the restriction of the vector field∇u to ∂Ω∩∂Ωδ. For instance, we can take η as the
parallel transport of ∇u along the normals geodesics to ∂Ω in Ωδ. Inspired in the
approach used by Ivochkina in [18] we define the function
(5.2) w = 〈∇u, ξ〉 − 〈∇ϕ, ξ〉 − 1
2
|∇u− η|2.
The function w satisfies a fundamental inequality.
Proposition 6. Assume that f satisfies (1.4)-(1.7). Then the function w satisfies
(5.3) L[w] ≤ C(1 +Gijσij +Gijwiwj) in Ωδ,
where C is a uniform positive constant.
Proof. For convenience we denote µ = 〈∇ϕ, ξ〉. First we calculate the derivatives
of w in an arbitrary coordinate system. We have
wi = 〈∇i∇u, ξ〉+ 〈∇u,∇iξ〉 − µi − 〈∇i∇u−∇iη,∇u− η〉
=
(
ξk + ηk − uk)uk;i + ((ξk)i + (ηk)i)uk − µi − 〈∇iη, η〉
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and
wi;j =〈∇j∇i∇u, ξ〉+ 〈∇i∇u,∇jξ〉+ 〈∇j∇u,∇iξ〉+ 〈∇u,∇j∇iξ〉
− µi;j − 〈∇j∇i∇u−∇j∇iη,∇u− η〉 − 〈∇i∇u−∇iη,∇j∇u −∇jη〉
=
(
ξk + ηk − uk)uk;ij + ((ξk)j + (ηk)j)uk;i + ((ξk)i + (ηk)i)uk;j
− uk;iuk;j +
(
(ξk)i;j + (η
k)i;j
)
uk − µi;j − 〈∇iη,∇jη〉 − 〈∇j∇iη, η〉,
where we denote by ξk, (ξk)i and (ξ
k)i;j the components of the vectors ξ,∇iξ and
∇j∇iξ, respectively (the same notation is used for η). Therefore,
Gijwi;j =
(
ξk + ηk − uk)Gijuk;ij + 2Gij ((ξk)j + (ηk)j)uk;i −Gijuk;iuk;j
+Gij
( (
(ξk)i;j + (η
k)i;j
)
uk − µi;j − 〈∇iη,∇jη〉 − 〈∇j∇iη, η〉
)
.
Now we use (2.17) to obtain(
ξk + ηk − uk)Gijuk;ij =W (ξk + ηk − uk)Gijaljuk;iul +W (ξk + ηk − uk)
×Gijaljuk;lui +
1
W
(
ξk + ηk − uk)Gjlajluiuk;i
+
(
ξk + ηk − uk) (Ψk +Ψtuk −GijRiljkul) .
On the other hand, it follows from the expression for wi that(
ξk + ηk − uk)ui;k = wi − ((ξk)i + (ηk)i)uk + µi + 〈∇iη, η〉.
Substituting these equalities in the above equation we get
Gijwi;j = WG
ijaljwiul +WG
ijaljwlui +
1
W
Gjlajlu
iwi −Gijuk;iuk;j
+ 2Gij
(
(ξk)j + (η
k)j
)
uk;i +WG
ijaljul
(
µi −
(
(ξk)i + (η
k)i
)
uk
+ 〈∇iη, η〉
)
+WGijaljui
(
µl −
(
(ξk)l + (η
k)l
)
uk + 〈∇lη, η〉
)
+
1
W
Gjlajlu
i
(
µi −
(
(ξk)i + (η
k)i
)
uk + 〈∇iη, η〉
)
+Gij
( (
(ξk)i;j + (η
k)i;j
)
uk − µi;j − 〈∇iη,∇jη〉 − 〈∇j∇iη, η〉
− (ξk + ηk − uk)Riljkul)+ (ξk + ηk − uk) (Ψk +Ψtuk).
(5.4)
Since (5.3) does not depend on the coordinate system, i.e., it is a tensorial inequal-
ity, it is sufficient to prove it in a fixed coordinate system. Given x ∈ Ω, let (xi)
be the special coordinate system centered at x. In terms of this coordinates the in-
equality (5.3) takes at x the form
(5.5) L[w] =
1
W
∑
i
fiwi;i − biwi ≤ C
(
1 +
1
W
∑
i
fiσii +
1
W
∑
i
fiw
2
i
)
.
We will prove the above inequality. In what follows all computations are done at
the point x.
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In these coordinates we have κi = a
j
i = aij =
1
W ui;jδij and G
ij = 1W fiδ
j
i . Since
the quantities depending on∇u, ξ, η and µ are under control, we get
WGijaljwiul =
∑
i
fiκiwiui ≤ ε
∑
i
fiκ
2
i +
1
ε
∑
i
fiw
2
i u
2
i
≤ ε
∑
i
fiκ
2
i + C
∑
i
fiw
2
i
2Gij
(
(ξk)j + (η
k)j
)
uk;i = 2
(
(ξi)i + (η
i)i
)
fiκi ≤ ε
∑
i
fiκ
2
i + C
∑
i
fi
WGijaljulµi =
∑
i
fiκiuiµi ≤ ε
∑
i
fiκ
2
i + C
∑
i
fi
Gijuk;iuk;j = G
ijσklul;iuk;j = W
2Gijσklal;iak;j = Wσ
iifiκ
2
i
≥ C0
∑
i
fiκ
2
i
1
W
Gjlajlu
iµi =
1
W 2
∑
j
fjκju
iµi ≤ C
∑
j
fjκj ≤ C
Gi;jµi;j =
1
W
∑
i
fiµi;i ≤ C
∑
i
fi,
where ε > 0 is any positive number and C0 > 0 depends only on σ|Ω. To obtain
the above inequalities we made use of the ellipticity condition fi > 0. Estimating
all the terms in (5.4) as above, we conclude that equality (5.4) implies
L[w] ≤ (εC − C0)
∑
i
fiκ
2
i + C
∑
i
fiw
2
i + C
∑
i
fi + C.(5.6)
Choosing ε > 0 sufficiently small such that the first term on the sum above be-
comes negative we obtain
L[w] ≤ C(1 +∑
i
fi +
∑
i
fiw
2
i
)
.
Using that σii > C0 > 0 in Ω andW is under control, we get (5.5). 
We note that inequality (5.3) may be simplified further. In fact, since
Gijσij ≥ δ0 > 0,
replacing C to C/δ0 + C (we may assume 1 > δ0 > 0) we get
(5.7) L[w] ≤ C(Gijσij +Gijwiwj) in Ωδ.
Setting
(5.8) w˜ = 1− e−a0w
for a positive constant a0,we get w˜i = a0e
−a0wwi and w˜i;j = a0e
−a0w (wi;j − a0wiwj) .
Therefore,
L[w˜] = Gijw˜ij − biw˜i = a0e−a0w(L[w]− a0Gijwiwj),
if we choose a0 large such that a0 ≥ C, where C is the constant in (5.7),
L[w]− a0Gijwiwj ≤ L[w]− CGijwiwj ≤ CGijσij .
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Hence
L[w˜] ≤ CGijσij .(5.9)
Now we extend to curvature equations the Lemma 6.2 in [10] obtained by Guan
to Hessian equations. This lemma gives the elements to complete the construction
of a barrier function.
Lemma 7. Assume that f satisfies (1.4)-(1.10). Then there exist some uniform positive
constants t, δ, ε sufficiently small and N sufficiently large such that the function
(5.10) v = (u − u) + td− N
2
d2
satisfies
(5.11) L[v] ≤ −ε(1 +Gijσij) in Ωδ
and
v ≥ 0 on ∂Ωδ.
Proof. Since u is locally strictly convex in a neighborhood of ∂Ω we may choose
δ > 0 small enough such that the eigenvalues λ(∇2u) ∈ Γ+ in Ωδ. In particular, we
have∇2u ∈ Γ(∇u) inΩδ. Consider the function v∗ = u−3ερ2. Since Γ(∇u) is open
and F [u] > 0, we may choose ε > 0 sufficiently small, such that v∗ is admissible
and∇2v∗ ∈ Γ(∇u) in Ωδ .
It follows from the concavity of G(p, ·) that
Gij(p, r)(rij − sij) ≤ G(p, r) −G(p, s) for all r, s ∈ Γ(p).
Applying this inequality we get
L[u− u] = L[u− v∗ − 3ερ2]
= Gij(ui;j − v∗i;j)− bi(ui − v∗i )− 3εL[ρ2]
≤ G(∇u,∇2u)−G(∇u,∇2v∗)− bi(ui − v∗i )
− 3εGij(ρ2) i;j + 6ερbiρi.
Since G(∇u,∇2u) = Ψ and G(∇u,∇2v∗) > 0, it follows from the C1 estimate and
the boundedness of bi that
L[u− u] ≤ C1 − 3εGij(ρ2)i;j .
Hence, we conclude from (5.1)
(5.12) L[u− u] ≤ C1 − 3εGijσi;j .
As in the previous lemma, the inequality proposed is a tensorial one. So, it is
sufficient to prove (5.11) in a fixed coordinate system. For δ > 0 small we may
define Fermi coordinates (yi) on Ωδ along ∂Ω, such that y
n = d is the normal
coordinate. In these coordinates we have dα = 0, 1 ≤ α ≤ n − 1, and dn = 1.
Hence, a straightforward computation yields
L
[
td− N
2
d2
]
= (t− dN)L[d]−NGnn.
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Since there exists a uniform positive constant C that satisfies di;j ≤ Cσij in Ωδ and
|bi| < C, we have
L
[
td− N
2
d2
]
≤ C2(t+Nδ)(1 +Gijσij)−NGnn.
This inequality and (5.12) give
L[v] ≤ L[u− u] + L
[
td− N
2
d2
]
≤ C1 − 3εGijσij + C2(t+Nδ)(1 +Gijσij)−NGnn
= C1 + C2(t+Nδ) + (C2(t+Nδ)− 3ε)Gijσij −NGnn.
As in [10], we choose indices such that f1 ≥ · · · ≥ fn. Since the eigenvalues of the
matrix Gij are 1W f1, . . . ,
1
W fn, it follows from our choice of indices that
Gnn ≥ 1
W
fn ≥ Cfn and Gijσij ≥ C
∑
i
fi.
Using the arithmetic-geometric mean inequality and (1.10) we get
εGijσij +NG
nn ≥ C
∑
i
fi + CNfn
≥ Cnε(Nf1 · . . . · fn)1/n = C3N1/n.
Now we apply this relation into the above inequality to get
L[v] ≤ C1 + C2(t+Nδ) + (C2(t+Nδ)− 2ε)Gijσij − C3N1/n.
Since δ2 ≤ tδ/N implies tδ −N/2δ2 ≥ 0 and u ≥ u, we choose t = ε2C2 and δ ≤ tN
to get v ≥ 0 on Ω ∩ ∂Ωδ. With this choice we have
L[v] ≤ C1 − εGijσij − C3N1/n.
By choosing N large such that C3N
1/n ≥ C1 + 2εwe obtain (5.11). 
Remark 2. Under the hypotheses of Theorem 1 we construct a subsolution w defined in
Ωδ and that is not necessarily strictly convex but satisfies ∇2w ∈ Γ(∇u). We replace u
by w in the Lemma above to get the result. See Remark 1.
Remark 3. We claim that the quotients S
1
k−l
k,l with 1 ≤ l < k ≤ n satisfy (1.10) in ΓΨ.
For proving that, we first observe that
∂
∂λi
S
1
k−l
k,l =
1
k − lS
1
k−l
−1
k,l
∂Sk,l
∂λi
≥ C1 ∂Sk,l
∂λi
for some positive constant C1 = C1(Ψ0,Ψ1). Therefore in order to prove the claim, it
suffices to verify that
(5.13)
(
∂Sk,l
∂λ1
· . . . · ∂Sk,l
∂λn
) 1
n
≥ C0,
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for some positive constant C0. Notice that
∂Sk,l
∂λi
=
Sl
∂Sk
∂λi
− Sk ∂Sl∂λi
S2l
=
(∂Sl+1
∂λi
+ λi
∂Sl
∂λi
)
∂Sk
∂λi
− (∂Sk+1∂λi + λi ∂Sk∂λi ) ∂Sl∂λi
S2l
=
∂Sl+1
∂λi
∂Sk
∂λi
− ∂Sk+1∂λi
∂Sl
∂λi
S2l
≥ n(k − l)
k(n− l)
∂Sl+1
∂λi
∂Sk
∂λi
S2l
,
where have used the generalized Newton-Maclaurin inequalities for the last step (for de-
tails, see [33], p. 14 or [34]). Since(
1(
n
k
)Sk(λ)
) 1
k
≤
(
1(
n
l
)Sl(λ)
) 1
l
, λ ∈ Γk ⊂ Γl,
for 1 ≤ l < k ≤ n, we conclude from (1.4) and (2.16) that
∂Sk,l
∂λi
≥ n(k − l)
k(n− l)
∂Sl+1
∂λi
∂Sk
∂λi(
n
l
) (
δ
n
)2l .
Now, since that the cone for f = S
1
k−l
k,l is Γk and Γl ⊂ Γk for l < k we have that there
exist positive constants C1 and C2 such that (see, for instance, [10] or [23])(
∂Sl+1
∂λ1
· . . . · ∂Sl+1
∂λn
) 1
n
≥ C1
and (
∂Sk
∂λ1
· . . . · ∂Sk
∂λn
) 1
n
≥ C2
for all λ ∈ ΓΨ. We conclude that (5.13) holds for all λ ∈ ΓΨ. This proves the claim.
5.1. Mixed Second Derivative Boundary Estimate. We define the function
(5.14) h = w˜ + b0ρ
2 + c0v,
where b0 and c0 are constants to be chosen later. Assume the vector field ξ is
tangent along ∂Ω ∩ ∂Ωδ. Hence w˜ = 0 on ∂Ω ∩ ∂Ωδ. Then, since v ≥ 0 on ∂Ωδ, if
δ > 0 is small enough and b0 is sufficiently large we have h ≥ 0 on ∂Ωδ. On the
other hand, it follows from (5.1), (5.9) and (5.11) that
L[h] = L[w˜] + b0L[ρ
2] + c0L[v]
≤ (C + Cb0 − c0ǫ)(1 +Gijσij) + Cb0.
Therefore, for c0 ≫ b0 ≫ 1 both sufficiently large, we get L[h] ≤ 0 in Ωδ and h ≥ 0
on ∂Ωδ. It follows from the maximum principle that h ≥ 0 in Ωδ. Consequently,
∇νh(x0) ≥ 0,
which give us
uξ;ν(x0) ≥ −〈∇u,∇νξ〉(x0)− c0
a0
(u− u)ν(x0)− c0
a0
t,
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where ν is the interior unit normal vector field to ∂Ω. Replacing ξ by −ξ at the
definition of w we establish a bound for the mixed normal-tangential derivatives
on ∂Ω
|uξ;ν(x0)| ≤ C,
for any direction tangent ξ to ∂Ω. Since x0 is arbitrary, we have
(5.15) |uξ;ν | < C ∂Ω.
5.2. Double Normal Second Derivative Boundary Estimate. For the pure normal
second derivative, since
∑
i κi[u] ≥ δ0 > 0,we need only to derive an upper bound
(5.16) uν;ν ≤ C on ∂Ω.
First we note that the equality u = ϕ on ∂Ω implies
uξ;η(y) = ϕξ;η(y)− uν(y)Π(ξ, η)(y),(5.17)
for any tangent vectors ξ, η ∈ Ty(∂Ω) ⊂ TyM, y ∈ ∂Ω,whereΠ denotes the second
fundamental form of ∂Ω. Let Tu be the (0, 2) tensor defined on ∂Ω by
(5.18) Tu =
(∇˜2ϕ− uνΠ),
where ∇˜ is the induced connection on ∂Ω. Since aαβ = 1W uα;β, it follows from
the equality (5.17) that the components of Tu in terms of coordinates (y
α) in ∂Ω
areWaαβ.We denote by κ˜ = (κ˜1, . . . , κ˜n−1) the eigenvalues of the tensor Tu with
respect to the inner product defined on ∂Ω by the matrix g˜ = σ˜+ ∇˜ϕ⊗∇˜ϕ,where
σ˜ is the metric on ∂Ω induced by σ.
Let Γ′ be the projection of Γ on Rn−1. We denote by d(κ′) the distance from
κ′ ∈ Γ′ to ∂Γ′.We point out that Γ′ is also an open convex symmetric cone.
We are going to analyze the behavior of d(κ′[u]) for admissible solutions u. First
we fix Fermi coordinates (yi) inM along ∂Ω, such that yn is the normal coordinate
and the tangent coordinate vectors { ∂∂yα |y0}, 1 ≤ α ≤ n − 1, is an orthonormal
basis of eigenvectors that diagonalize Tu at the given y0 ∈ ∂Ω, with respect to the
inner product g˜ = σ˜+ ∇˜ϕ⊗ ∇˜ϕ. At y0 the matrix of the second fundamental form
of Σ in terms of this coordinate system is given by
aij =
1
W
ui;jδij , (i, j < n), ain =
1
W
uν;i, (i < n), ann =
1
W
uν;ν .(5.19)
It follows from (5.17) that κ˜ = (u1;1, . . . , un−1;n−1) are also the eigenvalues of
the tensor Tu defined above. Since the principal curvatures κ[u] = (κ1, . . . , κn) of
Σ at
(
y0, u(y0)
)
are the roots of the equation det
(
aij − κgij
)
= 0 and gαβ(y0) =
g˜αβ(y0) = δαβ for 1 ≤ α, β ≤ n− 1, they satisfy
det


1
W u1;1 − κ 0 · · · 1W u1;ν − g1n
0 1W u2;2 − κ · · · 1W u2;ν − g2n
...
. . .
...
1
W uν;1 − g1n 1W uν;1 − g2n · · · 1W uν;ν − κgnn

 = 0.
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Therefore, by Lemma 1.2 of [3] the principal curvatures κ[u](y) = (κ1, . . . , κn) of
Σ, at
(
y0, u(y0)
)
, behave like
κα =
1
W
uα;α + o(1), 1 ≤ α ≤ n− 1,(5.20)
κn =
1
Wgnn
uν;ν
(
1 +O
(
1
uν;ν
))
,(5.21)
as |uν;ν | → ∞. Since u is admissible, we have κ′[u] = (κα) ∈ Γ′, thereforeWκ′[u] ∈
Γ′.Hence, for uν;ν largewe have κ˜ = (u1;1, . . . , un−1;n−1) ∈ Γ′, since Γ′ is open and
we can assume uν;ν ≥ 0. Since y0 ∈ ∂Ω is arbitrary, it follows from the gradient,
tangent and tangent-normal second derivative estimates previously established
that there exists a uniform positive constant N0 > 0 such that the eigenvalues κ˜ of
Tu satisfy
(5.22) κ˜ ∈ Γ′, if uν;ν ≥ N0.
The following lemma is the key ingredient to obtain the double normal boundary
estimate. It is an adaption of the technique used in [3] and [10], using the brilliant
idea introduced by Trundiger in [35].
Lemma 8. Let N0 > 0 be the constant defined in (5.22) and suppose uν;ν ≥ N0. Then
there exists a uniform constant c0 > 0 such that
d(y) = d(κ˜[u](y)) ≥ c0 on ∂Ω.
Proof. Consider a point y0 ∈ ∂Ω where the function d(y) attains its minimum in
∂Ω. It suffices to prove that d(y0) ≥ c0 > 0. As above we fix Fermi coordinates
(yi) in M along ∂Ω, centered at y0, such that y
n is the normal coordinate and the
tangent coordinate vectors { ∂∂yα |y0}α<n diagonalize Tu at y0 with respect to the
inner product given by σ˜ + ∇˜ϕ⊗ ∇˜ϕ.We choose indices such that
κ˜1(y0) ≤ · · · ≤ κ˜n−1(y0).
From (5.17) the coordinate system (yα) diagonalizes also the restriction of ∇2u to
T (∂Ω) at y0 and
(5.23) κ˜α(y0) = uα;α(y0), α < n.
We extend ν to the coordinate neighborhood by taking its parallel transport along
normal geodesics departing from ∂Ω and set
bαβ = Π
(
∂
∂yα
,
∂
∂yβ
)
=
〈
∇ ∂
∂yα
∂
∂yβ
, ν
〉
.
Using Lemma 6.1 of [3], we find a vector γ′ = (γ1, . . . , γn−1) ∈ Rn−1 such that
γ1 ≥ · · · ≥ γn−1 ≥ 0,
∑
α<n
γα = 1
and
(5.24) d(y0) =
∑
α<n
γακ˜α(y0) =
∑
α<n
γαuα;α(y0).
Moreover,
(5.25) Γ′ ⊂ {λ′ ∈ Rn−1 : γ′ · λ′ > 0} .
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Applying Lemma 6.2 of [3], with γn = 0,we get for all y ∈ ∂Ω near y0∑
α<n
γαTαα(y) =
∑
α<n
γαuα;α(y) ≥
∑
α<n
γακ˜α(y) ≥ d(y) ≥ d(y0),(5.26)
where we have used (5.25) and |γ| ≤ 1 in the second inequality. Differentiating
covariantly the equality u− ϕ = 0 on ∂Ωwe get
(5.27) (u− ϕ)ξ;η = −(u− ϕ)νΠ(ξ, η) on ∂Ω,
for any vectors fields ξ and η tangent to ∂Ω. Then, for y ∈ ∂Ω near y0, we have
uν(y)
∑
α<n
γαbαα(y) =
∑
α<n
γα(ϕ− u)α;α(y).
Then
uν(y)
∑
α<n
γαbαα(y) =
∑
α<n
γαϕα;α(y)−
∑
α<n
γαuα;α(y)
≤
∑
α<n
γαϕα;α(y)− d(y0),
(5.28)
where we use (5.26) in the last inequality.
Since u is locally strictly convex in a neighborhood of ∂Ω it follows that κ′(uα;β(y0))
belongs to Γ′ (since Γ+ ⊂ Γ). We point out that κ′(uα;β) denotes the eigenvalues
of∇2u.We may assume
d(y0) <
1
2
d(κ′(uα;β(y0)),
otherwise we are done. Now we use the equality u = u on ∂Ω to get
(u− u)ν
∑
α<n
γαbαα =
∑
α<n
γα(u− u)α;α,
on ∂Ω. Therefore we conclude from (5.27), (5.25) and Lemma 6.2 of [3] that
(u− u)ν(y0)
∑
α<n
γαbαα(y0) =
∑
α<n
γαuα;α(y0)−
∑
α<n
γαuα;α(y0)
≥ d(κ′(uα;β(y0))− d(y0) > 12d(uα;β(y0)) > 0.
Since (u− u)ν ≥ 0 on ∂Ω, there exist uniform positive constants c, δ > 0, such that∑
α<n
γαbαα(y) ≥ c > 0,
for every y ∈ Ω satisfying dist(y, y0) < δ. Hence we may define the function
µ(y) =
1∑
α<n γαbαα(y)
(∑
α<n
γαϕα;α(y)− d(y0)
)
,(5.29)
for y ∈ Ωδ = {x ∈ Ω : ρ(x) = dist(x, y0) < δ}. It follows from (5.28) that uν ≤ µ on
∂Ω ∩ ∂Ωδ while (5.24) and (5.27) imply uν(y0) = µ(y0). Now we may proceed
as it was done for the mixed normal-tangential derivatives to get the estimate
uν;ν(y0) ≤ C, for a uniform constant C. In fact, at the definition of the function
w in (5.2) we can choose the vector field ξ as being an extension of ν and change
the function µ there by the function µ defined on (5.29). Defining w˜ in the same
way as in (5.8), the inequality (5.9) remains true, hence the function h defined at
equation (5.14) still satisfies L[h] ≤ 0 in Ωδ and h ≥ 0 on ∂Ωδ ∩ Ω, for appropriate
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constants a0, b0, c0 and δ > 0 sufficiently small. To get the inequality h ≥ 0 on
∂Ωδ ∩ ∂Ω we must use that uν ≤ µ on ∂Ω ∩ ∂Ωδ. Then, like it was done for the
mixed normal-tangential derivatives case we get
(5.30) uν;ν(y0) ≤ C.
Therefore κ[u](y0) is contained in an a priori bounded subset of Γ. Since
F [u] = f(κ[u]) = Ψ ≥ Ψ0 = inf Ψ > 0
it follows from (1.8) that
dist(κ[u](y0), ∂Γ) ≥ c0 > 0
for a uniform constant c0 > 0. Thus d(y0) ≥ c0, for a uniform constant c0 > 0. 
We are now in position to prove (5.16). We assume that uν;ν ≥ N0, where N0
is the uniform constant defined above (otherwise we are done). By our choice of
N0 we have κ˜[u] ∈ Γ′ on ∂Ω, where κ˜ are the eigenvalues of the tensor Tu defined
in (5.18). Fixed y ∈ ∂Ω, we choose Fermi coordinates centered at y as it was done
in (5.19) to conclude that κ˜[u](y) = (u1;1, . . . , un−1;n−1) are the eigenvalues of Tu
and the principal curvatures κ[u](y) = (κ1, . . . , κn) of Σ, at (y, u(y)), behave as is
described in (5.20) and (5.21). Therefore, since 1W κ˜[u] ∈ Γ′, there exists a uniform
constant N1 such that if uν;ν(y) ≥ N1 then the distance of κ′[u] = κ′
(
aji [u]
)
(y) to
∂Γ′ is greater then c0/2,where c0 is the constant at Lemma 8. Thus
d
(
κ′[u](y)
)
≥ c0
2
,
for y ∈ Λ = {y ∈ Ω : uν;ν(y) ≥ N1}. On the other hand, it follows from (1.4) that
there exists a uniform constant δ0 > 0 such that
lim
t→∞
f(κ′[u](y), t) ≥ Ψ(y, u) + δ0(5.31)
uniformly for y ∈ Λ, then we have a uniform upper bound κn[u](y) ≤ C for y ∈ Λ.
This yields a uniform upper bound uν;ν(y) ≤ C for y ∈ Λ and establishes (5.16).
6. GLOBAL BOUNDS FOR THE SECOND DERIVATIVES
This section is devoted to the proof of the global Hessian estimate. Wewill show
that the terms of the second fundamental form b of the graph of u are bounded by
above. Combinedwith (2.16) (see Section 2), this provides us with uniform bounds
for b. Since we already have the C1 estimate, then this information allows us to
obtain the global second derivative estimate.
Proposition 9. Suppose that conditions (1.4)-(1.10) hold and that there exists a locally
strictly convex function χ ∈ C2(Ω). Let u ∈ C4(Ω)∩C2(Ω) be an admissible solution of
(1.3). Then
(6.1) |∇2u| ≤ C in Ω,
where C depends on |u|1, max∂Ω |∇2u|, |u|2 and other known data.
Proof. First we extend the locally strictly convex function χ ∈ C2(Ω) to Ω × R by
setting
χ(x, t) = χ(x) + t2.
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This extension is also locally strictly convex and we use the symbol χ also to rep-
resent it. We then define the following function on the unit tangent bundle of Σ,
ζ˜(y, ξ) = b(ξ, ξ) exp
(
φ(τ(y)) + βχ(y)
)
,
where y ∈ Σ, ξ is a unit tangent vector to Σ at y, the function τ is the support
function defined on Σ by τ = 〈N, ∂t〉, β > 0 is a constant to be chosen later and
φ is a real function defined as follows. The function τ is bounded by constants
depending on the bound for |∇u|. Hence, it is possible to choose a > 0 so that
τ ≥ 2a. Thus, we define
φ(τ) = − ln(τ − a).
Differentiating with respect to τ,
(6.2) φ¨− (1 + ǫ)φ˙2 = 1
(τ − a)2 −
1 + ǫ
(τ − a)2 = −
ǫ
(τ − a)2 < 0,
for any positive constant ǫ > 0. Notice that, by the choice of a, given an arbitrary
positive constant C, we have
−(1 + φ˙τ) + C(φ¨− (1 + ǫ)φ˙2) = −1 + τ
τ − a −
c1ǫ
(τ − a)2 ≥
a2
2(τ − a)2 ≥ Cˆ,(6.3)
for some positive constant Cˆ depending on the bound for |∇u|.
If the maximum of ζ˜ is achieved on ∂Σ, we can estimate it in terms of uniform
constants (see the last section) and we are done. Thus, suppose the maximum of
ζ˜ is attained at a point y0 = (x0, u(x0)) ∈ Σ, with x0 ∈ Ω, and along the direction
ξ0 tangent to Σ at y0 = (x0, u(x0)). We fix a normal coordinate system (y
i) of Σ
centered at y0 such that
∂
∂y1
∣∣∣
y0
= ξ0.
Notice that ξ0 is a principal direction of Σ at y0, thus a1i (y0) = 0, for any i > 1.
Consider the local function a11 = b(
∂
∂x1 ,
∂
∂x1 ). Then the function
(6.4) ζ = a11 exp(φ(τ) + βχ)
attains maximum at y0 = (x0, u(x0)). Hence, it holds at y0
0 = (ln ζ)i =
a11;i
a11
+ φ˙τi + βχi(6.5)
and the Hessian matrix with components
(ln ζ)i;j =
a11;ij
a11
− a11;ia11;j
a211
+ φ˙τi;j + φ¨τiτj + βχi;j
is negative-definite. Thus
Gij(ln ζ)i;j =
1
a11
Gija11;ij − 1
a211
Gija11;ia11;j + φ˙G
ijτi;j
+ φ¨Gijτiτj + βG
ijχi;j ≤ 0.
(6.6)
We may rotate the coordinates (y2, . . . , yn) in such a way that the new coordinates
diagonalize {aij(y0)}. By Lemma 3 {Gij} is also diagonal with Gii = 1W fi. We
denote κi = aii(y0) and choose indices in such a way that
κ1 ≥ κ2 ≥ · · · ≥ κn.
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Moreover, we assume without loss of generality that κ1 > 1 at y0. Thus, according
to Lemma 3, we have
f1 ≤ f2 ≤ · · · ≤ fn.
From (6.6),∑
i
( 1
κ1
fia11;ii − 1
κ21
fi|a11;i|2 + φ˙fiτi;i + φ¨fi|τi|2 + βfiχi;i
)
≤ 0.(6.7)
Now, we differentiate covariantly with respect to the metric (gij) in Σ the equation
(2.11) in the direction of ∂∂y1 |y0 obtaining F ijaij;1 = Ψ1 and differentiating again
(6.8) F ijaij;11 + F
ij,klaij;1akl;1 = Ψ1;1.
From the Simons formula (2.9) we have
F ijaij;11 = F
iiaii;11 =
∑
i
(
fia11;ii + κ1fiκ
2
i − κ21fiκi
+κ1fiR¯i0i0 − R¯1010fiκi + fiR¯i1i0;1 − fiR¯1i10;i
)
.
(6.9)
It follows from c0 ≤
∑
i fiλi ≤ f = Ψ that
F ijaij;11 ≤− κ21c0 + |R¯1010|Ψ
+
∑
i
(
fia11;ii + κ1fiκ
2
i + κ1fiR¯i0i0 + fiR¯i0i0;1 − fiR¯1010;i
)
.
Combining this expression and (6.8) we obtain∑
i
fia11;ii ≥Ψ1;1 − F ij,klaij;1akl;1 + κ21c0 − |R¯1010|ψ
−
∑
i
(
λ1fiλ
2
i − λ1fiR¯i0i0 − fiR¯i0i0;1 + fiR¯1010;i
)
.
Replacing this equation into (6.7) we get
1
κ1
(
Ψ1;1 − F ij,klaij;1akl;1 + κ21c0 − |R¯1010|Ψ
)
− 1
κ1
∑
i
(
κ1fiκ
2
i − κ1fiR¯i0i0 − fiR¯i0i0;1 + fiR¯1010;i
)
+
∑
i
(
φ˙fiτi;i − 1
κ21
fi|a11;i|2 + φ¨fi|τi|2 + βfiχi;i
)
≤ 0.
Therefore,
Ψ1;1
κ1
+
1
κ1
(
c0κ
2
1 −Ψ|R¯1010|
)− 1
κ1
F ij,klaij;1akl;1 −
∑
i
fiκ
2
i
−
∑
i
fiR¯i0i0 +
∑
i
(
φ˙fiτi;i − 1
κ21
fi|a11;i|2 + φ¨fi|τi|2 + βfiχi;i
)
− 1
κ1
∑
i
fi
(
R¯i0i0;1 − R¯1010;i
) ≤ 0.
It is well known that
τi = −aki ηk
τi;j = −ηkaii;k − ηkR¯kij0 − τaki akj ,
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where ηk are the components of the vector ∂Tt , which is the projection of ∂t onto
TΣ.Hence,
φ˙
∑
i
fiτi;i = −φ˙
(∑
i
ηkfiaii;k +
∑
i
ηkR¯kii0fi
)
− φ˙τ
∑
i
fiκ
2
i .
From
∑
i fiaii;k = Ψk,
φ˙
∑
i
fiτi;i = −φ˙
(
ηkΨk +
∑
i
ηkR¯kii0fi
)
− φ˙τ
∑
i
fiκ
2
i .
We denote by T =
∑
i fi. By estimating the ambient curvature terms,∑
i
ηkR¯kii0fi ≤ CT.
Then,
−φ˙
(
ηkΨk +
∑
i
ηkR¯kii0fi
)
≥ −|φ˙|(C + CT ).
Therefore
φ˙
∑
i
fiτi;i ≥ −|φ˙|(C + CT )− φ˙τ
∑
i
fiκ
2
i .
Now, we suppose without loss of generality that
κ1 ≥ 1
C
∑
i
|Ri0i0;1 −R1010;i|, − 1
κ1
Ψ|R¯1010| ≥ −C, and Ψ1;1
κ1
≥ −C
for a positive constant C > 0. Since
Ψ1;1 = Ψt;t(u1)
2 +Ψtu1;1 +Ψ1;1,
the above assumptions is allowed. Finally,
−
∑
i
fiR¯i0i0 ≥ −T max
i
|R¯i0i0| ≥ −CT.
We conclude from these inequalities that
−C − CT + c0κ1 − 1
κ1
F ij,klaij;1akl;1 −
∑
i
fiκ
2
i −
1
κ21
∑
i
fi|a11;i|2
−|φ˙|(C + CT )− φ˙τ
∑
i
fiκ
2
i + φ¨
∑
i
fi|τi|2 + β
∑
i
fiχi;i ≤ 0.
(6.10)
Now, to proceed further with our analysis we consider two cases.
Case I: In this case we suppose that κn ≤ −θκ1 for some positive constant θ to be
chosen later.
Using (6.5) and the Cauchy inequality we get
1
κ21
fi|a11;i|2 = fi|φ˙τi + βχi|2 ≤ (1 + 1
ǫ
)β2fi|χi|2 + (1 + ǫ)φ˙2fi|τi|2,(6.11)
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for any ǫ > 0 and any 1 ≤ i ≤ n. Now we replace the sum of the terms in (6.11) in
the inequality (6.10) to obtain
c0κ1 − C(1 + |φ˙|)− CT (1 + |φ˙|)− 1
κ1
F ij,klaij;1akl;1 − (1 + φ˙τ)
∑
i
fiκ
2
i
−(1 + 1
ǫ
)β2
∑
i
fi|χi|2 +
(
φ¨− (1 + ǫ)φ˙2)∑
i
fi|τi|2 + β
∑
i
fiχi;i ≤ 0.
Since {aij} is diagonal at y0,∑
i
fi|τi|2 =
∑
i
fiλ
2
i |ηi|2 ≤ C
∑
i
fiκ
2
i ,
so, it follows from (6.2) that(
φ¨− (1 + ǫ)φ˙2)∑
i
fi|τi|2 ≥
(
φ¨− (1 + ǫ)φ˙2)C∑
i
fiκ
2
i .
Since |Dχ| is a known data we have∑i fi|χi|2 ≤ CT. Hence,
c0κ1 − C(1 + |φ˙|)− 1
κ1
F ij,klaij;1akl;1 −
(
1 + |φ˙|+ (1 + 1
ǫ
)β2
)
CT
+
(
− (1 + φ˙τ) + C(φ¨− (1 + ǫ)φ˙2))∑
i
fiκ
2
i + β
∑
i
fiχi;i ≤ 0.
(6.12)
Using the concavity of F and the convexity of χ we may discard the third and the
last terms in the left-hand side of (6.12) since they are nonnegative, obtaining
−C1(β) − C2(β)T + c0κ1 + Cˆ
∑
i
fiκ
2
i ≤ 0,
where C1 depends linearly on β and C2 depends quadratically on β. Since fn ≥
1
nT , we have ∑
i
fiκ
2
i ≥ fnκ2n ≥
1
n
θ2Tκ21.
Thus it follows that
−C1 − C2T + c0κ1 + Cˆ 1
n
θ2Tκ21 ≤ 0.(6.13)
This inequality shows that κ1 has a uniform upper bound. In fact, notice that the
coefficients of the terms in T in (6.13) are
Cˆ
1
n
θ2κ21 − C2.
Then, if κ1 ≥ C¯ for a (suitable) uniform constant C¯,we have
Cˆ
1
n
θ2κ21 − C2 ≥ 0.
In this case, since T =
∑
i fi ≥ 0,we may discard the terms in T in (6.13) to obtain
−C1 + c0κ1 ≤ 0, i.e.,
κ1 ≤ C1
c0
.
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Case II: In this case we assume that κn ≥ −θκ1. Hence, κi ≥ −θκ1. We then group
the indices {1, ..., n} in two sets
I1 = {j; fj ≤ 4f1},
I2 = {j; fj > 4f1}.
Using (6.11), we have for i ∈ I1
1
κ21
fi|a11;i|2 ≤ (1 + ǫ)φ˙2fi|τi|2 + (1 + 1
ǫ
)(β)2fi|χi|2
≤ (1 + ǫ)φ˙2fi|τi|2 + C(1 + 1
ǫ
)(β)2f1.
Therefore, it follows from (6.11) that
− C − CT + c0κ1 − 1
λ1
F ij,klaij;1akl;1 −
(
1 + φ˙τ
)∑
i
fiκ
2
i −
1
κ21
∑
j∈I2
fj|a11;j |2
− |φ˙|(C + CT ) + (φ¨− (1 + ǫ)φ˙2)∑
i
fi|τi|2 − C(1 + 1
ǫ
)β2f1 + β
∑
i
fiχi;i ≤ 0.
Notice that we had summed up to the inequality the non-positive terms
−(1 + ǫ)|φ˙|2
∑
i∈I2
fi|τi|2.
Using that |τi| = |κiηi| ≤ Cκi we may conclude as above that
(6.14) − (1 + φ˙τ)∑
i
fiκ
2
i +
(
φ¨− (1 + ǫ)φ˙2)∑
i
fi|τi|2 ≥ Cˆ
∑
i
fiκ
2
i
for some positive constant Cˆ > 0. Thus
− C − CT + c0κ1 − 1
κ1
F ij,klaij;1akl;1 + Cˆ
∑
i
fiκ
2
i
− 1
κ21
∑
j∈I2
fj |a11;j |2 − |φ˙|(C + CT )− C
(
1 +
1
ǫ
)
β2f1 + β
∑
i
fiχi;i ≤ 0.
(6.15)
Using the Codazzi equation a1j;1 = a11;j + R¯01j1 and Lemma 3 we get
− 1
κ1
F ij,klaij;1akl;1 = − 1
κ1
∑
k,l
fklakk;1all;1 − 1
κ1
∑
k 6=l
fk − fl
κk − κl η
2
kl
≥ − 2
κ1
∑
j∈I2
f1 − fj
κ1 − κj (a1j;1)
2
= − 2
κ1
∑
j∈I2
f1 − fj
κ1 − κj
(
a11;j + R¯01j1
)2
,
since 1 /∈ I2 and fk−flκk−κl ≤ 0.We claim that for all j ∈ I2 it holds the inequality
− 2
κ1
f1 − fj
κ1 − κj ≥
fj
κ21
.(6.16)
This is equivalent to
2f1κ1 ≤ fjκ1 + fjκj.
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It is clear that j ∈ I2 implies fj > 4f1. If κj ≥ 0, this is obvious. If κj < 0, then
−θκ1 ≤ κj < 0, and then
fjκ1 + fjκj ≥ (1− θ)fjκ1 ≥ 4(1− θ)f1κ1 ≥ 2f1κ1,
if we choose θ = 1/2. Hence, with this choice, we can use (6.16) to obtain
− 1
κ1
F ij,klaij;1akl;1 ≥
∑
j∈I2
fj
κ21
(
a11;j + R¯01j1
)2
=
∑
j∈I2
fj
κ21
(a11;j)
2 + 2
∑
j∈I2
fj
κ21
a11;jR¯01j1 +
∑
j∈I2
fj
κ21
(R¯01j1)
2.
Using this inequality in (6.15) and estimating the curvature term (R01j1)
2 we ob-
tain
− C − CT + c0κ1 +
∑
j∈I2
fj
κ21
(a11;j)
2 + 2
∑
j∈I2
fj
κ21
a11;jR¯01j1 + Cˆ
∑
i
fiκ
2
i
− 1
κ21
∑
j∈I2
fj|a11;j |2 − |φ˙|(C + CT )− C
(
1 +
1
ǫ
)
β2f1 + β
∑
i
fiχi;i ≤ 0.
From (6.5),
− C − CT + c0κ1 − 2
∑
j∈I2
fj
κ1
(φ˙τj + βχj)R¯01j1 + Cˆ
∑
i
fiκ
2
i
− |φ˙|(C + CT )− C(1 + 1
ǫ
)
β2f1 + β
∑
i
fiχi;i ≤ 0.
Since φ˙ < 0, κj ≤ κ1 and −κj ≤ θκ1 < κ1 we have
2
fj
κ1
(−φ˙τj)R¯01j1 = 2 fj
κ1
φ˙κjηjR¯01j1 ≥ 2 fj
κ1
φ˙|κj ||ηjR¯01j1| ≥ 2fjφ˙|ηjR¯01j1|.
We also suppose, without loss of generality, that
κ1 ≥ 3|χjR¯01j1|
γ0
for all j ∈ I2, where γ0 is a positive constant that satisfies
χi;i ≥ γ0 > 0, ∀ 1 ≤ i ≤ n.
Note that this assumption is equivalent to
γ0
3
≥ |χjR¯01j1|
κ1
,
which implies
−2
∑
j∈I2
fj
κ1
βχjR¯01j1 ≥− 2
∑
j∈I2
fj
κ1
β|χjR¯01j1| ≥ −2
∑
j∈I2
βfjγ0
3
≥ −2βγ0
3
T.
These inequalities imply that
− C − CT + c0κ1 + 2
∑
j∈I2
fjφ˙|ηjR¯01j1| − 2βγ0
3
T
+ Cˆ
∑
i
fiκ
2
i − |φ˙|(C + CT )− C
(
1 +
1
ǫ
)
β2f1 + β
∑
i
fiχi;i ≤ 0.
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Since
∑
j∈I2
fj ≤ T , |ηjR¯j1| ≤ C and φ˙ < 0we have
−C − (C + C|φ˙|+ 2β γ0
3
− βγ0
)
T − C(1 + 1
ǫ
)
β2f1 + c0κ1 + Cˆf1κ
2
1 ≤ 0.
Choosing β > 0 sufficiently large, the term in T is positive and we may discard it,
obtaining
(6.17) − C − C2(β)f1 + c0κ1 + Cˆf1κ21 ≤ 0,
where C2 depends quadratically on β. Reasoning as above, we conclude that this
inequality gives an upper bound for κ1. 
7. PROOF OF THE EXISTENCE –THE CONTINUITY METHOD
In this section we complete the proof of Theorems 1 and 2 by the continuity
method with the aid of the a priori estimates established previously. We apply the
continuity method to the family of problems{
F [u] = tΨ+ (1− t)F [χ0] in Ω
u = tϕ+ (1− t)χ0 on ∂Ω,(7.1)
for 0 ≤ t ≤ 1, where χ0 is a multiple of the locally strictly convex function χ ∈
C2(Ω) that satisfy
0 < F [χ0] ≤ Ψ.
Clearly all our preceding estimates are independent of the parameter t, so that
under the hypotheses of Theorem 1 and 2, we conclude an a priori estimate of the
form
|u|2,α ≤ C
with constant C depending on n,Ω, u, χ, ϕ andΨ, and hence the unique solvability
of the Dirichlet problems (7.1), for all 0 ≤ t ≤ 1, then follows.
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