ABSTRACT Ontologies in real-world applications are typically dynamic entities that are frequently modified when new knowledge needs to be added or when existing knowledge is no longer considered valid. Logical errors inevitably occur when ontologies are modified. To effectively identify the problematic axioms that are responsible for these logical errors, an optimization strategy based on the clash sequence strategy is proposed for debugging the incoherent terminologies in dynamic environments. The clash sequence strategy is used to identify the clash set from an incoherent terminology, and then the debugging work can be performed on the identified clash set than on the entire terminology. A heuristic strategy is also proposed to reuse the results of the previous debugging and to provide information for the next debugging. The experiment results show that the proposed debugging approach based on clash sequences can achieve a significant improvement especially for large-scale ontologies in many cases.
I. INTRODUCTION
Description Logics (DL) is a formal language used to represent knowledge of application domain. DL provides the basic constructors for building knowledge base. In semantic web, knowledge base is rewritten as web ontology language (OWL). Ontology based on knowledge base is composed of TBox T and ABox A. The TBox introduces the terminology that represents the vocabulary of knowledge base. The ABox contains assertions about individuals based on this vocabulary [1] . Ontologies in real-word applications are often dynamic entities that are modified frequently when new information needs to be incorporated [2] . Errors naturally occur when ontologies are modified. Thus, to prevent inconsistency, we must guarantee that the ontology has a coherent terminology in which no unsatisfiable concept exists [3] . In this case, users may want to know what causes these undesirable unsatisfiable concepts. Ontology debugging aims to provide users with the reasons behind the logical errors by computing the minimal unsatisfiabilitypreserving sub-TBoxes (MUPS) [4] for an unsatisfiable concept. The existing methods for calculating MUPS are classified into glass-box and black-box methods. The glassbox methods modify the internal tableau-based algorithm of the reasoner [5] , thereby making these methods dependent yet with a limited portability. The glass-box algorithm is first proposed by [13] for unfoldable ALC-TBox. [17] , [18] , and [15] then expanded this algorithm to deal with acyclic ALC with general concept inclusion axioms. This algorithm is extended further by [19] and [20] for a general specification of tableau reasoning algorithms rather than at the level of a specific DL. [21] and [22] proposed a glass-box approach for the lightweight Description Logic EL and EL+. Furthermore, some blocking techniques cannot be used for the tableau-based algorithm [6] .
By contrast, the black-box methods are reasoner independent in the sense that the DL reasoner is solely used as an oracle to determine the satisfiability of a concept with respect to (w.r.t.) an ontology [7] . Thus, these methods can be easily and robustly implemented [3] . The black-box technique can be used to find the justifications of an entailment [29] [30] . Justification refers to the minimal set of axioms that can explain the unsatisfiability of a concept. [21] computed a single justification for an EL+ ontology by dividing the ontology to static and refutable parts. [22] optimized this technique by employing a binary search algorithm for pinpointing axiom. This technique was further optimized by [31] to compute all justifications. [23] proposed a black-box algorithm based on relevance degrees to find the justifications of a given subsumption entailment. This algorithm was further improved by [32] to compute the MUPS according to given patterns. [15] proposed a fine-grained approach to track which parts of the problematic axioms cause the unsatisfiability. This fine-grained method was also applied by [33] to compute all fine-grained repairs individually. [34] constructed an explanation dependency graph to find the justifications for EL+. [16] also proposed a graph-based approach to debug and revise the incoherent terminologies for the lightweight ontology languages DL-Lite.
However, black-box methods must call the reasoner an exponential number of times in the worst case, thereby disabling these methods from handling large TBoxes [6] . Accordingly, various optimizations are proposed to reduce the search space in both the expansion and contraction phases. Two techniques have been proposed for the expansion phase, namely, selection Function and Modularisation. [4] proposed a black-box algorithm based on the selection function to choose those axioms that are relevant to the unsatisfiable concept. The most basic selection functions simply select axiom sets based on the signatures of the axioms and the entailment in the input [8] , [9] . The relevance-based selection function introduced by [23] is similar to the selection function. [24] proposed a black-box algorithm based on the modularization method for extracting minimal syntacticlocality-based modules from a given ontology. This method has also been applied by [22] for debugging an EL + ontology and by [25] for extracting a polynomial representation of the family of all modules of an ontology. In contrast to the locality-based module, [26] proposed a semantic-localitybased module for an incremental classification of DL ontologies. In the contraction phase, [3] used the sliding-window technique to prune the candidate set of MUPS obtained in the expansion stage. As one of its advantages, this technique can prune multiple axioms in each iteration. Some empirical evidence suggests that a favorable performance can be obtained at a window size of n=10. [8] proposed the divide-and-conquer strategy as another optimization method for the contraction phase. [27] compared the sliding-window optimization with the divide-and-conquer optimization and found that the latter outperformed the former. [10] applied the modularization-based approach for the expansion stage and the divide-and-conquer strategy for the contraction stage to improve the efficiency of ontology debugging.
However, these techniques may identify several axioms that are irrelevant to unsatisfiability, thereby affecting computation efficiency especially for large-scale terminologies. To address this problem, this study proposes the clash sequences strategy as an optimization approach that preselects a clash set from an incoherent TBox and then performs the debugging task on this clash set. In this case, the MUPS can be rapidly computed based on the clash set. The clash sequences strategy can also be applied for debugging incoherent ontologies in dynamic environments. As one of its advantages, the clash sequences strategy allows us to utilize the heuristic information obtained from the previous debugging to avoid recomputing the MUPS over the entire TBox.
The remainder of this paper is organized as follows. First, we introduce the basic notions of MUPS calculation for ALCOI-TBox in Section II. We then provide the shortcomings of the black-box optimization approach in a dynamic environment in Section III. Next, we present our clash sequence strategy in Section IV and then provide the methods for debugging the dynamic TBox based on the clash sequence strategy in Section V. We then present our experimental evaluation in Section VI. Finally, we conclude the paper in Section VII.
II. PRELIMINARIES
The DLs provide a set of constructors that are used for constructing concept expressions from atomic ones. The DL ALCOI consists of
. .} (nominals), ∃R.A (existential restriction) and ∀R.A (value restriction), where R is an atom role or R − (inverse role). 1 An ALCOI-TBox is a finite set of axioms that can be classified as are either concept inclusion axioms (C D) or concept equivalence axioms (C ≡ D), where C and D are ALCOI concepts [11] .
An interpretation is a pair I = ( I , • I ), where the domain I is a non-empty set and I is a function that assigns to every concept name A a set A I ⊆ I and to every role name R a binary relation R I ⊆ I × I [12] . For example,
). According to the interpretation, an unsatisfiable concept and an incoherent TBox can be formally defined as follows [5] .
Definition 1 (Unsatisfiable Concept): A concept C is unsatisfiable with respect to a TBox T if and only if C I = ∅ for all interpretations I of T .
Definition 2 (Incoherent TBox): A TBox T is incoherent if there is a concept in T , which is unsatisfiable.
Thus, if a concept is unsatisfiable w.r.t. a TBox T , then T | C ⊥. To find the reasons of T | C ⊥, the notion of MUPS is defined as follows [13] :
The set of MUPS for an unsatisfiable concept C in T can be written as MUPS(T , C), and all sets of MUPS for all unsatisfiable concepts in T can be written as MUPS(T ).
The number of MUPS denotes the number of elements in a set, while the size of MUPS denotes the number of axioms in an element. For example, consider a T :
C 4 is an unsatisfiable concept in T , and the MUPS for C 4 in T can be calculated as MUPS(T , C 4 )={{α 1 , α 4 }, {α 2 , α 3 , α 4 }}. The number of MUPS(T , C 4 ) is two, and the sizes of the first and second MUPSs are two and three, respectively.
In this work, we aim to propose an optimization blackbox algorithm for calculating the MUPS of an unsatisfiable concept for a dynamic incoherent ALCOI-TBox.
Black-Box Algorithm: This algorithm involves two main stages, namely, expansion and contraction. In the expansion stage, the algorithm creates an empty set and randomly selects an axiom α k from the TBox that is then inserted into . This process is repeated until the C becomes unsatisfiable w.r.t. . In this case, the MUPS of C is contained in . In the contraction stage, the algorithm cancels an axiom α x from and checks whether C becomes satisfiable w.r.t. . If C becomes satisfiable, then the cancelled axiom α x is responsible for the unsatisfiability of C. Thus, α x is reinserted back into . If C is still unsatisfiable, it means that the removed axiom α x is irrelevant to the unsatisfiability of C. This process continues until all axioms in are tested. In this case, is an MUPS of C w.r.t. T [3] .
If MUPS(T , C) contains more than one element or MUPS, then the black-box algorithm can compute a single MUPS. Kalyanpur proposed an MUPS_HST algorithm to compute all MUPSs. This algorithm accepts a single MUPS as input, and then randomly selects an axiom α i from the MUPS and removes this axiom from T . If C is unsatisfiable w.r.t. T − {α i }, then the black-box algorithm computes a new MUPS based on T − {α i }. The new MUPS must be different from the old one. After all axioms are tested, all MUPSs can be computed. The details of the MUPS_HST algorithm are shown in the Chapter 4 in [3] .
III. MOTIVATION
In a semantic web environment, TBoxes are not static entities that are subject to frequent modifications. Unsatisfiable concepts inevitably emerge when modifications occur in the TBox. Such dynamic nature of an incoherent TBox motivates the study of ontology debugging from both foundational and practical perspectives. A concept becomes unsatisfiable in a dynamic incoherent TBox when new axioms are added to the TBox and when the existing axioms are modified.
The black-box algorithm requires many satisfiability checking by calling an external reasoner. Accordingly, selection function and modularisation optimization approaches have been proposed to reduce the number of calling during the debugging process. Both of these approaches begin with an unsatisfiable concept C and then selects a set of axioms S that are responsible for the unsatisfiability of C. Afterward, MUPS can be computed quickly based on S. However, these approaches tend to select irrelevant axioms after a few steps. We present the following example to demonstrate such limitations.
Example 1:
Consider the following TBox T 1 :
Testing the satisfiability of T 1 by a DL reasoner returns the unsatisfiable concept C. Now, we want to compute the MUPS of C using the selection function of the black-box algorithm. Given that C is defined by α 1 , the selection function begins with the concepts B 1 and D 1 in α 1 , and the result of the first selection is S = {α 1 , α 2 , α 11 } because B 1 and D 1 are defined by α 2 and α 11 , respectively . In the same way, α 3 and α 12 are added into S and we eventually obtain S = {α 1 , α 2 , α 3 , . . . , α 20 }. In this case, C becomes unsatisfiable w.r.t. the set S, and then the expansion terminates. Using the modularization approach of the black-box algorithm, we can obtain a modular M C = {α 1 , α 2 , α 3 , . . . , α 20 } because all axioms belong to the modular M C w.r.t. C. Most axioms {α 2 , . . . α 10 } that are irrelevant to the MUPS are selected.
Parsia et. al. [14] showed that the basic clashes in incoherent TBoxes can be classified into atomic, cardinality and data types. Atomic type refers to an individual belonging to a class and its complement, that is, a ∈ θ I and a ∈ (¬θ ) I . We focus on the atomic type because ALCOI does not contain either the cardinality or data type. Let φ(θ ) and φ(¬θ ) denote the concept expressions that contain a concept θ and a negative concept ¬θ, respectively. The atomic clash for unsatisfiable concepts have the following forms:
(
For the first two forms, a negative concept causes the unsatisfiability. These forms represent the occurrence of negative concepts on the left-and right-hand sides of axioms in (1) and (2), respectively. For the last two forms, a pair of complementary concepts causes the unsatisfiability. These forms represent the pair of complementary concepts that emerges on the left-and right-hand sides of axioms in (3) and (4), respectively.
If a strategy based on a negative concept and a pair of complementary concepts is used to select a clash set relevant to the unsatisfiability and if the MUPS is computed based on this clash set, then many irrelevant axioms cannot be selected.
In the above example T 1 , a pair of complementary concepts (A, ¬A) can be obtained. For A, we construct a positive dependence relation from A to C, while for ¬A, we construct a negative dependence relation from ¬A to C as follows:
Afterward, we can obtain the corresponding axioms {α 1 } for A and {α 20 , . . . , α 11 , α 1 } for ¬A. In this way, the irrelevant axioms {α 2 , . . . , α 10 } are not selected.
= {α 1 } ∪ {α 20 , . . . , α 11 , α 1 } is considered incoherent in the satisfiability checking. In this case, = {α 1 , α 11 , . . . , α 20 } is a clash set based on the complementary pairs (A, ¬A). Therefore, the MUPS can be rapidly calculated in the clash set and we obtain MUPS(T , C)=MUPS(Q, C)={α 1 , α 11 , . . . , α 20 }.
In an environment of dynamic ontologies, the MUPS must be recomputed when some changes occur in the debugged TBox. In this case, we can utilize the heuristic information obtained from the previous computation results to avoid recomputing the MUPS over the entire TBox whenever changes occur. Subsequently, the debugging efficiency can be improved. This idea is best illustrated in the following examples.
Example 2-1: If a user adds a new axiom ρ : B 10 B 11 to T 1 , then we can obtain the following new TBox T 2 -1:
From Example 1, we obtained the following dependence relations:
Given that ρ : B 10 B 11 is irrelevant to the dependence relations, we can conclude that the newly added axiom does not affect the unsatisfiability of C and that the MUPS does not need to be computed.
Example 2-2: If a user adds a new axiom ρ : B 10 ¬A to T 1 , then we can obtain the following new TBox T 2 -2:
From Example 1, we obtain the following dependence relations:
Given that ¬A occurs in ρ : B 10 ¬A, we only need to add the following new negative dependence relation from ¬A to C:
For a dynamic TBox, both the selection function and modularization optimization algorithm must recompute the MUPS of C when T 1 changes. However, our optimization approach uses the dependence relations between (A, ¬A) and C that are obtained from the previous computation results to guide the calculation of MUPS.
IV. CLASH SEQUENCE STRATEGY
The key to the clash sequence strategy is to establish the relationships between the negative concepts and the unsatisfiable concepts. The clash set w.r.t. the incoherent TBox can be identified when the relationships are successfully built.
A. PREPROCESSING
First, we preprocess the axioms in the TBox as follows to make them suitable for our approach:
• All concepts are converted to their negation normal forms (NNFs). 2 For example, ¬(A B) is converted to ¬A ¬B.
• The equivalence axiom C ≡ D is converted to two concept inclusion axioms, namely, C D and D C.
• The nominal concept is translated into the disjunction of the elements in the nominal [11] . For example, the nominal {blue, green, red} is translated into blue green red.
• When ⊥ and appear in the TBox, we generate a new concept that is different from the existing concepts in the TBox and then transform ⊥ (or ) to the conjunction (or disjunction) of the new concept and its complement.
B. DEPENDENCE SEQUENCES
Let l and r denote concepts and negative concepts occurring on the left-and the right-hand sides of each axiom in the TBox, respectively. To establish connections between an axiom and the concepts that occur in the axiom, Axiom Label is defined as follows.
Definition 4 (AxLab):
The axiom label of α takes the form L α = (ξ α , α, δ α ), where ξ α and δ α are concepts and negative concepts occurring on the left-and right-hand sides of α, respectively.
Example 3: Consider a TBox T 3 :
We can obtain 
The k LDepSeqs for x is written as
Definition 6 (RDepSeq): Let x be a concept or a negative concept occurring on the right-hand side of axiom α 0 ,
Consider a TBox T 4 : 1 , and α i is α 3 for S r (¬A) 2 .
In some instances, a few cyclic axioms may occur in the TBox. This phenomenon may be observed either directly in one axiom or indirectly in several axioms. Consider the following example:
Finding S l (A) and S r (B) can lead to the following:
S l (A) and S r (B) fall into the infinite loop, where the former is caused by one axiom, α 1 , and the latter is caused by two axioms, α 2 and α 3 . The general idea in resolving this loop is to stop the expansion of the dependence sequence whenever the same element recurs in the sequence. In the example mentioned above, resolving the loop can yield
Proposition 1: Let be the axioms obtained from S l (¬θ ). In this case,
Proof: Given that T | ¬θ ε , T | ε θ , the negative concept ¬θ occurs on the left-hand side of axiom α 0 in T . Starting with α 0 , according to Definition 5, the left dependence sequences
can be obtained, where ¬θ ∈ ξ α 0 and θ ∈ δ α m . For every two adjacent dependence labels in
and L α i together, and the adjacent axioms α i−1 and α i can be stored in . In the same way, all adjacent axioms
| ε θ . Proposition 1 shows that if the atomic clash type belongs to the first form, then the left dependence sequences can be successfully constructed for the negative concept ¬θ .
Proposition 2: Let be the axioms obtained from S r (¬θ ). In this case,
Proof: The negative concept ¬θ occurs on the right-hand side of axiom α 0 in T because T | θ ε, T | ε ¬θ . Starting with α 0 , the right dependence sequences Definition 6 , where ¬θ ∈ δ α 0 and θ ∈ ξ α m . In S r (¬θ ) j , every two adjacent dependence labels
As a result, all adjacent axioms
Proposition 2 shows that if the atomic clash type belongs to the second form, then the right dependence sequences of the negative concept ¬θ can be successfully constructed.
C. COMPLEMENTARY SEQUENCE
Starting from a pair of complementary concepts, a left complementary sequence and a right complementary sequence can be obtained using Definition 7 and Definition 8, respectively.
Definition 7 (LCompSeq): Given a pair of complementary concepts (θ , ¬θ ). Let S l (θ ) and
The k LCompSeqs for (θ , ¬θ) is written as
Algorithm 1 is proposed to find the complementary sequences for a pair of complementary concepts (θ, ¬θ ). The dependence sequences S µ (θ ) and S µ (¬θ) for θ and ¬θ can be obtained from T , respectively (line 1). For each dependence sequence S µ (θ ) in S µ (θ), the last dependence label L + . In what follows, λ − µ can be obtained in the same way (lines 5 to 7).
end if 12 end for 13 end for 14 return µ (θ, ¬θ )
complementary sequences of (θ, ¬θ ) that are added to µ (θ, ¬θ ) (lines 8 to 10). Proposition 3: Let be the axioms obtained from
Proof: The complementary concepts (θ, ¬θ ) are observed on the left-hand sides of axioms α 0 and α 0 because T | φ(θ ) ¬C and T | φ(¬θ ) ¬C. Therefore, the complementary sequences l (θ, ¬θ ) can be obtained according to Definition 7. For each complementary sequence r (θ, ¬θ ) in l (θ, ¬θ ), we can obtain the positive dependence sequences
, where θ ∈ ξ α 0 and ¬C ∈ δ α m . We can also obtain the negative dependence sequences
, where ¬θ ∈ ξ α 0 and ¬C ∈ δ α n . On the basis of S l (θ ) and S l (¬θ ), the adjacent axioms + = {α 0 , · · · , α m } and − = {α 0 , · · · , α n } can be obtained. By letting = + ∪ − , we obtain | φ(θ ) ¬C and | φ(¬θ ) ¬C.
Proposition 3 shows that if the atomic clash type belongs to the third form, then the left complementary sequences can be successfully constructed for a pair of complementary concepts (θ, ¬θ ) .
Proposition 4: Let be the axioms obtained from
Proof: The complementary concepts (θ, ¬θ ) are observed on the right-hand side of axioms α 0 and α 0 because T | C φ(θ ) and T | C φ(¬θ ). Thus we can obtain the complementary sequences r (θ, ¬θ ) according to Definition 8. For each complementary sequence r (θ, ¬θ) in r (θ, ¬θ ), the positive dependence sequences S r (θ ) and negative dependence sequences S r (¬θ) can be obtained. For
Proposition 4 shows that if the atomic clash type belongs to the fourth form, then the right complementary sequences of (θ, ¬θ ) can be successfully constructed.
In this paper, S l (θ ) and S r (θ ) are called the positive dependence sequences S(θ), while S l (¬θ ) and S r (¬θ ) are called the negative dependence sequences S(¬θ ). Calculating a positive dependence sequence of θ follows the premise of a negative dependence sequence of ¬θ . In other words, if ¬θ does not occur in the TBox, the positive sequence of θ is not calculated.
D. CLASH SEQUENCES
Now, we can obtain the negative dependence sequences S(¬θ ) for a negative concept ¬θ and the complementary sequences (θ, ¬θ ) for a pair of complementary concepts (θ, ¬θ ). In what follows, we need to decide whether these sequences result in unsatisfiable concepts.
Definition 9 is presented to filter the right clash sequences from the right dependent sequences and the right complementary sequences.
Definition 9 (RClashSeq): Let r be the set of axioms obtained from S r (¬θ ) or r (θ, ¬θ ). Then S r (¬θ ) or r (θ, ¬θ) is a clash sequence if r is incoherent. In this case, r is the clash set for ¬θ or (θ, ¬θ ).
Example 5: Consider the above example T 5 :
According to Definition 8, we have r (A, ¬A) = { r (A, ¬A) 1 , r (A, ¬A) 2 }. We can obtain {α 1 , α 3 , α 4 } from r (A, ¬A) 1 and {α 1 , α 2 , α 4 } from r (A, ¬A) 2 . Given that r = {α 1 , α 3 , α 4 } ∪ {α 1 , α 2 , α 4 } = {α 1 , α 2 , α 3 , α 4 } is incoherent, then r (A, ¬A) is the clash sequence and r is the clash set for (A, ¬A).
Algorithm 2 is proposed based on Definition 9 to obtain the right clash set that is responsible for the incoherence of T . For each negative concept ¬θ in r , the negative dependence sequences S r (¬θ ) can be obtained (line 3) and the set of axioms r can be obtained from S r (¬θ ) (line 4). If r is incoherent, then r is a clash set w.r.t. S r (¬θ ) (lines 5 and 6). In what follows, if θ also exists in r , then a pair of complementary concepts (θ, ¬θ ) is found. Thus, the complementary sequences of (θ, ¬θ) can be obtained by Algorithm 1 (lines 8 and 9 ). The remaining steps are similar to S r (¬θ ) as described above.
Lemma 1: The clash set Q obtained by Algorithm 2 such that C is unsatisfiable w.r.t. Q if at least one of the following conditions holds:
Algorithm 2 GetRightClashSet(T )
1 obtain r from T , Q r = ∅ 2 for each ¬θ in r 3 obtain S r (¬θ ) from T 4 obtain r from S r (¬θ )
In this case, we can obtain S r (¬θ ) =
, where ¬θ ∈ δ α 0 and θ ∈ ξ α m . Let θ be the set of axioms obtained from S r (¬θ). Therefore,
(2) Let r be the axioms obtained from r (θ, ¬θ ).
Given that r ⊆ Q, we have Q | C ⊥, that is, C is unsatisfiable w.r.t. Q.
Lemma 1 shows that the right clash set contains all the axioms responsible for an unsatisfiable concept C if the unsatisfiability of C belongs to the second and fourth forms of atomic clash type.
Definitions 10 and 11 are presented to filter the left clash sequence froms the left dependent sequences and the left complementary sequences.
Definition 10 (LClashSeq ¬θ ): Let ¬θ be the set of axioms obtained from S l (¬θ ). If θ exists in r , then S l (¬θ ) and S r (θ ) are the left clash sequences for ¬θ if ¬θ ∪ θ is incoherent, where θ is the set of axioms obtained from S r (θ ). In this case, ¬θ ∪ θ is the left clash set for ¬θ .
Example 6: Consider a TBox T 6 :
According to Definition 9, S l (¬A) and S r (A) are the left clash sequences because ¬A ∪ A = {α 1 , α 2 , α 3 } is incoherent. If θ doesn't exist in r , the left clash sequences for ¬θ is S l (¬θ ) if ¬θ is incoherent.
Definition 11 (LClashSeq (θ,¬θ ) ): Let (θ,¬θ ) be the set of axioms obtained from l (θ, ¬θ ), and let ϕ denote the concept and negative concepts occurring on the right-hand side of each axiom α ∈ (θ,¬θ ) . For each concept or negative concept ω ∈ ϕ, if its complement ω * exists in r , then l (θ, ¬θ ) and S r (ω * ) are the left clash sequences for (θ, ¬θ ) if (θ,¬θ ) ∪ ω * is incoherent, where ω * is the set of axioms obtained from S r (ω * ). In this case, (θ,¬θ ) ∪ ω * is the left clash set for (θ, ¬θ ).
Example 7-1: Consider a TBox T 7−1 :
According to Definition 7, for (A, ¬A), we have
(A,¬A) = {α 1 , α 2 } is then obtained from l (A, ¬A). According to Definition 11, ϕ = {B} is obtained from (A,¬A) . For B ∈ ϕ, given that its complement ¬B exists in r = {B, ¬B, D}, we can obtain S r (¬B) = { L α 3 }. In this case, l (A, ¬A) and S r (¬B) are the left clash sequences for (A, ¬A) because (A,¬A) ∪ ¬B = {α 1 , α 2 , α 3 } is incoherent.
Example 7-2: Consider a TBox T 7−2 :
For (A, ¬A), we can obtain l (A, ¬A) = {{ L α 1 , L α 2 }} and (A,¬A) = {α 1 , α 2 } from l (A, ¬A). According to Definition 11, ϕ = {¬B} is obtained from (A,¬A) . For ¬B ∈ ϕ, given that its complement B exists in r = {¬B, B, D}, we can obtain S r (B) = { L α 3 }. In this case, l (A, ¬A) and S r (B) are the left clash sequences for (A, ¬A)
For each concept or negative concept ω ∈ ϕ, if the complement of ω does not exist in r , then the left clash sequence for (θ, ¬θ ) is l (θ, ¬θ) if (θ,¬θ) is incoherent.
Algorithm 3 and Algorithm 4 are proposed based on Definitions 10 and 11 to obtain the left clash set for ¬θ and (θ, ¬θ ), respectively. In Algorithm 3, ¬θ is obtained for each ¬θ in l (lines 3 and 4). If θ exists in r , θ is then obtained (lines 6 and 7). If ¬θ ∪ θ is incoherent, then add ¬θ ∪ θ to the clash set Q ¬θ (lines 8 and 9). If θ does not exist in r and if ¬θ is incoherent, then add ¬θ to the clash set Q ¬θ (lines 12 and 13). In Algorithm 4, for each (θ, ¬θ ) in l , ( θ, ¬θ ) is initially obtained and ϕ is then obtained from l (θ, ¬θ) (lines 3 to 5) . For each ω ∈ ϕ, if its complement exists in r , then ω * can be obtained (lines 7 to 9). If (θ,¬θ ) ∪ ω * is incoherent, then add (θ,¬θ ) ∪ ω * to the clash set Q (lines 10 and 11). If the complement of ω does not exist in r and if (θ,¬θ ) is incoherent, then add (θ,¬θ) to the clash set Q (θ,¬θ ) (lines 14 and 15).
Algorithm 4 GetLeftClashSet (θ,¬θ ) (T )
1 obtain l and r from T , Lemma 2: The clash set Q obtained by Algorithms 3 and 4 such that C is unsatisfiable w.r.t. Q if at least one of the following conditions holds:
(1) T | ¬θ ε, T | ε θ and T | C θ;
Proof:
(1) We consider the following cases for the first condition: (a) C ≡ θ . In this case, we have T | ¬C ε, T | ε C. Let l be the axioms obtained from S l (¬C). According to
We can obtain a set of axioms ¬θ from S l (¬θ ). According to Proposition 1, we have ¬θ | ¬θ ε and ¬θ | ε θ because T | ¬θ ε and T | ε θ . Given that {¬θ ε, ε θ } | θ ⊥, we have ¬θ | θ ⊥, that is, θ is an unsatisfiable concept. Afterward, we obtain its right dependence sequences S r (θ ). θ can be obtained from
In either case, we can obtain l | C ⊥. Given that l ⊆ Q ¬θ , we have Q ¬θ | C ⊥, that is, C is unsatisfiable w.r.t. Q ¬θ .
(2)We can obtain a set of axioms (θ,¬θ) from l (θ, ¬θ ). According to Proposition 3, we have ( 
Given that T | C ω * , the right dependence sequences S r (ω * ) can be obtained. Let ω * be the set of axioms obtained from S r (ω * ). Therefore, we have ω * | C ω * .
Let l = (θ,¬θ) ∪ ω * . We obtain l | ¬ω ⊥ and l | C ω * . Given that ω ω * ⊥, we have ω * ¬ω. Afterward, we can obtain l | C ¬ω. Therefore, l | C ⊥.
Given that l ⊆ Q (θ,¬θ ) , we have Q (θ,¬θ) | C ⊥, that is, C is unsatisfiable w.r.t. Q (θ,¬θ ) .
Lemma 2 shows that the left clash set contains all the axioms responsible for an unsatisfiable concept C if the unsatisfiability of C belongs to the first and third forms of atomic clash type.
Theorem 1: Let Q be the clash set responsible for the incoherence of ALCOI TBox T . For any unsatisfiable concept C in T , C is unsatisfiable w.r.t. T if and only if C is unsatisfiable w.r.t. Q.
Proof:
The clash set Q is a set of axioms obtained from T , Q ⊆ T . If C is unsatisfiable w.r.t. Q, then C is unsatisfiable w.r.t. T .
2. The ''only if'' direction. We prove this theorem by contradiction. Suppose that a concept C k is unsatisfiable w.r.t T yet is satisfiable w.r.t. Q.
For each clash set i in Q, we consider the following cases:
(1) i is the right clash set obtained by Algorithm 2. In this case, for the unsatisfiability of C k w.r.t. T , C k is unsatisfiable w.r.t. i according to Lemma 1.
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(2) i is the left clash set obtained by Algorithms 3 and 4. In this case, for the unsatisfiable concept C k , C k is unsatisfiable w.r.t. i according to Lemma 2. In either case, C k is unsatisfiable w.r.t. Q, thereby yielding a contradiction.
Theorem 1 shows that for any unsatisfiable concept C in T , the clash sequence strategy can successfully find a clash set Q responsible for the unsatisfiable concept C. Therefore, the MUPS of C can be calculated based on the clash set Q instead of T .
Theorem 2: Let Q be the clash set of ALCOI TBox T .
Proof: Our proofs are based on the ''expansioncontraction'' stages of the black-box algorithm.
Let T = P ∪ Q and P ∩ Q = ∅. According to Theorem 1, we have T | C ⊥ ⇔ Q | C ⊥. Therefore, we obtain P C ⊥.
1. In the expansion stage. Let T and Q be the expansion sets for T and Q, respectively. Their initial values are empty sets. When the first axiom α 1 is added to T , we consider the following cases:
(1) α 1 ∈ Q. In this case, after adding α 1 to Q , we have T = {α 1 } and Q = {α 1 }.
(2) α 1 ∈ P.
In this case, we have T = {α 1 } and Q = ∅. Suppose that T | C ⊥ when the k-th axiom α k is added to T . In this case, adding α k to Q yields Q | C ⊥. After the expansion stage, we can conclude that
When axiom α x is removed from T , let T be the axiom set. After removing α x from T , we consider the following cases:
(1) α x ∈ Q In this case, α x is removed from Q . Let Q be the axiom set after removing α x from Q . We consider the following cases:
(a) T | C ⊥, thus Q | C ⊥. In other words, α x is irrelevant to the unsatisfiability of C because C remains unsatisfiable w.r.t. T or Q after removing α x .
(b) T C ⊥, thus Q C ⊥. In other words, α x is relevant to the unsatisfiability of C because C becomes satisfiable after removing α x . Therefore, α x cannot be removed. α x is then reinserted to T and Q , that is,
MUPS(T ).add(MUPS(Q, C i )) 13 end for 14 return MUPS(T ) (2) α x ∈ P In this case, Q does not change. Given that P C ⊥ and P ∩ Q = ∅, we have T | C ⊥ and Q | C ⊥. After all axioms in T and Q are tested, we have
After the ''expansion'' and ''contraction'' stages, we have
Theorem 2 shows that for any one of the MUPS M T (C) ∈ MUPS(T , C), the black-box algorithm can successfully compute the MUPS M Q (C) based on Q such that
We can use the MUPS_HST algorithm proposed by [3] to compute all MUPSs. We then propose the following theorem.
Theorem 3: Let Q be the clash set of ALCOI TBox T .
For any unsatisfiable concept C in T , we have MUPS(Q, C)=MUPS(T , C).
is calculated by the MUPS_HST algorithm, where m is the number of MUPS in MUPS(T , C). For any MUPS
For an unsatisfiable concept C, Theorem 3 shows that the calculation of MUPS based on clash set Q is identical to calculation results based on the entire TBox.
Algorithm 5 is proposed to compute the MUPS of all unsatisfiable concepts in T . First, the algorithm preprocesses the input T and obtains l , r from the axioms in T (lines 2 to 4). Second, the algorithm obtains the clash set Q using the proposed optimization approach. Third, the algorithm computes all unsatisfiable concepts in Q (lines 5 to 8). For each unsatisfiable concept, the MUPS can be calculated by applying the black-box algorithm proposed by [3] (lines 10 to 13).
Theorem 4:
Let Q be the clash set responsible for the incoherence of ALCOI TBox T . Therefore,
MUPS(Q)=MUPS(T ).
Proof: Let U be the set of unsatisfiable concepts in T and let |U | = n. For any unsatisfiable concept C i ∈ U , according to Theorem 3, we have MUPS(Q, C i )=MUPS(T , C i ). In this case,
that is, MUPS(Q)=MUPS(T ).
For all unsatisfiable concepts in an incoherent TBox, Theorem 4 shows that the calculation of MUPS based on the clash set Q is identical to calculation results based on the entire TBox.
V. DEBUGGING DYNAMIC TBox
In the previous section, the negative dependence sequence for a negative concept and the complementary dependence sequence for a pair of complementary concepts are obtained. These sequences can provide plenty of heuristic information for the MUPS computation. In this section, we apply such information for debugging the dynamic TBox.
A. CONCEPT RELEVANCE
To apply the heuristic information in the debugging process, we must determine the relationships between the newly added and existing axioms. For this purpose, we define the following notion of concept relevance.
To obtain the concepts that occur in dependence sequences, left and right concept relevance are respectively defined as Definitions 12 and 13.
Consider a TBox:
Let R T = R µ (x) denotes all left and right concept relevances in T , µ ∈ {l, r}.
Example 8: Consider a TBox T 8 :
For ¬A on the right-hand side of α 3 , we obtain S r (¬A) =
Meanwhile, for A on the right-hand side of α 1 , we obtain S r (A) = { ({C 1 , C 2 }, α 1 , {C 3 , A}) }. The right concept relevances R r (¬A) = {¬A, B, C 3 , C 2 , C 1 } and R r (A) = {A, C 2 , C 1 } can also be obtained. The clash set Q = {α 3 , α 2 , α 1 } can be determined and two unsatisfiable concepts C 1 and C 2 can be found through a satisfiability testing based on Q. We then compute the MUPS on the basis of Q as follows:
We apply the debugging method for an incoherent TBox when a few changes are observed. When a new axiom ρ is added to TBox T , let χ ρ represent the concepts or negative concepts of ρ, and let ¬σ be a negative concept. We consider the following situations:
• χ -relevance:
Where ''µ'' refers to ''l'' or ''r'' for the left or right directions.
We consider the following cases for each situation:
We consider the following cases for the χ -irrelevance situation.
• 1. ¬σ / ∈ χ ρ . All concepts or negative concepts in R µ (θ ) and R µ (¬θ ) differ from those in χ ρ . In this case, the newly added axiom does not affect the debugging results. Thus, no debugging is performed for the dynamic TBox after adding ρ. Example 9 illustrates this method.
• 2. ¬σ ∈ χ ρ . A negative dependence sequence S µ (¬σ ) must be constructed for ¬σ and a complementary dependence sequence µ (σ, ¬σ ) must be constructed for (σ, ¬σ ) if σ also occurs in the TBox. The clash set Q is obtained from S µ (¬σ ) and µ (σ, ¬σ ). Afterward, the MUPS is computed as MUPS(T * )=MUPS(T )∪MUPS(Q). Example 10 illustrates this method.
Algorithm 6 is proposed for computing the MUPS for the two cases in the χ -irrelevance situation.
Example 9: Adding ρ 1 : D 1 E 1 to T 8 yields T 9 :
In this case, we have
we have R r (θ ) ∩ χ ρ = ∅ and R r (¬θ ) ∩ χ ρ = ∅. Therefore, we can conclude that MUPS(T 7 )=MUPS(T 6 ). In other words, no debugging needs to be performed.
Theorem 5: Let χ ρ be the concepts or negative concepts of an axiom ρ and ¬σ / ∈ χ ρ . MUPS(T )=MUPS(T * ) if ρ is χ -irrelevant to R T , where T * = T ∪ {ρ}. Proof. We prove the above theorem by contradiction. Suppose MUPS(T ) = MUPS(T * ). Let S T and S * T be the set of axioms obtained from MUPS(T ) and MUPS(T * ), respectively. Therefore, ρ / ∈ S T and ρ ∈ S * T . We consider the following cases:
Let P l (θ ) and P l (¬θ ) be the axioms obtained from S l (θ ) and S l (¬θ ), respectively. According to Definition 12, for each
∈ S l (θ ) and ρ / ∈ S l (¬θ ) according to Definition 5. Given that the left clash set l is obtained from S l (θ ) and S l (¬θ ), we have ρ / ∈ l . Because MUPS(T * , C k ) is calculated based on l , ρ / ∈ S * T , thereby contradicting our assumption.
(2) R r (θ ) ∩ χ ρ = ∅ and R r (¬θ ) ∩ χ ρ = ∅. Let P r (θ ) and P r (¬θ ) be the axioms obtained from S r (θ ) and S r (¬θ ), respectively. According to Definition 13, for each ξ α i ∈ P r (θ ), we have ξ α i / ∈ χ ρ because R r (θ ) ∩ χ ρ = ∅. For each ξ ¬α i ∈ P r (¬θ ), we have ξ ¬α i / ∈ χ ρ because R r (¬θ ) ∩ χ ρ = ∅. Thus, we have ρ / ∈ S r (θ ) and ρ / ∈ S r (¬θ ) according to Definition 6. Given that the right clash set r is obtained from S r (θ ) and S r (¬θ ), we have ρ / ∈ r . Because MUPS(T * , C k ) is calculated based on r , ρ / ∈ S * T , thereby contradicting our assumption.
Theorem 5 shows that the result of MUPS computation remains unchanged after adding an axiom ρ to the TBox if R µ (θ ) and R µ (¬θ ) differ from those in χ ρ .
Example 10: Adding ρ 2 : D 1 ¬E 1 to T 9 yields T 10 :
Thus, the added axiom ρ 2 is χ -irrelevant to R T 8 . However, ¬E 1 ∈ χ ρ 2 is a negative concept. In this case, we construct the negative dependence sequence S r (¬E 1 ) = { L ρ 2 }. We also construct the complementary sequence r (E 1 ,
The clash set (¬E 1 ) = {ρ 1 , ρ 2 } can then be obtained. Subsequently, MUPS( (¬E 1 ) , D 1 ) = {{ρ 1 , ρ 2 }} can be computed based on (¬E 1 ) . In the previous example, MUPS (T 9 ) is computed as MUPS(T 9 , C 1 )=MUPS(T 9 , C 2 ) = {{α 1 , α 2 , α 3 }}. Therefore, MUPS(T 10 )=MUPS(T 9 )∪MUPS( (¬E 1 ) ), that is, MUPS(T 10 , C 1 )=MUPS(T 10 , C 2 ) = {{α 1 , α 2 , α 3 }} and MUPS(T 10 , D 1 ) = {{ρ 1 , ρ 2 }}.
Theorem 6: Let χ ρ be the concepts or negative concepts of axiom ρ and ¬σ ∈ χ ρ , and let (¬σ ) be the clash set for ¬σ . MUPS(T * )=MUPS(T )∪MUPS( (¬σ )) if ρ is χ -irrelevant to R T , where T * = T ∪ {ρ}. Proof. We prove the above theorem by contradiction. Suppose that MUPS(T * ) = MUPS(T )∪MUPS( (¬σ )). Let S * T , S T , and S (¬σ ) be the set of axioms obtained from MUPS(T * ), MUPS(T ), and MUPS( (¬σ )), respectively. In this case, ρ / ∈ S T ∪ S (¬σ ) and ρ ∈ S * T . We consider the following cases:
According to Definitions 9 and 10, l (¬σ ) is constructed by S l (¬σ ) or l (σ, ¬σ ), where l (σ, ¬σ ) = {S l (σ ), S l (¬σ )}. Let P l (¬σ ) be the axioms obtained from S l (¬σ ). We have
we have ¬σ ∈ ξ α 0 according to Definition 5. Thus, ρ ∈ P l (¬σ ). Given that P l (¬σ ) ⊆ l (¬σ ), ρ ∈ l (¬σ ), we obtain ρ ∈ S T ∪ l (¬σ ), thereby contradicting our assumption.
(2) R r (θ ) ∩ χ ρ = ∅ and R r (¬θ ) ∩ χ ρ = ∅. According to Definition 11, r (¬σ ) is obtained from S r (¬σ ) or r (σ, ¬σ ) = {S r (σ ), S r (¬σ )}. Let P r (¬σ ) be the axioms gathered from S r (¬σ ). Thus, we obtain P r (¬σ ) ⊆ r (¬σ ). For S r (¬σ ) = L α 0 , · · · , L α m , we obtain ¬σ ∈ δ α 0 according to Definition 6. Thus, ρ ∈ P r (¬σ ). Given that P r (¬σ ) ⊆ r (¬σ ), then ρ ∈ r (¬σ ). Therefore, ρ ∈ S T ∪ r (¬σ ), thereby contradicting our assumption.
Theorem 6 shows that the MUPS of a TBox is composed of the original MUPS and the MUPS of the clash set for ¬σ if ¬σ ∈ χ ρ after adding an axiom ρ .
C. χ -RELEVANCE
We consider the following cases for the χ -relevance situation:
then the newly added axiom is relevant to the negative dependence sequences of ¬θ and S µ (¬θ) needs to be recomputed. If R µ (θ ) ∩ χ ρ = ∅, then the newly added axiom is relevant to the positive dependence sequence of θ and S µ (θ ) needs to be recomputed. If R µ (¬θ) ∩ χ ρ = ∅ and R µ (θ ) ∩ χ ρ = ∅, then the newly added axiom is relevant to the complementary dependence sequences of (θ, ¬θ ), and both S µ (¬θ ) and S µ (θ ) need to be recomputed. Example 11 illustrates this method. Algorithm 7 is proposed to compute the MUPS for the first case. Example 11, adding ρ 3 : C 4 C 3 to T 8 yields T 11 :
We obtain R r (¬A) = {¬A, B, C 3 , C 2 , C 1 }, R r (A) = {A, C 2 , C 1 } and χ ρ 3 = {C 4 , C 3 }. We also observe that R r (¬A) ∩ χ ρ 3 = ∅ and R r (A) ∩ χ ρ 3 = ∅. Given that R r (¬A) ∩ χ ρ 2 = ∅, the negative dependence sequence of ¬A needs to be modified. According to Definition 6, we have
The complementary dependence sequence for (A, ¬A) also needs to be modified. According to Definition 8, we have r (A, ¬A) =
Given that the set of axioms = {α 1 , α 2 , α 3 , ρ 3 } obtained from r (A, ¬A) is incoherent, the clash set Q can be obtained. Based on Q, we then calculate the MUPS(T 11 , C 1 ) = MUPS(T 11 , C 2 )={{α 1 , α 2 , α 3 }}.
Theorem 7: Let χ ρ be the concepts or negative concepts of an axiom ρ. Rel-Debug / ∈ (T , ρ, R T ) can return the MUPS(T * ) if ¬σ / ∈ χ ρ , where T * = T ∪ {ρ}. Proof. We consider the following cases:
Given that R µ (¬θ ) ∩ χ ρ = ∅, the negative and complementary sequences for ¬θ must be modified. Let the modified sequences be S µ (¬θ) and µ (θ, ¬θ ) . In Algorithm RelDebug / ∈ (T , ρ, R T ), S µ (¬θ ) can be constructed from T * , and the axioms µ (¬θ ) * can be obtained from S µ (¬θ) .
In the second case, only the complementary sequences for (θ, ¬θ ) need to be modified. Let these sequences be
In this case, both the negative and complementary sequences must be modified. Let these sequences be S(¬θ ) and µ (θ, ¬θ ) . Similar to (1), we can obtain * µ = * µ ∪ µ (¬θ ) * ∪ µ (θ¬θ ) * . In either case, the clash set * µ w.r.t T * can be obtained by Algorithm Rel-Debug / ∈ (T , ρ, R T ). MUPS(T * ) can then be computed based on * µ . Therefore, Rel-Debug / ∈ (T , ρ, R T ) can return the MUPS(T * ) Theorem 7 shows that the dependence sequences and the complementary sequences should be recomputed if the newly added axioms are relevant to the dependence sequences and the complementary sequences, respectively.
• 2. ¬σ ∈ χ ρ In this case, the negative dependence sequences ¬σ and the complementary dependence sequences (σ,¬σ ) (if existing) can be obtained, and the clash set can be identified (if existing).
We consider the relevance between the newly added axiom and the existing positive and negative dependence sequences, and then obtain the clash set Q relevant to the dynamic TBox T * similar to the first case. Example 12 illustrates this method. Algorithm 8 is proposed to compute the MUPS for the second case.
Example 12: Modifying α 4 to ρ 4 : C 4 ¬D 1 C 3 to T 8 yields T 12 :
Before modifying α 4 , we have R r (¬A) = {¬A, B, C 3 , C 2 , C 1 } and R r (A) = {A, C 2 , C 1 }. Given that χ ρ 4 = {C 4 , ¬D 1 , C 3 }, we observe that (1) R r (¬A) ∩ χ ρ 4 = ∅ and (2) a new negative concept ¬D 1 occurs in T 12 . For case (1), the negative and complementary dependence sequences for ¬A need to be recomputed. Using the same methods, we obtain (¬A) = {α 1 , α 2 , α 3 , ρ 4 }. For case (2), the negative dependence sequence S r (¬D 1 ) = { L ρ 4 } can be constructed. The complementary sequence for (D 1 , ¬D 1 ) can VOLUME 5, 2017 To check the practicality of our approach, we select 8 ontologies from the corpus repository. 5 We select the TBox part of these ontologies and then restrict the TBoxes to ALCOI by removing all axioms that are not expressible in ALCOI. These TBoxes greatly vary in terms of size, number of unsatisfiable concepts and complexity of MUPS.
The experimental method proposed by [16] is then applied to create incoherent TBoxes. In this method, two concepts are randomly selected from a TBox to generate a disjoint class axiom, and then the generated axiom is added to the TBox. The number of such disjoint class axioms is randomly determined from 1 to 300. Table 1 lists these incoherent TBoxes. 6 For each TBox, we extract the first 800 axioms as the dynamic TBox and the remaining axioms as the static TBox. The extracted dynamic axioms are divided into four parts with each part having 200 axioms. The 200 dynamic axioms are then added into the static TBox and debugging is performed for each addition.
B. EXPERIMENTS AND ANALYSIS
The black-box algorithm involves an expansion stage and a contraction stage. Two optimization techniques, namely, selection function (S) and modularization (M) are used in the expansion stage, whereas two optimization methods, namely, sliding window (W) and divide-and-conquer (D) are applied in the contraction stage. Our experiments focus on the performance of various combinations of the above optimizations, that is, SW, SD, MW, and MD. Each combination method is further optimized by the proposed debugging method based on the clash sequences (CS) strategy (e.g., CSSW ). Table 2 presents the comparison results between the four black-box optimization algorithms and the proposed CS-based black-box approaches. The run time of CSSW includes the time of identifying the clash set and the time of computing the MUPS based on the clash set. In Table 2 , T 1 − 0' represents the static part of T 1 , T 1 − 1 represents the first dynamic TBox after adding 200 new axioms to T 1 − 0, and so on.
|U | in both T 1 − 0 and T 1 − 1 is equal to zero because T 1 −0 and T 1 −1 are coherent. In other words, no unsatisfiable concepts exist in T 1 -0 and T 1 − 1. Therefore, SW, SD, MW and MD are all equal to zero. However, the negative and positive dependence sequences still need to be computed as the heuristic information for the subsequent dynamic debugging. The computation time for T 1 − 0 is 2.274 seconds, while that for T 1 − 1 is 2.146 seconds (See Table 2 for more detail). The '' --'' in T 6 and T 8 denote time out, that is, the SW, SD, MW, and MD fail to compute all the MUPS within the given time limit (60 minutes).
From Table 2 , the following observations can be obtained: (1) In most cases, the proposed approaches CSSW, CSSD, CSMW, and CSMD are more efficient than SW, SD, MW, and MD, respectively. (2) The proposed approaches are ineffective for T 4 − 0 and T 4 − 1 (e.g., SW = 0.020 and CSSW = 1.748 for T 4 -0, SW = 1.964 and CSSW = 2.148 for T 4 −1). SW takes a very short time to complete the debugging task because of the few axioms and unsatisfiable concepts in the two TBoxes. However, CSSW requires some time to identify the clash set ( e.g., 1.730 seconds for T 4 − 0 and 1.534 seconds for T 4 -1 (see Table 3 )). (3) The results for the large-scale TBox show that the proposed approaches are very efficient. For example, in T 6 , SW cannot complete the debugging task within the given 60 minutes for the last three dynamic TBoxes. By contrast, CSSW successfully computes the MUPS of these TBoxes in less than 10 minutes.
We then consider the process of identifying the clash set in order to examine the factors that influence the debugging task using the CS approach. axioms in the negative and positive sequences, respectively, |Q| is the number of axioms in the clash set Q; |Q|/|T | is the ratio between |Q| and |T |, and CS-time denotes the runtime (in seconds) for obtaining these sequences and determining the clash set from these sequences.
The following observations are obtained from Table 3 : (1) Adding new axioms into the TBox changes the number of unsatisfiable concepts and the complexity of the MUPS in most cases. (2) The CS approach outperforms the other approaches by preselecting a clash set that is smaller than the original TBox, thereby allowing this approach to compute the MUPS rapidly based on the small set. (3) The size of the clash set depends on the syntactic structures of the TBox. (4) The time of identifying the clash set depends on the size of the negative and positive sequences. In most cases, a larger size corresponds to a longer identification time. However, if the concepts in the newly added set of axioms are irrelevant to the concept relevance set obtained by the previous debugging process, then the CS approach is not performed on these axioms. In this case, the identification time for the latter addition is shorter than the former addition.
Based on a comprehensive analysis of the results in Tables 2 and 3 , we also obtain the following observations: (1) The size of the TBox, the number of unsatisfiable concepts, and the structural complexity of MUPS are the main factors that affect the MUPS calculation performance of the aforementioned approaches. For example, computing the MUPS for T 6 , T 7 , and T 8 requires a long time because of the large size of these TBoxes. For T 5 − 4, SW and CSSW take 1913.370 seconds and 1802.324 seconds to compute the MUPS, respectively, because 229 unsatisfiable concepts occur in this TBOx. For T 1 − 4, SW takes 2954.731 seconds to complete the debugging task because the MUPS has a very complex structure (MN max = 12, MS max = 10, MN avg = 3.526 and MS avg = 6.333). (2) When the clash set obtained by the CS approach is much smaller than the original TBox, the computation time of the CS approach is significantly decreased. For example, in T 7 − 0, the size of the clash set is 4.06% of that of the original TBox. Therefore, SW and CSSW have computation times of 1322.157 seconds and 16.741 seconds, respectively. (3) If the clash set is relatively large, then the CS strategy shows a low efficiency. For example, the computation times of SW and CSSW are is 1913.376 seconds and 1802.324 seconds, respectively, because the ratio between the clash set and the original TBox is 91.23% for T 5 − 4.
VII. CONCLUSION
We proposed an optimization method based on the clash sequences strategy for debugging incoherent TBoxes in dynamic environments. The strategy is more efficient than other optimizations especially for the large-scale TBox. The reason is that this strategy can preselect a clash set responsible for the unsatisfiability of each concept in the incoherent TBox and then compute the MUPS based on the clash set instead of the entire TBox. A heuristic approach based on the clash sequences strategy is then applied to debug the dynamic TBox. The advantage of this approach is that the heuristic information obtained from previous results can be used for subsequent debugging to avoid recomputing the MUPS over the entire TBox. Further research may extend the application of this approach to other ontologies with different expressive languages.
