We consider a version of the Vlasov equation on the circle under a periodic potential V (x, t) and a repulsing smooth interaction W . We suppose that the Lagrangian for the single particle has chaotic orbits; using Aubry-Mather theory and ideas of W. Gangbo, A. Tudorascu and P. Bernard, we prove that, for any initial distribution of particles, it is possible to choose their initial speed in such a way to get a chaotic orbit on [0, +∞).
Introduction
The Vlasov equation on the circle governs the motion of many particles on S 1 : = R Z under the action of an external potential V (t, x) and a mutual interaction W ; we shall suppose throughout that
• V ∈ C 2 (S 1 × S 1 ) and W ∈ C 2 (S 1 ).
• Seen as a function on R, W is even: W (x) = W (−x). Moreover, W (x) ≤ 0 and W (x) = 0 if and only if
x ∈ Z; W ′′ (x) < 0 when x ∈ Z.
Following [5] , we lift the particles to R; we let I = [0, 1) and we parametrize the position of the particles at time t by the map σ t ∈ L 2 (I, R); the "Lagrangian" version of Vlasov is the ODE in L 2 (I)
with M, N ∈ L 2 (I). Note that we stick to the notation of [5] and write σ t z instead of σ t (z).
We note that (ODE) Lag is the Euler-Lagrange equation of the Lagrangian
where
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Now V (t, x) and W (x), seen as functions on R, are Z-periodic. This implies that (ODE) Lag has a natural invariance with respect to L 2 Z : = L 2 (I, Z): if σ t solves (ODE) Lag and g ∈ L 2 Z , then also σ t + g solves (ODE) Lag . Moreover, (ODE) Lag is also rearrangement-invariant: if σ t solves (ODE) Lag and G is a measure-preserving transformation of I, then also σ t • G solves (ODE) Lag . This gives us two ways to consider the Vlasov equation: either we look at it as an ODE invariant with respect to a large group of symmetries, or we concentrate on the time evolution of the density of our particles, forgetting about the labeling. Let us be a little more precise on this second approach.
Let π: R → S 1 be the natural projection; the push-forward of the Lebesgue measure on I by the map (π • σ t ,σ t ) is a measure f t on S 1 × R. If we denote by (x, v) the coordinates on S 1 × R, and by ρ t the x-marginal of f t , then f t satisfies the continuity equation
To be more precise, f t satisfies (ODE) meas in the weak sense, i. e.
In this paper, we shall follow [5] and adopt another, equivalent approach: indeed, we shall concentrate on (ODE) Lag , but we shall quotient by the actions of L 2 Z and Group. We are interested in the relation between the Vlasov equation and the motion of a single particle, which is governed by the Lagrangian on S 1 × S 1 × R L(t, q,q) = 1 2 |q| 2 − V (t, q).
Let us look at the term −W in the Lagrangian L; by our hypotheses on W , −W(σ) is minimal if σz = a + bz with a ∈ R and b ∈ L L(t, σ t ,σ t )dt, we expect that the particles parametrized by σ t converge, as t → +∞, to an orbit q minimal for L. To say this precisely, we need some notation.
Definition. Let K ⊂ R be an interval; we denote by AC(K, S 1 ) the class of absolutely continuous functions from K to S 1 . Let c ∈ R; we say that q ∈ AC(K, S 1 ) is c-minimal for L if, for every t 1 < t 2 ∈ K and q ∈ AC((t 1 , t 2 ), S 1 ) withq(t 1 ) = q(t 1 ) andq(t 2 ) = q(t 2 ), we have that For the Lagrangian L there is a similar definition of c-minimality, which we postpone to the next section.
Definition. Following the notation of [2] , we call G(c) the set of the functions q ∈ AC(R, S 1 ), c-minimal
We state one of the theorems of [5] ; we shall define the distance dist weak (M 1 , M 2 ) (which is just the 2-Wasserstein distance between the measures induced by M 1 and M 2 ) in the next section. In the statement, with a slight abuse of notation, we identify the number q(t) ∈ R with the function of L 2 (I) constantly equal to q(t). [dist weak (σ t , q(t)) + ||σ t −q(t)|| L 2 (I) ] = 0.
Since W ′ (0) = 0, if q: R → S 1 is an orbit of L, then q is an orbit of L too; in particular, if L has chaotic orbits, so has L. One could ask, however, if, for any initial distribution of particles, there are orbits, chaotic in the future with that initial distribution. In view of the precise statement, we give a few definitions.
Definitions. We say that the Lagrangian L admits no invariant circle of cohomology c if, for some t ∈ [0, 1), the set {q(t) : q ∈ G(c)} is properly contained in S 1 . We say that the interval J ⊂ R is a Birkhoff region of instability if L does not admit invariant circles of cohomology c for all c ∈ J.
It is easy to see that the orbits which are in the α-limit, or in the ω-limit of orbits in G(c) are still in G(c); we shall call this smaller set Lim(c).
Our aim is to prove the following.
Theorem 2.
Let the interval J ⊂ R be a Birkhoff region of instability for L. Let M : I → R be monotone increasing, with M (1−) ≤ M (0) + 1. Let {c i } i∈N ⊂ J, and let {ǫ i } i∈N ⊂ (0, 1). Then there are functions T ǫi : J → N and T : J × J → N such that the following happens.
If {t
then there is a trajectory σ t of (ODE) Lag and a sequence t i ∈ (t
The sets M(c i ) ⊂ G(c i ) will be defined in the next section.
If, in addition, there is a class c ∞ such that c i = c ∞ for large i, then the trajectory σ has Lim(c ∞ ) in the ω-limit.
The proof of this theorem, in section 3 below, is similar to that of theorem 2.10 (A) of [2] . In section 1, we shall recall some definitions and results from [5] and [8] ; in section 2, we shall prove theorem 1. We shall do this for completeness' sake, since the proof of this theorem is distributed between [5] and [6] (see also [7] ). §1
Notation and preliminaries
We noticed in the introduction that (ODE) Lag is invariant by the actions of L 2 Z and of the group of measure-preserving maps of I into itself. This prompts us to quotient L 2 (I) by these two groups; we recall from [5] some facts about this quotient.
First of all, we set
.
The space T is metric, with distance between the equivalence classes [M ] and [M ] given by
where |x − y| S 1 = min k∈Z |a − b − k|. For any x ∈ I, we can choose measurably Z(x) ∈ Z such that
this proves the second inequality above, while the first one is the definition. It also proves that the inf in the definition of dist Z is a minimum.
Let Group denote the group of the measurable maps of I into itself which preserve Lebesgue measure and have measurable inverse; for M,M ∈ L 2 (I) we set
This yields that M and M • G, which we would like to consider equivalent, have zero distance; however, if we say that M ≃M whenM = M • G for some G ∈ Group, then the equivalence classes are not closed in T, essentially because the inf in the definition of dist weak is not a minimum: it is possible (see [5] ) that dist weak (M,M ) = 0 even if M andM are not equivalent. But we can consider their closure if we look at the equivalence relation from the right point of view, i. e. that of the measure induced by M .
We denote by Meas the space of Borel measures on S 1 , and we let π: R → S 1 be the natural projection.
We introduce the map
where (·) ♯ denotes push-forward and ν 0 is the Lebesgue measure on I. We note that Φ is invariant under the action of L 2 Z and Group; in other words, if
We set S: = T ≃ ; on this space, we consider the metric ]. By lemma 2.14 of [5] , S is isometric to the space of Borel probability measures on S 1 with the 2-Wasserstein distance; in particular, it is a compact space. It is a consequence of proposition 2.8 of [5] 
By proposition 2.9 of [5] , which we copy below, the
Z -equivariant and Groupequivariant) closed forms on L 2 (I) have a particularly simple structure.
and a function U :
is constant and U is rearrangement-invariant.
In view of the proposition above, for c ∈ R we define
We also define
We have already defined the c-minimal orbits of L in the introduction. In order to define the c-minimal
The equality above is in L 2 (I), i. e. it holds for a. e. x ∈ I; however, the exceptional set could depend on φ. But it is easy to see that this is not the case, and that : t → u t (x) is AC for a. e. x ∈ I.
Let c ∈ R; we say that
we have that
Reverting to the one-particle case, we define, following [8] , −α L (c) as the infimum, over all the probability
We say that an invariant probability measureμ on
For any c ∈ R, there is always at least one c-minimal measure; we group the c-minimal measures in a set M meas (c). The closure of the union of all the supports of the measures in M meas (c) is an invariant set; we take all the orbits which have initial condition in this set and we gather them in the set M(c); we have that
M(c) ⊂ G(c).
Let now n ∈ N, and let A n be the σ-algebra on I generated by the intervals [
n ) with i ∈ (0, . . . , n − 1); we call C n the closed subspace of the A n -measurable functions of L 2 (I), and we denote by P n : L 2 (I) → C n the orthogonal projection. We have a bijection
Proof of theorem 1
We shall denote by C Group (T) the class of continuous, L 
Definition of the
Let α, c ∈ R; we call Λ c,α the map Proof. We prove thatÛ is Group-equivariant. Let G ∈ Group; we want to show that
We note that, if : t → σ t is an admissible curve for the inf definingÛ (M ), then σ
This implies thatÛ (M • G) ≤Û (M ); this same formula, substituting M • G for M and G −1 for G, yields the opposite inequality.
\\\ Proposition 2.2.
Let U ∈ C Group (T), let M ∈ M on, and letÛ (M ) be defined as in (2.1). Then, the following hold.
1)Û (M ) is finite and there is
2) The function
Remark. We are going to show below that, if M ∈ M on and σ t is minimal, then : x → σ t x is monotone for all t ≥ 0; however, we only prove that σ t 1 ≤ σ t 0 + 1 holds for a particular minimal.
Proof. We need a few lemmas.
Proof. Let M ∈ L 2 (I) and letM = M + Z, where we have added Z ∈ L 2 Z is such a way thatM has range in [0, 1]; thusM , the monotone rearrangement ofM , belongs to M on 0 . Since M andM are equivalent in the sense of section 1 (they induce the same measure on S 1 ), lemma 2.6 of [5] says that M can be approximated in L 2 by a sequenceM • G n + Z n , with G n ∈ Group and Z n ∈ L 2 Z . Since U is continuous, Group and L 2 Z -invariant, we get that U (M ) = U (M ); thus it suffices to show that U is bounded on M on 0 . But this follows, since, in the norm topology of L 2 (I), M on 0 is compact and U is continuous. Said differently, U quotients to a continuous function on S; since we saw in section 1 that S is compact, we have that U is bounded.
\\\
Lemma 2.4.
for some C > 0 independent on U and M .
Proof. We begin to prove thatÛ (M ) is finite. We note that V and W are bounded, because they are the integral of the bounded functions V and W ; U is bounded by lemma 2.3. Since
is bounded from below, (2.1) immediately implies thatÛ (M ) > −∞.
We prove thatÛ (M ) < +∞. We saw in lemma 2.3 that U quotients to a continuous function on the compact space S. In paticular, U reaches its minimum on an equivalence class [M ] .
Since |a − b| S 1 ≤ 1, the definition of dist Z implies that the diameter of T is smaller than 1; in particular,
and we see that (2.1) implies the first inequality below; the second one follows from the fact that V and W are bounded; the last one follows from the fact that M − M L 2 (I) ≤ 1.
This ends the proof of point 1). Let now σ be as in point 2); the first inequality below is (2.2), the second one follows by the last formula.
Since V and W are bounded, we get the thesis.

Following [GT]
, we show that we can approximate with a finite number of particles.
Lemma 2.5. Let σ satisfy (2.2), let P n be the projection defined in section 1 and let σ
Proof. Let σ and σ n be as in the statement of the lemma. We assert that, as n → +∞,
The first limit in (2.2) follows by the dominated convergence theorem: indeed, P n converges pointwise to the identity and
The last inequality above follows from the fact that, since σ is continuous,
3) follows analogously, sinceσ n t = P nσt →σ t and σ n t 2
for a. e. t; this latter function is integrable on [0, 1] by point 2) of lemma 2.4.
The second inequality below follows from the fact that V and W are Lipschitz; the last one follows from Hölder; the first formula of (2.4) implies the convergence.
Applying the formula above, the second one of (2.4) and the fact that U is continuous on T, we get that
which is the thesis.
\\\
We now introduce the finite-dimensional Lagrangian on n particles, each of mass
With this definition we have that, if the operator D n is defined as at the end of section 1,
This implies the following relation between the Lax-Oleinik operators of L n and L:
The minimum in the second formula above is attained by Tonelli's theorem; clearly, if the second minimum is attained on q, the first one is attained on D n q, and vice-versa. Now, lemma 2.5 implies that lim sup
In the following, we shall show that there is γ n , minimal in (2.6), is such that γ n t ∈ M on for t ∈ [0, 1]. We shall also show that γ n has a subsequence γ n k converging uniformly to some
We assert that this implies proposition 2.2. First of all, since γ n k t ∈ M on and (2.8) holds, we have that
On the other hand, the L 2 norm of the derivative is lower semicontinuous with respect to uniform convergence (this is true for maps valued in R n ; it can be shown for maps valued in L 2 (I) by projecting on larger and larger subspaces), and thus
Moreover,
By the last three formulas and the continuity of U , we have that
This, (2.7) and the fact that δ n k is attained on
Since γ n 0 = P n M , we get that γ 0 = M ; thus, by (2.1), equality holds in the formula above; this proves part of point 1) of the thesis, namely the existence of a minimizer. The fact thatÛ (M ) is finite, is point 1) of lemma 2.4. Moreover, we get that the lim sup of (2.7) is actually a limit and is equal toÛ (M ).
As for point 2), we have just seen that γ t ∈ M on for t ∈ [0, 1]. The fact that σ t is c-minimal follows immediately from the fact that σ t minimizes in (2.1).
We need the next three lemmas to prove that, when M ∈ M on, (2.8) holds. Naturally, there are similar lemmas in [5] and [6] : "self contained" is often synonymous with "reinventing the wheel". Lemma 2.6.
Let P n M be monotone increasing, and let the first min of (2.6) be attained on γ n . Then
Proof. We have seen after (2.6) that there is a function (q 1 (t), . . . , q n (t)), minimal in the second formula of (2.6), such that γ n t = D n (q 1 (t), . . . , q n (t)); since P n M is monotone increasing, we have that q 1 (0) ≤ q 2 (0) ≤ . . . ≤ q n (0). We must prove that, up to rearranging the indices for which
Since this follows from the fact that the orbits q i are an ordered set, it suffices to prove that there are no two times t 1 < t 2 ∈ [0, 1] and two indices i < j such that
We shall argue by contradiction, supposing that the formula above holds. Let us define a new orbitq as
Since P n M is monotone, we have thatq(0) = q(0); using the fact that U is Group-invariant, we get that
On the other hand,q is not minimal. To show this, let us suppose by contradiction thatq is minimal; in particular, it is a solution of the Euler-Lagrange equation and it is C 1 . Since q is continuous, by (2.9) there ist ∈ (t 1 , t 2 ) such that q i (t) = q j (t) =q i (t) =q j (t). We have seen thatq i andq j are C 1 ; this and their definition imply thatq
Now the solutions q andq have the same initial conditions att but they do not coincide, a contradiction.
Sinceq is not minimal, we can findq with the same boundary conditions ofq such that
We recall thatq(0) =q(0) = q(0), whileq (1) =q (1) coincides with q(1) up to rearranging indices, and thus
; this, together with the last formula and (2.10), contradict the minimality of q.
Lemma 2.7. Let P n M ∈ M on. Then there is γ, minimal in the first formula of (2.6), such that γ t ∈ M on
Proof. We have seen in the last lemma that, if γ 0 is monotone, then γ t is monotone for t ∈ [0, 1]; thus, we have only to prove that, if
We have also seen that there is q: [0, 1] → R n , minimal in the second formula of (2.6), such that
There are two cases; the first one is γ 0 (1) − γ 0 (0) < 1 or, equivalently, q n (0) − q 1 (0) < 1. Let us suppose by contradiction that the thesis is false; then there is
Let us consider the orbitq Letq minimize in (2.6) with initial conditionq(0); sinceq n (0) <q 1 (0) + 1 by definition, the last paragraph implies that D nq (t) ∈ M on for all t. We callq the limit of the orbitsq as ǫ → 0; again because we are dealing with a Lagrangian in R n , it is standard to see that this limit exists along a subsequence. It is a standard fact (which we reproved after (2.6)) that the limit D nq minimizes; moreover, it belongs to M on, being the limit of functions in M on.
We now end the proof of (2.8); we have seen that proposition 2 follows from this formula. Let γ n be minimal in (2.6); by point 2) of lemma 2.4 and the fact that U is continuous,
for some C > 0 independent on n. As a consequence, the
for some C 3 > 0 independent on n. By lemma 2.7, we can suppose that γ
Together with the last formula, this implies that
Since γ t ∈ M on, by the last formula we have that, for all t ∈ [0, 1], by one of Helly's theorems; now (2.8) follows by Ascoli-Arzelà.
We now begin to analyze the Lax-Oleinik operator Λ c,α , with a view to prove that, for a suitable choice of α, it has a fixed point in C Group (T).
There is L > 0 such that the following holds. Let U ∈ C Group (T), and letÛ be defined as
Proof. LetÛ be defined as in (2.1), and let M 1 , M 2 ∈ L 2 (I); we have to prove that 
(2.13)
Let ǫ > 0 be fixed; by (2.1), we can find σ
We recall that we cannot use proposition 2.2, because M 1 belongs to L 2 (I), not to M on. We set
By (2.14), the definition ofÛ (M 2 ) and the fact that σ
, we get the first inequality below.
The second inequality above comes from the fact that the potentials V and W are A-Lipschitz for some A > 0. Now we apply Cauchy-Schwarz to the formula above; we recall that, by (2.14) and lemma 2.4, we have ||σ|| L 2 ([0,1]×I) ≤ C with C independent on U and M . We get
Since M 1 , M 2 take values in [−1, 2], the last formula implies that
Using (2.13) and the fact that ǫ > 0 is arbitrary, we get
Interchanging the rôles of M 1 and M 2 , we get (2.12).
Lemma 2.9. LetÛ and L > 0 be as in the last lemma. ThenÛ quotients to a function on S, which is 
By lemma 2.6 of [5] ,
Z and G i ∈ Group, and the same holds for M 2 . Since dist Z (M, N ) ≤ ||M − N || L 2 (I) , lemma 2.8 implies thatÛ is continuous on L 2 (I); sinceÛ is equivariant too (lemma 2.1), we get the first equality below.
The inequality above comes from lemma 2.8; the last formula implies the thesis.
At the beginning of this section, we defined the operator Λ c,α ; by the last lemma, it brings C Group (T) into itself. As usual for Lax-Oleinik operators, it is non-expansive.
Lemma 2.10. The operator Λ c,α from C Group (T) into itself is 1-Lipschitz for the sup norm on C Group (T).
Proof. From (2.1) we get that, if
Thus, if U 3 , U 4 ∈ C Group (T), we havê
Interchanging the rôles of U 3 and U 4 , we get the thesis.
\\\ Proposition 2.11.
There is a unique constant α(c) such that the operator Λ c,α(c) has a fixed point in
If L is as in lemma 2.9, the fixed points are L-Lipschitz on S for dist S .
Proof. Let us denote by Lip L (S) the functions U defined on S which are L-Lipschitz for dist S . We see as
just compose with the projection on S. As a consequence, it suffices to find a fixed point of Λ c,α on Lip L (S).
We have seen in lemma 2.10 that, if a ∈ R,
This prompts us to follow [4] and to define the space
where f : I → S 1 is the function f (x) ≡ 0 and [·] denotes the equivalence class. This is a set of equicontinuous functions on S; since S is bounded, Lip 0 L (S) is equibounded too.
We setΛ
By section 1, S is compact set for dist S ; thus, Lip 0 L (S) is, by Ascoli-Arzelà, a compact set of C(S, R); moreover, it is convex. The functionΛ c brings this set into itself by lemma 2.9 and is continuous (actually, 2-Lipschitz) by lemma 2.10; thus,Λ c has a fixed point U f ix by the Schauder fixed point theorem. If we set
we see by the definition of Λ c,α(c) that
It remains to prove that α(c) is unique. Let us suppose by contradiction that there is α = α(c) such that Λ c,α has a fixed point U 1 ; to fix ideas, let α > α(c). Clearly, U 1 is a fixed point of Λ n c,α , while U f ix is a fixed point of Λ n c,α(c) ; this implies the first equality below.
where the last inequality comes from lemma 2.10. But U 1 and U f ix are bounded by lemma 2.3; we let n → +∞ in the formula above and, recalling that α > α(c), we get a contradiction. The case α < α(c) is analogous.
\\\
We now want to prove that the function α(c) of the last lemma coincides with the function α L (c) we defined in section 1. The connection is provided by the following fact (see [4] for a proof): α L (c) is the unique α ∈ R for which the Lax-Oleinik operator
has a fixed point. The minimum above is attained by Tonelli's theorem.
Proof. By the last proposition, there is a fixed point U of Λ c,α(c) . Since U is a fixed point of Λ 
It can be proven as in [4] thatσ does not depend on k, but we shall not need this in the proof. Since
On the other hand, let u be a fixed point ofΛ and letq realize the min in the definition of (Λ k u)(x 0 ); we get as above that
Since u is bounded (it is a continuous function on S 1 ) we get again that, possibly increasing C,
Sinceq(0) = M ≡ x 0 , (2.1) implies the first inequality below; as we did above, we identify the numberq(t) with the function in L 2 (I) constantly equal toq(t); we could have underlined this identification using the operator D 1 .
The second equality above comes from the fact that W (0) = 0, the second inequality from (2.16). Since U is bounded, taking k large in the formula above, we get that
We prove the opposite inequality. Letσ be as in (2.15); by lemma 2.5, we can find n = n(k,σ) so large that,
We recall that ||U || sup ≤ C; we set C 1 = 2C + 1 and we get from the formula above that
Note that C 1 does not depend on k and n. Since
and W ≤ 0, we get that there is i ∈ (1, . . . , n) such that
Takingq minimal in the definition of (Λ k u)(q i (0)), we get the inequality below.
Since u is bounded, by the last two formulas we get
for some C 2 > 0 independent on n and k. We have put into C 2 the bounded contribution of u. We note that (2.16) holds forq too; indeed, in the proof we only used thatq is minimal and that u is bounded. Now, (2.16) forq and (2.15) yield the first inequality below; the last formula yields the second one.
Letting k → +∞, we get the inequality opposite to (2.17), and we are done.
The next lemma tells us the the sets G(c) for L or for L coincide.
Lemma 2.13. Let σ: R → T be c-minimal for L; moreover, let σ t ∈ M on for all t ∈ R and let
Let ν 0 denote the Lebesgue measure on I. Then there is q, c-minimal for L, such that (π • σ t ) ♯ ν 0 = δ q(t) .
Proof. We assert that it suffices to prove that
First of all, the integral above is well defined for any σ t , though possibly equal to −∞; this is because W ≤ 0. Now, let σ t satisfy (2.19); since W ≤ 0 and : t → W(σ t ) is continuous (we recall that σ t is AC) we get that W(σ t ) = 0 for t ∈ R. By our hypotheses on W , this implies that
By Fubini and the fact that : t → σ t x is AC for a. e. x, we can choose x such that, setting, q(t) = σ t x, we have a) σ t y − q(t) ∈ Z for a. e. y ∈ I.
b) q is AC. Now a) implies that (π • σ t )ν 0 = δ q(t) , which is part of the thesis; it remains to prove that q is c-minimal.
To do this, we setσ t = q(t) and we see that, by point a) above, σ t x −σ t x ∈ Z. We recall that, for a. e.
x ∈ I, the function : t →σ t x − σ t x is AC; since it must take integer values, it is constant as a function of time. Thus,σ t x =σ t x for a. e. x ∈ I; this implies the first equality below, while the second one comes from
Now σ is c-minimal by hypothesis; since by a)σ ±k − σ ±k ∈ L 2 Z , the first equality above implies thatσ is c-minimal too; this in turn implies, by the second equality above, that q is c-minimal for the one-dimensional Lagrangian L.
We divide the proof of (2.19) into three steps.
Step 1. We begin with a much weaker fact than (2.19), i. e. that
(2.20)
Let σ be as above; for starters, we prove that there is C 1 ≥ 0 such that
To prove (2.21), we recall a fact from [9] : there is C 1 ≥ 0 such that, for any absolutely continuous q and
To prove this, we recall that there is a u ∈ C(S 1 ) which is a fixed point ofΛ k for all k ∈ N; we defined the operatorΛ before lemma 2.12. Let us suppose by contradiction that there is q k such that
Using q k as a test function in the definition ofΛ k (u), we see thatΛ k (u) is unbounded from below as k → +∞; but this is impossible, sinceΛ k (u) = u and u is bounded.
Using Fubini, and the fact that the weak time derivative of σ t in L 2 coincides with d dt σ t x for a. e. x, we see that
where the last inequality comes from (2.22). This proves (2.21). Now, if (2.20) were false, (2.21) would imply
contradicting (2.18).
Step 2. We assert that (2.19) is true asymptotically, i. e. that To prove this, we recall that σ t is minimal; in particular, it satisfies (ODE) Lag ; thus,
Since V ′ and W ′ are bounded, we get that
We assert that this implies that
for a constant C 3 > 0. Let us suppose by contradiction that ||σ tj || L 2 (I) → +∞ for a sequence t j → +∞; we assume that t j ∈ [n j , n j + 1]. By (2.24), we have that
Since −W ≥ 0, we get the first inequality below; (2.21) implies the second one; the limit at the end follows by the formula above.
But this contradicts (2.18).
Since W ′ is bounded, we get that W ′ , the L 2 -differential of W, is bounded too; by (2.23) this implies
Together with (2.20), this implies (2.23).
Now the idea is the following: if (2.19) did not hold, we could find a functionσ which coincides with σ for |t| ≥ n and with the orbit of a single particle for |t| ≤ n − 1; using step 2, we could prove thatσ has smaller action than σ, which is a contradiction since σ is minimal. The next step tells us where to look for σ.
Step 3. Let us suppose by contradiction that (2.19) does not hold; up to an integer translation in time, this means that
for some ǫ > 0. Once ǫ is fixed in this way, we assert that there is C > 0 for which the following holds: for
We prove this fact. Chebishev's inequality and (2.23) imply this: let δ, χ > 0; then, if |t| is large enough,
, with ν 0 (B δ,χ,|t| ) < χ. By our hypotheses on W , this implies that
We assert that this implies the following. Let δ, χ > 0; then for all k ∈ N large enough, we can find
Indeed, by Fubini, we can choose x ′ such that
and set q(±k) = σ ±k x ′ ; we choose Z ±k x ∈ Z in such a way that
This implies by (2.28) that ν 0 (A k ) ≥ 1 − χ; the first estimate of (2.29) follows from the fact that σ ±k ∈ M on.
Moreover, since q(±k) = σ ±k x ′ ∈ [σ ±k 0, σ ±k 1], we can take Z ±k ∈ {−1, 0, 1}.
We let C 1 be as in (2.22); we take χ ≤ ǫ 2 in the second one of (2.29); taking |k| large enough, we get that
We shall feel free to reduce χ (and thus to increase k) in the course of the proof. Fubini implies the equality below; (2.22) implies the first inequality; the second one follows by the formula above.
Thus (possibly reducing χ and thus increasing k), there is at least one z ∈ A k , which depends on k, such that (2.27) holds. Now point a) follows because z ∈ A k , and thus |σ ±k z − (Z ±k z − q(±k)| < C √ δ; moreover, for all x ∈ A k ,
follows in the same way, using the first formula of (2.29).
End of the proof of (2.19). Let z ∈ A k be fixed as above; we set
In other words, on [−k, k] we squeeze together all the particles on σ t z; this sends to zero the W term in the Lagrangian. We want to prove that, if (2.26) holds, then the action ofσ t is smaller that the action of σ t , contradicting the minimality of the latter.
Z . Now points a), b) and the definition ofσ imply that
and k is large enough,
and k is large enough
By a ′ ) and b ′ ) we easily deduce that, possibly reducing again δ and χ, and then choosing a k for which (2.29) holds, we have
Note that, as usual, we have identified σ t z ∈ R with the function in L 2 (I) constantly equal to σ t z; this, and the fact thatσ t x ≡ σ t z for t ∈ [−k + 1, k − 1], imply the equality below. The first inequality below follows from the formula above and from the fact that
since : t → σ t z is the motion of a single particle. The second inequality follows from (2.27); the last one follows from (2.26).
Sinceσ ±k − σ ±k ∈ L 2 Z , we have contradicted the minimality of σ. \\\
We now give the proof of theorem 1, together with a more precise statement.
Theorem 1.
For any initial condition M ∈ M on and c ∈ A, there is σ
In lemma 2.8, it is easy to see that the Lipschitz constant L(c) of Λ c,α(c) U depends only on c and is bounded on bounded sets. Since {c k } converges, we can suppose that the fixed points of Λ c k ,α(c k ) are L-Lipschitz for the same L; by (2.32), this implies that
is bounded independently on l and k. Translating in time, it means that for any a < b ∈ Z, for k large we have that
is defined and bounded independently on k and b − a. Taking limits under the integral sign, this implies that
is bounded too, i. e. that σ satisfies (2.18). As a consequence, lemma 2.13 holds and σ t = q(t) with q c-minimal. However, by (2.33) and uniform convergence of (σ
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Remark 2.15.
We note a last connection with Aubry-Mather theory: if W = 0 (i. e. if we are in the situation of [8] ), and if σ t minimizes 1 0 L c among all curves such that dist weak (σ 1 , σ 0 ) = 1, then dt⊗(σ t ) ♯ (ν 0 ), a measure on S 1 × S 1 , is a Mather c-minimal measure as defined in section 1. We leave the easy proof to the reader; other results along these lines are in [3] . §3
Birkhoff regions of instability
We prove theorem 2; we shall adapt the method of [2] .
Definitions. Let U be an open set of S 1 × S 1 ; we shall denote by U also the open set of the points
there is a closed formω on S 1 × S 1 such that the restriction of ω to {t ≤ k − 1} is zero, the restriction of ω to {t ≥ k} isω and the restriction of ω to the set U ∪ {t ≤ k − 1} ∪ {t ≥ k} is closed.
We shall also set
where the sets G(c) and Lim(c) have been defined in the introduction.
We omit the proof of the next lemma, which is a merger of point 2.6 and of theorem 6.3 of [2] ; as usual, we denote by [ω] the cohomology class of a closed form on S 1 × S 1 .
Lemma 3.1. Let us suppose that the interval J ⊂ R is a Birkhoff region of instability, and let c ∈ J.
Then there is a neighbourhood U ofG(c) such that, for any k ∈ Z, there is a (U, k)-step form ω with
Definition. We shall call adapted a neighbourhood U ofG(c) as that of lemma 3.1.
Lemma 3.2.
Let ǫ ∈ (0, 
Moreover, if σ b = a on T, then we can choose q in such a way that q(b) = a on S 1 .
Proof. we can find points x i ∈ S 1 such that, if t ∈ I i , then µ t (x i − ǫ, x i + ǫ) ≥ 1 − 2ǫ. By the usual lemmas on coverings, we can suppose that
Let t ∈ I i ∩ I i+1 ; such a point exists by b). We have that µ t (x i − ǫ, x i + ǫ) ≥ 1 − 2ǫ and µ t (x i+1 − ǫ, x i+1 + ǫ) ≥ 1 − 2ǫ; since ǫ ∈ (0, 1 8 ) and the total measure is 1, the two intervals must intersect, and we get
If t ∈ I i (or if t ∈ I i+1 ), we already have an estimate on the measure of the two intervals on the right; thus,
We take a lift q(t) ofq(t) to R: we want to show that this function satisfies the thesis.
The equality below is proven in lemma 2.14 of [5] :
dist weak (σ t , q(t)) = min
where the minimum is taken on all the measures λ on S 1 × S 1 which have µ t as the first marginal and δq (t) as the second one. If we take λ = µ t ⊗ δq (t) , we get that
Since ǫ ≤ 1 8 , we have that 9ǫ 2 + 2ǫ < 4ǫ and point 1) follows.
We now recall that µ t (q(t) − 3ǫ,q(t) + 3ǫ) ≥ 1 − 2ǫ and µ t (x t − ǫ, x t + ǫ) ≥ 1 − ǫ; this implies as above that the two intervals must intersect, and thus point 2) follows.
As for the last assertion, we note that, if σ b = a on T, then µ b = δ a ; we add to our covering of then we are done.
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Definitions.
• The extension. We shall say that σ: [a, b] → T is ǫ-concentrated if it satisfies the hypotheses of lemma 3.2. If σ t is ǫ-concentrated and q(t) is as in lemma 3.2, we shall say that the couple (σ t , q(t)) is an extension of σ t .
• The gap-filler. Let {c i } i≥0 be as in theorem 2. We fix k i ≥ 0 and we find {d
We group the {d i j } i,j into a unique sequence {f s } +∞ s=0 with the natural order; in other words,
We call such a sequence {f s } +∞ s=0 a {k i }-gap-filler of {c i }.
• The form. Let now {f s } s≥0 ⊂ J be a {k i }-gap-filler of {c i } and let {T s } s≥0 be a sequence of positive integers; we set T −1 = 0 and, for s ≥ −1,T 
We refer the reader to the diagram below: on the middle line there are the times, on the upper ones the values of forms ω s , and on the lower one the values of the form c 0 + ω.
We note that δ s ≤ 1 64 , since the diameter of S 1 is smaller than 1. We shall consider the paths σ: [0, +∞) → T such that, setting as before
Before ending the definition, we comment on conditions A) and B).
First of all, by point
this and point B) imply that [x t − δ s , x t + δ s ] and {x : (t, x) ∈V s } must intersect; in other words, x t is in a δ s -neighbourhood of {x : (t, x) ∈V s }.
, we have by A) that σ is 2δ s concentrated; since 2δ s ≤ 1 8 , we can apply point 2) of lemma 3.2 with ǫ = 2δ s . We get that, for t ≥T 0 − 1, there is an extension (σ, q) of σ with |q(t) − x t | ≤ 8δ s ; by the last paragraph, we get that q(t) is in a 9δ s -neighbourhood of {x : (t, x) ∈V s };
by the definition of δ s , (t, q(t)) ∈ U s for t ∈ [T s − 1,T s ].
We say that the couple (σ, q), with σ defined for t ≥ 0 and q defined for t ≥T 0 − 1, belongs to the set D if σ satisfies A) and B), and if q is an extension of σ satisfying |q(t) − x t | S 1 ≤ 9δ s for t ∈ [T s − 1,T s+1 − 1].
Lemma 3.3.
Conditions A) and B) are closed for the pointwise convergence of σ t . In other words, if σ n t satisfies A) and B) for t ∈ [T s−1 − 1,T s − 1], and if σ
Definition. We shall say that (σ, q) ∈ D is a minimizer of L c0 − ω if, for all t 1 > T 0 , the following happens.
2) σ t ∈ M on for all t ∈ [0, +∞).
Proof. We begin to prove this: forT s defined as above, there is (σ s , q s ) ∈ D which minimizes L c − ω on The proof of this is similar to the one of proposition 2.2. We begin to tackle the finite-dimensional problem.
Let P n be the projection of section 1; we want to connect P n M and 0 with a minimal path (σ,q) ∈ D, withσ t ∈ C n . Let us set, as in section 1, P n σ t = D n (z 1 (t), . . . , z n (t)); we are thus minimizing the functional
over all couples (z, q) belonging to D. As for the boundary conditions, we ask that z(0) = P n M and z(T s ) = 0 in T; equivalently, we ask that, if P n M = (z 1 , . . . ,z n ), then π • z i (0) = π(z i ) and π • z i (T s ) = 0 for i = 1, . . . , n. Moreover, we ask that π • q(T s ) = 0. Such an extension exists because of the last assertion of lemma 3.2.
Note that we have called the functional I(z) even though, nominally, it depends on (z, q). However, by lemma 3.4, if (z, q) and (z, q 1 ) are two extensions of z, then q and q 1 are homotopic in U; since ω(T 0 −1, ·) = 0 and q(T s ) = q 1 (T s ), this implies that
In other words, I(z) does not depend on the particular extension (z, q) of z we choose: it is a function only of z.
By lemma 3.3, the fact that z satisfies A) and B) is equivalent to the fact that (t, z(t)) ∈ K 1 , where K 1 is a closed set in R × R n . In other words, we are dealing with a "minimization with obstacle" problem: we are minimizing I among all z ∈ AC([0,T s ], R n ) such that (t, z(t)) belongs to a closed set K 1 . It is standard (see below for a proof) that such problems admit a minimum, provided they are coercive, and this is what we prove next.
By the definition of ω, we have that Lemma 3.7.
There are Γ i > 0 such that the following holds. Let {d i j } be a {k i }-gap-filler of {c i }, let k i ≥ Γ i and let T 0 , . . . , T k1 ≥ Γ 1 , T k1+1 , . . . , T k2 ≥ Γ 2 , etc... Let (σ, q) minimize L c − ω in D. Then σ t is a solution of (ODE) Lag .
Proof. We know from lemma 3.6 that, if we choose Γ i large enough, for any t ∈ [T s−1 ,T s ], s ≥ 1 there is q: [0, +∞) → S 1 , minimal for L c − ω, such that dist weak (σ t ,q(t)) < γ s 4 .
Now,q is a minimal orbit of the one-dimensional Lagrangian L c − ω; for this Lagrangian it has been proven in [2] In particular, σ satisfies points A) and B) above; thus, we can find an extension (σ, q) such that The formula above and A ′ ), B ′ ) imply that, if λ is small enough, then σ λ satisfies points A) and B). We have seen that this implies that σ λ t has an extension (σ λ t , q λ (t)) with (t, q λ (t)) ∈ U s for t ∈ [T s − 1,T s ]. Moreover, arguing as in lemma 3.2, we can require that q λ (T ) = q(T ). By lemma 3.4, q and q λ are homotopic in U;
moreover, ω(T 0 − 1, ·) = 0. Thus, This and the fact that σ t is minimal for L − ω imply that [dist weak (σ t , q(t)) + σ t −q(t) L 2 (I) ] ≤ ǫ for t ≥ 1 2 T ǫ (c).
Proof. We begin with the first statement. By lemma 2. By theorem 1, for γ > 0, there is T ∈ N and q c-minimal such that dist weak (σ T , q(T )) + ||σ T −q(T )|| L 2 (I) ≤ γ.
If we take γ small enough and T ǫ (c) = T +T ǫ (c), the thesis follows from the last two formulas and continuous dependence on the initial conditions.
The proof of the second statement is similar to the first one: σ t accumulates, for t large, on a c-minimal orbit of L; this orbit accumulates on Lim(c) by definition of the latter.
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Proof of theorem 2. Let {f s } be a {k i }-gap-filler of {c i }; let Γ i satisfy the hypotheses of lemma 3.7, and let k i = Γ i . We define the form ω as above, choosing the times T s in the following way. When f s = d Moreover, we ask that
where T ǫi (c i ) is defined as in lemma 3.8. Now lemma 3.5 holds for any choice of the T i , and thus there is (σ, q) minimal in D for L − ω. We have chosen k i and T i in such a way that they satisfy the hypotheses of lemma 3.7. As a consequence, σ solves (ODE) Lag . Formula (1) of theorem 2 holds by our choice of T ǫ (c i ) and lemma 3.8. As for the last statement of theorem 2, it follows from the last statement of lemma 3.8.
