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Abstract 
Cellulose is a natural polymer, which is used in many applications, including as 
clothing fabric. Thermal and photochemical degradation of cellulose is known to 
involve the production and reaction of radicals, and the degradation of dyes on 
cel1ulose fabrics is also thought to occur partially as a result of radical reactions. The 
radicals produced following hydrogen abstraction from cel1ulose are likely to be of 
the a-hydroxy type. The reactions of simple a-hydroxy radicals, as models for 
cellulose radicals, have therefore been studied here. 
Radicals formed from cel1ulose based polymers such as cotton have been modelled in 
this work by a-hydroxy radicals, which were formed by photolysis of a-hydroxy 
ketones. These initiators are molecules that undergo intramolecular cleavage 
following irradiation, see section 1.10.1.2, the cleavage of which results in the 
production of benzoyl and a-hydroxy radicals in each case. 
Two a-hydroxy radicals were chosen, a-hydroxy cyclohexyl and 2-hydroxy-2-propyl, 
so as to determine whether steric factors significantly affected the rate constants for 
the reactions of these radicals. The reaction between the radicals and a series of 
alkenes was used to determine the difference in rate constants between the two 
radicals. The reaction rates were determined using a probe molecule to monitor the 
reaction of the radicals. The reaction between the radicals and the alkenes was 
monitored by virtue of competition with the probe molecule. 
The rate constants for the reaction of these radicals with several dyes have also been 
determined. The method, validated by the mathematical simulations, was used to 
determine experimental rate constants for several dyes with radicals using three 
radical photoinitiators. The rate constants for reaction of some dyes. with a-hydroxy 
radicals have been determined both in methanol and on cotton fabric. These new rate 
constant values have been determined for both dry and wet cotton fabric samples. 
Studies were also carried out involving irradiation of dyed cotton linters samples with 
polychromatic light. In addition, the effect of adsorbing radical photoinitiators onto 
the cotton samples on the fading rate of these samples was studied, and has been 
linked to the rate constant data. 
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Aims and Objectives 
Aims: 
• To detennine the percentage of photo fading occurring due to reaction of the dye 
with radicals 
• To detennine the importance of a cellulosic substrate on photofading 
Objectives: 
• To detennine the effect ofsteric factors on the reaction of two radicals, used as a 
model for possible radicals that may be fonned on cellulosic substrate. 
~ The difference between the two radicals was detennined by studying their 
reactions with a selection of alkenes. 
• To detennine rate constants for the reaction of several dyes with the model 
radicals. 
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~ The rate constants were detennined for some dyes both in methanol and on cotton 
fabric - In order to note any effects on the reaction of the presence of cotton. 
• To investigate the steady state photofading of several dyes on cotton. 
~ This was done in an attempt to find a correlation between fading rate and 
dye structure. 
Chapter 1 
Introduction 
1. Introduction 
1.1. Photochemical processes 
Light is an important component in many processes l • The effects of the sun's light 
can be both beneficial and harmful. For example, excessive exposure of skin to the 
sun's rays can result in skin cancer. However, life would not exist without the sun, 
which acts as both a source of heat and oflight. Light is a vital component in 
photosynthesis, the process by which plants make. their food. Photosynthesis is an 
example of what is known as a photochemical process. 
A photochemical process is one in which light interacts with matter to produce a 
chemical change. A photochemical change can only occur when an atom or molecule 
absorbs a photon of light. The process of absorption of a photon involves the 
absorbing species gaining the energy of the photon2 and becoming an excited state. 
1.2. Electronically excited states 
A molecule not in its ground state is said to be excited. A molecule may be promoted 
to an excited state by interaction with a photon (absorption of light). The interaction 
of visible light with a molecule usually causes the promotion of a 1t-electron or 
n-electron into a 1t* orbital (n1t* or 1t1t* transitions). 
1.2.1. Molecular orbitals 
When two or more atoms combine to form a molecule, that molecule is held together 
by bonds. These bonds arise from electrons occupying molecular orbitals, which can 
be considered to be a combination of the atomic orbitals of the two adjoining atoms. 
The type of molecular orbital formed depends upon the shape of the two atomic 
orbitals that go to form it. The two atomic orbitals form two molecular orbitals when 
they are combined. One of these is a bonding orbital and the other an anti-bonding 
orbital. In a ground state species in which there is only one bond, the bonding orbital 
is occupied and the anti-bonding orbital is not. 
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If a molecular orbital is created by the combination of two s-type atomic orbitals it is 
known as a scr orbital (or scr* orbital in the case of the anti-bonding orbital). The 
combination of two p-type atomic orbitals results in the production of pcr and pcr* or 
p7t and p7t* orbitals. The distinction between cr and 7t orbitals is that (J orbitals are 
symmetrically distributed about the bond between the two atoms and 7t orbitals lie 
above and below the plane containing this bond. Any outer atomic orbital that is not 
combined with an orbital from another atom is known as a non-bonding orbital, n. 
1.2.2. Spin multiplicity 
Most molecules in the ground state are in a singlet state, a notable exception being 
molecular oxygen. A singlet state has a spin multiplicity, which is related to the 
overall electronic spin in the molecule as shown in Equation 1.1, of one. 
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Spin multiplicity = 2S + 1 (1.1) 
where, 
S is the total spin angular momentum quantum number. 
If the same number of electrons have negative spin as have positive spin, then S = 0, 
the spin multiplicity is one and the molecule is defined as being in a singlet state. 
The spin multiplicity can also take other values. If the outer two electrons in the 
system are in degenerate orbitals then they will have the same spin (Hund' s rule). 
This means that the overall spin (S) ofthe molecule is 1. In this case the spin 
multiplicity is 3, therefore the molecule is in a triplet state. Figure 1.1 shows the 
configuration of the outer two electrons in ground state and excited singlet and triplet 
states. 
singlets ~iplets 
o o 
Excited states 
o o 
The circles represent eleroons, the colours denoting the spin 
Ground state; 
00 o o 
Figure /, / Ground and excited state singlet and triplets, 
Free radicals, which have one unpaired electron, have ground states that are doublet 
states. Radicals may also have more than one unpaired electron. 
1.2.3. Electronic transitions 
9 
Interaction of light with an absorbing species may cause an electronic transition. This 
involves the promotion of an outer electron into a higher energy orbital, which is 
usually an anti.bonding orbital. Electronic transitions are rapid in comparison with 
nuclear motion. Therefore, nuclei remain in the ground state configuration throughout 
an electronic transition. This is represented in Figure 1.2 and is known as the Franck· 
Condon principle. The most probable configuration of the nuclei is likely to change 
for the excited state. Structural changes, for example an increase in internuclear 
distance often occur following the transition. 
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E 
) 
Internucleo.r di.t"nce 
Figure 1.2 Franck-Condon principle 
1.2.4. Forbidden electronic transitions 
As mentioned previously, an electronic transition can occur by absorption of radiation 
only if the energy of the photons is the same as the energy gap between two states of 
the molecule. However, this is not the only requirement for a transition to take place. . 
The differences between the two states need to be such that interaction with a photon 
can induce the necessary changes in all the properties. This leads to selection rules 
and transitions can be classified as being allowed or forbidden. 
An example of a forbidden transition is one in which a singlet state is transferred to a 
triplet state and the spin of the molecule changes. The photon interacting with the 
singlet molecule does not possess any spin and therefore cannot change the spin of the 
electron that is excited. 
However, forbidden transitions do take place. Spin forbidden transitions can occur 
due to the fact that singlet and triplet states are not entirely pure. A singlet state has a 
small amount of triplet character and a triplet state has a small amount of singlet 
characte~. This mixing of spin states is known as spin-orbit coupling. A spin 
forbidden transition will occur due to spin-orbit coupling, but it is far less probable 
than a fully allowed transition. 
1.3. Relaxation of electronicaUy excited states 
An excited state may decay, losing its excess energy via many different processes. 
These processes may be due to spontaneous decay of the excited state, which are 
known as intramolecular processes. The possibility also exists for the excited state to 
lose this energy via interaction with other species in the system (intermolecular 
processes). These processes can be classified as radiative or non-radiative in nature. 
Radiative relaxation involves the emission of a photon to lose excess energy. Non-
radiative processes involve the conversion of electronic energy into vibrational 
energy. 
1.3.1. Intramolecular processes 
A state diagram may be used to represent the electronic states of a molecule. 
Figure 1.3 shows a typical state diagram. The spin multiplicity of the system is 
represented by placing singlet states on the left of the page and triplet states on the 
right. 
s , 
Absorption 
-
----<s· · 
Non·radiatwe 
decay 
h.I+----
I. S.C . 
Fluorescence 
h. 
---..c; •• 
\, Tt 
Phosphorescence 
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Figure 1.3 A Jablonski diagram representing the intramolecular processes that can 
occur in an excited molecule. 
If a molecule is excited from its singlet ground state (So) into a higher singlet state 
(e.g. S I) then the intramolecular processes that can occur are numerous: 
Radiative transitions occur by loss of energy from the excited state by emission of a 
photon of light. 
1.3.1.1. Fluorescence 
lA' ~ lA + hv 
12 
The excited singlet state ( I A *) may lose its excess energy by emission of a photon of 
light. Fluorescence emission occurs between two states with the same spin 
multiplicity, and fluorescence is a spin allowed radiati ve process. The emitted photon 
has the same energy as the gap between the excited and ground states of the molecule. 
This process is usually only efficient between SI and So states since the energy gap is 
often large and internal conversion, see later, can not compete successfully. For 
higher electronic states Sn, the energy gap between Sn and Sn_1 is usually small and 
interna l conversion competes with fluorescence effectively, so emission from higher 
singlet states is rarely seen. An exception to this is azulene, which fluoresces from its 
second excited singlet, S2. 
1.3.1.2. Phosphorescence 
l A' ~ lA + hv 
An excited triplet can be formed by intersystem crossing, see section 1.3. 1.5. This 
triplet can decay to the singlet ground state and lose its excess energy by emission of a 
photon of light. Phosphorescence emission occurs between two states with different 
spin multiplicities. This means that phosphorescence is a spin forbidden radiati ve 
process. Despite being formally forbidden, spin orbit coupling allows it to occur. The 
excited triplet state is longer-lived than the excited singlet state due to its decay to the 
ground state singlet being a spin forb idden transition. It is often necessary to lower the 
temperature of a sample in order to see phosphorescence emission as this decreases 
competing thermal deactivation processes and di ffusional quenching by solvent 
molecules. 
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1.3.1.3. Thermally activated delayed fluorescence 
Occasionally, the triplet may also intersystem cross, given that the energy gap is small 
enough for a thermally activated transition to take place, back to a lower energy 
singlet to occur state which may then fl uoresce. If this happens it is known as delayed 
fluorescence and has a far greater lifetime than prompt fluorescence . 
l A_ + heat ~ I A - ~ I A + hv 
Non-radiative pathways occur where electronic energy is converted into other types of 
energy and light is not emitted : 
1.3.1.4. Internal conversion (IC) and vibrational relaxation (VR) 
I A - ~ I A + heat 
Internal conversion involves the relaxation of a molecule into a lower electronic 
energy state without loss of energy. Electronic energy in one state is converted to 
vibrational energy in a lower energy state. The two states have the same spin 
multiplicity, and the process is a spin allowed non-radiative process. In solution or in 
the gas phase at normal pressures, the vibrational energy is soon lost as heat in 
collisions with other molecules (vibrational relaxation). 
1.3.1.5. Intersystcm crossing (ISC) 
lA - -> l A_ 
This process occurs between states of different spin multiplicities. This is a spin 
forbidden non-radiative process. Intersystem crossing takes longer to occur than 
internal conversion due to being spin forbidden. The efficiency of the process is 
dependent on the magnitude of the energy gap between the states. In ketones, where 
the gap between SI and Tn is small, ISe is highly efficient. 
1.3.2. Intermolecular processes 
In addition to loss of energy by internal decay, an excited molecule can also lose its 
excess electronic energy by transfer to neighbouring molecules. This transfer 
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proceeds via different mechanisms, which can be either radiative or non-radiative. For 
energy transfer to take place the vibronic levels in the donor, 0 , must be close in 
energy to the vibronic levels in the acceptor, A. Any small difference in energy 
between these levels can be dispersed in the solvent by rotational and translational 
motion. Energy can be transferred from 0 * to A if the excited state 0 * has a higher 
energy than the excited state A'. 
O *+ A--+O+ A * 
Transfer of energy from 0 * to A, will lead to quenching of 0 * by A. 
1.3.2.1. Radiative energy transfer 
This process involves the emission of a photon by the excited molecule. However, 
unl ike other emiss ion processes, the photon does not leave the system. Instead, the 
photon is re-absorbed by another molecule in the system to produce a new excited 
state. In order for thi s process to occur the emiss ion spectrum of 0 * and absorption 
spectrum of A should have considerable overlap. The emission of a photon by the 
donor is spontaneous and is not influenced by the presence of the acceptor. Therefore, 
the distance separating the donor and acceptor is unimportant. 
' 0 * --+ I 0 + hv 
I A + hv --+ I A * 
1.3.2.2. Non-radiative energy transfer 
Non-radiative energy transfer, as its name suggests, does not involve the emission of a 
photon from the excited molecule. Two basic types of non-radiative transfer, which 
are described below can occur. 
1.3.2.2.a. Col/isiolla/ (exchallge) ellergy trails/er 
For thi s type of transfer to occur the molecules need to be suffic iently close to one 
another that their electron clouds overlap. This allows the exchange of electrons 
between the donor and acceptor molecules as illustrated in Figure 1.4. This type of 
energy transfer is limited by the rate at which the donor and acceptor collide. The rate 
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of electron transfer falls off' with the distance, RoA, between the donor and acceptor. 
For this deactivation mechanism to be effective, the energy gap between the ground 
and exited state of D should be equal to or larger than the energy gap between the 
states of A. Ifboth transitions are favourable, then the electrons move together. In 
some cases, one electron may move before the other forming an intermediate species. 
Triplet-triplet energy transfer usually occurs via a collisional mechanism, due to the 
low extinction coefficient of the So~ T I transition, on which the coulombic 
mechanism, see Figure 1.4, is dependent. 
~.~ 
---- • 
o~. o o o 
Donor, D" Acceptor, A Donor, D Acceptor, A' 
Figure 1.4 An illustration of the electron exchange transfer mechanism, 
J.3, 2, 2, b, Coulombic (induced dipole) mechanism 
This process takes place between a well-separated donor and acceptor. The donor can 
induce a change in the acceptor at a distance. This will only occur if there is sufficient 
superposition of the electronic and nuclear vibrational levels in both donor and 
acceptor5. The oscillation of the excited electron in the donor induces an oscillation in 
the highest energy electron in the acceptor. This will lead to the relaxation of the 
excited electron in the donor and the excitation of the electron in the acceptor in a co-
ordinated step. A depiction of this type of energy transfer is shown in Figure 1.5 . The 
rate of this step is dependent on the extinction coefficient of the acceptor transition 
and on the probability of fluorescence by the donor, even though no emission occurs. 
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• • 
o • o 
DonOl. D" Acceptor. A Donor. D Acceptor. A" 
Figure 1.5 An illustration of the cOl/Iambic energy transfer mechanism. 
1.4. Quantum yields 
The efficiency of a photochemical or photo physical process, for example the 
breakdown of an excited molecule, 1*, into two radicals, A· and B·, is represented by 
the quantum yield. The quantum yield of production of radical B" can be defined as 
the number of B· radicals formed for each photon absorbed by initiator molecules. 
Quantum yield for = no. ofB" radicals produced 
the production ofB· no. of photons absorbed by the initiator 
1.5. Flash photolysis 
Porter6 developed flash photolysis in the 1950' s. The use of this technique was 
revolutionary, as it allowed the observation of transient species. Initially the technique 
was restricted to the milli-second timescale, but quickly extended to the microsecond 
range. The observation of fairly long-lived species was possible. Both the excitation 
and analysing light sources were flash lamps. Flash photolysis led to an increase in 
the understanding of organic photochemical reactions and photo physical processes. 
The spectral and kinetic characteristics of transient species can be observed by this 
technique. Transient difference spectra can be obtained, which show the difference in 
spectral absorption of the original species and the transient species. The development 
oflasers in the 1960' s allowed flash photolysis to be carried out on ns to fs 
timescales. 
Flash photolysis was originally used to study the transients produced in gaseous 
systems or so lutions. In the 1980's, thi s was extended to opaque samples. The 
transients produced in an opaque sample could be studied by monitoring the changes 
in the di ffusely reflected analysing lighe ,8,9 This has led to the ability to study the 
behaviour of dyes and other substances on cellulose9 
1.5,1. Light sources for flash photolysis 
1.5.1.1, ' Hot' light sources 
17 
A hot light source is one that gives out light due to spontaneous emission. Arc lamps 
invo lve a potential between two electrodes in an enclosed system, or bulb. The bulb 
contains gas molecules, which become excited by interaction with the electrons 
travelling between electrodes. These excited gas molecules relax into the ground state, 
spontaneously emitting light. Pulsed xenon arc lamps can be used to excite samples. 
The xenon arc lamp, which is used in this work, contains xenon at a high pressure. 
The high pressure broadens the emission bands of the molecule. The broadened 
emiss ion of xenon can be used to simulate sunlight. 
1.5.1.2. ' Cold' light sources 
A cold light source involves the stimulated emiss ion of light. The principle of these 
light sources, lasers, is described below. 
1.6. Lasers (Light Amplification by the Stimulated Emission of Radiation) 
As previously mentioned, excited molecules may lose their excess energy through 
many processes including the emission of radiation. The energy jump between the 
excited state and ground state, t.E, is equal to the energy of the photons emitted by the 
excited molecule. Let us consider a simple two-level electronic system where atoms 
can be in either the ground state or an excited state (Figure 1.6). 
In th is simple two level system there are three ways in which the system can move 
between the two energy levels: 
• Stimulated absorption 
Absorption must be stimulated, as it is the result of the molecule using the energy of 
the incident photon to move into a state of higher energy. The photon absorbed must 
have the same energy as the gap between the two levels. The incident photon is 
consumed in this process. 
• Spontaneous emission 
The excited molecule has excess energy, and can lose thi s energy, as previously 
mentioned, by spontaneous emission of a photon. This process does not require any 
external source of light and many molecules emit photons spontaneously when they 
are in an excited state. 
• Stimulated emission 
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Emission from the upper energy level may be stimulated by a photon of light of the 
same energy as the energy gap. The incident photon stimulates return to the ground 
state . The emission of a photon occurs when thi s electron returns to the ground state. 
The incident photon is not consumed in this process as it is in the absorption process. 
The photon has to be of equal energy to the energy gap between the two energy states. 
Interaction of the excited state with this photon leads to the emission of a further 
photon as the excited state is stimulated into its ground state. 
Exded state 
Ground slate o 0 0 
Absorption 
o 
hv 
~ 
' .. 
Spontaneous 
emission 
o 
o 
SlinUated 
emission 
Figure 1.6 Absorption and emission in a /wo level system. 
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As shown in Figure 1.6, emission of radiation can be spontaneous or stimulated and 
can occur in any region of the electromagnetic spectrum. Emission will only be 
stimulated from an excited state if the photon interacting with the excited state has the 
san1e energy as the energy gap between the two states. 
The stimulating photon can go on to ei ther stimulate further excited states into 
emitting photons or be absorbed by a ground state molecule. Also, the emitted 
photons are capable of stimulating emission from excited molecules. [f there are more 
molecules in an excited state than there are molecules in their ground state, a 
population inversion exists, and the amount of light in the system can be ampl ified. 
Stimulated emission has three unique properties which spontaneous emission does not 
have. These unique properti es arise from the fact that the emiss ion is stimulated by 
the interaction with the excited molecule with the electromagnetic field of a photon. 
• It is collimated. This means that the stimulated emission travels in the same 
direction as that of the light that interacted with the excited state. 
• It is in phase. As the emiss ion is caused by the interaction of an oscillating 
electrical fi eld, the emitted radiation will have its max imum in the same place as 
the stimulating radiation. 
• It is of a specific wavelength. The emitted light has exactly the same wavelength 
as the light that stimulated its emission. 
1.6.1. Population inversion 
The amount of light absorbed is directly related to the proportion of atoms or 
molecules that are in the ground state. Also, the amount oflight that stimulates 
emission is directly pro portional to the proportion of molecules in the excited state. If 
fifty per cent of the atoms or molecules are in the ground state and fifty per cent in the 
excited state, then the probability of a photon stimulating emission is equal to the 
probabili ty of the photon being absorbed. 
In order to get more light energy out of a system than is put in it is necessary for there 
to be more molecules in the exc ited state than in the ground state. This situation is 
known as a population inversion and is essential fo r laser action. In two level systems 
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a population inversion is not possible by optical pumping of the ground state. The 
Boltzmann di stribution, Equation 1.2, demonstrates that the proportion of molecules 
in the excited state at equilibrium will always be lower than those in a lower energy 
state. 
N "PP'" ( - ~E) 
- - =exp - -
N,owcr kT 
(1.2) 
Therefore, before optical pumping begins there are many less molecules in the excited 
state than in the ground state. Optical pumping between two levels can not lead to a 
population inversion. This is because, when Nuppcr = N1owcr, there is an equal 
probability of absorption or stimulated emission. 
The required population inversion can be obtained by using systems with more than 
two energy levels. If more than two energy levels are used, then the laser transition is 
not the same as the transition involving the initial excitation of the molecule. There 
are examples of both three and four level systems in lasers that are commercially 
available 10 Diagrammatic representations of three and four level systems are shown 
in Figure 1.7. 
An example of a 3-level system is a ruby lase r. Ruby is an aluminium oxide crystal 
with chromium ions present as impurities. It is the small proportion of chromium ions, 
which emit the light and allow ruby to function as a laser. Neodynium lasers are 4-
level systems. The system is optically pumped by wavelengths around 800 nm, and 
the laser transition emits light with a wavelength of 1064 nm. Nd3+ ions can be doped 
into silicate, phosphate or other glasses. Nd3+ ions can also be added as an impurity 
(displacing y 3+) to crystalline yttrium aluminium garnet (Y AG). Although the doped 
glass lasers have a higher conversion energy input to laser output, the Nd: Y AG 
crystalline laser is more stable to heat. 
exciting radiation (vex) "'V'>o 
exding radiation (vex) 
"'V'>o 
N on-r adiative ~ transitIOn 
T,aser emission 
Non-radiatlve 
transition 
T·,··mi .. ' 
N on-r adiative 
transition 
Figure 1. 7 Three and jour level systems. 
1.6.2. Mirrors 
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A laser crystal, such as ruby, is a light amplifier as previously explained due to the 
interaction of photons with excited molecules. Once a photon leaves the laser crystal 
there can be no further stimulation of emission by that photon. To increase the gain of 
the laser, mirrors are used at either end of the laser crystal so that the light produced is 
continuously used to induce more emissions ll (see Figure 1.8). An output is obtained, 
as one of the mirrors is slightly transparent. The mirrors must not be absorbing or 
scattering, as this will produce an unacceptable loss. 
laser crystal 
'" 
10- , 
" 
~ r 
mirror [near 100% RJ mirror [%T < 1 DJ 
Figure 1.8 A laser clystal between two mirrors. 
1.6.3. Q-switching 
Q-switching is used to get a pulse of very high energy from a laser. The Q-switch is 
placed between the laser crystal and the output mirror. If the Q-switch is off it wi ll 
prevent the laser osci llating by blocking off the light between the mirrors. While the 
Q-switch is off the laser material is continuously purnped" ·'2 so that a large 
popUlation inversion of the activator molecules in the excited state is produced. 
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At some point, usually determined by a timing device, the Q-switch is turned on. This 
allows the light to resonate in the laser cavity as if the Q-switch were not there. The 
excited state activator atoms all emit within a short space of time, which produces a 
high power laser, pulse. 
1.6.4. Frequency doubling 
When light passes through a material its electromagnetic field can change the 
distribution and alignment ofatoms '2 These changes are dependent on the energy of 
the incident light. If the molecules in a crystal have a dipole then the interaction with 
light may cause the dipole to oscillate". This dipole osci llation leads to the emission 
of light. The frequency of the osci llation of the dipole has harmonics, the strongest of 
which being the second. The oscillation dipole will emit light of the same wavelength 
as the incident and light with half that wavelength (the second harmonic). 
The alignment of the doubling crystal is critical to the efficiency of the frequency 
doubling. Dispersion of oscillation energy within the crystal can cause the second 
harmonic to be produced out of phase with the incident radiation. This causes 
destructive interference of the light, which can be minimised by correct alignment of 
the crystal. 
1.7. Diffuse Reflectance 
When a beam of light arrives at a surface it can be reflected or refracted (transmitted). 
Reflection of light from a surface can be either specular (regular) or diffuse. 
Specular refl ection generally occurs from a surface into which the light does not 
penetrate to any great extent 13 11 involves light meeting the boundary between two 
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media with di fferent refractive indices. The amount of specularly reflected light 
depends on the angle of the incident light, the direction of the electric field vector and 
the relati ve refractive indices of the two media. The Fresnel equations can be used to 
find the total amount of specularly reflected lightl 4. Specular reflection has not been 
investigated here so it will not be discussed in further detail. 
Diffuse reflection occurs when the incident light penetrates beneath the surface of the 
sample and is absorbed and scattered by the particles therein8 The diffusely reflected 
light is unpolari sed and distributed symmetrically at all angles to the surface. The 
absorption and scattering coefficients, K and S respecti vely, determine the amount of 
diffusely reflected light. 
These coefficients can be found by applying Mie theory l4, considering the sample to 
consist of identical spherical particles. The reflecting and absorbing properties of each 
individual particle are calculated, and the contributions from all particles summed to 
obtain coefficients for the whole sample. 
When light passes into an absorbing scattering sample, its intensity is reduced as 
when it passes through absorbing non-scattering samples. The reduction in intensity is 
given by the Bouguer-Lambert lawl5: 
(1.3) 
where, 
E' is the molar naperian extinction coefficient , and 
Ii is the mean penetration depth 
d~ 
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Figure 1.9 Lighl rejleclionfrom a diffusely sca/lering sample. 
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The effect of the sample on the incident, [(0), and generated, J(O), fluxes can be 
determined by considering the fraction of light which is absorbed and scattered in the 
sample13, 16 The result of this cons ideration is shown in the fo llowing equations: 
where, 
dl (x) = (-I(x)(K + S) + J(x)S)dx 
dJ(x) = (J(x)(K + S) -1(x)S)dx 
I is the fl ux of the incident light, 
J is the flux of the reflected light, 
S is the scattering coefficient, and 
K is the absorption coeffic ient 
(14) 
(1. 5) 
Also, the measurable quantities, the reflectance and transmittance are related to the 
fluxes, thus: 
where, 
[ d is the light intensity at a distance d from the front face of a sample of 
thickness d. 
(1.6) 
(/. 7) 
The reflectance and transmittance of the sample are related to the absorption and 
scattering coefficients. This relationship can be fo und 14 by so lving equations 1,4 and 
1.5, fo llowed by insertion of the resultant into equations 1.6 and 1.7. 
The so lution of these equations fo r an optically thick sample can be shown14, 15 to give 
equations 1.8 and 1.9. An optically thick sample is one in which an increase in the 
value of d does not affect the reflective properties of the sample. 
lex) = J(O)e - bSx (1.8) 
J(x) = Rl (O)e - bSx (1.9) 
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where, 
(1. 10) 
Equations 1.8 and 1.9 can be treated in many ways, depending on the assumptions 
made. One of the approximations is known as the Kubelka-Munk treatment. This 
treatment is a good approximation for the fo llowing conditions 15,16 
• Optically thick sample 
• Dimensions of the particles are much smaller than the thickness of the layer 
• Specular reflection is comparatively small 
• Incident radiation is diffuse or rapidly become diffuse on penetration into sample 
• Unifo rm distri bution of inhomogenities 
Kubelka-Munk treatment results in the following equation for the remission function, 
F(R): 
F(R) = K = (1- R)' 
S 2R 
For an ideal di ffuser it can be shown7 that: 
K = 2E' C 
where, 
c is the concentration of absorbing species 
It is assumed for the experiments mentioned here that S is constant fo r all 
wavelengths. This approach is valid, as the particle size is much greater than the 
wavelength of light used (250 - 1100 nm). Therefore, there exists a linear 
relationshipl7 between the remission function and the concentration of absorber 
present in the sample. 
(l. ll) 
(1.12) 
1.7.1. Transient concentrations in opaque samples 
In an opaque sample usually the absorbing species are distributed randomly and 
uniformly. This is an assumption upon which the Kubelka-Munk and other 
mathematical treatments are based. 
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Photoexcitation of the ground state absorbers leads to the production of non-randomly 
distributed transients . There are two limiting possibilities8 for the concentration 
profile of transients: 
• Homogeneous plug profile. All the ground state absorbers are converted into 
transients up to a certain depth. Any deeper into the sample than this and there 
will be no transients present. This ex treme occurs with a low concentration of 
ground state absorbers and a high laser energy. 
• Exponential decrease with increasing penetration depth. This extreme occurs with 
a high concentration of ground state absorbers and a low laser energy. The 
equations (7) and (8) have been so lved by Lin and Kan l 7 when K varies 
exponentially with x. The result of this is a converging series. They showed that 
kinetic analysis of transient absorption is possible for a low percentage 
absorption7 Under these conditions the change in reflectance is proportional to the 
transient concentration if it is less than 10%. 
1.8. Cellulose 
Cellulose is of vast economic importance, being used in the production of paper and 
textiles and to feed li vestock. Cellulose is a natural, abundant polysaccharide, which 
is produced in the cell walls of plants. It is found in nature either in a nearly pure 
form, from the seeds of the cotton plant, or in combination with lignin and other 
polysaccharides in the cell walls of woody plants. 
Wood consists of approximately forty per cent cellulose, the remainder of the cell 
walls being composed of a complex polymer, lignin. The production of paper involves 
breakdown of lignin by physical and chemical methods. The most pure natural fonn 
of cellulose is cotton, which consists of greater than ninety per cent cellulose. Cotton 
can be woven into fabrics, which are lIsed widely in the textile industry. 
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1.8.1. Uses of cellulose 
Cellulose is a natural polysaccharide, the structure of which is more fully described 
be low, and forms a va luable source of food for herbivores. Bacteria that are present in 
the bowels of cows and other mammals produce cellu lase, an enzyme that causes the 
breakdown of cellulose. Therefore, cellulose has a high nutritional value fo r these 
animals. Humans do not possess the cellulase-producing bacteria and therefore can 
not digest cellulose. Cellulose in the human diet is known as dietary fibre, which 
assists wi th digestion and helps to keep the bowel healthy. 
Cellulose is a strong polymer both in terms of the individual macromolecular chain 
structure and due to the high strength of the inter-chain hydrogen bonds. It has been 
widely used as a construction material for many centuries, both by the plants that 
produce it and mankind. Cell ulose obtained from plants is used in the production of 
paper and textiles and also in the form of untreated wood. 
Paper is produced by treatment of wood involving the chemical breakdown of the 
lignin impurities, which involves the use of alkali s and bleaches. The specific way in 
which the wood is treated varies depending on the requirements of the final product. 
The production of paper using alkalis and bleaches can lead to partial degradation of 
the ce llulose present in addition to the required degradation of the lignin. 
Raw natural materials containing cellulose are also used to produce textil es. Once 
fibres are obtained from the plant, they are cleaned and then spun. Spinning involves 
the twisting together of several fibres to form strong threads, which are then woven 
into sheets of fabric . The fibres obtained from the stems of flax are used to produce 
linen and those from the cotton plant to form cotton fabric. 
Cellulose can also be treated chemically to produce artificial cellulose-based 
deri vatives . Cellulose nitrate, a type of cellulose ester, is produced by the nitration of 
cotton. Fu lly nitrated cellulose, or gun cotton, has been used in the past as an 
explosive, and partially nitrated cellulose was used in the early part of the twentieth 
century as a plastic. Partially nitrated cellulose is highly flanunable, therefore was 
replaced by cellulose acetate, a non-flammable cellulose ester. Cellulose acetate is 
used to make transparent films, which are used in photography. 
1.8.2. Structure of cellulose 
The structure of ce llulose is complex and consists of three structural levels: The 
macromolecular supramolecular and morphological structures. These structures are 
discussed below and further information can be found in the literature l8 
1.8.2.1. Molecular structure 
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The structure of cellulose consists of chains of ce llobiose units, the number of units 
depending largely on the source of the cellulose. A cellobiose unit is a glucose dimer, 
the two glucose units being linked by a ~-glycosidic bond, see Figure 1.10. 
OH 
~ OH HO 0 HO ~O OH OH 0 
OH 
Figure 1.10 Cellobiose unil. 
Cellulose fibres, the structure of which is shown in Figure 1.11 , are strong, durable 
and no branching of the chain occurs. The free hydroxy groups on the backbone have 
been found to be positioned equatorial to the six-membered ring using X-ray 
diffraction and NMR measurements. 
~OH ~OH 0 ~OH ~OH OH HO 0 HO 0 HO HO 0 HO ~ O o OH 0 n OH 
OH OH 
Figure 1.11 Cellulose polymer Slruclure. 
In treated cellulose, carboxylic acid and carbonyl groups are often detected. The 
proportion of these groups is small for cotton - less than 10 mmol of these groups per 
kg of material. The bond angles and lengths of the ~-glycosidic bonds determine the 
backbone conformation, which is assumed to be a linear zigzag shape. 
The number of glucose units in a chain, the degree of polymerisation of the cellulose 
chains, varies depending on its source and subsequent treatment. Natural cotton can 
contain chains with up to 12,000 units, whereas bleached cotton and wood pulp 
contain chains with approximate ly half this number of glucose units. 
1.8.2.2. Sup ra molec ula r structure 
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The large number of hydroxy groups present on the backbone of the cellulose fi bres 
leads to effi cient hydrogen bonding between fib res. The sites at which hydrogen 
bonding can occur are regularly spaced thro ughout the chains. This regularity leads to 
good cohesion between chains. The hydrogen-bonding network includes all three 
hydroxy groups on the glucose unit. Formation of these inter-fibre bonds determines 
the strength of the material. The order of the macromolecules is not uniform 
throughout the structure and regions of high crystalline order are interspersed with 
less ordered regions. This bondi ng can lead to the fo rmation of either crystalline or 
amorphous structures; the proportion of these two structures depends on the source of 
the cell ulose. 
1.8.2.3. Mo rphological structure and pore structure 
The morphology of cellulose exists as a well-organised aggregation of fi brillar 
elements . Natural and regenerated types of cellulose have di fferent morphological 
structures. Microfibrils have a diameter in the range 2-20 nm and the macrofibrils 
formed by their aggregation have a diameter in the range 10-50 nm . The aggregation 
of microfibrils leads to the fo rmation of larger fi brils, macrofibrils, which are then 
al igned parallel and densely packed to form a helix spiral in the case of cotton. The 
fib re is composed of layers of di ffe ring thickness. 
In addition to the fi bril arrangements there is a system of pores and capillaries, which 
are random in their size and shape. The total pore volume and average pore size can 
be determined, but info rmation is not available about the size distribution or the shape 
of pores. Information about average pore size can be obtained by using small angle X-
ray scattering fo r small pores and mercury porosimetry fo r larger pores and also by 
size exclusion chromatography. 
Total pore vo lume and pore size di stri bution are affected by swelling and drying 
treatments of samples. Drying of cel lulose can lead to irreversib le reduction of the 
pore size. Interfibrillar swelling in liquids such as water and methanol leads to an 
increase in the pore volume, which can be preserved by drying techniques, such as 
freeze-drying. 
30 
The volume of pores as a percentage of the volume of the cellulose differs depending 
on the source and treatment of the cellulose samples. The surface area of these pores 
can be determined by the sorption of either inert gases or water. It has been found by 
these methods that the pores in amorphous regions of cellulose have a larger internal 
surface area than the crystalline regions. 
1.8.3. Other species within cellulose 
As previously mentioned, natural forms of cellulose are often mixed with other 
polysaccharides. Other foreign components, which include metal cations such as iron 
and calcium, are also found in the raw cellulose products. The presence of these 
cations can cause problems in the spinning processes of threads. 
The adsorption of species to cellulose depends on the availability of groups on the 
inner surface. Water is able to penetrate into the amorphous regions and destroy weak 
hydrogen bonds holding these regions together. It has been shown by D20 exchange 
experiments that water can not penetrate into the crystalline regions of cellulosel9• 
Cellulosic fibres have a high affinity for water due to hydrogen bonding between the 
water and hydroxy groups on the cellulose backbone. This affinity leads to cellulose 
readily absorbing moisture from the atmosphere and being readily wetted. Fibres of 
cellulose undergo swelling on saturation with water. Swelling involves fibres 
becoming shorter and fatter and leads to an increased strength of the fibres2o. 
1.8.4. Cellulose radicals 
As shown in Figures 1.10 and 1.11 the backbone of cellulose contains many hydroxy 
groups and radicals can be formed on the cellulose backbone by abstraction of 
hydrogen as outlined below. The site of this abstraction will depend on the strength of 
the bond linking the hydrogen to the cellulose backbone. If we consider a glucose unit 
in the polymer chain, the weakest C-H bonds are expected to be those alpha to a 
hydroxy group for reasons explained later, as shown in Figure 1.12. The abstraction of 
these hydrogen atoms leads to the formation of ex-hydroxy radicals, which are 
represented in Figure 1.12. Radicals formed by hydrogen abstraction from cellulose 
are therefore expected to be of the ex-hydroxy type. 
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Figure 1.12 Hydrogen abstraction from cellulose backbone. 
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The hydrogen is likely to be abstracted from carbon atoms attached to hydroxy groups 
because the C-H bond is expected to be weaker for these hydrogens. The strength of 
the central C-H bond in propane and 2-propanol, shown below21, gives evidence for 
this view. 
Bond involved 
401 
381 
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The central C-H bond in propane is stronger than that in propanol, therefore it is 
likely that the hydroxy groups in cellulose reduce the strength of the bond between the 
a-hydrogen and the carbon atom to which they are both attached. 
1.8.5. Irradiation of cellulose 
The irradiation of cellulose can lead to the degradation of the polymer. This is 
characterised by a change in the light absorption by the polymer, which is known as 
yellowing. Yellowing is thought mainly to be due to the photooxidation of the 
cellulose. This is reinforced by the finding22 that yellowing is more pronounced in the 
presence of oxygen. 
The radiolysis and photolysis of sugars results in the production of radicals23 • ESR 
studies have also been carried out on irradiated cellulose. These studies found 
evidence22 for the fonnation of a number of radicals on irradiation. The addition of 
dyes to the system results in a wider spectral range that may cause photodegradation. 
It has been suggested24 that the free radicals generated from the fibre go on to react 
with the textile azo dye present. Also, on the addition of dyes it is thought that singlet 
oxygen may play a role25 in the cellulose photooxidation mechanism. 
1.9. Dyes and pigments 
Colorants can be divided into dyes and pigments. Pigments are generally insoluble in 
the medium in which they are applied, whereas dyes are soluble. The most important 
property of a colorant is the absorption of visible light, but it must also have other 
properties besides this to be commercially viable. The dyes must be applicable to the 
system that is to be coloured and have good fastness properties. Fastness to both light 
and water are important properties of dyes if the system to which they are applied will 
come into contact with light and water. 
Dyes can be classified either in tenns of their chemical structure or their method of 
application to a fibre. Those working in the dyeing industry generally use the latter 
classification method, whereas chemists classify dyes according to their chemical 
structure. 
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There are many classes of dyes other than azo dyes despite azo dyes being the most 
widely used for many years. Since some of this work has involved non-azo dyes a 
brief overview of some studies on these dyes is given here. In this work, studies have 
been carried out on the photofading ofa phthalocyanine dye, see section 7.2. Also, the 
reaction rates of several non-azo dyes with a-hydroxy-cyclohexyl radicals have been 
determined, and are described in section 5.1. 
1.9.1. Application of dyes to fibres 
Several methods of applying a dye to a fibre can be used. These vary depending on 
the properties of the fibre and the dye to be used and also on the final method of use 
of the dyed product. 
1.9.1.1. Disperse, ionic and Vat dyes 
Disperse and ionic dyes are usually applied to fibres other than cellulosics. Therefore, 
these dyeing methods have not been applied in this work. The most common 
application of disperse dyes is to polyester. This can be carried out using a high 
temperature in a pressurised vessel. Under these conditions it is possible for the dye to 
enter the structure of the polyester. Once this has been achieved, the wet fastness of 
the dyed polyester is high due to its hydrophobic structure. Ionic dyes interact with 
charged groups on the fibre to which they are applied. These dyes can be applied to 
wool, nylons and acrylics. 
Vat dyes can be applied to cellulosic materials although this has not been done in this 
work. A vat dye is applied to the fibre in the following way. The dye is originally 
insoluble in water, but can be solubilised by addition of sodium sulphite. It is then 
possible for the dye to enter the polymer. The dye is then returned to its insoluble 
state and has high wet fastness. 
1.9.1.2. Direct and reactive dyes 
Direct dyes have a high affinity for cellulosic polymers and are attached to the fibre 
via hydrogen bonding. Direct dyes are usually long polyazo dyes and contain 
sulphonic acid groups, which facilitate dissolution in water. They are applied as an 
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aqueous solution with no need for 'the addition of extra reagents as in the case of 
other dyes. The wash fastness of fibres dyed with direct dyes is often low. Wash 
fastness can be improved by the addition of finishers, which limit the diffusion of the 
dye in the fibres. These finishers, however, may lead to an adverse effect26 on the 
light fastness of the dyed fibre. 
Reactive dyes have groups in their structure that are capable of reacting with the 
cellulose. Thus chemical bonds are formed between the dyes and the fibre. The 
reactive group used to reactively dye cellulosics in this work was the chlorotriazinyl 
group. The production of a reactive dye is shown in Figure 1.13. The reaction of this 
grouping with the fibre is shown in Figure 1.14. Both direct and reactive dyes have 
been applied to cellulosic fibres in this work. 
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Figure 1.13 Formation of a triazinyl reactive dye. 
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Figure 1.14 Application of a monochlorotriazinyl reactive dye to a cellulosic fibre. 
1.9.2. Chemical structure of dyes 
Many synthetic dyes have a similar structure to naturally occurring dyes. For 
example, phthalocyanines have a similar structure to porphorins, e.g. haemoglobin 
and chlorophyll. Alizarin is a natural dye with an anthraquinone structure, synthetic 
dyes with similar structures are an important class of dyes. Indigo, which is a 
naturally occurring dye, is still used today but is now manufactured synthetically. 
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The first synthetic dye, Mauveine27, which was produced by Perkin in 1856, was an 
azine dye. The most common type of dye used today, which was studied in this work 
is the azo dye. Azo dyes have no natural counterparts. 
1.9.3. Azo dyes 
Organic azo dyes absorb in the visible due to the presence of a low lying \n1t*) state. 
The spectral position of this state is dependent on the groups attached to the azo 
group. The intensity of the transition, and therefore the observed colour, is generally 
greater for cis isomers than the trans isomers. Substituted aromatic azo compounds 
are widely used as dyes. 
Emission from azo compounds is not usually observed, and neither is absorption or 
emission from excited triplet states except in a few cases where the molecule is highly 
substituted28•29• Discussions of many spectroscopic properties exhibited by azo 
compounds can be found in the literature3o •. 
The most widely studied of the properties of azo compounds are those of cis-trans 
isomerisation and photodecomposition, which are discussed here. 
1.9.3.1. Cis-trans isomerisation of azo compounds 
Azo compounds are known to undergo cis ~ trans isomerisation, the rate of which is 
dependent on the structure of the compound and the viscosity of the media. The 
cis ~ trans isomerisation of a simple aromatic azo compound is shown in Figure 
1.15. This phenomenon and the effect of many factors on it has been investigated over 
many years and by many workers31 •3S• 
-
-
Figure 1.15 Cis-trans isomerisation of an azo compound. 
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The mechanism of cis ~ trans isomerisation has also been studied widely and been 
the subject of much discussion36.39. It has been suggested that the cis ---+ trans 
isomerisation may proceed40-43 via a hydrazone form, which is described in the 
following section. Cis ~ trans isomerisation is also well known for the C=C group37, 
for example in stiIbenes43 and fumaronitrile44. 
1.9.3.2. Azo-hydrazone tautomerism 
Azo compounds containing a hydroxy group ortho or para to the azo group, may exist 
as two tautomers. These tautomers are the azo and hydrazone forms and are depicted 
in Figure 1.16 for a simple aromatic azo compound. Azo-hydrazone tautomerism is of 
interest due to the differing properties of the two tautomers4S , The nature ofthe 
medium and the substituents play an important role in determining the position of the 
azo-hydrazone equilibrium, The hydrazone form is dominant for compounds that 
contain electron-withdrawing substituents46, Aryl-azo-naphthols exist primarily in the 
hydrazone form in most solvents47.48, The hydrazone tautomer is known to be an 
intermediate in the thermal cis-trans isomerism of hydroxy azo compounds49.so, The 
hydrazone tautomer has also been found to be more susceptible than the azo tautomer 
to reaction with singlet oxygenSI.47, Studies of the azo-hydrazone tautomerism of azo 
compounds can be found in the literature41 , 
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Figure 1.16 Azo-hydrazone tautomerism of an azo compound. 
1.9.4. Photo degradation of dyes 
The understanding of photodegradation mechanisms is important since the fading of 
clothing dyes due to sunlight is a noticeable problem, The photodegradation of dyes 
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has been studied by many workers, and several reviews on these studies can be found 
in the literature52.56. Azo dyes undergo permanent discoloration via both oxidative and 
reductive routes57. The fading mechanisms of azo dyes in solution have been studied 
extensively4,57,58, but the mechanism of dye fading on cotton is not well understood. 
The environment in which the dye exists is an important factor determining the 
dominant fading pathway. 
Some investigations on the photodegradation of dyes on substrates similar to cotton, 
e,g. cellulose acetate films, have been carried out58.61 . Studies of photodegradation 
have also been carried out62-65 on substrates used to model other fibres, Films are 
often used as a model for fibres due to their transparency, which facilitates optical 
measurements. Many workers66.75 have investigated the effect of the substrate nature 
on photodegradation of dyes. The presence of a substrate was invariably found to 
increase the rate at which photo fading occurred. The effect of substrate varied 
depending on the type of dye used, these effects are discussed in the review paper by 
Tennett et. a1.66, where proposed mechanisms are also given, 
Other environmental factors also influence the rate and mechanism of 
photodegradation. It has been found that the presence of water leads to an increased 
rate of fading76.81 . Histidine has been used in several studies as a model for 
perspiration and has been found to increase the fading rate82.84. Residual washing 
powder on dyed fabrics has been found to increase photodegradation, but it is unclear 
which components of the washing powder are responsible76.85.87. 
The chemical88.91 and physicae2.93 nature of the dye also affects the photodegradation 
pathway, It has been found that dyes tend to have higher stability at high 
concentrations72,73.94, when aggregation occurs. The nature of the dye-fibre bond has 
also been found to influence the photofading rate67.69.76.95,96. 
The fading97.lol and other photochemical propertieslo2.lo6 of non-azo dyes has been 
studied, but is only briefly considered in this work. The fading of azo dyes has been 
studied in this work because this class of dye is the most commonly used to dye 
textiles. A short review of photooxidation and photoreduction processes occurring in 
azo dyes is given below. 
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1.9.4.1. Photooxidation 
Photooxidation of azo dyes has been widely studiedl07 and is thought to be due in 
many cases to reaction with singlet oxygen. Molecular oxygen exists as a triplet in its 
ground state. Singlet oxygen, an excited state of molecular oxygen, can be formed by 
energy transfer from a sensitiser in its triplet state, as displayed in Equations 1.15 and 
1.16. Singlet oxygen is a highly reactive species and is important in the 
photooxidation of organic dyes. 
(1.13) 
(1.14) 
Reactive quenching of singlet oxygen by the dye l08,I09 has been shown to occur, 
resulting in the oxidation of the dye. The hydrazone form of an azo dye has been 
found to be a more effective singlet oxygen quencher, and dyes that exist 
predominantly in the hydrazone form are found to be more susceptible to 
photooxidation llO,lll. Incorporation of known singlet oxygen physical quenching 
groups into the structure of the dye leads to an increase in photodegradatlon 112, due to 
an increase in the reactivity of the dye with radicals. The quenching of singlet oxygen 
by dyes has been shown to occur both in solution and when then dyes are adsorbed 
onto microcrystalline cellulose ll3• 
The oxidation of azo dyes has also been found to occur via electron transfer from the 
dye into the conduction band of a semiconductor114.116. These studies were carried out 
in an attempt to solve the problem of dyes in waste water from factories. 
1.9.4.2. Photoreduction 
It is thought that radicals play an important role in the photoreduction of azo dyes on 
cotton23,S8, It has been shown that simple radicals, for example ketyl radicalsI17'120, 
can reduce azo dyes, This results in the production ofhydrazyl radicals I2I,122, which 
have been detected by EPR 123 and Laser Flash Photolysis (LFP)124. These hydrazyl 
radicals can then break down via N-N fission, see Figure 1.17, resulting in the 
formation of amines I2S.127• 
hv 
DH 
Figure 1.17 Reduction of azo dyes. 
Many workers have analysed the products formed following irradiation and found 
amines present in this mixtureI27,128. 
1.10. Radicals 
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Radicals are highly reactive species containing an unpaired electron and can be either 
neutral or charged .. Radical polymerisation occurs when the initial reactive species is 
a radical. This radical then reacts with the monomer in an addition reaction. The 
adduct radical formed is able to add to further monomer molecules. The chain 
continues growing in this way until two radicals react with each other in a termination 
reaction. Studies 129 have been carried out in an attempt to improve the efficiency of 
radical photopolymerisation. In this work, radicals have been created in the same way 
as for the initiation of polymerisation. 
1.10.1. Radical production 
A photo initiator must be able to absorb light in order to be promoted into an excited 
state l30• Once the excited state of the photoinitiator has been formed it can decay by 
intramolecular processes, quenching reactions or breaking down into a reactive 
species. A radical photoinitiator produces a radical (RO) from a photoexcited state. 
This occurs via two main processes, intermolecular hydrogen abstraction or 
intramolecular bond cleavage3. 
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1.10.1.1. Production of radicals by hydrogen abstraction by a photoexcited carbonyl 
The reactions of excited carbonyl compounds have been studied extensively by many 
workers13I.134. Photoexcited carbonyl compounds undergo reactionsl34.135 with other 
species in the system. This reaction can lead to the production of radicals26.136 as 
shown in Figure 1.18. Benzophenone and benzil are examples of this type of 
photo initiator and some of the studies carried out on their reactions are listed below. 
o 3' 
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Figure 1.18 Hydrogen abstraction by a photoexcited ketone resulting in a ketyl 
radical derived from the ketone. 
1.10.1.1.a. PllOtoexcitation oJbenzoplzenone 
Benzophenone has long been known to undergo photoreduction in the presence of 
aminesI33.137.138. The process is thought to occur, as illustrated in Figure 1.18, via 
hydrogen abstraction from the amine139 or from the solventl4o. It has also been 
suggested that the ground state benzophenone can abstract hydrogen from the amine 
radical141 . Triplet benzophenone is also known to react with solvent moleculesl4o to 
form radicals. 
The mechanism of radical formation has been the subject of considerable 
discussionI42.144. Studies have even been carried out on photoexcitation of the ketyl 
radical 132 , the excited form of which was found to be more reactive than the lowest 
state. Studies ofbenzophenone on silica and microcrystalline ceUulose9 found that the 
energy of the triplet benzophenone can be transferred to further adsorbed species, 
which results in the formation of a triplet. In these studies of adsorbed benzophenone, 
hydrogen abstraction from the excited state was not found to occur. 
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1.10. 1. 1.h. Photoexcitation of henzil 
The photoreactions of benzil have also been studied widely and some examples of 
these studies are given below. It is found that, similar to benzophenone, photoexcited 
benzil reacts with aminesl4S.148 to produce a ketyl radical. This involves the 
abstraction of a hydrogen atom from the amine by the excited carbonyl. It has been 
suggested that hydrogen abstraction competes149 with cleavage of the excited 
molecule. It has been shown that triplet benzil will also react with other species, for 
. example the solventl50. 
Also, in studies of photo polymerisation initiated by benzilI48,151,152, it was found that 
triplet benzil can react with the monomer to form radicals. The mechanisms ofketyl 
radical formation from photoexcited benzil have been investigated and discussed 153. 
However, in studies of pure crystalline benzil154,155 no evidence of radical formation 
was found. 
1.10.1.1.c. Photoexcitation of acetone 
Acetone is a well-known ketone, which absorbs light below 280 nm. Its extinction 
. coefficient is not very high, but it is sufficiently soluble in many solvents for this not 
to cause a problem. Triplet acetonel56.157 and 2-hydroxy-2-propyl radicalsl59.161 have 
both been observed in studies of acetone photolysis. 
Both these species were found to absorb with a very low extinction coefficient above 
300 nm. Therefore, the detection of either species is difficult. The triplet of acetone 
was found, by studies of energy transfer to a naphthalene group, to have a lifetime 
less than 21lS.156 
1.10.1.2. Production of radicals by intramolecular bond cleavage of a photoexcited 
species 
Many excited photo initiator species (RA,) break down into two or more small 
radicals3 when light is absorbed. The photo initiator molecule is usually thermally 
stable, but may have a bond with a lower dissociation energy than the excitation 
energy of the triplet state. Cleavage takes place with a greater efficiency, as the triplet 
has a short lifetime and there is little competition between bimolecular quenching and 
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intramolecular bond cleavage. For example, iodoketones162 undergo homolytic bond 
cleavage under irradiation. 
Some molecules undergo bond cleavage thermally. Azobisisobutyronitrile (AIBN), 
the structure of which can be seen in Figure 1.19, can undergo intramolecular bond 
cleavage by the absorption of light (photolysis) or by heat activation (thermolysis). 
NCtN", I N-1'CN 
eN 
CN 
hv or heat 
• 
Figure 1.19 Thermolysis / photolysis of A1BN. 
Its instability is due to the fact that its breakdown yields nitrogen, which is extremely 
stable l3l • Other photo initiators also yield stable products, such as carbon dioxide or 
carbon monoxide. 
Aryl alkyl ketones and acylphosphine oxides are examples of photo initiators that 
undergo intramolecular bond cleavage following excitation163-173• The quantum yield 
of production of radicals is high and the triplet state of these molecules, from which 
cleavage occurs, has a very short lifetime ofless than one nanosecond3•17o• Examples 
of the way in which these photoinitiators break down are given below: 
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Figure 1.20 Benzoin ether bond cleavage. 
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Figure 1.21 Acylphosphine oxide bond cleavage. 
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1.10.1.3. Production of radicals by pulse radiolysis 
Pulse radiolysis of aqueous solutions produces electrons that react with species in the 
solution. This reaction leads to the formation ofradicals25,174'176, which then go on to 
react with other species in solution. The reaction of radicals produced by pulse 
radiolysis with dyes176 has been studied. In these studies, the rate constants for the 
reaction of the dyes with the radicals was determined, and is discussed further in 
chapter 5. 
1.10.2. Reactions of radicals 
Radicals are highly reactive species, which can react either with other radicals or 
non-radical species. The reactions of radicals are discussed in general below, with the 
specific example of 2-hydroxy-2-propyl radicals used to illustrate the reactions. The 
reactions of this simple a-hydroxy radical have been studied extensively due to its use 
as for example in polymerisation reactions. 
1.10.2.1. Radical-radical reactions 
Radical-radical reactions are important and must be considered in any system in 
which radicals are involved. These reactions are usually very exothermic with a low 
activation barrier. Therefore, the rate of these reactions is usually determined by the 
diffusion rate of the radicals. Radical-radical reactions result in either coupling or 
disproportionation occurring as represented in Figure 1.22 for the 2-hydroxy-2-propyl 
radical. These reactions can be between two identical radicals, self-termination, or 
between two different radicals, cross-termination. 
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Figure 1.22 Self-termination and cross-termination o/2-hydroxy-2-propyl radicals. 
Spin traps, which are stable free radicals, are used to intercept radicals177•I78, the stable 
products of whose reactions can be investigated. These spin traps, for example 
2,2,6,6,-tetramethyl-I-piperidinyloxy (TEMPO) shown in Figure 1.23, can also be 
used to prevent degradation caused by radicals. 
-iN'\-
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o 
Figure 1.23 A stable nitroxide type radical, TEMPO. 
It should also be remembered that oxygen is a bi-radical and as such is highly reactive 
towards radicals. This reaction leads to the formation of a peroxy radical, as shown in 
Figure 1.24. The peroxy radical is usually less reactive than the parent radical. The 
presence of oxygen in radical reactions can lead to a decreased rate of the desired 
radical reaction due to competition with oxygen. 
OH 
A 
OH 
I/°, ~O. 
Figure 1.24 The reaction of the 2-hydroxy-2-propyl radical with oxygen to give a 
peroxy radical. 
1.10.2.2. Radical-molecule reactions 
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It is well known that radicals add to It-systems, and this type of reaction has been 
thoroughly studied since it is the basis for radical polymerisation. Radical addition to 
a It-system depends on the strength of the It-system and of the new a-bond. Aromatic 
It-systems are therefore less reactive towards radicals as the reaction will destroy the 
aromatic stabilisation. The studies carried out on radical addition to alkenes have 
shown that addition at the less substituted carbon atom of the alkene is 
preferable I79,180. 
OH 
A H0-j ~. 
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OH xyR 
Figure 1.25 The addition reaction between 2-hydroxy-2-propyl radicals and alkenes. 
1.10.2.2.a. Hydrogen abstraction reactions 
Radicals are also known to abstract hydrogen from compounds. For 2-hydroxy-2-
propyl radicals this reaction is much slower than the reactions discussed above. 
Peroxy radicals are less reactive than the parent radical, both in terms of the addition 
reactions discussed above and in tenns of the abstraction of hydrogen 130. 
1.10.3. Determination of radical reaction rates 
Many methods are used to determine the rate of reaction ofradicals181. The 
observation of the disappearance of the reacting radicals171 , disappearance of other 
reacting species or the formation of adduct radicals are all possible ways of 
determining the reaction rate of radicals. 
1.10.4. Detection of radicals 
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Radical reactions can be studied either directly or indirectly. Descriptions of direct 
and indirect methods of studying radical reactions are given below. Only optical 
studies have been carried out in this work. Many other methods of study are possible 
and have been used by other workers. 
1.10.4.1. Optical detection of radicals 
Direct observation of radicals via their optical characteristics is possible182,183. 
Radicals can be observed directly by the light they absorb184.186 and in some cases by 
emission from the excited radical187• 
There are problems concerned with the detection of radicals by optical techniques. 
One of the problems concerning the optical observation of radicals is that 
characterisation is not easy. Radicals used in this study, namely a-hydroxy alkyl 
radicals, absorb light with a low extinction coefficient at wavelengths184 below 300 
nm. This makes detection difficult due to other species absorbing in the same region 
of the spectrum. Recently radicals have been detected and characterised by their 
absorption ofIR radiation169. 
1.10.4.2. Detection of radicals by electron paramagnetic resonance (EPR) 
spectroscopy 
Direct detection of radicals by EPR spectroscopy allows the characterisation of the 
structure of the radicals188,189. The expected spectra can be simulated mathematically 
and compared to the spectra obtained. 
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Changing the isotopic composition of the components of the solution to be photolysed 
leads to a change in the isotopic composition of the radicals formed on photolysis. 
Radicals having different isotopic composition which are otherwise identical have 
different EPR spectra190.191 but the same optical characteristics. The change in EPR 
spectra on isotopic composition can be used to assist in the characterisation of 
radicals. 
1.10.4.3. Chemically induced dynamic nuclear/electron polarisation (CIDNP/CIDEP) 
This technique is used to study the radicals by looking at the polarisation of products 
formed by the reaction of radicals. This method, and its use alongside EPR is 
. described in the literature192.194. This method has been used extensively to study the 
reactions of acyl phosphine oxides173.194, which have been used in this work. 
The photo initiators and the radicals produced on their irradiation have been 
previously studied using these methods. However, EPR and CIDNP were not used in 
this work and are only mentioned so as to give a fuller picture as to the methods that 
are used to detect radicals. 
Chapter 2 
Experimental 
2. Experimental 
2.1. Materials 
The materials listed in this section were chosen for the following reasons: 
The azo dyes were selected by structure, in order to determine how small structural 
changes affect their behaviour. The structures of the selected azo dyes, are shown in 
section 2.2.3, page 53, with the simplest structure shown first, and increasingly 
complex structures then displayed. The rate constants for the reaction of many of 
these azo dyes have been determined and this will be discussed in chapter 5 and 
related to the structures of these dyes. 
The steady state fading of the azo dyes on cotton !inters has also been studied, for 
which reason a number of direct and reactive dyes were chosen. The steady state 
fading of the more simple azo dyes and the non azo dyes (except for Reactive Blue 
15) has not been studied. The non-azo dyes were selected in order to compare their 
reaction rate constants with those found for azo dyes. The commerciallightfastness 
values, taken from the colour index195 for the azo dyes are all very similar (4-6 using 
ISO standards). This is because the dyes studied in this work were all commercially 
used textile dyes and as such have high lightfastness values. 
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A number of commercial radical photoinitiators were also chosen in order to produce 
radicals to react with the dyes. Three of these photoinitiators produce radicals via 
intramolecular bond cleavage, as described in section 1.10.1.2, page 41. By contrast, 
the photoinitiator benzil produces radicals by hydrogen abstraction from a secondary 
species, as shown in section 1.10.1.1, page 40. 
The alkenes were selected as their reactions with radicals has been studied 
previouslyl92 and a wide range of rate constant values for their reactions has been 
found. It was thought that using these alkenes, the difference between the reactivity of 
two radicals could be determined. 
The nitroxide radical, 4-hydroxy TEMPO, was chosen to intercept radicals and 
interupt their reaction with the dyes. This was chosen as similar species are used 
commercially to prevent photoreactions. 
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2.1.1. Azo Dyes 
Name Supplier 
Direct Red 75 Aldrich 
Direct Red 80 Aldrich 
Orange II (Acid Orange 7) Aldrich 
Disperse Orange 3 Aldrich 
Reactive Black 5 Aldrich 
Orange I Aldrich 
Procion Orange MX-2R Kemtex 
Procion Orange H-ER Kemtex 
Reactive Red 120 Unilever 
Reactive Red 3 Unilever 
Direct Green 26 Unilever 
OrangeG Unilever 
Amaranth Aldrich 
RedMX Unilever 
Solophenyl Red 4G Ciba 
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2.1.2. Non-azo dyes 
Name Supplier 
Crystal Violet Aldrich 
Brilliant Green Aldrich 
AzureB Aldrich 
Methylene Blue Aldrich 
Safranine 0 Aldrich 
Basic Blue 3 Aldrich 
Acid Green 25 Aldrich 
Solvent Blue 35 Aldrich 
Indocyanine Green Aldrich 
Reactive Blue IS Unilever 
2.1.3. Photoinitiators 
Name Supplier 
Benzil Aldrich 
I-hydroxy-cyc!ohexyl-phenyl· Ciba 
ketone (Irgacure 184) 
bis(2,4,6-trimethylbenzoyl)- Ciba 
phenyl phosphine oxide 
(Irgacure 819) 
2-hydroxy-2-methyl-l- Ciba 
phenylpropanone (Irgacure 2959) 
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2.1.4. Other materials 
Name Supplier 
Methanol Aldrich (spectrophotometric grade) 
Isopropyl alcohol Aldrich 
Acetone Aldrich 
N,N-dimethyl formamide Aldrich 
cotton linters Fluka 
fumaronitrile Aldrich 
I,I-diphenylethylene Aldrich 
dimethyl maleate Aldrich 
Acrylonitrile Aldrich 
Styrene Aldrich 
Methyl methacrylate Aldrich 
Methacrylontrile Aldrich 
Cotton Unilever 
4-hyroxy-TEMPO Aldrich 
2.2. Chemical structures of materials 
2.2.1. Photoinitiators 
o 
Irgacure 184 
Irgacure 369 
2.2.2. Alkenes 
Fumaronitrile 
Methacrylonitrile 
o 
·HO~O 
Irgacure 2959 
Irgacure 819 
Acrylonitrile 
o 
/O~o/ 
o 
Dimethyl maleate 
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OH 
Methyl methacrylate 
2.2.3. Mono-azo dyes 
Disperse Orange 3 
NaO,S 
1 --.;:; . 
1 
~ OH 
,a 
Orange I 
SO,Na 
SO,Na 
Amaranth 
o 
~O~ 
Vinyl acetate 
SO,Na 
Orange G 
Nao,su· 
1--';:; 
.0 ~N 
OH 
Orange II (Acid Orange 7) 
NaO,S SO,Na 
RedMX 
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SO,N, 
Procion Orange MX-2R 
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N~N 
SO,N, )l A (Y OH HN N Cl 
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~ ..& N,O,S SO,N, . 
Reactive Red 3 
Direct Red 75 
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SO,N, 
2 ... 2 4 Poly-azo dyes 
Me 
SOoN. 
SOoN. 
O geHER Procion ran 
Solophenyl Red 4G 
Reactive Red 120 
55 
SOoN. 
2 
2.2.5. No 
Na03S 
n-azo dyes 
Na03S ~Me 
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o HN ~ Na03S~ Me 
Acid Green 25 
56 
S03Na 
Direct Green 26 
o HN~ 
Solvent Blue 35 
I 
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Me Me 
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H N .....:; ~ .....:; NH 
, 6 ' 
Safranine 0 (st) 
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Me 
I 
..... N 
Me 
Me 
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Me 
'-.-_-r-Me Me -.,_--,(," 
",-; ~ ~ .....:; 
N 
-03S~+ 
Indocyanine Green 
N 
~S03Na 
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SO,N. 
Reactive Blue 15 
2.3. Removal of oxygen from solutions 
It was often desirable to remove oxygen from samples due to the sensitivity of 
radicals to oxygen. Oxygen was removed in two distinct ways, which are described 
below. 
2.3.1. Nitrogen bubbling 
58 
The sample was sealed with a rubber suba-seal, fitted with inlet and outlet syringe 
needles. Nitrogen was passed into the solution through one of these needles. The 
solution was saturated with nitrogen, thus removing the oxygen present. The needles 
were then removed and the sample remained oxygen free for approximately one hour. 
However, for these experiments, the solution was flashed once and then discarded so 
the time during which the solution is kept oxygen free was not considered. 
2.3.2. Degassing 
Degassing involves the removal of air from the system using a vacuum pump. The air 
is removed using three or more freeze-pump-thaw cycles. The solution is frozen in 
liquid nitrogen and the air is then 'sucked' out of the sample using a vacuum pump. 
The frozen solution is then isolated from the pump and thawed. The air dissolved in 
the solution is then released into the surrounding vacuum. The sample is again frozen, 
subjected to the vacuum pump and thawed. This cycle continues until there is no 
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change in the pressure in the sample container. The solution is then closed off with a 
vacuum tap and the vacuum can last for in excess of24 hours. 
2.4. Purification of dyes 
The commercial dyes used are typically only about forty percent dye. The remainder 
of the material consists of water-soluble salts to help with the dyeing process. When 
dyeing the cotton linters, the un-purified dyes were used. The impurities in the system 
were rinsed away due to their high water solubility. 
For experiments carried out in solution it is necessary that the dyes are pure. 
Therefore, the following purification procedure was employed. A small amount of the 
impure dye was dissolved in dimethyl formamide (DMF) and heated to 40°C then 
filtered to remove the insoluble salt impurities. The DMF was then partially 
evaporated, and the crystals formed were rinsed with isopropyl alcohol. 
2.5. Preparation of solid samples 
Solid samples were prepared either by adsorbing material to the surface or, in the case 
of some dyes, by dyeing the solid. These methods are described below. 
2.5.1. Adsorption of materials 
Both cotton fabric and cotton linters have had materials adsorbed to their surface 
during these studies. A solution of the adsorbate was added to the substrate and the 
solvent allowed to evaporate slowly. The solvent used for this adsorption process was 
usually methanol. Methanol is a good swelling agent for cotton, so the adsorbate can 
penetrate into the sample. 
All of the adsorbates used, except direct Green 26, were sufficiently soluble in 
methanol. Direct Green 26 was added to cotton or cotton linters as an aqueous 
solution. Water is a better swelling agent than methanol so it is possible for direct 
Green 26 to penetrate into the sample. 
2.5.2. Dyeing of cotton \inters 
The rate of fade of these adsorbed dyes in a wet state cannot be detennined as the 
dyes are highly soluble in water. An accurate study of their !ight fastness in the wet 
state could not be made, because they can be rinsed off the cotton. 
Therefore, it was clearly necessary to fix the dyes onto the cotton linters in a more 
pennanent way so that no physical removal of the dye was possible. Two types of 
dyeing method were used for the two different dye types. These two methods, for 
direct and reactive dyes, are described below. 
2.5.2.1. Direct dyeing 
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Direct dyes attach to the cotton via hydrogen bonding with the hydroxy groups on the 
surface. The un-purified dye was mixed with the cotton linters, water and sodium 
sulphate at 40°C. Once mixing was complete the temperature was raised to 100°C and 
kept at this temperature for I hour. The dyed cotton linters were then filtered and 
rinsed. 
2.5.2.2. Reactive dyeing 
Reactive dyes attach themselves to cotton linters via covalent bonds to reactive 
groupings on the surface, as described in chapter 1. The un-purified dye was mixed 
with the cotton !inters, water and sodium sulphate at 40°C as before. The temperature 
was then slowly raised to 60°C at which point sodium carbonate was added. The 
temperature was then raised to 80°C and kept at this temperature for 1 hour. 
All the prepared samples were rinsed with water until there was no colour visible in 
the water after rinsing. 
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2.6. Ground state properties of systems 
2.6.1. Measurement of the absorption of a solution 
For this type of measurement a Hewlett Packard diode array spectrophotometer, 
model HP8453, was used. This system measures all wavelengths of light, 190 DID-
1100 DID, simultaneously. A Iow power light source, which is an internal component 
of the system, is used. This light source consists of two lamps, a deuterium and a 
tungsten lamp. 
The sample, usually a solution in a glass or quartz cell, is placed between the light 
source and the detector. The light transmitted through the sample is detected. The 
machine is set to zero by placing the pure solvent in a cell in the sample compartment. 
This gives the value ofIo and the absorbance or transmission at all wavelengths for 
every sample that is subsequently measured can be determined. 
The spectrophotometer is connected to a computer, which displays the spectra as 
either absorbance or transmission. The spectra can then be saved for further analysis. 
2.6.2. Diffuse reflectance measurement 
2.6.2.1. Perkin Elmer Lamda Bio 40 Spectrophotometer 
The diffuse reflectance of a sample was measured using a Perkin Elmer Lambda Bio 
40 spectrophotometer fitted with an integrating sphere to ensure that all the diffusely 
reflected light is collected. As with the Hewlett Packard diode array a Iow intensity 
light source consisting of two lamps is contained within the apparatus. 
The diffuse reflectance of a sample was not measured using a diode array system, 
instead each wavelength is measured sequentially. 
The reflectance is determined as a percentage of the intensity of light reflected from a 
white surface. The white surface used was a sample of barium sulphate tightly packed 
into a 10 mm pathlength quartz cell. A quartz cell was used so that reflection can be 
measured below 300 nm, as glass absorbs a significant amount of light for 
wavelengths shorter than this. 
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The remission function can be determined using equation 1.13. This function can be 
used to determine the molar absorption coefficient of the absorbing substance. The 
remission function should vary linearly with the concentration of absorber, as the 
absorbance ofa solution should. If the reflectance of the sample is Iow, below 10%, 
there is a large error associated with the remission function as only a small amount of 
light is detectable. 
2.6.2.2. Photodiode array system 
The reflected light was collected via a fused-silica bundle in contact with the entrance 
slit of a photodiode array system (EG & G Princeton Applied Research, Model 1235 
digital grating spectrograph, gratings blazed for 300 and 500 nm, with a Model 1455 
peItier cooled linear photodiode array detector and a Model 1461 detector controller) 
interfaced to an IBM-compatible PC. 
The fading of cotton linters samples was, as will be mentioned in chapter 7, monitored 
by recording the reflectance spectra at intervals in the irradiation. This interupts the 
irradiation for the time it takes to measure the spectra. It is possible to determine the 
reflectance of the sample following irradiation periods during the irradiation. This was 
achieved by looking at reflected arc lamp light. The arc lamp beam is very powerful 
so it was necessary to use a number of neutral density filters. These filters block out 
approximately the same proportion ofIight at all wavelengths. The intensity ofIight 
received by the system can be recorded for a range of wavelengths over a short period 
of time. The data can then be displayed as light intensity versus wavelength giving 
time dependent spectra 
2.7. Determination of the amount of dye present on dyed cotton linters 
Although a known amount of dye is added to a known amount of cotton !inters, some 
of the dye is not dyed onto the cotton linters and is rinsed away. Therefore, the 
amount of dye present may be very different to what is expected. It may be useful to 
know what percentage of the dye has been faded during irradiation rather than simply 
looking at the change in reflectance. To achieve this it is necessary to be able to 
directly compare a F(R) value at a certain wavelength with the dye loading. This was 
done by preparation of samples with known amounts of dye adsorbed onto their 
surface. 
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The reflectance spectra of the samples were measured both wet and dry. The reading 
for the wet sample may be subject to errors due to the dye dissolving in the water. 
. However, it was necessary to take these readings as the sample is irradiated and 
measured when wet. A calibration graph could then be made and the loading of dye 
on the dyed samples could be determined. 
The molar absorption coefficient, E, of dyes in solution can be determined easily. The 
concentration of the dye is varied and the absorption of each solution measured. 
Equation 2. I is used, which relates the absorbance of a solution to the concentration 
of absorbing species. The molar absorption coefficient is constant for a particular 
species in a given solvent at a given wavelength. The absorption coefficients 
measured here are all measured in methanol and at Am"" the wavelength of maximum 
absorption of the species. 
= IO- Ec1 
where, 
10 is the intensity of the radiation that has passed through a blank sample, 
I is the intensity of the radiation after it has passed through the sample, 
c is the concentration of the absorbing species, 
. I is the pathlength of the cell (the distance the light must travel through the 
absorbing solution) and 
(2.1) 
E is the extinction coefficient of the absorbing substance. This is a constant for 
each molecule and wavelength. 
The quantity Eel is known as the absorbance of the solution. 
2.7.1. Dyes on solid surfaces· 
For an opaque sample, the absorption coefficient can not be determined by the 
transmission of the sample. It must be determined instead by the light reflected from 
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the sample. As can be seen by equations 1.11 and 1.12, there is a !inear relationship 
between the remission function and the concentration of absorbing species in a solid 
sample. The absorption coefficient of dyes on cotton and cotton !inters was, therefore, 
determined in the following way: 
When a molecule is adsorbed to a surface the mass of cotton linters and the mass of 
adsorbate is known. The concentration of the adsorbate can therefore be determined 
in units of either percentage by weight or flmol g.l. In order to determine the 
concentration of dye in mol dm·3, the more usual units of concentration, it is necessary 
to know the density of cotton and cotton !inters. These values were not measured in . 
this work; the values used here were taken from previous results, see Chapter 6, 
pagel63. 
2.8. Fading of dyes 
The fading of dyes was studied on cotton linters and in solution. The fading of dyes in 
solution was investigated by irradiating the solution in a cell and then at intervals 
during the irradiation measuring the absorption spectrum. The fading of dyes can be 
followed by plotting the change in absorbance at the wavelength of maximum 
absorption. The fading of the dyes can also be plotted as percentage fade, the 
percentage of dye originally present that has reacted after irradiation for time t. This is 
determined simply using Equation 2.2. 
(2.2) 
2.8.1. Fading of dyed cotton )inters 
Once the cotton !inters had been dyed and rinsed thoroughly, 0.08 g samples were 
measured into powder holders and dampened. The powder holder was then closed and 
immersed in a glass vessel filled with water as shown in Figure 2.1. This vessel was 
then placed in front of the arc lamp at a known distance. A cell with a 10 mm 
pathlength was filled with water and placed between the sample and the arc lamp in 
an attempt to filter out IR radiation, which reduced the heating of the sample. 
Reflectance spectra were recorded before irradiation and at intervals in the irradiation. 
Arc I lamp 
( 
10 cm 
View from arc lamp 
~ 
sample 
I" 
) 
powder holder 
wet dyed 
cotton linters 
I 
I i 
Figure 2. J Illustration of the set-up used for fading of dyed col/on fin/ers. 
The fading of dyes on cotton !inters is plotted as the loss of dye versus time or 
percentage fading versus time. Other workers, using transparent samples, have used 
percentage loss to quantitY the fading of the dyess. The percentage fading is easy to 
determine for either solutions or solid samples. Equation 2.3 shows how this is 
calculated for solid samples. 
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L1(%) = 10JF(R). - F(R)) 1. F(R). (2.3) 
This type of plot can be obtained without a need to calculate the concentration of dye 
present. If this plot is linear, which most of the fading curves in this study are, then 
the gradient is hereafter known as the rate offade. 
The gradient of a plot of loss of dye versus time gives a different rate, which is here 
called the rate of dye loss. The rate offade has units of S-I, whereas the units of the 
rate of dye loss are concentration sol The exact units will depend on the units used for 
the concentration of the dye. For these experiments, the units of concentration of the 
dye were Ilmol g-I . This is the number of Ilmol of dye present per gram of cotton 
linters. 
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2.9. Laser Flash Photolysis (LFP) 
2.9.1. Transmission mode for studying excited states in solution 
LFP provides a method of monitoring excited states of a molecule which have been 
produced by an intense fl ash of laser light. The so lution is placed in the path of a laser 
beam. An arc lamp beam passes through the solution perpendicular to the laser light 
and crossing the laser pulse at a point in the sample. The laser pulse, which for the 
lasers used here lasts for a few nanoseconds, excites the molecules in the solution. 
These excited molecules have di fferent optical properti es to the parent molecule, 
which allows them to be detected. 
When a transient absorption spectrum is recorded it is necessary to look at both the 
emission and absorption changes due to the laser pulse at several monitoring 
wavelengths. To obtain a single trace fo ur measurements need to be taken, these are 
listed below and a representation of the traces is shown in Figure 2.2. 
• Topline - Neither of the shutters is open. This gives the signal with zero analysing 
light. 
• Baseline - The Arc lamp shutter is opened and the solution is monitored in an un-
excited state without any scattered light. 
• Emission - The laser shutter is opened but the Arc lamp shutter is closed. This 
gives a trace of emission by the excited state and any scattered light. 
• Absorption - Both the Arc lamp and laser shutters are open. The arc lamp 
monitors the sample after the laser has excited it. This trace shows the extra 
absorption of the so lution due to the excited species present. This trace may be 
negative which may be due either to loss of ground state molecules that absorb at 
this wavelength or to a large emission by the excited state. 
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Figure 2.2 The traces recorded in LFP experiments. 
These traces are then converted into a corrected trace which represents either the 
change in transmittance (~T) (or the change in reflectance (DR), see later). The 
corrected trace is obtained by using all four recorded traces as follows. 
~T 1 ( A - E) = B-T 
~A = log 10 (I _1 ~T ) 
Therefore, 
~A = log \0 ( ~ - ~) 
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(2.4) 
(2. 5) 
(2.6) 
where, 
A is the absorption trace 
E is the emission trace 
B is the baseline 
T is the topline 
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The set-up for measurement of diffuse reflectance changes and transmittance changes 
are the same except for the geometry of the systems (Figures 2.3 , 2.4 and 2.5). For 
solids the diffuse reflectance of the sample is detected in the same way that the 
transmitted light is detected in solution experiments. The reflectance change, LlR is 
determined in the same way as the transmission change: 
~R = l -( A- EJ B - T (2. 7) 
High voltage ~ ! dig ital osci loscope I, 'I computer I 
power supply 
PM tube I 
ITiming unit I 
Monochromator 
/ ~ shutter ing lense ~ : Nd:YAG LASER / r-h n 8 s~pleL ~ ~onve rg i ng lens 
filler 
dNerg 
dr;erg ing lens C ~ 
glass filte r 
sh utter _ ~ 
Arc 
lamp 
Figure 2.3 The sel lip lIsed 10 measure the change in absorbance of a solution due to 
laser excitation. 
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Figure 2.4 Representation of the change in geomet/y when using I mm cells. 
Monochromator 
shutters 
I 
sample I 
NdYAG LASER 
Figure 2.5 The change in geomet/y when studying solid samples. 
2.9.2. Excitation source 
The excitation sources used were Q-switched Nd: Y AG lasers: An HY200 Nd: Y AG 
(Lumonics) with a pulse lasting 8 ns and a JK1000 Nd:YAG (Lumonics) with a 
longer pulse time of 20 ns. The fundamental output wavelength of these lasers is in 
the infrared at 1064 nm. This wavelength is not very useful for photochemical 
measurements, so the fundamental wavelength is changed in the following ways: 
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The 1064 run laser beam is passed through a doubling crystal to give an output in the 
visible region with a wavelength of 532 run. The doubling crystal is deuterated 
caesium dihydrogen arsenate. Frequency mixing of 532 run and 1064 run in a 
potassium dihydrogen phosphate crystal produces an output at 355 run . The 532 run 
output can also be frequency doubled, using an ammonium dihydrogen phosphate 
crystal , to achieve an output at 266 run . 
2.9.3. Monitoring light source 
The monitoring light source used is a 300W xenon arc lamp (LOT Oriel). Filters are 
used to prevent damage to the sample. The filters most commonly used are those 
which cut out UV light, as this tends to be the most damaging to the samples used. 
The monitoring light is sent through a converging lens and directed onto the sample, 
so as to overlap with the laser beam. The spot of analysing light must be converged to 
such an extent that only the portion of the sample that has been irradiated with the 
laser is observed. 
2.9.4. Detection system 
The monochromator, into which the analysing light is directed, is connected to a 
photomultiplier tube (R928 Hamamatsu). A high vo ltage supply (Brandenburg 412B 
Fluke) was used to provide the accelerating voltage for the PM tube. The output 
voltage from the photomultiplier is directed into a digitising osci lloscope (Tektronix 
TOS420) with a single shot digitising rate of 4 ns/point. Each trace on the 
oscilloscope has 51 2 data points, 28 of which are pretrigger points, used to make sure 
that the baseline has not moved. The osci lloscope is connected, via a GPIB cable, to 
an IBM computer. The data is then stored and analysed on the computer. 
The shutters are controlled through the computer. The triggering of the oscilloscope is 
achieved by reflection of the laser beam into a fibre optic cable connected to a 
channel of the oscilloscope. The timing unit consists of a quartz oscillation system 
and a series of analogue delays. 
Chapter 3 
Kinetic treatment of data 
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3. Kinetic treatment of data 
In the fo llowing chapters the reactions of radicals are studied, and a brief outline of 
these experiments and their purpose is given below. In chapter 4, a method developed 
by Turro l96 is applied to determine the rate of reaction of radicals with alkenes using 
crystal violet as a probe. This method is extended to include the reaction of dyes other 
than crystal violet in chapter 5. The method employed makes use of certain 
assumptions, which are justified in thi s chapter. 
Kinetic analysis of the reactions occurring, which were simplified by the assumptions 
made, has been carried out. The equations resulting from this kinetic analysis have 
been applied in later chapters to experimental data. These equations have been tested 
here by applying the sanle methods to simulated data. 
The simulated data are presented prior to the bulk of the experimental data in order to 
demonstrate that the method used in the fo llowing chapters is adequate. Several 
assumptions were required in order to simpli fy the so lution of the kinetic analysis and 
simulations were carried out to detemline the validity of the method, which is based 
on these assumptions. 
Mathematical simulations were carried out to determine whether it was possible to 
fi nd quantitati ve rate constants using the method chosen following kinetic analysis. 
These simulations, see section 3.3, have shown that at least one of the assumptions 
made in the kinetic analys is is often incorrect. Despite these incorrect assumptions, it 
can be shown using the simulated data, that it is still possible to determine the rate 
constants quite accurately. 
3.1. Reaction of radicals with crystal violet 
The determination of rate constants was carried out by observation of one of the 
reactants involved. The reactions involved are set out below along with the kinetic 
analysis that was carried out. 
If a radical initiator, I, is considered, the following reaction scheme can be written for 
its photo-induced breakdown and the subsequent reaction of radicals with the crystal 
vio let probe. 
Reactions occurring: 
Reaction 3. J hv ) a , + R' 
a 
, 
+ a 
, ko ) products Reaction 3. 2 
Reaction 3.3 a , + R ' kl ) products 
Reaction 3.4 R' + R ' k2 ) products 
Reaction 3.5 a ' + CV + k. ) CV ' 
Where the symbols used in the equations represent the following species : 
R' ---+ the benzoyl radical, 
a ' ---+ the a-hydroxy radical, 
CV+ ---+ the ground state crystal violet cation, and 
CV' ---+ the crystal violet radical. 
The following assumptions are then made in order to simplifY the kinetic analys is. 
• Reaction 3.1 is instantaneous with respect to the other reactions. 
This assumption is acceptable, because these molecules are known to breakdown in 
nanoseconds] The laser pulse lasts for 8 ns; therefore, the initiator molecules will 
breakdown in the duration of the laser pulse. It is important that the initiator does 
breakdown quickly, as this means that Reaction 3.1 need not be considered in the 
subsequent kinetic treatment. 
• R' does not react with CV+. 
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This assumption was validated using a phosphorus initiator, Irgacure 819, the 
structure of which is shown in section 2.2. 1. Photolysis of this initiator is known l67, 168 
to lead to the formation of benzoyl and phosphinoyl radicals . The benzoyl radical 
produced by this photolysis along with the benzoyl radicals formed on photolys is of 
the two a-hydroxy ketones, Irgacure 184 and Irgacure 2959, is shown in Figure 3.1. 
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It was found that photolysis oflrgacure 819 in the presence of crystal violet did not 
result in the formation of the crystal violet radical . Figure 3.2 shows the traces 
obtained at a monitoring wavelength of 405 run following 355 nm excitation of 
crystal violet solutions containing different initiators. The initiators lrgacure 2959 and 
lrgacure 184 both produce a-hydroxy radicals on photolysis, whereas lrgacure 819 
does not. Turro et. a1. 196, using a slightly different phosphorous initiator, also 
demonstrated that this assumption is valid. 
d
o 
I ~ 
HO~O h 
h!' 
,,·hydroxy kelones 
(Irg"Olre 2959 and 1 84) 
"cyl phosphine oxide 
(IrgaOlre 819) 
Figure 3.1 Benzoyl radicals produced by photolysis of variolls initiators. 
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Figllre 3.2 Absence of Clyslal violet radical signal using Irgacu/"e 819 as the radical 
precursor. 
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One can be confident that the benzoyl radical produced does not react with the crystal 
violet and that the crystal violet radical is produced only through the reaction of 
crystal violet with the a -hydroxy radicals produced. It fo llows that the crystal violet 
radical production can be used to monitor the reactions of the a-hydroxy radicals. 
• [CV+] can be considered to be constant throughout the reaction. 
The crystal violet cation reacts with the radicals in the system. Its concentration is, 
therefore, not constant throughout the reaction. However, the percentage change in the 
crystal violet cation concentration is not significant. 
• Self-reaction of a O is di scounted. 
The concentration of the a -hydroxy radical is small. The self-termination reaction rate 
invo lves the square of thi s concentration, which will therefore be very small. Also, the 
concentration of these radicals is decreasing very quickly due to their reaction with 
other species in the system. Therefore, the [a o]2 term is small and rapidly decreasing 
and the self-termination reaction, Reaction 3.2, can be ignored. 
• [R 0] is constant and is equal to [a °]0. 
The concentration of benzoyl radicals is considered to be constant as it is changing 
much more slowly than the concentration of the a -hydroxy radicals. This alone is not 
sufficient for this assumption to be validated. The assumption leads to Equation 3.4, 
which fits the data well, and thus the assumption is justified. 
The above assumptions result collectively in Reactions 3.1,3 .2 and 3.4 being ignored 
in the following analysis. 
From Reaction 3.5 the following equation can be determined: 
d[CYO] 
dt 
and from Reactions 3.3 and 3.5: 
d[a 0] 
dt 
= - k,[a O][RO] k$Y+][a O] 
(3. 1) 
(3.2) 
integration of Equation 3.2 gives: 
[a'] = [a']o exp (- kObs t) 
where, 
Therefore, from equations 3.1 and 3.3 : 
d[CV ' ] 
dt 
Integration of equation 3.5 gives: 
[CV ' ] = k, [CV +][a']o ( ( )) I - exp -kobs t 
k ObS 
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(3.3) 
(3.4) 
(3.5) 
(3.6) 
Each curve was found to fit reasonably well to a first order rate equation. The value of 
the observed rate constant, kobs, can therefore be determined for each trace. The 
bimolecular rate constants can then be determined by plotting the observed rate 
constant against the concentration of one of the reacting species, crystal violet cations 
or a -hydroxy radicals. 
3.1.1. Other dyes 
The rate constants for the reaction between radicals and dyes were determined by 
monitoring the di sappearance of the dye, see chapter 5. Reactions 3.1 , 3.2, 3.3 and 3.4 
are occurring as in the case of crystal vio let solutions. Additionally reactions 3.6 and 
3.7, below, must also be considered. 
Reaction 3. 6 a ' + dye kd) products 
Reaction 3. 7 R' + dye k) -"""-~) products 
Reaction 3.7 is considered to be, and in sectio n 5.3 is shown to be, much slower than 
Reaction 3.6. Therefore, Reaction 3.7 is ignored along with Reactions 3. 1, 3.2 and 
3.4. Only Reactions 3.3 and 3.6 are considered in thi s analysis . 
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In the case of crystal violet, the overall equation, Equation 3.6, was obtained by 
considering the change in the concentration to be zero. Equation 3.6 relates the crystal 
violet radical concentration to the rate constants involved. The concentration of the 
crystal violet radical is equal to the change in concentration of the crystal violet 
cation. Therefore, Equation 3.6 can be modified to get Equation 3.7, below: 
t:, [CV· ] = (exp (-kob' t) - I) (3. 7) 
Reaction 3.6 is similar to Reaction 3.5 . The following equation, which is a modified 
form of equation 3.7, shows how the concentration of dye changes following 
photolysis: 
t:,[dye] = kd [dye][a ']o ( ( ) ) exp - kOb' t - 1 
k obs 
(3.8) 
where, 
(3 .9) 
3.2. Radical addition to alkenes 
In the presence of alkenes, reactions 3.8 and 3.9, below, are occurring along with 
Reactions 3.1 , 3.2, 3.3, 3.4, and 3.5. It is assumed that the reaction of the benzoyl 
radical with the alkene, Reaction 3.9, is much slower than the reaction of the 
a-hydroxy radical with the alkene, Reaction 3.8 . Therefore, the assumption made for 
the system in the absence of alkene, that the benzoyl radical concentration does not 
change, can still be made despite the additional reaction, Reaction 3.9. 
Also, Reaction 3.9 is expected to have little effect on the concentration of alkene, 
which is high to be'gin with, even in the case of the most reactive a lkenes. 
Reaction 3.8 a ' + A ka) products 
Reaction 3.9 R" + A products 
The alkene competes with the crystal violet for the a" radicals . This competition 
results in the increase in the rate of rise of the crystal violet radical and a decrease in 
the amount of crystal violet radical formed . Equation 3.10 shows this effect on the 
crystal violet radical rise kinetics. 
The kinetic analysis of the reactions is similar to the case in the absence of alkene. 
The equation resulting from Reaction 3.5, Equation 3.1, is unchanged. 
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d[CV") 
dt 
(3. I} 
Equation 3.2 is modified slightly because Reaction 3.8 must be considered along with 
Reactions 3.3 and 3.5. The modified form of equation 3.2, equation 3.10, is shown 
below. 
(3. la) 
Integration of equation 3.10 gives equation 3.3 , where kobs is different to that of the 
integrated equation 3.2. 
[a") = [a")o exp (- k o", t) 
In this case, as opposed to equation 3.4, 
Therefore, from equations 3.1 and 3.3: 
d[CV") 
dt 
= k , [CV+)[a")o exp (- k"", t) 
Integration of equation 3.5 gives. 
[CV") = k, [CV +j[a")o ( ( )) 1 - exp - k ob, t 
k o'" 
(3.3) 
(3. lJ) 
(3.5) 
(3.6) 
N.ote: Equati.ons 3.5 and 3.6, ab.ove, have the same f.orm as the equati.ons used in the 
absence .ofalkenes but the value .ofkobs differ in each case, see Equati.ons 3.4 and 
3. 11. 
3,3, Mathematical simulation 
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Equati.on 3.8, ab.ove, is n.ot calculated analytically, but merely taken from the 
analytical s.o luti.on .of the crystal vi.o let case, Equati.on 3.6, which is .obtained assuming 
that the c.oncentrati.on .of dye d.oes n.ot change. The percentage change in crystal vi.olet 
c.oncentrati.on is small s.o this assumpti.on is valid, but the percentage change in the 
dye c.oncentrati.on is larger. 
F.or the .other dyes studied, the initial c.oncentrati.on .of dye is l.ower than that .of crystal 
vi.olet. The c.oncentrati.on is reduced s.o that it is p.ossible t.o detect the change in 
c.oncentrati.on .of the dye, which w.ould n.ot be p.ossible if the abs.orbance .of the 
s.oluti.on was high. Equati.on 3.8 needs validati.on t.o determine whether Equati .on 3.9 
can be used t.o determine the rate .of reacti.on .of the dye. 
This validati.on was carried .out by simulati.on using the reacti.on equati.ons bel.ow, 
Reacti.ons 3.10, 3. 11 ,3.12 and 3. 13, in a Matlab program. 
React ion 3.10 _-=-2 k::J14 ) products 
Reaction 3.11 a. ' + R ' k _:.:.14) products 
Reaction 3./2 R' + R' _--=-2::k 14 ) products 
Reaction 3.13 d kd a. ' + ye _::<L-,» products 
The equati.ons given t.o the c.omputer, Equati.ons 3. 12, 3.13 and 3.14. are based .on the 
ab.ove mechanisms. The rate constant values, k1and kd, are set at a kn.own value. The 
initial c.oncentrati.ons .of the radicals and the dye are als.o set at the beginning.of each 
calculati.on. 
d[o. '] 
= 
dt 
-2k ,[o. ' ]' -k,[o. '][R '] -kd[o.'][dye] (3.12) 
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d[R ") 
= - k,[R ")[a") - 2k,[R ")' dt (3.13) 
d[dye) 
= -kd [a") [dye) 
dt 
(3.14) 
Given these equations, the values of kd and k, and the initial concentrations of the 
radicals and the dye, the computer calculated the concentration of each of these 
species at various times. 
The dye concentration was varied in a similar way as it was experimentally. The 
concentration of dyes used in the experimental studies was in the range of 8 - 300 
~lmol dm-] Therefore, this was the range of concentrations used in the simulations 
carried out using Matlab. The initial concentration of the radicals a " and R" are 
always set at the same value as each other, as this would be the case in reality. In the 
fo llowing sections both the initial concentration of radicals and the temlination rate 
constant, k, are calculated. 
3.3.1. Determining the initial concentration of a -hydroxy rad icals 
For experiments to determine rate constants, cells with a pathlength of either 10 mm 
or I mm were used. The concentration of initiator was 8.9 x 10-3 mol dm-3 in the 10 
mm cell and 0.108 mol dm -3 when in the I mm cell giving absorbances of 0.44 and 
0.54 respectively. The initial concentration of radicals using the full power of the laser 
was estimated by consideration of the light absorbed by the sample. Shown here is an 
example of how this was estimated for solutions in I mm cells with values calculated 
for 10 mm cells in blue type. 
• Number of photons entering the system. 
The laser was set at 355 nm with a pulse energy of 18 mJ. Using equation 3.15 it 
is possible to calculate the number of photons entering the system per pulse. 
(1/5) 
where, 
n is the number of photons entering the system per pulse 
Thus, 
n = 
1.8 x 10-2 X 3.55 x I0-' 
-------:;.,--------;;- = 3.22 X 10" 
6.626 18 X 10-34 X 2.997925 x 10' 
There are 3.22 x 1016 photons per pulse, which is the same value regardless of the 
concentration of absorber. 
The quantum efficiency of breakdown of both Irgacure 184 and 1rgacure 2959, $I, is 
approximately 0.3. This approximation is based on values given by Turro197 for the 
quantum yield of radicals from similar ketones. 
The absorbance of the solution at 355 nm was 0.54 
The fraction oflight transmitted is 
The fraction of light absorbed is 
_ 1_ = 10-{).54 
10 
1_ 10-{).54 = 0.71 
Therefore the number of a-hydroxy radicals produced per pulse is: 
11a. = (3 .22 x 10") x (0.71) x (0.3) = 6.85 x 10" 
11a. = 6. 18 X 10 15 
• The radicals are produced in the volume of solution irradiated by the laser pulse. 
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Assuming that the radicals do not move from this volume during the reaction time, 
the concentration of radicals can be determined. 
Area of sample irradiated = 70 mm2. 
Pathlength of ceU = I mm. 
Therefore, the volume of irradiation is 70 mm3 = 7 x 10-5 dmJ (7 x 10-4 dm3) 
Assuming that the radical concentration is constant within this volume, with a laser 
power of 18mJ, [CL ·]0, is 
[CL·]O = (7 x 
(6.85 x 10") 
= 1.6 X 10- 4 mol dm 3 
10-') x (6.02 x 10 23 ) 
[CL· ]O = 1.8 x JO-S mol dm-3 
This is not strictly the case, especially for the 10 mm cell as the light is not of the 
same intensity at the far end of the sample as it is at the front face. This adds a large 
error to the calculation. The simulations described in the following sections use 
radical concentrations in the region 5 x 10-4 to 5 X 10-7 mol dmJ 
3.3.2. Determination of the termination rate constant, k. 
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The termination rate constant was determined in the following way. The initial 
concentration of radicals was varied by attenuation of the power of the laser beam 
using aqueous solutions of sodium nitrile. The percentage transmission of these 
solutions at 355 nm was measured, and the solution was then placed in the laser beam 
to attenuate the light reaching the sample. 
For the determination of the termination rate constant, cells with a 10 mm pathlength 
were used and the concentrations of Irgacure 2959 (8.9 x 10-3 mol dm-3) and crystal 
violet (7.3 x 10-5 mol dm-3) were kept constant. The time-dependent rise in absorption 
due to the crystal violet radical was affected by the initial concentration of radicals 
and therefore also by the power of the laser. This dependence is shown in Figure 3.3, 
together with the first order fittings of these curves. The percentage laser power was 
converted into initial radical concentration using the value calculated in the above 
section for 100% laser power. Figure 3.4 shows the linear plot of the observed rate 
constant versus the initial radical concentration and the laser power. 
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Figure 3.3 The dependence of the prod1lction of crystal violet radicals on the laser 
power. 
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Figure 3.4 The relation between the observed rate constant and the initial 
concentration of radicals. 
A linear fit for this plot gave an equation similar to equation 3.4: 
ko"' / s-' = 6.2 x ID' + (2.8 x 10· )[R O ] . 
Therefore, by this method it can be concluded that: 
k, [CV +] = 6.2 ± 0.3 x 1 D' s-' and 
6.2 X ID' 
7.35 x 10-' 
= 8.43 ± 0.4 x 10' dm' mot' s-' and that 
k, = 2.8 ± 0.2 x ID' dm' mol - ' s-' 
35 
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3.3.3. Treatment of simulated curves 
The curves created by the program were treated in the same way as the experimental 
curves. This involved fitting the curves with a first order rate equation then plotting 
the observed rate constant values against the dye concentration values. Some of the 
fits were not good, but this was ignored even for the very bad fits to see the effect on 
the determined rate constant of very bad fits . 
The plot of observed rate constant against dye concentration was fitted to a linear 
equation, as would be done for experimental data. The gradient of this linear fit, for 
experimental curves, would have been taken as the reaction rate of the dye with the 
radical, kd. Here, the exact value ofkd is known, as it has been set prior to simulation. 
The value found for k.J by the linear fitting of the rate constant data is here referred to 
as the experimental rate constant, kc"". 
The variables are changed and the effect of these changes on the experimentally 
determined rate constant determined. For many of the cases, the experimentally found 
value, 1<.."", was very close to the actual value ofkd. The case shown in Figure 3.5, 
below, gives good exponential fits and a good linear fit. The value of the experimental 
rate constants found for simulations where the exponential fits were very good were 
within 3 % of the value set for kd. 
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Figure 3.5 A simulation with good exponential and linear fits in which kd = kexp-
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Even for simu[ations in which the fits were not good, the value of kexp was fairly close 
to the value set for ~. For reasonable, though not excellent fits, similar to those found 
for most dyes in the experimental sections (chapter 5), the value of kexp was within 
10% of the value set for k.t. For slightly worse exponential fits, as in the case of 
disperse orange 3 (see page 116), the determined values were within 25% of the set 
value. Figure 3.6 shows the fitting of curves and determination of the rate constant 
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for a simulation in which the fits were bad, in fact worse than the fits of any of the 
experimental curves. All of the fits to experimentally obtained curves were better than 
the fits shown in Figure 3.6. The value determined for k.,q, using these bad fits is not 
very far from the true value, k.t. For the simulations in which the fits were bad, the 
determined rate constant was never found to be lower than the set value, k.t . 
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Figure 3.6 A simulation with bad exponential and linear fits in which kd < k exp-
3.3.4. Varying the initial concentration of dye 
A decrease in the concentration of dye leads to a worse fit to a first order rate 
equation. This is shown in Figure 3.7, which illustrates the first order fittings for 
various initial dye concentrations. The other variables used by the computer for 
simulation are the same for all of these curves. 
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Figure 3.7 The effect of initial dye concentration on the exponential fit of the loss of 
dye. 
It can be seen quite clearly from Figure 3.7 that the fi ts are increasingly bad as the 
initial dye concentration decreases. It should also be noted that, as the concentration 
of dye increases, the % loss of dye increases. In the simulation in which the initial 
concentration of dye is 8!lmol dm-l , 90% of the original dye is lost, whereas for an 
initial concentration of300 !lmol dm-l only 25% is lost. This is a significant 
percentage, which would invalidate the assumption that the percentage loss of dye is 
low. The fac t that this assumption has been invalidated does not appear to matter, as 
the fit is still very good. 
Also, the linear fit fo r the plot of observed rate constant versus dye concentration 
gives a value very close to the value set as kd, and the linear fit is a good one, see 
Figure 3.8. 
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Figure 3.8 The linear fit/or simulated curves that do not fi t well to a first order rate 
equation. 
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3.3.5. Varying the initial concentration of radicals 
An increase in the concentration of radicals leads to a worse first order fit. In general, 
an increase in the concentration of radicals a lso leads to a less accurate determination 
of kd. An example is given in Figure 3.9 of the determination of the rate constant with 
initial concentrations of radical being 5 x 10-7,5 x 10-6,5 x 10-5 and 5 x 10-4 mol dm-3 
It can be seen that the high concentration of radicals leads to a large error in the 
experimentally found rate constant. 
It should al so be noted, that if fits are generally bad, then the experimentally 
determined rate constant will be less accurate. Therefore, if the fits fo r experimental 
data are very bad then the determined rate is assumed to be less rel iab le. The plots of 
observed rate constant also tend to be less linear for a less accurate experimental rate 
constant. 
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Figure 3.9 Experimental rate constants found for simulated systems with varying 
initial radical concentration with the same kd. 
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Figure 3.10 The effecl on Ihe curvefWing of the initial concentration of radicals. 
3.3.6. Varying the termination rate constant, k\ 
In these simulations, the termination rate constant was varied, although for most of 
the experiments a value of3 x 109 was used. This value was used because it was the 
value found experimentally using crystal violet, see section 3.3 .2. 
For one set of simulations, the value for the termination rate constant was set at 5 x 
108 The rate constant found for the reaction of the dye with the radical was more 
accurate for the lower termination rate constant. 
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3.3.7. Varying the rate constant of reaction of the dye with the radical 
The variation of the rate constant of reaction of the dye, kd, was also investigated. The 
rate constant of reaction of the dye varies for different dyes and al so for different 
photoinitiators. Changing the rate constant kd was designed to investigate if a fast and 
slow reaction of dyes could be distinguished. As the value of kd increases the 
accuracy of the value of k cxp increases. 
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3.4. Summary and conclusions 
In this chapter the reactions occurring following photolysis of solutions containing 
photoinitiators has been considered . These photoinitiators are known to break down 
into two radicals following photolysis. This cleavage is known to occur in less than 
1 ns3, therefore there is no need to include this cleavage in the subsequent analysis. 
The reaction of the radicals created with each other and other components of the 
solution are considered. 
A probe molecule, which can be eas ily monitored spectrophotometrically, crystal 
violet, wi ll be used in the following chapter to follow the reaction of the a-hydroxy 
radicals with alkenes. In the kinetic analys is, the reactions of the a-hydroxy radicals 
with crystal violet are considered in addition to the reactions of the radicals with other 
radicals. 
The radicals created on photolysis of a-hydroxy ketones are benzoyl and a -hydroxy 
radicals. Benzoyl radicals are known to be less reactive than a -hydroxy radicalsn .53 
Thus, the assumption was made that the crystal violet probe used does not react with 
the benzoyl radical~ . This assumption was shown to be true by Turro et. al. 196 and in 
this work, page 73, using an acyl phosphine oxide photo initiator. 
Several other assumptions were made, which led to a simplified analysis of the 
mechanisms involved. These assumptions result in some of the steps in the 
mechanisms being ignored in the analysis. The validity of these assumptions has been 
di scussed and justified in the case of crystal v iolet. By kinetic treatment of these 
equations it has been shown that the rate constants for these reactions can be 
determined. The rate constants for the reaction between a -hydroxy radicals and 
crystal violet, kc, and the reaction between a -hydroxy and benzoyl radicals, k l , can be 
determined using Equation 3.4. 
(3.4) 
In considering addition of alkenes to the system, similar assumptions were made. 
These assumptions are still val id in thi s case. Although it is known that the alkenes 
react with both the a -hydroxy radicals and the benzoyl rad icals, the reaction with the 
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benzoyl radicals can be ignored due to the lower reacti vity of benzoyl radicals. In the 
kinetic analysis only the change in concentration of the crystal violet and the a-
hydroxy radicals are considered. 
The reaction between the alkene and the benzoyl radicals is slow, therefore the 
assumption that the concentration of the benzoyl radicals is constant is not 
unreasonable. Also , it can be assumed that the change in the concentration of alkene 
due to its reaction does not affect the observed reaction of the a -hydroxy radical s with 
crystal violet. This assumption is valid as the concentration of alkene is high in all 
cases, therefore, even if the reaction with benzoyl radicals was fast there would not be 
a significant change in the concentration of alkene. 
It is therefore possible to determine the rate constants for the reaction between these 
radicals and alkenes by observing the change in the crystal violet rise on addition of 
alkenes. By kinetic analysis of mechanisms including the reaction of a-hydroxy 
radicals with alkenes, Equation 3.11, below, resulted . It is therefore poss ible to 
determine the rate of reaction of these alkenes by varying their concentration. 
kobs = k, [a ' ]o + kJCY +] + k alA] (3.11) 
Cons ideration has also been given here to the possibility of determining the rate 
constants for the reaction between these radicals and dyes . This was done by 
observing the di sappearance of the dye. The same assumptions were made for the case 
of the dye as were made for the crystal violet probe. These assumptions led to 
Equation 3.9, which is a modified form of Equation 3.4. 
k obs = k, [a ']o + kd[dye] (3.9) 
This equation is based on the assumptions made for the case of crystal violet, which 
include the assumption that the concentration of the dye does not change. This is not 
the case, therefore, simulations were carried out to determine whether the rate 
constant could be determined using Equation 3.9 despite the inaccuracy of 
assumptions made. 
Numerical calculation of the kinetics of reactions has been carried out. Rate constants 
for the reaction between the radicals and the dyes were obtained fo llowing treatment 
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of the numerically simulated data using the same method as for experimental data. 
These calculations have shown that the value for the rate constant of reaction between 
the dyes and the radicals is sti ll accurate, despite some of the assumptions being 
incorrect. 
These simulations have shown that an incorrect rate constant tends to be larger than 
the actual rate constant. Therefore, if the fits are poor, the determined rate constant 
may be larger than the true value, but it appears that the determined value will not be 
lower than actual value. In simulations the determined rate constants are within 10% 
of the set values for reasonable fits and within 25% for fi ts that are poor. 
It has also been found that if the in itial concentration of dye is high, then a first order 
exponential will fi t better to the data. Therefore, fo r experiments it is desi rable to have 
a high concentration of dye. In experiments carried out it is necessary that sufficient 
analysing light reaches the detector. Therefore, the sample must be reasonably 
transparent. The concentrations of dye used in the experiments in Chapter 5 were such 
that the change in the dye concentration was as high as 50% in many cases (the 
absorbance of the solution was less than or close to I). 
In simulations varying the initial concentration of radicals it was found that the first 
order fits were poorer for a higher initial concentration of radicals. The determined 
rate constants were less accurate fo r high radical concentration. Experimentally, a 
high concentration of radicals could be avo ided using a low laser power. A low laser 
power, however, would lead to smaller signals. These small signals have a larger 
proportion of noise and therefore any fitting of these curves could be less accurate. 
Determination of the rate constants fo r the reaction of dyes with radicals on cotton 
fab ri c has also been carried out and these results are di splayed in chapter 6. The rate 
constants fo r the reactions on cotton linters are calculated assuming that the cotton 
fabric behaves as a liquid solvent l83, and therefore the concentration of species in the 
cotton fabric can be quantified. 
In experiments involving cotton, there is a large concentration of dye, which would 
lead to a more accurate fi t. A high concentration of adsorbed photoiniti ator, which is 
present in the samples used, will give rise to a large concentration of radicals 
fo llowing photolysis. A large concentration of rad icals has been shown above to resul t 
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in worse fits to the experimental curves and less accurate values for rate constants. 
The avai labili ty of these radicals is unknown, and therefore the effective 
concentration (i.e. those available for reaction with the dye) is also. It was hoped that 
the high radical cocentration would not adversely affect the cotton fabric experiments. 
In general, it was found that the experimental data, treated using the same method as 
the simulated data, can be trusted to yield results within 25% of the true value if the 
exponential fits to the data curves are not excessively bad, e.g. as shown in Figure 3.6. 
This is not a bad percentage error as far as the determination of absolute rate constants 
. dl 84 IS concerne . 
Chapter 4 
Reactions of alkenes with radicals 
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4. Reactions of alkenes with radicals 
Cellulose is known to form radicals following irradiation, which lead to ' yellowing,22 
and the photoreactions of dyes on cotton are thought to involve radicals. Chapter 7 
shows how the photodegradation of dyes is affected by the presence of cellulose. This 
effect may be due to the formation and subsequent reaction of cellulose radicals. 
Since a -hydroxy radicals are the types of radical most likely to result following 
hydrogen abstraction from cellulose, they were used as models for radicals formed 
from cellulose. These radicals were produced by photolysis of two a-hydroxy 
ketones, which are used widely as radical photoinitiators. The photoinitiators used in 
this study were Irgacure 184 and Irgacure 2959, the structures of which are shown in 
section 2.2.1 and below. Photolysis of these initiators, represented in Figures 4.1 and 
4.2, results in the production of a-hydroxy radicals and benzoyl radical s in each case. 
HO~ 
o 
o 
OH 
o o 
OH 
hv d ' -- ~ HO~O I fi 
Figure 4.1 Photolysis of lrgacure 2959. 
hv 
---
Figure 4.2 Photolysis of JrgC/cure 184. 
In the experiments carried out here, the reaction of the a-hydroxy radicals, not the 
benzoyl radicals, was studied. It was hoped that, in comparing the reactivities of the 
two a -hydroxy radicals, the effect of extra steric hindrance on the reactions of the 
cyclic radical could be determined. 
These rad icals absorb in the UV region of the spectrum, as do the initiators and the 
alkenes. Therefore, it is not practical to directly detect these radicals using the laser 
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flash photolysis set-up. Instead, a highly absorbing probe, Crystal Violet, was used 
here as in work carried out by Turro et. a1. 196, to follow the reaction of the a-hydroxy 
radicals. 
4.1. Kinetics of the reaction between Crystal Violet and radicals 
Solutions of the photoinitiator and the probe molecule, Crystal Violet, were 
photolysed with the frequency tripled output of a Nd:Y AG laser at 355 nm. Oxygen 
was removed from these solutions due to the high reactivity of radicals with oxygen. 
The oxygen was removed either by nitrogen bubbling or degassing, both of which are 
described in section 2.3. For most solutions, nitrogen bubbling was sufficient. 
However, for the samples containing volatile components, i.e. some of the alkenes, 
degassing using a vacuum pump was necessary in order to avoid the evaporation of 
these components. 
The absorption oflight at 355 nm is almost all a result of absorption by the initiator, 
because the extinction coefficient of Crystal Violet at this wavelength is relatively 
small . This is illustrated in Figure 4.3, which shows the ground state absorption 
spectra of solutions containing Irgacure 184 and Crystal Violet. 
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Figure 4.3 Ground state absO/ption 0/ solutiol1s o/Crystal Violet and /rgacure /84. 
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The above figure also shows the high absorption of Crystal Violet at its wavelength of 
maximum absorption. This high absorption makes it difficult to directly observe the 
disappearance of the Crystal Violet cation at these concentrations. The disappearance 
of the Crystal Vio let cation due to reaction with the radicals has been monitored in 
these experiments, but not at its wavelength of maximum absorption. The wavelength 
used to determine the loss of the Crystal Vio let cation was 620 run. 
The a -hydroxy radicals produced by photochemical breakdown of the initiator react 
with the Crystal Violet cations, CV+, to produce Crystal Violet radicals, CV' . These 
Crystal Violet radicals absorb visible light and can be monitored at 405 nm. Figure 
4.4 shows the rise of the Crystal Violet radical at 405 run and the loss of the Crystal 
Violet cation, at 620 run. These samples both contained lrgacure 2959 (8.9 x 10-3 mol 
dm-3) and Crystal Violet (7.3 x 10-s mol dm-3) in acetonitrile. In all experiments 
mentioned here, a new sample was used fo r each set of traces . 
The first order fitting for these events is also shown. The rate of loss of the Crystal 
Violet is seen to be the same as the rate of rise of the Crystal Violet radical. This is 
consistent with the radical being directly produced from the cation. The loss of the 
Crystal Violet is a much smaller signal than that of the rise of the Crystal Violet 
radical. Therefore, in all future stud ies, the reaction of the Crystal Violet was 
monitored via the ri se of the Crystal Violet radical. 
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Figure 4.4 Traces showing the loss o/Crystal Violet and the rise o/the C,ystal Violet 
radical. 
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4.2. Determination of the addition rate constant (k,,) of the radical u' to 
alkenes 
It has been shown in the previous chapter that the observed rate constant, kobs, fo r the 
rise of the Crystal Violet radical can be related to the rate constants of reaction of the 
radical u' with the radical R', k l , and with Crystal Violet, kc, Equation 3.4. These rate 
constants can be determined by varying the concentration of either the Crystal Vio let 
or the initial radical concentration. 
(3.4) 
The rate constant fo r addition of u' to the alkene may be obtained by varying the 
concentration of alkene and plotting the observed rate constant versus alkene 
concentration, using Equation 3. 11. 
(3.11) 
Turro l96 used this method to determine the reaction rates ofn-butylacrylate with many 
different radicals. Here, the method has been used to determine the rate constants for 
reaction of the two u -hydroxy radicals with several alkenes. 
Rate constants for reactions between these radicals and alkenes are displayed below 
along with the linear fits of the plots of the observed rate constant versus the alkene 
concentration, and the values found are discussed fo r each alkene separately. The ri se 
in absorption at 405 run, due to the fo rmation of the Crystal Vio let radical is shown in 
Figure 4.5 for different concentrations of dimethyl maleate. These traces were fi tted 
with a fi rst order exponential as were the similar traces obtained fo r the other alkenes. 
These traces shown in Figure 4.5, are displayed normalised, to their maximum t1A, in 
Figure 4.6, which clearly demonstrates the change in rate of the rise on addition of the 
alkene at the maximum absorbance change. A plot of the observed rate constant 
versus the concentration of dimethyl maleate is given in Figure 4.7. 
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Figure 4.5 Effect on the rise of Clystal Violet radical of the concentration of dimethyl 
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Figllre 4.6 Normalised spectra from Figure 4.5. 
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Figure 4.7 The elF:cl of dimethyl maleate concentration on the observed rale 
constanl. 
In the following fig ures, the rise traces of the Crystal Violet rad ical are shown for 
solutions containing various alkenes, along with the exponential fi ts for these traces. 
The linear plots of the observed rate constant versus the alkene concentration are also 
shown in these figures . The range of concentrations of alkenes used was selected on 
the basis of previously determined rate constantsJ84.J92 The figures are organised 
displaying the most reactive alkene, fumaronitrile first and the least reactive, styrene, 
last. Although, the reaction rate constants for the reaction of these alkenes with 2-
hydroxy-2-propyl radicals has been determined previously, thi s was repeated here in 
order to validate the method. Also, the determination of the reaction rate constants for 
both a -hydroxy radicals in the same way allows comparison of the two values. 
Systematic error in the method may be such that compari son of values determined by 
separate methods may be flawed J84 
It should be noted that the errors displayed in the figures below are errors for the 
linear fi t only. The overa ll error on the determined rate constant is given in the 
summary table, page 109. 
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Figure 4.8 The effect ojthe concentration ojjumaronitrile on the reaction between 
Ciystal Violet and a-hydroxy radicals. 
Fumaronitrile is known to be very reactive towards 2-hydroxy-2-propyl radicalsI 84.192 
and was assumed to also be reactive towards a-hydroxy cyclohexyl radicals. 
Therefore, in the experiments to determine the reaction rate constants for the reaction 
between this alkene and the two radicals, the concentration of alkene was kept below 
5 mmol dm-] 
The rate of reaction of this alkene with the two radicals was found, as expected, to be 
close to diffusion controlled. This alkene is particularly reactive towards these 
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radicals due to the two electron-withdrawing cyano groups at either end of the double 
bond. Addition of the radical is equally likely at either end of the C=C double bond, 
because the molecule is symmetrical about this bond. The strong electron-
withdrawing cyano group is well known 196 to increase the rate of reaction of the 
alkene with nucleophilic radicals . 
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Figure 4.9 The effect of the concentration of aClylonitrile on the reaction between 
Crystal Violet and a-hydroxy radicals. 
The concentration of acrylonitrile was greater than that used for fumaronitrile in order 
to allow effective competition for radicals with the Crystal Violet. The concentration 
was set in the range of3 to 70 mmol dm"] When the concentration of acrylonitrile 
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was as low as 3 mmol dm-3, very little change in the Crystal Violet radical signal was 
observed. The concentration of acrylonitrile was raised as far as 65 mmol dm-3, at 
which value the amount of Crystal Violet radical produced becomes very small and is 
difficult to observe. 
Acrylonitrile has been shown 192 to be less reactive towards nucleophilic radicals than 
fumaronitrile, because it has only one electron-withdrawing cyano group in 
comparison to the two in fumaronitrile. Therefore, the reaction rate constants are 
expected to be less for acrylonitrile than for fumaronitrile . 
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Figure 4.10 The effect of the concentration of methacly lonitrile on the reaction 
between Crystal Violet and a-hydroxy radicals. 
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Methacrylonitrile is expected to be only slightly less reactive than acrylonitrile, 
therefore the range of concentrations used was similar to that used for acrylonitrile. 
Methacrylonitrile is less reactive again, due to the presence of a methyl group not 
present on the acrylonitrile molecule. This methyl group is not expected to affect the 
reaction by steric hindrance as the reaction is expected to take place at the non-
substituted end of the molecule l96 It is thought that this alkene reacts more slowly 
than acrylonitrile due to the electron-donating methyl group counteracting, to a 
limited extent, the electron-withdrawing effect of the cyano group. 
Methyl metha crylate I mmo l dm " 
o 
13 
16 
31 
39 
0.4 52 
., 
-- 58 
0.3 
0.1 
o 5 
Delay time I ~lS 
Methyl methacrylate I mmol dm ~ 
'0 
8 
6 
2 
k. = 9 .2 +/- 0 .6 . 108 dm 1 mol" 5 " 
(2-hydroxy-2-propyl rad ica l) 
I 
I 
o 20 40 60 
[Methyl methacrylatell mmol dm·3 
--,CO,Me 
C == C k. = 8 .5 +/- 0 .5 . 10' dm s mol" 5 -' 
o 
0.2 
6A405 nm 
0.' 
o 
30 
55 
66 
165 
220 
2 • 
Delay time I ps 
' Me (a-hydroxy cyclohexyl radical) 
25 I 
20 I 
k"", 15 
110' 5 ' 
10 11 
5 I 
0'-4--_~ ___ ~ __ 
o lOO 200 300 
[Methyl methacrylatell mmol dm'3 
Figure 4.11 The effect of the concentration of methyl methacrylate on the reaction 
between Crystal Violet and a-hydroxy radicals. 
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Methyl methacrylate was expected to react more slowly than the alkenes previously 
mentioned. It was found to be possible to raise the concentration of methyl 
methacrylate to almost 300 mmol dm-J and still gain a signal large enough to fit. 
Methyl methacrylate contains an electron-withdrawing group (methyl ester - COzMe), 
which is less electron withdrawing than the cyano group. The reaction of this alkene 
with the nucleophilic a -hydroxy radicals is therefore slower than the reaction of the 
cyano-containing alkenes. The reaction rate constants for the reaction of methyl 
methacrylate (CHz=CHCOzMe) is also smaller than the reaction rate constants for 
dimethyl maleate (trans-MeOzCHC=CHCOzMe), Figures 4.5, 4.6 and 4.7 show traces 
and a linear fit relating to the reaction of dimethyl maleate. The reason for this 
difference is similar to that given for the difference in the values fo r acrylonitrile and 
fumaronitrile. 
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Figure 4.12 The effect of the concentration of I,I-diphenylethene on the reac{jon 
between Ctystal Violet and a-hydroxy radicals. 
The phenyl groups present in both diphenylethene and styrene are slightly electron 
withdrawing. This effect, however, is much less than the electron-withdrawing effect 
of the substituents previously mentioned. The reaction rate constants of these two 
alkenes are lower than those of the other alkenes. The rate constant for the reaction of 
I, 1-diphenylethene is significantly larger than that for styrene, due to its possessing 
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two phenyl groups on the substituted carbon atom. A wide range of reaction rates was 
found for the various alkenes studied . This was expected and has been found by other 
workers l 8o,184,192 . 
For the experiments carried out on styrene, a high concentration of alkene was 
required in order to see the effect on the Crystal Violet radical rise. The rate constant 
for styrene was found to be 5.4 x 10l dm) mor l S-I This is considered to be the lower 
limit of rates that can be found by this method . Other methods of finding radical 
reaction rate constantsl80 have different ranges that can be found accurately. 
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Figure 4./3 The effect of the concenlration of slyrene on the reaction between Clystal 
Violet and a-hydroxy cyC/ohexyl radicals. 
Vinyl acetate was also studied, but its reaction with the radicals was too slow to 
monitor using this method. Although the concentration of vinyl acetate was raised to 3 
mol dm-), only a very small change in the rise kinetics of Crystal Violet was noticed. 
This was also a problem for styrene, which required a high concentration in order to 
compete effectively with the Crystal Violet. Table 4.1 summarises the reaction rate 
constants found for the alkenes studied along with values found by other workers for 
2-hydroxy-2-propyl radicals. If a probe molecule that reacted more slowly with the 
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radicals was found, then slower reactions could also be studied . A search for a probe 
of this nature has not been carried out. 
kap is the rate constant of reaction of the alkene with 2-hydroxy-2-propyl radicals, and 
kac is the rate constant of reaction of the alkene with et-hydroxy cyclohexyl rad icals. 
Alkene kap I dm3 mor l S·I kac I dm3 mor l S· I 
Fumaronitrile 3.1 ± 1.0 x 109 2.3 ± 0.9 x 109 
( l.4 x 10' )1 92 
Acry lonitrile l.l ± 0.4 x 108 8.3±2 x I07 
( 1.1 - 1.5 x 10')184 (2 .2 X 10' )1 92 
Methacrylonitrile 5.0 ± 1.8 x 107 2 .9 ± I x 107 
(3.1·3.4 x 10' )184 (7.7 x 10')192 
Dimethyl maleate 2.9 ± I x 107 8.8±1.7 x I06 
Methyl methacrylate 9.2 ± 3 x lOb 8.5 ± 2.5 x 106 
(6.2 x 10')1.' 
I, I-diphenyl ethene 1.3 ± 0.5 x lOb 2.3 ± 0.8 x lOb 
(7 .2 x 10' )184 (4.1 x l 0' )I 92 
Styrene (4 - 7 x 10' )1 84 (4 .2 x 10' )1 92 5.4±3 x IOS 
Table 4.1 Rate constants of reaction of alkenes with a-hydroxy radicals in methanol. 
Values found by other workers, shown in brackets in the above table, were 
determined using methanol 184 and propanol 192 as so lvents. These values are close 
enough to the values fOlmd in this work to allow the conclusion that the method used 
here is valid. 
The difference between the values found for 2-hydroxy-2-propyl radicals and et-
hydroxy cyclohexyl radicals appears to be quite small. A plot of the rate constants for 
the reaction of both a lpha-hydroxy radicals with various alkenes is shown in Figure 
4.14. 
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Figure 4.14 The relationship between the rate constants/or the reaction between 
alkenes and the two a-hydroxy radicals. 
The linear fit shown on the above plot has a grad ient of 0.76, which shows that the 
rate of reaction of the a -hydroxy cyclohexyl radical is slower than the reaction of the 
2-hydroxy-2-propyl radical. 
Attempts to relate the rate constants of the reactions of the various alkenes with each 
radical with the electron affinity of the alkene have been made. Given the small 
number of data points available from these results, it was difficult to determine thi s 
relationshi p. An attempt to relate the electron affini ty, values for which were taken 
from the literature l98, of the alkene with the ra te constant determined for its reaction 
with each rad ical is shown in the figure below. The values included in the linear fi t 
are those fo und for methyl methacrylate, acrylonitrile, methacrylonitrile and 
fumaronitrile. Values determined fo r I, l-diphenylethene are displayed in the plot, but 
are not included in the fi ts. Alkenes containing aryl groups are usually excluded from 
such fits due to their reactivities being affected by electron delocalisation in the 
transition state fo rmed. 
III 
The values of log (k.) for the reaction of 2-hydroxy-2-propyl found by Fischer et. 
aI. l92 are also shown for these alkenes along with the linear fit for these alkenes alone 
(red line) and the linear fit for these and other less reactive alkenes (black line). The 
linear fits shown in green and blue are those found using data obtained in this work 
for the reactions of2-hydroxy-2-propyl and a-hydroxy cyclohexyl radicals 
respectively. Despite the gradient of these fits being significantly different to that 
found by Fischer et. aI. 192, the gradients are identical given that only values for these 
four alkenes is included. From this it is concluded that these two a -hydroxy radicals 
have identical nucleophilicity. Since both radicals are assumed to be equally 
nucleophilic, only their size affects their reactivity. Radicals formed on the backbone 
of cellulose are expected to react in a similar way to the above radicals . Their 
reactions are expected to be much slower due to the increased steric hindrance. 
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Figure 4. J 5 The relationship between the rate cons/ants for reaction and the electron 
affinity of the alkene. 
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4.3. Summary and conclusions 
TUITO et. al. 196 determined the rate constant of the reaction of many radicals with n-
butylacrylate. Here, the same method has been used to determine the reaction rate 
constants of several alkenes with two separate a -hydroxy radicals. The rate constants 
for the reaction of2-hydroxy-2-propyl radicals have been determined previously by 
other workers using different methods. The method of determining the rate constants 
of reaction of these radicals with alkenes has been shown to be adequate based on the 
fact that the values for 2-hydroxy-2-propyl radicals are close to values found by other 
workers 184.192. 
The rate constants for the reactions of the two a -hydroxy radicals vary similarly 
depending on the electron affinity of the alkenes, which indicates that these radicals 
have a similar nucleophi licity. Although efforts have been made to determine the 
relationship between the electron affinity of the alkene and the rate constant for the 
reaction, this has been found to be difficult, due to the small number of values 
obtained. A linear fit of alkene electron affinity versus log (k,) gave the same gradient 
for both the radicals. However, the fit for the 2-hydroxy-2-propyl radical was different 
to that found by other workers using a greater number of values. 
The rate constant values found in this work have shown that there is a significant 
difference in the reactivi ties of the two a-hydroxy radicals. This indicates that the size 
of the radicals hinders the reaction at the radical centre. It is possible that simi lar 
radicals on the polymer backbone of cellulose materials have a slower reactivity and 
that the bulk of the polymer has a significant effect. The increased size of the polymer 
backbone compared to the two radicals studied here may not lead to greatly increased 
steric hindrance as the polymer backbone may not be spatially close to the radical 
sites. 
It is noted that it is a large leap to extrapolate this conclusion from the comparison of 
two small radicals. Effects other than that of blocking access to a reactive site must be 
considered. Radicals on a polymer backbone will not be mobile as are the radicals 
studied here, and therefore, the reaction rate is expected to decrease as a result. 
Chapter 5 
Reactions between dyes and radicals 
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5. Reactions between dyes and radicals 
The rate constants fo r the reaction of dyes with radicals were determined both in 
methanol solution and when dyed on cotton linters, see chapter 6. These rate constants 
were determined using a similar approach to that fo r alkenes using Crystal Violet as a 
probe. There was no need to use a probe molecule, because the disappearance of the 
dye can be monitored directly. Instead of the use of a probe, the sample was 
monitored at the wavelength of maximum absorption of the dye, "'m.x. 
For most solutions, oxygen was removed by nitrogen bubbling. For solutions 
containing acetone however, thi s resulted in a substantial loss in the acetone from the 
sample due to its low boiling point. These samples were degassed using the freeze 
pump thaw technique as for samples containing alkenes with low boiling points. LFP 
of these solutions was carried out in a I mm pathlength cell set up at 45° to both the 
laser and arc lamp beams, as shown in Figure 2.4. When using a I mm cell, the 
absorbance of each solution is decreased compared to the 10 mm cell used in 
experiments in chapter 4. This decrease in the absorbance of the solution allows the 
dye concentration to be raised whilst it is still possible to analyse the so lution at "'rnox 
of the dye. Section 3.3 shows that an increase in the initial dye concentration leads to 
the dye depletion approaching first order behaviour. The closer to first order decay 
each trace is, the closer the rate constant fo und by plotting kobs versus dye 
concentration is to the actual rate constant. 
Us ing a I mm cell at 45° to the laser beam results in the absorbance of the laser light 
by the sample being greater than that measured on the Hewlett Packard diode array. 
The pathlength of the laser beam, as illustrated in Figure 5.1, through the sample is--./2 
mm. Therefore, the absorbance of the solution measured using the diode array 
. equipment should be multiplied by --./2 in order to obtain the actual absorbance of the 
laser beam by the solution. 
Laser 
beam Sample 
Diode 
-----"1<-+------7 ",ray 
beam 
1 mm 
J2mm 
Figure 5.1 IIlllstration of the increased palh/ength of the cell due 10 its position 
relative to the laser beam. 
5.1. Reaction of dyes with a-hydroxy-cyclohexyl radicals 
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The reaction of dyes with a-hydroxy-cyclohexyl radicals was studied in order to 
determine which factors affect the rate of the reaction. The majority of the studies 
involved the reaction of the a-hydroxy cyclohexyl radical as a model for cellulose 
radicals. In this section, only reactions of the a-hydroxy cyclohexyl radicals are 
considered. The reactions, in methanol solution, of both azo and non-azo dyes with 
this radical have been studied. The reactions of dyes with other radicals, including the 
2-hydroxy-2-propyl radical, have also been studied to a limited extent, and are given 
in the following sections. 
The a-hydroxy-cyclohexyl radicals were produced by photolysis, exciting at 355 nm, 
of methanol solutions of Irgacure 184, see Figure 4.2, page 96. For each solution used 
the concentration oflrgacure 184 was 0.108 mol dmo ] This concentration gave an 
absorbance of 0.54 at 355 nm. This means that the absorbance of the solution at 45° to 
the 355 nm laser beam is 0.76. This absorbance rises slightly, although not 
significantly, on addition of dyes to the solution. 
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5.1.1. Reaction of azo dyes 
The depletion of several azo dyes due to the photolysis of Irgacure 184 in nitrogen 
saturated methanol solution is shown in Figures 5.2-5. 12. Again, the other radical 
produced is assumed to be much less reacti ve than the a-hydroxy-cyclohexyl radical. 
Therefore, the reaction rate constant of this radical with the dyes can be easily 
determined, which is achieved using a similar method to that used for the a1kenes. 
Similar assumptions were made for these reactions as were made for the Crystal 
Violet samples. The rate constants, kd, are obtained in a similar way to the 
determination ofk, in chapter 4, using equation 3.9, which was determined in chapter 
3. 
(3.9) 
The observed rate constant of dye depletion is plotted against the dye concentration 
and the gradient taken as the rate constant for reaction of the dye with the radical, kd. 
Linear plots of the observed rate constant of dye depletion versus the dye 
concentration are shown, along with the observed depletion of the dye, in the 
following Figures. The data di splayed in these Figures begin with the simplest dye, 
Disperse Orange 3, which also has the lowest rate constant of the dyes studied. 
Following Disperse Orange 3, other simple dyes are shown and the change in 
structure is related to the change in rate constant. 
Disperse Orange 3 has a relatively simple structure, being a di-substituted 
azobenzene, the structure is shown along with the plots. This dye is not capable of 
azo-hydrazone tautomerism, and it is therefore the azo form that reacts with the 
radicals resulting in the loss of absorption of the so lution. The exponential fits to the 
experimental data are fairly poor, therefore the determined value of kd may be slightly 
higher than the true value. In chapter 3 worse fits than these have been shown to give 
values determined for the rate constant only a fac tor of two different to the set value. 
Again, as wi th the alkene reactions, the error displayed in the figures is only the error 
for the linear plot. The overall error for the rate constant values is given in the 
summary tables, pagesl21 , 127, 128, 138, and 157. 
0.00 
-0.02 
M 480nm 
·0.04 
[Disperse Orange 3]1 ~mol dm-3 
60 
130 
-- 150 
220 
380 
-0.06 ':--~---;~--~:---:-: 
o 50 100 150 
Delay time / J-ls 
116 
k. = 2 _5 +/- 0.6 . 10' dm' mor' 5 ' 
0_6 
0.4 I 
0.2 
50 100 150 200 250 
[Disperse Orange 3]/ J-lmol dm-3 
Figure 5.2 The depletion of Disperse Orange 3 shown along with its stJ'llcture and the 
linear fit used to determine kd. 
Orange I, shown below, has a slightly more complex structure. Unlike Disperse 
Orange 3, this dye is capable of azo-hydrazone tautomerism_ It is therefore possible 
for the dye to exist in either the azo or hydrazone form although it is most likely to be 
in the hydrazone form when dissolved in methanoI46,47, the solvent used in this set of 
experiments. 
Despite the difference in structure between the two dyes, Disperse Orange 3 and 
Orange I, the reaction rate constants determined for the two dyes are very close in 
value (2_5 and 2.8 x 108 dm) morl S- I) _ The exponential fits for the depletion traces of 
orange I were better than those for Disperse Orange 3. There may, therefore, be a 
difference in the reaction rate constants of the two dyes due to their differing 
structures, which has not been detected here. 
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Figure 5.3 The depletion of Orange I, shown along with its structure and the linearflt 
used 10 determine kd. 
The structure of Orange G differs from that of Orange I in the position of the hydroxy 
group, and the position of sulphonate groups in the two dyes differs. This difference 
in structure makes a small, but not necessarily significant difference in the rate 
constant. The dye with the hydroxy group in the ortho position, Orange G, has a 
slightly larger reaction rate constant (3 .6 x 108 dm3 mor l S-I) than that of the dye with 
the hydroxy group in the para position, Orange I (2 .8 x 108 dm3 morl S-I) . 
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Figure 5.4 The depletion of Orange G, shown along with its structure and the linear 
fttused to determine kd. 
The difference in structure between Acid Orange 7 and Orange G consists only of the 
position of sulphonate groups. Acid Orange 7 differs from Orange I only in the 
position of the hydroxy group. The rate constants for the reaction of Acid Orange 7 
was found to be higher (4.0 x [08 dm3 mor1 S-l) than the rate constants for the 
reaction of either Orange I (2.8 x 108 dm3 mor1 S·l) or Orange G (3 .6 x 108 dm3 mor1 
S-l) . The position of the hydroxy group appears to affect the rate constants, the 
hydroxy group in the ortho position leading to an apparently larger reaction rate 
constant. It is possible that Orange G is less reactive towards the radicals than acid 
orange 7 due to the sulphonate groups on the naphthalene ring, which may block a 
route of attack for the radicals. 
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Figure 5.5 The depletion of Acid Orange 7, shown along with its structure and the 
linearfit used /0 determine kd. 
Amaranth, which has an extra benzene ring and more sulphonate groups, has a larger 
rate constant than the other simple dyes (4.9 x 108 dm3 mor l S· I as opposed to values 
ranging from 2.5 - 4.0 x 108 dm3 mor l S· I) . The rate constant for Amaranth is not 
significantly different from the rate constant found for Acid Orange 7 (4.0 x 108 dm3 
mor
l S· I), so the difference in their structures is not thought to affect the reaction rate 
constants. 
The comparisons made above show that there is a possible difference in the rate 
constants for various dye structures. However, the error on the results is a similar 
magnitude to the differences observed, making definitive conclusions difficult. 
0.00 
-0.02 
6AS20nm 
·0.04 
·0.06 
o 
'~8v?7~' 
. , 
, . 
20 
[Amaranthl I f,mol dm" 
40 
20 
65 
90 
150 
230 
60 80 
Delay time 1 ~s 
'00 
,.".. . 
k. = 4.9 +1- 0.6 . 10' dm3 mar' s" 
2.5 
2.0 
, 5 
0.5 
o '00 200 300 
[Amaranth) 1 ~ol dm·3 
120 
Figure 5.6 The depletion of Amaranth, shown along with ifs structure and Ihe linear 
fit used 10 determine kd. 
In summary, for the simple dyes it appears that several factors can be thought of as 
affecting the rate constants. Firstly, the absence of a hydroxy group, and therefore 
ability to exist in a hydrazone form, leads to a lower rate constant possibly due to the 
lower reactivity of the azo form towards radicals. Hydroxy groups either ortho or para 
to the azo group lead to an increase in the rate constants and dyes with the hydroxy 
group ortho to the azo group have a larger reaction rate constant. Other factors, such 
as the blocking of radical attack by substituents may have an affect on the rate 
constant. It should be noted that the conclusions made here are based only on the 
limited data obtained by the study of a small number of dyes. The rate constants found 
for these simple azo dyes are summarised in Table 5.1. 
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Dye kd l dm' mor' s" Dye kd I dm' mor' s" 
Disperse Orange 3 Orange [ 
o,'u 
'""u 
I b ''''''0 2.5 ± 1.7 x 108 I: '<?l 2.8 ± I x 108 
'" '" 
NH, I 
A 
Orange G Direct Red 75 
(} OH 
'''w 
'?) A tP ~ ",0,' I ~..., 1.2 x 108 ". 1.5 x 108 3.6 ± q~' 3.9 ± 
00," ~'(U::-n 
~ ..... 
Acid Orange 7 Amaranth 
",0,,'0 "'if-?7~" I "'-:::: OH 4.0 1.3 x 108 4.9 1.4 x 108 o ~~B ± ± 
I..., 
So.,N • . 
Table 5.1 Rate constants jar the reaction oj several simple azo dyes with a-hydroxy-
cyclohexyl radicals in methanol at 20°C. 
Levanon et.a1.200 observed the formation of azobenzene radicals, which were formed 
by reaction of azobenzene with 2-hydroxy-2-propyl radicals formed by pulse 
radiolysis of aqueous propanol , by virtue of their absorption in the near UV region of 
the spectrum. In their work, Levanon et. al. 200 found rate constant values of 4 x 108 
dm3 mor l S-I (in water) and 3 x 107 dm3 mor l S·I (in neat isopropanol) for the reaction 
between azobenzene and 2-hydroxy-2-propyl radicals. These values are in agreement 
with those found here and displayed in the above table. 
The dyes that are shown in the following figures, procion orange MX-2R, procion 
orange H-ER and Reactive Red 120, are more complex than the dyes examined 
previously. These dyes have larger variety of groups attached to the benzene rings 
than the simpler dyes. Some of the dyes discussed below contain cWorotriazine 
groups, which allow their attachment to fabric through covalent bonds. 
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Figure 5.7 771e depletion oj Prociol1 Orange MX-2R, shown along with its structure 
and the linearjilused 10 determine kd. 
The structure of Pro cion Orange MX-2R is far more complex than that of the dyes 
discussed above. Despite this, the rate constant of its reaction with a-hydroxy 
cyclohexyl radicals is close to that found for the simple dyes. This is also the case for 
Direct Red 75, the rate constant for which is displayed in the Table above. The two 
dyes Red MX and Reactive Red 3, the structures of which are shown in the figures 
below, are simpler than Procion Orange MX-2R in terms of their overall structure. All 
three of these dyes have one azo group and contain chlorotriazinyl groups in their 
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structure. However, the rate constants for the reaction of the two dyes shown below 
are larger than those found for Procion Orange MX-2R. 
Figure 5.8 The structure of Red J\1X shown along Wilh the rate conSlant of its 
reaclion with a-hydroxy cyclohexyl radicals. 
Figure 5.9 The structure of Reactive Red 3, shown along with the rate constant of its 
reaction wilh a-hydroxy cyc/ohexyl radicals. . 
Reactive Red 3 and Red MX have one particular structural feature in common, which 
is not shared with Procion Orange MX-2R. This is the position of an amino group on 
the naphthalene ring of the molecule. For Reactive Red 3 and Red MX the amino 
group is attached at the 8 position, whereas Procion Orange MX-2R has an amino 
group attached to the 7 position. The numbering is shown in Figure 5.10 for both the 
azo and hydrazone tautomers. 
H ....... /Ar R NXX)°~ Ne 
' 7'l 2 -:?" 17 
H 3::"'" ::,.... 6 
4 5 
Figure 5.10 Azo-hydrazone tautomerism of amino-hydroxy-azo dyes showing the 
numbering used to define the positioning o/substiluenls. 
The position of this group clearly has a great effect upon the rate of reaction of the 
dyes with radicals. A possible explanation for this difference in rate may be that the 
dye radicals formed following reaction may be stabilised or destabilised by the 
position of the amino group. This same difference in rate constant was also observed 
in the polyazo dyes discussed below. 
The following dyes are polyazo dyes and include both reactive dyes, Reactive Red 
120 and Procion Orange H-ER, and a direct dye, Solophenyl Red 4G. Procion orange 
H-ER is effectively the dimer of Pro cion Orange MX-2R and a rate constant of the 
reaction of this dye is approximately twice that of Pro cion Orange MX-2R. 
[Prodon Orange H-ERJ 1 fllllol dm" 
11 
18 
34 
40 
47 
0.00 55 
-0.01 
l1A490 nm 
-0.02 
-0.03 
, \.,,' ~''''''''''' ".,f' =ry'-__ =-v-:,~ 
" , ., -; .<. ~ V ~ V" I' 
,0 .04 LL..---':c---'-.....,.~-...,....~-.,-' 
o 50 100 150 200 
Delay time 1 ~ 
kd = 5.7 +1- 0 .8 . 1 a' dm3 mol" s" 
0.6 
I 
0.4 
I 
I 
0 .2-'---_---~---~ 
20 40 60 
[Procion Orange H-ER] 1 flmol dm'3 
Figure 5.11 The depletion oj procion orange H-ER. shown along with its structure 
and the linearjit used to determine kd' 
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Figure 5. 12 The structure o/solophenyl red 4G, shown along with the rate constant 0/ 
its reaction with a-hydroxy cyclohexyI radicals. 
The rate constant for the reaction of Solophenyl Red 4G (6.0x 108 dm3 mor l S-I) is 
very close to that for Procion Orange H-ER (5.7 x 108 dm3 mor l S'I) . Both these dyes 
have two azo groups, but their structures are quite different in terms of the additional 
features in the molecule. Both Procion Orange H-ER and Solophenyl Red 4G have 
two azo groups attached to naphthalene rings, on which amino groups occupy the 7 
position. 
Similar to Solophenyl Red 4G and Procion Orange H-ER, Reactive Red 120 contains 
two azo groups. The amino groups on the naphthalene rings in Reactive Red 120 are 
attached in the 8 position. In the figure below, the structure of Reactive Red 120 is 
disp layed, and the rate constant for its reaction with a -hydroxy cyclohexyl radicals is 
considerably higher than that found for Procion Orange H-ER and Solophenyl Red 4G 
(1.4 x 109 dm3 mor l s''), This is further evidence in addition to the reaction rate 
constants for the reaction of the mono-azo dyes for the effect of the position of this 
ammo group. 
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Figure 5.13 The depletion of Reactive Red 120, shown along with its slructure and the 
linearfit used to determine kd. 
It is thought that reaction of the azo dyes with the radicals occurs at the azo group54,55. 
Reactive Red J20, which is the dimer of Reactive Red 3, has a rate constant double 
that of the monomer (1.4 x 109 dml mor' s·' as opposed to 6.7 x 108 dml mor' s·') . 
Procion Orange MX-2R and Procion Orange H-ER are also similar, and here also the 
dye with two azo groups reacts twice as fast as that with only one (5 .7 x 108 dml mor 
, s·' as opposed to 2.9 x 108 dml mor' s·') . The reaction rate for each pair of dyes in 
terms of per mole of azo groups is the same; which is consistent with the idea that the 
azo group is the reactive site. The values obtained for the rate constants, kct, for the 
more complex azo dyes are summarised in Table 5.2. 
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Dye kd I dm> mor ' s· ' Dye kd l dm' mor' s·' 
. 
(1 azo group) (2 azo groups) 
Procion Orange MX-2R Procion Orange H-ER 
QCr ~  ,J, l.O x 108 ~ '~ 2.0 x 108 2.9 ± "1" • .~ 5.7 ± I """= -.;:::, "-=:'H::" I ~AN.Jl.t1 c;& ... Xt\~·~ 
.& A H .. 
"",. 
... ' 
RedMX Solophenyl Red 4G 
N1N 2.2 x 108 ... ·· ... Xl:o'oo- 2.0 x 108 6.9 ± ' .>.::rx'.v ....... ~ .. '\ . 6.0 ± 
.)l,A , '" .-C .... 1'-./ ' "". '~',~'.,y~ & 1 A . .... ,.....,.. .y'"Y' ~ 
NIO:,S ::::,... ::... I so.* 
Reactive Red 3 Reactive Red 120 
,,-0 ~~-
6.7 2.2 x 108 C" . v'r,.~ 1.4 ± 0.5 x 109 ,~. ± ():so.N' OH tfl)l~el ;,' ~ /:C,.:J 
I 'm .". .. , 't:,.. '& "p- ~-..;: I A 
...., ",.. 
Table 5.2 Rate cons/ants for the reaction of several azo dyes with a-hydroxy-
cyclohexyl radicals in methanol at 20De. 
In work carried out by Jansen20 I, the reaction of dyes, some of which have been 
studied here, with singlet oxygen was studied. Singlet oxygen (02), an exited state of 
molecular oxygen can be formed by energy transfer from many excited species. 
Singlet oxygen undergoes unimolecular decay and can be observed by its 
phosphorescence emission at 1270 nm. Decay can also occur via non-radiative 
processes resulting from interaction with other species, with which it may also react 
chemically. In the case of dye degradation resulting from the production of singlet 
oxygen, Jansen considered the three reactions shown below. 
'0 
kdccay 30 
2 2 
'0 + dye k~hYS 30 , + dye 2 
'0 k 30 2 + products + dye [ ) 2 
Only the chemical reaction of the dye with singlet oxygen, and not physical 
quenching, results in the degradation of the dyes. The value of the rate constant, k" 
for the chemical reaction between singlet oxygen and several dyes was determined, 
and the table below displays values for the rate constants for reaction of dyes with 
singlet oxygen201 and a -hydroxy cyclohexyl radicals. 
Dye kd / dm' mol"' s' (k, / dm' mol"' s")'" ' 
Orange G 3.6 ± 2.0 x 108 1.4 ± 0.2 x 10' 
Acid Orange 7 4.0 ± 0.7 x 108 1.5 ± 0.2 x 10' 
Amaranth 4.9 ± 0.6 x 108 1.3 ± 0.1 x 10' 
Reactive Red 120 1.4 ± 0.1 x 109 2.8 ± 0.3 x 103 
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Table 5.3 Rate constants f or the reaction of azo dyes with a-hydrory-cyclohexyl 
radicals (k,J and singlet oxygen (k,/Ol in methanol a/ 20°e. 
• Orange G 
15 ~ • AcId Orange 7 
• Amaranth 
• 
• Reactive Red 120 
10 
5 • , 
0.0 0.5 1.0 1.5 
k,l 105 M " s" 
Figure 5. J 4 The relationship between the rate constants for the reaction of azo dyes 
with a-hydroxy cyclohexyl radicals and singlet oxygen. 
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It appears, from the plot shown above, that there is a negative relationship between 
the two rate constants, although it is not clear why thi s is so. The reaction rate 
constant for the reaction between Reactive Red 120 and singlet oxygen is significantly 
lower than the values for the other dyes, this may be an error in the results as no 
explanation was attempted20 ' as to why this was so. Due to the small number of points 
on the above plot, no clear relationship can be determined. 
Jansen201 also looked at the photodegradation of these dyes in methanol so lution with 
various singlet oxygen sensitisers and found that Reactive Red 120 was less 
susceptible to degradation than the more simple dyes studied. This is opposite to that 
found in the work carried out here, which will be discussed in chapter 7, on the 
photodegradation of dyed cotton linters . These results indicate that the involvement of 
singlet oxygen in the photofading of dyes on ce llulosic substrates is not as great as the 
invo lvement of radical s. 
5.1.2. Reactions of non-alO dyes 
The reaction of non-azo dyes with the a -hydroxy cyclohexyl radicals was also 
surveyed. This study was carried out in order to determine whether other types of dye 
were more or less susceptible to radical attack than azo dyes. 
Two dyes of the same type were chosen so as to determine the rate of reaction of both 
dyes. This was done to ensure that additional groups attached to the main structure did 
not affect the reaction rate significantly. The dyes used were chosen on the basis of 
their solubility in methanol and low extinction coefficient at 355 run. A low extinction 
coefficient at this wavelength is necessary so that the initiator, and not the dye, 
absorbs a large proportion of the laser light. 
Two anthraquinone dyes, Solvent Blue 35 and Acid Green 25, were studied, but only 
one phthalocyanine dye, Reactive Blue 15, was used because other commercially 
available phthalocyanine compounds were found to be insufficiently soluble in 
methanol. The triphenylmethane dye Brilliant Green was chosen in order to compare 
its rate of reaction with that found in section 5.2. 1 for the reaction between 
2-hydroxy-2-propyl rad icals and Crystal Violet. 
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The reaction rate constants were determined in the same way as for the azo dyes . In 
general, these dyes were found to be more reactive than the azo dyes towards 
a.-hydroxy cyclohexyl radicals. The loss of absorption at ""nox of these dyes at 
different concentrations is shown in Figures 5.17-5.24 together with the linear plots of 
observed rate constant versus dye concentration. 
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Figure 5. J 5 The depletion of Acid Green 25, shown along with ifs structure alld the 
linear filused 10 delermine kd. 
For the anthraquinone dyes, Acid Green 25 and Solvent Blue 35, the rate constants for 
their reaction with the a.-hydroxy radicals are not much different to those found for 
the azo dyes examined. The reaction rate constant for Acid Green 25 is smaller than 
that for Solvent Blue 35 . This may be due to the steric hindrance of the phenyl groups, 
which may restrict the access of the attacking radical, in the Acid Green 25 structure 
as opposed to the smaller groups in Solvent Blue 35. 
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Figure 5. / 6 The depletion oj Solvent Bllle 35, shown along with its structure and Ihe 
linearfit used to determine kd. 
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Figure 5.17 The depletion of Safranine 0, shown along with its structure and the 
lillearflt used to determine kd. 
Safranine 0 , an azine dye, and Basic Blue 3, an oxazine dye, have similar strutures. 
The main difference in the structure being the replacement of a nitrogen atom 
(Safranine 0 ) with an oxygen atom (Basic Blue 3). This difference, and perhaps the 
phenyl group present in Safranine 0 , leads to the rate constant for the reaction of 
Safranine being lower than that of Basic Blue 3. 
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Figure 5. J 8 The depletion of Basic Blue 3, shown along with its structure and the 
linear fit used to determine kd. 
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Figure 5, 19 The depletion of Indocyanille Greell, shown along with its structure and 
the linear fit used to determille kd. 
There are many sites in Indocyanine Green where radical attack is possible. Attack at 
one of the C=C bonds would discolour the molecule if it occurred. The reaction rate 
constant is fairly high for an alkene, see Table 4 .1, probably because there are four 
alkene groups available for radical attack. 
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Figure 5.20 The depletion of Brillial1t Green, shown along with its structure and the 
linear fit used 10 determine kd. 
The rate constant for the reaction between Brilliant Green and a-hydroxy cyclohexyl 
radicals was very close to that found for the reaction between 2-hydroxy-2-propyl 
radicals and Crystal Violet, section 5.2.1. 
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Figure 5.21 The depletion of Methylene Blue. shown alollJ! with its stl'llcture and the 
linearfit used to determine kd. 
There appears to be no significant difference in the rate constants for the reaction of 
Methylene Blue and Azure B with the radical. The structures differ only in the extra 
methyl group on methylene blue as opposed to a hydrogen in Azure B, so this is not 
surpnsmg. 
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Figure 5.22 The depletion of Azure B, shown along with its structure and the linear fi t 
used to determine kd. 
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Dye kd / dm' mor l S·I Dye kd / dm' mor l s· 
Acid Green 25 Solvent Blue 35 
Nao,sDMt 
o "' 0 "'~ 
cQQ 7.5 ± 2.5 x 108 c<;Q l.l ± 0.3 x 109 
0 N~U~. 0 ~~ 
Crystal Violet Bri lliant Green 
M. M. ~I M."o/'-M. 
0.6 x 109 
M' -'H~ 
0.5 x 109 1.8 ± fi "'- 1.4 ± I 
~I I I 
,H, A M. M. M. M . 
(2-hydroxy-2-propyl) 
Indocyanine Green Reactive Blue 15 
W~ ~ I' . .,. "'u " 'k.~~) ~.1-~I/,/~h 
"" 
2.0 ± 0.9 x 109 1.6 ± 0.6 x 109 
~so,r;, " to 11- AJ.. "'vv! . ff·1} ,,~ 
• .o,s ~ h ¥ 
Basic Blue 3 Safranine 0 
-Ct":(\ 3.1 ± 1.0 x 109 M'U):;(' 9.8 ± 3.0 x 108 M. ..... A ~ ~ .............. I "''''''' NON. M, 
--" '"' --" ~. I; H,N 2) N~ M. 
~ I 
Methylene Blue Azure B 
-Ct":(\ J):":U '" ~ "" '" '< "" M . ..... lA ~ ~ ..... M. M...... I A ~ ~ ... MI 7 S 7- 5.8 ± 2.0 x 109 ~ s ~ . 6.0 ± 2.0 x 109 M. M. M. 
Table 5.4 Rate constants/ or the reaction o/non-azo dyes with 
a-hydroxy-cyclohexyl radicals. 
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Hayon et. al. 202 reported values for the rate constants of the reaction of dyes with 
2-hydroxy-2-propyl radicals, which were produced by pulse radiolysis . They reported 
values of2.3 x 109 dm3 mor ' S· I for Crystal Violet and 4.4 x 109 dm3 mor' S· I for 
Methylene Blue, which are in agreement with the values displayed in the table above. 
Hayon et. al. 202 followed the reaction by monitoring the loss of visible absorption at 
the A.nax of the dye, as was done in this work. 
In general, the dyes that react with a-hydroxy cyclohexyl radicals at the fastest rate 
are positively charged, whilst the lowest rate constants are found for the azo and 
anthraquinone dyes, which are neutral species. This small difference in rate constants 
may be due to the nucleophilic nature of the radicals. 
5.1.3. Air saturated solutions 
A limited number of studies were carried out on the reactions of dyes with radicals in 
air saturated solutions. Only photolysis of Irgacure 184 in the presence of dyes and 
oxygen was carried out. The presence of oxygen resulted, as expected, in the 
reduction of the amount of dye degradation. Examples of this are shown in Figures 
5.23 to 5.25 . No attempt was made to control the oxygen concentration, only the two 
cases of air saturation and degassing / nitrogen bubbling were studied. 
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Figure 5.23 The depletion of Amaranth due to the phOIO!ysis of /rgacure 184 in the 
presence and absence of oxygen. 
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Figure 5.24 The depletion of ProcioJ/ Orange H-ER due 10 Ihe phololysis of Jrgacllre 
J 84 in the presence and absence of oxygen. 
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Figure 5.25 The depletion of Procion Orange MX-2R due 10 the photolysis of 
Jrgacllre J 84 in the presence and absence of oxygen. 
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Oxygen is expected to react with a -hydroxy radicals to produce peroxy rad icals. The 
dye depletion decreased in the presence of oxygen, which indicates that the oxygen 
competes with the dye for the radicals . It was hoped to be possible to determine the 
rate constants of reaction of the dyes with peroxy rad icals, produced by reaction of the 
radicals with oxygen, but this was fo und not to be possible with the data obtained. 
The reactions thought to be occurring in the presence of oxygen are li sted below: 
. 
a + dye 
kd products 
a 
. 
+ ° 2 
kox ) a0 2 • 
a0 2' + dye 
k~er products 
The rate constant for the reaction of these radicals with oxygen, kox, is expected to be 
close to diffusion controlled, due to the high mobili ty of oxygen within solutions and 
its high reactivity with radicals. The rate constants for the reaction of oxygen with 
phenyl and tertiary-butyl radicals have been found to be 4.4 x 109 and 4.9 x 109 dm3 
mor' s-' respectively203. Following the initial depletion thought to be due to the initial 
a -hydroxy radical, no evidence of a further depletion, due to the peroxy radical, is 
apparent. either of the rate constants, kox or kpcr, have been determined due to the 
large amount of noise on the depletion signals obtained in the presence of oxygen. 
Figure 5.26 shows the effect of oxygen on the depletion of Methylene Blue, which is 
found to be different than for the other dyes. The effect of oxygen on the dyes 
previously shown is simply to decrease the depletion, but two effects are noticed in 
the case of Methylene Blue, both decreased depletion, as with the other dyes, 
fo llowed by recovery of absorption by the dye. 
It is believed that the initial depletion is lessened due to competition for the radicals, 
as with the depletion of other dyes. The recovery of the dye could be due to the self-
reaction of Methylene Blue radicals to form the hydroquinone and regenerate the 
methylene blue cation. The hydroquinone, which was not observed due probably to 
the high absorption of the Methylene Blue ground state, may then react with oxygen 
to form the ground state, as shown in Figure 5 .27. 
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Figure 5.26 The depletion of Methy lene Bllle due to the photolysis of 1rgacure 184 in 
the presence and absence of oxygen. 
-too. 
OH 
y + MB --..,~- MBH2 + MB+ o 
Figure 5.27 The possible effect of oxygen on the reaction of Methylene Bllle with 
radicals. 
5.2. Reaction of dyes with 2-hydroxy-2-propyl radicals 
In most cases, the reaction of dyes with the 2-hydroxy-2-propyl radicals was studied 
by following the loss of the dye at the wavelength of maximum absorption. In the case 
of Crystal Violet, the reaction with the radical was monitored, as described below, by 
following the rise of the absorption of the Crystal Violet radical. The production of 2-
hydroxy-2-propyl radicals was achieved in two different ways, either by photolysis of 
[rgacure 2959 or acetone; the results achieved using these methods are shown below. 
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5.2.1. Photolysis of lrgacure 2959 
The photolysis of Irgacure 2959, see Figure 4.1 page 96, leads to the formation of a 
benzoyl radical and a 2-hydroxy-2-propyl radical . As mentioned above, the reaction 
of the benzoyl radical is much slower than the reaction of the 2-hydroxy-2-propyl 
radical. The disappearance of the dye is, therefore, attributed to its reaction with the 2-
propyl-2-hydroxy radical. 
Firstly, the reaction of Crystal Violet with 2-hydroxy-2-propyl radicals was studied. 
This reaction is observed in a different way to that for the other dyes in that the loss of 
the dye was not observed directly. The reaction was fo llowed by observation of the 
Crystal Violet radical produced, as for the alkene measurements in chapter 4 . A set of 
solutions containing the same concentration oflrgacure 2959 (1 .8 x 10-1 mol dm-\ 
with varying concentrations of Crystal Violet between 20 and 130 ~mol dm-1 were 
prepared. Each of these solutions was bubbled with nitrogen and several traces were 
taken with separate samples of each solution. 
The traces recorded for the solutions containing different concentrations of Crystal 
Violet are shown in Figure 5.28 . This figure also shows the first order rate equation 
fitted to the data. A plot of the observed rate constant versus Crystal Violet 
concentration is displayed in Figure 5.29. 
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Figure 5.28 Rise a/the Crystal Violet radical catiol1- Variation with change in the 
Crystal Violet concentration. 
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Figure 5.29 The relalionship belWeen the observed rate constant and the 
concentration of Oystal Violet. 
A linear fit of the above plot gives: k obs I s'! = 3.4 x 10s + (1.8 X 109) [CV'] 
Therefore, from this method: kc = 1.8 ± 0.3 x 109 dm3 mort s' ! 
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The disappearance of other dyes due to the photolysis oflrgacure 2959 is shown in a 
series of plots in Figure 5.30, below. 
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Figure 5.30 Depletion ofvariolls dyes due to the photolysis of JrgaclIre 2959. 
Dye k<t / dm' mol" 5'/ 
Reactive B[ue 15 2.3 ± 0.2 x 109 
Reactive Red 120 1.6 ± 0.1 x 10' 
So[ophenyl Red 4G 9.0 ± 1.0 x 108 
Reactive Red 3 7.7 ± 0.6 x 10' 
Red MX 5.1 ± 0.7 x 108 
Amaranth 5.8 ± 0.8 x 10' 
Table 5.5 Reaction rates of dyes with 2-hydroxy-2-propyl radicals. 
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The values displayed here and for a -hydroxy cyclohexyl radicals are of the same 
order of magnitude and vary with dye in the same way - i.e. dyes with two azo groups 
react twice as quickly than those that have only one. At first glance these values are 
similar to the values found for the a -hydroxy cyclohexyl radical. However, a plot of 
kah (rate constants for the reaction with a -hydroxy cyclohexyl radicals) versus k2h 
(rate constants for the reaction with 2-hydroxy-2-propyl radical), which is shown 
below, shows that they are not the identical. In fact, the relationship between the two 
values is similar to the relationship found between these two rate constants for the 
reaction of the radicals with alkenes, see Figure 4. 14. 
T 
• 
1.5 T 1 
';" r-~/ en 
';" / / 0 
E 
M 1.0 E 
"0 
'" 0 
f--. -j ~ 
-. ..L 
1i 
.>< 0.5 T 
k ah 0.77 k 2h 
0.5 1.0 1.5 2.0 2.5 
k2h 1109 dm3 mor1 5 .1 
Figure 5.31 The relationship between the rate cons/ants/or the reaction between dyes 
and two a-hydroxy radicals. 
5.2.2. Photolys is of acetone 
Acetone can be photolysed with 266 run light, which results in the production of2-
hydroxy-2-propyl radicals. Other reactive species are also produced, but it is thought 
that the dye reacts with the 2-hydroxy-2-propyl radicals only. The reaction rate 
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constants of the dyes with the photolysed acetone is similar to the rate for reaction of 
the dyes with photolysed lrgacure 2959. 
Therefore, the photolysis of acetone in an aqueous solution of a dye can be used to 
determine the reaction rate of that dye with 2-hydroxy-2-propyl radicals . This method 
has been applied to Direct Green 26, which has a low solubility in methanol. The 
traces recorded of the depletion of Direct Green 26 are shown in Figure 5.32. Plots of 
the observed rate constant versus dye concentration are shown for three dyes in Figure 
5.33 . 
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Figure 5.32 The depletion of Direct Green 26 due to the photolysis of acetone, 
displayed along with its molecular structure. 
0.6 0.6 
0.2 T __ !- -
-- ! -
/ 
T / 
X 
, 
, 
, 
, 
/ 
, 
/ 
/ 
0.6 
02 T 
1 
T T/ 
. / 
T1 
/ 
r / ( / 
Y 
0204060020 40 60020 40 60 
(Direct Green 26J I " mol dm" (Solophenyl Red 4GJ I "mol dm" (Reactive Red 120J I " mol dm" 
Figure 5.33 Reaction rates of dyes with photolysed acetone. 
Dye kd / dm' mor' s" kd / dm' mol-' s" 
(lrgacure 2959) (acetone) 
Solophenyl Red 4G 9.0 ± 3.0 x 108 9.8 ± 4.0 x 108 
Reactive Red 120 1.6 ± 0.5 x 109 1.1 ± 0.5 x 109 
Direct Green 26 2.2 
-
± 0.9 x 108 
ISO 
Table 5.6 The rate constants for reaction of dyes with 2-hydroxy-2-propyl radicals 
produced by the photolysis of frgacure 2959 and acetone. 
The table above illustrates that the rate constants found using the two methods are not 
widely different. However, a study of a greater number of dyes, which has not been 
carried out here, would be needed to confirm this. The reaction rate constant found for 
Direct Green 26 is significantly lower than would be expected for a dye with three azo 
groups in its structure. This low value, similar to the values found for monoazo dyes, 
may be explained by consideration of the nature of the azo groups. Of the three azo 
groups in Direct Green 26, only two have a hydroxy group close by and so may exist 
as the hydrazone tautomers. [t may be that the reaction of the hydrazone groups take 
place in preference to the reaction with the other azo group. Another reason may be 
that Direct Green 26 has two chromophores In its structure, and therefore the reaction 
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of Direct Green 26 with the radicals may not be detected by observation at 643 nm 
only. This observation may lead only to a rate constant for the reaction of part of the 
molecule. Other regions of the molecule may react and not affect the absorption at the 
observed wavelength. 
Another advantage of using acetone as opposed to the photoinitiators previously used 
is that the transient absorption spectrum can be measured over a larger wavelength 
range. The photoinitiators may be photolysed by the analysing light if this light 
includes wavelengths lower than 410 nm. This problem does not arise for acetone due 
to the fact that it does not absorb above 300 nm. The transient absorption spectra, 
Figure 5.34, show the depletion of the dye and, most noticeably in the case of 
Solophenyl Red 4G, a small transient absorption below 400 nm. 
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Figure 5.34 Transient absofption spectra of dyes and ace/one. 
The transient absorption below 400 nm is thought to be due to the hydrazyl radical of 
the dyes. The hydrazyl radical was expected to absorb here, due to the fact that the 
hydrazyl radical of azobenzene204 and of azobenzene derivatives66•74 have been 
observed in this region. The formation and decay of these hydrazyl radicals is 
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depicted in the following figure . The lifetime of these species was found to be less 
than 200 ~s for three of the dyes. For amaranth, no decay of the signal was seen over 
the timescale used. 
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Figure 5.35 Rise alld decay of species formed 0 11 photolysis of acetone. 
5.3. Reaction of dyes with the r adica ls produced by photolysis of 
Irgacure 819 
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A disadvantage in this work is that the disappearance of the dye is not due to only one 
of the radicals produced. Using the Crystal Violet probe, one can be confident that the 
Crystal Violet radical is produced only by reaction of lhe probe with one radical. This 
was shown by Turro l96 et. al. and in thi s work, page 73, using a photoinitiator that 
produces benzoyl and phosphinoyl radicals. 
Therefore, in an attempt to show with which radical the dye reacts, the reaction of the 
dyes with benzoyl and phosphinoyl radicals was studied. Photolysis of a 
benzoylphospine oxide, which is known to produce benzoyl and phosphinoyl radicals, 
was carried out. The benzoylphosphine oxide used here was lrgacure 819, the 
structure and photolysis of which is illustrated in Figure 5.36. 
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Figure 5.36 Photolysis of Irgacure 819 
The photolysis of Irgacure 819 was carried out in the presence of dyes . From these 
stud ies the rate constants for reaction between the dye and these radicals can be 
determined. This rate constant is either an average of the reaction rate of the dye for 
both radicals or the rate of reaction of the most reactive radical. The most reactive 
radical is assumed to be phosphinoyl radical as other workers have found l7l , '73,203 this 
to be the case fo r its reaction with alkenes. The reaction of the dyes with photolysed 
benzoyl phosphine oxide has been found to be approx imately a thousand times slower 
than the reaction with photolysed a.-hydroxy ketones. The plots in Figure 5.37 di splay 
the loss of dye due to the photolysis of Jrgacure 819 for four dyes . 
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Figure 5.3 7 The depletion of dyes due to the photolysis of ftgacure 819 in methallol 
saturated with nitrogen at 20°C. 
The photolysis oflrgacure 819, see Figure 5.36, leads to the formation of benzoyl and 
phosphinoyl radicals. The disappearance of the dye upon photolysis ofIrga.cure 819 
has not been attributed to either one of the radicals produced, although it is assumed 
to be the phosphinoyl radical that is reacting, resulting in the loss of dye. 
These results contrast with work carried out on the reaction rate of alkenes with 
similar radicals. Kamachi et. a!. 172 found, by time-resolved EPR measurements, rate 
constants, some of which are displayed in Table 5.7 below, in the region 106 - 107 dm3 
mor) s-) for the addition of diphenylphosphinoyl radicals to many alkenes. 
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Alkene k. / dmj mor' s·' k. / dmJ mor' s·' k. / dmJ mol"' s·' 
CC6HSOH) (O·PPh2) 172 (O.PPh2) ' 73 
Acrylonitrile 8.3 x 107 1.8 x 107 
Methyl methacrylate 8.5 x 106 1.6 X 107 6 X 107 
I, I-diphenyl ethene 2.3 x 106 2.4 x 107 
Styrene 5.4x 10s I.I x l 07 6 X 107 
Vinyl acetate < 10' 2.7 x 107 
Table 5.7 The reaction rate constants f or the reaction between alkenes and the two 
radicals O·PPh; and ·C6HsOH. 
The above table displays the difference in rate constants depending on the alkene 
electronegati vity found for the reaction of the a -hydroxy cyclohexyl radical , as 
discussed in chapter 4. The rate constants for the reaction of the diphenylphosphinoyl 
radical are consistently high, but the values do not vary according to the 
electronegativity of the alkenes. This suggests that the diphenylphosphinoyl radical is 
not nucleophilic, as opposed to the a -hydroxy cyclohexyl radical. 
The rate constants may be high for the diphenylphosphinoyl radical due to other 
factors , for example a high reaction enthalpy. Kamachi et. al. 172 concluded that the 
rate of reaction of the diphenylphosphinoyl rad ical with phenyl substituted alkenes 
was increased by stabilisation of the adduct rad ical. 
The rate constants for the reaction between the dyes and the phosphinoyl radical used 
in this work are approximately two orders of magnitude lower than the rate constants 
displayed in the above table for alkenes. As the reaction of the phosphinoyl radical is 
not greatly affected by steric factors , the relative orientation of the reacting species 
may be more important in determining the reaction rate. The phosphinoyl rad ical used 
in this work is also slightly different to the diphenylphosphine radical for which rate 
constants for the reaction with alkenes are displayed in the above table. The 
phosphinoyl radical used in this work is slightly larger than that used in the alkene 
157 
work 172,173 Also, the radical includes a carbonyl group, the presence of which may 
affect the reactivity of the radical. The dyes used in this work are much larger than the 
alkenes and their bulk may affect the approach of the radical and thus decrease the 
rate constant value. 
The values obtained for the rate constants for the reaction between the phosphinoyl 
rad ical and several dyes are summarised in Table 5.S. Again, as with the reactions of 
the a -hydroxy radicals, methylene blue is more reactive than the azo dyes. 
Dye kd / dm j mor l S'I 
Methylene Blue 9.2 ± 3.0 x 106 
Procion Orange H-ER 5.2 ± 1.5 x 10s 
Reacti ve Red 3 4.9 ± 1.5 x 105 
Solophenyl Red 40 3.3 ± 1.0 x 105 
Amaranth 1.9 ± 1.0 x 105 
Direct Red 75 6. 1 ±3.0x 104 
Table 5.8 Reaction rates of dyes with the radicals produced by photolysis of [rgacure 
819 in methanol at 20°C (all azo dyes except for methylene blue). 
The rate constants for the reaction of dyes with the photolysis products of Irgacure 
S19 (phosphinoyl and benzoyl radicals) are approximately one thousand times lower 
than for the reaction of the dyes with the photolysis products of Irgacure IS4 or 2959 
(a-hydroxy and benzoyl radicals). Based on this vast difference in rate constants, it is 
concluded that the results shown in Tables 5.1 , 5.2, 5.4 and 5.5 are the rate constants 
for the reaction between the dyes and the a-hydroxy radicals, as was previously 
assumed. 
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5.4. Summary and conclusions 
In till s chapter the rate constants for the reaction of dyes with radicals have been 
determined. It was found that the rate of reaction of azo dyes was slower than that of 
other dye types. The rate of reaction of azo dyes was linked to the number of azo 
groups in the molecule, in that the rate constant doubled for two azo groups as 
opposed to one. This supposition fits in with the work of van Beek et.al. 123 , who 
found that in photoreduction of azo dyes the azo group was attacked. 
Other structural fac tors in the azo dyes were also found to have an effect on the 
reaction rate. It has been suggested here that the position of an amino group in the 
molecule may affect the reactivity of the dyes . It is not known why the amino group 
has such an effect, but it was suggested that the stability of the adduct radical may be 
affected by the position of the amino group, which in turn affects the rate constant for 
the reaction. 
For other types of dye no link has been made between the rate of reaction and the 
structure of the dye as only a small number of dyes were studied. The thionin type 
dyes (Methylene Blue and Azure B) are the most reactive dye type studied here, but 
the reason fo r this is unclear. It is possible that the dyes with an overall positive 
charge are more reactive towards the a -hydroxy cyclohexyl radical s than the neutral 
dyes because of the nucleophilic nature of the radical. 
The reaction of dyes with the smaller a -hydroxy radical, 2-hydroxy-2-propyl, was 
studied to a limited extent. The reaction rate constants fo r the reaction of several dyes 
was determined in methanol solution by the photolysis oflrgacure 2959. These va lues 
were found to differ significantly from those found for a -hydroxy cyclohexyl 
radicals, the ratio between the rate constants being identical to that fo und for the 
alkenes (kac / k2h = 0.76). 
Attempts were also made to determine the rate of reaction of dyes that could not be 
di ssolved in methanol, using acetone in water. This method shows a similar rate of 
reaction for Reactive Red 120 and Solophenyl Red 4G to that found using Irgacure 
2959 to produce the radicals. Using acetone to produce 2-hydroxy-2-propyl radicals 
allows the detection of transient species that absorb light in the near UV region of the 
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spectrum. For the four dyes studied some evidence for transients absorbing below 400 
nm was found. These transient species are assumed, based on the results found for 
azobenzene204, to be the hydrazyl radicals of the azo dyes . These transient signals 
were found to have a lifetime of less than 200 ~lS for three of the dyes - Solophenyl 
Red 4G, Direct Green 26 and Reactive Red 120. 
The reaction of dyes with photolysed Jrgacure 819 was also studied and it was found 
that the dyes reacted one thousand times slower than for the other radicals. These rate 
constants were assumed to be for the reaction of the phosphinoyl radicals and not the 
benzoyl radicals, due to the known greater reactivity of the phosphinoyl radicals l 71. 
The low rate constants found for the dyes are in contrast to the reaction of 
phosphinoylradicals with alkenes studied by other workers 172, I 73 
Chapter 6 
Reaction of radicals with dyes on cotton and cotton 
!inters 
160 
6. Reaction of radicals with dyes on cotton and cotton Iinters 
The steady state fading of dyes on cotton and how that fading is affected by the 
addition of photoinitiators to the system is discussed in chapter 7, and in chapter 5 the 
reaction of radicals with dyes in so lution is reported. In this section attempts to study 
the reaction of dyes with rad icals on cotton, in order to get a fuller picture are 
outlined. The experimental technique used was diffuse reflectance laser flash 
photolysis, which is discussed in section 2.9. 
Both dyed cotton fabric and dyed cotton linters were used in this study. The reaction 
rates were determined as for solutions, plotting the observed rate constant versus dye 
concentration. The dye concentration of these samples was determined by the method 
shown below. Rate constants have been measured only for the cotton fabric samples. 
These samples, al though more difficult to dye evenly, are much easier to rinse. 
Therefore, the unfixed dye can be removed easily, so a wider range of dye 
concentrations were obtained. 
The photoinitiators were adsorbed to the cotton by adding a methanol so lution of the 
photoinitiator and allowing the methanol to evaporate slowly. Initially, the intention 
was to use 355 nm light, so the loading of the photoinitiator added to the solution was 
large (200 Ilmol g.! ). Using 355 nm light was not very successful, so 266 nm was 
used instead because the photoinitiator absorbs a greater proportion ofl ight in this 
region. Excitation at 266 nm was not used with solutions because some of the dyes 
were found to photodegrade on absorption of 266 nm radiation in the absence of a 
photoinitiator. This was found also, but only to a limited extent, on cotton. For all 
experiments mentioned here, 266 nm light has a very small effect on the dye alone on 
cotton. 
These experiments were carried out on both dry and wet cotton using both Jrgacure 
2959 and lrgacure 184. Also, 4-hydroxyTEMPO, which is a stable free radical, was 
added in some cases in order to compete with the dye for the radicals. This was 
adsorbed onto the fabric in the same manner as the initiators. 
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6.1. Determining the concentration of dye on cotton 
The process of dyeing cotton linters or cotton fabric results in a loss of some of the 
dye originally added. Therefore, the amount of dye present on the solid is less than the 
amount added, and can be determined by the reflectance of samples at the wavelength 
of maximum absorption. It is necessary to know the concentration of the dyes in the 
cotton in order to determine the rate constants for their reaction with radicals in this 
medium. 
The absorption coefficients of dyes in solution can be easily determined using the 
method described in chapter 2. The determination of the absorption coefficients of 
dyes on cotton linters or fabric is more complex and only relative values have been 
measured here. This is all that is required as the only purpose was to find the 
' concentration ' of dye present on dyed samples. The experiments carried out are 
described below. 
6.1.1. Dyes on cottonlinters 
Figure 6. I shows reflectance spectra for Reactive Red 3 at different loadings on dry 
cotton linters. It can be seen that the shape of the curve does not change significantly 
and there is no shift in the ",",ax value. Both of these indicate that there is no 
aggregation of the dye on the surface. This was also found for the other dyes studied. 
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Figure 6. f Effect of varying the dye loading Oil the reflectance spectra. 
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Figure 6.2 Remissionfimction plots oJvOIying dye loading on cotton/infers. 
Figure 6 .2, above, shows the remission function plots of Reactive Red 3 at differing 
loadings. It is the value of the remission function and not the reflectance that is 
expected to change linearly with concentration. The reflectance spectra for several 
dyes at various loadings and the corresponding remission function plots are shown in 
Appendix 1. 
The linear relationship expected between remission function and dye loading was 
found for all dyes studied. However, at higher loadings this linear relationship breaks 
down. This is thought to be due to the error in the measurement of highly absorbing 
samples. It is also possible that a certain amount of aggregation has taken place. 
Therefore, when considering the fading of samples that reflect little light, it is 
important to take note of the compounding errors involved. 
Plots of remission function versus dye loading for several dyes are shown in Figure 
6.3. It can be seen that the relationship is definitely linear. The linear fits pass through 
zero. Therefore, the concentration of dye on the surface can be determined by 
dividing the remission function at a given wavelength by the gradient of these plots. It 
is noted that in these plots the concentration of dye has units of ~mol g". The more 
usual units for concentration are mol dm·J 
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The absolute extinction coefficients can not be obtained because S is unknown. Using 
equations 1. 11 and 1.12, page 25, one can get equation 6.1. 
F(R) = 2E'C 
S 
(6.1) 
Therefore, the gradient of the plots ofrentission function versus concentration is 
2E'/S . In Appendix 2, the deterntined value ofE'/S for several dyes on cotton fabric 
and cotton linters are displayed in a table. 
• Solophenyl Red 4G 
• Procion Orange H-ER 
• • Reactive Red 3 4 
• Direct Green 26 
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Figure 6.3 Relationship between remission junction and dye loading on cotton !inters. 
The concentration of absorbing species in units of ~mol g"1 can be deterntined using 
plots sintilar to that shown above. Once a concentration has been determined in these 
units, conversion to mol dm"l is achieved in the case of cotton fabric, using the value 
for the density of cotton20S of 1.50 g cm-] 
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6.1.2. Dyes on cotton fabric and Avicel (microcrystalline cellulose) 
The reflective properties of cotton are different to those of cotton linters. Cotton 
linters exists as a powder of small particles, whereas, cotton fabric is woven strands of 
fibre. Therefore, the scattering coefficient is expected to differ between the two 
substrates. 
Cotton and cotton linters both have amorphous and crystalline regions in their 
structure. Avicel, which is a type of microcrystalline cellulose, has no amorphous 
structure. Also, the particle size of avicel is much smaller than that of cotton linters. 
This leads to a change in its reflecting properties. Figure 6.4 shows the reflectance 
spectra for Direct Red 75 on cotton fabric, cotton linters and avicel. lf one looks at the 
region of the spectrum in which the dye does not absorb, it can be seen that the 
reflectance of the samples increases as the particle size decreases. The change in the 
particle size changes the scattering coefficient of the material, which in turn affects 
the reflectance of the material, equation 1.11 , page 25 . 
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Figure 6.4 Reflectance pectra a/various cellulose sal'np!es with Direct Red 75 
adsorbed. 
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6.2. Reaction of dyes with radicals on wet cotton 
Unfortunately, the rate constants for reactions on cotton linters were not obtained, as 
mentioned above, due to the small number of samples that were prepared and the 
greatly increased preparation time compared to the cotton fabric samples. The 
depletion of dyes on wet cotton linters is shown in Figure 6.5, and experiments to 
determine the rate of reaction on wet cotton fabric were subsequently carried out. 
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The depletion offour dyes on cotton fabric was studied. The depletion of these dyes, 
due to adsorbed Irgacure 184 or Irgacure 2959, is shown below. 
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Figure 6.6 Depletion of Procion Orange MX-2R on wet dyed coltonfabric due to Ihe 
photolysis of adsorbed Irgacure 2959. 
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Figure 6. 7 Depletion of Direct Green 26 on wet dyed cotton fabric due 10 the 
photolysis of adsorbed Irgacllre 2959. 
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Figure 6.8 Depletion of Reactive Red 3 on wet cOllonfabric due 10 the photolysis of 
adsorbed Irgacure 2959 and Irgacure 184. 
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6.3. Reaction of dyes with radicals on dry cotton. 
The depletion of the dye on dry cotton is very small . It is difficult to determine the 
rate of this depletion. It can be seen in Figure 6. 10 that this depletion is almost 
indistinf,ruishable from the noise on the signal. However, it was possible to fit the 
curves, although not very accurately, and the rate constants found for the reactions on 
dry cotton were not very reliable. 
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Figure 6. 10 The effect oJphotolysis oJadsorbed " gacl/re 2959 O/' " gacl/re 184011 
dyed dly cotton Jabric. 
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The rate constants found for the reaction of dyes with radicals on cotton fabric are ten 
times smaller and invo lve larger errors than those found in methanol. This may be due 
to several factors , including the immobility of the dyes, which have been fixed onto 
the cotton fab ric, but were free to move in so lution. Also the radical may have 
decreased mobility in the cotton fabri c, as compared to methanol! 83 Table 6.1 shows 
the rate constants found for the reaction of dyes with radicals on cotton and the 
corresponding value found in methanol. 
kd / dmJ mor' s" 
Dye / Radical Cotton fabric Methanol 
wet dry 
Procion Orange MX-2R / 4.5± 1 x 107 1.9 ± 0.5 x 107 
2-hydroxy-2-propyl 
Procion Orange MX-2R / 5.4 ± 0.8 x 107 1.7 ± 0.9 x 107 2.9 ± 0.5 x 108 
a-hydroxy cyclohexyl 
Reacti ve Red 3 / 1.4 ± 0.2 x 107 3.7 ± 2.5 x 107 7.7±0.6 x l oB 
2-hydroxy-2-propyl 
Reacti ve Red 3 / 2.0 ± 0.2 x 107 0.9 ± 1.7 x 107 6.7 ± I x 10' 
a -hydroxy cyclohexyl 
Direct Green 26 / 9.6±2 x I07 4.0 ± 1.5 x 107 2 ± 0.6 x lOB 
2-hydroxy-2-propyl (water) 
Direct Green 26 / 5.6±0.6 x 107 7.7 ± 3.3 x 107 
a-hydroxy cyclohexyl 
Table 6.1 Rate constants/or the reaction 0/ dyes with radicals. 
6.4. Addition of competing species to the samples 
The process of radical depletion of dyes on cotton has been found to be a dynamic, 
rather than static, process. Given this, it should be possible to interrupt this reaction 
using a species that reacts with radicals at a fast rate. The stable free radical 4-
hydroxy-TEMPO was added to the system because the reaction between two radicals, 
even stable ones, is known to be fast. 4-hydroxy-TEMPO is often used as a radical 
trap in order 10 ~ludy indirectly the structure of short-lived radical s. 
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Figure 6.29, below, shows the decrease in the depletion of dyes due to the addition of 
4-hydroxy-TEMPO. The fact that the depletion can be reduced shows that addition of 
species that react with radicals can reduce the magnitude of the other reactions 
occurnng. 
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Figure 6.11 The effect of 4-hydroxy-TEMPO 0 11 the depletioll of dyes 011 cotton. 
6.5. Summary and conclusions 
The rate constants for the reaction between these dyes and the a -hydroxy radicals 
have been determined on cotton fabric . Photoinitiators, a -hydroxy ketones, were 
adsorbed onto dyed cotton fabric and the depletion of the dye due to photolysis of the 
a-hydroxy ketones was monitored both when the fabric was wet and dry. 
The magnitude of this depletion was greater on the wet cotton than the dry, due to the 
greater penetration depth in the wet samples. Due to the greater magnitude of the 
depletion, the fits of the curves were better for the wet samples. The rate constants 
found for dry cotton were slightly lower than the rates found on wet cotton, although 
the errors on the dry values were large. The mobility of radicals may be slightly 
increased in the wet cotton fabric, due to a slight solubility. The errors on the values 
for dry cotton are large so there may not be any true difference in the wet and dry 
values. 
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Comparison of the values found on cotton linters and in methanol shows that the rate 
constants for reaction between the radicals and dyes are approx imately ten times 
lower when the dye is immobi lised on cotton linters. This could be due to the 
decreased mobility of both the dye and the radical s. Reactive dyes have no mobility 
within the fab ric as they are attached to the cotton via covalent bonds. Direct dyes 
only have a decreased mobi lity as they are fixed to the cotton fabric only by hydrogen 
bonds. The orientation of the dyes, especially the reactive dyes will be limited. This 
may hinder the approach of the radica l to the reactive site on the dye . 
The addition of 4-hydroxy TEMPO to the samples led to a decrease in the loss of dye 
following the laser flash. This shows that the reactions on cotton fabric can be 
interrupted by us ing species that consume radicals. Therefore, it is possible that 
undesired radical reactions on cotton can be slowed by the use of such species. 
Chapter 7 
Steady state fading of dyes 
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7. Steady state fading of dyes 
The work presented in thi s chapter is aimed at forming a link between the findings in 
other chapters with practical problems involving cellulose. The practical problem 
chosen for study was the fading of dyed cotton textiles. The fading of several dyes has 
been studied on wet cotton linters both in the presence and absence of photoinitiators. 
Radical producing photo initiators were used in this work due to the thought that 
radical species may be involved in the photo reactions of dyed polymers. This idea 
was first suggested by Egerton207• following work carried out on anthraquinone-dyed 
polymers. Egerton suggested that an ex ited state of oxygen could be formed via 
quenching of the exci ted state of the dye by oxygen, which could then go on to react 
and form destructive peroxy radicals. It should be noted that the sugegstions of 
Egerton were made long before the major work carried out concerning the now well-
known excited state of oxygen, singlet oxygen. 
Cotton linters was chosen in these experiments as opposed to cotton fabric as its 
source is well-defined and it is easier to work with. The dyes studied in this work are 
similar to those whose reaction with radicals was studied in the previous chapters. 
This work seeks to determine whether a direct link can be made between the reaction 
rate constants of the dyes with a -hydroxy rad icals and the rate of fade of dyes when 
irradiated on cotton linters. 
The fad ing of dyes due to continuous irradiation with light has been investigated. The 
dyes were studied both in solution and dyed onto cotton linters surfaces. The light 
source used was a xenon arc lamp, the emission spectrum of which, shown in Figure 
7.1, is similar to that of the sunS!. The emission spectrum was measured via reflection 
oflight from a barium sulphate sample. The barium sulphate was behind glass, as the 
dyed sample was, so the emission spectrum shown is that which reached the sample. 
The detection of this emission was achieved using the photodiode array system 
described in section 2.6.2.2. 
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Figure 7. J Emission spectrum of the xenon arc lamp uncorrected for the response of 
the detector. 
The spectral di stribution of light reaching the sample was varied using filters. The 
transmission spectra of these filters are shown in Figure 7.2. The filters are numbered 
according to their cut-off wavelengths for ease of reference in further sections. The 
'normalised ' emission spectra, shown in Figure 7.3 , were obtained by multiplying the 
' normalised ' emission spectra of the arc lamp by the fractional transmission of each 
filtet. Most experiments were carried out using the full range of the arc lamp, filtered 
only by glass. 
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Figure 7. 2 Transmission spectra of fillers used for fading experiments. 
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Figure 7.3 Spectra showing the ratio oflighl of various wavelengths reaching the 
sample when filters are used. 
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Many dyes have been studied, these were mainly azo dyes. The relative extinction 
coefficients of these dyes on the cotton were determined, see chapter 6, and the 
amount of dye lost during fad ing could be found . In addition, the effect on the fading 
rate of the presence of photoinitiators has been investigated. 
7.1. Fading of dyes in solution 
Dyes in solution were not extensively studied. The irradiation, using the full spectrum 
of the arc lamp, of dyes alone in solution resulted in no observable fading. The 
addition of photoinitiators, which was only investigated for Amaranth solutions, 
resulted in a very fast rate of fade. Figure 7.4 shows a plot of the fading of Amaranth 
in methanol with lrgacure 184 present. It can be seen from the plot that the rate of 
fade is increased by approximately ten times by the exclusion of air from the sample. 
This effect is caused by the reaction of oxygen with the radicals produced, leaving 
less radicals available for reaction with the dye. 
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Figure 7. 4 Fading 0/ Amaranth in solution in the presence 0/1rgacure 184 
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7.2. Fading of dyes alone on cotton linters and A vicel 
As mentioned in chapter 1, it is thought that radicals play an important part in the 
fading of dyes on cellulosic textiles . Therefore, studies of the fading rate of dyes on 
cotton linters were carried out. Several factors affecting the rate offade were studied. 
These being, the effect of heat, spectral distribution of irradiation and adsorbed 
photoinitiators. These effects were studied in combination and for many dyes. The 
fading of some dyes on Avicel was also investigated, although photoinitiators were 
not added to these samples. 
Dyes adsorbed on cotton linters were first irradiated in the dry state, but fade rates 
were slow and experiments took many hours. The fading of Amaranth on cotton 
linters is illustrated in Figure 7.5. Samples of cotton linters with adsorbed dyes were 
dampened with distilled water, which increased the rate of fade; this has also been 
found by other workers76-78 The dampening of samples containing adsorbed dyes 
resulted in the dye being rinsed from the surface. Therefore, for further experiments, 
dyes were fixed more permanently onto the cotton linters so that fading could be 
carried out in the wet without the dye being rinsed off This lead to a limit on the dyes 
that could be studied, the more simple dyes being excluded due to an inability to fix 
them to the cotton linters. The only dyes studied in this way are direct and reactive 
dyes, which were fixed onto the cotton linters as described in section 2.5 .2. 
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Figllre 7. 5 Fading of Amaranth adsorbed 0 11 dfy col/on lintel's by irradiation using a 
xenon arc lamp at 20°C. 
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Fading of samples was quantified either as the loss of dye or as percentage loss of dye 
as described in section 2.8. The quantum yield of fading was not determined, as this is 
difficult to do due to the following factors: 
• A polychromatic light source is used and it is, therefore, more difficult to 
determine the number of photons absorbed than when a monochromatic light 
source is used. 
• The wavelengths of light that induce dye degradation are unknown. 
An attempt to determine the relative number of photons absorbed for various samples 
is given in section 7.3. 
7.2.1. Variation in fading rates for different dyes 
Many dyes were studied and their fading rates have been compared. Most of the dyes 
were azo dyes, although one was a copper phthalocyanine. This dye is Reactive Blue 
15, the structure of which can be seen in chapter 2. It should be noted that the change 
in fading rate might be due to the difference in concentration of the dyes and not the 
dye structure. This problem is difficult to avo id, as it is not possible to determine the 
amount of dye in the sample when preparing it. 
It was found in general that the reactive dyes faded much faster than the direct dyes. 
This leads to the thought that the fading is influenced greatly by the interaction of the 
dye with the cotton. The reactive dyes interact with the surface through a covalent 
bond joining the two. The direct dyes, however, are more weakly attached with non-
covalent bonds. It may be that the greater interaction of the reactive dyes with the 
cotton linters leads to an increase in the fading rates. Figure 7.6 shows the remission 
function plots of cotton linters dyed with reactive and direct dyes before and after 
twenty minutes irradiation. The difference in photodegradation between the direct and 
reactive dyes is a very obvious one. 
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7.2.2. Effect of dye loading on fading rate 
For some dyes, the original dye concentration was varied. The effect of this on the 
fading rate of the dye was studied. As mentioned in chapter I, it is often found that 
the fading rate changes depend on dye concentration. The rate of fade may be either 
decreased or increased by an increase in the concentration of dye206 
A decrease in fading rate with increasing dye concentration is thought to be due to the 
aggregation of the dye in higher concentrations. This is due to that fact that the light 
interacts with and degrades dye molecules on the surface of an aggregate. The overall 
appearance of the collection of aggregates is not altered by a change in the surfaces of 
aggregates. This increased light stability in aggregated samples may also be due to an 
aggregates greater efficiency, as compared to the mono mer, at dissipating energy non-
radiatively. 
Dyes that readily form aggregates are often fo und to have a higher stability to lighr34 
It is therefore possible that a sample with a high loading of dye may initially fade 
much more slowly than a sample containing a lower amount of dye. This effect 
should, therefore, not be seen for the reactive dyes. Reactive dyes are not expected to 
give aggregates as they are covalently bound to the linters. The direct dyes used, 
however, may form aggregates, as they are not covalently attached to the cotton 
!inters. 
An increase in fading rate with increasing dye concentration may simply be due to a 
larger amount of light being absorbed. Obviously, if more dye is present, then more 
light wi ll be absorbed. 
Any difference in fading rate between samples with differing dye content may be 
explained in another way. The samples with a high dye content reflect very little light 
at the wavelength of maximum absorption. Since the spectra of the wet samples are 
measured this reflectance is decreased further. With a very small percentage 
reflectance, there is a large error involved. Therefore, the apparent fad ing rate may be 
altered by these errors. 
Figure 7.7 shows the remission function plots of two samples containing different 
initial concentrations of the same dye. It can be seen that the difference in initial 
concentration is large and that the sample with the lower dye concentration loses its 
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colour more quickly. The plots ofloss of dye and percentage change versus irradiation 
time are shown in Figure 7.7b. The dye loss and percentage change were determined 
using the method described in section 2.6.2. 
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The gradients for the plots of t.F(R) versus time do not differ significantly for two dye 
loadings. Reactive red 3 is typical in that the rate of loss of dye appears to be 
independent of the initial concentration of dye. Table 7.1 shows the rate of dye loss 
for several other dyes at two loadings and the differences are not large. Obviously, 
overall the sample with more dye will lose more, but the rate of dye loss is 
independent of initial concentration. The percentage fade is therefore different for 
samples of different dye loading. 
These results appear to suggest one of the following possibilities: 
I . Both of the effects of increased dye concentration mentioned above occur and 
cancel each other. 
2. The fading is caused primarily by the absorption of light by the cotton linters and 
not by the dye. 
3. The measured fading rate of the two samples may not differ significantly as the 
difference in the light absorbed (l-R) of the two samples before irradiation is not 
great. 
The first possibility is highly unlikely, mainly because it is believed that the reactive 
dye is not present in aggregates. Given that thi s is the case, the fading rate would be 
expected to be faster for the sample with a higher dye loading. 
Therefore, the second possibility must be seriously considered. The light is passed 
through a glass cell containing water before it reaches the sample. Therefore, the 
wavelengths of light to which the sample is exposed are limited. The sample wi ll not 
receive light of wavelengths lower than 310 run. The cotton linters alone will not 
absorb a large amount of light above this wavelength. Figure 7.8 shows the 
reflectance spectra of dry and wet cotton !inters. The amount of light absor.bed by the 
cotton linters alone may be sufficient to cause the fading of the dye. 
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Figure 7. 8 Reflectance spectra of d,y and wet collon !inters. 
The wet sample reflects less light overall due to less scattering in the wet sample. It is 
also noticeable that there is an extra absorbance in the IR region of the spectrum due 
to the presence of the water. 
7.2.3. Effect of heat on fading rate 
Most experiments were carried out at room temperature, but for some samples the 
temperature was raised to 70°C. Temperature was found to have a small , but 
noticeable effect on the fading rate of the dyed cotton linters samples. The effect of 
temperature on fading rate is shown in Figure 7.9. 
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Figure 7.9 (aJ Remission function plots showing the fading of Reactive Blue J 5 on 
cotton lintel's at two different temperatures. 
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(b) Change in the fade rale of Reaclive Blue 15 dlle 10 Ihe increase in temperature. 
The temperature rise from 25 to 71 QC resulted in a slightly increased rate at which the 
dye fades . This was found for all dyes studied, some of which are displayed in the 
Table below. This increase in rate is not surprising as many processes speed up at 
higher temperatures. Table 7.1 shows the effect of all of the above mentioned factors 
(dye concentration, method of attachment to the surface and heat) on the fade rate. 
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Dye [dye] Temperature Rate of dye loss Rate of fade (%) 
/ Ilmol g" / QC / Ilmol g" s" / s" 
Reactive Red 3 2.\ 8 20-25 1.9 x \0-4 8.9 x \0,3 
Reactive Red 3 0.31 20-25 1.3 x 10-4 4. 1 x \0,2 
Procion Orange 3,05 20-25 2.1 x 10-4 6.8 x 10,3 
MX-2R 
Procion Orange 1.60 20-25 2.3 x 10,3 1.4 x \0" 
MX-2R 
Direct Red 75 0.57 20-25 2.8 x 10,5 4.8 x 10,3 
Direct Red 75 0.07 20-25 3.8 x \0,5 5.7 x \0,2 
Direct Green 26 3.55 20-25 8.3 x \0,5 2.3 x 10,3 
Direct Green 26 0.46 20-25 7.8 x \0,5 1.6 x \0" 
Solophenyl Red 4G 0.47 20-25 1.8 x \0,5 3.8 x \0,3 
Solophenyl Red 4G 0.20 20-25 1.8 x l 0'5 7.3 x \0:3 
Solophenyl Red 4G 0.20 71 1.46 x l 0-4 7.3 x \0,2 
Reactive Blue 15 0. 14 20-25 6.95 x 10,6 5 x \0,3 
Reactive Blue 15 0.14 71 1.27 x 10,5 9.6 x \0,2 
RedMX 0.22 20-25 8.67 x \0,5 3.6 x \0-2 
RedMX 0.22 71 I x \0,3 5 x \0" 
(Errors 10 %) 
Table 7. 1 The fading rate of various samples containing no adsorbed additives. 
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7.2.4. Fading of dyes on Avicel 
Avicel, as mentioned previously, is a form of microcrystalline cellulose. The particles 
it is composed of are smaller than the fibres of cotton linters. Also, there is no 
amorphous region present in Avicel. Therefore, it is possible that these facto rs cause a 
difference in the fading rate of dyes. However, there does not appear to be a great 
difference between the fading rates of a dye on cotton !inters and on Avicel. Figure 
7. 10 shows the fad ing of two dyes on cotton linters and Avicel. There were other 
di fferences between the samples, such as dye loading, so any differences may not be 
due entirely to the substrate used. The few samples studied showed that there was not 
a significant difference in the fading rate of dyes on cotton linters and Avicel. 
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Figure 7.10 Remission junction plots oJ dyed couonlinters and avicel a/ in/en/als in 
irradiatiol1. 
7.3. Ligbt absorption by pbotoinitiators 
The amount of light absorbed by the samples was determined as a value relative to 
other samples. This was carried out in the following way. 
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The photodiode array equipment described in section 2.6.2.2 was used to determine 
the emission spectrum of the arc lamp, which is shown in Figure 7.1. The emission 
spectrum of the arc lamp was normalised at the wavelength of maximum output. 
These normalised spectra were then multiplied by (I-R) - the light absorbed by the 
sample - for the samples used. The resultant curve was then integrated over the range 
300-600 nm. This value was taken as the amount oflight absorbed by the sample. 
The spectra of various samples displayed as (I-R) versus wavelength are displayed in 
Figure 7.11 . These samples only contain an adsorbed photoinitiator and no dye so the 
spectra shown are representative of the light absorbed by the cotton \inters and 
photo initiator only. The loading of each photoinitiator was 50 Ilmol g.', which is the 
same loading as was added to the dyed samples. 
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Figure 7. J 1 Wet cotlonlilllers with various pholoinilialors adsorbed. 
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Dye No additi ve [rgacure 184 Benzil lrgacure 819 
Direct Green 26 37 37 39 40 
Direct Red 75 27 28 32 34 
Procion Orange MX-2R 50 51 51 52 
Procion Orange H -ER 29 29 30 32 
Reactive Red 3 29 31 37 45 
Reactive Blue 15 '" 33 36 37 ~~
Table 7.2 The change in the amount of light absorbed due to the addition of 
photoinitiators 
The values of the integral found for dyed cotton !inters samples containing the three 
photoinitiators are shown in Table 7.2. Figure 7.12 shows the spectra for Solophenyl 
Red 40 samples as an example of these calculations. The spectra of l-R versus 
wavelength, hereafter known as absorption spectra, are shown in Figure 7.1 2(a). From 
these spectra it can be clearly seen that the samples with adsorbed photoinitiators 
absorb more light than the initiator free sample. 
The spectra shown in Figure 7.12(b) show the result of combining the normalised arc 
lamp emission spectrum with the absorption spectra of the samples. The difference in 
the integral value on addition of Irgacure 184 is very small and not noticeable from 
the curves in Figure 7 .12(b). This initiator absorbs less light than the others used. The 
light it does absorb is at the lower end of the spectrum, in which region the arc lamp 
emits less light. The integral value is increased more noticeably by the addition of 
benzil and Irgacure 819. This can be seen in Figure 7.12(b). The detector response, as 
mentioned earlier in the chapter, page l74, fall s off at higher and lower wavelengths. 
This, however, does not affect the results di splayed below as they are for comparison 
with each other only, so the absolute values are not necessary. 
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Fig ure 7.12(a) A bSOlplioll spectra of samples dyed with Solophenyl Red 4G 
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(b) Combination of emission of the arc lamp and absOlption of the samples dyed with 
Solo pheny l Red 4G. 
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7.4. Fading of dyes on cotton \inters with adsorbed photoinitiators 
The initiators used in this study, as mentioned in the previous section, were benzil, 
lrgacure 184 and Irgacure 819. The rate of fade of each dye studied increased on the 
addition of each of the photoinitiators. The increase in the rate of fade was dependent 
on the photoinitiator used. The results obtained for each photoinitiator are reported 
separately. 
7.4.1. Addition of benzil 
Benzil is a photoinitiator that is known to produce radicals via reaction with a second 
species, see Figure 1.18, page 40. Its addition to the samples increased the fading rate 
for all the dyes studied except Reactive Blue 15. Reactive Blue 15, as previously 
mentioned, is a phthalocyanine dye, whereas the other dyes studied were azo dyes. 
This difference in basic structure may be responsible for the different effect that 
benzil has on the fading rate. 
For the azo dyes studied an increase in fading rate between five and ten times the 
fading rate of the dye alone was achieved. Figure 7.13 shows an example of the effect 
of addition of benzil with reference to Reactive Red 3 samples . 
No adsublld additive: ........... '" 
Irradiation time' I Irrad iation time I s 
- 0 
- 0 
939 217 
4108 368 
F(R) 5568 F(R) 563 
. ~ 
,on 829 
1,061 4620 
z ~ 
, , 
'" 
... 
'" 
... 
'" 
100 300 
'" 
, .. 
'" '" '" jl"/nm )./ nm 
Figure 7. 13(a) Remission function plots showing the effect of benzil on the fading of 
Reactive Red 3. 
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(b) Fading of Reactive Red 3 on collonlinters alone alld in the presence of benzil. 
7.4.2. Addition of lrgacure 819 
The production of radicals by photolysis of lrgacure 819 occurs via breakdown of the 
initiator. This is a different method to that ofbenzil, see Figure 1.18, page 40. An 
equal number of radicals is expected to be produced for all samples, provided that 
there is not too much filtering of the light reaching the photoinitiator by the dye. The 
dyes absorb in the same region as the initiator as well as in the visible, but this effect 
is similar for all samples. This is shown in section 4.4 and has not been considered 
further. The increasing fade rate of Direct Green 26 due to adsorption oflrgacure 819 
is shown in Figure 7.14. 
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Figure 7. i 4(a) increase infading rate due to the presence of /rgacllre 8i 9. 
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(b) Fading of Direct Green 26 on col/on iin/ers alone and in the presence of /rgacllre 
8/ 9. 
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7.4.3. Addition of [rgacure 184 
The addition oflrgacure 184 to samples increased the rate of fade considerably. This 
is illustrated in Figure 7. 15, which shows the fading of a sample of cotton linters dyed 
with Procion Orange MX-2R. The fading rate for all dyes studied was increased by at 
least a hundred times on the addition of lrgacure 184. This is a much greater increase 
in fading rate than that which is achieved by addition of either benzil or lrgacure 819 
to the samples. It appears from these studies that the radicals produced by photolysis 
ofIrgacure 184 are more reactive towards the dyes than the radicals produced from 
the other initiators. 
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Figure 7. 15(a) Remission june/ion plots showing the altered jade rate on addition of 
1rgacure 184 to a sample of cotton lintel's dyed with Procion Orange MX-2R. 
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7.4.4. EfTect of changing the spectral distribution of irradiating light 
For samples not containing photoinitiators, the use of filters considerably slowed the 
rate offade of the dye. This can be seen in Figure 7. 16, which shows the remission 
function plots for cotton linters dyed with reactive red 3 and Reactive Red 120 
fo llowing twenty minutes irradiation. This shows, as was previously thought, that the 
fading of the dyes occurs mainly due to the absorption of ultravio let light. 
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Figure 7.16 The iriflllellce of filters on the fading of Reactive Red 3 and Reactive Red 
120 alone 011 cation lintel's. 
The samples with adsorbed photoinitiators were also affected by the use of filters . The 
transmission spectra of the filters used are shown in Figure 7.2. The effect of the filter 
used depended, as expected, on the absorption spectrum of the photo initiator, which 
can be seen in Figure 7.11. The effect of these fi lters on the fading of dyes in the 
presence of photoinitiators following irradiation for twenty minutes is illustrated in 
appendix 3. 
7.5. Summary and Conclusions 
It is clear from these experiments that the presence of cotton linters affects the dye 
degradation. It was also found that the method of dyeing the !inters affected the rate of 
fade. Reactively dyed samples faded much faster than samples that were directly 
dyed. This is further evidence that the cotton linters structure is involved in the 
degradation process, and it seems that a closer association between the dye and the 
fibres increases the fading rate. 
It should be noted that the direct and reactive dyes were not equivalent in structure. It 
is thought that, given the number of dyes of differing structure, which are both direct 
and reactive, there is a definite distinction between the two types of dye. A clearer 
picture would be obtained using reactive dyes, which could be either reactively or 
directly dyed. A direct comparison would then be possible with the only difference 
between the dyes being the method of application to the fibre. It is concluded that 
there are groups in the cotton that fac ilitate the fadi ng of the dye. Whether this is a 
result of absorption of light by the cotton linters or by the dye is not clear. 
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The effect of adsorption of photoinitiators onto the dyed cotton linters surface was 
also studied. The photo initiators adsorbed were benzil , Irgacure 184, Irgacure 369 and 
Irgacure 819. These photo initiators produce radicals in different ways, the Irgacure 
compowlds by intramolecular bond cleavage and the benzil by reaction of its 
photoexcited state with a secondary species. 
For Reactive Blue 15, a phthalocyanine dye, the add ition ofbenzil to the sample 
resulted in no observable increase in the rate of fade. For the other dyes studied, all of 
which were azo dyes, the addition of this initiator led to approximately a four fold 
increase in the photodegradation rate. 
The three lrgacure add itives produce radicals by a similar mechanism to each other. 
The di fference in the effect of thei r presence on the fading of the dyes can be due only 
to the following three factors. The effic iency of the photoinduced cleavage of the 
photoinitiators may di ffer. This is not thought to be the case, it is thought that the 
quantum efficiency of the breakdown of these photoinitiators are similar to each 
other. Also, the amoWlt of light absorbed by these initiators is an important fac tor 
determining the number of radicals produced, and therefore the effect on the fad ing 
rate of the dye. The final factor to be considered is the reactivity of the radicals 
created with the dyes. 
The initiator that absorbs the least light, Irgacure 184, was fOWld to be the initiator 
that produced the greatest increase in the fading rate. This led to the conclusion that 
either the efficiency of breakdown of the molecule is larger than for the other two 
initiators or that the radicals produced are more reactive towards the dye. The 
efficiency of breakdown, as mentioned above, is not thought to be greater for Irgacure 
184 than fo r the other ini tiators. Therefore, the great effect of Irgacure 184 on the 
fading of tllese samples is concluded to be due to the high reactivity of the radicals 
produced. This coincides with the results in Chapter 5 where the reaction rate 
constants fo r the reactions between rad icals and dyes were determined. It was fo und 
that the radicals produced from [rgacure 184 were a thousand times more reactive 
than those produced from lrgacure 819. 
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The dyes studied were found not to degrade under irradiation in methanol solution. 
Rapid fading was observed on addition of photoinitiators to the solutions. The above 
series of experiments show that the presence of cotton leads to an increase in the rate 
of fading. This increase in rate may well be due to radicals produced from the cotton, 
which as already mentioned, can be modelled using a-hydroxy radicals. 
Chapter 8 
Summary and suggestions for further work 
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8. Summary and suggestions for further work 
8.1. Summary 
In this work, a study has been carried out on the reactions of a-hydroxy radicals as 
models fo r radicals produced on irradiation of cellulose and/or of dyed cotton. These 
radicals were created by photolysis of a -hydroxy ketones, which breakdown into two 
radicals, one of which is an a -hydroxy radical. The reaction of these radicals with 
alkenes as a model reaction was monitored using a visible probe, crystal violet, as 
used by Turro et. al. 196 The method developed by Turro has been used in this work to 
determine the di fference in the reaction rates o f two a -hydroxy radicals. 
In order to obtain an equation to determine these rate constants it was necessary to 
make several assumptions, some of which were of concern. These assumptions and 
their justification are described in chapter 3. The kinetic analysis of reaction 
equations, including the consideration of these assumptions, led to the simple 
equations, shown be low, which were used in later chapters to determine rate 
constants, where kobs was determined by fi tting a simple first order equation to the 
curves. 
(3.4) 
(3.9) 
(3. J J) 
The initial concentration of radicals fo r both solutions in 10 mm and I mm pathlength 
cells has been determined so similar values could be used in simulations. The 
termination rate constants of the radicals have also been determined by varying the 
laser power, and therefore the initial concentration of radicals . Equation 3.4, 
determined following kinetic analysis o f the reaction equations, was employed to find 
a value of the termination rate constant, k l . 
Numerical simulations of the reaction equations have been carried out. In order to 
carry out these simulations, it w'!s necessary to set the values of the rate constants and 
fo r the initial concentrations of the reacting species. The initial concentration of dye 
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was varied between 8 and 300 flmol drn -3 and the initial concentration of radicals set 
between 0_5 and 50 fl mol dm-3 (in a similar region to the values calculated)_ 
It was fo und using these simulations that accurate rate constants, within 3 % of the set 
value, could be found in the majority of cases. The assumption that the concentration 
of the dye does not change is obviously a fa llacy, as the disappearance of the dye is 
being monitored. The assumption was s till made given that the percentage loss of the 
dye was considered to be low. In simula tions it was shown that the percentage change 
in the dye was not small, but thi s did not extensively affect the fitti ng of the curve. 
Treatment of these simulated results has shown that, despite the inaccurate 
assumptions made, the method works well. The determined value was fo und to be 
most accurate in the fo llowing conditions: High dye concentration, low initia l 
concentration of radicals, low value of the termi nation rate constant, kl' and a high 
value of the rate constant fo r reaction with the dye, kd. 
The simulations showed that the fi ts were better fo r high dye concentrations. 
Therefo re, in experiments the concentration of dye was kept as high as possible. The 
simulations also showed that a high concentration of radicals resulted in the curves 
deviating from first order behaviour. The concentration of radicals could be kept low 
in experi ments by attenuating the laser power. This was not done as a low laser power 
would lead to small signals where the signal to noise ratio is smaller. 
In simulations the value of the determined rate constant was either the same as or 
greater than the set value. Equation 3.9 was used to determine the rate constant kd as 
these simulations have shown that fairl y accurate results can be obtained even with 
badly fi tting curves. For curves with reasonable fits, similar to those fits fo r most 
experimental curves, the values were fo und to be correct to within 3 % of the set 
value. For worse fi ts, such as those obtained for some experimental curves e.g. 
Disperse Orange 3 depletion, the determined values remained within 10 % of the true 
value. It should be noted that the accuracy of determined values depends on the size 
of the data set, which was large in simulations and considerably smaller fo r 
experimental data. 
Experiments to determine the reaction rate constants of alkenes with radicals, see 
chapter 4, were carried out using Equation 3.11 and varying the alkene concentration. 
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The method was validated since rate constants for reaction of 2-hydroxy-2-propyl 
radicals and alkenes determined in this way were similar to those found 
previouslyl 83,192 . The studies carried out in this work have shown that the rate constant 
for 2-hydroxy-2-propyl reactions were higher than those found for a -hydroxy 
cyclohexyl reactions. The rate constants for the reaction of both a -hydroxy radicals 
were found to vary in the same way according to the electron affinity of the alkene. 
The difference in the rate constant is believed to be due entirely to the fact that the 
a -hydroxy cyclohexyl radical is bulkier and therefore its reactions are inhibited. 
The work presented in chapter 5 shows the large effect of radicals on dyes in 
methanol. The reaction of a-hydroxy radicals with azo dyes has been found to be fast 
both in solution and on cotton fabric, see chapter 6. For most of the azo dyes studied, 
tautomerism to the hydrazone form was possible, which may affect the reaction rate 
of the dyes . It appears that the number of azo groups present in the dye molecule 
affected the rate constant values. The greater the number of azo groups in the 
molecule, the higher the rate constant value. This was assumed to be due to the azo 
group being the reactive site. 
Other structural variations have also been shown to result in a change in the rate 
constant. In chapter 5, the explanation for this variation is given in terms of the 
stabilisation of the adduct radical formed. The reaction of other types of dye with 
these radicals was generally found to be faster than the reaction of azo dyes. This is 
thought to be due to the nucleophilic nature of the radical and the positive ly charged 
dye molecules. 
The reaction rate constants found were similar to those found previous ly by other 
workers. The val ues fo r the simplest azo dyes were similar to values found by 
Levanon et.a1.200 for the reaction between 2-hydroxy-2-propyl radicals and 
azobenzene. Values have also been obtained by Hayon et.al.202 for the reaction rate 
constant of Crystal Violet and methylene blue, along with other dyes not studied here, 
with 2-hydroxy-2-propyl radicals. These values are similar to the values found here 
for the reaction of these dyes with a-hydroxy cyclohexyl radicals. 
A study of these reactions was then carried out using dyed cotton fabric with initiators 
absorbed. The depletion of the dyes studied was easi ly observable when the cotton 
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was wetted and less noticeable for the dry cotton. The traces presented in chapter 6 for 
these reactions are an average of forty separate traces, as each single trace was not 
we ll defined. These average traces were fi tted to a first order rate equation as the 
solution results had been. These new results have shown that the rate of reaction of 
dye with radicals is approximately ten times slower when on cotton fabric than when 
in solution. The reaction appears to be slightly slower when the cotton is dry, although 
this is not clear as the error on these results is high. 
There are practical problems associated with cellulose based radicals, one of which is 
the photo fading of dyes on ce llulosic textiles . The effect of continuous irradiation of 
dyes in solution and on cotton linters has been studied here to a limited extent. It was 
fo und, fo r the dyes studied, that photodegradation was much faster when the dye was 
on cotton linters than when in solution. In fact, no degradation was observed in 
solution fo llowing hours of irradiation. This observation led to the conclusion that the 
cotton linters structure participates in the degradation of the dyes. 
It is not clear what thi s participation involves, or whether it invo lves absorption of 
light by the cotton linters or by the dye. The spectral range of absorption of light by 
the cotton linters was found to be sufficient to account fo r the degradation to be due to 
its absorption ofl ight. The percentage oflight absorbed also increased when the 
cotton linters samples were dampened due to less scattered light, which was the usual 
state of the samples when irradiated. 
In experiments varying the spectral distribution of the irradiation light, which was 
carried out using filters, it was found that UV light was responsible for most of the 
degradation that occurred. It- is still, however, unclear as to whether this light is 
absorbed by the dye or the cotton linters. 
The addition of radical photo initiators to the samples resulted in an increase in the rate 
at which the dye fades. The amount by which this rate is changed varies depending on 
the initi ator used. Jrgacure 184 was found to increase the rate of fade of all dyes more 
than any of the other initiators despite absorbing less of the irradiation light. This fits 
in with the results presented in Chapter 5, which show that the radicals produced from 
photolysis of Irgacure 184, a -hydroxy and benzoyl radicals, are more reactive than 
those produced form photolysis of Irgacure 81 9, phosphinoyl and benzoyl radicals. 
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8.2. Suggestions for further work 
The determination of rate constants lower than the 5 x 10s dm3 mor l S·I limit for the 
Crystal Violet technique is possible by observing the radicals directly or using non-
optical techniques. However, a coloured probe, which is less reactive than Crystal 
Violet, if one could be found, could be used to determine the rate of reaction of less 
reactive alkenes and other radical sensitive species. This may be useful to compare 
with the results found by other methods. 
A bulkier et-hydroxy radical could be used to give more precise information on the 
effect of size on the reactions of et-hydroxy radicals. It may be possible to create such 
a radical by pulse radiolysis of an aqueous alcohol. This was the method used by 
Hayon et.a1.202 to produce small et-hydroxy radicals. A photoinitiator cleaving to give 
a bulkier et-hydroxy radical could also be used, if first synthesised (commercially 
available photoinitiators were used in this work) . 
A study of the rate constants for the reaction of similar azo dyes to those studied in 
this work with methoxy groups in place of hydroxy groups could be carried out. In 
dyes without hydroxy groups, the hydrazone fo rm can not exist and, therefore, the rate 
constants will not be affected by tautomerism. A study involving a larger number of 
commercially avai lable dyes may also prove useful. 
The difference found between the rate of degradation of the direct and reactive dyes 
could be further explored using direct dyes with and without a reactive group. If thi s 
was done, the difference between the two dyes would be due mainly to the attachment 
to the surface and there would be no large structural differences as was the case in this 
work. This could be used to back-up the finding that the dyes reactively bound to the 
surface are less stable to light due to their closer link with the surface than the direct 
dyes. 
It would be useful to determine the action spectrum for the photodegradation of dyes 
on cotton. A very careful study could be carried out to accurately determine what 
wavelengths of light cause the most damage. These studies could also be used to 
determine whether the absorption by the dye or the cotton was responsible for the 
degradation. 
Chapter 9 
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10.2. Appendix 2 
&' / (Ilmol goi)"i -
Amax S 
Dye 
/ run Cotton !inters Cotton Avicel 
Procion Orange H-ER 493 0.838 1.748 0.811 
Procion Orange MX-2R 498 0.375 0.377 
Solophenyl red 4G 527 1.079 1.304 
Amaranth 532 0.838 0.558 
Safranine 0 534 0.272 0.356 
Direct red 80 542 0.298 0.374 
RedMX 547 0.324 0.48 
Reactive red 3 553 0.329 0.724 
Reactive red 120 553 0.836 0.90 
Direct red 75 566 0.530 0.595 
Direct green 26 643 0.259 0.365 0.195 
Methylene Blue 659 0.721 1.036 
Reactive blue 15 675 0.825 0.232 
Relative vallles of the absorption coefficient of dyes on three solid substrates. 
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