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1 Introduction
In the standard model (SM), the production of single top quarks (t or its antiparticle t)
in proton-proton (pp) collisions proceeds through the charged-current electroweak inter-
action. At leading order (LO), three different mechanisms can be distinguished, namely
the t-channel, the s-channel and the associated production of a single top quark and a
W boson (tW) [1–3]. In this work, measurements are presented of t-channel production.
LO diagrams contributing to t-channel single t and t production are presented in figure 1.
Processes involving single top quarks provide direct probes of electroweak interactions, and
thereby important tests of the SM predictions as well as excellent opportunities for search-
ing for new physics. Since a Wtb vertex, where W and b denote the W boson and the b
quark respectively, is involved in all SM single-top-quark production mechanisms, the mod-
ulus of the Cabibbo-Kobayashi-Maskawa (CKM) matrix element |Vtb| can be determined
from their measured cross sections. Depending on whether the b quarks are considered
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Figure 1. Leading-order Feynman diagrams for (left) single t and (right) t production in the
t-channel.
part of the proton or not, single-top-quark production can be studied in the 5- or 4-flavour
schemes [4], respectively. In the 4-flavour (4F) scheme, the b quarks are generated in the
hard scattering from gluon splitting. In the 5-flavour (5F) scheme, the b quarks are consid-
ered as constituents of the proton. An additional feature of the t- and s-channels, specific
to pp collisions, is the difference between production cross sections of single t and t that
results from a difference in parton distribution functions (PDF) of incident up and down
quarks involved in the hard scattering. The ratio of t over t production cross sections in
the t-channel (Rt-ch.) is therefore sensitive to the PDF of the up- and down-type quarks
in the proton. The ratio Rt-ch. is also directly sensitive to physics beyond the SM man-
ifesting as anomalous couplings in the Wtb vertex [5], or to possible contributions from
flavour-changing neutral current processes [6].
For pp collisions at a centre-of-mass energy
√
s = 8 TeV, the predicted theoretical cross
section for SM t-channel single-top-quark production is
σtheo.t-ch. = 87.2
+2.8
−1.0 (scale)
+2.0
−2.2 (PDF) pb, (1.1)
as obtained in quantum chromodynamics (QCD) at approximate next-to-next-to-leading
order (NNLO) including resummation of the soft-gluon emission with the next-to-next-to-
leading-logarithms (NNLL) calculation [7, 8]. The PDF set MSTW08NNLO [9] is used
in the 5F scheme. For this calculation the top-quark mass mt is set to 173 GeV, and the
factorisation and renormalisation scales are set both to mt. The uncertainty receives con-
tributions from the PDF uncertainty and the missing higher-order corrections, estimated
by varying the factorisation and renormalisation scales by a multiplicative factor of 0.5 or
2.0. The same calculations predict the following production cross sections for single t and
t, separately:
σtheo.t-ch. (t) = 56.4
+2.1
−0.3 (scale)± 1.1 (PDF) pb,
σtheo.t-ch. (t) = 30.7± 0.7 (scale)+0.9−1.1 (PDF) pb.
(1.2)
Single-top-quark events were observed for the first time in proton-antiproton collisions
at
√
s = 1.96 TeV at the Tevatron [10, 11]. At the Large Hadron Collider (LHC) both
ATLAS and CMS collaborations observed production of single-top-quark events in the t-
channel in pp collisions at
√
s = 7 TeV [12–14]. Single-top-quark tW production has been
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recently observed at
√
s = 8 TeV by the Compact Muon Solenoid (CMS) collaboration [15],
while observation of s-channel production was reported at the Tevatron [16, 17].
The measurement performed by CMS of inclusive single-top-quark production cross
section in the t-channel at
√
s = 8 TeV, as well as separate measurements of single t and
t production cross sections are presented. Signal events are characterised by products of
top-quark decay that are accompanied by a light quark emitted at high rapidity and a
soft b quark. Events are selected if a muon or electron consistent with originating from
a top-quark decay chain is present in the final state. The signal yield is extracted from a
maximum-likelihood fit to the distribution of the absolute value of the pseudorapidity (η)
of the jet (j′) originating from the light quark, |ηj′ |. The expected distributions of |ηj′ | are
determined from data for the relevant backgrounds. Two independent fit procedures are
implemented to extract the total t-channel production cross section and t and t production
cross sections separately. The ratio of t-channel production cross sections at
√
s = 8 TeV
and 7 TeV, R8/7, can provide complementary information on the PDF with respect to the
ratio of t over t, and can be compared to the prediction obtained using the cross sections
in refs. [7, 8], which is:
Rtheo.8/7 = 1.32
+0.06
−0.02 (scale)
+0.04
−0.05 (PDF). (1.3)
2 The CMS detector
The CMS apparatus features a 6 m diameter superconducting solenoid that provides a mag-
netic field of 3.8 T and allows for the relatively compact design of the detector. The inner
bore of the solenoid hosts a tracking system, composed of silicon pixel and silicon strip
detectors, that allows for reconstruction of charged-particle tracks bending in the internal
magnetic field. A lead tungstate crystal electromagnetic calorimeter and a brass/scintillator
hadron calorimeter surround the tracker volume. Outside the solenoid, gas-ionisation de-
tectors, i.e. resistive plate chambers, drift tubes and cathode strip chambers, are interleaved
with the steel flux-return yoke of CMS and form the muon system. A quartz-fibre and steel
absorber Cherenkov calorimeter, located outside the muon system close to the beam pipe,
extends the calorimetric system angular acceptance in the region along the beam axis. A
more detailed description of the CMS detector can be found in ref. [18].
The CMS experiment uses a right-handed coordinate system centred on the nominal
interaction point, with the z-axis parallel to the anticlockwise-beam direction, the x axis
lying in the plane of the LHC ring and pointing to its centre, and the y axis pointing
upwards to the surface. The pseudorapidity η is defined as − ln [tan (θ/2)], where θ is the
polar angle with respect to the z axis.
3 Data and simulated samples
The measurement is performed on a data sample collected during 2012 at
√
s = 8 TeV,
selected with triggers requiring one muon (µ) or one electron (e), and corresponding to an
integrated luminosity of 19.7 fb−1.
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The simulated t-channel events are generated with powheg 1.0 [19–22] interfaced
to pythia 6.4 [23] for parton shower evolution and hadronisation. Other single-top-
quark processes, i.e. the s-channel and the tW, are considered as backgrounds for this
measurement and simulated with the same Monte Carlo (MC) generators. Top quark pair
production, single vector boson production associated with jets (W/Z+jets), and double
vector boson (diboson) production are amongst the backgrounds taken into consideration
and have been simulated with MadGraph 5.148 [24] interfaced to pythia for parton
showering. The pythia generator is used to simulate QCD multijet samples enriched
with isolated muons or electrons. The value of the top-quark mass used in all simulated
samples is mt =172.5 GeV. All samples are generated using the CTEQ6.6M [25] PDF set.
The factorisation and renormalisation scales are both set to mt for the single-top-quark
samples, while a dynamic scale is used for the other samples. The production cross section
used to scale the simulation of single-top-quark tW and s-channel processes is taken from
refs. [7, 8], while the tt production cross section is taken from ref. [26].
4 Event selection and reconstruction
The signal events are defined by the decay of t → Wb → b`ν, where ` = µ, e. The
t→Wb→ bτν decay contributes to the signal when a τ decays leptonically. The resulting
final state includes a muon or electron, and escaping neutrinos (ν) that cause an imbalance
in the momentum measured in the transverse plane. A bottom (or b) jet that stems from
the hadronisation of the b quark from the top-quark decay accompanies the leptons. An
additional jet originates from the light-flavoured quark recoiling against the top quark. The
splitting of the gluon from the initial state produces a second b quark that recoils against
the top quark, as shown in figure 1. The b jet from gluon splitting has generally a softer
transverse momentum (pT) spectrum and a broader |η| distribution compared to the one
produced in top-quark decay, thus the acceptance for events with two b jets reconstructed
in the final state is relatively small. In fact we can anticipate that using the selection
described in this section, the number of signal events with two b jets reconstructed in the
detector is one order of magnitude smaller than the number of events with just one b jet.
Events are selected online by the high-level trigger system requiring the presence of
either one isolated muon with pT > 24 GeV and pseudorapidity |η| < 2.1 or one isolated
electron with pT > 27 GeV and |η| < 2.5. The event is required to have at least one primary
vertex reconstructed from at least four tracks, with a distance from the nominal beam-
interaction point of less than 24 cm along the z axis and less than 2 cm in the transverse
plane. When more than one primary vertex is found, the one with the largest
∑
p2T is used
as leading vertex. All particles are reconstructed and identified with the CMS particle-
flow (PF) algorithm [27, 28]. Events with exactly one good muon or electron candidate
are accepted for analysis. Good muon candidates must have pT > 26 GeV and |η| < 2.1,
while electron candidates must have pT > 30 GeV and |η| < 2.5, excluding the barrel-
endcap transition region 1.44 < |η| < 1.57 because the reconstruction of an electron in this
region is not optimal. The pT requirements on the leptons ensure that selected muons and
electrons are in the plateau region of the respective trigger turn-on curves.
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Muon isolation is ensured by applying requirements on the variable Irel, defined as the
sum of the transverse energies deposited by stable charged hadrons, photons, and neutral
hadrons in a cone of size ∆R =
√
(∆η)2 + (∆φ)2 = 0.4, (where φ is the azimuthal angle
in radians) corrected by the average contribution of neutral particles from overlapping pp
interactions (pileup), and divided by the muon pT. Muons are required to have Irel < 0.12.
Electron isolation criteria are based on a variable defined analogously to the muons, with an
isolation cone of size ∆R = 0.3. The isolation requirement for electrons is Irel < 0.1. Events
are rejected if an additional muon (electron) candidate is present, passing looser selection
requirements of pT > 10 (20) GeV, |η| < 2.5 (including the barrel-endcap transition region
for electrons), and Irel < 0.2 (0.15).
The missing transverse momentum vector p/T is defined as the negative vector sum of
the transverse momenta of all reconstructed particles. The missing transverse energy /ET
is defined as the magnitude of p/T. The transverse mass mT for events with a muon is
calculated as
mT =
√(
pµT + /ET
)2 − (pµx + p/x)2 − (pµy + p/y)2, (4.1)
where pµx and p
µ
y are the component of the muon momentum along the x and y axes,
and p/x and p/y are the components of p/T along the x and y axes. In order to reduce
the QCD multijet background, a requirement of mT > 50 GeV is applied for the muon
decay channel, while a requirement of /ET > 45 GeV is applied instead for the electron
channel. Control region studies, described in section 5.1, show that the procedure for the
QCD multijet extraction in the electron channel yields a considerably smaller uncertainty
when applying the requirement on /ET rather than on mT.
Jets are defined by clustering reconstructed particles with the anti-kT algorithm [29]
with a distance parameter of 0.5. Charged particles are excluded if they have a distance
with respect to any primary vertex along the z axis smaller than that with respect to the
leading vertex. The average energy density in η-φ space of neutral particles not clustered
into jets is used to extrapolate the energy due to pileup interactions in the jet cone. The
jet energy is corrected accordingly. Further jet-energy corrections are derived from the
study of dijet events and photon+jets events (see ref. [30]). Jets are required to have
|η| < 4.7 and a transverse energy ET > 40 GeV. In order to identify b-quark-induced jets,
a b-tagging algorithm is used exploiting the 3D impact parameter of the tracks in the jet
to define a “b-discriminator” [31]. An optimised threshold is chosen on this variable with
probability to misidentify jets coming from the hadronisation of light quarks (u, d, s) or
gluons of 0.3% and an efficiency of selecting jets coming from b quarks of 46%, determined
from simulation. Jets passing the chosen threshold are considered as “b-tagged”. The
majority of the background events surviving the final selection contain an actual b jet, the
main exception being W+c-jet events. This algorithm is found to have good discriminating
power with respect to this particular background.
Events are divided into categories according to the number of jets and b-tagged jets
using the wording “n-jet m-tag ”, referring to events with n jets, m of which are b-tagged.
Once the event has been assigned to a category, a further selection based on the jet shape
is performed to reduce the contamination due to jets coming from pileup interactions: the
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distance in the η-φ plane between the momenta of the particles constituting the jet and
the jet axis is evaluated and its root mean square (rms) over all the jet constituents is
required to be smaller than 0.025. This requirement is applied on the jets that are not
classified as b-tagged, and the event is rejected if either of those jets does not satisfy it.
This requirement allows us to discriminate jets coming from u and d quarks with respect
to jets coming from gluons or b quarks, which present a broader jet profile. This criteria is
particularly useful in the forward region of the detector where other quality criteria making
use of the tracking system cannot be applied. A top-quark candidate is reconstructed in
the 2-jet 1-tag, in the 3-jet 1-tag and in the 3-jet 2-tag samples from a lepton, /ET and
one b jet combination with the algorithm described in ref. [12]. The b jet with the highest
value of the b-discriminator is used for top-quark reconstruction in the 3-jet 2-tag sample.
The mass of such a candidate “m`νb” is used to define a signal region (SR) and a sideband
region (SB) in each of those samples, selecting events respectively inside and outside the
reconstructed top-quark mass window of 130 < m`νb < 220 GeV. The variable ηj′ in the
2-jet 0-tag sample is defined taking the pseudorapidity of each of the two jets, and two
entries per event are present. In the 3-jet 1-tag sample ηj′ is defined as the pseudorapidity
of the jet with the smallest b-discriminator value. In the 2-jet 1-tag and in the 3-jet 2-tag
samples it is defined as the pseudorapidity of the non-b-tagged jet. The category enriched
with t-channel signal is the one with 2 jets and 1 tag. The final procedure to isolate the
signal from background uses the absolute value |ηj′ |. The pseudorapidity distribution of
the outgoing jet j′ is typical of the t-channel processes where a light parton recoils against
a much more massive particle like the top quark. Signal events populate forward regions
in the |ηj′ | spectrum that correspond to the tails of the |ηj′ | distribution for SM processes.
The total event yields in the signal and sideband regions of the 2-jet 1-tag sample
for muons and electrons are reported in table 1. The event yields in the signal region for
positively and negatively charged muons and electrons separately are reported in table 2.
5 Background estimation and control samples
The physics processes that constitute the main backgrounds to single-top-quark production
in the t-channel are tt, W+jets, and QCD multijet production. Control samples are defined
for each of these contributions in order to check that the variables used in the analysis are
reproduced correctly in the simulations. For the main backgrounds the most important
distributions, together with constraints on their production rates, are derived from data
making use of these control samples.
5.1 QCD multijet background
The vast majority of QCD multijet events are successfully rejected applying the selection
described in section 4. The selected multijet events are thus found to be rare occurrences
in the respective distributions, for instance populating the tails of the typical multijet
lepton-pT spectra. The modelling uncertainties on the simulation have greater impact in
those regions. We thus estimate the QCD multijet contribution in our signal and sideband
regions directly from data, in the 2-jet 1-tag category as well as in the other control
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Process Muon Electron
SR SB SR SB
tt 17214 ± 49 8238 ± 35 11162 ± 38 8036 ± 33
W/Z+jets 10760 ± 104 9442 ± 97 4821 ± 69 6512 ± 81
QCD multijet 765 ± 5 271 ± 4 1050 ± 6 1350 ± 6
Diboson 179 ± 4 161 ± 4 95 ± 3 134 ± 3
tW 1914 ± 28 969 ± 20 1060 ± 28 858 ± 18
s-channel 343 ± 1 118 ± 1 180 ± 1 96 ± 1
t-channel 6792 ± 25 944 ± 9 3616 ± 17 753 ± 8
Total expected 37967 ± 121 20143 ± 106 21984 ± 85 17740 ± 90
Data 38202 20237 22597 17700
Table 1. Event yield for the main processes in the 2-jet 1-tag signal region (SR) and sideband region
(SB), for the muon and electron decay channels. Expected yields are taken from simulation and
their uncertainties are due to the finite size of the MC sample with the exception of QCD multijet
yield (see section 5.1), and W/Z+jets yield (see section 5.3), whose yields and uncertainties are
taken as the statistical component of the uncertainty in the estimation from data.
Process Muon Electron
+ − + −
tt 8620 ± 35 8594 ± 35 5574 ± 27 5588 ± 27
W/Z+jets 5581 ± 75 4989 ± 71 2618 ± 52 2121 ± 46
QCD multijet 361 ± 1 366 ± 1 697 ± 2 679 ± 2
Diboson 106 ± 3 73 ± 2 58 ± 2 39 ± 2
tW 964 ± 20 951 ± 20 535 ± 14 525 ± 14
s-channel 225 ± 1 118 ± 1 118 ± 1 62 ± 1
t-channel 4325 ± 19 2467 ± 16 2320 ± 13 1295 ± 11
Total expected 20181 ± 87 17557 ± 83 11920 ± 61 10310 ± 56
Data 20514 17688 12035 10562
Table 2. Event yield for the main processes in the 2-jet 1-tag signal region, for events with positively
and negatively charged muons and electrons. Expected yields are taken from simulation and their
uncertainties are due to the finite size of the MC sample with the exception of QCD multijet yield
(see section 5.1), and W/Z+jets yield (see section 5.3), whose yields and uncertainties are taken as
the statistical component of the uncertainty in the estimation from data.
samples. The measurement is performed with a fit to the distribution of the transverse
mass in the muon decay channel, and to the distribution of the missing transverse energy
in the electron decay channel. A maximum-likelihood fit to the distribution either of mT
in the muon case, or /ETin the electron case is performed. The data are parametrised
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as: F`(x) = a` · S`(x) + (1 − a`) · B`(x) for ` = µ, e. The variable x is mT for the
muon decay channel and /ET for the electron decay channel, while S`(x) and B`(x) are
the expected distributions for the sum of all processes with a W boson and QCD multijet
events, respectively. The distribution S`(x) is derived from simulation and it includes the
contribution from the signal. The distribution B`(x) is obtained from a QCD multijet
enriched data sample defined by taking muons and electrons with the same criteria as
defined in section 4, but with reversed isolation requirements for both leptons, selecting
muons or electrons with Irel > 0.2 or 0.15 respectively. The data samples defined in this
way contain a fraction of events originating from QCD multijet processes of 98% in the
case of the muon decay channel and of more that 99% for the electron decay channel.
The residual contribution from other non-QCD multijet processes is subtracted from these
samples using the expectation from simulation. The fit procedure is repeated using different
QCD multijet models, obtained by either varying the isolation requirement that defines the
control region or using the simulation for the QCD multijet distribution. The kinematic
bias on the multijet mT (/ET) distributions due to the extraction from the control sample
is covered by the systematic uncertainty defined this way.
5.2 Top quark pair background
The tt process dominates in events with larger jet and b-tag multiplicity than the 2-jet 1-
tag sample used for signal extraction. Two control samples enriched in tt are thus defined,
labelled 3-jet 1-tag and 3-jet 2-tag. The distribution of |ηj′ | in the 3-jet 1-tag and in the
3-jet 2-tag samples is shown in figure 2. Good agreement between data and simulation in
the two control samples is displayed, giving confidence in the simulation of the kinematic
properties of the tt background. The lepton charge in the 3-jet 1-tag and 3-jet 2-tag
samples is shown in figure 3. The corresponding charge ratio in the two samples is shown
in figure 4, and is close to unity as expected for tt enriched samples.
To reduce the dependence of the measurements on the modelling of tt processes, the
|ηj′ | distribution (template) used for signal extraction is modified taking into account the
|ηj′ | distribution of the non-b-tagged jet in the 3-jet 2-tag sample as follows. The contri-
bution of all SM processes except for tt in the 3-jet 2-tag is subtracted from the template
|η| distribution of the non-b-tagged jet taken from data. Then the bin-by-bin ratio of the
resulting template distribution and the corresponding distribution from the tt process is
taken as the |ηj′ |-dependent correction factor for the tt in the 2-jet 1-tag sample. This
ratio is then applied to the simulated distribution of |ηj′ | in the SR and SB.
5.3 The W/Z+jets background
The 2-jet 0-tag sample is enriched with W/Z+jets background and it is used to test the
agreement between simulation and data on the distributions used for the signal extraction
procedures. The distribution of |ηj′ | in the 2-jet 0-tag is shown in figure 5, and good
agreement between data and simulation is displayed. The lepton charge in the 2-jet 0-tag
sample is shown in figure 6. The characteristic imbalance in the production of positively
and negatively charged leptons in W+jets events can be seen clearly in the data, and the
corresponding charge ratio is shown in figure 7. The jets in this sample mostly originate
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Figure 2. Distribution of |ηj′ | in the 3-jet 1-tag (upper left, upper right), and 3-jet 2-tag (lower
left, lower right) samples for muon and electron decay channels. The yield of the simulated
processes is normalised to the results of the fit described in section 6. Systematic uncertainty
bands include all uncertainties.
from light quarks (u, d, s) or gluons, which tend to behave differently from heavy-flavour
jets (stemming from c and b quarks). For this reason, in the final-fit procedure described
later on in section 6 the W+jets charge ratio is extracted from data as well.
The SB region in the 2-jet 1-tag sample is used in order to estimate the W/Z+jets com-
ponent in a region that is expected to have a similar composition in terms of W/Z+heavy
flavours with respect to the sample that is used for the cross section extraction, i.e. the 2-jet
1-tag SR. The |ηj′ | distribution for W/Z+jets processes is taken from the sideband region
by subtracting all other processes bin by bin. For this subtraction all samples except for
tt and QCD multijet are derived from simulation. The latter two are estimated with the
techniques described above. The scale factors between sideband region and signal region
are derived from simulation. This procedure is performed for the inclusive distribution,
as well as for positively and negatively charged leptons separately. The bias due to the
different kinematic properties of the two regions is estimated on simulations and removed,
and the uncertainty on the composition in terms of W+c-jets and W+b-jets events is taken
into account as described in section 7.
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Figure 3. Charge of the lepton in the 3-jet 1-tag (upper left, upper right), 3-jet 2-tag (lower left,
lower right) samples for muon and electron decay channels. The sum of all predictions is normalised
to the data yield. Systematic uncertainty bands include all uncertainties on the charge ratio.
6 Signal extraction and cross section measurement
Two binned maximum-likelihood fits to the |ηj′ | distributions of the events in the 2-jet
1-tag SR are performed. The first fit extracts the inclusive single-top-quark cross section,
the second extracts the separate single t and t cross sections.
The expected number of events in each |ηj′ | bin is modelled with the following likelihood
function:
n(|ηj′ |) = NsPs(|ηj′ |) +NtPt(|ηj′ |) +NEWPEW(|ηj′ |) +NMJPMJ(|ηj′ |). (6.1)
In addition to the signal (indicated with subscript s), three background components
are considered: the electroweak component (with subscript EW composed of W/Z+jets
and dibosons), the top quark component (with subscript t composed of tt and single-top-
quark tW and s-channel processes), and the QCD multijet component (with subscript
MJ). In equation (6.1), Ns, NEW, Nt and NMJ are the yields of the signal and of the three
background components; Ps, Pb (b=EW, t, MJ) are the binned probability distribution
functions for the signal and for the different background components.
The inclusive cross section is extracted from events with positively or negatively
charged leptons, defining one likelihood function per lepton flavour, as in equation (6.1),
then fitting simultaneously the two distributions for muons and electrons. The single t
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Figure 4. Charge ratio between positively and negatively charged leptons in the 3-jet 1-tag (upper
left, upper right), 3-jet 2-tag (lower left, lower right) samples for muon and electron decay channels.
The charge ratio is shown separately for each process, as well as after normalising the sum of all
predictions to the data yield. Systematic uncertainty bands include all uncertainties.
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Figure 5. Distribution of |ηj′ | in the 2-jet 0-tag sample for muon (left) and electron (right) decay
channels. The QCD multijet contribution is derived from the fit to mT and /ET. Systematic
uncertainty bands include pre-fit uncertainties, both on the normalisation and on the shape of the
distributions.
and t cross sections are extracted by further dividing the events by lepton charge, defining
one likelihood function per lepton flavour and per charge, as in equation (6.1), then fitting
simultaneously the four distributions.
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Figure 6. Charge of the lepton in the 2-jet 0-tag sample for muon (left) and electron (right) decay
channels. The sum of all predictions is normalised to the data yield. Systematic uncertainty bands
include all uncertainties on the charge ratio.
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Figure 7. Charge ratio between positively and negatively charged leptons in the 2-jet 0-tag sample
for muon (left) and electron (right) decay channels. The charge ratio is shown separately for
each process, as well as after normalising the sum of all predictions to the data yield. Systematic
uncertainty bands include all uncertainties.
The definition of the probability distribution functions and of the parameters included
in the fit are described in the following:
• Signal: Ps for both fits is taken from simulation (see also section 3) as the predicted
|ηj′ | distribution. The total yield Ns is fitted unconstrained in the inclusive single-
top-quark cross section fit. Two parameters are introduced in the single t and t cross
section fit for the positively and negatively charged lepton signal yield and fitted
unconstrained.
• Electroweak component: W/Z + jets, diboson: the PEW distribution is taken
as the sum of the contribution of W/Z+jets and diboson processes. The W/Z+jets
normalisation and distribution are estimated from them`νb sideband with the method
described in section 5. This sideband method is applied to both muons and electrons,
inclusively with respect to the lepton charge in the case of the inclusive top-quark
cross section fit, and separately for positively and negatively charged leptons in the
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case of the single t and t cross section fit. The diboson contribution is then taken from
simulation. The two contributions are summed together and the total yield NEW is
derived by the fit. To take into account the prior knowledge of the normalisation
obtained from the sideband a Gaussian constraint is applied to NEW in the fit, i.e.
the likelihood function is further multiplied by a Gaussian function of NEW. The
mean value of this function is taken from the procedure previously described in this
paragraph, while the standard deviation is taken equal to the difference between the
data-based yield of W/Z+jets and the expectation from simulation in the sideband
region. For the single t and t cross section ratio fit, the NEW are fitted separately for
positively and negatively charged leptons.
• Top quark component: tt, tW and s-channel: Pt is taken from the data-
based procedure described in section 5, to which the single-top-quark tW and s-
channel processes are added with a normalisation factor taken from simulation. This
contribution is separated by lepton flavour and charge assuming charge symmetry
of tt and tW events. The s-channel charge ratio is fixed to the SM prediction. The
yield Nt is then fitted with a Gaussian constraint, centred on the value obtained from
simulation and with a variation of ±10%, which is chosen to cover both experimental
and theoretical uncertainties on the tt cross section.
• QCD multijet: PMJ is taken from the QCD multijet enriched sample defined in
section 5, adding an extra requirement on the angular distance of the lepton and the
jets, ∆R(`, j) > 0.3. The yield is fixed to the results of the mT and /ET fit.
The fit strategy driving this parametrisation is focused on constraining from data the
W/Z+jets and tt backgrounds. In the particular case of the single t and t cross section
fit, the event ratio of positively and negatively charged W bosons is constrained as well.
The cross sections are extracted using the detector acceptance derived from the simulated
signal sample. The total cross section measurement from the inclusive analysis is more
precise than the one inferred from the separate-by-charge fit, due to the additional uncer-
tainty from the W charged ratio, which is extracted from data. The |ηj′ | distributions for
the muon and electron decay channels obtained by normalising the contribution of each
process to the value of the inclusive cross section and t and t cross section ratio fits are
shown in figures 8 and 9, respectively. An indication of the validity of the fit extraction
procedure comes from the study of characteristic t-channel properties in the signal sample
after normalising each process to the fit results. The reconstructed top-quark mass m`νb
in the region with |ηj′ | > 2.5, after scaling each process contribution to the normalisation
obtained from the fit, is shown in figure 10. This region is expected to be depleted of back-
ground events and enriched in t-channel signal events, hence displaying a characteristic
peak around the top-quark mass value, which appears clearly in data for both the muon
and the electron channels.
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Figure 8. Fitted |ηj′ | distributions for muon (left) and electron (right) decay channels, normalised
to the yields obtained from the combined total cross section fit. Systematic uncertainty bands
include the shape uncertainties on the distributions.
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Figure 9. Fitted |ηj′ | distributions for muon (upper left, lower left) and electron (upper right,
lower right) decay channels, normalised to the yields obtained from the combined single t and t cross
section ratio fit. Systematic uncertainty bands include the shape uncertainties on the distributions.
7 Systematic uncertainties
Contributions to the total systematic uncertainty are evaluated, with the exception of the
uncertainties on the background estimation described in section 5 and on the simulated
samples size, with the following procedure: pseudoexperiments are constructed using for
each process the distributions and the yields generated considering the altered scenario. A
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Figure 10. Distribution of reconstructed top-quark mass m`νb for muon (left) and electron (right)
decay channels, in the region with |ηj′ | > 2.5, the contribution of each process is scaled to the cross
section derived from the fit. Systematic uncertainty bands include the shape uncertainties on the
distributions and uncertainties on the normalisation in the |ηj′ | > 2.5 region.
fit to the |ηj′ | distribution is then performed for each pseudoexperiment with the nominal
setup, and the mean shift of the fit results with respect to the value obtained for the
nominal fit is taken as the corresponding uncertainty. A detailed description of each source
of systematic uncertainty and of the treatment of uncertainties related to the data-based
background estimation and to the size of simulated samples follows:
• Jet energy scale (JES), jet energy resolution (JER), and missing trans-
verse energy: all reconstructed jet four-momenta in simulated events are simulta-
neously varied according to the η- and pT-dependent uncertainties in the jet energy
scale and resolution. The variation of jet momenta causes the total momentum in
the transverse plane to change, thus affecting the /ET as well. The component of the
missing transverse energy that is not due to particles reconstructed as leptons and
photons or clustered in jets (“unclustered /ET”) is varied by ±10% [30].
• Pileup: the uncertainty in the average expected number of additional interactions
per bunch crossing (±5%) is propagated as a systematic uncertainty to this measure-
ment.
• B-tagging: b-tagging and misidentification (mistag) efficiencies are estimated from
control samples [31]. Scale factors are applied to simulated samples to reproduce
efficiencies in data and the corresponding uncertainties are propagated as systematic
uncertainties.
• Muon/electron trigger and reconstruction: single-muon and single-electron
trigger efficiency and reconstruction efficiency as a function of the lepton η and pT
are estimated with a “tag-and-probe” method based on Drell–Yan data, as described
in ref. [32]. The effect of the incorrect determination of the muon charge is negligi-
ble, while for electrons the uncertainty on the determination of the charge has been
measured at
√
s = 7 TeV in ref. [33].
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• W+jets, tt, and QCD multijet estimation: the distributions and normalisations
of these three main backgrounds are derived mostly from data as described in sec-
tion 5. The uncertainty related to the W+jets and tt estimation is evaluated by gen-
erating pseudoexperiments in the SB and in the 3-jet 2-tag sample. The background
estimation is repeated, and then the fit to |ηj′ | is performed and the uncertainty is
taken as the rms of the distribution of fit results. An uncertainty in the W+jets con-
tribution is obtained from alternative |ηj′ | shapes derived from simulation by varying
the W+b-jets and the W+c-jets background fractions by ±30% independently in the
SR and SB regions. An additional uncertainty in the tt estimation procedure is deter-
mined by performing the signal extraction using the tt distribution in the entire m`νb
range, then using two different distributions for the signal and background regions.
The difference of the two results is taken as the uncertainty. The QCD multijet nor-
malisation is varied by ±50% independently for muon and electron decay channels.
This variation range is obtained by performing the multijet estimation under differ-
ent conditions and assumptions as described in section 5, and taking the maximum
difference with respect to the value obtained with the nominal estimation procedure.
Additionally, all other systematic uncertainties are coherently propagated through
the estimation procedure.
• Background normalisation: an uncertainty in the tt normalisation of ±10% is
considered, covering the difference between theoretical predictions in [7, 8] and [34].
For dibosons and single-top-quark tW and s-channel production the assumed uncer-
tainty is ±30%, motivated by refs. [7, 8, 35].
• Signal modelling: renormalisation and factorisation scales used in the signal simu-
lation are multiplied or divided by a factor of 2 up and down, and the corresponding
variation is considered as the systematic uncertainty. The uncertainty on the simula-
tion is obtained by comparing the results obtained with the nominal powheg signal
samples with the ones obtained using samples generated by CompHEP [36, 37].
Half of the difference is taken as systematic uncertainty.
• PDFs: the uncertainty due to the choice of the PDF set is estimated by reweighting
the simulated events and repeating the signal extraction procedure. The envelope
of the CT10 [38], MSTW [9], and NNPDF [39] PDF sets is taken as uncertainty,
according to the PDF4LHC recommendations [40].
• Simulation sample size: the statistical uncertainty due to the limited size of sim-
ulated samples is taken into account by generating pseudoexperiments reproducing
the statistical fluctuations of the model. The fit procedure is repeated for each pseu-
doexperiment and the uncertainty is evaluated as the rms of the distribution of fit
results.
• Luminosity: the integrated luminosity is known with a relative uncertainty of
±2.6% [41].
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The contribution of each source of uncertainty to the cross section and their ratio mea-
surements is shown in tables 3 and 4, respectively. Uncertainties due to the limited size of
simulated and control samples in data for the background estimation do not cancel and thus
have an impact on the ratio measurement larger than on the total cross section. Uncertain-
ties that affect the signal efficiency in a similar way for single t and t, such as the b-tagging,
or the lepton trigger and reconstruction efficiencies, tend to cancel in the cross-section ratio,
thus have a smaller impact on its measurement. The luminosity uncertainty cancels as well
in the ratio. Uncertainties that affect the background processes that are independent from
the lepton charge, like the tt or the QCD multijet, have a bigger impact on the single t cross
section, for which the signal-to-background ratio is less favourable, and for this reason they
do not cancel out entirely in the ratio measurement. Since single t and t production depend
on different quark PDFs, the corresponding PDF uncertainties are largely anticorrelated,
and the corresponding contribution is enhanced in the charge-ratio measurement. As the
momentum and pseudorapidity spectra of quarks and leptons for the single t and t pro-
cesses are different, the modelling uncertainties and the uncertainties from the jet energy
scale and missing transverse energy do not fully cancel out in the ratio measurement.
Because of these differences, the event yields returned by the inclusive single-top-
quark cross section and the single t and t cross section fits are not numerically identical. A
consequence of this is that the values for the total cross section obtained in the two fits differ.
In particular the uncertainty in the heavy-flavour component is anticorrelated between the
two measurements, and the theoretical uncertainties tend to affect the exclusive extraction
more than the inclusive one.
The choice to keep two separate procedures is motivated by the fact that the inclusive
fit has a better overall performance regarding the systematic uncertainties in the inclusive
cross section measurement.
8 Results
8.1 Cross section measurements
The measured inclusive single-top-quark production cross section in the t-channel is
σt-ch. = 83.6± 2.3 (stat.)± 7.4 (syst.) pb. (8.1)
The measured single t and t production cross sections in the t-channel are
σt-ch.(t) = 53.8± 1.5 (stat.)± 4.4 (syst.) pb,
σt-ch.(t) = 27.6± 1.3 (stat.)± 3.7 (syst.) pb.
(8.2)
A comparison of the currently available measurements of the inclusive cross section
with the SM expectation obtained with a QCD computation at MLO with MCFM in the 5F
scheme [42] and at NLO+NNLL [43] is shown in figure 11. The measurement is compared
to the previous CMS t-channel cross section measurement at
√
s = 7 TeV [12] and the
Tevatron measurements at
√
s = 1.96 TeV [10, 16, 17]. The measurements are compared
with the QCD expectations computed at NLO with MCFM in the 5F scheme and at
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Uncertainty source σt-ch. (%)
Statistical uncertainty ± 2.7
JES, JER, MET, and pileup ± 4.3
b-tagging and mis-tag ± 2.5
Lepton reconstruction/trig. ± 0.6
QCD multijet estimation ± 2.3
W+jets, tt estimation ± 2.2
Other backgrounds ratio ± 0.3
Signal modeling ± 5.7
PDF uncertainty ± 1.9
Simulation sample size ± 0.7
Luminosity ± 2.6
Total systematic ± 8.9
Total uncertainty ± 9.3
Measured cross section 83.6 ± 7.8 pb
Table 3. Relative impact of systematic uncertainties for the combined muon and electron decay
channels.
NLO+NNLL. The error band (width of the curve) is obtained by varying the top-quark
mass within its current uncertainty [44, 45], estimating the PDF uncertainty according to
the HEPDATA recommendations [46], and varying the factorisation and renormalisation
scales coherently by a factor two up and down. The prediction in pp collisions can be also
compared with the one at pp because the inclusive single-top-quark cross section does not
depend on whether the light quark originates from a proton or from an antiproton.
8.2 Cross-section ratios
The ratio of t-channel production cross sections at
√
s = 8 and 7 TeV is derived with respect
to the result reported in ref. [12] for the single-top-quark t-channel cross section at
√
s =
7 TeV. Three measurements are combined in ref. [12]: two multivariate analyses and one,
the ηj′ analysis, making use of a strategy and a selection that are close to the ones reported
in this paper. The correlations between the sources of uncertainties reported in section 7
and those in ref. [12] are determined in the following way: the uncertainties related to signal
extraction and background estimation from data are treated as fully uncorrelated between
7 and 8 TeV, while for the rest of the uncertainties the 8 TeV analysis is considered fully
correlated with respect to its 7 TeV ηj′ counterpart, and the same choices for correlation as
in [12] are adopted between the 8 TeV ηj′ analysis and the two 7 TeV multivariate analyses.
Taking into account the correlations as described, the measured ratio is
R8/7 = σt-ch.(8 TeV)/σt-ch.(7 TeV) = 1.24± 0.08 (stat.)± 0.12 (syst.). (8.3)
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Uncertainty source σt-ch.(t) (%) σt-ch.(t) (%) Rt-ch. (%)
Statistical uncertainty ± 2.7 ± 4.9 ± 5.1
JES, JER, MET, and pileup ± 4.2 ± 5.2 ± 1.1
b-tagging and mis-tag ± 2.6 ± 2.6 ± 0.2
Lepton reconstruction/trig. ± 0.5 ± 0.5 ±0.3
QCD multijet estimation ± 1.6 ± 3.5 ±1.9
W+jets, tt estimation ± 1.7 ± 3.6 ± 3.0
Other backgrounds ratio ± 0.1 ± 0.2 ± 0.6
Signal modeling ± 4.9 ± 9.4 ± 6.1
PDF uncertainty ± 2.5 ± 4.8 ± 6.2
Simulation sample size ± 0.6 ± 1.1 ± 1.2
Luminosity ± 2.6 ± 2.6 —
Total systematic ± 8.2 ± 13.4 ± 9.6
Total uncertainty ± 8.7 ± 14.2 ± 10.9
Measured cross section or ratio 53.8 ± 4.7 pb 27.6 ± 3.9 pb 1.95 ± 0.21
Table 4. Relative impact of systematic uncertainties on the exclusive single t and t production
cross sections and the ratio measurements.
Figure 11. Single-top-quark production cross section in the t-channel versus collider centre-of-mass
energy.
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Figure 12. Comparison of the measured Rt-ch. with the predictions obtained using different PDF
sets.
The measured ratio of single t to t production cross sections at
√
s = 8 TeV is
Rt-ch. = σt-ch.(t)/σt-ch.(t) = 1.95± 0.10 (stat.)± 0.19 (syst.). (8.4)
A comparison is shown in figure 12 of the measured Rt-ch. to the predictions obtained
with several PDF sets: MSTW2008NLO [9], HERAPDF1.5 NLO [47], ABM11 [48], CT10,
CT10w [38], and NNPDF [39]. For MSTW2008NLO, NNPDF, ABM, and CT10w the fixed
4F scheme PDFs are used together with the powheg 4F scheme calculation. The powheg
calculation in the 5F scheme is used for all other PDFs, as they are derived from a variable
flavour scheme. The nominal value for the top-quark mass used is 173.0 GeV. Error bars
for the CMS measurement include the statistical (light yellow) and systematic (dark green)
components. Error bars for the different PDF sets include the statistical uncertainty, the
uncertainty in the factorisation and renormalisation scales, derived varying both of them
by a factor 1/2 and 2, and the uncertainty in the top-quark mass, derived varying the
top-quark mass between 172.0 and 174.0 GeV. The different PDF sets predictions for this
observable are not always compatible with each other within the respective uncertainties,
thus displaying the potential for this measurement to discriminate between the different
sets, should a better precision be achieved.
8.3 Extraction of |Vtb|
A feature of t-channel single-top-quark production is the presence of a Wtb vertex. This
allows for an interpretation of the cross-section measurement in terms of the parameters
regulating the strength of this coupling, most notably the CKM matrix element Vtb. The
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presence of anomalous couplings at the Wtb vertex can produce anomalous form fac-
tors [49–51] which are parametrised as fLv, where “Lv” refers to the specific left-handed
vector nature of the couplings that would modify the interaction strength. In the approxi-
mation |Vtd|, |Vts|  |Vtb|, we consider the top-quark decay branching fraction into Wb, B,
to be almost equal to 1, thus obtaining |fLvVtb| =
√
σt-ch./σ
theo.
t-ch. . The choice of this approx-
imation is motivated by the fact that several scenarios beyond the SM predict a deviation
of the measured value of fLv from 1, but only a mild modification of B [52]. This allows to
interpret a possible deviation from SM single-top-quark production cross section in terms of
new physics. In the SM case, fLv = 1, implying that the cross-section measurement yields
a direct constraint on |Vtb|. Thus inserting in the definition for |fLvVtb| the measured cross
section from equation (8.1) and the theoretical cross section from equation (1.1) results in
|fLvVtb| = 0.979± 0.045 (exp.)± 0.016 (theo.), (8.5)
where both the experimental and the theoretical uncertainties are reported. The former
comes from the uncertainties on the measurement of σt-ch., while the latter comes from
the uncertainties on σtheo.t-ch. . A similar measurement of |fLvVtb| is performed in ref. [12].
The results for |fLvVtb| from this paper and from the three analyses in [12] are combined
using the best linear unbiased estimator (BLUE) [53] method, considering the full corre-
lation matrix amongst the four measurements and the correlations described for the R8/7
measurement, obtaining the following result:
|fLvVtb| = 0.998± 0.038 (exp.)± 0.016 (theo.) (7+8 TeV combination). (8.6)
This result can be directly compared with the current world average of |Vtb| from the Parti-
cle Data Group [54], which is performed without the unitarity constraints on the CKM ma-
trix and, using the above formalism for non-SM contributions, yields |fLvVtb| = 0.89±0.07.
From the result in equation (8.6), the confidence interval for |Vtb|, assuming the constraints
|Vtb| ≤ 1 and fLv = 1, is determined using the Feldman–Cousins unified approach [55], be-
ing |Vtb| > 0.92 at the 95% confidence level.
9 Summary
The total cross sections for production in the t-channel of single top quarks and individual
single t and t have been measured in proton-proton collisions at the LHC at
√
s = 8 TeV.
The inclusive single-top-quark t-channel cross section has been measured to be σt-ch. =
83.6± 2.3 (stat.)± 7.4 (syst.) pb. The single t and t cross sections have been measured to
be σt-ch.(t) = 53.8±1.5 (stat.)±4.4 (syst.) pb and σt-ch.(t) = 27.6±1.3 (stat.)±3.7 (syst.) pb,
respectively. Their ratio has been found to be Rt-ch. = 1.95±0.10 (stat.)±0.19 (syst.). The
ratio of t-channel single-top-quark production cross sections at
√
s = 8 and 7 TeV has
been measured to be R8/7 = 1.24 ± 0.08 (stat.) ± 0.12 (syst.). These measurements are
in agreement with the standard-model predictions. From the measured single-top-quark
production cross section, the modulus of the CKM matrix element Vtb has been determined.
This result has been combined with the previous CMS measurement at 7 TeV, yielding the
most precise measurement of its kind up to date: |Vtb| = 0.998±0.038 (exp.)±0.016 (theo.).
Assuming |Vtb| ≤ 1, the 95% confidence level limit has been found to be |Vtb| > 0.92.
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