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LMMs (linear mixed models) extend simple linear models to allow for both 
fixed and random effects. Specifically, if an LMM contains only one random effect, 
the resulting model is a nested error model. Suitable data for a mixed-model analysis 
can be organised into different levels or clusters, also called ‘multilevel’ or ‘hierar-
chical’ structures. Under this framework, observations within a cluster or group are 
typically assumed as dependent, while the clusters themselves are assumed as inde-
pendent from one another (Gurka–Lloyd [2007]). 
Several methods exist for fitting LMMs, such as the ML (maximum likelihood), 
REML (restricted maximum likelihood), or moment methods (e.g. McCulloch–
Searle [2001], Jiang [1996]). However, these approaches can be seriously affected 
by the presence of unusual observations in the data or ‘outliers’ – that might appear 
as measurement errors, random effects, or both (Fellner [1986], Stahel–Welsh 
[1997], Sinha–Rao [2009]). A small branch of literature has also focused on the 
problem with the robust estimation of variance components (e.g. Pérez et al. [2017]; 
Pérez [2011]; Pérez–Peña–Molina [2011]; Molina–Peña–Pérez [2009]; Sinha–Rao 
[2009]; Gervini–Yohai [1998]; Richardson–Welsh [1997]; Rocke [1983], [1991]; 
Fellner [1986]). Among these approaches, probably the most popular is the 
REBLUP method as proposed by Sinha–Rao [2009]. 
The present work aims to analyse the theoretical and computational aspects asso-
ciated with this proposed method (Sinha–Rao [2009]) to demonstrate its advantages 
and disadvantages. 
This work is organised as follows: Section 1 presents the nested error model. Sec-
tion 2 introduces the EBLUP (empirical best linear unbiased prediction) estimators. 
Section 3 describes the problem of outliers in the data and introduces the REBLUP 
method. Section 4 conducts a Monte Carlo study to analyse the REBLUP method’s 
performance under different scenarios. Section 5 demonstrates an application of this 
method using agricultural data; Section 6 concludes. 
1. The model 
Consider that our data comes from D different population groups, and suppose 
that there are nd observations from group d, d = 1, …, D, where 
 1
 
D
d
d
n n

   is the 
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total sample size. We denote djy  as the value of the study variable for the j-th sam-
ple unit from the d-th group, and xdj  is a (column) vector containing the values  
of p auxiliary variables for the same unit. The nested error model is defined as  
                      ,        1,  ...,  ,        1,  ...,  ,x βTdj dj d dj dy u e j n d D       /1/ 
where β is the p × 1 vector of fixed parameters, du  is the random effect of the d-th 
group and  dje  is the model error. Random group effects and errors are assumed as 
independent, with distributions  
   2 2 0,      and     0,d u dj eiid iidu N σ e N σ  . 
In matricial form, let us define vector  11 12 ,  ,  ...,  D TDny y yy  of size n; vector 
 1 2 ,  ,  ...,  TDu u uu  of size D; and vector  11 12 ,  ,  ...,  D TDne e ee  of size n.  
The predictor vectors are given by an n × p matrix,  11 12 ,  ,  ...,  D TDnX x x x , and 
we define an n × D block diagonal matrix as  
 1
1 0
   
0 1
D
n
n
      
Z

   , 
where 1
in  denotes a vector of ones of size in .  
Thus, the model in matricial form can be written as  
                  ,  y Xβ Zu e  where    2 2 0, ,       0, .u D e nN σ N σ u I e I   /2/ 
The expectation and covariance matrix of y are given by  
   y XβE   and   2 2 Tu nevar σ σ y Z IZ . 
The distribution of the response variable is: 
 2 2 ,  Tu e nN σ σy Xβ ZZ I  . 
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One of the most noteworthy advantages of mixed models is that they are appropri-
ate for non-independent data. As an illustration, consider the unit-level Model /1/ that 
considers data from D groups, in which these groups are independent from one anoth-
er. For example, a group can be a person, a family, a county, etc. When multiple obser-
vations are collected from the same group, such as a person, a family, or a county, 
independence among observations from the same group can no longer be assumed. 
Therefore, Model /1/ adds an additional source of variation as represented by random 
effects du , to consider the data’s particular structure (Gurka–Lloyd [2007]). 
2. EBLUP estimators 
The LMM defined in /2/ contains three parameters: the vector of fixed effects, β ; 
the vector of random group effects, u; and the vector of variance components, 
 2 2 ,  Tu eσ σθ  .  
Assuming that the vector of variance components, θ  is known, Henderson [1975] 
notes that we can obtain BLUE (best linear unbiased estimator) of β  and BLUP 
(best linear unbiased predictor) of u, defined respectively as  
                       1 1  1 T T β X V X X V y  and  2  1  Tuσ  u Z V y Xβ . /3/ 
Note that the estimators in /3/ depend on the vector of variance components, θ  
(through matrix V). In practice, the vector of variance components is unknown and 
must be estimated from the sample data. Thus, the empirical versions of /3/ – called 
EBLUE (empirical best linear unbiased estimator) and EBLUP – are obtained by 
replacing a suitable estimator θˆ  of θ , or  
                       1 1  1ˆ ˆ ˆ T T β X V X X V y  and  2 1 ˆˆˆ ˆ (  )Tuσu Z V y Xβ  , /4/ 
where Vˆ  indicates that θ  has been replaced by its estimator θˆ . 
Classical methods for estimating βˆ  and θˆ  include the ML, REML, or by-moment 
methods (e.g. McCulloch–Searle [2001], Jiang [1996]). In the following subsection, 
we present the estimation of βˆ  and θˆ  via ML. 
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2.1. Estimation via maximum likelihood 
Under the ML approach and assuming the normality of u and e (McCulloch–
Searle [2001] p. 179.) we can write the joint probability density function of y as 
       1  122 1,   2π  exp   2
n T
f β θ y V y Xβ V y Xβ        ,  
where the joint log-likelihood is: 
           1 1 1,  |  ln ,   ln 2  ln   2 2 2 Tnf πβ θ y β θ y V y Xβ V y Xβ        . 
The first derivatives of   with respect to β  and θ  are given by 
  1( , | )   Tδ δβ θ y X V y Xββ   , 
      1ln( , | ) 1 1    2 2Vβ θ y Vy Xβ y Xβθ θ θTδδ δδ δ δ      ,  
which equates to zero and uses properties /1/ and /2/ as noted in the Appendix; thus, 
the ML equations for β  and θ  are given as  
                                                     1   0T   X V y Xβ ,  /5/ 
    1  1  11 1   trace  0
2 2
T δ δ
δ δ
        
V V
y Xβ V V y Xβ Vθ θ . 
The equations in /5/ do not have direct solutions and must be solved numerically. 
Literature has provided some useful algorithms for computing the ML estimators of 
β  and θ , such as the Fisher-Scoring or Newton–Raphson methods. 
3. REBLUP estimators 
One of the most important disadvantages of the ML equations in /5/ is that they 
are sensitive to the presence of outliers in the data (Fellner [1986], Stahel–Welsh 
[1997], Sinha–Rao [2009]). To overcome this disadvantage, Sinha and Rao [2009] 
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proposed a more resistant version of the ML equations against outlier observations, 
called the REBLUP method; essentially, if some fitted values unusually differ from 
the corresponding observed values, then this indicates apparent outliers in the data. 
Therefore, Sinha and Rao [2009] proposed a robust version of the ML equations to 
handle outliers in the response values, given by the following expressions:  
 1 1 2  0T ψ X V U r , 
                           1 1 1  1  12 2  trace  0T δ δψ ψδ δ
V V
r U V V U r KVθ θ
       , /6/ 
where r denotes the standardised residuals  12    r U y Xβ ; U = diag(V); and 
 ncK I  with  2  bc E ψ   r . In the former expressions,  ψ   represents a 
smoothing function (e.g. Huber’s psi function, Tukey’s biweight, or Hampel’s func-
tion) and is used for smoothing all observations with large residuals, as these indicate 
apparent outliers in the data. Particularly, the REBLUP method considers Huber’s 
[1964] psi function, defined as  u   min 1,  
 b
bψ u
u
     
 with the turning constant 
b = 1.345 to reach 95% efficiency. 
The REBLUP estimators are obtained based on a two-step procedure that uses the 
Newton–Raphson algorithm and takes ML estimators as starting values, as follows: 
Stage 1. Estimate β  and θ  simultaneously based on the robust 
ML equations in /6/. 
Stage 2. Predictor u  is obtained using the estimator in Stage 1. 
 
Stage 1 simultaneously estimates two model parameters (β and θ ). Hence, to be 
able to analyse the estimated vector of variance components, θ , we also need to 
introduce the estimation of the vector of fixed effects, β . 
3.1. Details of the method and our contribution 
Sinha and Rao’s [2009] study present the ML equations given in /5/, the robust 
version of the ML equations given in /6/, and the iterative equations given in /7/ and 
/8/. Our work aims to give more details about the construction of the REBLUP 
method (i.e. introduces the steps [for instance, the derivatives of expressions /7/  
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and /8/] omitted in Sinha and Rao’s [2009] study). This information could be useful 
for researchers, programmers and final users. 
3.2. Stage 1 
During the first stage, two parameters of Model /2/, β  and θ  are estimated simul-
taneously.  In the next subsection, we present the estimation of the vector of fixed 
effects, β .  
3.2.1. Estimation of the fixed effects, β 
Consider the first robust ML equation in /6/ and denote    1 1 2  ˆ TS ψβ X V U r . 
The Newton–Raphson iterative equation for the estimation of β is given by  
the expression 
   
 1
  ˆ 
ˆ
ˆ
ˆ  |  
δS
Sδ β = β
ββ β ββ
       
, 
where the derivative is:  
                           
   
     
1
 1 2
  
1 2 
ˆ ˆ
1
ˆ
  ˆ ˆ
 
 | | 
 diag ,  ,  ,ˆ  ˆ ˆ 
T
nT
δ ψδS
δ δ
δψ rδψ r δψ r
δ δ δ
β β β β
X V U rβ
β β
X V Xβ β β

 

   
     

 /7/ 
with 
  1,  if ;  
0,  otherwiˆ se.
i i
δψ r r b
δ
  β  
3.2.2. Estimation of the variance components, θ  
In this part of the study, the estimation of the vector of variance components, θ  is 
introduced. Let us consider the second robust ML equation in /6/ and denote 
      1 1 1  1  12 2   ˆ traceT δ δS ψ ψδ δV Vθ r U V V U r KVθ θ        . 
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The Newton–Raphson iterative equation for the estimation of θ  is given by  
                                              
   
 1
 ˆ
ˆ
  |ˆ  
ˆ   
δS
Sδ


       
θ θ
θθ θ θθ . /8/ 
To calculate the derivative 
 ˆ
ˆ
δS
δ
θ
θ , let us first rewrite  ˆS θ  as follows:  
                   1 1 1  1  12 2    traceˆ V Vθ V U r V U r KVθ θ
T
δ δS ψ ψδ δ
                     
.  /9/ 
The first element in /9/ is a quadratic form. Under the assumption that 
δ
δ
V
θ  is a 
symmetric matrix, we can use properties /2/ and /3/ from the Appendix to obtain  
the derivative, given by  
     
 
 
1
 1 2
1
 1  1  12
1
 12
1
 1  1  12
 
 2    trace
 
 2    trac ,
ˆ
e
ˆ V U rθ V V VV U r KV Vθ θ θ θθ
r U V
V V VV U r KV Vθ θ θ θ
T
δ ψδS δ δ δψδ δ δ δδ
δ ψ
δ δ δψδ δ δ δ

  

  
               
                 
 10/ 
and using the product rule  
       
1
 12 1
1 1  12
 1  12 2
 
 
r U V
r U VU V r V r Uθ θ θ θ
T
T
T T
δ ψ δψ δ δψ ψδ δ δ δ

 
         
and property /2/   
       
1
 12 1
1 12
 1  1  1  12 2
 
 
r U V
r U VU V r V r U V Vθ θ θ θ
T
T
T T
δ ψ δψ δ δψ ψδ δ δ δ

   
        . /11/ 
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Expressions /9/, /10/ and /11/ are defined for both elements of the vector of vari-
ance components, namely, for the random effect associated with the groups 2uσ , and 
the random effect associated with the error term 2eσ . The following subsections will 
explicitly define these expressions. 
Estimation of the random effect associated with the groups, 2uσ   
In the case of the random effect associated with the groups, expression /9/  
is given as 
     1 1 1  1  12 22 2     tracˆ e
T
u
u u
δ δ
S ψ ψδσ δσ
V Vθ V U r V U r KV  
                    
, 
considering that  
 2 2
2 2  
T
u e n T
u u
δ σ σδ
δσ δσ
 ZZ IV ZZ ,  
we have  
       1 1 1  1  12 2   tracˆ  eθ V U r ZZ V U r KV ZZT T TuS ψ ψ                . 
The derivative in /10/ is given by 
     
 
   
1
 12
1
 1  1  12
2 2 2 2 2
1
 12
1
 1  1  12
2
 
  2     trace
 
 2   trace
ˆ
 ,
T
u
u u u u u
T
T T T
u
δ ψδS δ δ δψδσ δσ δσ δσ δσ
δ ψ
ψδσ
r U Vθ V V V
V U r KV V
r U V
ZZ V U r KV ZZ V ZZ

  

  
                  
         
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and expression /11/ is:  
       
1
 12
1 1 1
 1  1  1  12 2 2
2 2
 
1 
2
r U V
r
U V r U V r U V ZZ V
T
T
T T T
u u
δ ψ δψ ψ ψδσ δσ

   
          
 with  
    12 1  2
r
U r r
T
u
δψ ψδσ
  .  
Thus, the Newton–Raphson iterative equation for estimating 2uσ  or 
   2 2
 1
2 2
0 ˆ   2
ˆ
ˆˆ  |   
ˆ u u
u
u u uσ σ
u
δSσ σ Sδσ
θ θ


       
 
can be expressed as  
 
   
     
 
 
 1
1
 12
1
2 2  1  1  12
0 2
1 1
 1  1  12 2
 
2  trace
  trac
ˆ   
e
T
T T T
u u
u
T
T T
δ ψ
σ σ ψδσ
ψ ψ
r U V
ZZ V U r KV ZZ V ZZ
V U r ZZ V U r KV ZZ


  
  
                  
                


/12 
with 20uσ  as a starting value, as Sinha and Rao [2009] note that this corresponds to an 
ML estimator. 
Estimation of the random effect associated with the error term, 2eσ  
In the case of the random effect associated with the error term, expression /9/ is 
given by  
     1 1 1  1  12 22 2    tˆ raceV Vθ V U r V U r KVTe
e e
δ δS ψ ψδσ δσ
                       
,  
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considering that  
 2 2
2 2  
T
u e n
n
e e
δ σ σδ
δσ δσ
 ZZ IV I , 
we have  
        1 1 1  1  12 2ˆ   traceTeS ψ ψθ V U r V U r KV               . 
The derivative /10/ is given by 
     
 
   
 
 
1
 12
1
 1  1  12
2 2 2 2 2
1
 12
1
 1  1  12
2
 
  2    trace
 
 2  tr c
ˆ
 a e ,
T
e
e e e e e
T
e
δ ψδS δ δ δψδσ δσ δσ δσ δσ
δ ψ
ψδσ
r U Vθ V V V
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can be expressed as  
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
 /13/ 
with 20eσ  as a starting value, as Sinha and Rao [2009] note that this also corresponds 
to an ML estimator. 
3.3. Stage 2 
In the second stage, Sinha and Rao [2009] predict u based on the estimators in 
Stage 1. However, as we aim to analyse the estimation of variance components, we 
will omit the details of this stage. 
In conclusion, we have presented above the explicit expressions for the estimation 
of the vector of fixed effects, β  given by /7/. We have defined the expressions  
for the estimation of the vector of variance components, θ , specifically, the  
estimator of the random effect associated with the groups, 2uσ  given by /12/, and  
the estimator of the random effect associated with the error term, 2eσ  given by /13/.    
4. Monte Carlo simulation 
This section presents a simulation study to evaluate the REBLUP method for un-
contaminated data (data without outliers) and contaminated data (data with outliers). 
Uncontaminated data were generated from the nested error model given by 
 ,         = 1,  ...,  ,          = 1,  ...,  dj dj d dj dy βx u e j n d D   , 
   2 2 0, ,     and     0, ,d u dj eiid iidu N σ e N σ   
102 BETSABÉ PÉREZ GARRIDO – SZABOLCS SZILÁRD SEBREK 
HUNGARIAN STATISTICAL REVIEW, VOLUME 2, NUMBER 1, PP. 90–113. 
considering one auxiliary variable,  1β   and the variance associated with the error 
term 2 1eσ  . We discuss four alternatives for the variance associated with the 
groups, or specifically,  2  0.3,  0.6,1 ,1 .3uσ  . Our data consists of  50D   groups 
with a constant sample size 20,   1,  …, dn d D  . Values for the auxiliary variable 
were generated as  0,1dj iidx N ,  1,  ...,  ,   1,  ...,  dj n d D   and it was kept as 
fixed during the simulations. The scenarios include the following:  
Scenario 1: Uncontaminated data (data without outliers). 
Scenario 2: Contaminated data (one additive outlier of increasing 
size – outliers affecting the variance associated with the error 
term 2eσ ). This scenario considers one outlying observation of increas-
ing size in the last area, or 
 1 1 1 ,     = 4 ,     = 0,  1,  ...,  0 1D D D Dy βx u e C C k k    .  
Scenario 3: Contaminated data (one shifted area – outliers affecting 
the variance associated with the groups 2uσ ). This scenario introduces 
one outlying group, or specifically, we select the last group and replace 
all observations on that group by a mean shift of increasing size, or  
   ,     = 1,  ,  ,    = 4 ,     = 0,  1,  ...,  10Dj Dj D Dj Dy βx u C e j n C k k     . 
We then run our simulations separately for each of the former scenarios. In each 
simulation replicated, we calculate the non-robust (ML and REML) estimators and 
use the robust REBLUP method with ML estimators as starting values. Regarding 
Monte Carlo replications,  200R  . We denote  ,mˆ rθ  as the resulting value of esti-
mator   ML,  REML,  REBLUPm   of the variance component θ ,  1,  2 , in 
the Monte Carlo replication r. For each scenario, we compute the following measures 
of performance:  
ARB (absolute relative bias): 
       , = 1, 1 /       100  ˆ×  ˆ
R r
mr
m
R θ θ
ARB θ θ
 





; 
REVIEW OF THE REBLUP METHOD FOR ESTIMATING VARIANCE COMPONENTS  103 
HUNGARIAN STATISTICAL REVIEW, VOLUME 2, NUMBER 1, PP. 90–113. 
RMAE (relative mean absolute error):    
       , 1, 1 /  ˆˆ     100   
R r
mr
m
R θ θ
RMAE θ θ
 


  

. 
Table 1 reports the ARB and RMAE for the considered estimators under  
Scenario 1 (uncontaminated data). Table 1 illustrates that the two non-robust 
(ML and REML) estimators are less unbiased than the robust REBLUP estimator. 
This result is reasonable, as the ML and REML methods were created to work well 
under no contamination; further, the bias of the REBLUP estimator associated with 
the error term 2eσ  increases as 2uσ  increases.  
 Table 1  
ARB and RMAE of estimators under Scenario 1 (no contamination) 
Case Method 
ARB RMAE 
2
eσ  2uσ  2eσ  2uσ  
  ML 0.11 4.29 3.50 19.34 
2
uσ  = 0.3 REML 0.21 1.99 3.52 19.36 
  REBLUP 1.91 7.89 4.44 20.60 
  ML 0.49 3.86 3.56 16.40 
2
uσ  = 0.6 REML 0.60 1.73 3.58 16.43 
  REBLUP 2.80 7.59 4.76 17.57 
  ML 0.23 5.31 3.66 17.60 
2
uσ  = 1.0 REML 0.33 3.28 3.66 17.49 
  REBLUP 4.26 6.89 5.47 19.16 
  ML 0.17 3.17 3.54 15.99 
2
uσ  = 1.3 REML 0.27 1.11 3.55 16.02 
  REBLUP 4.93 5.59 6.17 16.78 
 
In Scenario 2 we contaminate our data by adding one additive outlier of increas-
ing size in an attempt to affect the estimation of the variance components associated 
with the error term 2eσ . Figures A1 and A2 of the Appendix demonstrate that the ML 
and REML estimators produce similar values for the ARB and RMAE. Figure A1 
displays two issues: 1. the REBLUP estimator of 2eσ  (and 2uσ ) has a larger bias than 
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the non-robust estimators ML and REML, and 2. this becomes more evident as we 
increase the outlier size. This is because this type of outlier affects the starting values 
of the Newton–Raphson algorithm (based on ML estimators), and consequently, the 
algorithm diverges. A similar conclusion is made for the RMAE of the  
REBLUP estimators of 2eσ  (and 2uσ ), as noted in Figure A2. 
Finally, we contaminate our data in Scenario 3 by introducing one outlying area, in 
which we attempt to affect the estimation of the variance components associated with 
the groups 2uσ . Figures A3 and A4 again illustrate that the ML and REML estimators 
produce similar values for the ARB and RMAE. Figure A3 indicates that the REBLUP 
estimator for 2eσ  (and 2uσ ) exhibits a larger bias than the non-robust estimators ML and 
REML. This type of outlier also affects the Newton–Raphson algorithm’s starting 
values, failing to estimate both elements of the variance components ( 2uσ  and 2uσ ). 
5. Application – County crop areas 
Here we use the dataset presented by Battese, Harter and Fuller [1988], which 
consists of survey and satellite data for 12 counties in Iowa, in the United States 
(groups), or D = 12, with n = 37 number of observations. The data contain infor-
mation about the number of segments in each county, number of reported hectares, 
number of pixels in the sample segments, and the mean number of pixels per seg-
ment, the latter of which we omitted in the present study. Table 2 displays  
the considered data. 
Table 2  
Survey and satellite data for corn and soybeans in 12 Iowa counties, 1988 
Observation County 
Number of segments Reported hectares Number of pixels in sample segments 
Sample County Corn Soybeans Corn Soybeans 
1 Cerro Gordo 1 545 165.76 8.09 374 55 
2 Hamilton 1 566 96.32 106.03 209 218 
3 Worth 1 394 76.08 103.60 253 250 
4 Humboldt 2 424 185.35 6.47 432 96 
5   116.43 63.82 367 178 
(Continued on the next page) 
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(Continued) 
Observation County 
Number of segments Reported hectares Number of pixels in sample segments 
Sample County Corn Soybeans Corn Soybeans 
6 Franklin 3 564 162.08 43.50 361 137 
7 152.04 71.43 288 206 
8   161.75 42.49 369 165 
9 Pocahontas 3 570 92.88 105.26 206 218 
10 149.94 76.49 316 221 
11   64.75 174.34 145 338 
12 Winnebago 3 402 127.07 95.67 355 128 
13 133.55 76.57 295 147 
14   77.70 93.48 223 204 
15 Wright 3 567 206.39 37.84 459 77 
16 108.33 131.12 290 217 
17   118.17 124.44 307 258 
18 Webster 4 687 99.96 144.15 252 303 
19 140.43 103.60 293 221 
20 98.95 88.59 206 222 
21   131.04 115.58 302 274 
22 Hancock 5 569 114.12 99.15 313 190 
23 100.60 124.56 246 270 
24 127.88 110.88 353 172 
25 116.90 109.14 271 228 
26   87.41 143.66 237 297 
27 Kossuth 5 965 93.48 91.05 221 167 
28 121.00 132.33 369 191 
29 109.91 143.14 343 249 
30 122.66 104.13 342 182 
31   104.21 118.57 294 179 
32 Hardin 6 556 88.59 102.59 220 262 
33 88.59 29.46 340 87 
34 165.35 69.28 355 160 
35 104.00 99.15 261 221 
36 88.63 143.66 187 345 
37       153.70 94.49 350 190 
Source: Battese–Harter–Fuller [1988] p. 28. 
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The considered nested error model is: 
0 1 1 2 2 ,    dj dj dj d djy β β x β x u e      
 1,  ...,  ,         1,  ...,   12dj n d D   , 
where djy  is the number of hectares of corn in the j-th segment of the d-th county; 
dn  is the number of sample segments in the d-th county; and 1djx  and 2djx  denote 
the number of pixels classified as corn and soybeans, respectively. Random group 
effects and errors are assumed as independent, with distributions  
   2 2 0,      and     0,d u dj eiid iidu N σ e N σ  . 
Table 3 presents the estimates of model parameters ( , )β  θ . The vector of fixed ef-
fects is given by  0 1 2 ,  ,  β β ββ , and the vector of the variance components is 
 2 2 , Tu eσ σθ . We have obtained the estimates applying two non-robust methods (ML 
and REML) and one robust method (REBLUP), using ML estimators as starting values. 
 Table 3  
Estimates of model parameters (β, θ) 
Coefficient 
Estimate 
ML REML REBLUP 
Intercept  0β    18.09  17.96  29.14 
Corn pixels  1β    0.36  0.37  0.36 
Soybean pixels  2β    –0.03  –0.03  –0.07 
Random effect associated with the error term  2eσ   280.23  297.71  225.60 
Random effect associated with the groups  2uσ   47.80  63.31  102.74 
 
Finally, the computational time used to calculate the estimates ( , )β  θ  presented in 
Table 3 is as follows: ML – 0.06 sec, REML – 0.08 sec, REBLUP – 2.73 sec.  
The time data for the non-robust methods (ML and REML) are less than one second, 
while it is around three seconds for the REBLUP method, meaning that the latter 
method is relatively fast. 
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This work resorts to the R statistical software. We created our own code (availa-
ble upon request from the authors) for computing the REBLUP estimates, while 
package nlme was used to compute the ML and REML estimates. 
6. Conclusion 
This work analysed the REBLUP method’s performance in computing robust es-
timators of variance components under the nested error model. Our theoretical and 
simulation study identified some possible disadvantages that can be considered for 
future research.  
First, during the first stage of the REBLUP method, the model parameters β  and 
θ  are simultaneously estimated using the Newton–Raphson algorithm through Equa-
tions /7/, /12/, and /13/. This set of equations depends on the vector of variance com-
ponents, θ  (through matrix V), which is unknown. The REBLUP method suggests 
that ML estimators be used as starting values for the Newton–Raphson algorithm, 
then the estimators of β  and θ  are progressively and simultaneously discovered.  
In the presence of outliers, the starting values (based on ML estimators) can be seri-
ously affected; consequently, the Newton–Raphson algorithm may not converge. 
Moreover, the type of outliers as described in Section 4 can also affect the estimation 
of more model parameters. As an illustration, consider Scenario 2, in which we in-
troduced one additive outlier of increasing size to affect the variance associated with 
the error term 2eσ . Figure A1 demonstrates that the bias of the REBLUP estimator 
associated with the error term 2eσ  is larger. Further, the bias of the REBLUP estima-
tor associated with the groups 2uσ  is also larger; in other words, this type of outlier 
simultaneously affects two model parameters: 2eσ  and 2uσ . We suggest overcoming 
this problem by replacing the starting values (currently, the ML estimators) from the 
Newton–Raphson algorithm for robust starting values free of the influence of outlier 
observations.  
Second, a different approach to improve the REBLUP method could explore a 
more resistant algorithm replacing the Newton–Raphson algorithm, exempt from the 
influence of outlier observations. Finally, we believe that future research on this 
topic might incorporate similar scenarios affecting directly the variances associated 
with the groups and errors as described in Section 4.  
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Appendix 
Figure A1. ARB of ML, REML and REBLUP estimators under Scenario 2  
(one additive outlier of increasing size) 
 
  
  
  
 
Note. Here and in the following figures, ARB: absolute relative bias; ML: maximum likelihood;  
REML: restricted maximum likelihood; REBLUP: robust empirical best linear unbiased prediction. 
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Figure A2. RMAE of ML, REML and REBLUP estimators under Scenario 2  
(one additive outlier of increasing size) 
 
  
  
  
 
Note. Here and in Figure A4, RMAE: relative mean absolute error.  
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Figure A3. ARB of ML, REML and REBLUP estimators under Scenario 3  
(one outlying area) 
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Figure A4. RMAE of ML, REML and REBLUP estimators under Scenario 3  
(one outlying area) 
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Property 1:   
If A is a non-singular and symmetric matrix of order n and has elements which are functions of 
a scalar w, then   
   1In  trace w wδ δδ δA AA . 
Property 2: 
If A is a non-singular matrix of order n and has elements which are functions of a scalar w, then  
1
1 1 
w w
A AA Aδ δδ δ
    . 
Property 3: 
Let A be a symmetric matrix of order n and x a vector of size n. If f(x) has a quadratic form, 
  T f x  x Ax , then  '  2f x  Ax . 
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