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ABSTRACT 
Full Name : MD TARIQUE BIN HAMID 
Thesis Title : Noise control in 3-D enclosure using piezoelectric actuators  
Major Field : Aerospace Engineering 
Date of Degree : MARCH, 2015 
 
Acoustic noise is a major problem of our day-today’s life, and particularly it is one of the 
greatest concerns for automotive and aerospace industries. Acoustic noise problem plays 
pivotal role for extensive research to develop noise reduction techniques such as passive, 
semi-active, and active methods. Active control strategies are much more useful for low 
frequency noise problems. This thesis deals with the active control of noise in a 3D 
enclosure representing a model of helicopter cabin. The source of noise is an external 
force created by spatially bounded Heaviside function with a temporal function on the 
upper panel to simulate vibrations from helicopter propeller impinging disturbance on the 
upper surface of the cabin. An analytical state-space finite dimensional approximate 
model is derived for the structural-acoustic system consists of a 3D rectangular cavity 
with five acoustically rigid walls and a simply supported flexible plate on the top of 
cavity suitable for control design. The analytical model is compared with the published 
analytical and experimental data which are in complete agreement. Piezoelectric patches 
bonded symmetrically to the top surface of the panel are used as actuators. Microphone 
and PVDF sensors are used to measure both the pressure inside the cavity and panel 
displacement. Implementation of an optimal controller (LQG) shows considerable 
broadband reduction of noise. 
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 الرسالة ملخص
 
 
 محمد طارق بن حامد:الاسم الكامل
 
 في فجوة ثلاثية الأبعاد باستخدام مشغلات كهروإجهادية في الضجيج عنوان الرسالة:التحكم
 
 التخصص:هندسة الطيران والفضاء
 
 :تاريخ الدرجة العلمية
 .
ن أهم المخاوف بالنسبة لصناعة الضجيج الصوتي يعتبر مشكلة كبرى في حياتنا اليومية،وخاصة أنه يعتبر واحدا م
السيارات والطائرات. مشكلة الضجيج الصوتي تلعب دورا محوريا لأبحاث مكثفة لتطوير تقنيات الحد من الضجيج 
فجوة الصوتي مثل تقنية التحكم السلبي، التحكم شبه النشط والنشط، يتناول هذه البحث التحكم النشط للضجيج في 
نموذج مقصورة لطائرة هليكوبتر، مصدر الضجيج هو قوة خارجية نشأت من قبل دالة تمثل عازلة ثلاثية الأبعاد 
هيفيسيد مع دالة زمنية على اللوح العلوي لمحاكاة اهتزازات مروحة الهليكوبتر والتي تؤثر باضطرابات على السطح 
تي والمتكون من تجويف العلوي للمقصورة، وقد تم إشتقاق نموذج تحليلي تقريبي محدود الأبعاد لنظام هيكلي صو
مستطيل الشكل، ثلاثي الأبعاد مع خمسة جدران صلبة ولوح مرن بسيط الإرتكاز على الجزء العلوي من التجويف 
حيث أنه مناسب لتصميم التحكم، تتم مقارنة النموذج التحليلي مع البيانات التحليلية والتجريبية المنشورة، في هذ 
ادية بشكل متماثل على السطح العلوي من اللوح حيث أستخدمت كمشغلات، وتم البحث إستخدمن اشرائح كهربية إجه
استخداما ميكروفون وأجهزة استشعار لقياس الضغط داخل التجويف الصوتي وكذلك إزاحة اللوح ، وبتنفيذ وحدة 
 .يظهر انخفاض كبير واسع النطاق في الضجيج تحكم الأمثل
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CHAPTER 1 
Literature Review 
1.1 Background information 
Noise from vibrations of structures can radiate into the free field or into enclosures. 
Because of the increasing use of lightweight materials in manufacture, structure-borne 
noise has become a pronounced concern in industry. The noise radiated by machine tools 
and by engines in workplaces can seriously damage the health of workers and disturbs the 
life of residents in adjacent communities. In aerospace and automotive industries, the 
noise in fuselages or cabins, induced by the vibration of the surrounding walls, can 
significantly influence the comfort of passengers and hence reduce the competitiveness of 
products. The problem is especially crucial for turbo-propeller aircraft, due to the high-
level blade passage noise in the cabin, which limits, to a great extent, its commercial use 
even though it has high fuel efficiency. This need for noise reduction in practice strongly 
motivates the research on noise control. 
In general, there are two noise control methods - passive control and active control. Up to 
present, the passive noise control method is still widely used in practice due to its 
advantage of easy implementation, low cost, and no need for external energy. It works by 
utilizing sound absorptive materials to absorb the sound energy, and by building barriers 
and enclosures to block the propagation paths of noise. However, it is only effective for 
high frequency noise. The control of low frequency noise and vibration is difficult and 
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expensive and, in many cases, not feasible by passive methods. The long acoustical 
wavelengths involved require the use of large mufflers, heavy enclosures, and extensive 
structural damping treatments for noise control. 
On the other hand, active control methods are suitable for low frequency noise. The idea 
of using active sound cancellation as an alternative to passive control was first proposed 
by Paul Lueg in 1930s [1, 2]. The idea is to use actuators (control sources) to introduce a 
secondary disturbance into the system to cancel the existing disturbance, thus resulting in 
an attenuation of the original sound. The ‘anti-disturbance’ can be generated 
electronically based on a measurement of the primary disturbance using sensors.  
After the exposition of the original idea, it was not until the 1950s that the idea was 
rekindled by Olson [3, 4] who investigated the possibility of active sound cancellation in 
rooms, in ducts and in headsets and earmuffs. However, limitations in the available 
electronic control hardware, as well as limitations in control theory at that time, 
prevented this technology from being commercially realized.  
Since the 1980s, especially in the 1990s, thanks to the rapid advances in control theory 
and microelectronics, research in active noise control has been greatly expanded. Some 
commercial systems have even become available for controlling low frequency, plane 
wave sound propagation in air handling ducts. However, in complex cases, such as noise 
control in aircraft cabins, extensive research is required before a practical system is 
realized because of a need to understand the physical principles involved. 
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For the sake of simplicity, the application of active noise control of plane waves 
propagating in a one-dimensional air duct is used here to explain the different approaches 
of active control used in the past, which may be divided into two categories: feedforward 
control and feedback control.  
Feedforward controllers rely on the availability of a reference signal which is a measure 
of the incoming disturbance. This signal must be received by the controller in sufficient 
time for the required control signal to be generated and output to the control source when 
the disturbance arrives [6]. For stationary or slowly varying periodic disturbances this 
time constraint need not be satisfied, as the assumption can be made that the signal during 
one period will be very similar to that during the previous period [7]. Thus it is relatively 
easy to obtain a reference signal for a periodic disturbance. The control signal fed to a 
control source is produced by digitally filtering the reference signal.  
To adapt to changes in the disturbance, current practice involves the use of an adaptive 
algorithm to adjust the characteristics of the digital filter to minimize the downstream 
residual disturbance, the measure of which is the instantaneous value of the squared 
signal detected by an ‘error’ microphone. Feedback control systems differ from 
feedforward systems in the manner in which the control signal is derived. Whereas 
feedforward systems rely on some predictive measure of the incoming disturbance to 
generate an appropriate ‘canceling’ disturbance, feedback systems aim to attenuate the 
residual effects of the disturbance after it has passed. Feedback systems are thus better at 
reducing the transient response of systems, while feedforward systems are best at 
reducing the steady state response.  
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The feedback controller derives a control signal by filtering an error signal, not by 
filtering a reference signal as is done by a feedforward controller [6]. One question which 
may be asked is how one decides whether to use a feedforward or a feedback controller 
for a particular application. The answer is that a feedforward system should be 
implemented whenever it is possible to obtain a suitable reference signal, because the 
performance of a feedforward system is, in general, superior to that of a feedback system.  
In cases when the reference signal is difficult to obtain, feedback control systems are 
especially suitable and, indeed, are the only alternative. In an active control system of the 
interior noise induced by the vibration of surrounding structures, control sources can be 
acoustical sources such as loudspeakers, or structural sources such as shakers and 
piezoelectric transducers, and the error sensors can be microphones, polyvinylidene 
fluoride (PVDF) sensors or accelerometers.  
Depending on the type of control sources, the control method may be divided into Active 
Noise Control (ANC) using acoustical sources and Active Structural Acoustical Control 
(ASAC) using vibration sources. Some work has been done on the mechanisms behind 
the two control methods. By experiments on a rectangular panel in free field, authors [8] 
compared the two active control methods and summarized their mechanisms.  
For vibration sources, global attenuation of radiated sound is observed to occur by two 
main mechanisms. For “on resonance” excitation, the control force has the effect of 
increasing the total panel input impedance presented to the noise source, thus reducing all 
radiated sound. For “off resonance” excitation, the control force tends to not significantly 
modify the panel total response amplitude but rather to restructure the relative phases of 
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the modes, leading to a more complex vibration pattern and a decrease in radiation 
efficiency.  
For acoustical sources, the mechanism is that the acoustical sources tend to create an 
inverse pressure distribution at the panel surface and thus unload the panel by reducing 
the panel radiation impedance. Authors [9, 10] studied the mechanism of controlling 
sound transmission into a coupled enclosure. The physical mechanisms by which 
acoustical control sources achieve active sound attenuation are less complicated than 
those of vibration control sources. The control mechanism employed when using 
optimally tuned acoustical control sources is mode suppression.  
At an acoustical resonance a single acoustical mode will dominate the acoustical pressure 
distribution in the enclosure and, hence, the levels of acoustical potential energy. A single 
control source can easily excite this same single mode and, hence, quite easily provide a 
significant reduction over the entire surface of the structure. At a structural resonance, 
however, several acoustical modes may be significantly excited. For the control source 
distribution similarly (in relative phase and amplitude) to excite the acoustical modes, 
control source placement and number can become critical. 
Therefore, in general, acoustical control sources are recommended for controlling 
acoustical resonance. For vibration control sources, there are two possible control 
mechanisms: for structure controlled response, where the majority of the total system 
energy is associated with the response of the structure (such as near a structural 
resonance), sound pressure reduction is obtained by mode suppression (by suppressing 
the structural vibration amplitude of the  controlling mode); for cavity controlled 
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response, where the majority of the total system energy is associated with the response of 
the enclosed acoustical space (such as near an acoustical resonance), the control force is 
used to rearrange the structural modes (change the structural modal amplitudes and 
phases) so that the radiated power from the structure into the cavity is reduced, which is 
similar to that in the free field. Compared with an ANC system, with light-weight and 
surface-mounted piezoelectric transducers (PZT actuators and PVDF sensors), an ASAC 
system is more compact, less intrusive to the host structure and easy to install, which are 
appealing characteristics in many practical applications such as noise control of vehicle 
cabins. 
Therefore, it prompts great interest of many researchers. Hereafter, the review mainly 
focuses on the research on active structural acoustical control. 
1.2 Literature Review 
A significant amount of work has been carried out by various researchers to reduce the 
noise level in the passenger cabin as a source of discomfort to passengers. Passive control 
of noise and vibration is a technique that has been adopted extensively in engineering 
noise and vibration control. The common practice in this approach is to either modify the 
stiffness of the structure or augment its damping to achieve passive control by avoiding 
structural resonances or absorbing vibration and/or acoustic energy. However, for the 
type of problem in this investigation, such passive control techniques are generally not 
very effective.  
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In fact, increasing the damping does not reduce the noise and vibration levels appreciably 
since the excitations are usually neither broadband nor resonant [11]. Moreover, using 
damping materials is generally ineffective at the low frequencies (50 Hz to 300 Hz) 
where propeller noise is significant. Also, narrow-band damping, using tuned vibration 
absorbers can be effective in reducing noise, but the improvement is limited due to the 
difficulty in keeping the devices tuned in a varying environment. The successful use of 
active noise control (ANC), where a large number of microphones and speakers are 
employed, has been reported in various applications with significant noise reductions [5, 
8, 11-17]. This approach, generally referred to as noise cancellation, is realized by 
generating sound waves using secondary sources that interfere with the noise, thereby 
using the destructive interference of the component waves to reduce the level of the 
noise. However, the size of the required devices and the complexity of the configuration 
make the implementation of this approach inside the cabin of an aircraft unattractive. 
Active acoustic control is an alternative to the passive techniques. These active methods 
are not intended to replace currently used passive techniques, but to complement them. 
Since passive acoustic blankets are effective in attenuating higher frequency acoustic 
disturbances, the active technique will target lower frequency acoustic disturbances. 
There are two main types of active acoustic control. They are Active Noise Control and 
Active Structural Acoustic Control. Active Noise Control (ANC) [14, 15, 18-25] employs 
secondary acoustic sources to destructively interfere with the disturbances. Generally, the 
acoustic disturbances are monitored, and the secondary acoustic sources emit sounds so 
as to cancel the disturbances at discrete performance points.  
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ANC is most often used when the disturbance has a strong tonal component such as 
propeller passage frequency or engine RPM and the disturbance source is easily 
identifiable and compact such as an automobile muffler. However, in the case of 
broadband and diffuse source oriented disturbances, a measurement of the disturbance is 
impossible which makes ANC techniques unfeasible. Besides, ANC techniques are 
usually only successful in achieving attenuation at specific points at which performance 
microphones have been placed. In fact ANC techniques may significantly amplify noise 
at points other than these performance points. This is not satisfactory for the broadband 
acoustic disturbance alleviation problem in which global attenuation is required. Also the 
need to place microphones near the disturbance sources can damage the structural 
integrity.  
Active Structural Acoustic Control (ASAC) [14, 26-34] on the other hand uses structural 
actuators to control the enclosing structure, thus affecting the acoustic field within the 
enclosure. Since ASAC controls the structural vibrations which lead to the enclosed 
acoustics, it can control the enclosed acoustic field in a global manner. Although ASAC 
allows global attenuation of the enclosed acoustics using only structural actuators, it has 
one problem. This is that it can only control the acoustic modes which are closely 
coupled with the structural modes. The impedance matching control technique is a 
specific type of ASAC. It uses a dereverberated model of the system's local behavior to 
derive a controller which achieves global acoustic attenuation without the need for 
performance microphones distributed throughout the enclosure.  
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One main advantage to the impedance matching controller is the lack of need for a 
complex high order model of the structural-acoustic system. The assumption made for 
impedance matching control is that the local behavior can be modeled accurately using 
wave modes and that these are sufficient to obtain an effective controller. Impedance 
matching control designs generally attempt to eliminate the reflection or transmission of 
energy through some junction or to maximize the energy dissipated by the controller. 
Although impedance matching control has its origins in structural control, it has been 
applied to structural-acoustic control to a limited degree.  
A good understanding of the underlying physics of a particular noise and vibration 
problem is an essential part of designing an optimum control system. Therefore, 
vibroacoustical modeling and coupling analysis are the first step towards any successful 
ASAC of structure-acoustical systems. Early in 1963, Lyon [35] studied the noise 
reduction in an enclosure with one flexible wall. Then, the effect of cavities on the 
natural frequencies of the flexible plate was investigated by Dowell and Vass [36]. 
Pretlove [37, 38] pointed out that the effects of shallow cavities on the vibration of a plate 
are not negligible. In 1970s, Dowell et al. [39] developed the well-known 
acoustoelasticity theory, which has become the theoretical foundation for vibroacoustical 
modeling and analysis. In this theory, the sound pressure is expanded in terms of the 
normal modes of the rigid walled cavity; the motion of the flexible wall are also derived 
in terms of in vacuo-structural normal modes; finally, the complete coupled fluid-
structural equations of motion are obtained by means of Green’s Theorem and Neumann 
boundary conditions. Based on this theory, Narayanan and Shanbhag [40] investigated 
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the sound transmission through a sandwich panel into an enclosure. Recently [41-44] and 
others have done outstanding work on ASAC in 3D enclosure. 
Using vibroacoustical models, one can predict the interior sound pressure level. However, 
to design an effective active structural acoustical control system, the structural acoustical 
coupling characteristics have to be further analyzed. For regular structures, the coupling 
in space could be explicitly characterized by the coupling coefficient between structural 
and acoustical modes expressed as the surface integral of the acoustical mode shape 
function and the structural mode shape function divided by the vibrating surface.  
The in-vacuo structural mode shape functions of the simply supported top panel are 
represented with a sinusoidal series along longitudinal and lateral directions respectively 
multiplied by an arbitrary coefficient and each individual mode shape is divided by its 
corresponding length of the plate. Besides, the acoustical mode shape functions of the 
rigid walled regular enclosure are represented with a cosine series along x, y, and z 
directions respectively multiplied by an arbitrary coefficient and each individual mode 
shape is divided by its corresponding length of the cavity. The geometric coupling 
relationship between the uncoupled structural and acoustic mode shapes is obtained by 
taking a surface integral of acoustical mode shape functions and structural mode shape 
functions over the plate surface area. 
Moreover, Snyder and Hansen [10] have shown the modal coupling relation between 
acoustical mode  and structural mode where they have proved that only odd index panel 
modes couple with even index acoustical enclosure modes, and vice versa. 
 
11 
 
In his work, Guicking et al [45] controlled the acoustic reflection coefficient of a single 
degree of freedom structure in a one-dimensional waveguide. The sensors were a pair of 
microphones which were weighted to give a measure of the incoming acoustic pressure. 
The feedback gain from the microphone sensors to the single degree of freedom structure 
was varied manually so that the acoustic reflection coefficient was minimized. Significant 
reduction in the reflection coefficient was achieved in the frequency range between 
100Hz and 800Hz. This was also extended to three dimensional acoustics in which an 
array of speakers was set up and each speaker was controlled individually using a one 
dimensional impedance match for reflection. Although reflection coefficients of less than 
0.1 were achieved, work of Guicking et al [45] had one major drawback. Since the 
control gains were varied manually until a desirable result was obtained, no systematic 
design methodology was followed to determine the optimal impedance matching 
compensator. 
In his work Glaese [46] used a hybrid global/dereverberated model of the structural-
acoustic system, in which the structural part of the model is fully reverberant, but the 
acoustic part is dereverberant, was used. Using an LQG state space formulation, an 
optimal compensator was obtained which achieved significant attenuation of the first and 
second acoustic modes. Thus a systematic approach to obtaining an optimal compensator 
for global acoustic attenuation was provided which used only structural and acoustic 
sensing at the surface of the enclosing structure. Much of the past research into active 
acoustic control is based on feedforward techniques in which a measure of the 
disturbance is available.  
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Feedforward control using ASAC methods have been used to control acoustic 
transmission through thin structures into an enclosure, as was done by Balachandran [27]. 
PZT actuators located on the flexible structure were used with condenser microphone 
sensors to control the transmission of acoustics generated by a speaker located outside the 
enclosure. However, the disturbances generated were simply harmonic in nature allowing 
for the use of a feed-forward control. Since such a measure of the disturbance is not 
possible in the case of the broadband and diffusive noise sources, feedback control is 
required. There has been much work done in the past in the field of structural-acoustic 
control. However, much of this research has focused on feedforward control techniques 
which are not a viable option in the case of the 3D cabin noise reduction. Therefore 
feedback control must be used. 
Much of the past research utilizing feedback methods used either reflection control or 
transmission control to attenuate the enclosed acoustics. Although the work [47, 48] 
controls both the transmission of sound into the enclosure as well as the acoustic cavity 
modes, it does not use a systematic control design such as linear optimal control. 
Therefore the work presented here uses a linear optimal control design to simultaneously 
control the transmission and reflection of sound to attenuate the acoustic levels within an 
enclosure. 
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1.3 Importance of the problem 
There are many interesting works have been reported in the literature. Most of them dealt 
with the problems of free field or regularly shaped enclosures. But, most of the structures 
in industry are irregular, such as aircraft cabins. Before active noise control technology 
can be applied in practice, many problems have to be investigated. First, the conventional 
modal coupling coefficient approach for the structural acoustical coupling analysis only 
works well for regular shaped enclosures. As structures with irregular sound cavities 
become involved, it becomes laborious. Hence, a novel structural acoustical coupling 
analysis method suitable to irregular enclosures is required. Second, a better 
understanding of the fluid-structure coupling of aircraft cabins is still needed. Thirdly, as 
mentioned above, because of the merits of PVDF sensors, such as lightweight and easy 
installation, it has stimulated the interests of many researchers to use PVDF structural 
error sensors to replace microphones in an ASAC system.  
However, because PVDF sensors provide vibration signals of structures instead of sound 
signals, and because different structural modes have different sound radiation abilities, 
PVDF sensors have to be specially designed to sense those structural modes efficiently 
radiating sound. Fourthly, most of the work in the literature concerning ASAC deals with 
free-field problems involving simple structures like beams and plates, or cavity problems 
with simple types of control sources such as point forces. Research carried out focused 
more on the use of various optimal approaches than on the design of the ASAC system 
itself.  
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Given the increasing concern with the interior noise of aircraft cabins and vehicular 
cabins, ASAC for cavity noise of complex structures is of particular interest in both 
industry and academia, in which PZT actuators are usually used as control actuators. As 
Li et al. [49] mentioned, the control effect of PZT actuators is different from that of point 
forces, and the fact that PZT actuators generate distributed effects to the structure over 
the covered area makes the problem of optimal placement design more critical. 
Therefore, research including a PZT actuator model, and focusing more on the physical 
problem itself, should be conducted. On the other hand, when an ASAC system consists 
of PZT actuators and PVDF error sensors, an effective design system is definitely 
needed. 
1.4 Statement of problem 
Aircraft cabin noise consists of the air-borne and structural-borne sound generated by the 
engine, the propeller and the noise due to the aircraft structure interacting with the 
boundary layer. The noise levels in the aircraft are generally high during both cruise and 
climb (90 dB -115 dB). The noise is dominated by the low frequency sounds due to the 
engine and propeller tones. Cabin noise is fatiguing and makes conversation difficult or 
unintelligible. The dominant tones, usually due to the propeller, are the most fatiguing 
content in the spectrum but these tones are the hardest to control by traditional passive 
methods. Reducing this low frequency cabin noise by passive methods is not practical in 
the aircraft but constitutes the frequency range in which ANC (active noise control) is the 
most effective. 
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Pilots and passengers in rotorcraft and in GA (general aviation) aircraft typically rely on 
passive headsets incorporating an intercom system to provide hearing protection, reduce 
fatigue and enable conversation. While these headsets provide good noise attenuation, the 
tones are still present and fatiguing. More recently, active headsets incorporating ANC 
systems provide an improvement over the passive headsets by eliminating the dominant 
tones and reducing the broadband component. The use of headsets is cumbersome, 
restrictive and uncomfortable after extended periods due to 'head squeeze'. ANC aims to 
reduce cabin noise to provide lower noise levels to allow normal conversation and 
eliminate the need for headsets. ANC systems eliminate the dominant tones and can 
provide extensive broadband reductions in some cases.  
Single engine GA aircraft and rotorcraft present a unique set of problems due to the 
aircraft configuration and the restrictive cabin space and weight allowances. The amount 
of noise reduction due to ASAC in such closed enclosures is still under investigation. It is 
possible to investigate practical considerations as well as the amount and the spatial 
extent of noise reductions through the use of PZT sensors and actuators based on ASAC 
system with modeling and analysis or in laboratory. 
1.5 Objectives 
The overall objective of this thesis is to reduce the broadband low frequency noise in a 3-
Dimensional enclosure using piezoelectric actuator action on the walls of the enclosure. 
This will be accomplished by proposing a structural acoustical coupling analysis method, 
and then employing this method to reduce the pressure at specified points inside the 3-D 
enclosure.  
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The detailed objectives are as follows: 
 Development of an analytical model of the structural-acoustical coupling 
characteristics of a 3-D enclosure resembling helicopter cockpits. This includes 
validation of the system eigen-frequencies using available analytical and 
experimental results. 
  Development of an ASAC system consisting of PZT actuators on one of the 3-D 
enclosure walls and microphones and PVDF error sensors at selected points 
simulating points of interest in helicopter cockpits. 
1.6 Thesis Organization 
The organization of the remainder of this thesis is broken down into five chapters. In 
chapter 2, active noise control of 1-D rectangular Duct is presented. Chapter 3 contains 
coupled system modeling and eigen-frequency validation. Chapter 4 explores an active 
optimal controller design for effective control of pressure fluctuations in the 3D cavity. 
Chapter 5 discusses the results. Finally chapter 6 summarizes this thesis work, and 
discusses additional avenues of future studies. 
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CHAPTER 2 
Active noise control of 1-D rectangular Duct 
2.1 Introduction: 
Duct/cabin noise either be it in buildings, automobiles, aircrafts, or anything you name it, 
is a significant noise problem. Generally speaking, noise sources are located outside the 
duct/cabin. The external noise excites the duct/cabin structure, and the structure transmits 
noise into the cavity. Noise control can be broadly classified into active, passive, and 
semi-active methods [50]. Passive and semi-active methods are relatively ineffective in 
low frequencies. For instance, the thickness of the sound absorbing materials must be 
comparable to the acoustic wavelength (e.g. the wavelength of a 100 Hz sound can be as 
long as 3.4m). This requirement leads to a large, bulky, expensive and unpractical 
system. But the active method is efficient, economical, and useful for the control band of 
1 kHz [51]. Paul Lueg in 1930s [1, 2] first proposed the idea of using active sound 
cancellation as an alternative to passive control .  
Either adaptive feedforward control or Helmholtz resonator is usually applied to suppress 
low-frequency reverberant sound fields. If noise reference signal is available, 
feedforward systems can be used with the help of error microphone and loudspeaker to 
cancel noise in one direction. Feedforward systems are the most expensive and complex 
option for acoustic noise reduction due to the requirement for multiple transducers and a 
powerful digital signal processor  [52].  
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Helmholtz resonators consist of auxiliary coupled acoustic chambers. Helmholtz 
resonator is a popular passive technique for the dominant acoustic modes control. Lightly 
damped acoustic modes can be significantly attenuated. But the resonators are difficult to 
tune and require impractically large cavity volumes at frequencies below 200 Hz [52]. 
Authors [52, 53] have introduced a new technique for the control of low-frequency 
reverberant sound fields. In this new technique, electrical impedance is connected to the 
terminals of an acoustic loudspeaker, the mechanical dynamics to make acoustic response 
to emulate a sealed acoustic resonator. No microphone or velocity measurement is 
required. Of the new techniques, the passive shunt electrical circuit is simply the parallel 
connection of a capacitor and resistor. For semi-active shunt case, the required electrical 
circuit requires a series negative resistor and negative-inductor circuit along with a 
parallel inductor-resistor-capacitor circuit [53]. In this work, the numerical results are 
presented to verify the tuning capability and the control performance of these two shunt 
loudspeakers. 
2.2 Assumptions and Linearization: 
The rectangular duct can be considered as one dimensional if (Ly/Lx , Lz/Lx  ≪ 1), 
where Lx,  Ly, and Lz are the length, width and height of the duct respectively. As for the 
nonlinear governing equations relevant to the modeling of an acoustic enclosure are the 
fundamental equations of fluid mechanics: mass conservation, equation of state, and 
Euler’s equation of motion. Linearization can be achieved in case of small pressure 
perturbation and zero-mean fluid velocity. The nonlinear governing equation is as the 
following: 
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 𝜕2𝑝(𝑥, 𝑡)
𝜕𝑥2
−
1
𝑐2
𝜕2𝑝(𝑥, 𝑡)
𝜕𝑡2
= 𝜌𝑜
𝑑𝑣1
𝑑𝑡
𝛿(𝑥 − 𝐿𝑥) (2.1) 
Where  𝑝(𝑥, 𝑡) is the sound pressure variation measured from the duct end, 𝑣1 is the 
forced velocity,  𝜌0 is the ambient density, and 𝑐  is the speed of sound. 
The closed end boundary conditions are 𝑣(0, 𝑡) = 𝑣(𝐿, 𝑡) = 0. The linearization process 
has been described in details in [6]. 
2.3 Difference between Loudspeaker and Shunt Loudspeaker 
The electromechanical loudspeaker is the most commonly used actuator in active noise 
control (ANC) applications [53-55]. Loudspeakers normally behave like band-pass 
filters, with frequency dependent magnitude weighting and phase shift. By connecting a 
shunt circuit to a loudspeaker, the natural frequency and damping ratio of the loudspeaker 
can be modified [53]. The mechanism of the shunt loudspeaker to control noise is to add 
damping to the target acoustic mode. Such a shunt loudspeaker behaves like a Helmholtz 
resonator which dissipates acoustic energy from the system [52]. As a primary advantage, 
the proposed solution for controlling the sound level eliminates expensive sensors and 
bulky control electronics as required by ANC systems. The shunt loudspeaker discussed 
herein passively controls the targeted mode, removing acoustic spillover in the control 
bandwidth, and allows global attenuation with single actuator [53].  
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2.4 Shunt loudspeaker model 
Figure 1 shows a generic schematic of a shunt loudspeaker. There are two inputs for the 
loudspeaker such as the acting pressure on the speaker face and the current to the coil. 
The output is the displacement of the loudspeaker. Since the loudspeaker is a coupled 
electromechanical system, two differential equations are needed to describe their 
behaviors. 
 
Figure 1 (a)The loudspeaker model; (b) Mechanical schematic of loudspeaker; (c) 
Electrical schematic of loudspeaker; (d) Mechanical model of loudspeaker [52, 53]. 
The mechanical dynamics of loudspeaker cone shown in Figure 1 can be written as [55] 
 𝑀𝑚?̈? + 𝐶𝑚?̇? + 𝐾𝑚𝑥 = 𝐵𝑙𝐼 − 𝑝𝑆𝑠𝑝 (2.2) 
  𝑝 = 𝑝𝐹 − 𝑝𝑅 (2.3) 
  
𝑝𝑅 = −
𝑆𝑠𝑝𝜌𝑜𝑐𝑜
2
𝑉𝑠
𝑥 
(2.4) 
 
Substituting equations (2.3) and (2.4) in equation (2.2) renders the following: 
 
𝑀𝑚?̈? + 𝐶𝑚?̇? + (𝐾𝑚 + 
𝑆𝑠𝑝𝜌𝑜𝑐𝑜
2
𝑉𝑠
)𝑥 = 𝐵𝑙𝐼 − 𝑃𝐹𝑆𝑠𝑝 
(2.5) 
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Let assume 𝐾𝑇 =  𝐾𝑚 + 
𝑆𝑠𝑝𝜌𝑜𝑐𝑜
2
𝑉𝑠
 for simplification, and Eq. (2.5) can be written in the 
following state space model 
 [
?̇?
?̈?
] =  [
0 1
−
𝐾𝑇
𝑀𝑚
−
𝐶𝑚
𝑀𝑚
] [
𝑥
?̇?
] + [
0 0
𝐵𝑙
𝑀𝑚
−
𝑆𝑠𝑝
𝑀𝑚
] [
𝐼
𝑝𝐹
] 
(2.6) 
 
From Eq. (2.5)-(2.6) and Figure 1(d), it is found that the loudspeaker can be considered 
as a spring-mass-damper system subjected to an applied force 𝐵𝑙𝐼 (loudspeaker force 
factor (Bl) multiplied with supplied current (I)) and applied pressure 𝑝𝐹. If 𝐵𝑙𝐼 = 0 (open 
circuit); the loudspeaker can be considered as a passive acoustic absorber [53].  
It is noteworthy that the voice coil 𝐵𝑙 couples the electrical and mechanical systems in 
the loudspeaker. A shunt circuit connected to the terminals of a loudspeaker can be 
designed to modify the response (natural frequency and damping) of the loudspeaker. 
The electrical behavior of the loudspeaker can be written as [53, 55] 
 𝐿𝑚𝐼̇ + 𝑅𝑚𝐼 = 𝑉𝑖𝑛 − 𝐵𝑙?̇? (2.7) 
𝑉𝑖𝑛 is the shunt voltage applied to the coil, and other parameters stated in the above 
equations are given in  
Table 1. Combining equations (2.6) and (2.7), the shunt loudspeaker model can be 
represented by the following state-space form 
 [
𝐼̇
?̇?
?̈?
] =
[
 
 
 
 −
𝑅𝑚
𝐿𝑚
0 −
𝐵𝑙
𝐿𝑚
0 0 0
𝐵𝑙
𝑀𝑚
−
𝐾𝑇
𝑀𝑚
−
𝐶𝑚
𝑀𝑚]
 
 
 
 
[
𝐼
𝑥
?̇?
] + [
1/𝐿𝑚 0
0 0
0 −
𝑆𝑠𝑝
𝑀𝑚
] [
𝑉𝑖𝑛
𝑝𝐹
] 
 
(2.8) 
 
22 
 
The shunt circuit of the loudspeaker showed in Figure 1(c) can be regarded as shunt 
impedance 𝑍𝑠ℎ and the shunt voltage can be defined as 
 𝑉𝑖𝑛 = −𝑍𝑠ℎ𝐼 (2.9) 
  
 
Combining equations (2.8) and (2.9) turns into the following 
 [
𝐼̇
?̇?
?̈?
] =
[
 
 
 
 −
𝑍𝑠ℎ + 𝑅𝑚   
𝐿𝑚
0 −
𝐵𝑙
𝐿𝑚
0 0 0
𝐵𝑙
𝑀𝑚
−
𝐾𝑇
𝑀𝑚
−
𝐶𝑚
𝑀𝑚]
 
 
 
 
[
𝐼
𝑥
?̇?
] + [
0
0
−
𝑆𝑠𝑝
𝑀𝑚
] [𝑝𝐹] 
 
(2.10) 
Due to the nature of the shunt impedance, it is not realistic to combine equations (2.8) 
and (2.9). Hence, equations (2.8) and (2.9) turn to the following transfer function with 
input velocity ?̇? and circuit current 𝐼 assuming 𝑠 = 𝑗𝜔 
 
𝐻𝑠𝑝(𝑠) =
𝐼
?̇?
=  −
𝐵𝑙
𝐿𝑚𝑠 + 𝑅𝑚 + 𝑍𝑠ℎ
 (2.11) 
From equations (2.6) and (2.11), two subsystems viz. a mechanical model and an 
electrical model are obtained. The actual realization of these two models is performed 
using sysic (system interconnection) in MATLAB for simulation.  
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Figure 2 The interconnection of the mechanical and electrical parts of the shunt 
loudspeaker. 
From Figure 2 and equations (2.6) and (2.11), it can be found that the shunt circuit can 
be regarded as a feedback controller. Clearly, if the electrical current  I  is proportional to 
the displacement 𝑥 or acceleration ?̈?, the natural frequency of shunt loudspeaker can be 
tuned. Alternatively, if 𝐼 is proportional to ?̇?, the damping of the shunt loudspeaker can 
be tuned [53].  
In this study, two design solutions are presented. The first shunt circuit is purely passive 
using a capacitor-resistor circuit. The second is a semi-active circuit, which requires a 
series negative resistor, a negative-inductor circuit and a parallel inductor-resistor-
capacitor circuit. These circuits will be discussed in detail in the next sections. 
Table 1 The loudspeaker and duct parameters 
Duct  Loudspeaker  
Parameter Value Parameter Value 
Length, 𝐿𝑥(𝑚) 4 Cone area 𝑆𝑠𝑝(𝑚
2) 207 × 10−4 
Width, 𝐿𝑦(𝑚) 0.25 Moving mass 𝑀𝑚(𝑘𝑔) 37 × 10
−3 
Height, 𝐿𝑧(𝑚) 0.25 Natural frequency 𝜔𝑛(𝐻𝑧) 28 
Air density, 𝜌𝑜 (𝑘𝑔/𝑚
3) 1.239 Speaker box volume  𝑉𝑠(𝑚
3) 207 × 10−5 
Sound speed, 𝑐𝑜(𝑚/𝑠) 340 Force Factor 𝐵𝑙 (𝑇𝑚) 9.9 
Damping ratio, 𝜁𝑝 assumed Inductance 𝐿𝑚(𝐻) 37 × 10
−5 
  Resistance 𝑅𝑚(Ω) 6.2 
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2.5 Passive shunt circuit 
Natural frequency of the loudspeaker can be tuned by using a purely passive shunt circuit 
as show in Figure 3. The impedance of the shunt circuit can be written as 
 𝑍𝑠ℎ =
𝑅𝑠
1 + 𝑗𝜔𝐶𝑠𝑅𝑠
 
(2.12) 
 
Where 𝐶𝑠 𝑎𝑛𝑑 𝑅𝑠 are shunt capacitance and shunt resistance respectively. The transfer 
function for electrical part of the loudspeaker 𝐻𝑆𝑃 can be expressed as 
 𝐻𝑠𝑝(𝑠) =  −
𝐵𝑙
𝐿𝑚𝑠 + 𝑅𝑚 +
𝑅𝑠
1 + 𝑠𝐶𝑠𝑅𝑠
 
(2.13) 
 
 
Figure 3 Passive shunt circuit 
The natural frequency of loudspeaker can be reduced by increasing value of the shunt 
capacitance 𝐶𝑠. It is noteworthy that the passive shunt circuit cannot increase the natural 
frequency of the shunt loudspeaker [53]. Therefore the selection of a suitable loudspeaker 
is a very important issue in the design of the passive shunt loudspeaker.  
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2.6 Semi-active shunt circuits 
From Figure 2, it is clear that the natural frequency and damping ratio of the loudspeaker 
can be tuned independently of the transfer function of electrical model. 𝐻𝑆𝑃 is a 
proportional-Integral-derivative (PID) controller. It can be implemented by using a semi-
active shunt circuit including a series negative-resistor, a negative-inductor circuit and a 
parallel inductor-resistor-capacitor circuit, as shown in Figure 4. 
 
Figure 4 Semi-active shunt circuit. 
The impedance for the semi-active shunt circuit,  𝑍𝑠ℎ can be written as following: 
 
𝑍𝑠ℎ = −𝑗𝜔𝐿𝑚 − 𝑅𝑚 + (
1
1
𝑅𝑠
+
1
𝐿𝑠𝑠
+ 𝐶𝑠𝑠
) 
 
(2.14) 
 
Where 𝑅𝑠, 𝐿𝑠, 𝑎𝑛𝑑 𝐶𝑠 are shunt resistance, shunt inductance, and shunt capacitance 
respectively. Substituting equations (2.14) into (2.11) turns 𝐻𝑆𝑃 as a PID controller as 
following: 
 𝐻𝑆𝑃 = −
𝐵𝑙
1
𝑅𝑠
+
1
𝐿𝑠𝑠
+ 𝐶𝑠𝑠
 
(2.15) 
 
The inferred relationship between loudspeaker and shunt circuit parameters from (2.15) is 
given in Table 2. It is noteworthy that the natural frequency of the loudspeaker can be 
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tuned by changing the values of 𝐿𝑠 and 𝐶𝑠, while the amplitude of frequency responses 
remain the same. This means that the damping ratio of the shunt loudspeaker does not 
change. Similarly, the natural frequency of loudspeaker maintains the same value, while 
the damping ratio is reduced when the values of 𝑅𝑠 are changed. 
Table 2 The shunt circuit parameters 
Shunt circuit parameter Value 
Shunt capacitance 𝐶𝑠(𝜇𝐹) 𝐶𝑠 𝛼 𝑀𝑚 
Shunt inductance 𝐿𝑚(𝐻) 𝐿𝑠 α 1/Ks 
Shunt Resistance 𝑅𝑠(Ω) 𝑅𝑠 𝛼 1/𝜁𝑠𝑝𝑘 
2.7 Noise control performances with shunt loudspeakers 
The theoretical study is focused on noise control in a rigid rectangular duct with shunt 
loudspeakers based on a state-space model. Figure 5 shows a rigid duct consisting of a 
shunt loudspeaker located at 𝑋𝑠ℎ  =  3.88𝑚, one primary loudspeaker used as disturbance 
speaker located at 𝑋𝑝  =  0 𝑚, and one microphone located at the right end 𝑋𝑚  =  4𝑚 to 
measure the pressure in the duct. The physical parameters of the loudspeakers and duct 
are listed in  
Table 1. The dimensions 𝐿𝑦 and 𝐿𝑧 of the duct are sufficiently small compared to its 
length 𝐿𝑥 (𝐿𝑦/𝐿𝑥 , 𝐿𝑧/𝐿𝑥  ≪ 1) that acoustic waves travel along the length of the duct 
with planar wave fronts. This assumption enables us to treat the duct as one-dimensional 
waveguide with spatial coordinate 𝑥, where 0 ≤ 𝑥 ≤ 𝐿𝑥 [6].  
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Figure 5 The duct with shunt loudspeaker. 
When the frequency is less than the cut-on/off frequency, the acoustic response of the 
duct illustrated in Figure 5 can be approximated by considering a one-dimension model. 
The cut-off frequency and cut-on angular velocity can be calculated by 𝑓𝑐𝑜 =
𝑐0/(2𝐿𝑦 ) = 680 𝐻𝑧 and 𝜔𝑐𝑜 = (𝜋𝑐0)/𝐿𝑦  = 4273 𝑟𝑎𝑑/𝑠 [53, 54]. The authors [53] 
have considered the control of the duct pressure below 300Hz. In addition, the damping 
ratio for an arbitrary rectangular enclosure has been assumed as 𝜁𝑝 = 0.001 − 0.003 
from [56].The modal pressure in duct can be written as the followings [52, 53, 55] 
 ?̈?𝑛 + 2𝜁𝑛𝜔𝑛?̇?𝑛 + 𝜔𝑛
2𝑃𝑛 = 𝜌𝑜𝑐𝑜
2(𝐹𝑝,𝑛 + 𝐹𝑠ℎ,𝑛) (2.16) 
 
 𝐹𝑝,𝑛 = ?̈?𝑝Ωn(𝑋𝑝)𝑆𝑠𝑝 (2.17) 
 
 𝐹𝑠ℎ,𝑛 = ?̈?𝑠ℎΩ𝑛(𝑋𝑠ℎ)𝑆𝑠𝑝 (2.18) 
 
 
Ω𝑛(𝑋) =  √
2
𝐿𝑥
cos (
𝑛𝜋𝑋
𝐿𝑥
) 
(2.19) 
 
 [
?̇?
?̈?
] =  [
0𝑁×𝑁 𝐼𝑁×𝑁
−𝜔𝑝
2 −2𝜁𝑝𝜔𝑝
] [
𝑃
?̇?
]
+ [
0𝑁×1 0𝑁×1
𝑆𝑠𝑝Ω𝑝 𝑆𝐻𝑅Ω𝑠ℎ
] [
?̈?𝑝
?̈?𝑠ℎ
] 
(2.20) 
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Where𝜔𝑝 = 𝑑𝑖𝑎𝑔(𝜔1, 𝜔2, … , 𝜔𝑁), 𝜁𝑝 = 𝑑𝑖𝑎𝑔(𝜁1, 𝜁2, … , 𝜁𝑁), 𝑃 = [𝑃1, 𝑃2, … , 𝑃𝑁]
𝑇 , Ω𝑝 =
[Ω1(𝑋𝑝), Ω2(𝑋𝑝),… , Ω𝑁(𝑋𝑝)]
𝑇
, Ω𝑠ℎ = [Ω1(𝑋𝑠ℎ), Ω2(𝑋𝑠ℎ),… , Ω𝑁(𝑋𝑠ℎ), and 
𝑃𝑛, 𝜔𝑛, 𝑎𝑛𝑑 𝜁𝑛 are the modal pressure, natural frequency and damping ratio of 𝑛
𝑡ℎ 
acoustic mode of the duct. Whereas, 𝐹𝑝,𝑛, 𝐹𝑠ℎ,𝑛 𝑎𝑛𝑑 Ω𝑛  are the  𝑛
𝑡ℎ  modal force due to 
primary loudspeaker, shunt loudspeaker, and  𝑛𝑡ℎ  acoustic mode shape of the rigid duct. 
Besides, 𝑥𝑝 𝑎𝑛𝑑 𝑥𝑠ℎ are the displacements of the primary and shunt loudspeakers. The 
natural frequency of  𝑛𝑡ℎ  mode for a rectangular enclosure can be calculated by the 
following equation from [54]. 
For 3-D case 𝜔𝑛 =
𝑐
2
√[
𝑛𝑥
𝐿𝑥
]
2
+ [
𝑛𝑦
𝐿𝑦
]
2
+ [
𝑛𝑧
𝐿𝑧
]
2
 
(2.21) 
 
For 1-D case 𝜔𝑛 =
𝑐
2
×
𝑛𝑥
𝐿𝑥
 ; 𝑛𝑥 = 𝑛
𝑡ℎ 𝑚𝑜𝑑𝑒 𝑎𝑙𝑜𝑛𝑔 𝑙𝑒𝑛𝑔𝑡ℎ 
(2.22) 
 
Where 𝑐  is the speed of sound,  𝑛𝑥 , 𝑛𝑦, 𝑎𝑛𝑑 𝑛𝑧  are number of modes along  𝑥, 𝑦, 𝑎𝑛𝑑 𝑧 
directions respectively. 
Moreover, there are three output parameters, i.e. 𝑝𝑝, the pressure at primary speaker 
location 𝑋𝑝, 𝑝𝑠ℎ, the pressure at the shunt loudspeaker location 𝑋𝑠ℎ, and 𝑝𝑚, the pressure 
at the monitor microphone location 𝑋𝑚. Besides, Ω𝑝
′ , Ω𝑠ℎ
′ , 𝑎𝑛𝑑 Ω𝑚
′  are mode shape 
functions at the primary speaker location, at the shunt loudspeaker location, and at the 
monitor microphone location respectively. Outputs are written as 
 
[
𝑝𝑝
𝑝𝑠ℎ
𝑝𝑚
] = [
Ω𝑝
′ 0
Ω𝑠ℎ
′ 0
Ω𝑚
′ 0
] [
𝑃
?̇?
] 
 
(2.23) 
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2.8 Results and Discussion 
The loudspeakers and duct subsystems have been coupled using 𝑠𝑦𝑠𝑖𝑐 and Simulink in 
Matlab. Figure 6 shows the diagram of the loudspeaker-duct system interconnection 
taken from [53].  
 
Figure 6 The duct–shunt loudspeaker system. 
In Figure 7, the blue line depicts the uncontrolled response measured at the end of the 
duct, and green line portrays how the passive shunt loudspeaker reduces the noise from 
the duct system. As the formulation of the passive shunt circuit shows when 𝐶𝑠 value is 
increased the natural frequency decreases provided 𝑅𝑠 → ∞, but decreasing the 𝐶𝑠 value 
cannot increase the natural frequency. Hence selection of a proper loudspeaker is of 
tremendous importance. 
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Figure 7  The passive shunt loudspeakers with 𝑪𝒔 = 𝟑𝟕𝝁𝑭 𝒂𝒏𝒅  𝑹𝒔 = 𝟏𝟎𝟎𝑴𝛀 
All figures are plotted in the frequency domain in the range of  𝜔 = 31.8 𝐻𝑧 −
317.6 𝐻𝑧. Figure 8 shows how well the semi-active shunt loudspeaker works to reduce 
noise. But as the 𝐿𝑠 ,which acts as an integrator, value is increased above 5.685 mH, there 
is a different modulation of noise signal shown in Figure 9 which can create more noise if 
the proper value is not selected. Similarly, increasing the 𝐶𝑠, which works as a derivative 
parameter, value beyond 3700𝜇𝐹, the frequency response start showing an inverted trend 
as shown in Figure 10 which can in effect intensify noise. So, proper selection of 
𝐶𝑠 𝑎𝑛𝑑 𝐿𝑠 values are of tremendous importance. Besides, any 𝑅𝑠 value can be taken 
except  𝑅𝑠 ≪ 1.  
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Figure 8  The passive and semi-active shunt loudspeakers with 𝐂𝐬 = 𝟑𝟕𝛍𝐅,𝐑𝐬 =
𝟏𝟎𝛀, 𝐚𝐧𝐝 𝐋𝐬 = 𝟓. 𝟔𝟖𝟓 𝐦𝐇 
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Figure 9 The passive and semi-active shunt loudspeakers with 𝑪𝒔 = 𝟑𝟕𝝁𝑭,𝑹𝒔 =
𝟏𝟎𝛀,𝒂𝒏𝒅 𝑳𝒔 = 𝟓𝟔. 𝟖𝟓 𝒎𝑯 
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Figure 10 The passive and semi-active shunt loudspeakers with  𝑪𝒔 = 𝟑𝟕𝟎𝟎𝝁𝑭,𝑹𝒔 =
𝟏𝟎𝛀,𝒂𝒏𝒅 𝑳𝒔 = 𝟓𝟔. 𝟖𝟓 𝒎𝑯 
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CHAPTER 3 
System Modeling and Eigen-frequency Validation 
3.1 Modeling of three dimensional (3D) System 
The structural-acoustic system consists of a three dimensional rectangular cavity. The 
enclosure has five acoustically rigid walls. It has a simply supported flexible steel 
/aluminum plate on the top of cavity. A harmonic plane wave incident on the flexible 
plate or any external force creating disturbance on the plate can be considered as the 
prime source of external excitation. Piezoelectric actuators on the flexible plate function 
to control sound pressure level (SPL) in the cavity. The key purpose of the controller is to 
reduce noise in the cavity globally.  
There are three distinct coordinate systems in this system modeling. Sound field in the 
cavity is specified with  𝒙(𝑥1, 𝑥2, 𝑥3); thin flexible plate vibration is demarcated with  
𝒚(𝑦1, 𝑦2); and the external incident wave is drawn with 𝑟. The three dimensional (3D) 
enclosure with attached piezoelectric patches and labeled coordinate system is shown in 
Figure 11. Dimension of the cavity and material properties of flexible plate (aluminum 
and steel) and properties of air in the cavity are listed in Table 3 which is taken from [58]. 
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Table 3  Materials properties and dimensions of the cavity 
Parameters Value Unit Definition 
𝐿1 2 m Cavity length 
𝐿2 0.6 m Cavity width 
𝐿3 0.9 m Cavity height 
ℎ𝑝 7 mm Plate thickness 
𝐸𝑝,𝑠𝑡𝑒𝑒𝑙 207 GN/m
2
 Young’s Modulus  
𝜌𝑝 7870 Kg/m
3
 Density of steel Plate 
𝜈𝑝 0.29 - Poisson’s ratio steel 
plate 
𝐸𝑝,𝐴𝑙 71 𝐺𝑁/𝑚
2 Young’s Modulus 
𝜌𝑝,𝐴𝑙 2770 𝐾𝑔/𝑚
3 Density of Al Plate 
𝜈𝑝,𝐴𝑙 0.33 - Poisson’s ration Al plate 
𝜌0 1.21 Kg/m
3
 Density of air 
𝑐0 340 m/s Phase/air speed 
𝜉𝑝 0.01 - Structural damping ratio 
𝜉𝑎 0.01 - Acoustic damping ratio 
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Figure 11 A 3D rectangular enclosure with attached piezoelectric actuators and external 
disturbance  
 
3.2 System modeling and Uncertainties 
 
Proper modeling of any system is of tremendous importance. Certain preconditions are, 
nevertheless, usually set to avoid difficulties in system modeling. But due to the soaring 
and leaping advent of computing technology those assumptions can be minimized if 
proper research methodologies are put on place on time. System uncertainties can mainly 
be divided into four categories such as  
 
 
PZT actuators 
Plane wave 
L2 
L3 
L1 
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a) Parameter uncertainties 
Uncertainties evolve from any unknown parameter or parameters are defined as 
parameter uncertainties. As for the 3D enclosure considered here, parameter 
uncertainties can arise from PZT actuator attached with glue to the flexible plate. 
b) Unmodeled dynamics  
To reduce the complexity of the analytical model, researchers simplify the model 
with certain assumptions where they ignore some dynamics which can be termed 
as Unmodeled or missing dynamics that do not change the system dynamics 
above all. Since the dimensions of actuator and sensor patches are much smaller 
compared to that of the thin plate, the actuator and sensor dynamics were usually 
overlooked in this work. Besides, other hardware dynamics was not considered, 
and cavity wall was assumed as rigid acoustically. As for theoretical derivation, 
the plate is assumed to be simply supported on its four sides. Besides, the initial 
displacements and velocities at all points on the plate are taken as zero. 
c) External additive inputs 
Any input apart from the considered inputs is defined as external additive inputs 
or external disturbances. In this case, the external additive inputs can be variation 
in temperature and in air flow. 
d) Measurement errors 
Error resulted in from sensors data is called measurement error. Measurement 
error can lead to fatal result if not properly calibrated with accuracy, repeatability, 
precision and reproducibility. In this case, measurement error can arise from 
PVDF sensors and microphones. 
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A system considering the above uncertainties can be written as following: 
?̇? = (𝐴(𝜃) + ∆𝐴(𝜃))𝑥 + (𝐵 + ∆𝐵)𝑢 + 𝐷1𝜉   
𝑦 = (𝐶 + ∆𝐶)𝑥 + (𝐷 + ∆𝐷)𝑢 + 𝐷2𝜁 
Where 𝜃 is a vector of uncertain parameters, ∆𝐴 𝑎𝑛𝑑 ∆𝐵 are unmodeled dynamics, and 
𝜉 𝑎𝑛𝑑 𝜁 are seen as external disturbances. This system can be modeled with certain 
norm-bounded uncertainties and stability can be ensured using LMI via Schur 
complement. Readers are highly encouraged to see any robust control book for further 
understanding with [60-62]. 
 
3.3 Vibration of the thin flexible plate 
 
Plates are primarily flat elements with thicknesses smaller compared with the remaining 
dimensions. Plates of technical significance are often termed as thin when the ratio of the 
thickness to the smaller span length is less than 1/20. Homogeneous thin elastic plate 
vibration equation can be written as Meirovich [63] using Hamilton's principle: 
 𝐷𝑝∇
4𝑊(𝑡, 𝑦) + 𝐶𝑝
𝜕𝑊(𝑡, 𝑦)
𝜕𝑡
+ ℎ𝑝𝜌𝑝
𝜕2𝑊(𝑡, 𝑦)
𝜕𝑡2
= 𝐹𝑝(𝑡, 𝑦) 
 
(3.1) 
 
 𝐹𝑝(𝑡, 𝑦) = 𝑓𝑃𝑍𝑇(𝑡, 𝑦𝑃𝑍𝑇) + 𝑝𝑖𝑛(𝑡, 𝑦) − 𝑝𝑜𝑢𝑡(𝑡, 𝑦) 
(3.2) 
 
Where, 𝑊(𝑡, 𝑦) is the vibration amplitude in location 𝒚(𝑦1, 𝑦2)on the thin plate at time 
𝑡; 𝐹𝑝 is the pressure summation on the plate; 𝐶𝑝 represents posteriori damping factor of 
the plate; 𝐷𝑝 is the flexural rigidity of the plate (𝐷𝑝 =
𝐸𝑝ℎ𝑝
3
12(1−𝜈𝑝
2)
) ; 𝑓𝑃𝑍𝑇 is the force density 
summation from PZT actuators; 𝑝𝑜𝑢𝑡 and 𝑝𝑖𝑛  are external and internal pressure loading 
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on the plate respectively. Here thin flexible plate is assumed to have simply supported 
boundary conditions. Then 𝜔𝑝, natural frequency and 𝜑𝑝, mode shape function of 
vibrating plate are achieved using variable separation method turning the above non-
homogeneous equation into homogeneous equation as [5, 48, 54]: 
 
             𝜔𝑝,𝑢𝑣 = √
𝐷𝑝
ℎ𝑝𝜌𝑝
[𝛾𝑢
2
+ 𝛾𝑣
2]                              𝑢, 𝑣 = 1,… ,∞ 
(3.3) 
 
          𝜑𝑝,𝑢𝑣 = 2 sin (𝛾𝑢)sin (𝛾𝑣)              𝑢, 𝑣
= 1,… ,∞ 
(3.4) 
 
Where 𝛾𝑢 =
𝑢𝜋
𝐿1
, 𝛾𝑣 =
𝑣𝜋
𝐿2
  
Thin flexible plate vibration amplitude can be appraised with the summation of modal 
coordinates multiplied by mode shape functions according to finite approximation 
(expansion) theorem as [48, 58] 
 𝑊(𝑡, 𝑦) ≈ ∑ 𝜂𝑚(𝑡)𝜑𝑚(𝑦)
𝑁𝑝
𝑚=1
 
 
(3.5) 
 
Where 𝜂𝑚(𝑡) is a time-dependent coefficient; 𝜑𝑚(𝑦) is a mode shape function sorted by 
increase of frequency and 𝑁𝑝 is the total mode number on the plate. Equation (3.5) is 
substituted into equation (3.1). Then surface integral on the plate surface is taken. After 
that the differential equation of plate vibration is written as [27, 48, 58, 59] using 
orthogonal properties of modal functions:  
 
?̈?𝑚(𝑡) + 2𝜉𝑝,𝑚𝜔𝑝,𝑚?̇?𝑚(𝑡) + 𝜔𝑝,𝑚
2 𝜂𝑚(𝑡)
= 1/𝑚𝑝[𝑔𝑃𝑍𝑇,𝑚(𝑡) + 𝑔𝑃𝐼𝑁,𝑚(𝑡) + 𝑔𝑃𝑂𝑈𝑇,𝑚] 
(3.6) 
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𝑔𝑃𝑍𝑇,𝑚 = ∬𝜑𝑚𝑓𝑃𝑍𝑇(𝑡, 𝑦𝑃𝑍𝑇)𝑑𝑠,
𝑆𝑝
𝑔𝑃𝑖𝑛,𝑚 = ∬𝜑𝑚𝑝𝑖𝑛𝑑𝑠,
𝑆𝑝
 
𝑔𝑃𝑜𝑢𝑡,𝑚 = ∬𝜑𝑚𝑝𝑜𝑢𝑡𝑑𝑠 ,           𝑚 = 0,1, …𝑁𝑝
𝑆𝑝
 
 
(3.7) 
 
Where 𝑚𝑝 and 𝑆𝑝 are mass and area of the thin plate;  𝑔𝑃𝑍𝑇,𝑚, is generalized force owing 
to PZT actuators. Besides, 𝑔𝑃𝑖𝑛,𝑚and 𝑔𝑃𝑜𝑢𝑡,𝑚 are generalized internal and external 
pressure on the plate respectively. The sum of the incident wave with pressure 𝑝𝑖 and the 
reflected wave with pressure 𝑝𝑟 results in as external loading 𝑝𝑜𝑢𝑡  [47]. The dynamic 
interaction is much stronger from structure to acoustics than from acoustics to structure. 
As a result, 𝑝𝑟, radiation-damping term, can be overlooked which turns into  𝑝𝑜𝑢𝑡 = 2𝑝𝑖. 
The plane wave is assumed to be produced by a distant large speaker. 𝑝𝑖, incident 
pressure, can be written in coordinate 𝒓  as 
 𝑝𝑖(𝑡, 𝒓) = 𝑝𝑖0e
jωit−j𝐾𝑖⃗⃗⃗⃗ .𝐫 (3.8) 
 
Where 𝐾𝑖⃗⃗  ⃗ is the vector of wave number; 𝜔𝑖is the natural frequency of plane wave and 𝑝𝑖0 
is power of speaker (assuming unit here). Equation (3.8) is substituted into equation (3.7) 
to obtain the generalized outer pressure as [64]: 
 𝑔𝑃𝑜𝑢𝑡,𝑚 = 4𝑆𝑝𝐼𝑢(𝑚)𝐼𝑣(𝑚) (3.9) 
 
Where 𝐼𝑢 =
𝑢𝜋[1 − (−1)𝑢e−jKiL2sinθicosφi]
(𝑢𝜋)2 − (𝐾𝑖𝐿1𝑠𝑖𝑛𝜃𝑖𝑐𝑜𝑠𝜑𝑖)2
 
(3.10) 
 
 𝐼𝑣 =
𝑣𝜋[1 − (−1)𝑣e−jKiL2sinθi𝑠𝑖𝑛φi]
(𝑣𝜋)2 − (𝐾𝑖𝐿1𝑠𝑖𝑛𝜃𝑖𝑠𝑖𝑛𝜑𝑖)2
 
(3.11) 
 
 𝐾𝑖 =
𝜔𝑖
𝑐
 
(3.12) 
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𝑐 is phase speed with frequency. Constant phase speed of any wave with its frequency is 
termed as non-dispersive wave. But varying phase speed of any wave with its frequency 
is called dispersive wave. Besides, an external force can be used to cause vibration in the 
plate. This external force can be expressed as 𝑓(𝑡, 𝑥1, 𝑦1) = 𝑓(𝑡)𝑔(𝑥1, 𝑦1). Then 𝑓𝑢𝑣(𝑡) 
can be expressed as the following 
𝑓𝑢𝑣(𝑡) = [
1
𝑆1
∫∫ 𝑔(𝑥1, 𝑦1)𝜑(𝑥1, 𝑦1)𝑑𝑆1
𝑆1
] 𝑓(𝑡) = 𝛾𝑢𝑣𝑓(𝑡) 
Where 𝑔(𝑥1, 𝑦1) is a spatially bounded Heaviside or delta function, whereas 𝑓(𝑡) is any 
temporal function. 
3.4 Piezoelectric actuators 
The piezoelectric actuators induce internal moments, 𝑀𝑦1,𝑦1
𝑘 and 𝑀𝑦2,𝑦2
𝑘 . The PZT patch 
extends in the 𝑦1 and 𝑦2 directions on the flexible plate due to their bending nature. 
These internal moments can be obtained as [65]: 
 
𝑀𝑦1,𝑦1
𝑘 = 𝑀𝑦2,𝑦2
𝑘
= 𝐶0𝜀𝑃𝑍𝑇
𝑘 [𝐻(𝑦1 − 𝑥𝑃𝑍𝑇,1
𝑘 ) − 𝐻(𝑦1 − 𝑥𝑃𝑍𝑇,2
𝑘 )]
× [𝐻(𝑦2 − 𝑦𝑃𝑍𝑇,1
𝑘 ) − 𝐻(𝑦2 − 𝑦𝑃𝑍𝑇,2
𝑘 )] 
(3.13) 
 
Where 𝜀𝑃𝑍𝑇
𝑘 =
𝑑31𝑉𝑃𝑍𝑇
𝑘
ℎ𝑃𝑍𝑇
 
(3.14) 
 
 And 𝑥𝑃𝑍𝑇,1
𝑘  and  𝑥𝑃𝑍𝑇,2
𝑘  are the initial and ending position of the 𝑘𝑡ℎ  piezoelectric 
actuator in the 𝑦1 direction, whereas  𝑦𝑃𝑍𝑇,1
𝑘  and 𝑦𝑃𝑍𝑇,2
𝑘  are the initial and ending position 
of the 𝑘𝑡ℎ  piezoelectric actuator in the 𝑦2 direction. Besides, 𝑉𝑃𝑍𝑇
𝑘   and 𝜀𝑃𝑍𝑇
𝑘  are the 
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applied voltage and resultant strain in the direction of polarization of the 𝑘𝑡ℎ  PZT patch. 
𝐻(. ) denotes a step Heaviside function and 𝐶0 is the piezoelectric coefficient can be 
obtained as a function of piezoelectric material: 
 𝐶0 = −
2
3
(
1 + 𝜈𝑃𝑍𝑇
1 − 𝜈𝑝
) × (
𝐸𝑝ℎ𝑝2
2 𝑃𝑃𝑍𝑇
1 + 𝜈𝑝 − (1 + 𝜈𝑃𝑍𝑇)𝑃𝑃𝑍𝑇
) 
(3.15) 
 
Where  
  𝑃𝑃𝑍𝑇 = −
𝐸𝑃𝑍𝑇
𝐸𝑝
(1 − 𝜈𝑝
2)
1 − 𝜈𝑃𝑍𝑇
2 𝐾𝑃𝑍𝑇;    𝐾𝑃𝑍𝑇 =
3
2ℎ𝑃𝑍𝑇ℎ𝑝2(ℎ𝑃𝑍𝑇 + 2ℎ𝑝2)
(ℎ𝑝2
2 + ℎ𝑃𝑍𝑇
2 ) + 3ℎ𝑝2ℎ𝑃𝑍𝑇
2
 
(3.16) 
 
 
and ℎ𝑝2 represents half of the plate thickness. Dimensions and material properties of PZT 
actuators are enlisted in Table 4. In this work, the plate dimensions are much bigger than 
to that of PZT patch. Hence, it is assumed that the plate dynamics is not affected with 
bonded PZT patches. 𝑓𝑃𝑍𝑇, piezoelectric induced force density can be obtained as [58]: 
 𝑓𝑃𝑍𝑇 = ∑ [
𝜕2𝑀𝑦1,𝑦1
𝑘
𝜕𝑦1
2 +
𝜕2𝑀𝑦2,𝑦2
𝑘
𝜕𝑦2
2 ]
𝑁𝑃𝑍𝑇
𝑘=1
 
 
(3.17) 
 
Then moment’s equation (3.13) is substituted into equation (3.17) to replace the resultant 
into equation (3.7). Thus, a generalized modal force can be obtained as a function of 
applied voltage [58]: 
 𝑔𝑃𝑍𝑇,𝑚(𝑡) =  ∑ 𝐵𝑃𝑍𝑇,𝑚,𝑘𝑉𝑃𝑍𝑇
𝑘 (𝑡)          𝑚 = 1,… ,𝑁𝑝
𝑁𝑃𝑍𝑇
𝑘=1
 
 
(3.18) 
 Where 
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𝐵𝑃𝑍𝑇,𝑚,𝑘 =
𝐶0𝑑31
ℎ𝑃𝑍𝑇
[cos(𝛾𝑢𝑥𝑃𝑍𝑇,1
𝑘 ) − cos(𝛾𝑢𝑥𝑃𝑍𝑇,2
𝑘 )]
× [cos(𝛾𝑣𝑦𝑃𝑍𝑇,1
𝑘 ) − cos(𝛾𝑣𝑦𝑃𝑍𝑇,2
𝑘 )] (−
2(𝛾𝑢
2 + 𝛾𝑣
2)
𝛾𝑢𝛾𝑣
) 
 
(3.19) 
 
𝑤ℎ𝑒𝑟𝑒 𝑘 = 1,… ,𝑁𝑃𝑍𝑇 
Table 4  Material properties and dimensions of PZTs 
Parameters Value Unit Definition 
𝐿𝑥𝑃𝑍𝑇 80 mm Patch length 
𝐿𝑦𝑃𝑍𝑇 60 mm Patch width  
ℎ𝑃𝑍𝑇 1 mm Patch thickness 
𝐸𝑃𝑍𝑇 63 GN/m
2
 Young’s Modulus 
𝜌𝑃𝑍𝑇 7650 Kg/m
3
 Density of patch 
𝜈𝑃𝑍𝑇 0.3 - Poisson’s ratio 
𝑑31 166 pico m/V Strain Constant 
3.5 3D cavity acoustic pressure 
The thin flexible plate on top of the cavity is set to vibration, and this plate vibration 
functions as external disturbance of the 3D cavity. Thus, entire boundary condition of the 
cavity is assumed as rigid boundary. Moreover, vibration of the plate is assumed as the 
fluctuating volume flow per unit volume of the cavity, that is equivalent to : 𝜌0𝛿(𝑥3 −
 𝐿3)𝜕𝑊(𝑡, 𝑥1, 𝑥2)/𝜕𝑡 [66]. The correlation between pressure and density can be obtained 
according to mass and moment conservation equations as 𝑃(𝑡, 𝑥) = 𝑐0
2𝜌(𝑡, 𝑥) from [41, 
48, 58]; where 𝑐0 is the speed of sound. 
 ∇
2𝑃(𝑡, 𝑥) − 𝐶𝑎
𝜕𝑃(𝑡, 𝑥)
𝜕𝑡
−
1
𝑐0
2
𝜕2𝑃(𝑡, 𝑥)
𝜕𝑡2
= 𝐹𝑎 
 
(3.20) 
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Where 𝐹𝑎 = −𝜌0
𝜕2𝑊(𝑡, 𝑥1, 𝑥2)
𝜕𝑡2
 𝛿(𝑥3 − 𝐿3) 
(3.21) 
 
and 𝑃(𝑡, 𝑥) represents the pressure in location 𝑥(𝑥1, 𝑥2, 𝑥3) in the cavity; 𝜌0 is the air 
density at equilibrium state in the cavity; 𝐹𝑎 is the excitation force in cavity originated 
from vibration of the plate; and 𝐶𝑎 is the acoustic damping operator. The cavity boundary 
conditions are: 
 ∇𝑃(𝑡, 𝑥). 𝑛 = 0          𝑜𝑛 Ω𝐵 (3.22) 
 Where, 𝑛 is the normal direction pointed outward at all points on surface of cavity, Ω𝐵. 
Boundary condition from equation (3.22) is inserted into wave equation (3.20). Then, 𝜔𝑎, 
cavity natural frequencies and 𝜓𝑎, acoustic mode shape functions are obtained using 
separation of variables method as [41, 48, 58]:  
 
𝜔𝑎,𝑘1𝑘2𝑘3 = 𝑐0𝜋√[(
𝑘1
𝐿1
)
2
+ (
𝑘2
𝐿2
)
2
+ (
𝑘3
𝐿3
)
2
] ;   
 𝑘1, 𝑘2, 𝑘3 = 0,1, … ,∞ 
(3.23) 
 
 𝜓𝑎,𝑘1𝑘2𝑘3 = 𝐴𝑘1𝑘2𝑘3cos (
𝑘1𝜋
𝐿1
𝑥1)cos (
𝑘2𝜋
𝐿2
𝑥2)cos (
𝑘3𝜋
𝐿3
𝑥3) 
(3.24) 
 
Acoustic pressure in the cavity can be appraised with the summation of modal 
coordinates multiplied by acoustic mode shape functions according to finite 
approximation (expansion) theorem as [48, 58]: 
 𝑃(𝑡, 𝑥) ≈ ∑ ψ𝑛(𝒙)
𝑁𝑎
𝑛=0
𝑞𝑛(𝑡) = 𝚿
𝑇𝒒 
(3.25) 
 
Where 𝑞𝑛(𝑡) are the time-dependent coefficients; 𝜓𝑛(𝑥) is an acoustic mode shape 
function organized by increasing frequency and 𝑁𝑎 is the total mode number in the 
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cavity. Since the acoustic mode number is counted from ‘0’ (zero), the length of vectors 
𝜳 and 𝒒 consist of 𝜓𝑛(𝑥) and 𝑞𝑛(𝑡) elements, respectively is  𝑁𝑎 + 1. Then, pressure 
amplitude from equation (3.25) is substituted into the wave equation (3.20). After that, a 
volume integral is taken in the 3D cavity provided acoustic mode shape functions are 
orthogonal. The acoustic pressure differential equation is derived as: 
 ?̈?𝑛(𝑡) + 2𝜉𝑎,𝑛𝜔𝑎,𝑛?̇?𝑎(𝑡) + 𝜔𝑎,𝑛
2 𝑞𝑛(𝑡) = 𝑁𝑎,𝑛             𝑛 = 0,1, … , 𝑁𝑎 
(3.26) 
 
Where 𝑁𝑎,𝑛 = ∭Ψ𝑛𝐹𝑎𝑑𝑉
𝑉𝑎
 
(3.27) 
 
where 𝑉𝑎  denotes 3D cavity volume and 𝑁𝑎,𝑛 is the generalized acoustic pressure from 
acoustic piston sources and flexible plate vibration. 
3.6 Structural-acoustic equations of the 3D Coupled system 
The vibro-acoustic coupling between acoustic cavity and flexible plate is presented in this 
section. It is essential to have a coupling relationship for the system in order to control 
and reduce sound field in the cavity. For this, the cavity pressure from equation (3.25) is 
substituted in equations (3.6) and (3.7) which turns into a coupling relation between 
acoustic pressure in the cavity and vibration of the plate. 
Then, plate vibration amplitude from equation (3.5) is inserted into equation (3.21) and 
𝐹𝑎  is injected into equations (3.26) and (3.27). Consequently, two simplified coupled 
equations are obtained as [48, 58, 59]: 
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?̈?𝑚(𝑡) + 2𝜉𝑝,𝑚𝜔𝑝,𝑚?̇?𝑚(𝑡) + 𝜔𝑝,𝑚
2 𝜂𝑚(𝑡)
=
1
𝑚𝑝
[𝑔𝑃𝑍𝑇,𝑚 + ∑ 𝑐𝑛,𝑚
𝑁𝑎
𝑛=0
𝑞𝑛(𝑡)]            𝑚 = 1,… ,𝑁𝑝 
(3.28) 
 
 
?̈?𝑛(𝑡) + 2𝜉𝑎,𝑛𝜔𝑎,𝑛?̇?𝑎(𝑡) + 𝜔𝑎,𝑛
2 𝑞𝑛(𝑡)
=
𝜌0𝑐0
2
𝑉𝑎
∑ 𝑐𝑛𝑚?̈?𝑚(𝑡);     𝑛 = 0,1, … , 𝑁𝑎
𝑁𝑝
𝑚=1
 
(3.29) 
 
Where 𝑐𝑛,𝑚(𝑡) = ∬𝜑𝑚(𝑦1, 𝑦2)Ψ𝑛(𝑦1, 𝑦2, 𝐿3)𝑑𝑆
𝑆𝑝
 
 
(3.30) 
 
and 𝑐𝑛,𝑚 is the geometric coupling coefficient between the uncoupled acoustic mode 
shapes and structural mode shape functions and 𝜉𝑝,𝑚 and 𝜉𝑎,𝑛are the plate and the cavity 
modal damping, respectively. Now, state space domain is crucial in order to calculate 
coupled modal functions and coupled resonant frequencies. Hence, coupled system is 
transformed into state-space domain. Hence, the state variables can be taken as [48, 58, 
59]:  
 {
𝒙𝑠𝑡𝑎𝑡𝑒
𝑎 (2𝑛) = 𝑥𝑛
𝑎
𝒙𝑠𝑡𝑎𝑡𝑒
𝑎 (2𝑛 + 1) = 𝑦𝑛
𝑎 {
𝒙𝑠𝑡𝑎𝑡𝑒
𝑝 (2𝑚 − 1) = 𝑥𝑚
𝑝
𝒙𝑠𝑡𝑎𝑡𝑒
𝑝 (2𝑚) = 𝑦𝑚
𝑝 ;    𝒙𝑠𝑡𝑎𝑡𝑒 = {
𝒙𝑠𝑡𝑎𝑡𝑒
𝑝
𝒙𝑠𝑡𝑎𝑡𝑒
𝑎 } 
 
(3.31) 
 
Where 
 {
𝑥𝑚
𝑝
𝑦𝑚
𝑝 } = {
𝜂𝑚(𝑡)
?̇?𝑚(𝑡)
}  𝑎𝑛𝑑 {
𝑥𝑛
𝑎
𝑦𝑛
𝑎} = {
𝑞𝑛(𝑡)
?̇?𝑛(𝑡)
} ;    𝑚 = 1,… ,𝑁𝑝& 𝑛 = 0,1, … ,𝑁𝑎 
 
(3.32) 
 
Derivative of state variables is written from equations (3.28) and (3.29), and the 
simplified state equation is obtained as: 
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[
𝑬11
𝑬21
𝟎
𝑬22
] {
?̇?𝑠𝑡𝑎𝑡𝑒
𝑝
?̇?𝑠𝑡𝑎𝑡𝑒
𝑎 }
= [
𝑨11
𝟎
𝑨12
𝑨22
] {
𝒙𝑠𝑡𝑎𝑡𝑒
𝑝
𝒙𝑠𝑡𝑎𝑡𝑒
𝑎 } + [
𝑫𝑃𝑍𝑇
𝟎
] 𝒗𝑃𝑍𝑇 +
1
ℎ𝜌0
[
𝑩11
𝟎
] 𝑓(𝑡)
+ 𝒅𝑃𝑊 
[
𝑤(𝑥, 𝑦, 𝑧, 𝑡)
𝑝(𝑥, 𝑦, 𝑧, 𝑡)
] = [ 𝑪
(𝒘) 𝟎
𝟎 𝑪(𝒑)
] [
𝒙𝑠𝑡𝑎𝑡𝑒
𝑝
𝒙𝑠𝑡𝑎𝑡𝑒
𝑎 ] 
 
(3.33) 
 
where 𝑪(𝑤) = [𝛼𝑖(𝑥)𝛽𝑖(𝑦)] = sin (
𝑖𝜋𝑥
𝐿𝑥
)sin (
𝑗𝜋𝑦
𝐿𝑦
) from [41, 67], 𝑪(𝑝) = [𝜓𝑎,𝑘1𝑘2𝑘3] from 
equation (3.24). Appendix A contains elaboration of other coefficients. The inverse of 
𝑬𝒔𝒕𝒂𝒕𝒆  matrix is used to transform above equation into standard state space equation. 
Lastly, the state-space equation in standard from is derived as: 
 
?̇?𝑠𝑡𝑎𝑡𝑒 = 𝑨𝑠𝑡𝑎𝑡𝑒𝒙𝑠𝑡𝑎𝑡𝑒 + 𝑫𝑃𝑍𝑇
′ 𝒗𝑃𝑍𝑇 + 𝑩
′𝑓(𝑡) + 𝒅𝑃𝑊
′  
𝒚 = 𝑪𝒙𝑠𝑡𝑎𝑡𝑒 
 
 
(3.34) 
 
Where 
𝑬𝑠𝑡𝑎𝑡𝑒 = [
𝑬11
𝑬21
𝟎
   𝑬22
]            𝑨𝑠𝑡𝑎𝑡𝑒 = 𝑬𝑠𝑡𝑎𝑡𝑒
−1 [
𝑨11
𝟎
 𝑨12
    𝑨22
] 
𝑫𝑃𝑍𝑇
′ = 𝑬𝑠𝑡𝑎𝑡𝑒
−1 [
𝑫𝑃𝑍𝑇
𝟎
] ,        𝑩′ = 𝑬𝑠𝑡𝑎𝑡𝑒
−1 ×
1
ℎ𝜌0
[
𝑩11
𝟎
] 
𝒅𝑃𝑊
′ = 𝑬𝑠𝑡𝑎𝑡𝑒
−1 𝒅𝑃𝑊 
(3.35) 
 
 
3.7 Resonant frequencies 
Uncoupled and coupled resonant frequencies of the 3D system are calculated with earlier 
sections’ derived equations in this section.  Equation (3.3) is used to calculate the 
uncoupled resonant frequencies of the simply supported plate. Equation (3.23) determines 
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the uncoupled resonant frequencies of the 3D cavity with rigid walls. Then, the resonant 
frequencies of coupled system are derived from the eigenvalues of matrix 𝑨𝑠𝑡𝑎𝑡𝑒 
provided in equation (3.35). The calculated uncoupled and coupled resonant frequencies 
are enlisted in Table 5 where the results have been compared with Hanif and Ohadi [58] 
which turn in with complete agreement.  
Furthermore, geometric coupling coefficients between the uncoupled acoustic and 
structural mode shape functions are enlisted in Table 6. The results of Table 6 were 
compared with the corresponding results of Table 2 in reference [64]  for validation of 
the system modeling. It shows the complete agreement for geometric coupling 
coefficients. Besides, another analytical model has been encoded to validate the Eigen-
frequencies from [48, 59] where the authors have compared the eigen-frequencies of the 
analytical model with experimental results that turned into a very close agreement. The 
model is a rectangular wooden box with one of its surface being the aluminum plate.  
Table 5 Coupled and uncoupled resonant frequencies reproduced from [58] 
Mode No. Hanif(2009) 
Present work 
Coupled 
System 
Plate Cavity % difference 
0 0 0 * 0 0.00% 
1 51.44 51.4995 51.5021 * 0.12% 
2 63.66 64.2563 64.2595 * 0.93% 
3 85.34 84.9957 * 85 0.41% 
4 85.42 85.5176 85.5219 * 0.11% 
5 115.26 115.2834 115.2891 * 0.02% 
6 153.43 153.5537 153.5614 * 0.08% 
7 170.18 169.9915 * 170 0.11% 
8 189.04 188.8794 * 188.8889 0.09% 
9 193.25 193.2414 193.2511 * 0.00% 
10 200.13 200.3285 200.3385 * 0.10% 
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Table 6 The natural frequencies and geometric mode shape coupling coefficients of each 
uncoupled system reproduced from [64] 
Order 
 
 
Cavity 
 Plate 1 2 3 4 5 7 10 
Type  (1,1) (2,1) (3,1) (4,1) (5,1) (6,1) (7,1) 
Cavity Freq (Hz) 52 64 86 115 154 200 256 
1 (0,0,0) 0 0.71 0 0.24 0 0.14 0 0.10 
2 (1,0,0) 85 0 0.67 0 0.27 0 0.17 0 
3 (2,0,0) 170 -0.33 0 0.60 0 0.24 0 0.16 
4 (0,0,1) 189 -1.00 0 -0.33 0 -0.20 0 -0.14 
5 (1,0,1) 207 0 -0.94 0 -0.38 0 -0.24 0 
6 (2,0,1) 254 0.47 0 -0.85 0 -0.34 0 -0.22 
7 (3,0,0) 255 0 -0.40 0 0.57 0 0.22 0 
 
This ductile surface is set to vibrations to generate acoustic disturbances inside the 3D 
cavity using PZT actuator at the center of the aluminum plate. The parameters of the 3D 
laboratory acoustic enclosure are shown in Table 7. Based on the enlisted parameters in 
Table 7, Fang et al. [48, 59] have obtained a transfer function model given in (3.36) with 
assumed modes approximation method. A MATLAB script file has been coded to 
generate eigen-frequencies based on the state-space model and transfer function. The 
results shown in Table 8 exactly match with the analytical results of [48, 59]. Table 8 
shows the comparison. Missing frequencies from the analytical model is designated with 
the symbol (*) in the second column of the Table 8. Whereas, missing frequencies from 
the identified model is represented with the symbol (#) in the third column. 
The missing frequencies are attributed to the missing dynamics in the analytical 
modeling. In this analytical modeling, sensor, actuator, and hardware dynamics were 
neglected due to their apparent insignificance compared to plate dynamics.  
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In particular, the modes 1, 3, 8, 12, 15, and 20 are missing in the analytical model. The 
modes 4, 10, 11, 19, 22, 23, and 25 are missing in the identified model. The modes 10 
and 11 are very close to 9 and with appropriate damping may collapse onto one. This 
may be the case for the missing modes 10 and 11 in the identified model. For the same 
reason, modes 19 and 25 are missing in the identified model. The modes 4, 22, and 23 
seem to be highly damped in the experimental data which is why the identification 
algorithm cannot detect [59]. The frequencies listed in the Table 8 do not account for 
boundary impedance, i.e., it assumes the perfectly hard boundary with zero 
transmissibility [48]. Hence the model is verified to go for an optimal controller design. 
Table 7 Parameters for 3D apparatus from [48] 
Parameter Value Parameter Value 
𝑙𝑥 0.30480 m 𝑙𝑦 0.38100 m 
𝑙𝑧 0.78740 m 𝑎 0.00630 m 
𝑏 0.29850 m 𝑐 0.00630 m 
𝑑 0.37470 m ℎ 0.0008130 m 
𝐸 71.0 × 109 𝑁/𝑚2 𝜇 0.330 
𝜌 2810 𝑘𝑔/𝑚3 𝑐0 343.0 m/s 
𝜌0 1.1300 𝑘𝑔/𝑚
3 𝑥0 0.12700 m 
𝑦0 0.15240 m 𝑧0 0.31120 m 
𝑥1 0.15240 𝑦1 0.19050 m 
 
𝑄𝑘1𝑘2𝑘3(𝑠) = 𝐽𝑠
2 ∑ ∑ ∑
𝜓𝑘1𝑘2𝑘3(𝑥0, 𝑦0, 𝑧0)
𝑠2 + 2𝜁𝑘1𝑘2𝑘3𝜔𝑘1𝑘2𝑘3 + 𝜔𝑘1𝑘2𝑘3
2
𝑙3
𝑘3=0
𝑙2
𝑘2=0
𝑙1
𝑘1=0
× [∑ ∑
𝛼𝑘1𝑘2𝑘3𝑛𝑚𝜙𝑛𝑚(𝑥11, 𝑦11)
𝑠2 + 2𝜁𝑛𝑚𝜔𝑛𝑚𝑠 + 𝜔𝑛𝑚2
𝑝2
𝑚=1
𝑝1
𝑛=1
] 
 
(3.36) 
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Table 8  Comparison of analytical and experimental frequencies from [59] 
Mode 
No. 
Analytical 
Fang et. al  
(2014) 
Experimenta
l 
Fang et. al 
(2014) 
Present work 
From TF Coupled System From 𝐴𝑠𝑡𝑎𝑡𝑒 
Natural 
frequencies 
(Hz) 
Damping factors 
Natural 
frequencies 
(Hz) 
1  * 
 
0 -1 0 
2 37.5 39.2 37.456 0.001 37.5 
3 * 64.0 * * * 
4 80.8  # 80.848 0.0062 80.8 
5 106.4  98.4 106.431 0.0114 106.4 
6 149.8  125.5 149.824 0.0166 149.8 
7 153.2  157.7 153.169 0.0218 153 
8 * 182.4 * * * 
9  217.8 222.4 217.805 0.0018 217.8 
10 221.4  # 221.389 0.0271 221.4 
11 222.1  # 222.145 0.0323 221.9 
12 * 239.0 * * * 
13 254.4  251.3 254.418 0.0375 253.9 
14 264.8  262.1 264.783 0.0427 264.6 
15 * 280.5 * * * 
16 323.4  327.1 323.394 0.0479 322.6 
17 337.1 351.0  337.103 0.0531 336.6 
18 382.3  381.0 382.331 0.0583 382.3 
19 384.6  # 384.597 0.0635 383.2 
20 * 416.7 * * * 
21 425.7 423.5  425.728 0.0687 425.4 
22  435.6 # 435.613 0.0026 435.2 
23 438.4  # 438.346 0.074 437.2 
24  450.1 454.5 450.131 0.0034 450.1 
25 453.6  # 453.573 0.0792 451.7 
26 498.0  479.0 498.046 0.0844 497.2 
27   
 
500.062 0.0042 499.9 
 
 
 
52 
 
CHAPTER 4 
Optimal Controller Design 
4.1 Stability Criterion 
When designing a feedback control system, a critical issue is to achieve stability. If the 
feedback gain is too large, then the controller may “overreact” and the closed loop system 
becomes unstable. A generalized plant using a feedback controller is shown in Figure 12. 
As illustrated, the signal from the error sensor is 𝑦(𝑡). The control signal 𝑢(𝑡) is 
generated through some form of static or dynamic controller 𝐻. The basic idea is to 
produce a secondary disturbance such that it cancels the effect of the primary disturbance 
at the location of the error sensor. 
 
Figure 12   Schematic diagram of the generalized plant with a feedback compensator 
 
The controller is often defined by minimizing the sum of the quadratic square of the 
signals from error sensors such as accelerometers/PVDF for structural dynamics or 
 Disturbance w 
Control input u 
 Plant 
Sensor signal y 
Controller 
H 
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microphones for acoustic dynamics. To show the principle of feedback control, a single-
channel feedback control system is shown in Figure 13. Standard linear systems theory 
can be used to derive the response of the system. The closed-loop frequency response can 
be written as 
 
Figure 13  A single-channel feedback control case 
 𝑦(𝑠)
𝑑(𝑠)
=
1
1 + 𝐺(𝑠)𝐻(𝑠)
 
(4.1) 
 
where 𝐺(𝑠)𝐻(𝑠) is the open-loop frequency response. 
Assume that in the working frequency range [𝜔𝑎, 𝜔𝑏], the controller is designed to satisfy 
the following conditions: 
1.    |1 + 𝐺(𝑠)𝐻(𝑠)| ≫ 0   (𝐿𝑎𝑟𝑔𝑒 𝑜𝑝𝑒𝑛 𝑙𝑜𝑜𝑝 𝑔𝑎𝑖𝑛); 
2.    𝐺(𝑠)𝐻(𝑠) ℎ𝑎𝑠 𝑙𝑖𝑡𝑡𝑙𝑒 𝑝ℎ𝑎𝑠𝑒 𝑠ℎ𝑖𝑓𝑡 
So in equation (4.1)  𝑦(𝑠)/𝑑(𝑠)  ≪ 1, and the response is significantly reduced due to the 
control source.  
Plant 
G(s) 
u(s) Output error 
signal  y(s) 
 
-H(s) 
Feedback Controller 
d(s) Disturbance 
.        Signal 
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However, outside the working frequency range, the above conditions may not be 
satisfied. If the open-loop gain is unity at some frequency where there is also 1800 phase 
shift 
𝐺(𝑠)𝐻(𝑠)  =  −1(1800 𝑝ℎ𝑎𝑠𝑒 𝑠ℎ𝑖𝑓𝑡 𝑤𝑖𝑡ℎ 𝑢𝑛𝑖𝑡 𝑔𝑎𝑖𝑛) 
Clearly 𝑦(𝑠) → ∞and the system becomes unstable. In designing feedback control 
systems, there is the trade-off between high open-loop gain in working frequency range 
and low open-loop gain outside working frequency range [68]. 
The main drawback using feedback control is the robustness and stability problem 
associated with feedback designs. Two methods are commonly used to determine closed-
loop stability, i.e., root locus criterion and Nyquist criterion [5, 68, 69]. Root locus 
criterion will be discussed in the following section. For details, MATLAB documentation 
is decently informative. 
 
Figure 14  The principle for root locus method 
In the discussion of active control systems below, we assume that the open-loop plant and 
controller are stable for simplification of the analysis. In the feedback control design, the 
first consideration will be related to closed-loop stability. One way to test for stability is 
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to determine the pole/zeros of the closed-loop system by solving the characteristic 
equation: 
 1 + 𝐺(𝑠)𝐻(𝑠) = 0 (4.2) 
 If and only if all the closed loop poles lie in the left half plane, the system is stable. But 
the system is considered unstable if any pole lies on the imaginary axis. Basically, the 
poles are eigenvalues of the state space 𝑨𝒔𝒕𝒂𝒕𝒆 matrix. Numerically poles are calculated 
from the plant matrices and the resonant frequencies are calculated from the imaginary 
parts of the poles. 
However, in many cases, it is difficult to obtain an explicit pole/zero model for the 
controlled dynamic response due to delays, considerable variability, or very high-order 
modes. The root locus method is a graphical means of identifying the closed-loop 
pole/zeros of a SISO system for all values of the compensator gains according to the 
open-loop characteristic equation. The root locus method gives the closed-loop pole 
trajectories as a function of the feedback gain 𝑘 (assumingnegative feedback, as shown in 
Figure 14). The advantage of this method is that all of the closed-loop information can be 
obtained by dealing with the open-loop transfer function. Assume that the open-loop 
plant G(s)H(s) can be written in the transfer function form: 
 𝐺(𝑠)𝐻(𝑠) =
𝑛(𝑠)
𝑑(𝑠)
 
(4.3) 
 
The closed-loop poles in Figure 14 are the roots of 
 𝑑(𝑠) + 𝑘 ∙ 𝑛(𝑠) = 0 (4.4) 
 where 𝑘 is a variable gain that has been factored out of the open-loop transfer function.  
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From equation (4.4), it can be found that for 𝑘 = 0, the roots of equation (4.4) correspond 
to 𝑑(𝑠)  =  0 or the open-loop poles, and as 𝑘 tends to infinity, the roots are𝑛(𝑠)  =  0 or 
the zeros of the open-loop system. 
Assume that the open-loop plant has 𝑛 poles and 𝑚 zeros. It should be noted that the 
closed-loop system must always have 𝑛 poles, no matter what we pick 𝑘 to be. The root 
locus must have 𝑛 branches, each branch of which starts at a pole and goes to a zero of 
the open-loop plant. If the open-loop plant has more poles than zeros (m<n), it means that 
the open-loop plant has zeros at infinity. The number of root locus branches that go to 
infinity (asymptotes) is equal to the number of zeros at infinity (𝑛 − 𝑚). The root locus is 
essentially the locations of all possible closed-loop poles. We can select a gain from the 
root locus such that our closed-loop system will perform the way we want. The closed-
loop system becomes unstable if any of the selected pole goes on the right half plane,. 
The poles that are closest to the imaginary axis have the greatest influence on the closed-
loop response.  
In MATLAB, the function 𝑟𝑙𝑜𝑐𝑢𝑠 adaptively selects a set of positive gains 𝑘 toproduce a 
smooth plot. Figure 16 and Figure 16 shows the root locus plot from the minimal 
realization of the coupled system and the transfer function (TF) of the coupled system 
respectively. Figure 15 shows a pair of pole-zero on the right hand side of the imaginary 
axis which portrays the system as unstable and Figure 16 depicts that few pairs of pole-
zero are on the imaginary axis which shows the system is inherently marginally stable 
which becomes unstable with slightest disturbance. 
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Figure 15  Root Locus plot from the minimal realization of the coupled system 
 
Figure 16  Root Locus plot from the TF of the coupled system 
-700 -600 -500 -400 -300 -200 -100 0 100
-500
-400
-300
-200
-100
0
100
200
300
400
500
Root Locus
Real Axis (seconds-1)
Im
ag
in
ar
y 
A
xi
s 
(s
ec
on
ds
-1
)
-100 -90 -80 -70 -60 -50 -40 -30 -20 -10 0 10
-600
-400
-200
0
200
400
600
Root Locus plot of the coupled system
Real Axis (seconds-1)
Im
a
g
in
a
ry
 A
x
is
 (
s
e
c
o
n
d
s
-1
)
58 
 
4.2 Stabilizability and Detectability 
Stability and controllability are related stabilizability. Poles or eigenvalues of any system 
can be moved to the left half of the s-plane by a state feedback if the system is 
controllable. Hence, state feedback is used to stabilize any controllable system. State 
feedback causes the eigenvalues to move to the open left half of the s-plane. Conversely, 
a system cannot be stabilized if  the system is not controllable.  
Lin [70] and others mentioned that an eigenvalue  𝜆𝑖 is not controllable if it cannot be 
moved by state feedback. Formally, 𝜆𝑖 ∈ 𝜆(𝐴) is unstable if 𝑅𝑒(𝜆𝑖) ≥ 0. 𝜆𝑖 ∈ 𝜆(𝐴) is not 
controllable if (∀𝐾)𝜆𝑖 ∈ 𝜆(𝐴 + 𝐵𝐾). 
Any linear time invariant system (LTI) can be stabilized if all poles from right half of the 
s-plane can be placed to the left half of the s-plane. That’s to say, all unstable poles must 
be controllable. Stabilizability postulates two sufficient conditions as 
i) If a system is stable, then it is stabilizable 
ii) If a system is controllable, then it is stabilizable 
It is more complex to check stabilizability with complete set of necessary and sufficient 
conditions. Hence, eigenvalues are derived from the analytical plant matrix to identify the 
system if the system is controllable. Controllability is easier to be determined than that of 
stabilizability. Thus, it is better practice to determine controllability of the system. If the 
system is controllable, it is stabilizable. Otherwise, it is necessary to check stabilizability. 
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Moreover, a linear time-invariant system is detectable if all unstable eigenvalues are 
observable. An eigenvalue 𝜆𝑖 ∈ 𝜆(𝐴) = 𝜆(𝐴
𝑇) of a LTI system (A, C) is observable if 
and only if its corresponding eigenvector 𝑣𝑖 of 𝐴
𝑇 satisfies the condition 𝐶𝑣𝑖 ≠ 0. 
Detectability of a system can be checked if all unstable poles of the system are 
observable. In our case, the system is detectable, so it is observable. 
4.3 Linear Quadratic Regulator (LQR) Problem 
The state-feedback approach can provide a complete model of the global response of the 
system under control. They are particularly applicable to the control of the first few 
modes of a structure [71]. The state-feedback approach provides the best performance 
that can be achieved under an ideal feedback control system (full information and no 
uncertainty) [69, 72, 73]. 
 
Figure 17 The principle of state feedback 
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Consider the state-space equation 
 ?̇?(𝑡) = 𝑨𝒙(𝑡) + 𝑩𝒖(𝑡) (4.5) 
 Assume that the input vector 𝑢(𝑡) can be made proportional to the state vector 𝑥(𝑡): 
 𝒖(𝑡) =  −𝑮𝒙(𝑡) (4.6) 
 Where 𝐺 is the state-feedback gain matrix. Substituting equation (4.6) into (4.5) equation, 
 ?̇?(𝑡) = (𝑨 − 𝑩𝑮)𝒙(𝑡) (4.7) 
 where (𝑨 − 𝑩𝑮) is often referred to as the closed-loop system matrix. Its eigenvalues are 
the closed-loop poles. The objective is to determine the appropriate state-feedback matrix 
𝑮 such that the eigenvalues of the closed-loop system matrix can be specified as desired. 
The principle of the state feedback is shown in Figure 17. The state-feedback control is 
often used to predict the best performance that can be achieved. One effective way of 
designing a full state-feedback control system is to use the optimal linear quadratic 
regulator (LQR) [69]. LQR provides a means of evaluating the optimal control that can 
be achieved. LQR problem involves finding the appropriate state-feedback controller that 
minimizes the following cost function: 
 
𝐽 = ∫ (𝒙𝑇(𝑡)𝑸𝒙(𝑡) + 𝒖𝑇(𝑡)𝑹𝒖(𝑡))𝑑𝑡
∞
0
 
(4.8) 
 
subject to the state dynamics: ?̇?(𝑡) = 𝑨𝒙(𝑡) + 𝑩𝒖(𝑡), where 𝑸 is a symmetric positive 
semi-definite matrix. 𝑹 is a symmetric positive definite matrix, termed as scalar 
weighting matrix. In the cost function of equation (4.8), the first term in the integral 
𝒙𝑻(𝑡)𝑸𝒙(𝑡)is used to minimize the error (cost function), while the second term in the 
integral 𝒖𝑇(𝑡)𝑹𝒖(𝑡) is to keep the control input as small as possible. Normally 𝑹 is 
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selected as an identity matrix multiplied by a scalar coefficient𝑟. The large values of 
𝑟means more emphasis being placed on control cost than on the minimization of cost 
function. Letting𝑸 = 𝑪𝑻𝑪, equation (4.8) can be rewritten as 
 
𝑱 =  ∫ (𝒚𝑇(𝑡)𝒚(𝑡) + 𝒖𝑇(𝑡)𝑹𝒖(𝑡))𝑑𝑡
∞
0
 
(4.9) 
 
The optimal control is obtained through full state feedback with control law defined as 
follows 
 𝒖(𝑡) =  −𝑮𝒙(𝑡),    𝑮 = 𝑹−𝟏𝑩𝑻𝑲 (4.10) 
where 𝑲 is a symmetric, positive definite, constant coefficient matrix. 𝑲 is the solution of 
the algebraic Riccati equation (ARE) [69, 72, 73]: 
 𝑨𝑻𝑲 + 𝑲𝑨 − 𝑲𝑩𝑹−𝟏𝑩𝑻𝑲 + 𝑸 = 0 (4.11) 
 In MATLAB, the command 𝑙𝑞𝑟 is used to calculate the optimal gain matrix 𝑮. 
𝑆𝑦𝑛𝑡𝑎𝑥:    [𝐺, 𝐾, 𝑒] = 𝑙𝑞𝑟(𝐴, 𝐵, 𝑄, 𝑅) 
where 𝑮 is the optimal gain matrix; 𝑲 is the solution of the Riccati equation; 𝒆is the 
closed-loop eigenvalues, i.e., 𝑒 =  𝑒𝑖𝑔(𝑨 − 𝑩𝑮); 𝑨 is the state matrix (before control); 𝑩 
is input matrix due to the control source; and 𝑸 is a symmetric positive semi-definite 
matrix. 𝑹 is scalar weighting matrix. 
4.4 Lyapunov equation to build a stable LQR controller 
The precondition to design a LQR for a closed loop system is to ensure the controllability 
of the given system in (4.5) and the purpose is to minimize the value of cost function 
given in (4.8).  
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Controllability can be checked by different ways such as checking the full rank of system 
made of (A, B). In MATLAB, one can just provide the system matrices with the 
following command 
𝐴𝑐𝑜𝑛 = 𝑐𝑡𝑟𝑏(𝐴, 𝐵); [𝑟, 𝑐] = 𝑠𝑖𝑧𝑒(𝐴𝑐𝑜𝑛); 
𝑟𝑎𝑛𝑘(𝐴𝑐𝑜𝑛) 
Where full rank of 𝐴𝑐𝑜𝑛 indicates that the system is controllable. Provided all rows and 
columns are linearly independent, the full rank is achieved when the rank of 𝐴𝑐𝑜𝑛 
becomes equal to either minimum number of rows or minimum number of columns. 
Another way is to check the controllability (time dependent system) is to check 
controllability Grammian of the system where the controllability Grammian is as 
following 
 𝑃𝑐 =  ∫ 𝑒𝐴𝑡𝐵𝐵′𝑒𝐴
′𝑡𝑑𝑡
+∞
0
 
(4.12) 
 
Where 𝑃𝑐 is the controllability Grammian which can be solved from the following 
Lyapunov equation 
 𝐴 × 𝑃𝑐 + 𝑃𝑐 × 𝐴′ + 𝐵 × 𝐵′ = 0 (4.13) 
 Let 𝑄𝑐 = 𝐵 × 𝐵′, and the controllability Grammian can be checked from the following 
MATLAB command 
𝑃𝑐 = 𝑙𝑦𝑎𝑝(𝐴, 𝑄𝑐);  % 𝑠𝑜𝑙𝑣𝑒𝑠 𝑡ℎ𝑒 𝑙𝑦𝑎𝑝𝑢𝑛𝑜𝑣 𝑚𝑎𝑡𝑟𝑖𝑥 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 
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Where user has to ensure 𝑃𝑐 is a full rank matrix to confirm the system is controllable. 
From the result of optimal control theory [62, 74-81], one can design the control input as 
follows 
 𝑢 =  −𝑅−1𝐵′𝑃𝑥 
 
(4.14) 
 Where 𝑃 is the solution of the Riccati equation 
 𝐴′𝑃 + 𝑃𝐴 − 𝑃𝐵𝑅−1𝐵′𝑃 + 𝑄 = 0 
 
(4.15) 
 A given system is stable if the Lyapunov conditions hold. Let 𝑉(𝑥) be a quadratic 
equation, where 𝑉(𝑥) is as following 
 
𝑉(𝑥) = 𝑥𝑇𝑃𝑥 
?̇?(𝑥) = ?̇?𝑇𝑃𝑥 + 𝑥𝑇𝑃?̇? 
 
 
(4.16) 
 
The system is stable if  𝑉(𝑥) > 0 𝑎𝑛𝑑 ?̇?(𝑥) < 0. This implies that  
𝑑
𝑑𝑡
(𝑥′𝑃𝑥) = 𝑥′(𝐴′𝑃 + 𝑃𝐴 − 2𝑃𝐵𝑅−1𝐵′𝑃)𝑥 = −𝑥′𝑄𝑥 − 𝑢′𝑅𝑢 
Consequently 
∫ (𝑥′(𝑠)𝑄𝑥(𝑠) + 𝑢′(𝑠)𝑅𝑢(𝑠))𝑑𝑠 ≤ 𝑥′(0)𝑃𝑥(0)
+∞
0
 
If we start from the above equation the following holds 
∫ (𝑥′(𝑠)𝑄𝑥(𝑠) + 𝑢′(𝑠)𝑅𝑢(𝑠))𝑑𝑠 ≤ −∫
𝑑
𝑑𝑡
(𝑥′𝑃𝑥)
+∞
0
+∞
0
 
The last inequality is expanded as follows 
∫ (𝑥′(𝑠)𝑄𝑥(𝑠) + 𝑢′(𝑠)𝑅𝑢(𝑠))𝑑𝑠 ≤ −∫ 𝑥′(𝑠)(𝐴′𝑃 + 𝑃𝐴 − 2𝑃𝐵𝑅−1𝐵′𝑃)𝑥(𝑠)𝑑𝑠
+∞
0
+∞
0
 
The last inequality is satisfied if the following holds 
𝐴′𝑃 + 𝑃𝐴 − 𝑃𝐵𝑅−1𝐵′𝑃 + 𝑄 < 0 
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The ?̇?(𝑥) can be expanded with the help of equation (4.7), (4.14), and (4.15) just as 
following taking (𝐴 − 𝐵𝐺) as (𝐴 + 𝐵𝐺) 
 ?̇?(𝑥) = 𝑥𝑇(𝐴′𝑃 + 𝑃𝐴 + 𝐺′𝐵′𝑃 + 𝑃𝐵𝐺)𝑥 < 0 (4.17) 
 Where 𝐺 can be taken as 𝐺 = 𝑌𝑃 provided P (RE solution) is a symmetric matrix, and 
equation (4.17) can be written as the following after pre and post multiplying with 𝑃−1 
 𝐴𝑃−1 + 𝑃−1𝐴𝑇 + 𝐵𝑌 + 𝑌𝑇𝐵𝑇 < 0 (4.18) 
 The above equation can be written as following LMI (Linear Matrix Inequalities) 
equation 
 𝐴𝑋 + 𝑋𝐴′ + 𝐵𝑌 + 𝑌′𝐵′ < 0,    𝑋 ∈ ℛ𝑛×𝑛, 𝑌 ∈ ℛ𝑚×𝑛 
 
(4.19) 
 Where  𝑋 = 𝑃−1 . This LMI (Linear Matrix Inequality) can be solved with many tools 
such as with MATLAB, Scilab, and so on, but just a MATLAB procedure to solve LMI 
is given here. Write 𝑙𝑚𝑖𝑒𝑑𝑖𝑡 on the MATLAB command window which will open a 
figure called LMI editor. In LMI editor, do the following 
 Name the LMI system 
 Describe the LMIs as MATLAB expressions 
 Describe the Matrix variables as S/R/G 
Where S stands for symmetry, R stands for rectangular, and G stands for general. 
 Check the view commands option 
 Copy the generated code and paste in a script file in MATLAB 
 Define the A and B matrices and read the results 
 Check if the closed loop system matrix is negative definite. 
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For more details, please use ≫ ℎ𝑒𝑙𝑝 𝑙𝑚𝑖𝑒𝑑𝑖𝑡 on the command window or read lmiedit 
guideline available online. Figure 18  shows the LMI editor window written with LMI 
equations where X is a positive definite symmetric matrix and Y is a rectangular matrix. 
Figure 19 shows the generated code for the defined LMIs. 
 
Figure 18 LMI Editor with defined LMI and matrix variables 
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Figure 19 Generated code with view commands option 
Figure 20 depicts a script file with generated code and defined system matrices. As long 
as the closed loop system matrix is negative definite, the controller is optimal. The 
superiority of LMI over an ARE (Algebraic Riccati equation) is because it produces 
many choices whereas the ARE just produce a unique solution which is not necessarily 
the best choice user is looking for. In Figure 20, 𝑒𝑋𝑣𝑎𝑙 produces the eigenvalues of 𝑃−1 
matrix to check if the solution is negative definite which is optimal, and 𝑒𝑣𝑎𝑙 checks the 
eigenvalues of closed loop system matrix (𝐴 + 𝐵𝐺) to check if the system is negative 
definite as well, and 𝑔𝑎𝑖𝑛 produces the closed loop feedback gains.  
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Here the results are not shown, but anyone can check the results with the given script file 
in Figure 20. 
 
Figure 20 A complete LMI script file for a 4x4 plant matrix with a 4x2 input matrix 
4.5 The Linear Quadratic Gaussian (LQG) Regulator 
The LQG controllers are well established; see, for example,[74, 75, 77-88]. Recall the 
state-space equation. To begin with, the feedthrough term D is removed from the output 
equation for simplification: 
 ?̇?(𝑡) = 𝑨𝒙(𝑡) + 𝑩𝒖(𝑡) (4.20) 
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 𝒚(𝑡) = 𝑪𝒙(𝑡) (4.21) 
 Assume that the system is composed of process noise and measurement noise; equations        
(4.20) and (4.21) are rewritten as 
 ?̇?(𝑡) = 𝑨𝒙(𝑡) + 𝑩𝒖(𝑡) + 𝑻𝒘(𝑡) (4.22) 
 
 𝒚(𝑡) = 𝑪𝒙(𝑡) + 𝒗(𝑡) (4.23) 
  
where 𝑤(𝑡) is the process noise and 𝑣(𝑡) is the measurement noise. Assume that the 
noise sources are uncorrelated, zero-mean, Gaussian, white noise random vectors with 
correlation matrices defined as follows: 
 𝐸{𝒘(𝑡)𝒘′(𝑡)} = 𝑸𝒏,    𝐸{𝒗(𝑡)𝒗′(𝑡)} = 𝑹𝒏,   𝐸{𝒘(𝑡)𝒗′(𝑡)} = 𝑵𝒏 (4.24) 
 Though size of the state weight matrix, Q and the control weight matrix, R are readily 
available from the LQR cost function due to known states and inputs, one has to 
determine the size of 𝑄𝑛, and 𝑅𝑛 carefully from the equations (4.22) and (4.23) 
respectively. If there are other additive terms, one has to consider all of them accordingly. 
Let A, B, T, and C be  (𝑛 × 𝑛), (𝑛 × 𝑝), (𝑛 × 𝑝), 𝑎𝑛𝑑 (𝑞 × 𝑝) respectively. Where n, p, 
and q are the size of states, inputs, and outputs respectively. From equations (4.22), 
(4.23), and (4.24) one can find the noise covariance matrices as 𝑄𝑛(𝑝 × 𝑝), 𝑅𝑛(𝑞 × 𝑞), 
and 𝑁𝑛(𝑝 × 𝑞) which must be positive definite matrices.  
The objective of the LQG problem is to find an optimal control that minimizes the 
performance function 𝑱: 
 𝐽 = lim
𝑡→∞
𝐸(𝒙𝑇(𝑡)𝑸𝒙(𝑡)  + 𝒖𝑇(𝑡)𝑹𝒖(𝑡)) (4.25) 
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According to the separation principle, the solution of the LQG problem can be solved by 
independently solving the optimal regulator problem and the optimal estimation problem 
[69, 72, 73]. Firstly, we discuss the optimal estimation problem. According to Kalman 
filter theory [89], we want to minimize the following equation: 
 lim
𝑡→∞
𝐸([𝒙(𝑡) − ?̃?(𝑡)][𝒙(𝑡) − ?̃?(𝑡)]𝑇) 
 
(4.26) 
 where 𝑥(𝑡) and ?̃?(𝑡) are the true and estimated state vectors, respectively. One can 
express the estimated state vector ?̃?(𝑡) as follows, where a feedback gain 𝐾1 is used to 
correct the estimate: 
 ?̇̃?(𝑡) = 𝑨?̃?(𝑡) + 𝑩𝒖(𝑡) + 𝑲1[𝒚(𝑡) − 𝑪?̃?(𝑡)] (4.27) 
 
And 𝑲𝟏 = 𝑷𝑪
𝑻𝑹−𝟏; where 𝑷 can be obtained from Algebraic Riccati Equation (ARE) 
 𝑨𝑷 + 𝑷𝑨𝑻 − 𝑷𝑪𝑻𝑽−𝟏𝑪𝑷 + 𝑻𝑾𝑻𝑻 = 0 (4.28) 
Secondly, we discuss the optimal regulator problem, similar to the LQR problem, by 
using optimal state estimate 𝒙∗ to find the optimal control 
 𝒖∗(𝑡) =  −𝑮∗𝒙∗(𝑡),   𝑮∗ = 𝑹−𝟏𝑩𝑻𝑲 (4.29) 
 𝑲 is the solution of the algebraic Riccati equation (ARE) 
 𝐴𝑇𝐾 + 𝐾𝐴 − 𝐾𝐵𝑅−1𝐵𝑇𝐾 + 𝑄 = 0 (4.30) 
From the above analysis, it can be found that the ARE is solved twice: once for the 
regulator problem and once for the filter problem. In MATLAB, the command 𝑘𝑎𝑙𝑚𝑎𝑛 is 
used to design a Kalman state estimator given a state-space model of the plant and the 
process and measurement noise covariance data. The syntax, input, and output arguments 
of 𝑘𝑎𝑙𝑚𝑎𝑛 are  
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𝑆𝑦𝑛𝑡𝑎𝑥:       [𝑘𝑒𝑠𝑡, 𝐿, 𝑃]  =  𝑘𝑎𝑙𝑚𝑎𝑛(𝑠𝑦𝑠, 𝑄𝑛, 𝑅𝑛, 𝑁𝑛) 
which returns a state-space model 𝒌𝒆𝒔𝒕 of the Kalman estimator given the plant model 
𝑠𝑦𝑠 and the noise covariance data 𝑄𝑛, 𝑅𝑛,𝑁𝑛 (matrices in equation (4.24). The resulting 
estimator 𝒌𝒆𝒔𝒕 has [𝒖;  𝒚] as inputs and [𝒚∗;  𝒙∗] as outputs. We can omit the last input 
argument 𝑁𝑛  when 𝑁 =  0. One can check the inputs, outputs, and states of 𝐾𝑒𝑠𝑡 with 
the following MATLAB command 
>>  𝑠𝑖𝑧𝑒(𝐾𝑒𝑠𝑡) 
The minimal realization of the considered coupled system returns 7 (seven) states with 
one input and one output (SISO). So, the MATLAB command size (Kest) results in  as 
the following: 
State-space model with 8 outputs, 2 inputs, and 7 states. 
It should be noted that sys must be a state-space model with 
𝑠𝑦𝑠 =  𝑠𝑠   ( 𝑚𝑠𝑦𝑠. 𝑎, [ 𝐵𝑐𝑜𝑛𝑡𝑟𝑜𝑙    𝑚𝑠𝑦𝑠. 𝑏], 𝑚𝑠𝑦𝑠. 𝑐, [0]) 
where 𝑩𝒄𝒐𝒏𝒕𝒓𝒐𝒍 and 𝒎𝒔𝒚𝒔. 𝒃 are the control force and primary force input matrix, 
respectively. 𝒎𝒔𝒚𝒔. 𝒄 is the observed matrix due to the control force. Besides, there are 
few approaches to begin with LQG controller design. Definitely, LMI based technique to 
derive a stable system is the best technique to begin with, but one needs to master it first. 
Anyway, a novice can start with a duality method described by [70] in (p.120-125). 
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Figure 21 LQG control system design 
The LQG problem can be described as Figure 21. The LQG regulator in Figure 21 can be 
generated by using the command𝒍𝒒𝒈𝒓𝒆𝒈 
𝑟𝑙𝑞𝑔 =  𝑙𝑞𝑔𝑟𝑒𝑔  (𝑘𝑒𝑠𝑡, 𝐺) 
which returns the LQG regulator 𝒓𝒍𝒒𝒈 (a state space model) given the Kalman estimator 
𝒌𝒆𝒔𝒕 and the optimal state-feedback gain 𝑮designed with lqry. Appendix B shows the 
MATLAB code used to generate linear quadratic Gaussian (LQG) regulator for SISO 
case. 
Typically, it is impractical to measure all of the states in a system, as required in the 
linear quadratic regulator (LQR) control scheme. Even if this were possible, the 
measurement would be contaminated by noise [90]. Actually, there have hardly any 
system whose all states can be measured in reality except they can be assumed. Though 
?̇?(𝒕) = 𝑨𝒙(𝒕) + 𝑩𝒖(𝒕) 
𝒚(𝒕) = 𝑪𝒙(𝒕) 
 
u 
?̇̃?(𝒕) = 𝑨?̃?(𝒕) + 𝑩𝒖(𝒕) 
                +𝑲𝟏[𝒚(𝒕) − ?̃?(𝒕)] 
Estimator 
Its design depends on noise 
Its design depends 
on Cost Function 
Control Law 
−𝑮∗ 
LQG Regulator 
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LQR has infinite gain margins, whereas LQG has finite gain margin, the LQR is scarcely 
implementable in real applications. Therefore, the LQG control scheme is adopted to 
design a control system for noise suppression of 3D enclosure with self-sensing 
piezoelectric actuators. 
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CHAPTER 5 
Results and Discussion 
The analytically derived models (equations (3.33) and (3.34)) for the configuration of 
Figure 22 and Figure 11 are used to obtain the finite dimensional approximate models 
with the properties and parameters enlisted in Table 3, Table 4 and Table 7. The 3D 
enclosure shown in Figure 22 is an assumed rectangular wooden box with its top surface 
being the aluminum plate. Using PZT actuator attached at the center of the plate, this 
ductile surface can be set into vibrations to generate acoustic disturbance inside the box. 
 
Figure 22 Schematic of 3-D acoustic enclosure[59] 
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A transfer function model of the system is obtained using equation (3.36) with the 
parameter values of Table 7 and assumed mode approximation. For this finite 
dimensional approximation, first five modes in each x, y, and z direction are considered, 
which yield a total 125 modes. From here a 38
th
 order transfer function (TF) shown in 
Figure 23 (bode plot) and Figure 24 (magnitude) is derived using a step input bounded by 
spatial Heaviside function to an assumed microphone located at (127, 152.4, 311.2) mm. 
Besides, first two and three modes in each x, y, and z direction are considered for the 
optimal controller design. As it is known fact that a rank deficient system is hardly 
possible to control, for a minimal realization has been carried out on the system in 
MATLAB which preserves the original system above all except that it cancels out 
common pole-zero pairs or removes uncontrollable or unobservable states.  
The comparison between original system modeled with the parameters given in Table 7 
and the minimal realization of the system is shown in Figure 25. The Linear Quadratic 
Gaussian (LQG) controller has been applied for the models in three cases such as the 
followings: 
i) Single input single output (SISO) 
ii) Multi input single output (MISO) 
iii) Multi input multi output (MIMO) 
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Figure 23  Estimated Transfer Function bode plot from PZT actuator to microphone 
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Figure 24  Estimated Transfer Function (magnitude) from microphone SPL to input from 
actuator 
 
Figure 25 Comparison of magnitude (SPL) between system and minimal realized system 
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For simulation, first two modes in each 𝑥1;  𝑥2;  𝑎𝑛𝑑 𝑥3 direction of the cavity are 
considered, which yield a total of eight (8) modes. Whereas first two modes in each 
𝑦1 𝑎𝑛𝑑 𝑦2 direction of plate are taken, that returns a total of four (4) modes. Apart from 
this, other modes are annotated with the figures. Mode numbers of plate are represented 
with 𝒑(𝒎𝟏,𝒎𝟐), where 𝑚1 𝑎𝑛𝑑 𝑚2 are mode numbers in each 𝑦1 𝑎𝑛𝑑 𝑦2 direction 
respectively. Besides, the cavity mode numbers are denoted by 𝒄(𝒏𝟏, 𝒏𝟐, 𝒏𝟑), where 
𝑛1, 𝑛2, 𝑎𝑛𝑑 𝑛3 are mode numbers in each 𝑥1, 𝑥2, 𝑎𝑛𝑑 𝑥3 direction respectively. Moreover, 
actuator location is shown on the figure except the center location. The results for each 
case are described below case by case. 
5.1 SISO case 
Two models with different cavity sizes were developed with the parameter given in the 
Table 3-4 and Table 7 and controlled for single input single output (SISO). Both models 
have been attached with a PZT actuator at the center of the models’ flexible aluminum 
plate. Besides PZT actuator patch has been placed at other locations to check the arbitrary 
feasibility of PZT actuator location to reduce sound pressure level in the cavity. A 
temporal unit step function has been applied to PZT actuator to create disturbances and 
vice versa and the controller has been applied to control sound pressure level in the 
cavity. The sound pressure level (SPL) can be measured at any location in the cavity, but 
the results presented here are measured at (0.1270, 0.1524, 0.3112) m. The LQG 
controller has been designed with output weighting, the error penalty matrix and the 
control penalty matrices which are the followings but not limited to these values, there is 
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a wide range of values the controller works well with and all of them produce optimal 
results: 
𝑄𝑟 = 1𝑒1 ∗ 𝑒𝑦𝑒(𝑟𝑚𝑐) = 10 × 𝑒𝑦𝑒(1,1) 𝑎𝑛𝑑  𝑅𝑟 = 1𝑒−1 ∗ 𝑒𝑦𝑒(𝑐𝑅𝑥) = 0.1 × 𝑒𝑦𝑒(1,1) 
For Kalman filter, the covariance matrices are selected as, 
𝑄𝑒 = 100, 𝑎𝑛𝑑 𝑅𝑒 = 10 𝑜𝑟 𝑄𝑒 = 0.001, 𝑎𝑛𝑑 𝑅𝑒 = 0.1 
For clarity, we define the smaller cavity plate with 𝑷𝒄𝒔(0.3048,0.3810) 𝑚 and larger 
cavity plate with  𝑷𝒄𝒃(2.00, 0.60)𝑚. All SISO results for both cavities presented in from 
Figure 26-43 shows an overwhelming pattern of bounded input problem. Though the 
PZT-5H bender type patches can work well with the input voltage ranges from -100 Volt 
to +100 Volt, the input voltage required to control the SPL in the cavities ranges from -5 
Volt to +5 Volt, for extra voltage input just make the controlled system track the 
uncontrolled response forcefully which is wastage of energy. As it can be seen from the 
Figure 26 and Figure 31, the closed loop response with PZT actuator located at the center 
of the plate lies below open loop and tracks the open loop response over the entire 
frequency range of interest indicating uniform broadband reduction without destabilizing 
higher frequency dynamics. Other locations of PZT actuator taken as the followings 
𝑥 = [(0.0362,0.1724), (0.1886,0.2486), (0.1886,0.2486)] 
𝑦 = [(0.1605,0.2205), (0.1605,0.2205), 0.2558,0.3157] 
The open-loop system response changes due to alteration of the PZT actuator locations. It 
is clearly evident from Figures 40-48 that the closed loop response sometimes reduces the 
SPL in the cavity, but the closed loop response hardly tracks the open loop system. So 
selection of PZT actuator is of tremendous importance, for it changes the overall system 
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dynamics and it is very tedious to track the system if the patch is not located at the right 
place. Hence, the center location of PZT actuator is superior to those of other locations 
selected in terms of effectiveness of the LQG regulator. Table 9-10 show the damping 
achieved for three resonant modes. From the plots, it is clearly seen that there are 
significant reductions in the gains of those particular resonant frequencies. 
Table 9 Damping for few resonant modes in SISO case 
Resonant frequency (Hz) Attenuation (dB) 
106.4 7.1 
264.8 4 
 
 
Figure 26 SPL with PZT actuator located at the center of the small cavity 𝑷𝒄𝒔 with 0.25 
Volt (0.0625 N) 
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Figure 27 SPL with PZT actuator located at the center of 𝑷𝒄𝒔 with 0.5 Volt (0.1250 N) 
 
Figure 28 SPL with PZT actuator located at the center of 𝑷𝒄𝒔 with -1 volt (- 0.2501N) 
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Figure 29 SPL with PZT actuator located at the center of 𝑷𝒄𝒔 with 2 Volt (0.5002 N) 
 
Figure 30 SPL with PZT actuator located at the center of 𝑷𝒄𝒔 with 5 Volt (1.2504 N) 
0 50 100 150 200 250 300 350 400 450 500
-80
-70
-60
-50
-40
-30
-20
-10
0
10
20
30
Closed-loop frequency response from inp(1) to out(1)
Hz
S
P
L
 (
d
B
)
 
 
uncontrolled
controlled
0 50 100 150 200 250 300 350 400 450 500
-80
-70
-60
-50
-40
-30
-20
-10
0
10
20
30
Closed-loop frequency response from inp(1) to out(1)
Hz
S
P
L
 (
d
B
)
 
 
uncontrolled
controlled
82 
 
Table 10  Damping for resonant mode in SISO case for larger cavity 
Resonant frequency (Hz) Attenuation (dB) 
51.5 33.5 
 
 
Figure 31 SPL with PZT actuator located at the center of the larger cavity 𝑷𝒄𝒃 with 0.25 
Volt (0.0625 N) 
 
Furthermore, piezoelectric actuator was placed in some other locations. Results from few 
of them are portrayed in Figure 34-43 and schematic placement of single actuator is 
annotated in these figures. The plate has been divided into four equal parts longitudinally 
and two equal parts laterally. A, C, and D in the annotated portion of figures represent the 
PZT patch location in the 1
st
 quarter center, 3
rd
 quarter center, and 3
rd
 quarter center and 
middle of the second half of the plate respectively. 
0 50 100 150 200 250 300 350 400 450 500
-80
-70
-60
-50
-40
-30
-20
-10
0
10
Closed-loop frequency response from inp(1) to out(1)
Hz
S
P
L
 (
d
B
)
 
 
uncontrolled
controlled
83 
 
 
Figure 32 SPL with PZT actuator located at the center of 𝑷𝒄𝒃 with 0.5 Volt (0.1250 N) 
 
Figure 33 SPL with PZT actuator located at the center of 𝑷𝒄𝒃 with 1 Volt (0.2501 N) 
0 50 100 150 200 250 300 350 400 450 500
-80
-70
-60
-50
-40
-30
-20
-10
0
10
Closed-loop frequency response from inp(1) to out(1)
Hz
S
P
L
 (
d
B
)
 
 
uncontrolled
controlled
0 50 100 150 200 250 300 350 400 450 500
-80
-70
-60
-50
-40
-30
-20
-10
0
10
Closed-loop frequency response from inp(1) to out(1)
Hz
S
P
L
 (
d
B
)
 
 
uncontrolled
controlled
84 
 
 
Figure 34 SPL with PZT actuator located at location A of 𝑷𝒄𝒃 with 1 Volt(0.2501 N)  
 
Figure 35 SPL with PZT actuator located at location C of 𝑷𝒄𝒃 with 1 Volt(0.2501 N) 
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Figure 36 SPL with PZT actuator located at location D of 𝑷𝒄𝒃 with 1 Volt (0.2501 N) 
 
Figure 37 SPL with PZT actuator located at location A of 𝑷𝒄𝒔 with 0.25 Volt (0.0625 N) 
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Figure 38 SPL with PZT actuator located at location A of 𝑷𝒄𝒔 with 1 Volt (0.2501 N) 
 
Figure 39 SPL with PZT actuator located at location C of 𝑷𝒄𝒔 with 1 Volt(0.2501 N) 
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Figure 40 SPL with PZT actuator located at location C of 𝑷𝒄𝒔 with 0.25 Volt(0.0625 N) 
 
Figure 41 SPL with PZT actuator located at location C of 𝑷𝒄𝒔 with 0.5 Volt(0.125 N) 
0 50 100 150 200 250 300 350 400 450 500
-60
-50
-40
-30
-20
-10
0
10
20
Closed-loop frequency response from inp(1) to out(1)
Hz
S
P
L
 (
d
B
)
 
 
uncontrolled
controlled
0 50 100 150 200 250 300 350 400 450 500
-60
-50
-40
-30
-20
-10
0
10
20
30
Closed-loop frequency response from inp(1) to out(1)
Hz
S
P
L 
(d
B
)
 
 
uncontrolled
controlled
C 
PZT actuator 
C 
PZT actuator 
88 
 
 
Figure 42 SPL with PZT actuator located at location D of 𝑷𝒄𝒔 with 1 Volt(0.2501 N) 
 
Figure 43 SPL with PZT actuator located at location D of 𝑷𝒄𝒔 with 0.25 Volt(0.0625 N) 
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5.2 MISO case 
For multi inputs single output (MISO), the model was fitted with three channel PZT 
actuators on the top of the cavity plate. Different locations have been arbitrary chosen to 
observe reduction of the sound pressure level (SPL) in the cavity. It is found that different 
locations of PZT actuators have different impacts in terms of reductions in the sound 
pressure level in the cavity corresponding to particular eigen-frequencies. For this case, 
local coordinate for the acoustic sensor (microphone) is chosen as (0.1270, 0.1524, 
0.3112) m, and three patches are attached to the plate with the following coordinates 
𝒙 = [(0.627, 0.706), (0.96, 1.04), (1.293, 1.373)] 
𝒚 = [(0.27, 0.33), (0.27, 0.33), (0.27, 0.33)] 
 
Schematic spatial location of PZT actuator is shown in Figure 44, and the length and 
width of the flexible plate in this figure are represented with 𝐿𝑥𝑎𝑛𝑑 𝐿𝑦 respectively. The 
LQG controller has been designed with output weighting, the error penalty matrix and the 
control penalty matrices which are the followings but not limited to these values, there is 
a wide range of values the controller works well with and all of them produce optimal 
results: 
𝑄𝑟 = 1𝑒1 ∗ 𝑒𝑦𝑒(𝑟𝑚𝑐) = 𝑒0 × 𝑒𝑦𝑒(1,1), and 
𝑅𝑟 = 1𝑒−1 ∗ 𝑒𝑦𝑒(𝑐𝑅𝑥) = 1𝑒−4 × 𝑒𝑦𝑒(3,3) 
For Kalman filter, the covariance matrices are selected as 
𝑄𝑒 = (1𝑒3 × 𝑒𝑦𝑒(𝑐𝑅𝑥)) = 𝑐𝑜𝑣 (1𝑒3 × 𝑒𝑦𝑒(3,3)), and 
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𝑅𝑒 = 1𝑒1 × 𝑒𝑦𝑒(𝑟𝑚𝑐) = 1𝑒1 × 𝑒𝑦𝑒(1,1) 
The open and closed-loop frequency response is compared in Figure 45-47. From these 
figures it can be seen that the control effort is only in the frequency band of interest. 
Table 11 shows the damping achieved for four resonant modes. From the plots, it is 
clearly seen that there are significant reductions in the gains of those particular resonant 
frequencies. Besides, input has been written as inp (1), inp (2), and inp (3). All inputs are 
applied in voltage. Output is written as out (1) which measure SPL (sound pressure level) 
at the microphone location corresponding to respective input voltage.  
 
Figure 44 Spatial locations of the PZT actuators on the flexible plate for MISO case 
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Table 11  Damping for few resonant modes in MISO case 
Resonant frequency (Hz) Attenuation (dB) 
51.5 20.2 
227.25 4 
340.51 5 
350.96 13 
 
 
 
Figure 45  SPL in the cavity from inp (1) to out (1) with applied voltage 1 V (2.2509 N) 
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Figure 46  SPL in the cavity from inp (2) to out (1) with applied voltage 1 V (2.2509 N) 
 
Figure 47  SPL in the cavity from inp (3) to out (1) with applied voltage 1 V (2.2509 N) 
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5.3 MIMO case 
For multi inputs multi outputs (MIMO), the model modeled with the parameters enlisted 
in Table 3-4 has been attached with three channel PZT actuators on the top of the cavity 
plate. Schematic spatial location of PZT actuator and PVDF sensor is shown in Figure 
48. Each channel consists of three PZT patches and all patches are connected in parallel 
to each other in a channel so that potential difference applied to a channel is equal to each 
patch actuator. All channels are equidistant from each other, so do the patches in a 
channel. The channels are located at the end of first quarter, second quarter, and third 
quarter of the length and across the width of the plate. First, two modes have been taken 
along each direction of the cavity and plate which ends up with a system after minimal 
realization which removes four states such as following  
≫ 𝑠𝑖𝑧𝑒(𝑚𝑠𝑦𝑠) 
 𝑆𝑡𝑎𝑡𝑒 − 𝑠𝑝𝑎𝑐𝑒 𝑚𝑜𝑑𝑒𝑙 𝑤𝑖𝑡ℎ 3 𝑜𝑢𝑡𝑝𝑢𝑡𝑠, 3 𝑖𝑛𝑝𝑢𝑡𝑠, 𝑎𝑛𝑑 20 𝑠𝑡𝑎𝑡𝑒𝑠. 
Then, the linear quadratic Gaussian (LQG) regulator is applied to the system, and the 
open and closed-loop frequency responses are read and plotted after converting the cavity 
response to sound pressure level (SPL) using the following equation: 
𝑚𝑎𝑔𝑑𝑏 (𝑆𝑃𝐿)  =  20 ∗ 𝑙𝑜𝑔10(𝑚𝑎𝑔) 
Bode magnitude of the system response in absolute units, returned as a 3-D array with 
dimensions (number of outputs) × (number of inputs) × (number of frequency points). 
For MIMO systems, mag(i, j, k) gives the magnitude of the response from the jth input to 
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the ith output. The cavity responses have been measured with two assumed microphones 
in two locations such as the followings: 
(𝒙, 𝒚, 𝒛) = [(1.00, 0.30, 0.30), (1.00, 0.30, 0.60)] 
Moreover, an assumed PVDF sensor is placed on the plate to measure the plate 
displacements and the location is the following (𝑥, 𝑦) = [(0.10, 0.20)]𝑎𝑛𝑑 (𝑥, 𝑦) =
[(0.90, 0.30)] respectively. Besides the plate materials have been changed from 
aluminum to steel and the frequency responses are measured at the same locations. Some 
of the results presented in Figure 49-64 show the attenuation of some resonant modes are 
spectacular. But comparing the results from both the aluminum plate cavity and steel 
plate cavity, it is clear that aluminum plate is more adaptable to the PZT patch compared 
to that of steel plate, for the aluminum has a material strength which is almost in the same 
range of the given PZT actuator material. Another fact is that the output results varies 
from location to location, so choosing the best location is very challenging as the results 
portrayed in Figure 55-64 show it clearly. The response measured at (𝑥, 𝑦) =
[(0.10, 0.20)] shown at Figure 55 and Figure 56 for aluminum plate cavity and steel plate 
cavity respectively. Another measurement taken at (𝑥, 𝑦) = [(0.90, 0.30)] is presented at 
Figure 57 only for aluminum plate cavity. 
Likewise, four modes are taken along each of the x, and y direction of the plate, and three 
modes are taken along each x, y, and z direction of the cavity which ends up with a 
system after minimal realization which removes two unobservable states such as 
following 
>> 𝑠𝑖𝑧𝑒(𝑚𝑠𝑦𝑠) 
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𝑆𝑡𝑎𝑡𝑒 − 𝑠𝑝𝑎𝑐𝑒 𝑚𝑜𝑑𝑒𝑙 𝑤𝑖𝑡ℎ 3 𝑜𝑢𝑡𝑝𝑢𝑡𝑠, 3 𝑖𝑛𝑝𝑢𝑡𝑠, 𝑎𝑛𝑑 84 𝑠𝑡𝑎𝑡𝑒𝑠. 
In this case, the LQG controller has been designed with output weighting, the error 
penalty matrix and the control penalty matrices which are the followings 
𝑄𝑟 = 1𝑒−4 ∗ 𝑒𝑦𝑒(𝑟𝑚𝑐) = 𝑒0 × 𝑒𝑦𝑒(3,3), and 
𝑅𝑟 = 1𝑒0 ∗ 𝑒𝑦𝑒(𝑐𝑅𝑥) = 1𝑒−4 × 𝑒𝑦𝑒(3,3) 
For Kalman filter, the covariance matrices are selected as 
𝑄𝑒 = (1𝑒−2 × 𝑒𝑦𝑒(𝑐𝑅𝑥)) = 𝑐𝑜𝑣 (1𝑒−2 × 𝑒𝑦𝑒(3,3)), and 
𝑅𝑒 = 1𝑒1 × 𝑒𝑦𝑒(𝑟𝑚𝑐) = 1𝑒1 × 𝑒𝑦𝑒(3,3) 
Though there are other values that work well and produce optimal results, but it becomes 
tedious to choose proper weighting matrices as the system size increases. The responses 
presented in Figures 58-64 clearly show the controller considerably reduces response in 
terms of attenuation of some resonant modes along with tracking the system which is 
expected from a regulator performance point of view. Table 12 shows the damping 
achieved for few resonant modes. From the plots, it is clearly seen that there are 
significant reductions in the gains of those particular resonant frequencies. 
 Besides, the results depicted in Figure 63 and Figure 64, clearly show the aluminum 
plate is a better host structure to the PZT actuator considered here than to that of steel 
plate. Besides, input has been written as inp (1), inp (2), and inp (3). All inputs are 
applied in voltage. Output is written as out (1), out (2), and out (3). Out (1), and out (2) 
measure SPL (sound pressure level) at the microphone locations corresponding to 
respective input, and out (3) measures displacemnt (𝜇𝑚) on the plate at the specified 
location corresponding to respective input voltage. 
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Figure 48  Spatial locations of the PZT actuators on the flexible plate for MIMO case 
 
Table 12  Minimum damping for few resonant modes in MIMO case 
Resonant frequency (Hz) Attenuation (dB) 
51.4995 4.1 
85.5176 6 
153.5537 3.2 
193.2414 7 
312.4 8.1 
345.8 4.4 
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Figure 49 SPL in the cavity from inp (1) to out (1) with applied voltage 1 V (2.2509 N) 
 
Figure 50 SPL in the cavity with applied voltage 1 V with steel plate (2.2509 N) 
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Figure 51 SPL in the cavity from inp (1) to out (2) with applied voltage 1 V (2.2509 N) 
 
Figure 52SPL in the cavity with applied voltage 1 V with steel plate (2.2509 N) 
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Figure 53  SPL in the cavity from inp (2) to out (2) with applied voltage 1 V (2.2509 N) 
 
Figure 54  SPL in the cavity with applied voltage 1 V with steel plate (2.2509 N) 
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Figure 55  Frequency response from inp (3) to out (3) with applied voltage 1 V (2.2509 
N) 
 
Figure 56 Open and Closed-loop frequency response with applied voltage 1 V with steel 
plate (2.2509 N) 
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Figure 57  Frequency response with applied voltage 1 V at PVDF sensor location (0.90, 
0.30) m (2.2509 N) 
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Figure 58 SPL in the cavity from inp (1) to out (1) with applied voltage 1 V (2.2509 N) 
 
Figure 59 SPL in the cavity from inp (1) to out (2) with applied voltage 1 V (2.2509 N) 
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Figure 60 SPL in the cavity from inp (3) to out (1) with applied voltage 1 V (2.2509 N) 
 
Figure 61 SPL in the cavity from inp (2) to out (1) with applied voltage 1 V (2.2509 N) 
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Figure 62  SPL in the cavity from inp (2) to out (2) with applied voltage 1 V (2.2509 N) 
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Figure 63  Frequency response from inp (3) to out (3) with applied voltage 1 V (2.2509 
N) 
 
Figure 64  Frequency response with applied voltage 1 V with steel plate 
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CHAPTER 6 
Conclusions 
6.1 Summary 
A thorough literature review has been conducted on active structural acoustic control 
(ASAC) of a rectangular enclosure. There has been much work on ASAC ranging from 
simple beam to smart building. But there is hardly any work in the literature that 
addresses active structural acoustic control in a 3D enclosure with systematic Linear 
Quadratic Gaussian (LQG) controller design. The remainder of the thesis work can be 
summed up as followings. 
First, an active noise control of a 1-D rectangular Duct has been validated using passive 
and semi-active shunt circuits which work as proportional and PID controller 
respectively. Comparing validation result, it is obvious that the semi-active shunt 
loudspeaker works well and easy to develop. 
Second, an active acoustic-structure coupled system has been modeled and developed and 
eigen-frequency of the developed model has been validated against the available 
analytical and experimental eigen-frequency of a 3D enclosure pertaining to active 
structural acoustic control (ASAC). 
Third, this thesis work answers if it is possible to develop and implement SISO, MISO, 
and MIMO controllers based on Linear Quadratic Gaussian (LQG) regulator that ensure 
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some robustness but still have the necessary performance for meaningful reductions of 
sound pressure level (SPL)in the 3D enclosure. 
Finally, the controller implemented results have been discussed case by case for SISO, 
MISO, and MIMO controllers respectively. Besides, two types of plates such as 
aluminum and steel plate have been used as a host structure of PZT actuators. The results 
show that an aluminum plate is much better to that of steel plate due to its adaptability 
with the PZT actuators due to closeness of the material strength (Young Modulus). 
Moreover, it is clear from the simulation results that the LQG based controller can reduce 
considerable system noise while keeping track to the system response. But LQG based 
controller becomes pretty tedious when the mode numbers increase, for it is very 
challenging to select proper weighting matrices for the system with orders more than few 
hundreds. 
6.2 Recommendations for future work 
 Optimization of PZT patches locations on the host plate using genetic 
algorithms. 
  Improved estimation of states considering the missing dynamics of the 
systems. 
 In the present work LQG control strategies were considered, for the most 
part to show that the numerical model is a useful design tool. Based on the 
results presented in the thesis, it can be stated that LQG control strategies 
have potential for reducing the sound radiation. However, it may be 
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worthwhile to consider other control strategies better suited for the current 
control problem. 
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Appendix A 
𝒗𝑷𝒁𝑻
𝑻 = [𝑉𝑃𝑍𝑇
1  …  𝑉𝑃𝑍𝑇
𝑁𝑃𝑍𝑇] 
𝑨𝟏𝟏 = 𝑑𝑖𝑎𝑔(𝐴11
𝑚 )2𝑁𝑝×2𝑁𝑝 ,   𝑨𝟐𝟐 = 𝑑𝑖𝑎𝑔(𝐴22
𝑛 )2(𝑁𝑎+1)×2(𝑁𝑎+1) 
𝑬𝟏𝟏 = 𝐼2𝑁𝑝×2𝑁𝑝 ,   𝑬22 = 𝐼2(𝑁𝑎+1)×2(𝑁𝑎+1) 
𝑨𝟏𝟏
𝒎 = [
0 1
−𝜔𝑝,𝑚
2 −2𝜉𝑝,𝑚𝜔𝑝,𝑚
]𝑚 = 1,… ,𝑁𝑝 
𝑨𝟐𝟐
𝒏 = [
0 1
−𝜔𝑎,𝑛
2 −2𝜉𝑎,𝑛𝜔𝑎,𝑛
]                                 𝑛 = 0,1, … ,𝑁𝑎 
𝑨𝟏𝟐 =
[
 
 
 
 
0 0
𝑐0,1 0
⋯
0 0
𝑐𝑁𝑎,1 0
⋮ ⋱ ⋮
0 0
𝑐0,𝑁𝑝 0
⋯
0 0
𝑐𝑁𝑝,𝑁𝑎 0]
 
 
 
 
2𝑁𝑝×2(𝑁𝑎+1)
 
𝑬𝟐𝟏 =
[
 
 
 
 
0 0
0 𝑐0,1
⋯
0 0
0 𝑐0,𝑁𝑝
⋮ ⋱ ⋮
0 0
0 𝑐𝑁𝑎,0
⋯
0 0
0 𝑐𝑁𝑎,𝑁𝑝]
 
 
 
 
2(𝑁𝑎+1)×2𝑁𝑝
 
𝑫𝑷𝒁𝑻 =
[
 
 
 
 
0 0
𝐵𝑃𝑍𝑇,1,1 𝐵𝑃𝑍𝑇,1,2
⋯
0 0
𝐵𝑃𝑍𝑇,1,(𝑁𝑃𝑍𝑇−1) 𝐵𝑃𝑍𝑇,1,𝑁𝑃𝑍𝑇
⋮ ⋱ ⋮
0 0
𝐵𝑃𝑍𝑇,𝑁𝑝,1 𝐵𝑃𝑍𝑇,𝑁𝑝,2
⋯
0 0
𝐵𝑃𝑍𝑇,𝑁𝑝,(𝑁𝑃𝑍𝑇−1) 𝐵𝑃𝑍𝑇,𝑁𝑝,𝑁𝑃𝑍𝑇]
 
 
 
 
2𝑁𝑝×𝑁𝑃𝑍𝑇
 
𝑩𝟏𝟏 =
[
 
 
 
 
0
𝛾11
…
0
𝛾𝑝 ]
 
 
 
 
𝟐𝑵𝒑×𝟏
 
𝒅𝑃𝑊
𝑇 =
1
𝑚𝑝
[0 𝑔𝑝,1 ⋯0 𝑔𝑝,𝑁𝑝]_(1 × 2𝑁𝑝) 
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Appendix B 
% Read the plant, input, disturbance, and output matrices from %workspace 
 
Ax = A0;% Plant matrix 
Bx = Dpztp; % Input matrix  
Cx0 =[Cx];% Output matrix 
[rCx,cCx]=size(Cx0); 
[rBx,cBx]=size(Bx); 
Dx = zeros(rCx,cBx); 
sys_0 = ss(Ax,Bx,Cx0,Dx);% Actual system 
%%%% generate state feedback controller %%%% 
[msys] = minreal(sys_0,1); % minimal realized system 
[rmc, cmc]=size(msys.c); 
[rRx,cRx]=size(msys.b); 
 
Qr = 1e2*eye(rmc);% Error penalty matrix imposed on output 
Rr = 1e-4*eye(cRx);%Control penalty matrix 
G = lqry(msys.a,msys.b,msys.c,msys.d,Qr,Rr); %State-feedback gain %matrix with output weighting 
 
Qe = (1e-1*eye(cRx));% process noise data 
Re = (1e-2*eye(rmc));%measurement noise data 
 
Bcontrol = (msys.b)*-1*[1];   % Control Input (Voltage) 
Bpp = Bd(1:length(msys.b),1); %Disturbance Input 
 
Ksys = ss(msys.a,[Bcontrol Bpp],msys.c,[msys.d msys.d]); 
[Kest] = kalman(Ksys,Qe,Re); % Kalman state estimator  
sys_k = -lqgreg(Kest,G); %LQG regulator 
feedin = [1]; 
feedout = [1]; 
sys_c  =  feedback(msys, sys_k,feedin,feedout); %Closed-loop %system with lqgreg feedback 
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