




















































るので、まず、CA を説明し、それを MCA に拡張していく。
171対応分析は関係をどのように表現するのか ―CA/MCAの基本特性と分析フレームワークとしてのGDA―
（注：Le Roux 2010 のタイトルは“Multiple Correspondence Analysis”（多重対応
分析）であるが、そこでは CA の知識を前提にはしていない。そういう説明
のアプローチも存在する。）







　しかし、この場合、検討している変数のカテゴリが 2 × 2 程度のものであ
れば、関係性をセルの数値から読み取れないわけではないが、カテゴリが 3
以上になったときに、クロス表から連関を読み取るのは困難である。
　そこで mosaic plot（注：全体を 100 ％とする棒グラフ表現に、帯の高さを
周辺度数に対応させたタイル表示のグラフ。R では、mosaiplot（）、カナダの
M.Frinedly らによる mosaic などがある。藤本 2018）などを用いて、全体の連
関を可視化することができるが、そこでも、行変数に注目した行分析と列変
数に注目した列分析は、異なった様相となる（図 1-1 が行分析、図 1-2 が列
分析）。対応分析は、この行分析と列分析を一枚の平面に可視化する（図 2）。




非現業 農民 学生 退職者
スポーツイベント 301 497 208 50 254 187
映画 261 550 250 27 339 157
ダンス / ディスコ 361 534 204 59 324 216
カフェ / レストラン 463 766 334 72 350 601
劇場 89 350 195 12 143 167
クラッシック・コンサート 23 182 124 10 60 110
ポップ・コンサート 117 298 145 11 184 56
絵画展 104 379 219 21 152 213
図書館 130 352 153 17 272 264
















































































































図 1-1　表 1 の行分析
図 1-2　表 1 の列分析
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図 2　表 1 の対応分析による 1-2 次元対象マップ
1.2  数理的原理





回答1 回答2 … 回答 j … 回答n 合計
回答1 a11 a12 … a1j … a1n a1.
回答2 a21 a22 … a2j … a2n a2.
回答3 a31 a32 … a3j … a3n a3.
回答 ： ： … … ： ：
回答 ： ： … … ： ：
回答 ： ： … … ： ：
回答m am1 am2 … amj … amn am.










対象となるあらたな空間が生成される。概要は Appendix A に掲載。












































つの表現方法で処理する。 一つは、変数を回答カテゴリに分解し、応答を 1/0 とする














に分解し、応答を 1/0 とする indicator 行列に変換し（MCA のソフトウェアが
自動的に行う）、それに CA をおこなう、というアプローチである。
表 3 indicator 行列：左の設問（Questions）に各問い（Qu1 〜 Qu4）への回
 答番号が記述されている。右側に、その回答に対応した列が 1 になる
 ように展開されている。（Greenacre 2017, p138 Exhibit18.1）
　もう一つの対象データの変形は、それぞれの変数の総当たりクロス表で構
成される Burt 表で、それに対して CA 処理を行うのが、MCA のもう一つの
基本形である。
表 4 Burt 表の例：設問、回答カテゴリは、表 3 と同じ。(Greenacre 2017 
 p141 Exhibit 18.4)
1W 1w 1H 1? 2W 2w 2H 2? 3W 3w 3H 3? 4W 4w 4H 4?
1W 2501 0 0 0 172 1107 1131 91 355 1710 345 91 1766 538 40 157
1w 0 476 0 0 7 129 335 5 16 261 181 18 128 293 17 38
1H 0 0 79 0 1 6 72 0 1 17 61 0 14 21 38 6
1? 0 0 0 362 1 57 108 196 7 96 55 204 51 45 2 264
2W 172 7 1 1 181 0 0 0 127 48 4 2 165 15 0 1
2w 1107 129 6 57 0 1299 0 0 219 997 61 22 972 239 13 75
2H 1131 335 72 108 0 0 1646 0 24 989 573 60 760 616 84 186
2? 91 5 0 196 0 0 0 292 9 50 4 229 62 27 0 203
3W 355 16 1 7 127 219 24 9 379 0 0 0 360 14 1 4
3w 1710 261 17 96 48 997 989 50 0 2084 0 0 1348 567 23 146
3H 345 181 61 55 4 61 573 4 0 0 642 0 202 286 73 81
3? 91 18 0 204 2 22 60 229 0 0 0 313 49 30 0 234
4W 1766 128 14 51 165 972 760 62 360 1348 202 49 1959 0 0 0
4w 538 293 21 45 15 239 616 27 14 567 286 30 0 897 0 0
4H 40 17 38 2 0 13 84 0 1 23 73 0 0 0 97 0




つの表現方法で処理する。 一つは、変数を回答カテゴリに分解し、応答を 1/0 とする





　こうして 2 変数対応 CA の多変数化は実現するのだが、カテゴリが増え
ることによって、生成される座標軸が体現する慣性（分散）が小さくなって
しまうという問題に直面することになる。これはカテゴリ数が増えること
によって避けられない現象である。 そこで、多重対応分析 MCA は、標準
形を indicator 行列版と Burt 行列版としながら、いくつもの改良版へと発
展していくことになる 2）。そのため、分析においては、用いているのがどの
MCA なのかが明示されなくてはならない。
　ちなみに、CA/MCA のファミリのリストが、Beh, Lombardo 2014,32-33 に
掲載されているが、ここにあるだけで 33 もの CA/MCA が開発されている。
2　GDA という分析フレームワーク




























になる。ベネット et al ではこの手法が意識的に用いられている（ベネット
2010=2017:92 「三つ目」の有益な特徴）。また、GDA の実習テキストでもある






























は、CA や MCA の活用領域を拡げはしたが、その限界はすぐに明らかとなっ





























いるのかを見ることができる（11）。」 この注 11 には「この背後にある統計的
手続きが、それぞれの軸の社会的カテゴリーについての級内および級間分散
の計算である」とあるが、ここでの「級」とはサブ・クラウドのことである 4）。
また、p105 から参照されている図 3-6 は、まさにその集中楕円の例である 5）。
　なお、この集中楕円のところででてくるη2 乗は、総分散に対するカテゴ
リ間分散の割合であり（Le Roux, Rouanet 2010:22）、そのカテゴリの軸への寄
与が表されている。
















リをサプリメンタリ処理する MCA として定式化され、Specific MCA と
呼ばれている。また、サブ・クラウドに対する MCA は、Class specific 
MCA と し て 定 式 化 さ れ て い る（LeRoux & Rouanet 2010）。 後 者 は、




























































 ス ラ イ ド：https://www.slideshare.net/kazuofujimoto/jss20191006-ts13-gdaopen?qid=11cd4b91-c724-
4aeb-9eea-9229fd1bcc5a&v=&b=&from_search=1
2） GDA にとって重要な拡張された多重対応分析（MCA）。csMCA class specific MCA 級に注目した
MCA。全体の個体を参照しながら、特定の個体（級）に対する MCA。ex） 学生生活の満足度が最
低の学生個体を分析対象にする。Le Roux 2010、GDATools 解説
 speMCA specific MCA 不必要なカテゴリ（juck カテゴリ）を passive カテゴリとして行う MCA。1）
度数が 5 以下のもの、2）解釈できない回答 - どちらでもない / 無回答、などを passive とする。
 speMCA も csMCA （ともに Le Roux & Rouanet）は、Greenacre が提案する、subsetMCA である。






く。Le Roux たちはこれを踏まえて、GDA における推論パートを IDA（帰納的データ解析）と名








ellipses であって、これは GDA/SDA での重要な分析概念である。それ以降の図 3-7、図 3-9 も「集
中楕円」である。
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153対応分析のグラフを適切に解釈する条件　Standard Coordinate, Principal Coordinateを理解する
付録 A　対応分析の数理的要約










3. 固有値 / 特異値
　特異値分解の結果得られた Dα は固有値を成分とした対角行列である。こ
の操作の結果、n 次元空間であった行列 P は、固有値（として表現される P 
の分散 = 慣性）ごとの軸に分解されていく。






.tbl2.1 <- matrix(c(395, 2456,1758,
                    147, 153, 916, 
                    694, 327, 1347),byrow=T,3,3)
dimnames(.tbl2.1) <- list(地域=c("オスロ","中部地域","北部地域"),
                            犯罪=c("強盗", "詐欺","破壊"))
.tbl2.1
res.CA <- CA(.tbl2.1) # 
plot.CA(res.CA,title="表2.1")
fviz_ca_biplot(res.CA,map="symmetric",title="Symmetric") 
fviz_ca_biplot(res.CA,map="rowprincipal",title="rowprincipal") 
D の要素が特異値。
