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Abstract
This paper extends our previous work on regularization of neural networks using Eigenvalue Decay by employing a soft approxima-
tion of the dominant eigenvalue in order to enable the calculation of its derivatives in relation to the synaptic weights, and therefore
the application of back-propagation, which is a primary demand for deep learning. Moreover, we extend our previous theoretical
analysis to deep neural networks and multiclass classification problems. Our method is implemented as an additional regularizer
in Keras, a modular neural networks library written in Python, and evaluated in the benchmark data sets Reuters Newswire Topics
Classification, IMDB database for binary sentiment classification, MNIST database of handwritten digits and CIFAR-10 data set
for image classification.
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1. Introduction
One of the problems in Machine Learning is termed over-
fitting. The error on the training data set is driven toward a
small value; however, the error is large when new data are pre-
sented to the trained algorithm. This occurs because the algo-
rithm does not learn to generalize when new situations are pre-
sented. This phenomenon is related to the models’ complexity,
in Vapnik sense, and can be minimized by using regularization
techniques [1] and [2].
Current deep learning models present good generalization
capacity, despite having very high VC dimensions [3]. This is
mostly because of recent advances in regularization techniques,
which control the size of the hypothesis space [4]. Existing
libraries for deep learning allow users to set constraints on net-
work parameters and to apply penalties on parameters [5] or
activity of the model layers. These penalties are usually incor-
porated into the loss function that the network optimizes on a
per-layer basis and can be understood as soft constraints.
In our previous paper [6] we proposed and analyzed a reg-
ularization technique named Eigenvalue Decay, aiming at im-
proving the classification margin, which is an effective strat-
egy to decrease the classifier complexity, in Vapnik sense, by
taking advantage on geometric properties of the training exam-
ples within the feature space. However, our previous approach
requires a highly computational demanding training method
based on Genetic Algorithms, which is not suitable for deep
learning. In this paper we utilize a soft approximation of the
dominant eigenvalue, in order to enable the calculation of its
derivatives in relation to the synaptic weights, aiming at the ap-
plication of back-propagation. Moreover, we extend our previ-
ous theoretical analysis to deep neural networks and multiclass
classification problems.
The paper is organized as follows: Section 2 briefly reports
the state-of-the-art in neural network regularization, while Sec-
tion 3 defines the problem of training with Eigenvalue De-
cay and analyzes the relationship between such regularization
method and the classification margin. In Section 4 we explain
how we implement this method in Keras. Section 5 reports the
experiments, while Section 6 summarizes some conclusions.
2. State-of-the-art
There are many regularization strategies available to the deep
learning practitioner, most of them based on regularizing esti-
mators, i.e. trading increased bias for reduced variance [7]. In
this section we briefly describe some of the most usual regular-
ization strategies, such as constraining the parameter values of
the model, adding extra terms in the objective function to penal-
ize overly high values of the parameters and a recently devel-
oped technique, inspired in ensemble methods, which combines
multiple hypotheses that explain the training data.
L2 weight decay is the most usual weight regularizer, and was
theoretically analyzed in [8], which concludes that the bounds
on the expected risk of a multilayer perceptron (MLP) depends
on the magnitude of the parameters rather than the number of
parameters. In the work [8] the author showed that the misclas-
sification probability can be bounded in terms of the empirical
risk, the number of training examples, and a scale-sensitive ver-
sion of the VC-dimension, known as the fat-shattering dimen-
sion1, which can be upper-bounded in terms of the magnitudes
of the network parameters, independently from the number of
parameters2. In short, as regards L2 weight-decay, the work [8]
only shows that such a method can be applied to control the ca-
pacity of the classifier space. However, the best known way to
minimize the capacity of the classifier space without damaging
1See Theorem 2 of [8]
2See Theorem 13 of [8]
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the accuracy on the training data is to maximize the classifica-
tion margin, which is the SVM principle. Unfortunately, from
the best of our knowledge, there is no formal proof that weight
decay can maximize the margin. Therefore, we propose the
Eigenvalue Decay, for which it is possible to establish a rela-
tionship between the eigenvalue minimization and the classifi-
cation margin.
Another commonly used weight regularizer is the L1 weight
decay, which results in a sparse solution, in the sense that some
parameters have an optimal value near zero. The sparsity prop-
erty induced by L1 regularization is useful as a feature selec-
tion mechanism, such as in the least absolute shrinkage and se-
lection operator (LASSO) algorithm [9], which integrates an
L1 penalty with a linear model to lead a subset of the model
weights to become zero.
It is also possible to set constraints on network parameters
(usually on the norm of the parameters) during optimization,
yielding a constrained optimization problem. If the L2 norm is
adopted, the weights are constrained to lie in an ball, resulting
a smaller hypothesis space.
Early stopping [10] is a commonly employed method to im-
prove the generalization capacity of neural networks (NN). This
method also acts as a regularizer, since it restricts the optimiza-
tion procedure to a small volume of parameter space within the
neighborhood of the initial parameter value [11]. In early stop-
ping, the labeled data are divided into training and validation
data sets. After some number of iterations the NN begins to
overfit the data and the error on the validation data set begins
to rise. When the validation error increases during a specified
number of iterations, the algorithm stops the training section
and applies the weights and biases at the minimum of the vali-
dation error to the NN.
The recently proposed DropOut [12] provides a powerful
way of regularizing deep models, while maintaining a relatively
small computational cost. DropOut can be understood as a
practical technique for constructing bootstrap aggregating (bag-
ging) ensembles [13] of many large NNs, i.e. DropOut trains
an ensemble consisting of all sub-NNs that can be formed by
removing non-output units from an underlying base NN [14].
However, while in bagging the models are all independent,
in DropOut the models share parameters from the parent NN,
making it possible to represent an exponential number of mod-
els with a tractable amount of memory.
3. Eigenvalue Decay for deep neural networks
In this section we define the problem of using Eigenvalue
Decay in deep learning and show a relationship between this
regularizer and the classification margin.
Eigenvalue Decay can be understood as a weight decay regu-
larizer; however, while the usual weight decay regularizers pe-
nalize overly high values of weights, Eigenvalue Decay penal-
izes overly high values of the dominant eigenvalue of WkWTk ,
where Wk is the synaptic weight matrix of any arbitrary layer k
of the NN. Both methods force the NN response to be smoother
and less likely to overfit the training data.
We consider a binary or multiclass classification problem
where the target output is encoded in one-hot style. Therefore,
assuming L classes, the target output is a L-dimensional vec-
tor where the position corresponding to the target class has the
value 1 and all the other L − 1 positions have the value −1.
We analyze the classification margin of a deep MLP with K
hidden layer and linear output layer, whose model is given by:
yh1 = σ (W1 x + b1)
...
yhK = σ
(
WK yhK−1 + bK
)
yˆ = WK+1 yhK + bK+1
(1)
where yhk is the output vector of the k
th hidden layer, Wk is a
matrix whose elements are the synaptic weights of layer k, bk
is the bias vector of the layer k, x is the input vector, and σ (·)
is a commonly used activation function, such as the sigmoid
function.
A single multiclass problem can be reduced into multiple bi-
nary classification problems; therefore, a multiclass classifier
can be understood as an ensemble of binary classifiers which
distinguish between one of the labels and the remainder (i.e.
one-versus-all approach). In our case, a binary classifier for any
arbitrary class l can be built by substituting the matrix WK+1 in
(1) by its line l. Our analysis considers the classification margin
per class, i.e. we analyze the relation between the application
of Eigenvalue Decay on any hidden layer and the classification
margin of the model (1) for any arbitrary class l, i.e. by consid-
ering only the line l of the matrix WK+1 in our analysis.
The MLP training using Eigenvalue Decay is modeled as:
min
W1,...,WK+1,b1,...,bK+1
E (2)
where
E = e +
K∑
k=1
Ck
√
λdomk (3)
where e can be any commonly used loss function, such as mean
squared error (MSE) or the Hinge loss, λdomk is the dominant
eigenvalue of WkWTk , Ck is a constant that controls the regu-
larization on the layer k and W1, . . . ,WK+1, b1, . . . , bK+1 are the
weight matrices of the MLP model with K +1 layers, as defined
in (1).
As can be seen in (2), our new theoretical analysis as-
sumes the regularization by Eigenvalue Decay for any layer
l ∈ 1, . . . ,K, since our code enables the application of this reg-
ularizer on any hidden layer. We extended our previous anal-
ysis [6] by applying the chain rule to calculate the derivatives
of the estimated output of the MLP in relation to the synaptic
weights of any hidden layer, thus yielding larger equations and
also unavoidable complexity. So, we recommend the reading of
the theoretical derivations in [6] for MLP with only one hidden
neuron before the reading of the derivations presented in the
present paper.
We start our analysis with the following lemma:
2
Lemma 1. [15] Let K denote the field of real numbers,
Kn×n a vector space containing all matrices with n rows and n
columns with entries in K , A ∈ Kn×n be a symmetric positive-
semidefinite matrix and λdom be the dominant eigenvalue of A.
Therefore, for any x ∈ Kn, the following inequality holds true:
xT Ax ≤ λdomxT x (4)
Our method penalizes the dominant eigenvalue aiming at
maximizing the lower bound of the classification margin, as
will be shown in Theorem 1. For the sake of space, we call
the lth line of WK+1 as wl.
We define the classification margin of the input data xi as the
smallest orthogonal distance, d(i, j), between xi and the separat-
ing hypersurface defined by the MLP, see Figure 1.
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Figure 1: A feature space representing a separating surface with examples of
the projections, x jpro j, of the input xi and examples of orthogonal distances d(i, j).
Theorem 1. Let mi be the classification margin of the training
example xi, for any arbitrary class l, and λdomk be the dominant
eigenvalue of WkWTk ; then, for mi > 0, i.e. an example correctly
classified, and a MLP with K hidden layers, the following in-
equality hold true:
1∏K
k=1
√
λdomk
µ ≤ mi (5)
where
µ = min
j
 y
l
iwlΩ
T
(
xi − x jpro j
)
‖wl‖
√∏K
k=1 λ
dom
(activ,k)
 , (6)
Ω =
K∏
n=1
(
WTn Γ
T
(n, j)
)
(7)
Γ(k, j) =
dyhk
dvk
∣∣∣∣∣
x jpro j
(8)
vk = Wk yhk−1 + bk, (9)
x jpro j is the j
th projection of xi on the separating hypersurface
defined by the MLP, as illustrated in Fig.1, yli is the i
th target
output for the class l, i.e. the position l of the target vector y
and λdom(activ,k) is the dominant eigenvalue of Γ(k, j)Γ
T
(k, j).
Proof. The first step in this proof is the calculation of the gradi-
ent of the position l of the estimated output vector, yˆl, in relation
to the input x at the projected point x jpro j (see Figure 1):
∇yˆl(i, j) =
dyˆl
dx
∣∣∣∣∣∣
x jpro j
(10)
The normalized vector
~p(i, j) =
∇yˆl(i, j)∥∥∥∥∇yˆl(i, j)∥∥∥∥ (11)
is normal to the separating surface, giving the direction from xi
to x jpro j; therefore
xi − x jpro j = d(i, j)~p(i, j) (12)
where d(i, j) is the scalar distance between xi and x
j
pro j. From
(12) we have:
∇yˆl(i, j)
(
xi − x jpro j
)
= d(i, j)∇yˆl(i, j)~p(i, j) (13)
Substituting (11) into (13) and solving for d(i, j), yields:
d(i, j) =
∇yˆl(i, j)
(
xi − x jpro j
)∥∥∥∥∇yˆl(i, j)∥∥∥∥ (14)
The sign of d(i, j) depends on which side of the decision surface
xi is placed. It means that an example, xi, correctly classified
whose target value for the class l is −1 corresponds to d(i, j) < 0.
On the other hand, the classification margin must be positive in
cases where examples are correctly classified, and negative in
cases of misclassified examples, independently from their target
classes. Therefore, the margin is defined as function of ylid(i, j),
where yli ∈ {−1, 1} is the value of the target output of the ith
training example for the class l. More specifically, the margin,
mi, is the smallest value of ylid(i, j) in relation to j, that is:
mi = min
j
(
ylid(i, j)
)
(15)
Substituting (14) in (15) yields:
mi = min
j
yli∇yˆ
l
(i, j)
(
xi − x jpro j
)∥∥∥∥∇yˆl(i, j)∥∥∥∥
 (16)
3
For a MLP with a single hidden layer we have:
∇yˆl(i, j) =
dyˆl
dx
∣∣∣∣∣∣
x jpro j
= wlΓ(1, j)W1 (17)
as can be derived from (1). Substituting (17) in (16), yields:
mi = min
j
yli wlΓ(1, j)W1
(
xi − x jpro j
)
√
wlΓ(1, j)W1WT1 Γ
T
(1, j)w
T
l
 (18)
Note that W1WT1 is a symmetric positive-semidefinite matrix,
therefore, from Lemma 1, the inequality:
wlΓ(1, j)W1WT1 Γ
T
(1, j)w
T
l ≤ λdomK wlΓ(1, j)ΓT(1, j)wTl (19)
holds true for any Γ(K, j) and any wl. Therefore, we can write:
mi ≥ 1√
λdom1
min
j
yli wlΓ(1, j)W1
(
xi − x jpro j
)
√
wlΓ(1, j)ΓT(1, j)w
T
l
 (20)
Since Γ(1, j)ΓT(1, j) is also a symmetric positive-semidefinite ma-
trix:
mi ≥ 1√
λdom1
min
j
yli wlΓ(1, j)W1
(
xi − x jpro j
)
‖wl‖
√
λdom(activ,1)
 (21)
For a MLP with two hidden layers we have:
∇yˆl(i, j) =
dyˆl
dx
∣∣∣∣∣∣
x jpro j
= wlΓ(2, j)W2Γ(1, j)W1 (22)
Substituting (22) in (16), yields:
mi = min
j
yli wlΓ(2, j)W2Γ(1, j)W1
(
xi − x jpro j
)
√
wlΓ(2, j)W2Γ(1, j)W1WT1 Γ
T
(1, j)W
T
2 Γ
T
(2, j)w
T
l
 (23)
Since W1WT1 , W2W
T
2 , Γ(1, j)Γ
T
(1, j) and Γ(2, j)Γ
T
(2, j) are symmetric
positive-semidefinite matrices:
mi ≥ 1√
λdom1 λ
dom
2
min
j
yli wlΓ(2, j)W2Γ(1, j)W1
(
xi − x jpro j
)
‖wl‖
√
λdom(activ,1)λ
dom
(activ,2)
 (24)
From (21) and (24) we can deduce (5) by induction.
Taking into account that
√
λdomk is in the denominator of the
bound in (5), the training method based on Eigenvalue Decay
decreases
√
λdomk aiming at increasing the lower bound on the
classification margin. However, Eigenvalue Decay does not as-
sure, by itself, increasing the margin, because µk is function of
Wk.
4. Using Eigenvalue Decay in Keras
The use of Eigenvalue Decay within a deep learning library,
such as Keras [16], requires, not only a lightweight algorithm,
but also a formulation that enables the calculation of derivatives
of the objective function in relation to the synaptic weights,
aiming at the application of back-propagation, which is a main
demand for deep learning.
We approximate the dominant eigenvalue by the power
method; therefore, assuming M = WkWTk , the eigenvector cor-
responding to the dominant eigenvalue can be approximated by:
vdom = M
p
v1 (25)
where p is an arbitrary positive integer and v1 is an initial
nonzero approximation of the dominant eigenvector. We set
all the elements of v1 equal to one. Having vdom, we calculate
λdom as follows:
λdom =
Mvdom · vdom
vdom · vdom (26)
The approximation given by the power method has deriva-
tives in relation to the synaptic weights, i.e. the elements of
Wk, enabling the application of backpropagation in Keras. We
implement Eigenvalue Decay in Keras using Theano functions
to model the approximation of λdom based on an approximation
of vdom where p = 9. Our source code is freely available in
Github3.
Beyond the custom regularizer presented in this paper, it is
possible to implement a custom objective function4 in Keras,
see our previous work [17], where we implemented a custom
version of the Hinge loss, aiming at a SVM-like learning for
multiclass classification. The idea is to make better use of the
margin resulting from the use of Eigenvalue Decay, since the
Hinge loss penalizes only examples that violate a given mar-
gin or are misclassified, i.e. an estimated output smaller than 1
in response to a positive example or an estimated output larger
than -1 in response to a negative example (these training exam-
ples can be understood as support vectors). The other training
examples are ignored during the optimization, i.e. they don’t
participate in defining the decision surface.
5. Experiments
In this section our methods are evaluated using the bench-
mark data sets Reuters Newswire Topics Classification, IMDB
database for binary sentiment classification, MNIST database
of handwritten digits and CIFAR-10 data set for image classifi-
cation.
Reuters Newswire Topics Classification (RNTC) is a collec-
tion of 11228 newswires from Reuters, labeled over 46 top-
ics. IMDB Movie Reviews Sentiment Classification Dataset is
a collection of 25000 movies reviews from IMDB, labeled by
3https://github.com/oswaldoludwig/Eigenvalue-Decay-Regularizer-for-
Keras
4https://github.com/oswaldoludwig/visually-informed-embedding-of-
word-VIEW-
4
sentiment (positive/negative). MNIST database of Handwritten
Digits Dataset is a collection of 60000 28×28 grayscale images
of the 10 digits, along with a test set of 10000 images. CIFAR-
10 data set consists of 60000 32× 32 color images labeled over
10 categories, 50000 training images and 10000 test images.
Table 1 summarizes the details of the data sets.
Table 1: Datasets used in the experiments
Dataset attributes # data train # data test
RNTC 1000 8982 2246
IMDB 100 20000 5000
MNIST 784 60000 10000
CIFAR-10 32 × 32 × 3 50000 10000
For the sake of comparison, we adopt the original models
from the examples provided in the Keras repository 5, which are
well adjusted and regularized with DropOut. Our experiments
compare the performance of weight regularizers; therefore, we
keep the original DropOut regularization and apply Eigenvalue
Decay (ED), L1 and L2 weight regularizers to compare the ac-
curacy gains over the original models from Keras repository.
Among the models available in the Keras repository, we
adopt the MLP with a single hidden layer for RNTC, the deep
pipeline composed by an embedding layer, a convolutional neu-
ral network (CNN) [18], a long short term memory (LSTM)
network [19] and a dense layer for IMDB, the deep MLP with
two hidden layers for MNIST and the deep pipeline composed
by a MLP stacked on the top of a CNN for CIFAR-10. The
experiment with CIFAR-10 does not use data augmentation. In
our experiments we apply the weight regularizers in both layers
of the MLP used for RNTC, on the dense and embedding lay-
ers of the deep model used for IMBD, on the last two layers of
the deep MLP used for MNIST and on both dense layers of the
model used for CIFAR-10.
To find the optimal values of Ck in (3), we exploit a 2D grid
using 5-fold cross validation on the training data, keeping the
original architectures and loss functions of the Keras models,
i.e. categorical cross-entropy for RNTC, MNIST and CIFAR-
10, and binary cross-entropy for IMDB. The accuracy values on
the test data and the processing time per training epoch, running
in a GPU NVIDIA GeForce GTX 980, are summarized in Table
2, where ∆ is the gain over the original model from Keras. In the
case of the IMDB and CIFAR-10 data sets the accuracy values
were averaged over 10 runs.
As can be seen in Table 2, the weight regularizers yielded
small gains on the accuracy, since the models provided in
the Keras repository are well adjusted and regularized with
DropOut. Eigenvalue Decay yielded the largest gains in all the
data sets, but it was also the most costly regularizer, which is
not a surprise, given the cost associated with the computation
of the dominant eigenvalue by the power method.
5https://github.com/fchollet/keras/tree/master/examples
Table 2: Accuracy (acc), gain over the original model from Keras (∆) and pro-
cessing time (in seconds) for the original model regularized with DropOut and
using DropOut together with each of the three weight regularizers.
DropOut DropOut+ED DropOut+L1 DropOut+L2
RNTC
acc(%) 79.78 80.72 79.78 80.45
∆(%) 0.00 0.94 0.00 0.67
sec/epoch < 1 5 < 1 < 1
IMDB
acc(%) 84.98 85.36 85.08 85.05
∆(%) 0.00 0.38 0.10 0.07
sec/epoch 17 23 19 19
MNIST
acc(%) 98.40 98.78 98.57 98.68
∆(%) 0.00 0.38 0.17 0.28
sec/epoch 2 9 2 2
CIFAR-10
acc(%) 77.95 80.66 79.31 79.11
∆(%) 0.00 2.71 1.36 1.16
sec/epoch 39 67 41 41
6. Conclusion
This work introduces a new option of weight regularizer to
the deep learning practitioners. The analysis presented in this
paper indicates that Eigenvalue Decay can increase the classifi-
cation margin, which can improve the generalization capability
of deep models.
In the scope of weight regularizers, the experiments indicate
that Eigenvalue Decay can provide better gains on the classifi-
cation accuracy at the cost of a larger CPU/GPU time.
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