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ABSTRACT
The context for this work is cooperative multi-agent systems (MAS). An agent
is an intelligent entity that can measure some aspect of its environment, process
information and possibly influence the environment through its action. A
cooperative MAS can be defined as a loosely coupled network of agents that
interact and cooperate to solve problems that are beyond the individual
capabilities or knowledge of each agent.
The focus of this thesis is distributed stochastic optimization in multi-agent
systems. In distributed optimization, the complete optimization problem is not
available at a single location but is distributed among different agents. The
distributed optimization problem is additionally stochastic when the information
available to each agent is with stochastic errors. Communication constraints,
lack of global information about the network topology and the absence of
coordinating agents make it infeasible to collect all the information at a single
location and then treat it as a centralized optimization problem. Thus, the
problem has to be solved using algorithms that are distributed, i.e., different
parts of the algorithm are executed at different agents, and local, i.e., each agent
uses only information locally available to it and other information it can obtain
from its immediate neighbors.
In this thesis, we will primarily focus on the specific problem of minimizing a
sum of functions over a constraint set, when each component function is known
partially (with stochastic errors) to a unique agent. The constraint set is known
to all the agents. We propose three distributed and local algorithms, establish
asymptotic convergence with diminishing stepsizes and obtain rate of
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convergence results. Stochastic errors, as we will see, arise naturally when the
objective function known to an agent has a random variable with unknown
statistics. Additionally, stochastic errors also model communication and
quantization errors. The problem is motivated by distributed regression in
sensor networks and power control in cellular systems.
We also discuss an important extension to the above problem. In the
extension, the network goal is to minimize a global function of a sum of
component functions over a constraint set. Each component function is known
to a unique network agent. The global function and the constraint set are known
to all the agents. Unlike the previous problem, this problem is not stochastic.
However, the objective function in this problem is more general. We propose an
algorithm to solve this problem and establish its convergence.
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NOTATION
Upper case letters denote matrices and random quantities. Lower case
letters denote parameters and constants.
i, j, k, n,m, p: Non-negative integers
{x1, . . . , xn}: Set consisting of the elements x1, . . . , xn
∀: Universal qualifier
ℜn: n-dimensional Euclidean space
f(x): A function f of x
F (x): Random variable F that is parameterized by x or a matrix F
that is a function of x
[x]i: i-th component of a vector x in ℜ
n
‖x‖: Euclidean norm of a vector x in ℜn
|x|: Asbolute value of a scalar x
ei: Unit vector in ℜ
n with i-th component equal to 1
e: Vector with each entry equal to 1
PX [x]: Euclidean projection of a point x onto a set X
AT : Transpose of a matrix or vector A
[A]i,j: (i, j)-th entry of a matrix A
A−1: Inverse of matrix A
[A]i: i-th row of matrix A
[A]j: j-th column of matrix A
∇f(x): Gradient of a function f(x), x ∈ ℜn
ix
f ′(x): Derivative of a function f(x), x ∈ ℜ
∇2f(x): Matrix of second partial derivatives of f(x), x ∈ ℜn
∂f(x): Subgradient of a convex function f(x), x ∈ ℜn
argminX f(x): Any global minimum point of f(x) over the set X
ArgminX f(x): Set of all global minimum points of f(x) over the set X
(Ω,F , P): Underlying probability space
E[X]: Expected value of a random vector X
σ(X): σ−algebra generated by random vector X
E[X | Y = y]: Expectation of a random vector X conditioned on the
vector Y taking value y
E[X | G]: Expectation of a random vector X conditioned on the
σ-algebra G
x
CHAPTER 1
INTRODUCTION
1.1 Context for this Work
The context for this work is cooperative multi-agent systems (MAS). An agent
is an intelligent entity that can measure some aspect of its environment, process
information and possibly influence the environment through its action. A
cooperative MAS can be defined as a loosely coupled network of agents that
interact and cooperate to solve problems that are beyond the individual
capabilities or knowledge of each individual agent [1]. These systems have the
following characteristics:
• Distributed : There are no central co-ordinating agents and each agent is
autonomous.
• Limited connectivity: An agent can interact, i.e., communicate, only with a
subset of the agents. Typically, the agent interactions are modeled by a
communication graph with the agents as the nodes. Two agents are
neighbors on the graph, i.e., connected by a graph edge, if they can
communicate with each other. See Fig. 1.1 for an illustration.
• Local view : Each agent in the MAS has a local view of the environment,
i.e., an agent can only measure and control its local environment. In
addition, each agent has a limited view of the MAS. The only information
that an agent can have about the MAS is the identity of its immediate
neighbors. The agent can have no global information about the MAS
1
Figure 1.1: A MAS communication graph. The graph nodes are the agents and
neighbors are agents that can communicate with each other.
including the number of agents in the MAS and features of the
communication graph.
Multi-agent systems encompass a wide range of disciplines including animal
behavior [2], social sciences [3], computer animations [4], artificial intelligence [5]
and massive sensing applications in engineering. Though the scope of this work
is general and can be adapted to different co-operative multi-agent systems, we
will study it from an engineering perspective and primarily focus on wireless
sensor networks (WSN) [6]. Sensor networks consist of a large number of
spatially deployed sensors that sense their local environment across time. Each
sensor is equipped with on-board processing units and communication units that
allow it to communicate with other sensors over the wireless medium. Over and
above the features in a generic MAS, sensors networks have the following
additional features:
• Limited energy: The sensors in a sensor network are powered by a fixed
battery supply and communicating over the wireless medium is a power
intensive activity. Thus, to extend the network lifetime each agent must
2
communicate only limited information.
• Unreliable communication: Communication over the wireless medium is
unreliable and suffers from quantization and channel errors. In addition, if
the sensors move then the network connectivity graph may change with
time.
1.2 Focus of this Thesis
The focus of this thesis is on distributed stochastic optimization in multi-agent
systems. In distributed optimization, the complete optimization problem is not
available at a single location but is distributed among different agents.
Communication constraints, lack of global information about the network
topology and the absence of coordinating agents make it infeasible to collect all
the information at a single location and then treat it as a centralized
optimization problem. Thus, the problem has to be solved using algorithms that
are
• Distributed: In a distributed algorithm, different parts of the algorithm are
executed by different agents, possibly simultaneously, without any
coordinating agents.
• Local: Each agent uses only information locally available to it and other
information it can obtain from its immediate neighbors.
• Communication efficient: Each agent must exchange minimal information
with its neighbors.
The distributed optimization problem is additionally stochastic when the
information available to each agent is with stochastic errors.
In this thesis, we will primarily deal with the specific problem of minimizing a
sum of functions over a constraint set, when each component function is known
partially (with stochastic errors) to a unique agent. The constraint set is known
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to all the agents. We propose three distributed and local algorithms, establish
asymptotic convergence with diminishing stepsizes and obtain rate of
convergence results. Stochastic errors, as we will see, arise naturally when the
objective function known to an agent has a random variable with unknown
statistics. Additionally, stochastic errors also model communication and
quantization errors.
We also discuss an important extension to the above problem. In the
extension, the network goal is to minimize a global function of a sum of
component functions over a constraint set. Each component function is known
to a unique network agent. The global function and the constraint set are known
to all the agents. Unlike the previous problem, this problem is not stochastic.
However, the objective function in this problem is more general. We propose an
algorithm to solve this problem and establish its convergence.
The optimization algorithms developed are then used to address the problem
of distributed regression in sensor networks and distributed power control in
cellular systems.
1.3 Organization of Thesis
The thesis is organized as follows. In Chapter 2 we discuss the problem,
algorithms and an overview of the complete thesis. This chapter provides a
succint summary of the thesis. In Chapters 3, 4 and 5 we discuss the details and
proofs of the convergence of the algorithms. In Chapter 6 we discuss the
generalization. Chapters 7 and 8 discuss applications of the algorithm to the
problem of distributed regression in sensor networks and power control in
cellular systems. Some broad research directions are discussed in Chapter 9.
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CHAPTER 2
PROBLEM, ALGORITHM AND RESULTS
2.1 System Goal
Consider a multi-agent system of m agents indexed by 1, . . . , m. When
convenient we will also use V = {1, . . . , m}. We make the following assumption.
Assumption 1 The agents are time synchronized.
The system goal is to solve the following optimization problem:
minimize
m∑
i=1
fi(x)
subject to x ∈ X, (2.1)
where X ⊆ ℜn is a constraint set and fi : O → ℜ for all i. Here O is an open set
containing X. The problem is a distributed stochastic optimization problem
because the function fi is known only partially to agent i. By partially, we mean
that the agent can only obtain a noisy estimate of the function gradient. The
goal is to solve problem (2.1) using an algorithm that is distributed and local.
Related to the problem, we use the following notation:
f(x) =
m∑
i=1
fi(x), f
∗ = min
x∈X
f(x), X∗ = {x ∈ X : f(x) = f ∗}.
We are interested in the case when the problem in (2.1) is convex. Specifically,
we assume that the following assumption holds.
Assumption 2 The functions fi and the set X are such that
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(a) The set X is closed and convex.
(b) The functions fi, i ∈ V, are defined and convex over an open set that
contains the set X.
We make no assumption on the differentiability of the functions fi. At points
where the gradient does not exist, we use the notion of subgradients. A vector
∇fi is a subgradient of fi at a point x ∈ domf if the following relation holds:
∇fi(x)
T (y − x) ≤ fi(y)− fi(x) for all y ∈ dom f. (2.2)
Since the set X is contained in an open set over which the functions are defined
and convex, a subgradient of fi exists at any point of the set X (see [7] or [8]).
We will also assume that the subgradients ∇fi(x) are uniformly bounded over
the set X for each i. This assumption is commonly used in the convergence
analysis of subgradient methods with a diminishing or a constant stepsize,
e.g., [9, 10].
Assumption 3 For every i, the subgradient set of the function fi at x ∈ X is
nonempty and uniformly bounded over the set X by a constant Ci, i.e.,
‖∇fi(x)‖ ≤ Ci for all subgradients ∇fi(x) and for all x ∈ X.
Assumption 3 holds, for example, when each fi is a polyhedral function or when
the set X is compact. In some of the results, we will directly assume that the set
X is compact and thus we will not make Assumption 3.
2.2 Algorithms
We next discuss three distributed and local algorithms to solve the problem in
(2.1). To conceptualize, we assume iteration k of these algorithms is performed
at time k and that each iteration is performed instantaneously.
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Figure 2.1: A network of 8 agents with cyclical incremental processing. The
estimate is cycled through the network. The quantity zi,k is the intermediate
value after agent i updates at time k + 1.
2.2.1 Cyclic incremental algorithm
Each agent designates another agent as an upstream neighbor and another agent
as a downstream neighbor so that they form a cycle. See Fig. 2.1 for an
example. Without loss of generality, we will index the upstream neighbor of
agent i as i+ 1, with the understanding that the upstream neighbor of agent m
is agent 1. In iteration k + 1, agent i receives the current iterate zi−1,k+1 from
agent i− 1, updates the iterate using the gradient of its local function, evaluated
with errors, and passes it to its upstream neighbor. The update rule is
z0,k+1 = zm,k = xk,
zi,k+1 = PX [zi−1,k+1 − 2αk+1 (∇fi(zi−1,k+1) + ǫi,k+1)] , (2.3)
where the initial iterate x0 is chosen at random. Here, αk+1 is the stepsize, ǫi,k+1
is the stochastic error at agent i, PX denotes Euclidean projection onto set X
and ∇fi is the (sub)gradient of function fi. Note that the algorithm does not
have a central coordinating agent, and hence it is distributed. Further, agent i
only uses gradient information of its function fi, and hence the algorithm is local.
This algorithm is not suited for all multi-agent systems. First, the network
must be “sufficiently” connected in every time slot for a cycle to exist. Second,
even if a cycle exists, the agents would need to identify a suitable upstream and
downstream neighbor in a distributed and local manner, e.g., using the
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algorithm in [11]. Every time the network graph changes the cycles may have to
be recomputed. Therefore, the algorithm requires the following assumption on
the communication graph.
Assumption 4 The communication graph does not change with time and has a
Hamiltonian cycle.
2.2.2 Markov incremental algorithm
In this algorithm, the order in which the agents update the iterate is not fixed
and could be random. Suppose in iteration k, agent sk updates and generates
the estimate xk. Then, agent sk may either pass this estimate to a neighbor
sk+1, with probability
[P ]sk,sk+1 = ask,sk+1(k + 1),
or choose to keep the iterate with the remaining probability, in which case
sk+1 = sk. See Fig. 2.2 for an illustration. The update rule for this method is
given by
xk+1 = PX
[
xk − αk+1
(
∇fsk+1(xk) + ǫsk+1,k+1
)]
, (2.4)
where x0 ∈ X is some random initial vector. Observe that the value of sk+1
depends only on the value of sk. Thus, the sequence of agents {sk} can be
viewed as a Markov chain with states V = {1, . . . , m} and transition matrix P.
Note that the algorithm does not have a central coordinating agent and hence
it is distributed. Further, the algorithm requires agent i to use only gradient
information related to fi and requires no coordinating agent. Therefore, it is
local and distributed. As we will see, the algorithm converges when the network
topology satisfies the following assumption.
Assumption 5 Let Gk = (V,Ek) be the communication graph at time k. There
exists an integer Q ≥ 1 such that the graph
(
V,∪k+Q−1l=k E(ℓ)
)
is strongly
8
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Figure 2.2: A network of 8 agents with incremental processing. The estimate is
randomly passed through the network.
connected for all k.
Note that the network can change with time. Further, the network need not be
connected in every time slot. It needs to be connected only in blocks of Q.
2.2.3 Parallel algorithm
In this algorithm each agent maintains and updates an iterate sequence. This is
fundamentally different from the incremental algorithms in which a single iterate
sequence is incrementally updated by the agents. We will use wi,k to denote the
iterate with agent i at the end of time slot k. One iteration of the algorithm is
performed in each sampling interval. Each agent receives the current iterate of
its present neighbors. We denote agent i’s neighbors at time k + 1 by Ni(k + 1).
See Fig. 2.3 for an illustration. Each agent then calculates the following
weighted sum vi,k given by
vi,k =
∑
j∈Ni,k+1
ai,j(k + 1)wj,k +

1− ∑
j∈Ni,k+1
ai,j(k + 1)

wi,k.
9
6,n
1
2
3
4
5
6
1,nw
w
w
w
w2,n
w3,n
4,n
w
w
w
w
w
w
w
w
w
w
w
w5,n
w
6,n
3,n
1,n
2,n
1,n
3,n
2,n
4,n
3,n
5,n
4,n
6,n
7
w7,n
w
7,n
6,n
w
5,n
w1,n
Figure 2.3: A network of 8 agents with parallel processing. Each agent shares its
current iterate with its neighbors.
Here ai,j(k) are the weights. Agent i then obtains its new iterate wi,k+1 from vi,k
according to
wi,k+1 = PX
[
vi,k − 2αk+1
(
∇fsk+1(vi,k) + ǫi,k+1
)]
. (2.5)
The initial points {wi,0}, i ∈ V, are chosen randomly.
As in the Markov incremental algorithm one iteration of the algorithm is
performed in the time slot (k, k + 1). Note that the algorithm does not have a
central coordinating agent and hence it is distributed. Further, agent i only uses
gradient information of its function fi and hence the algorithm is local. The
restrictions on the network are similar to Assumption 5.
2.3 Sources of Stochastic Errors
In this section we discuss the main sources of the error ǫi,k in the subgradient
evaluation in the algorithms.
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2.3.1 Random objective function
The primary source of stochastic errors in the subgradient evaluation is when
the objective function is not completely known to the agent and has some
randomness in it. This is the case in recursive regression (Chapter 7).
Let the function fi(x) be given by fi(x) = E[ψi(x,Ri)] , where Ri is a random
variable with statistics that are independent of x. The statistics of Ri are not
available to agent i and hence the function fi is not known to agent i. Instead,
agent i observes samples of Ri in time. Thus, in a subgradient algorithm for
minimizing the function, the subgradient must be suitably approximated using
the observed samples. In the Robbins-Monro stochastic approximation [12], the
subgradient ∇fi(x) is approximated by ∇ψi(x, ri), where ri denotes a sample of
Ri. Thus, the parallel Robbins-Monro stochastic optimization algorithm is
wi,k+1 = PX [vi,k − αk+1∇ψi (vi,k, ri,k+1)] , (2.6)
where ri,k+1 is a sample of Ri obtained at time k. The expression for the error is
ǫi,k+1 = ∇ψi(vi,k, ri,k+1)− E[∇ψi(vi,k, Ri)] .
Let us next consider the case when fi(x) = E[ψi(x,Ri(x))] , where Ri(x) is a
random variable that is parametrized by x. To keep the discussion simple, let us
assume that x ∈ ℜ. As in the preceding case, the statistics of Ri(x) are not
known to agent i, but the agent can obtain samples of Ri(x) for any value of x.
In the Kiefer-Wolfowitz approximation [12],
∇fi(x) ≈
ψi (x, ri(x+ β))− ψi (x, ri(x))
β
,
where ri(x) is a sample of the random variable Ri(x). The corresponding
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distributed optimization algorithm is
wi,k+1 = PX
[
vi,k − αk+1
ψi (vi,k, ri(vi,k + βi,k+1))− ψi (vi,k, ri(vi,k))
βi,k+1
]
,
where βi,k+1 is a positive scalar. In this case, the error is
ǫi,k+1 =
ψi (vi,k, ri(vi,k + βi,k+1))− ψi (vi,k, ri(vi,k))
βi,k+1
−∇fi(vi,k).
If the function ψi is differentiable then E[ǫi,k+1 | vi,k] is of the order βi,k+1. Thus,
the errors can be controlled through the sequence {βi,k}.
2.3.2 Quantization errors
Typically, the iterates are first quantized before they are communicated in
wireless networks. We will discuss the scalar case. The quantization lattice is a
discrete set of values in ℜ. For a vector x ∈ ℜ, Q[x] denotes its quantized value.
When there is quantization, the choice of stepsize in iterative algorithms is
critical. It seems reasonable to require the algorithms, with quantization, to
converge to Q[x∗], i.e., the lattice point that is the closest to x∗. Consider the
standard gradient descent algorithm to minimize f(x) over the set X = ℜ with a
basic quantizer without any dither. The iterates are generated according to
xk+1 = Q [xk − αk∇f(xk)] .
Suppose x0 is a lattice point but not Q[x
∗], and αk <
∆
2C
, where C is the bound
on the subgradient of fi; then it can be immediately seen that xk = x0, for all k.
More generally, one can conclude that stepsizes should always be large enough
to push the iterate from a non-optimal lattice point, but small enough to ensure
that the iterate gets caught in the optimal lattice point. Thus, in the presence of
quantization, non-diminishing step-sizes should be used.
In the dither quantizer, the quantized value of a vector x ∈ X is the Euclidean
12
projection of x added with a dither signal. Thus, Q[x] = PQ[x+D], where D is
a dither signal whose components are uniformly and independently chosen in
[−∆
2
, ∆
2
]. In this case, Q[x]− x, is random, statistically independent of x and
uniformly distributed in
[
−∆
2
, ∆
2
]
[13, 14]. Thus we can write the unconstrained
cyclic incremental algorithm with quantization as
zi,k+1 = Q [zi−1,k+1 − 2α∇fi(zi−1,k+1)]
= zi−1,k+1 − 2α (∇fi(zi−1,k+1) + ǫi,k+1)
where ǫi,k+1 is zero mean i.i.d. error that is uniform in
[
−∆
2α
, ∆
2α
]
.
2.4 Overview of Convergence Results
We will make the following assumption on the errors. Define F ik as the σ-algebra
generated by all the random variables till agent i computes the gradient of fi
with error ǫi,k. In essence, F
i
k is the entire history
1 of the algorithm till the exact
step when the error ǫi,k occurs.
Assumption 6 There exist deterministic scalar sequences {µk} and {νk} such
that
‖E
[
ǫi,k | F
i−1
k
]
‖ ≤ µk for all i and k,
E
[
‖ǫi,k‖
2 | F i−1k
]
≤ ν2k for all i and k.
Assumption 6 holds, for example, when the errors ǫi,k are independent across
both i and k, and have finite moments. Note that under the assumption that
the second moments are bounded, from Jensen’s inequality we readily have
∥∥E[ǫi,k | F i−1k ]∥∥ ≤√E[‖ǫi,k‖2 | F i−1k ] ≤ νk. (2.7)
We will also, without any loss of generality, assume that µk < νk.
1Depending on the algorithm the σ-algebra is defined differently.
13
For the three algorithms we obtain three different forms of convergence result.
All the results obtained require Assumptions 1, 2, 3 or boundedness of set X,
and Assumption 6.
Theorems 1, 5 and 10 are the basic convergence result and obtain sufficient
conditions on the errors and the stepsizes for the iterate sequences to converge
to an optimal point in some probabilistic sense. Typically, the stepsize αk must
be chosen so that
∑
k αk =∞ and
∑
k α
2
k <∞. In addition, the sequence {µk}
must diminish fast enough so that
∑
k αkµk <∞ and the sequence {νk} must be
uniformly bounded. The value of this result is primarily theoretical and is
essentially a statement of correctness of the proposed algorithms. Theorems 2, 6,
and 11 provide error bounds on the performance of the algorithm when a
constant stepsize is used and the errors do not diminish. The bound obtained is
a function of lim sup µk and lim sup νk. This result is useful in understanding the
effects of quantization as discussed in Section 2.3.2. Theorems 4, 7 and 12
characterize the “expected” performance of the algorithm after a finite number
of iterations. These results are expected to be useful in determining stopping
times for the algorithm.
2.5 Comparison of the Algorithms
In this section we compare the algorithms along different metrics.
• Rate of convergence: When a stepsize of 1
k
is used, all the algorithms
converge as O
(
1
k
)
. This can be seen from Theorems 4, 7 and 12. These
results only provide an upper bound on the rate of convergence. Therefore,
a direct comparison of the constants in the results is not meaningful.
• Communication requirements: A quantitative measure of the
communication requirements cannot be obtained. However, we can make
some qualitative observations about the relative communication
requirements of the algorithms. Intuitively, one expects the cyclic
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incremental algorithm to perform better than the Markov incremental
algorithm. This is because the Markov incremental algorithm is random
and therefore the iterate might get “caught” in some part of the network.
Between the cyclic and parallel algorithm it is not clear which algorithm
will perform better. These observations are validated in the simulation
results in Chapter 7.
• Setup phase: The cyclic incremental algorithm requires a setup phase
where the agents identify a cycle in a distributed and local manner. The
other algorithms do not require a setup phase.
• Network connectivity requirements: The cyclic incremental algorithm
requires the communication graph to not change with time. In addition,
the cyclic incremental requires the graph to have a cycle, which is a
stronger requirement than connectivity. The Markov incremental and the
parallel algorithms allow the network to change with time and require only
a weak form of periodic connectivity.
• Strength of convergence result: Theorems 1 and 10 prove that the cyclic
incremental and the parallel algorithms converge to an optimal point with
probability 1. The corresponding result for the Markov incremental
guarantees convergence in a weaker sense. In addition, a smaller range of
stepsizes is allowed in the Markov incremental algorithm.
2.6 Extension: General Distributed Optimization
We next discuss an important extension to the problem discussed in (2.1). The
network goal is to solve the following optimization problem:
minimize f˜(x) := g
(
m∑
i=1
hi(x)
)
subject to x ∈ X, (2.8)
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where g : ℜ → ℜ, X ⊆ ℜp, hi : X → ℜ for all i ∈ V. Different parts of the
optimization problem are known to different agents in the network. The
function hi is known only to agent i. The function g and the set X are globally
known, i.e., to every agent.
We assume Assumption 5 on the network topology. We make the following
assumptions on the functions.
Assumption 7 The functions g and hi, i ∈ V, and the set X in (2.8) satisfy
the following:
(a) The set X is convex and closed.
(b) The set X is bounded, i.e., there exists a scalar D > 0 such that
supx∈X ‖x‖ ≤ D.
(c) The function f˜ is convex over an open set that contains the set X.
(d) The functions g and hi are differentiable. Further, g
′ and ∇hi are
Lipschitz continuous with constant L.
Assumption 7(a) and 7(c) imply that (2.8) is a convex optimization problem.
From Assumption 7(b) and 7(d) we can conclude that the norms of the
gradients, i.e., |g′| and ‖∇hi‖, are bounded. We denote the bound on the
gradients by C.
Observe that there are three key differences between (2.8) and (2.8). First,
observe that the objective function in (2.8) is a generalization of the objective
function in (2.1). Second, unlike (2.1), the problem in (2.8), is not a stochastic
optimization problem. There are no stochastic errors. Third, note that
Assumption 7(d) imposes additional restrictions on the objective function.
We next describe an iterative algorithm to solve (2.8). At the end of iteration
k, agent i maintains two statistics: xi,k and si,k. The statistic xi,k is agent i’s
estimate of an optimal point and si,kis agent i’s estimate of
1
m
∑m
i=1 hi(xi,k).
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In the next iteration, agent i recursively generates xi,k+1 and si,k+1 as follows:

 x¯i,k
s¯i,k

 = ∑
j∈Ni(k+1)
ai,j(k + 1)

 xi,k
si,k

 ,
xi,k+1 = PX [x¯i,k − αk+1g
′ (ms¯i,k)∇hi (x¯i,k)] ,
si,k+1 = s¯i,k + hi(xi,k+1)− hi(xi,k).
In the (k + 1)-th iteration, agent i receives xi,k and si,k from its current
immediate neighbors and calculates weighted averages x¯i,k and s¯i,k. The
weighted average is then updated using locally available information (functions g
and hi, and set X) to generate xi,k+1 and si,k+1. The algorithm is initialized with
xi,0 ∈ X and si,0 = hi(xi,0) for all i ∈ V.
2.7 Related Literature and Main Contributions
In parallel optimization, the optimization problem is completely known to all
the agents and the emphasis is on distributing the processing to reduce the
computational burden on a single processor. See [15] for a complete exposition
on this topic.
To the best our knowledge this is the first study that deals with distributed
stochastic optimization problems. All prior literature deals with deterministic
distributed optimization problems. The first paper to formulate the distributed
optimization problem was [16], where the incremental subgradient algorithm
of [9] was used. A modified cyclic incremental algorithm was proposed in [17]. A
version of the Markov incremental algorithm for constant stepsizes was analyzed
in [18]. The parallel algorithm for the unconstrained problem was proposed
in [19] and then extended in [20, 21]. The parallel algorithm was based on the
distributed consensus algorithm that was studied in [15, 20–29]. In addition,
since we are interested in the effect of stochastic errors, the thesis is also related
to the literature on stochastic gradient methods [30–32].
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We next summarize the main contributions made in this thesis.
• This thesis is the first study of the effect of stochastic errors on distributed
optimization algorithms. The stochastic errors made by each agent
propagate across agents and time, introducing statistical dependence
between the agent iterates.
• The convergence analysis for the Markov incremental algorithm, for the
error-free case, is available only for the constant stepsize case [18]. Thus,
the convergence analysis for diminishing stepsize for the Markov
incremental algorithm is an important contribution.
• Chapter 6 identifies a new class of distributed optimization problems that
allow distributed and local solution. The problem is very general and we
expect it to be useful in a number of applications.
• The thesis formulates regression in vertically and horizontally distributed
data as distributed optimization problems and uses the algorithms
developed to solve these problems.
2.8 Discussion
We have proposed three algorithms and discussed convergence results for these.
We next discuss some relevant issues.
2.8.1 Asynchronous algorithms
The three algorithms proposed require the agents to be time synchronized. A
natural extension would be to study algorithms that are asynchronous and do
not require the agents to have a common clock. One approach is to base the
optimization algorithms on the gossip averaging algorithm of [33]. This is work
in progress and we briefly discuss the algorithm. Some initial results are
presented in [34].
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The algorithm requires the network topology to not change with time. Let
N(i) be the set of neighbors of agent i, i.e., N(i) = {j ∈ V : {i, j} ∈ E}. Each
agent has a local clock that ticks at a Poisson rate of 1. At each tick of its clock,
agent i averages its iterate with a randomly selected neighbor j ∈ N(i), where
each neighbor has an equal chance of being selected. Agents i and j then adjust
their averages along the negative direction of ∇fi and ∇fj, respectively, which
are computed with stochastic errors.
As in [33] we will find it easier to study the gossip algorithms in terms of a
single virtual clock that ticks whenever any local Poisson clock ticks. Thus, the
virtual clock ticks according to a Poisson process with rate m. Let Zk denote the
k-th tick of the virtual clock and let Ik denote the index of the agent whose local
clock actually ticked at that instant. The fact that the Poisson clocks at each
agent are independent implies that Ik is uniformly distributed in the set V. In
addition, the memoryless property of the Poisson arrival process ensures that
the process {Ik} is i.i.d. Let Jk denote the random index of the agent
communicating with agent Ik. Observe that Jk, conditioned on Ik, is uniformly
distributed in the set N(Ik). Let xi,k−1 denote agent i iterate at time
immediately before Zk. The iterates evolve according to
xi,k =

 x¯Ik,Jk −
1
Γk(i)
(∇fi (x¯Ik,Jk) + ǫi,k) if i ∈ {Ik, Jk}
xi,k−1 otherwise,
(2.9)
where xi,0, i ∈ V are initial iterates of the agents,
x¯Ik,Jk =
1
2
(xIk,k−1 + xJk,k−1) ,
∇fi(x) denotes the subgradient of fi at x, ǫi,k is the stochastic error and Γk(i)
denotes the total number of agent i updates up to the time Zk.
While the algorithm is asynchronous, convergence has been established only
for networks that do not change with time. One direction of future research is to
develop algorithms that can be shown to converge over time-varying networks.
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2.8.2 Non-convex optimization
This thesis primarily deals with convergence when the optimization problem is
convex. It is possible to obtain convergence results under the following alternate
assumption.
Assumption 8 The functions fi(x) are differentiable with gradient that is
Lipschitz continuous. Further, the gradient ∇fi(x) is bounded and the set X is
ℜn.
A point x∗ ∈ ℜ is a stationary point of f(x) if ∇f(x∗) = 0. A global minimum
of f(x) is also a stationary point of f(x). Typically, when the objective function
is non-convex and iterative methods are employed, the iterates may converge to
a stationary point. Observe that, in view of Lipschitz continuity of the gradient,
the assumption that the gradients are bounded, i.e., Assumption 3, is equivalent
to the following standard assumption.
Assumption 9 The iterate sequences are bounded with probability 1.
This assumption is implicit and not very easy to establish. However, this is a
standard assumption in stochastic optimization literature and we refer the reader
to Chapter 3 of [35] for a discussion of techniques to verify this assumption.
It is possible to obtain results similar to Theorems 1, 5 and 10 with
Assumption 2 and convergence to an optimal point replaced with Assumption 8
and convergence to a stationary point, respectively. The proof is along the lines
of those in [34] and [36].
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CHAPTER 3
CYCLIC INCREMENTAL ALGORITHM
In this chapter we study the properties of the cyclic incremental algorithm
discussed in Section 2.2.1. The algorithm is
z0,k+1 = zm,k = xk,
zi,k+1 = PX [zi−1,k+1 − αk+1 (∇fi(zi−1,k+1) + ǫi,k+1)] ,
(3.1)
where the initial iterate x0 ∈ X is chosen at random. The vector xk is the
estimate at the end of cycle k, zi,k+1 is the intermediate estimate obtained after
agent i updates in k + 1-st cycle, ∇fi(x) is the subgradient of fi evaluated at x,
and ǫi,k+1 is a random error. The scalar αk+1 is a positive stepsize and PX
denotes Euclidean projection onto the set X.
The main difficulty in the study of the incremental stochastic subgradient
algorithm is that the expected direction in which the iterate is adjusted in each
sub-iteration is not necessarily a subgradient of the objective function f . For
this reason, we cannot directly apply the classic stochastic approximation
convergence results of [12, 30, 37] to study the convergence of method in (3.1).
3.1 Basic Iterate Relation
We first derive a key lemma. Define dk(y) = xk − y and di,k+1(y) = zi,k+1 − y for
all k. We will make Assumption 6 and the σ-algebra F ik is the σ-algebra
generated by ǫ1,1, . . . , ǫ1,m, ǫ2,1, . . . , ǫi−1,k.
Lemma 1 Let Assumptions 1, 2, 3, 4 and 6 hold. Then, the iterates generated
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by algorithm (3.1) are such that for any stepsize rule and for any y ∈ X,
E
[
‖dk+1(y)‖
2 | Fmk
]
≤‖dk(y)‖
2 − 2αk+1 (f(xk)− f(y))
+ 2αk+1µk+1
m∑
i=1
E[‖di−1,k+1(y)‖ | F
m
k ]
+ α2k+1
(
m∑
i=1
Ci +mνk+1
)2
.
Proof Using the iterate update rule in (3.1) and the non-expansive property of
the Euclidean projection, we obtain for any y ∈ X,
‖di,k+1(y)‖
2 = ‖PX [zi−1,k+1 − αk+1∇fi(zi−1,k+1)− αk+1ǫi,k+1]− y‖
2
≤‖zi−1,k+1 − αk+1∇fi(zi−1,k+1)− αk+1ǫi,k+1 − y‖
2
=‖di−1,k+1(y)‖
2 − 2αk+1di−1,k+1(y)
T∇fi(zi−1,k+1)
− 2αk+1di−1,k+1(y)
T ǫi,k+1 + α
2
k+1 ‖ǫi,k +∇fi(zi−1,k+1)‖
2 .
Taking conditional expectations with respect to the σ-field F i−1k+1, we further
obtain
E
[
‖di,k+1(y)‖
2 | F i−1k+1
]
≤‖di−1,k+1(y)‖
2 − 2αk+1di−1,k+1(y)
T∇fi(zi−1,k+1)
− 2αk+1di−1,k+1(y)
T
E
[
ǫi,k+1 | F
i−1
k+1
]
+ α2k+1E
[
‖ǫi,k+1 +∇fi(zi−1,k+1)‖
2 | F i−1k+1
]
. (3.2)
We now estimate the last two terms in the right-hand side of the preceding
equation by using Assumption 6 on the error moments. In particular, we have
for all i and k,
−di−1,k+1(y)
T
E
[
ǫi,k+1 | F
i−1
k+1
]
≤ ‖di−1,k+1(y)‖
∥∥E[ǫi,k+1 | F i−1k+1]∥∥ ≤ min
k+1
‖di−1,k+1(y)‖.
Next, we estimate the last term in (3.2) by using Assumption 6 on the error
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moments in and Assumption 3 on the subgradient norms. We have all i and k,
E
[
‖ǫi,k+1 +∇fi(zi−1,k+1)‖
2 | F i−1k+1
]
=E
[
‖ǫi,k+1‖
2 | F i−1k+1
]
+ ‖∇fi(zi−1,k+1)‖
2
+ 2∇fi(zi−1,k+1)
T
E
[
ǫi,k+1 | F
i−1
k+1
]
=E
[
‖ǫi,k+1‖
2 | F i−1k+1
]
+ ‖∇fi(zi−1,k+1)‖
2
+ 2‖∇fi(zi−1,k+1)‖‖E
[
ǫi,k+1 | F
i−1
k+1
]
‖
≤(νk+1 + Ci)
2,
where in the last inequality we use E
[
‖ǫi,k‖
2 | F i−1k
]
≤ ν2k and∥∥E[ǫi,k | F i−1k ]∥∥ ≤ νk for all k [cf. Eqn. (2.7)]. Combining the preceding two
relations and the inequality in (3.2), we obtain for all y ∈ X,
E
[
‖di,k+1(y)‖
2 | F i−1k+1
]
≤‖di−1,k+1(y)‖
2 − 2αk+1di−1,k+1(y)
T∇fi(zi−1,k+1)
+ 2αk+1µk+1‖di−1,k+1(y)‖+ α
2
k+1(νk+1 + Ci)
2. (3.3)
We now estimate the second term in the right-hand side of the preceding
relation. From the subgradient inequality in (2.2) we have
−di−1,k+1(y)
T∇fi(zi−1,k+1) = −(zi−1,k+1 − y)
T∇fi(zi−1,k+1)
≤ − (fi(zi−1,k+1)− fi(y))
= − (fi(xk)− fi(y))− (fi(zi−1,k+1)− fi(xk))
≤ − (fi(xk)− fi(y))
− (∇fi(xk))
T (zi−1,k+1 − xk) (3.4)
≤ − (fi(xk)− fi(y)) + Ci ‖zi−1,k+1 − xk‖ . (3.5)
In (3.4) we have again used the subgradient inequality (2.2) to bound
fi(zi−1,k+1)− fi(xk), while in (3.5) we have used the subgradient norm bound
from Assumption 3. We next consider the term ‖zi−1,k+1 − xk‖. From (3.1) we
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have
‖zi−1,k+1 − xk‖ =
∥∥∥∥∥
i−1∑
j=1
(zj,k+1 − zj−1,k+1)
∥∥∥∥∥ ≤
i−1∑
j=1
‖zj,k+1 − zj−1,k+1‖.
By the non-expansive property of the projection, we further have
‖zi−1,k+1 − xk‖ ≤ αk+1
i−1∑
j=1
(‖∇fj(zj−1,k+1)‖+ ‖ǫj,k+1‖) ≤ αk+1
i−1∑
j=1
(Cj + ‖ǫj,k+1‖) .
(3.6)
By combining the preceding relation with Eqn. (3.5), we have
−di−1,k+1(y)
T∇fi(zi−1,k+1) ≤ − (fi(xk)− fi(y)) + αk+1Ci
i−1∑
j=1
(Cj + ‖ǫj,k+1‖) .
By substituting the preceding estimate in the inequality in (3.3), we obtain for
all y ∈ X,
E
[
‖di,k+1(y)‖
2 | F i−1k+1
]
≤‖di−1,k+1(y)‖
2 − 2αk+1 (fi(xk)− fi(y))
+ 2α2k+1Ci
i−1∑
j=1
(Cj + ‖ǫj,k+1‖)
+ 2αk+1µk+1‖di−1,k+1(y)‖+ α
2
k+1(Ci + νk+1)
2.
Taking the expectation conditional on Fmk , we obtain
E
[
‖di,k+1(y)‖
2 | Fmk
]
≤E
[
‖di−1,k+1(y)‖
2 | Fmk
]
− 2αk+1 (fi(xk)− fi(y))
+ 2αk+1µk+1E[‖di−1,k+1(y)‖ | F
m
k ]
+ 2α2k+1Ci
i−1∑
j=1
(Cj + νk+1) + α
2
k+1(Ci + νk+1)
2,
where we have used Assumption 2 and Jensen’s inequality to bound
E[‖ǫj,k+1‖ | F
m
k ] by νk+1 [cf. Eqn. (2.7)]. Summing over i = 1, . . . , m, and noting
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that d0,k+1(y) = xk − y, we see that
E
[
‖dk+1(y)‖
2 | Fmk
]
≤‖dk(y)‖
2 − 2αk+1 (f(xk)− f(y))
+ 2αk+1µk+1
m∑
i=1
E[‖di−1,k+1(y)‖ | F
m
k ]
+ 2α2k+1
m∑
i=1
Ci
i−1∑
j=1
(Cj + νk+1) +
m∑
i=1
α2k+1(Ci + νk+1)
2.
By noting that
2
m∑
i=1
Ci
i−1∑
j=1
(Cj + νk+1) +
m∑
i=1
(Ci + νk+1)
2 =
(
m∑
i=1
Ci +mνk+1
)2
,
we obtain for all y ∈ X, and all i and k,
E
[
‖dk+1(y)‖
2 | Fmk
]
≤‖dk(y)‖
2 − 2αk+1 (f(xk)− f(y))
+ 2αk+1µk+1
m∑
i=1
E[‖di−1,k+1(y)‖ | F
m
k ]
+ α2k+1
(
m∑
i=1
Ci +mνk+1
)2
.

3.2 Convergence Results
We next use Lemma 1 to obtain convergence results for the algorithm with
diminishing and constant stepsizes. Further, we also obtain a rate of
convergence result.
3.2.1 Diminishing stepsizes
We first study the convergence of the method in (3.1) for diminishing stepsize
rule.
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Theorem 1 Let Assumptions 1, 2, 3, 4 and 6 hold. Assume that the stepsize
sequence {αk} is positive and such that
∑∞
k=1 αk =∞ and
∑∞
k=1 α
2
k <∞. In
addition, assume that the bounds µk and νk on the moments of the error
sequence {ǫi,k} are such that
∞∑
k=1
αkµk <∞,
∞∑
k=1
α2kν
2
k <∞.
Also, assume that the optimal set X∗ is nonempty. Then, the iterate sequence
{xk} generated by the method (3.1) converges to an optimal solution with
probability 1 and in mean square. 
Proof First note that all the assumptions of Lemma 1 are satisfied. Let x∗ be
an arbitrary point in X∗. By letting y = x∗ in Lemma 1, we obtain for any
x∗ ∈ X∗,
E
[
‖dk+1(x
∗)‖2 | Fmk
]
≤‖dk(x
∗)‖2 − 2αk+1 (f(xk)− f
∗)
+ 2αk+1µk+1
m∑
i=1
E[‖di−1,k+1(x
∗)‖ | Fmk ]
+ α2k+1
(
m∑
i=1
Ci +mνk+1
)2
.
We relate ‖di−1,k+1(x
∗)‖ to ‖dk(x
∗)‖ by using the triangle inequality of norms,
‖di−1,k+1(x
∗)‖ = ‖zi−1,k+1 − xk + xk − x
∗‖ ≤ ‖zi−1,k+1 − xk‖+ ‖dk(x
∗)‖.
Substituting for ‖zi−1,k+1 − xk‖ from (3.6) we obtain
‖di−1,k+1(x
∗)‖ ≤ αk+1
i−1∑
j=1
(Cj + ‖ǫj,k+1‖) + ‖dk(x
∗)‖.
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Taking conditional expectations, we further obtain
E[‖di−1,k+1(x
∗)‖ | Fmk ] ≤‖dk(x
∗)‖+ αk+1
i−1∑
j=1
(Cj + νk+1) ,
where we have used Assumption 6 and Jensen’s inequality to bound
E[‖ǫj,k+1‖ | F
m
k ] by νk+1. Using the preceding inequality, we have
E
[
‖dk+1(x
∗)‖2 | Fmk
]
≤‖dk(x
∗)‖2 − 2αk+1 (f(xk)− f
∗)
+ 2mαk+1µk+1‖dk(x
∗)‖+ 2α2k+1µk+1
m∑
i=1
i−1∑
j=1
(Cj + νk+1)
+ α2k+1
(
mνk+1 +
m∑
i=1
Ci
)2
.
Next, using the inequality
2‖dk(x
∗)‖ ≤ 1 + ‖dk(x
∗)‖2,
we obtain
E
[
‖dk+1(x
∗)‖2 | Fmk
]
≤ (1 +mαk+1µk+1) ‖dk(x
∗)‖2 − 2αk+1 (f(xk)− f
∗)
+mαk+1µk+1 + 2α
2
k+1µk+1
m∑
i=1
i−1∑
j=1
(Cj + νk+1)
+ α2k+1
(
mνk+1 +
m∑
i=1
Ci
)2
. (3.7)
By the assumptions on the stepsize, and the sequences {µk} and {νk}, we
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further have
∞∑
k=0
mαk+1µk+1 <∞,
∞∑
k=0
2α2k+1µk+1
m∑
i=1
i−1∑
j=1
(Cj + νk+1) ≤ 2
∞∑
k=0
m∑
i=1
i−1∑
j=1
(
α2k+1µk+1Cj + α
2
k+1ν
2
k+1
)
<∞,
∞∑
k=0
α2k+1
(
mνk+1 +
m∑
i=1
Ci
)2
≤ 2
∞∑
k=0
α2k+1

m2ν2k+1 +
(
m∑
i=1
Ci
)2 <∞,
where in the second relation above, we have used µk+1 ≤ νk+1 [cf. Eqn. (2.7)],
while in the last inequality, we have used (a+ b)2 ≤ 2(a2 + b2) valid for any
scalars a and b. Thus, the conditions of Lemma 16 are satisfied with
uk = ‖dk(x
∗)‖2, Fk = F
m
k , qk = mαk+1µk+1, vk = 2αk+1 (f(xk)− f
∗) and
wk = mαk+1µk+1 + 2α
2
k+1µk+1
m∑
i=1
i−1∑
j=1
(Cj + νk+1) + α
2
k+1
(
mνk+1 +
m∑
i=1
Ci
)2
.
Therefore, with probability 1, the scalar ‖dk+1(x
∗)‖2 converges to some
non-negative random variable for every x∗ ∈ X∗. Also with probability 1, we
have
∞∑
k=0
αk+1 (f(xk)− f
∗) <∞.
Since
∑∞
k=1 αk =∞, it follows that liminfk→∞ f(xk) = f
∗ with probability 1. By
considering a sample path for which liminfk→∞ f(xk) = f
∗ and ‖dk+1(x
∗)‖2
converges for any x∗, we conclude that the sample sequence must converge to
some x∗ ∈ X∗ in view of continuity of f . Hence, the sequence {xk} converges to
some vector in X∗ with probability 1.
3.2.2 Constant stepsizes
Here, we study the behavior of the iterates {xk} generated by the method (3.1)
with a constant stepsize rule, i.e., αk = α for all k. In this case, we cannot
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guarantee the convergence of the iterates; however, we can provide bounds on
the performance of the algorithm. In the following lemma, we provide an error
bound for the expected values E[f(xk)] and a bound for infk f(xk) that holds
with probability 1. The proofs of these results are similar to those used in [38].
Theorem 2 Let Assumptions 1, 2, 4 and 6 hold. Also, assume that the set X is
bounded and the sequence {xk} is generated by the method (3.1) with a constant
stepsize rule, i.e., αk = α for all k ≥ 1. Let
µ = sup
k≥1
µk <∞, ν = sup
k≥1
νk <∞.
We then have
liminf
k→∞
E[f(xk)] ≤ f
∗ +mµ max
x,y∈X
‖x− y‖+
α
2
(
m∑
i=1
Ci +mν
)2
, (3.8)
and with probability 1,
inf
k≥0
f(xk) ≤ f
∗ +mµ max
x,y∈X
‖x− y‖+
α
2
(
m∑
i=1
Ci +mν
)2
. (3.9)
Proof Since X is compact and each fi is convex over ℜ
n, the subgradients of fi
are bounded over X for each i. Thus, all the assumptions of Lemma 1 are
satisfied. Furthermore, the optimal set X∗ is non-empty. Since µk ≤ µ and
νk ≤ ν for all k, and ‖di−1,k+1(y)‖ ≤ maxx,y∈X ‖x− y‖, according to the relation
of Lemma 1, we have for y = x∗ ∈ X∗,
E
[
‖dk+1(x
∗)‖2 | Fmk
]
≤‖dk(x
∗)‖2 − 2α (f(xk)− f
∗) + 2mαµmax
x,y
‖x− y‖
+ α2
(
m∑
i=1
Ci +mν
)2
. (3.10)
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By taking the total expectation, we obtain for all y ∈ X and all k,
E
[
‖dk+1(x
∗)‖2
]
≤E
[
‖dk(x
∗)‖2
]
− 2α (E[f(xk)]− f
∗) + 2mαµmax
x,y
‖x− y‖
+ α2
(
m∑
i=1
Ci +mν
)
.
Now, assume that the relation (3.8) does not hold. Then there will exist a γ > 0
and an index kγ such that for all k > kγ ,
E[f(xk)] ≥ f
∗ + γ +mµ max
x,y∈X
‖x− y‖+
α
2
(
m∑
i=1
Ci +mν
)2
.
Therefore, for k > kγ, we have
E
[
‖dk+1(x
∗)‖2
]
≤E
[
‖dk(x
∗)‖2
]
− 2α

γ +mµ max
x,y∈X
‖x− y‖+
α
2
(
m∑
i=1
Ci +mν
)2
+ 2mαµ max
x,y∈X
‖x− y‖+ α2
(
m∑
i=1
Ci +mν
)2
≤E
[
‖dk(x
∗)‖2
]
− 2αγ.
Hence, for k ≥ kγ,
E
[
‖dk+1(x
∗)‖2
]
≤ E
[
‖dkγ(x
∗)‖2
]
− 2γα(k − kγ).
For sufficiently large k, the right-hand side of the preceding relation is negative,
yielding a contradiction. Thus the relation (3.8) must hold.
We now prove the relation in (3.9). Define the set
LN =

x ∈ X : f(x) < f ∗ + 1N +mµ maxx,y∈X ‖x− y‖+ α2
(
m∑
i=1
Ci +mν
)2
 .
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Let x∗ ∈ X∗ and define the sequence xˆk as follows:
xˆk+1 =


xk+1 if xˆk /∈ LN ,
x∗ if xˆk ∈ LN .
Thus, the process {xˆk} is identical to the process {xk}, until {xk} enters the set
LN . Define
dˆk(y) = xˆk − y.
Let us first consider the case when xˆk ∈ LN . Since xˆk = x
∗ and xˆk+1 = x
∗, we
have dˆk(x
∗) = 0 and dˆk+1(x
∗) = 0, yielding
E
[
‖dˆk+1(x
∗)‖2 | Fmk
]
= dˆk(x
∗). (3.11)
When xˆk /∈ LN , xˆk = xk and xˆk+1 = xk+1. Using relation (3.10), we conclude that
E
[
‖dˆk+1(x
∗)‖2 | Fmk
]
≤‖dˆk(x
∗)‖2 − 2α (f(xˆk)− f(x
∗)) + 2mαµ max
x,y∈X
‖x− y‖
+ α2
(
m∑
i=1
Ci +mν
)2
.
Observe that when xˆk /∈ LN ,
f(xˆk)− f
∗ ≥
1
N
+mµ max
x,y∈X
‖x− y‖+
α
2
(
m∑
i=1
Ci +mν
)2
.
Therefore, by combining the preceding two relations, we obtain for xˆk /∈ LN ,
E
[
‖dˆk+1(x
∗)‖2 | Fmk
]
≤ ‖dˆk(x
∗)‖2 −
2α
N
. (3.12)
Therefore, from (3.11) and (3.12), we can write
E
[
‖dˆk+1(x
∗)‖2 | Fmk
]
≤ ‖dˆk(x
∗)‖2 −∆k+1, (3.13)
31
where
∆k+1 =


0 if xˆk ∈ LN ,
2α
N
if xˆk /∈ LN .
Observe that (3.13) satisfies the conditions of Lemma 16 with uk = ‖dˆk(x
∗)‖2,
Fk = F
m
k , qk = 0, vk = ∆k+1 and wk = 0. Therefore, it follows that with
probability 1,
∞∑
k=0
∆k+1 <∞.
However, this is possible only if ∆k = 0 for all k sufficiently large. Therefore,
with probability 1, we have xk ∈ LN for all sufficiently large k. By letting
N →∞, we obtain (3.9).
As seen from relation (3.9) of Theorem 2, the error bound on the “best
function” value infk f(xk) depends on the stepsize α, and the bounds µ and ν for
the moments of the subgradient errors ǫi,k. When the errors ǫi,k have zero mean,
the results of Theorem 2 hold with µ = 0. The resulting error bound is
α
2
(
∑m
i=1Ci +mν)
2
, which can be controlled with the stepsize α. However, this
result also holds when the boundedness of X is relaxed by requiring subgradient
boundedness instead, as seen in the following theorem. The proof of this
theorem is similar to that of Theorem 2, with some extra details to account for
the possibility that the optimal set X∗ may be empty.
Theorem 3 Let Assumptions 1, 2,3, 4 and 6 hold. Let the sequence {xk} be
generated by the method (3.1) with a constant stepsize rule, i.e., αk = α for all
k ∈ N. Also, assume that the subgradient errors ǫi,k have zero mean and bounded
second moments, i.e.,
µk = 0 for all k ≥ 1, ν = sup
k≥1
νk <∞.
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We then have
liminf
k→∞
E[f(xk)] ≤ f
∗ +
α
2
(
m∑
i=1
Ci +mν
)2
, (3.14)
and with probability 1,
inf
k≥0
f(xk) ≤ f
∗ +
α
2
(
m∑
i=1
Ci +mν
)2
. (3.15)
The proof is discussed in [39]. In the absence of errors (ν = 0), the error bound
of Theorem 3 reduces to
f ∗ +
α
2
(
m∑
i=1
Ci
)2
,
which coincides with the error bound for the cyclic incremental subgradient
method (without errors) established in [9], Proposition 2.1.
3.2.3 Rate of convergence
We next obtain a result that captures the rate of convergence in the expected
sense. Define
x¯t =
∑t
k=0 αk+1xk∑t
k=0 αk+1
and z¯i,t =
∑t
k=0 αk+1zi,k∑t
k=0 αk+1
.
We next obtain bounds on the optimality of {x¯k} after a finite number of
iterations. The result is applicable for both diminishing and non-diminishing
stepsizes.
Theorem 4 Let Assumptions 1, 2, 4 and 6 hold. Additionally, let the set X be
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bounded. Then,
E[f(z¯i,t)] ≤ f
∗ +
1
2
∑t
k=0 αk+1
E
[
‖d0(x
∗)‖2
]
+m max
x,y∈X
‖x− y‖
∑t
k=0 αk+1µk+1∑t
k=0 αk+1
+
∑t
k=0 α
2
k+1
(
mνk+1 +
∑m
j=1Cj
)2
∑t
k=0 αk+1
+
∑t
k=0 αkαk+1
(∑m
j=1Cj
)(∑i
j=1Cj + νk
)
∑t
k=0 αk+1
.
Proof If the set X is bounded then the subgradients are bounded. Thus
Assumption 3 holds. Therefore the conditions of Lemma 1 are satisfied. Also
note that since the set X is compact X∗ is non-empty. Fixing x∗ ∈ X∗, taking
expectation in Lemma 1 and using the boundedness of the set X we obtain
E
[
‖dk+1(x
∗)‖2
]
≤E
[
‖dk(x
∗)‖2
]
− 2αk+1 (E[f(xk)]− f
∗) + 2mαk+1µk+1 max
x,y∈X
‖x− y‖
+ α2k+1
(
m∑
i=1
Ci +mνk+1
)2
.
Next note that
E[f(xk)] ≥ E[f(zi,k)]−
(
m∑
j=1
Cj
)
E[‖zi,k − xk‖]
≥ E[f(zi,k)]− αk
(
m∑
j=1
Cj
)(
i∑
j=1
Cj + νk
)
.
Using the preceding relation we obtain
E
[
‖dk+1(x
∗)‖2
]
≤E
[
‖dk(x
∗)‖2
]
− 2αk+1 (E[f(zi,k)]− f
∗)
+ 2mαk+1µk+1 max
x,y∈X
‖x− y‖+ α2k+1
(
m∑
i=1
Ci +mνk+1
)2
+ 2αkαk+1
(
m∑
j=1
Cj
)(
i∑
j=1
Cj + νk
)
.
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Summing over k from 0 to t, rearranging terms and dividing by
∑t
k=0 αk+1 we
obtain
∑t
k=0 αk+1f(zi,k)∑t
k=0 αk+1
≤ f ∗ +
1
2
∑t
k=0 αk+1
E
[
‖d0(x
∗)‖2
]
+m max
x,y∈X
‖x− y‖
∑t
k=0 αk+1µk+1∑t
k=0 αk+1
+
∑t
k=0 α
2
k+1
(
mνk+1 +
∑m
j=1Cj
)2
∑t
k=0 αk+1
+
∑t
k=0 αkαk+1
(∑m
j=1Cj
)(∑i
j=1Cj + νk
)
∑t
k=0 αk+1
.
Next note from the convexity of the function f that
f(z¯i,t) = f
(∑t
k=0 αk+1zi,k∑t
k=0 αk+1
)
≤
∑t
k=0 αk+1f(zi,k)∑t
k=0 αk+1
.
The result now follows from the preceding two relations. 
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CHAPTER 4
MARKOV INCREMENTAL ALGORITHM
We consider the Markov incremental algorithm where the agent that updates is
selected randomly according to a distribution depending on the agent that
performed the most recent update. Formally, in this method the iterates are
generated according to the following rule:
xk+1 = PX
[
xk − αk+1
(
∇fs(k+1)(xk) + ǫs(k+1),k+1
)]
, (4.1)
where the initial iterate x0 ∈ X is chosen at random and the agent s(0) that
initializes the method is also selected at random. The integer s(k + 1) is the
index of the agent that performs the update at time k + 1, and the sequence
{s(k)} is modeled as a time non-homogeneous Markov chain with state space
{1, . . . , m}. In particular, if agent i was processing at time k, then the agent j
will be selected to perform the update at time k + 1 with probability [A(k)]i,j.
Formally, we have
Pr ({s(k + 1) = j | s(k) = i}) = [A(k)]i,j = ai,j(k).
When there are no errors (ǫs(k+1),k+1 = 0) and the probabilities [A(k)]i,j are all
equal to 1
m
, the method in (4.1) coincides with the incremental method with
randomization that was proposed and studied in [9].
The main difficulty in the analysis of the method in (4.1) comes from the
dependence between the random agent index s(k + 1) and the iterate xk.
Assuming that the Markov chain is ergodic with the uniform steady-state
distribution, in the absence of the errors ǫi,k (i.e., ǫi,k = 0), it is intuitively
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possible that the method uses directions that approximate the subgradient
1
m
∑m
i=1∇fi(xk) in the steady state. This is the basic underlying idea that we
exploit in our analysis.
For this idea to work, it is crucial not only that the Markov chain probabilities
converge to a uniform distribution but also that the convergence rate estimate is
available in an explicit form. The uniform steady state requirement is natural
since it corresponds to each agent updating his objective fi with the same steady
state frequency, thus ensuring that the agents cooperatively minimize the overall
network objective function f(x) =
∑m
i=1 fi(x), and not a weighted sum. We use
the rate estimate of the convergence of the products A(ℓ) · · ·A(k) to determine
the step-size choices that guarantee the convergence of the method in (4.1).
To ensure the desired limiting behavior of the Markov chain probabilities, we
use the following two assumptions on the matrices [A(k)]. We will make
Assumption 5. In addition, we will assume that the probability matrix A(k)
satisfies Assumption 10.
Assumption 10 For i ∈ V and all k,
(a) ai,j(k + 1) ≥ 0, and ai,j(k + 1) = 0 when j /∈ Ni(k + 1),
(b)
∑m
j=1 ai,j(k + 1) = 1,
(c) There exists a scalar η, 0 < η < 1, such that ai,j(k + 1) ≥ η when
j ∈ Ni(k + 1),
(d)
∑m
i=1 ai,j(k + 1) = 1.
Assumptions 10(a) and (b) ensure that the information from each and every
agent is persistent in time. Assumption 10(c) ensures that the limiting Markov
chain probability distribution (if one exists) is uniform. Assumptions 5 and 10
together guarantee the existence of the uniform limiting distribution, as shown
in [20].
Note that the cyclic incremental algorithm (3.1) does not satisfy
Assumption 10. The transition probability matrix corresponding to the cyclic
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incremental method is a permutation matrix with the (i, i)-th entry being zero
when agent i updates at time k. Thus, Assumption 10(c) is violated.
We now provide some examples of transition matrices [A(k)] satisfying
Assumption 10. The second and third examples are variations of the
Metropolis-Hasting weights [26, 29], defined in terms of the agent neighbors. We
let Ni(k) ⊂ {1, . . . , m} be the set of neighbors of an agent i at time k, and let
|Ni(k)| be the cardinality of this set. Consider the following rules:
• Equal probability scheme. The probabilities that agent i uses at time k are
[A(k)]i,j =


1
m
if j 6= i and j ∈ Ni(k),
1− |Ni(k)|
m
if j = i,
0 otherwise.
• Min-equal neighbor scheme. The probabilities that agent i uses at time k
are
[A(k)]i,j =


min
{
1
|Ni(k)|+1
, 1
|Nj(k)|+1
}
if j 6= i and j ∈ Ni(k),
1−
∑
j∈Ni(k)
min
{
1
|Ni(k)|+1
, 1
|Nj(k)|+1
}
if j = i,
0 otherwise.
• Weighted Metropolis-Hastings scheme. The probabilities that agent i uses
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at time k are given by
[A(k)]i,j =


ηi min
{
1
|Ni(k)|
, 1
Nj(k)|
}
if j 6= i and j ∈ Ni(k),
1− ηi
∑
j∈Ni(k)
min
{
1
|Ni(k)|
, 1
|Nj(k)|
}
if j = i,
0 otherwise,
where the scalar ηi > 0 is known only to agent i.
In the first example, the parameter η can be defined as η = 1
m
. In the second
example, η can be defined as
η = min
i,j
{
1
|Ni(k)|+ 1
,
1
|Nj(k)|+ 1
}
,
while in the third example, it can be defined as
η = min
i
{ηi, 1− ηi} min
i,j
{
1
|Ni(k)|
,
1
|Nj(k)|
}
.
Furthermore, note that in the first example, each agent knows the size of the
network and no additional coordination with the other agents is needed. In the
other two examples, an agent must be aware of the number of the neighbors
each of his neighbors has at any time.
4.1 Basic Iterate Relation
We use the estimate of Lemma 8 to establish a key relation in Lemma 2, which
is repeatedly invoked in our subsequent analysis. The idea behind Lemma 2 is
the observation that when there are no errors (ǫs(k),k = 0) and the Markov chain
has a uniform steady state distribution, the directions ∇fs(k+1)(xk) used in (4.1)
are approximate subgradients of the function 1
m
∑m
i=1∇fi(x) at points xn(k) far
away from xk in the past [i.e., k >> n(k)]. However, even though xn(k) are far
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away from xk in time, their Euclidean distance ‖xk − xn(k)‖ can be small when
the step-size is selected appropriately. Overall, this means that each iterate of
the method in (4.1) can be viewed as an approximation of the iteration
xk+1 = PX
[
xk −
αk+1
m
m∑
i=1
∇fi(xk) + αk+1ξk
]
,
with correlated errors ξk depending on current and past iterates.
In Assumption 6, we take F skk to be the σ-field Gk generated by the initial
vector x0 and
{
s(n), ǫs(n),n; 0 ≤ n < k
}
.
Lemma 2 Let Assumptions 1, 2, 3, 5, 6, and 10 hold. Then, the iterates
generated by algorithm (4.1) are such that for any step-size rule, for any y ∈ X,
and any non-negative integer sequence {n(k)}, n(k) ≤ k, we have
E
[
‖dk+1(y)‖
2 | Gn(k)
]
≤E
[
‖dk(y)‖
2 | Gn(k)
]
−
2αk+1
m
(
f
(
xn(k)
)
− f(y)
)
+ 2b
(
m∑
i=1
Ci
)
αk+1β
k+1−n(k)
∥∥dn(k)(y)∥∥
+ 2Cαk+1
k−1∑
l=n(k)
αl+1 (C + νl+1)
+ 2αk+1µk+1E
[
‖dk(y)‖ | Gn(k)
]
+ α2k+1(νk + C)
2,
where dk(y) = xk − y and C = max1≤i≤m Ci.
Proof Using the iterate update rule in (4.1) and the non-expansive property of
the Euclidean projection, we obtain for any y ∈ X and k ≥ 0,
‖dk+1(y)‖
2 =
∥∥PX [xk − αk+1∇fs(k+1) (xk)− αk+1ǫs(k+1),k+1]− y∥∥2
≤
∥∥xk − αk+1∇fs(k+1) (xk)− αk+1ǫs(k+1),k+1 − y∥∥2
=‖dk(y)‖
2 − 2αk+1dk(y)
T∇fs(k+1) (xk)
− 2αk+1dk(y)
T ǫs(k+1),k+1 + α
2
k+1
∥∥ǫs(k+1),k+1 +∇fs(k+1) (xk)∥∥2 .
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Using the subgradient inequality in (2.2) to bound dk(y)
T∇fs(k+1) (xk) , we get
‖dk+1(y)‖
2 ≤‖dk(y)‖
2 − 2αk+1
(
fs(k+1) (xk)− fs(k+1)(y)
)
− 2αk+1dk(y)
T ǫs(k+1),k+1 + α
2
k+1
∥∥ǫs(k+1),k+1 +∇fs(k+1) (xk)∥∥2
=‖dk(y)‖
2 − 2αk+1
(
fs(k+1) (xk)− fs(k+1)
(
xn(k)
))
− 2αk+1
(
fs(k+1)
(
xn(k)
)
− fs(k+1)(y)
)
− 2αk+1dk(y)
T ǫs(k+1),k+1
+ α2k+1
∥∥ǫs(k+1),k+1 +∇fs(k+1) (xk)∥∥2 .
Taking conditional expectations with respect to the σ-field Gn(k), we obtain
E
[
‖dk+1(y)‖
2 | Gn(k)
]
≤E
[
‖dk(y)‖
2 | Gn(k)
]
− 2αk+1
(
E
[
fs(k+1) (xk)− fs(k+1)
(
xn(k)
)
| Gn(k)
])
− 2αk+1
(
E
[
fs(k+1)
(
xn(k)
)
− fs(k+1) (y) | Gn(k)
])
− 2αk+1E
[
dk(y)
T ǫs(k+1),k+1 | Gn(k)
]
+ α2k+1E
[∥∥ǫs(k+1),k+1 +∇fs(k+1) (xk)∥∥2 | Gn(k)] . (4.2)
We next use the subgradient inequality in (2.2) to estimate the second term in
the preceding relation.
E
[
fs(k+1) (xk)− fs(k+1)
(
xn(k)
)
| Gn(k)
]
≥E
[
∇fs(k+1)
(
xn(k)
)T (
xn(k) − xk
)
| Gn(k)
]
≥− E
[∥∥∇fs(k+1) (xn(k))∥∥ ∥∥xn(k) − xk∥∥ | Gn(k)]
≥− CE
[∥∥xn(k) − xk∥∥ | Gn(k).] (4.3)
In the last step we have used the subgradient boundedness from Assumption 3
to bound the subgradient norms
∥∥∇fs(k+1) (xn(k))∥∥ by C = max1≤i≤m Ci. We
estimate E
[∥∥xn(k) − xk∥∥ | Gn(k)] from the iterate update rule (4.1) and the
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non-expansive property of the Euclidean projection as follows:
E
[∥∥xn(k) − xk∥∥ | Gn(k)]
≤
k−1∑
l=n(k)
E
[
‖xl+1 − xl‖ | Gn(k)
]
≤
k−1∑
l=n(k)
αl+1E
[∥∥∇fs(ℓ+1) (xl)∥∥+ ∥∥ǫs(ℓ+1),l+1∥∥ | Gn(k)]
≤
k−1∑
l=n(k)
αl+1E
[∥∥∇fs(ℓ+1) (xl)∥∥+ E[∥∥ǫs(ℓ+1),l+1∥∥ | Gl] | Gn(k)]
≤
k−1∑
l=n(k)
αl+1 (C + νl+1) ,
where in the last step we have used the boundedness of subgradients and of the
second moments of ǫi,k [cf. Eqn. (2.7)]. From the preceding relation and Eqn.
(4.3), we obtain
E
[
fs(k+1) (xk)− fs(k+1)
(
xn(k)
)
| Gn(k)
]
≥− C
k−1∑
l=n(k)
αl+1 (C + νl+1) .
By substituting the preceding estimate in (4.2), we further obtain
E
[
‖dk+1(y)‖
2 | Gn(k)
]
≤E
[
‖dk(y)‖
2 | Gn(k)
]
+ 2Cαk+1
k−1∑
l=n(k)
αl+1 (C + νl+1)
− 2αk+1
(
E
[
fs(k+1)
(
xn(k)
)
− fs(k+1) (y) | Gn(k)
])
− 2αk+1E
[
dk(y)
T ǫs(k+1),k+1 | Gn(k)
]
+ α2k+1E
[∥∥ǫs(k+1),k+1 +∇fs(k+1) (xk)∥∥2 | Gn(k)] . (4.4)
We estimate the last term in (4.4) by using the subgradient boundedness of
Assumption 3 and the boundedness of the second moments of ǫi,k [cf. Eqn.
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(2.7)], as follows:
E
[∥∥ǫs(k+1),k+1 +∇fs(k+1) (xk)∥∥2 | Gn(k)]
≤ E
[∥∥ǫs(k+1),k+1∥∥2 + ∥∥∇fs(k+1) (xk)∥∥2 + 2 ∥∥ǫs(k+1),k+1∥∥∥∥∇fs(k+1) (xk)∥∥ | Gn(k)]
≤ ν2k + C
2 + 2νkC
= (νk + C)
2.
Substituting the preceding estimate in Eqn. (4.4), we have
E
[
‖dk+1(y)‖
2 | Gn(k)
]
≤E
[
‖dk(y)‖
2 | Gn(k)
]
+ 2Cαk+1
k−1∑
l=n(k)
αl+1 (C + νl+1)
− 2αk+1
(
E
[
fs(k+1)
(
xn(k)
)
− fs(k+1) (y) | Gn(k)
])
− 2αk+1E
[
dk(y)
T ǫs(k+1),k+1 | Gn(k)
]
+ α2k+1(νk + C)
2. (4.5)
We next estimate the term E
[
dk(y)
T ǫs(k+1),k+1 | Gn(k)
]
. Since Gn(k) ⊂ Gk and
dk(y) is Gk-measurable
E
[
dk(y)
T ǫs(k+1),k+1 | Gn(k)
]
=E
[
E
[
dk(y)
T ǫs(k+1),k+1 | Gk
]
| Gn(k)
]
=E
[
dk(y)
T
E
[
ǫs(k+1),k+1 | Gk
]
| Gn(k)
]
≥− E
[
‖dk(y)‖
∥∥E[ǫs(k+1),k+1 | Gk]∥∥ | Gn(k)]
≥− µk+1E
[
‖dk(y)‖ | Gn(k)
]
,
where the first equality follows from the law of iterated conditioning. Using the
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preceding estimate in (4.5), we obtain
E
[
‖dk+1(y)‖
2 | Gn(k)
]
≤E
[
‖dk(y)‖
2 | Gn(k)
]
+ 2Cαk+1
k−1∑
l=n(k)
αl+1 (C + νl+1)
− 2αk+1
(
E
[
fs(k+1)
(
xn(k)
)
− fs(k+1) (y) | Gn(k)
])
+ 2αk+1µk+1E
[
‖dk(y)‖ | Gn(k)
]
+ α2k+1(νk + C)
2. (4.6)
Finally, we consider the term E
[
fs(k+1)
(
xn(k)
)
− fs(k+1) (y) | Gn(k)
]
, and we use
the fact that the probability transition matrix for the Markov chain {s(k)} from
time n(k) to time k is Φ(k + 1, n(k)) = A(n(k)) · · ·A(k). We have
E
[
fs(k+1)
(
xn(k)
)
− fs(k+1) (y) | Gn(k)
]
=
m∑
i=1
[Φ(k + 1, n(k))]s(n(k)),i
(
fi
(
xn(k)
)
− fi(y)
)
≥
m∑
i=1
1
m
(
fi
(
xn(k)
)
− fi(y)
)
−
m∑
i=1
∣∣∣∣[Φ(k + 1, n(k))]s(n(k)),i − 1m
∣∣∣∣ ∣∣fi (xn(k))− fi(y)∣∣
≥
1
m
(
f
(
xn(k)
)
− f(y)
)
− bβk+1−n(k)
m∑
i=1
∣∣fi (xn(k))− fi(y)∣∣ , (4.7)
where at the last step we have used Lemma 8. Using the subgradient inequality
(2.2), we further have
∣∣fi (xn(k))− fi(y)∣∣ ≤Ci ∥∥xn(k) − y∥∥ = Ci‖dn(k)(y)‖. (4.8)
The result now follows by combining the relations in Eqs. (4.6), (4.7) and (4.8).

4.2 Convergence Results
In this section, we establish the convergence of the Markov randomized method
in (4.1) for a diminishing step-size and constant step-size. In addition, we also
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obtain a rate of convergence result
4.2.1 Diminishing stepsizes
In this section, we establish the convergence of the Markov randomized method
in (4.1) for a diminishing stepsize. Recall that in Theorem 1 for the cyclic
incremental method, we showed an almost sure convergence result for a
diminishing stepsize αk subject to some conditions that coordinate the choice of
the stepsize, and the bounds mink and νk on the moments of the errors ǫi,k. To
obtain an analogous result for the Markov randomized method, we use
boundedness of the set X and more restricted stepsize. In particular, we consider
a stepsize of the form αk =
a
kp
for a range of values of p, as seen in the following.
Theorem 5 Let Assumptions 1, 2, 5, 6, and 10 hold. Assume that the stepsize
is αk =
a
kp
, where a and p are positive scalars with 2
3
< p ≤ 1. In addition,
assume that the bounds mink and νk on the error moments satisfy
∞∑
k=1
αkµk <∞, ν = sup
k≥1
νk <∞.
Furthermore, let the set X be bounded. Then, with probability 1, we have
liminf
k→∞
f(xk) = f
∗, liminf
k→∞
dist(xk, X
∗) = 0.
Proof Since the set X is compact and fi is convex over ℜ
n, it follows that the
subgradients of fi are bounded over X for each i. Thus, Assumption 3 is
satisfied, and we can use Lemma 2.
Since X is compact and f is convex over ℜn (therefore, also continuous), the
optimal set X∗ is nonempty, closed and convex. Let x∗k be the projection of xk
on the set X∗. In Lemma 2, we let y = x∗k and let n(k) = k + 1− ⌈k
γ⌉ , where
γ > 0 (to be specified more precisely later on). Note that n(k) ≤ k for all k ≥ 1.
Using this and the relation dist(xk+1) ≤ ‖xk+1 − x
∗
k‖, from Lemma 2, we obtain
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for all k > 11,
E
[
dist(xk+1)
2 | Gn(k)
]
≤E
[
dist(xk)
2 | Gn(k)
]
−
2αk+1
m
(
f
(
xn(k)
)
− f ∗
)
+ 2b
(
m∑
i=1
Ci
)
αk+1β
⌈kγ⌉
∥∥dn(k)(x∗k)∥∥
+ 2Cαk+1αn(k)+1(⌈k
γ⌉ − 2) max
n(k)≤l≤k
(C + νl+1)
+ 2αk+1µk+1E
[
dist(xk) | Gn(k)
]
+ α2k+1(νk + C)
2.
Taking expectations and using supk≥1 νk = ν, we obtain for all k > 1,
E
[
dist(xk+1)
2] ≤ E[dist(xk)2]− 2αk+1
m
(
E
[
f
(
xn(k)
)]
− f ∗
)
+ τk+1,
where
τk+1 =2b
(
m∑
i=1
Ci
)
αk+1β
⌈kγ⌉
∥∥dn(k)(x∗k)∥∥
+ 2C(C + ν)αk+1αn(k)+1(⌈k
γ⌉ − 2)
+ 2αk+1µk+1E[dist(xk)] + α
2
k+1(νk + C)
2.
We next show that
∑∞
k=2 τk+1 <∞. Since αk =
a
kp
, we have αk+1 < αk for all
k ≥ 1. Furthermore, since β < 1, we have β⌈k
γ⌉ < βk
γ
. Therefore,
αk+1β
⌈kγ⌉ < aβ
kγ
kp
. By choosing γ > 0 such that γ ≥ 1− p, we see that 1
kp
≤ 1
k1−γ
for all k > 1. Hence, for all k > 1,
∞∑
k=2
αk+1β
⌈kγ⌉ <
∞∑
k=2
aβk
γ
kp
≤
∞∑
k=2
aβk
γ
k1−γ
≤ a
∫ ∞
1
βy
γ
y1−γ
dy = −
aβ
γ ln(β)
.
Since the set X is bounded, it follows that
∞∑
k=2
2b
(
m∑
i=1
Ci
)
αk+1β
⌈kγ⌉
∥∥dn(k)(x∗k)∥∥ <∞. (4.9)
1The equivalent expression for the case when k = 1 is obtained by setting the fourth term to
0.
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Next, since ⌈kγ⌉ − 2 < kγ for all k ≥ 2, and since αk+1 < αk, αk =
1
kp
and
n(k) = k + 1− ⌈kγ⌉, it follows that for all k ≥ 2,
αk+1αn(k)+1(⌈k
γ⌉ − 2) <
a2 kγ
kp(k + 2− ⌈kγ⌉)p
<
a2 kγ
kp(k − kγ)p
=
a2 kγ
k2p(1− kγ−1)p
.
By choosing γ > 0 such that it also satisfies γ < 2p− 1 (in addition to
γ ≥ 1− p), we have γ < 1 (in view of p ≤ 1). Therefore, for all k ≥ 2,
kγ
k2p(1− kγ−1)p
≤
1
(1− 2γ−1)p
1
k2p−γ
.
By combining the preceding two relations, we have
∞∑
k=2
2C(C + ν)αk+1αn(k)+1(⌈k
γ⌉ − 2) < 2C(C + ν)
a2
(1− 2γ−1)p
∞∑
k=2
1
k2p−γ
<∞,
(4.10)
where the finiteness of the last sum follows from 2p− γ > 1.
Finally, as a consequence of our assumptions, we also have
∞∑
k=2
2αk+1µk+1E[dist(xk)] <∞,
∞∑
k=2
α2k+1(νk + C)
2 <∞.
Thus, from Eqs. (4.9) and (4.10), and the preceding two relations, we see that∑∞
k=2 τk+1 <∞.
From the deterministic analog of Lemma 16 we conclude that E
[
dist(xk)
2]
converges to a non-negative scalar and
∞∑
k=2
2αk+1
m
(
E
[
f
(
xn(k)
)]
− f ∗
)
<∞.
Since p < 1, we have
∑∞
k=2 αk+1 =∞. Further, since f
(
xn(k)
)
≥ f ∗, it follows
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that
liminf
k→∞
E
[
f
(
xn(k)
)]
= f ∗. (4.11)
The function f is convex over ℜn and, hence, continuous. Since the set X is
bounded, the function f(x) is also bounded on X. Therefore, from Fatou’s
lemma it follows that
E
[
liminf
k→∞
f (xk)
]
≤ liminf
k→∞
E[f (xk)] = f
∗,
implying that liminfk→∞ f (xk) = f
∗ with probability 1. Moreover, from this
relation, by the continuity of f and boundedness of X, it follows that
liminfk→∞ dist(xk) = 0 with probability 1. 
As seen in the proof of Theorem 5, E
[
dist(xk)
2] converges to a non-negative
scalar, but we have no guarantee that its limit is zero. However, this can be
shown, for example, for a function with a sharp set of minima, i.e., f satisfying
f(x)− f ∗ ≥ ζ dist(x)ξ for all x ∈ X,
for some positive scalars ζ and ξ. Under the assumptions of Theorem 5, we have
that liminfk→∞ E[f (xk)] = f
∗ [cf. Eqn. (4.11)] and therefore,
0 = liminf
k→∞
E[f (xk)− f
∗] ≥ ζ liminf
k→∞
E
[
dist(xk)
ξ
]
≥ 0.
Hence, liminfk→∞ E
[
dist(xk)
ξ
]
= 0, and since E
[
dist(xk)
2] converges, it has to
converge to 0.
4.2.2 Constant stepsizes
We now establish error bounds when the Markov randomized incremental
method is used with a constant step-size.
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Theorem 6 Let Assumptions 1, 2, 5, 6, and 10 hold. Let the sequence {xk} be
generated by the method (4.1) with a constant step-size rule, i.e., αk = α for all
k. Also, assume that the set X is bounded, and
µ = sup
k≥1
µk <∞, ν = sup
k≥1
νk <∞.
Then for any integer T ≥ 0,
lim inf
k
E[f(xk)] ≤f
∗ + µ max
x,y∈X
‖x− y‖+
1
2
α(ν + C)2 + αTC (C + ν)
+ b
(
m∑
i=1
Ci
)
βT+1 max
x,y∈X
‖x− y‖, (4.12)
where β =
(
1− η
4m2
) 1
Q and C = max1≤i≤mCi. Furthermore, with probability 1,
the same estimate holds for infk f(xk).
Proof Since X is compact and each fi is convex over ℜ
n, the subgradients of fi
are bounded over X for each i. Thus, all the assumptions of Lemma 2 are
satisfied. Let T be a non-negative integer and let n(k) = k − T . Since µk ≤ µ
and νk ≤ ν for all k, and ‖dk(y)‖ ≤ maxx,y∈X ‖x− y‖, according to Lemma 2, we
have for y = x∗ ∈ X∗ and k ≥ T,
E
[
‖dk+1(x
∗)‖2 | Gn(k)
]
≤E
[
‖dk(x
∗)‖2 | Gn(k)
]
−
2α
m
(f (xk−T )− f
∗)
+ 2b
(
m∑
i=1
Ci
)
αβT+1 max
x,y∈X
‖x− y‖
+ 2α2TC (C + ν)
+ 2αµ max
x,y∈X
‖x− y‖+ α2(ν + C)2. (4.13)
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By taking the total expectation, we obtain for all x∗ ∈ X∗ and all k ≥ T ,
E
[
‖dk+1(x
∗)‖2
]
≤E
[
‖dk(x
∗)‖2
]
−
2α
m
(E[f (xk−T )]− f
∗)
+ 2b
(
m∑
i=1
Ci
)
αβT+1 max
x,y∈X
‖x− y‖
+ 2α2TC (C + ν)
+ 2αµ max
x,y∈X
‖x− y‖+ α2(ν + C)2.
Now assume that the relation (4.12) does not hold. Then, there will exist a
γ > 0 and an index kγ ≥ T such that for all k ≥ kγ,
E[f(xk)] ≥f
∗ + γ + µ max
x,y∈X
‖x− y‖+
1
2
α(ν + C)2 + αTC (C + ν)
+ b
(
m∑
i=1
Ci
)
βT+1 max
x,y∈X
‖x− y‖.
Therefore, for k ≥ kγ + T , we have
E
[
‖dk+1(x
∗)‖2
]
≤E
[
‖dk(x
∗)‖2
]
− 2αγ ≤ · · · ≤ E
[
‖dkγ(x
∗)‖2
]
− 2αγ(k − kγ).
For sufficiently large k, the right-hand side of the preceding relation is negative,
yielding a contradiction. Thus, the relation (4.12) must hold for all T ≥ 0.
We next show that for any T ≥ 0,
inf
k
f(xk) ≤f
∗ + µ max
x,y∈X
‖x− y‖+
1
2
α(ν + C)2 + αTC (C + ν)
+ b
(
m∑
i=1
Ci
)
βT+1 max
x,y∈X
‖x− y‖, (4.14)
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with probability 1. Define the set
LN =
{
x ∈ X : f(x) < f ∗ +
1
N
+ µ max
x,y∈X
‖x− y‖+
1
2
α(ν + C)2 + αTC (C + ν)
+b
(
m∑
i=1
Ci
)
βT+1 max
x,y∈X
‖x− y‖
}
.
Let x∗ ∈ X∗ and define the sequence xˆk as follows:
xˆk+1 =


xk+1 if xˆk /∈ LN ,
x∗ otherwise.
Thus, the process {xˆk} is identical to the process {xk} until {xk} enters the set
LN . Define
dˆk(y) = xˆk − y for any y ∈ X.
Let k ≥ T. Consider the case when xˆk ∈ LN . Then, xˆk = x
∗ and xˆk+1 = x
∗, so
that dˆk(x
∗) = 0 and dˆk+1(x
∗) = 0, yielding
E
[
‖dˆk+1(x
∗)‖2 | Gn(k)
]
= E
[
‖dˆk(x
∗)‖2 | Gn(k)
]
. (4.15)
Consider now the case when xˆk /∈ LN . Then, xˆl = xl and xl /∈ LN for all
l ≤ k + 1. Therefore, by the definition of the set LN , we have
f(xk−T )− f
∗ ≥
1
N
+ µ max
x,y∈X
‖x− y‖+
1
2
α(ν + C)2 + αTC (C + ν)
+ b
(
m∑
i=1
Ci
)
βT+1 max
x,y∈X
‖x− y‖. (4.16)
By using relations (4.13) and (4.16), we conclude that for xˆk /∈ LN ,
E
[
‖dˆk+1(x
∗)‖2 | Gn(k)
]
≤ E
[
‖dˆk(x
∗)‖2 | Gn(k)
]
−
2α
N
. (4.17)
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Therefore, from (4.15) and (4.17), we can write
E
[
‖dˆk+1(x
∗)‖2 | Gn(k)
]
≤ E
[
‖dˆk(x
∗)‖2 | Gn(k)
]
−∆k+1, (4.18)
where
∆k+1 =


0 if xˆk ∈ LN ,
2α
N
if xˆk /∈ LN .
Observe that (4.18) satisfies the conditions of Lemma 16 with
uk = E
[
‖dˆk(x
∗)‖2 | Gn(k)
]
, Fk = Gn(k), qk = 0, wk = 2∆k+1 and vk = 0. Thus, it
follows that with probability 1,
∞∑
k=T
∆k+1 <∞.
However, this is possible only if ∆k = 0 for all k sufficiently large. Therefore,
with probability 1, we have xk ∈ LN for all sufficiently large k. By letting
N →∞, we obtain (4.14). 
Under Assumptions of Theorem 6, the function f is bounded over the set X,
and by Fatou’s lemma, we have
E
[
liminf
k→∞
f(xk)
]
≤ liminf
k→∞
E[f(xk)] .
It follows that the estimate of Theorem 6 also holds for E[liminfk→∞ f(xk)] .
In the absence of errors (mink = 0 and νk = 0), the error bound in Theorem 6
reduces to
f ∗ +
1
2
αC2 + αTC2 + b
(
m∑
i=1
Ci
)
βT+1 max
x,y∈X
‖x− y‖. (4.19)
With respect to the parameter β, the error bound is obviously smallest when
β = 0. This corresponds to uniform transition matrices A(k), i.e., A(k) = 1
m
eeT
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for all k (see Lemma 8). As mentioned, the Markov randomized method with
uniform transition probability matrices A(k) reduces to the incremental method
with randomization in [9]. In this case, choosing T = 0 in (4.19) is optimal and
the resulting bound is f ∗ + α
2
C2, with C = max1≤i≤mCi. We note that this
bound is better by a factor of m than the corresponding bound for the
incremental method with randomization given in Proposition 3.1 in [9].
When transition matrices are non-uniform (β > 0), and good estimates of the
bounds Ci on subgradient norms and the diameter of the set X are available, one
may optimize the error bound in (4.19) with respect to integer T for T ≥ 0. In
particular, one may optimize the term αTC2+ b (
∑m
i=1Ci)β
T+1maxx,y∈X ‖x− y‖
over integers T ≥ 0. It can be seen that the optimal integer T ∗ is given by
T ∗ =


0 when αC
2
C0(− lnβ)
≥ 1,⌈
(ln β)−1 ln
(
αC2
C0(− lnβ)
)⌉
− 1 when αC
2
C0(− lnβ)
< 1,
(4.20)
where C0 = b (
∑m
i=1Ci)maxx,y∈X ‖x− y‖.
A similar expression for optimal T ∗ in the presence of subgradient errors can
be obtained, but it is rather cumbersome. Furthermore such an expression (as
well as the preceding one) may not be of practical importance when the bounds
Ci, the diameter of the set X, and the bounds min and ν on the error moments
are “roughly” known. In this case, a simpler bound can be obtained by just
comparing the values α and β, as given in the following.
Corollary 1 Let the conditions of Theorem 6 hold. Then,
liminf
k→∞
E[f(xk)] ≤f
∗ + µ max
x,y∈X
‖x− y‖
+ α
[
1
2
(ν + C)2 + b
(
m∑
i=1
Ci
)
max
x,y∈X
‖x− y‖
]
+ δ(α, β),
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where
δ(α, β) =


0 if α ≥ β,⌈
ln(α)
ln(β)
⌉
− 1 if α < β.
Furthermore, with probability 1, the same estimate holds for infk f(xk).
Proof When α > β choose T = 0. In this case, from (Theorem 6) we get
E[f(xk)] ≤f
∗ + µ max
x,y∈X
‖x− y‖+ α
(
1
2
(ν + C)2 + b
(
m∑
i=1
Ci
)
max
x,y∈X
‖x− y‖
)
.
When α < β we can choose T =
⌈
ln(α)
ln(β)
⌉
− 1. Then, from (Theorem 6),
E[f(xk)] ≥f
∗ + µ max
x,y∈X
‖x− y‖
+ α
[
1
2
(ν + C)2 + C (C + ν)
(⌈
ln(α)
ln(β)
⌉
− 1
)
+ b
(
m∑
i=1
Ci
)
max
x,y∈X
‖x− y‖
]
.

It can be seen that the error bounds in (4.20) and Corollary 1 converge to zero
as α→ 0. This is not surprising in view of the convergence of the method with a
diminishing step-size.
As discussed earlier, the error bound in [18] is obtained assuming that there
are no errors in subgradient evaluations and that the sequence of computing
agents forms a homogeneous Markov chain. Here, while we relax these
assumptions, we make the additional assumption that the set X is bounded.
A direct comparison between the bound in Corollary 1 and the results in [18]
is not possible. However, some qualitative comparisons on the nature of the
bounds can be made. The bound in [18] is obtained for each individual agent’s
sequence of iterates (by sampling the iterates). This is a stronger result than our
results in (4.20) and Corollary 1, which provide guarantees only on the entire
iterate sequence (and not on the sequence of iterates at an individual agent).
However, the bound in [18] depends on the entire network topology, through the
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probability transition matrix P of the Markov chain. Thus, the bound can be
evaluated only when the complete network topology is available. In contrast,
our bounds given in (4.20) and Corollary 1 can be evaluated without knowing
the network topology. We require that the topology satisfies a connectivity
assumption, as specified by Assumption 5, but we do not assume the knowledge
of the exact network topology.
4.2.3 Rate of convergence
We next obtain a result that is similar to the rate of convergence result in
Section 4.2.3. Define
x¯t =
∑t
k=0 αk+1xk∑t
k=0 αk+1
We only state the result. The proof is very similar to the proof in Section 4.2.3.
Theorem 7 Let Assumptions 1, 2, 5 6, and 10 hold. Further, let the set X be
bounded. Then, the iterates generated by algorithm (4.1) are such that for any
stepsize rule,
E[f(x¯t)] ≤f
∗ 1
2
∑t
k=0 αk+1
E
[
‖d0(x
∗)‖2
]
+ b
(
m∑
i=1
Ci
)
max
x,y∈X
‖x− y‖
∑t
k=0 αk+1β
k+1−n(k)∑t
k=0 αk+1
+ C
∑t
k=0 αk+1
∑k−1
l=n(k) αl+1 (C + νl+1)∑t
k=0 αk+1
+ max
x,y∈X
‖x− y‖
∑t
k=0 αk+1µk+1∑t
k=0 αk+1
+ α2k+1(νk + C)
2,
where dk(y) = xk − y and C = max1≤i≤m Ci.
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CHAPTER 5
PARALLEL ALGORITHM
In this chapter we study the parallel algorithm. Let wi,k be the iterate with
agent i at the end of iteration k. At the beginning of iteration k + 1, agent i
receives the current iterate of a subset of the agents. Then, agent i computes a
weighted average of these iterates and adjusts this average along the negative
subgradient direction of fi, which is computed with stochastic errors. The
adjusted iterate is then projected onto the constraint set X. Mathematically,
each agent i generates its iterate sequence {wi,k} according to the following
relation:
wi,k+1 = PX [vi,k − αk+1 (∇fi (vi,k) + ǫi,k+1)] , (5.1)
starting with some initial iterate wi,0 ∈ X. Here, ∇fi (vi,k) denotes the
subgradient of fi at vi,k and ǫi,k+1 is the stochastic error in the subgradient
evaluation. The scalar αk+1 > 0 is the stepsize and PX denotes the Euclidean
projection onto the set X. The vector vi,k is the weighted average computed by
agent i and is given by
vi,k =
∑
j∈Ni(k+1)
ai,j(k + 1)wj,k, (5.2)
where Ni(k + 1) denotes the set of agents whose current iterates are available to
agent i in the (k + 1)-st iteration. We assume that i ∈ Ni(k + 1) for all agents
and at all times k. The scalars ai,j(k + 1) are the non-negative weights that
agent i assigns to agent j’s iterate. We will find it convenient to define
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ai,j(k + 1) as 0 for j /∈ Ni(k + 1) and rewrite (5.2) as
vi,k =
m∑
j=1
ai,j(k + 1)wj,k. (5.3)
This is a “consensus”-based step ensuring that, in a long run, the information of
each fi reaches every agent with the same frequency, directly or through a
sequence of local communications. This is similar to the distributed averaging
algorithm in Appendix A.5. Due to this, the iterates wj,k become eventually
“the same” for all j and for large enough k. The update step in (5.1) is just a
subgradient iteration for minimizing fi over X taken after the “consensus”-based
step.
In addition to Assumptions 2 and 5, we make some assumptions on the
weights to ensure that the influence of the functions fi is “equal” in the long run
so that the sum, rather than a weighted sum, of the component functions is
minimized. The influence of a component fj on the iterates of agent i depends
on the weights that agent i uses. To ensure equal influence, we assume that the
weights satisfy Assumption 10.
5.1 Basic Iterate Relation
In this section, we derive two basic relations that form the basis for the analysis
in this chapter. The first deals with the disagreements among the agents, and
the second deals with the agent iterate sequences.
5.1.1 Disagreement estimate
The agent disagreements are typically thought of as the norms ‖wi,k − wj,k‖ of
the differences between the iterates wi,k and wj,k generated by different agents
according to (5.1)–(5.2). Alternatively, the agent disagreements can be measured
with respect to a reference sequence, which we adopt here. In particular, we
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study the behavior of ‖yk − wi,k‖, where {yk} is the auxiliary vector sequence
defined by
yk =
1
m
m∑
i=1
wi,k for all k. (5.4)
In the next lemma, we provide a basic estimate for ‖yk − wj,k‖. The rate of
convergence result from Lemma 8 plays a crucial role in obtaining this estimate.
Equivalently, the result also charachterizes the effect of errors in distributed
averaging.
Lemma 3 Let Assumptions 1, 2a, 5 and 10 hold. Assume that the subgradients
of fi are uniformly bounded over the set X, i.e., there are scalars Ci such that
‖∇fi(x)‖ ≤ Ci for all x ∈ X and all i ∈ V .
Then, for all j ∈ V and k ≥ 0,
‖yk+1 − wj,k+1‖ ≤mθβ
k+1max
i∈V
‖wi,0‖+ θ
k∑
ℓ=1
αℓβ
k+1−ℓ
m∑
i=1
(Ci + ‖ǫi,ℓ‖)
+
αk+1
m
m∑
i=1
(Ci + ‖ǫi,k+1‖) + αk+1(Cj + ‖ǫj,k+1‖).
Proof Define for all i ∈ V and all k,
pi,k+1 = wi,k+1 −
m∑
j=1
ai,j(k + 1)wj,k. (5.5)
Using the matrices Φ(k, s) defined in (A.5) we can write
wj,k+1 =
m∑
i=1
[Φ(k + 1, 0)]j,iwi,0 + pj,k+1 +
k∑
ℓ=1
(
m∑
i=1
[Φ(k + 1, ℓ)]j,ipi,ℓ
)
. (5.6)
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Using (5.5), we can also rewrite yk, defined in (5.4) as
yk+1 =
1
m
(
m∑
i=1
m∑
j=1
ai,j(k + 1)wj,k +
m∑
i=1
pi,k+1
)
=
1
m
(
m∑
j=1
(
m∑
i=1
ai,j(k + 1)
)
wj,k +
m∑
i=1
pi,k+1
)
.
In the view of the double stochasticity of the weights, we have∑m
i=1 ai,j(k + 1) = 1, implying that
yk+1 =
1
m
(
m∑
j=1
wj,k +
m∑
i=1
pi,k+1
)
= yk +
1
m
m∑
i=1
pi,k+1.
Therefore
yk+1 = y0 +
1
m
k+1∑
ℓ=1
m∑
i=1
pi,ℓ =
1
m
m∑
i=1
wi,0 +
1
m
k+1∑
ℓ=1
m∑
i=1
pi,ℓ. (5.7)
Substituting for yk+1 from (5.7) and for wj,k+1 from (5.6), we obtain
‖yk+1 − wj,k+1‖ =
∥∥∥∥∥ 1m
m∑
i=1
wi,0 +
1
m
k+1∑
ℓ=1
m∑
i=1
pi,ℓ
−
(
m∑
i=1
[Φ(k + 1, 0)]j,iwi,0 + pj,k+1 +
k∑
ℓ=1
m∑
i=1
[Φ(k + 1, ℓ)]j,ipi,ℓ
)∥∥∥∥∥
=
∥∥∥∥∥
m∑
i=1
(
1
m
− [Φ(k + 1, 0)]j,i
)
wi,0
+
k∑
ℓ=1
m∑
i=1
(
1
m
− [Φ(k + 1, ℓ)]j,i
)
pi,ℓ +
(
1
m
m∑
i=1
pi,k+1 − pj,k+1
)∥∥∥∥∥ .
Therefore, for all j ∈ V and all k,
‖yk+1 − wj,k+1‖ ≤
m∑
i=1
∣∣∣∣ 1m − [Φ(k + 1, 0)]j,i
∣∣∣∣ ‖wi,0‖
+
k∑
ℓ=1
m∑
i=1
∣∣∣∣ 1m − [Φ(k + 1, ℓ)]j,i
∣∣∣∣ ‖pi,ℓ‖+ 1m
m∑
i=1
‖pi,k+1‖+ ‖pj,k+1‖ .
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We can bound ‖wi,0‖ ≤ maxi∈V ‖wi,0‖. Further, we can use the rate of
convergence result from Lemma 8 to bound
∣∣ 1
m
− [Φ(k, ℓ)]j,i
∣∣ . We obtain
‖yk+1 − wj,k+1‖ ≤mθβ
k+1max
i∈V
‖wi,0‖+ θ
k∑
ℓ=1
βk+1−ℓ
m∑
i=1
‖pi,ℓ‖
+
1
m
m∑
i=1
‖pi,k+1‖+ ‖pj,k+1‖ . (5.8)
We next estimate the norms of the vectors ‖pi,k‖ for any k. From the
definition of pi,k+1 in (5.5) and the definition of the vector vi,k in (5.2), we have
pi,k+1 = wi,k+1 − vi,k. Note that, being a convex combination of vectors wj,k in
the convex set X, the vector vi,k is in the set X. By the definition of the iterate
wi,k+1 in (5.1) and the non-expansive property of the Euclidean projection
in (A.4), we have
‖pi,k+1‖ = ‖PX [vi,k − αk+1 (∇fi(vi,k) + ǫi,k+1)]− vi,k‖
≤ αk+1 ‖∇fi(vi,k) + ǫi,k+1‖
≤ αk+1 (Ci + ‖ǫi,k+1‖) .
In the last step we have used the subgradient boundedness. By substituting the
preceding relation in (5.8), we obtain the desired relation. 
5.1.2 Iterate relation
Here, we derive a relation for the distances ‖vi,k+1 − z‖ and the function value
differences f(yk)− f(z) for an arbitrary z ∈ X. This relation together with
Lemma 3 provides the basis for our subsequent convergence analysis. In what
follows, recall that f =
∑m
i=1 fi.
Lemma 4 Let Assumptions 1, 5, 2, 3, 5 and 10 hold. Then, for any z ∈ X and
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all k,
m∑
i=1
‖vi,k+1 − z‖
2 ≤
m∑
i=1
‖vi,k − z‖
2 − 2αk+1 (f(yk)− f(z))
+2αk+1
(
max
i∈V
Ci
) m∑
j=1
‖yk − wj,k‖
−2αk+1
m∑
i=1
ǫTi,k+1(vi,k − z) + α
2
k+1
m∑
i=1
(Ci + ‖ǫi,k+1‖)
2 .
Proof Using the Euclidean projection property in (A.4), from the definition of
the iterate wi,k+1 in (5.1), we have for any z ∈ X and all k,
‖wi,k+1 − z‖
2 = ‖PX [vi,k − αk+1 (∇fi(vi,k) + ǫi,k+1)]− z‖
2
≤‖vi,k − z‖
2 − 2αk+1∇fi(vi,k)
T (vi,k − z)− 2αk+1ǫ
T
i,k+1(vi,k − z)
+ α2k+1 ‖∇fi(vi,k) + ǫi,k+1‖
2 .
By using the subgradient inequality in (2.2) to bound the second term, we obtain
‖wi,k+1 − z‖
2 ≤‖vi,k − z‖
2 − 2αk+1 (fi(vi,k)− fi(z))
− 2αk+1ǫ
T
i,k+1(vi,k − z) + α
2
k+1 ‖∇fi(vi,k) + ǫi,k+1‖
2 . (5.9)
Note that by the convexity of the squared norm [cf. Eq. (A.3)], we have
m∑
i=1
‖vi,k+1−z‖
2 =
m∑
i=1
∥∥∥∥∥
m∑
j=1
ai,j(k + 2)wj,k+1 − z
∥∥∥∥∥
2
≤
m∑
i=1
m∑
j=1
ai,j(k+2)‖wj,k+1−z‖
2.
In view of Assumption 10, we have
∑m
i=1 ai,j(k + 2) = 1 for all j and k, implying
that
m∑
i=1
‖vi,k+1 − z‖
2 ≤
m∑
j=1
‖wj,k+1 − z‖
2.
By summing the relations in (5.9) over all i ∈ V and by using the preceding
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relation, we obtain
m∑
i=1
‖vi,k+1 − z‖
2 ≤
m∑
i=1
‖vi,k − z‖
2 − 2αk+1
m∑
i=1
(fi(vi,k)− fi(z))
−2αk+1
m∑
i=1
ǫTi,k+1(vi,k − z)
+α2k+1
m∑
i=1
‖∇fi(vi,k) + ǫi,k+1‖
2 . (5.10)
From (2.2) we have
fi(vi,k)− fi(z) ≥ (fi(vi,k)− fi(yk)) + (fi(yk)− fi(z))
≥− ‖∇fi(vi,k)‖‖yk − vi,k‖+ (fi(yk)− fi(z)) . (5.11)
Recall that vi,k =
∑m
j=1 ai,j(k + 1)wj,k [cf. (5.3)]. Substituting for vi,k and using
the convexity of the norm [cf. (A.2)], from (5.11) we obtain
m∑
i=1
fi(vi,k)− fi(z) ≥−
m∑
i=1
‖∇fi(vi,k)‖‖yk − vi,k‖+ (f(yk)− f(z))
≥−
m∑
i=1
‖∇fi(vi,k)‖
∥∥∥∥∥yk −
m∑
j=1
ai,j(k + 1)wj,k
∥∥∥∥∥+ (f(yk)− f(z))
≥−
m∑
i=1
‖∇fi(vi,k)‖
m∑
j=1
ai,j(k + 1)‖yk − wj,k‖+ (f(yk)− f(z))
≥−
(
max
i∈V
‖∇fi(vi,k)‖
) m∑
j=1
(
m∑
i=1
ai,j(k + 1)
)
‖yk − wj,k‖
+ (f(yk)− f(z))
=−
(
max
i∈V
‖∇fi(vi,k)‖
) m∑
j=1
‖yk − wj,k‖+ (f(yk)− f(z)) .
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By using the preceding estimate in relation (5.10), we have
m∑
i=1
‖vi,k+1 − z‖
2 ≤
m∑
i=1
‖vi,k − z‖
2 − 2αk+1 (f(yk)− f(z))
+ 2αk+1
(
max
i∈V
‖∇fi(vi,k)‖
) m∑
j=1
‖yk − wj,k‖
− 2αk+1
m∑
i=1
ǫTi,k+1(vi,k − z) + α
2
k+1
m∑
i=1
‖∇fi(vi,k) + ǫi,k+1‖
2 .
The result follows by using the subgradient norm boundedness, ‖∇fi(vi,k)‖ ≤ Ci
for all k and i. 
5.2 Convergence Results
In this section we study the convergence of the algorithm with diminishing and
constant stepsizes. We also obtain a rate of convergence result.
5.2.1 Diminishing stepsizes
We first obtain bounds on the expected disagreement between the agents. we
provide a bound on the expected disagreement E[‖wi,k − yk‖] for non-diminishing
stepsize. We later use this bound to provide an estimate for the algorithm’s
performance in mean. The bound is provided in the following theorem.
Theorem 8 Let Assumptions 1, 2, 3, 5, 6, and 10 hold. If νk ≤ ν for
sufficiently large k and the stepsize {αk} is such that limk→∞ αk = α for some
α ≥ 0, then for all j ∈ V ,
limsup
k→∞
E[‖yk+1 − wj,k+1‖] ≤ αmax
i∈V
{Ci + ν}
(
2 +
mθβ
1− β
)
.
Proof The conditions of Lemma 3 are satisfied. Taking the expectation in the
relation of Lemma 3 and using the inequality E[‖ǫi,k‖] ≤
√
E[‖ǫi,k‖2] = ν, we
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obtain for all j ∈ V and all k,
E[‖yk+1 − wj,k+1‖] ≤mθβ
k+1max
i∈V
‖wi,0‖+mθβmax
i∈V
{Ci + ν}
k∑
ℓ=1
βk−ℓαℓ
+ 2αk+1max
i∈V
{Ci + ν}. (5.12)
Since limk→∞ αk = α, by Lemma 7(a) we have limk→∞
∑k
ℓ=1 β
k−ℓαℓ =
α
1−β
. Using
this relation and limk→∞ αk = α, we obtain the result by taking the limit
superior in (5.12) as k →∞. 
When the stepsize is diminishing (i.e., α = 0), the result of Theorem 8 implies
that the expected disagreements E[‖yk+1 − wj,k+1‖] converge to 0 for all j. Thus,
there is an asymptotic consensus in mean. We formally state this as a corollary.
Corollary 2 Let the conditions of Theorem 8 hold with α = 0. Then
limk→∞ E[‖wj,k − yk‖] = 0 for all j ∈ V.
We next use this to establish convergence with probability 1. We have the
following result.
Theorem 9 Let Assumptions 1, 2, 3,5, 10 and 6 hold. If νk ≤ ν for sufficiently
large k and if
∑∞
k=0 α
2
k+1 <∞, then with probability 1,
∞∑
k=1
αk+2‖yk+1 − wj,k+1‖ <∞ for all j ∈ V .
Furthermore, for all j ∈ V , we have limk→∞ ‖yk+1 − wj,k+1‖ = 0 with probability
1 and in mean square.
Proof By Lemma 3 and the subgradient boundedness, we have for all j ∈ V ,
‖yk+1 − wj,k+1‖ ≤mθβ
k+1max
i∈V
‖wi,0‖+ θ
k∑
ℓ=1
βk+1−ℓ
m∑
i=1
αℓ (Ci + ‖ǫi,ℓ‖)
+
1
m
m∑
i=1
αk+1 (Ci + ‖ǫi,k+1‖) + αk+1 (Cj + ‖ǫj,k+1‖) .
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Using the inequalities
αk+2αℓ (Ci + ‖ǫi,ℓ‖) ≤
1
2
(
α2k+2 + α
2
ℓ (Ci + ‖ǫi,ℓ‖)
2)
and (Ci + ‖ǫi,ℓ‖)
2 ≤ 2C2i + 2‖ǫi,ℓ‖
2, we obtain
αk+2‖yk+1 − wj,k+1‖ ≤αk+2mθβ
k+1max
i∈V
‖wi,0‖
+ θ
k∑
ℓ=1
βk+1−ℓ
m∑
i=1
(
1
2
α2k+2 + α
2
ℓ
(
C2i + ‖ǫi,ℓ‖
2
))
+
1
m
m∑
i=1
(
1
2
α2k+2 + α
2
k+1
(
C2i + ‖ǫi,k+1‖
2
))
+
1
2
α2k+2 + α
2
k+1
(
C2j + ‖ǫj,k+1‖
2
)
.
By using the inequalities
∑k
ℓ=1 β
k+1−ℓ ≤ β
1−β
for all k ≥ 1 and 1
2m
+ 1
2
≤ 1, and
by grouping the terms accordingly, from the preceding relation we have
αk+2‖yk+1 − wj,k+1‖ ≤αk+2mθβ
k+1max
i∈V
‖wi,0‖+
(
1 +
mθβ
2(1− β)
)
α2k+2
+ θ
k∑
ℓ=1
α2ℓβ
k+1−ℓ
m∑
i=1
(
C2i + ‖ǫi,ℓ‖
2
)
+
1
m
α2k+1
m∑
i=1
(
C2i + ‖ǫi,k+1‖
2
)
+ α2k+1
(
C2j + ‖ǫj,k+1‖
2
)
.
Taking the conditional expectation and using E[‖ǫi,ℓ‖
2 | Fℓ−1] ≤ ν
2, and then
taking the expectation again, we obtain
E[αk+2‖yk+1 − wj,k+1‖] ≤αk+2mθβ
k+1max
i∈V
‖wi,0‖+
(
1 +
mθβ
2(1− β)
)
α2k+2
+ θ
(
m∑
i=1
(
C2i + ν
2
)) k∑
ℓ=1
α2ℓ β
k+1−ℓ
+
1
m
α2k+1
m∑
i=1
(
C2i + ν
2
)
+ α2k+1
(
C2j + ν
2
j
)
.
Since
∑
k α
2
k <∞ (and hence {αk} bounded), the first two terms and the last
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two terms are summable. Furthermore, in view of Lemma 7 [part (b)], we have
∞∑
k=1
k∑
ℓ=1
βk+1−ℓα2ℓ <∞.
Thus, the third term is also summable. Hence
∞∑
k=1
E[αk+2‖yk+1 − wj,k+1‖] <∞.
From the monotone convergence theorem [40], it follows that
E
[
∞∑
k=1
αk+2‖yk+1 − wj,k+1‖
]
=
∞∑
k=1
E[αk+2‖yk+1 − wj,k+1‖] ,
and it is hence finite for all j. If the expected value of a random variable is finite,
then the variable has to be finite with probability 1; thus, with probability 1,
∞∑
k=1
αk+2‖yk+1 − wj,k+1‖ <∞ for all j ∈ V. (5.13)
We now show that limk→∞ ‖yk − wj,k‖ = 0 with probability 1 for all j ∈ V.
Note that the conditions of Theorem 8 are satisfied with α = 0. Therefore,
‖yk − wj,k‖ converges to 0 in the mean and from (Fatou’s) Lemma 9 it follows
that
0 ≤ E
[
liminf
k→∞
‖yk − wj,k‖
]
≤ liminf
k→∞
E[‖yk − wj,k‖] = 0,
and hence E[liminfk→∞ ‖yk − wj,k‖] = 0. Therefore, with probability 1,
liminf
k→∞
‖yk − wj,k‖ = 0. (5.14)
To complete the proof, in view of (5.14) it suffices to show that ‖yk − wj,k‖
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converges with probability 1. To show this, we define
ri,k+1 =
m∑
j=1
ai,j(k + 1)wj(k)− αk+1 (∇fi (vi,k) + ǫi,k+1) ,
and note that PX [ri,k+1] = wi,k+1 [see (5.1) and (5.2)]. Since yk =
1
m
∑m
i=1wi,k
and the set X is convex, it follows that yk ∈ X for all k. Therefore, by the
non-expansive property of the Euclidean projection in (A.4), we have
‖wi,k+1 − yk‖
2 ≤ ‖ri,k+1 − yk‖
2 for all i ∈ V and all k. Summing these relations
over all i, we obtain
m∑
i=1
‖wi,k+1 − yk‖
2 ≤
m∑
i=1
‖ri,k+1 − yk‖
2 for all k.
From yk+1 =
1
m
∑m
i=1wi,k+1 and the fact that the average of vectors minimizes
the sum of distances between each vector and arbitrary vector in ℜn
[cf. Eqn (A.1)], we further obtain
m∑
i=1
‖wi,k+1 − yk+1‖
2 ≤
m∑
i=1
‖wi,k+1 − yk‖
2.
Therefore, for all k,
m∑
i=1
‖wi,k+1 − yk+1‖
2 ≤
m∑
i=1
‖ri,k+1 − yk‖
2. (5.15)
We next relate
∑m
i=1 ‖ri,k+1− yk‖
2 to
∑m
i=1 ‖wi,k − yk‖
2. From the definition of
ri,k+1 and the equality
∑m
j=1 ai,j(k + 1) = 1 [cf. Assumption 10b], we have
ri,k+1 − yk =
m∑
j=1
ai,j(k + 1) (wj,k − yk)− αk+1 (∇fi(vi,k) + ǫi,k+1) .
By Assumption 10a and 10b, we have that the weights ai,j(k + 1), j ∈ V yield a
convex combination. Thus, by the convexity of the norm [(A.2) and (A.3)] and
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by the subgradient boundedness, we have
‖ri,k+1 − yk‖
2 ≤
m∑
j=1
ai,j(k + 1) ‖wj,k − yk‖
2 + α2k+1 ‖∇fi(vi,k) + ǫi,k+1‖
2
+ 2αk+1 ‖∇fi(vi,k) + ǫi,k+1‖
m∑
j=1
ai,j(k + 1) ‖wj,k − yk‖
≤
m∑
j=1
ai,j(k + 1) ‖wj,k − yk‖
2 + 2α2k+1
(
C2i + ‖ǫi,k+1‖
2
)
+ 2αk+1 (Ci + ‖ǫi,k+1‖)
m∑
j=1
ai,j(k + 1) ‖wj,k − yk‖ .
Summing over all i and using
∑m
i=1 ai,j(k + 1) = 1 [cf. Assumption 10d], we
obtain
m∑
i=1
‖ri,k+1 − yk‖
2 ≤
m∑
j=1
‖wj,k − yk‖
2 + 2α2k+1
m∑
i=1
(
C2i + ‖ǫi,k+1‖
2
)
+ 2αk+1
m∑
i=1
(Ci + ‖ǫi,k+1‖)
m∑
j=1
ai,j(k + 1) ‖wj,k − yk‖ .
Using this in (5.15) and taking the conditional expectation, we see that for all k,
we have with probability 1,
m∑
i=1
E
[
‖wi,k+1 − yk+1‖
2 | Fk
]
≤
m∑
i=1
‖wi,k − yk‖
2 + 2α2k+1
m∑
i=1
(
C2i + ν
2
)
+ 2αk+1
m∑
i=1
(Ci + ν)
m∑
j=1
‖wj,k − yk‖ , (5.16)
where we use ai,j(k + 1) ≤ 1 for all i, j and k, and the relations
E[‖ǫi,k+1‖
2 | Fk] ≤ ν
2, E[‖ǫi,k+1‖ | Fk] ≤ ν hold with probability 1.
We now apply Theorem 16 to the relation in (5.16). To verify that the
conditions of Theorem 16 are satisfied, note that the stepsize satisfies∑∞
k=1 α
2
k+1 <∞ for all i ∈ V. We also have
∑∞
k=1 αk+1 ‖wj,k − yk‖ <∞ with
probability 1 [cf. (5.13)]. Therefore, the relation in (5.16) satisfies the conditions
of Theorem 16 with ζk = Dk = 0, thus implying that ‖wj,k − yk‖ converges with
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probability 1 for every j ∈ V. 
Let us compare Theorem 9 and Corollary 2. Corollary 2 provided sufficient
conditions for the different agents to have consensus in the mean. Theorem 9
strengthens this to consensus with probability 1 and in mean square sense, for a
smaller class of stepsize sequences under a stricter assumption.
We next show that the consensus vector is actually in the optimal set,
provided that the optimal set is nonempty and the conditional expectations
‖E[ǫi,k+1 | Fk] ‖ are diminishing.
Theorem 10 Let Assumptions 1, 2, 3, 5, 10 and 6 hold. Also, assume that∑∞
k=0 ν
2
k <∞ for all i ∈ V. Further, let the stepsize sequence {αk} be such that∑∞
k=1 αk =∞ and
∑∞
k=1 α
2
k <∞. Then, if the optimal set X
∗ is nonempty, the
iterate sequence {wi,k} of each agent i ∈ V converges to the same optimal point
with probability 1 and in mean square.
Proof Since
∑∞
k=0 ν
2
k <∞ for all i ∈ V it implies that we can find a ν such that
νk < ν for sufficiently large k. Thus the conditions of Lemma 4 are satisfied.
Letting z = x∗ for some x∗ ∈ X∗, taking conditional expectations and using the
bounds on the error moments, we obtain for any x∗ ∈ X∗ and any k, with
probability 1,
m∑
i=1
E
[
‖vi,k+1 − x
∗‖2 | Fk
]
≤
m∑
i=1
‖vi,k − x
∗‖2 − 2αk+1 (f(yk)− f
∗)
+2αk+1
(
max
i∈V
Ci
) m∑
j=1
‖yk − wj,k‖
+2αk+1
m∑
i=1
µi,k+1‖vi,k − x
∗‖+ α2k+1
m∑
i=1
(Ci + ν)
2 ,
where f ∗ = f(x∗), and we use the notation µi,k+1 = ‖E[ǫi,k+1 | Fk] ‖. Using the
inequality
2αk+1µi,k+1‖vi,k − x
∗‖ ≤ α2k+1‖vi,k − x
∗‖2 + µ2i,k+1,
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we obtain with probability 1,
m∑
i=1
E
[
‖vi,k+1 − x
∗‖2 | Fk
]
≤
m∑
i=1
(
1 + α2k+1
)
‖vi,k − x
∗‖2
− 2αk+1
(
(f(yk)− f
∗)−
(
max
i∈V
Ci
) m∑
j=1
‖yk − wj,k‖
+
m∑
i=1
µ2i,k+1 −
1
2
αk+1
m∑
i=1
(Ci + ν)
2
)
. (5.17)
By Theorem 9, we have with probability 1,
∑
k
αk+1‖wj,k − yk‖ <∞.
Further, since
∑
k µ
2
i,k <∞ and
∑
k α
2
k <∞ with probability 1, the relation in
(5.17) satisfies the conditions of Theorem 16. We therefore have
∑
k
αk(f(yk)− f
∗) <∞, (5.18)
and ‖vi,k − x
∗‖ converges with probability 1 and in mean square. In addition, by
Theorem 9, we have limk→∞ ‖wi,k − yk‖ = 0 for all i, with probability 1. Hence,
limk→∞ ‖vi,k − yk‖ → 0 for all i, with probability 1. Therefore, ‖yk − x
∗‖
converges with probability 1 for any x∗ ∈ X∗. Moreover, from (5.18) and the fact
that
∑
k αk =∞, by continuity of f , it follows that yk, and hence wi,k, must
converge to a vector in X∗ with probability 1 and in mean square. 
Note that the result of Theorem 10 holds without assuming compactness of
the constraint set X. This was possible due to the assumption that both the
stepsize αk and the norms ‖E[ǫi,k+1 | Fk] ‖ of the conditional errors are square
summable. In addition, note that the result of Theorem 10 remains valid when
the condition
∑∞
k=0 ‖E[ǫi,k+1 | Fk] ‖
2 <∞ for all i is replaced with∑∞
k=0 αk+1‖E[ǫi,k+1 | Fk] ‖ <∞ for all i.
70
5.2.2 Constant stepsizes
Theorem 11 Let Assumptions 1, 2, 5, 10 and 6 hold. Assume that the set X is
bounded. Let limk→∞ αk = α with α ≥ 0. If α = 0, also assume that
∑
k αk =∞.
Then, for all j ∈ V ,
liminf
k→∞
E[f(wj,k)] ≤ f
∗ + max
x,y∈X
‖x− y‖
m∑
i=1
µ¯+mα
(
max
i∈V
{Ci + ν¯}
)2(
9
2
+
2mθβ
1− β
)
,
where µ¯ = limsupk→∞ µk.
Proof Under Assumption 6, the limit superiors µ¯ = limsupk→∞ ‖E[ǫi,k+1] ‖ are
finite. Since the set X is bounded the subgradients of fi over the set X are also
bounded for each i ∈ V ; hence, the bounds Ci, i ∈ V on subgradient norms
exist. Thus, the conditions of Lemma 4 are satisfied. Further, by Assumption 2,
the set X is contained in the interior of the domain of f , over which the function
is continuous (by convexity; see [8]). Thus, the set X is compact and f is
continuous over X, implying that the optimal set X∗ is nonempty. Let x∗ ∈ X∗,
and let y = x∗ in Lemma 4. We have, for all k,
m∑
i=1
‖vi,k+1 − x
∗‖2 ≤
m∑
i=1
‖vi,k − x
∗‖2 − 2αk+1 (f(yk)− f
∗)
+2αk+1
(
max
i∈V
Ci
) m∑
j=1
‖yk − wj,k‖
−2αk+1
m∑
i=1
ǫTi,k+1(vi,k − x
∗) + α2k+1
m∑
i=1
(Ci + ‖ǫi,k+1‖)
2 .
Since X is bounded, by using ‖vi,k − x
∗‖ ≤ maxx,y∈X ‖x− y‖, taking the
expectation and using the error bounds E[‖ǫi,k+1‖
2] ≤ ν¯2 we obtain
m∑
i=1
E
[
‖vi,k+1 − x
∗‖2
]
≤
m∑
i=1
E
[
‖vi,k − x
∗‖2
]
− 2αk+1 (E[f(yk)]− f
∗)
+2αk+1
(
max
i∈V
Ci
) m∑
j=1
E[‖yk − wj,k‖]
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+2αk+1 max
x,y∈X
‖x− y‖
m∑
i=1
‖E[ǫi,k+1]‖ (5.19)
+α2k+1
m∑
i=1
(Ci + ν¯)
2 . (5.20)
By rearranging the terms and summing over k = 1, . . . , K, for an arbitrary K,
we obtain
2
K∑
k=1
αk+1
(
(E[f(yk)]− f
∗)−
(
max
i∈V
Ci
) m∑
j=1
E[‖yk − wj,k‖]
− max
x,y∈X
‖x− y‖
m∑
i=1
‖E[ǫi,k+1]‖ −
mαk+1
2
(
max
i∈V
{Ci + ν¯}
)2)
≤
m∑
i=1
E
[
‖vi,1 − x
∗‖2
]
−
m∑
i=1
E
[
‖vi,K+1 − x
∗‖2
]
≤ m max
x,y∈X
‖x− y‖2.
Note that when αk+1 → α and α > 0, we have
∑
k αk =∞. When α = 0, we
have assumed that
∑
k αk =∞. Therefore, by letting K →∞, we have
liminf
k→∞
(
E[f(yk)]−
(
max
i∈V
Ci
) m∑
j=1
E[‖yk − wj,k‖]
− max
x,y∈X
‖x− y‖
m∑
i=1
‖E[ǫi,k+1]‖ −
mαk+1
2
(
max
i∈V
{Ci + ν¯}
)2)
≤ f ∗.
Using limsupk→∞ ‖E[ǫi,k+1]‖ = µ¯ and limk→∞ αk = α, we obtain
liminf
k→∞
E[f(yk)] ≤f
∗ +
mα
2
(
max
i∈V
{Ci + ν¯}
)2
+
(
max
i∈V
Ci
) m∑
j=1
limsup
k→∞
E[‖yk − wj,k‖]
+ max
x,y∈X
‖x− y‖
m∑
i=1
µ¯i.
Next from the convexity inequality in (2.2) and the boundedness of the
subgradients it follows that for all k and j ∈ V ,
E[f(wj,k)− f(yk)] ≤
(
m∑
i=1
Ci
)
E[‖yk − wj,k‖] ,
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implying
liminf
k→∞
E[f(wj,k)] ≤ f
∗ +
mα
2
(
max
i∈V
{Ci + ν¯}
)2
+
(
max
i∈V
Ci
) m∑
j=1
limsup
k→∞
E[‖yk − wj,k‖]
+
(
m∑
i=1
Ci
)
limsup
k→∞
E[‖yk − wj,k‖] + max
x,y∈X
‖x− y‖
m∑
i=1
µ¯i.
By Theorem 8, we have for all j ∈ V ,
limsup
k→∞
E[‖yk − wj,k‖] ≤ αmax
i∈V
{Ci + ν¯}
(
2 +
mθβ
1− β
)
.
By using the preceding relation, we see that
liminf
k→∞
E[f(wj,k)] ≤f
∗ +
mα
2
(
max
i∈V
{Ci + ν¯}
)2
+ max
x,y∈X
‖x− y‖
m∑
i=1
µ¯i
+mα
(
max
i∈V
Ci
)
max
i∈V
{Ci + ν¯}
(
2 +
mθβ
1− β
)
+ α
(
m∑
i=1
Ci
)
max
j∈V
{Cj + ν¯j}
(
2 +
mθβ
1− β
)
≤ f ∗ + max
x,y∈X
‖x− y‖
m∑
i=1
µ¯+mα
(
max
i∈V
{Ci + ν¯}
)2(
9
2
+
2mθβ
1− β
)
.

The network topology influences the error only through the term θβ
1−β
and can
hence be used as a figure of merit for comparing different topologies. For a
network that is strongly connected at every time [i.e., Q = 1 in Assumption 5],
and when η in Assumption 10 does not depend on the number m of agents, the
term θβ
1−β
is of the order m2 and the error bound scales as m4.
5.2.3 Rate of convergence
We next obtain a rate of convergence result. The result for the general case,
though straightforward, is computationally involved. We therefore consider only
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the case when a constant stepsize α is used. The vector zj,t is the running
average of all the iterates of agent j until time t, i.e., zj,t =
1
t
∑t
k=1wj,k. The
proof is similar to the proof in Chapter 3.2.3.
Theorem 12 Let Assumptions 1, 2, 5, 10 and 6 hold. Assume that the set X is
bounded. Then
E[f(zj,t)] ≤ f
∗ +
1
2tα
m∑
i=1
E
[
‖vi,1 − x
∗‖2
]
+
(
max
i∈V
Ci
)
1
t
t∑
k=1
(
mE[‖yk − wj,k‖] +
m∑
i=1
E[‖yk − wi,k‖]
)
+
α
2
m∑
i=1
(Ci + ν¯)
2. (5.21)
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CHAPTER 6
EXTENSION: A GENERAL DISTRIBUTED
OPTIMIZATION PROBLEM
In this chapter, we solve the following problem. Consider a network of m agents
indexed by V = {1, . . . , m}. The goal is to solve the following optimization
problem:
minimize f˜(x) := g
(
m∑
i=1
hi(x)
)
subject to x ∈ X, (6.1)
where g : ℜ → ℜ, X ⊆ ℜp, hi : X → ℜ for all i ∈ V. The function hi is known
only to agent i. The function g and the set X are globally known, i.e., to every
agent. Further, the network size m is also known to all the agents. Associated
with the optimization problem we use the notation
f˜ ∗ = min
x∈X
f˜(x), X˜∗ = {x ∈ X : f˜(x) = f˜ ∗}.
We propose the following iterative algorithm to solve problem (6.1). At the
end of iteration k, agent i maintains two statistics: xi,k and si,k. The statistic
xi,k is agent i’s estimate of an optimal point and si,k is agent i’s estimate of
1
m
∑m
i=1 hi(xi,k). These are updated as follows:

 x¯i,k
s¯i,k

 = ∑
j∈Ni(k+1)
ai,j(k + 1)

 xi,k
si,k

 ,
xi,k+1 = PX [x¯i,k − αk+1g
′ (ms¯i,k)∇hi (x¯i,k)] ,
si,k+1 = s¯i,k + hi(xi,k+1)− hi(xi,k). (6.2)
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Here Ni(k + 1) is the set of agents that agent i can communicate with at the
time of the k-th iteration and also includes agent i. Futher, ai,j(k + 1) are
positive weights, αk+1 is the stepsize, g
′ is the derivative of g, ∇hi is the gradient
of hi and PX denotes Euclidean projection onto the set X.
The algorithm is distributed and local. Agent i receives xi,k and si,k from its
current immediate neighbors and calculates the weighted averages x¯i,k and s¯i,k
using the weights ai,j(k + 1). The weighted average is then updated using locally
available information (functions g and hi, number of agents m and set X) to
generate xi,k+1 and si,k+1. The algorithm is initialized with
xi,0 ∈ X, si,0 = hi(xi,0) for all i ∈ V. (6.3)
When convenient we will use the notation zi,k = [xi,k si,k]
T and
z¯i,k = [x¯i,k s¯i,k]
T .
We state a result that captures the effect of deterministic errors in the
standard distributed averaging algorithm. The result guarantees that the agents
achieve consensus when the errors diminish, but the consensus point may not
necessarily be the target value. The proof is very similar to the proof of
Lemma 3 in Chapter 5.
Theorem 13 Let Assumptions 5 and 10 hold. Consider the iterates generated
by
θi,k+1 =
m∑
j=1
ai,j(k + 1)θj,k + ǫi,k+1.
Suppose there exists a non-negative non-increasing scalar sequence {αk} such
that ∑
k
αk‖ǫi,k‖ <∞
for all i ∈ V ; then for all i, j ∈ V,
∑
k
αk ‖θi,k − θj,k‖ <∞.
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Since ai,j(k + 1) = 0 when j /∈ Ni(k + 1) we can rewrite (6.2) as

 x¯i,k
s¯i,k

 = m∑
j=1
ai,j(k + 1)

 xi,k
si,k

 ,
xi,k+1 = PX [x¯i,k − αk+1g
′ (ms¯i,k)∇hi (x¯i,k)] ,
si,k+1 = s¯i,k + hi(xi,k+1)− hi(xi,k). (6.4)
We next provide some intuition for the algorithm. Consider the standard
gradient projection algorithm to solve (6.1). The iterates are generated
according to
xk+1 = PX
[
xk − αk+1 g
′
(
m∑
j=1
hj (xk)
)
m∑
j=1
∇hj (xk)
]
.
To replicate the standard gradient projection algorithm in our distributed
setting, the computations of
∑m
j=1∇hj (xk) and
∑m
j=1 hj (xk) have to be
distributed and compliant with the local connectivity structure of each agent.
When the function g is the identity function then (6.2) is identical to the
distributed subgradient algorithm in [41]. As in [41], by using a weighted
average x¯i,k of its own and its neighbors estimates, the agent quantity ∇hi (x¯i,k)
approximates
∑m
j=1∇hj (x¯i,k) with decreasing error as time k increases.
The term s¯i,k is essentially an approximation for
1
m
∑m
j=1 hj (xi,k) , and
therefore g′ (ms¯i,k) approximates g
′
(∑m
j=1 hj (xk)
)
. In iteration k + 1, each
agent in the network is interested in determining 1
m
∑m
j=1 hj (xj,k+1) while each
term hi (xi,k+1) is available only to agent i. If agent i were to use hi (xi,k+1) as
the start value, then a large number of consensus steps would be required for
agent i to obtain a good approximation to 1
m
∑m
j=1 hj (xj,k+1) . As an alternative,
we consider a more efficient procedure that uses s¯i,k + hi(xi,k+1)− hi(xi,k) as the
start value to estimate 1
m
∑m
j=1 hj (xj,k+1) . In this way, a single consensus step is
enough to obtain a sufficiently good approximation. To see this, suppose that
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s¯i,k is a good approximation for
1
m
∑m
j=1 hj (xj,k) . Then
1
m
m∑
i=1
s¯i,k + hi(xi,k+1)− hi(xi,k) ≈
1
m
m∑
j=1
hj (xj,k+1) .
When the difference between xi,k+1 and xi,k is small, the difference between∑m
j=1 hj (xj,k+1) and
∑m
j=1 hj (xj,k) is also small. Thus, the value
s¯i,k + hi(xi,k+1)− hi(xi,k) is closer to the target value than just hi(xi,k+1). This
approach to tracking the network-wide average of a changing statistic is
reminiscent of the consensus filters than have been proposed in the
literature [42].
We now formally establish the convergence of the algorithm. We first
characterize the rate of consensus.
Lemma 5 Let Assumptions 7, 5, and 10 hold. If {αk} is a non-negative
non-increasing sequence such that
∑∞
k=1 α
2
k <∞, then for all i, j ∈ V,
∞∑
k=1
αk ‖xi,k − xj,k‖ <∞.
Proof Note from (6.4) that
xi,k+1 =
m∑
j=1
ai,j(k + 1)xj,k + pi,k+1, (6.5)
where pi,k+1 = xi,k+1 − x¯i,k. From (6.4), the Euclidean projection property in
(A.4) and the boundedness of the gradients (consequence of Assumption 7(b)
and Assumption 7(d)) we obtain
‖pi,k+1‖ ≤ αk+1 ‖g
′ (ms¯i,k)∇hi(xi,k)‖ ≤ αk+1C
2. (6.6)
Since
∑
k α
2
k <∞ we conclude that
∑
k αk‖pi,k‖ <∞. Therefore (6.5) satisfies
the conditions of Theorem. 13 and the result follows.
An immediate consequence is that the agents achieve consensus, i.e.,
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asymptotically they agree. Define
xˆk =
1
m
m∑
j=1
xj,k, sˆk =
1
m
m∑
j=1
hj (xˆk) .
We next characterize the rate of consensus of {si,k}.
Lemma 6 Let Assumptions 7, 5 and 10 hold. If {αk} is a non-negative
non-increasing sequence such that
∑∞
k=1 α
2
k <∞ then
∑∞
k=1 ‖si,k − sˆk‖ <∞ for
all i ∈ V .
Proof Using the triangle inequality, we obtain
‖si,k − sˆk‖ ≤
∥∥∥∥∥si,k − 1m
m∑
j=1
sj,k
∥∥∥∥∥+
∥∥∥∥∥ 1m
m∑
j=1
sj,k − sˆk
∥∥∥∥∥ . (6.7)
We first consider the last term and show that
m∑
i=1
si,k =
m∑
i=1
hi(xi,k). (6.8)
We will use the induction on k. For k = 0, from (6.3) we have si,0 = hi(xi,0) and,
hence, the hypothesis is true for k = 0. Now, assume that the hypothesis is true
for k − 1 and consider
∑m
i=1 si,k. Observe that from Assumption 10(d) we have
m∑
i=1
si,k =
m∑
i=1
m∑
j=1
ai,j(k + 1)s¯j,k =
m∑
j=1
s¯j,k.
By the definition of si,k in (6.4) and the induction hypothesis for k − 1, we
conclude that
m∑
j=1
s¯j,k =
m∑
j=1
sj,k−1 +
m∑
j=1
hj(xj,k)−
m∑
j=1
hj(xj,k−1) =
m∑
j=1
hj(xj,k).
This proves the induction hypothesis for k and hence (6.8) follows. Using (6.8)
79
in (6.7) and substituting for sˆk we obtain
‖si,k − sˆk‖ ≤
∥∥∥∥∥si,k − 1m
m∑
j=1
sj,k
∥∥∥∥∥+
∥∥∥∥∥ 1m
m∑
j=1
hj(xj,k)−
1
m
m∑
j=1
hj(xˆk)
∥∥∥∥∥ . (6.9)
We now deal with the first term on the right-hand side of (6.9). Note that we
can rewrite
si,k+1 =
m∑
j=1
ai,j(k + 1)si,k + wi,k+1, (6.10)
where wi,k+1 = hi(xi,k+1)− hi(xi,k). Since the gradient of hi is bounded by C, the
function hi is Lipschitz continuous with C. Using this and the definition of xi,k+1
in (6.4), we get
‖wi,k+1‖ ≤ C‖xi,k+1 − xi,k‖ ≤ C‖PX [x¯i,k − αk+1g
′ (ms¯i,k)∇hi (x¯i,k)]− xi,k‖.
Further, by using the Euclidean projection property in (A.4), we have
‖wi,k+1‖ ≤ C ‖x¯i,k − αk+1g
′ (ms¯i,k)∇hi (x¯i,k)− xi,k‖
≤ C (‖x¯i,k − xi,k‖+ αk+1‖g
′ (ms¯i,k)∇hi (x¯i,k) ‖)
≤ C
(
‖x¯i,k − xi,k‖+ αk+1C
2
)
, (6.11)
where the last inequality follows from the boundedness of the gradients (a
consequence of Assumption 7(b) and Assumption 7(d)). Next note that the
conditions of Lemma 5 are satisfied. Therefore for all i, j ∈ V
∑
k
αk ‖xj,k − xi,k‖ <∞,
and hence for all i ∈ V ∑
k
αk ‖xj,k − x¯i,k‖ <∞.
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Since {αk} is a non-increasing sequence this implies
∑
k
αk+1 ‖xj,k − x¯i,k‖ <∞.
Using the preceding inequality in (6.11) and the fact that
∑
k α
2
k <∞, we can
conclude that
∑
k
αk+1‖wi,k+1‖ <∞.
Thus (6.5) satisfies the conditions of Theorem 13 and we can conclude that for
all i, j ∈ V ∑
k
αk ‖si,k − sj,k‖ <∞,
and hence ∑
k
αk
∥∥∥∥∥si,k − 1m
m∑
j=1
sj,k
∥∥∥∥∥ <∞. (6.12)
We now consider the term
∥∥∥ 1m∑mj=1 hj(xj,k)− 1m∑mj=1 hj(xˆk)∥∥∥ on the right-hand
side of (6.9). From the Lipschitz continuity of hj, we have
‖hj(xj,k)− hj(xˆk)‖ ≤ L ‖xj,k − xˆk‖ .
According to our notation, we have xˆk =
1
m
∑m
j=1 xj,k, so that
‖hj(xj,k)− hj(xˆk)‖ ≤ L
∥∥∥∥∥xj,k − 1m
m∑
i=1
xi,k
∥∥∥∥∥ ≤ Lm
m∑
i=1
‖xj,k − xi,k‖ .
Since the conditions of Lemma 5 are satisfied we can conclude that for all i ∈ V
∑
k
αk ‖hi(xˆk)− hi(xi,k)‖ ≤
L
m
∑
k
αk
m∑
i=1
‖xj,k − xi,k‖ <∞.
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Therefore, from (6.9) and (6.12) we get for all i ∈ V
∑
k
αk‖si,k − sˆk‖ <∞.
We next use Lemmas 5 and 6 to prove convergence to an optimal point.
Theorem 14 Let Assumptions 7, 5 and 10 hold. If the stepsize sequence {αk}
is non-increasing, and such that
∑
k αk =∞ and
∑
k α
2
k <∞, then there exists a
vector x∗ ∈ X˜∗ such that limk→∞ ‖xi,k − x
∗‖ = 0 for all i ∈ V.
Proof Note that the solution set X˜∗ is nonempty since h is continuous and X is
compact. Fix an arbitrary x∗ ∈ X˜∗. By the Euclidean projection property in
(A.4) we have
‖xi,k+1 − x
∗‖2 = ‖PX [x¯i,k − αk+1g
′ (ms¯i,k)∇hi (x¯i,k)]− x
∗‖
2
≤ ‖x¯i,k − x
∗‖2 + α2k+1 ‖g
′ (ms¯i,k)∇hi (x¯i,k)‖
2
−2αk+1(x¯i,k − x
∗)Tg′ (ms¯i,k)∇hi (x¯i,k) . (6.13)
Using the boundedness of the gradients (consequence of Assumption 7(b) and
Assumption 7(d)), we obtain
‖g′ (ms¯i,k)∇hi (x¯i,k)‖ ≤ C
2.
By Assumption 10 on the weights, we have
m∑
i=1
‖x¯i,k − x
∗‖2 =
m∑
i=1
∥∥∥∥∥
m∑
j=1
ai,j(k + 1)xj,k − x
∗
∥∥∥∥∥
2
≤
m∑
i=1
m∑
j=1
ai,j(k + 1)‖xj,k − x
∗‖2
≤
m∑
i=1
‖xi,k − x
∗‖2.
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Summing (6.13) over all i and using the preceding two relations, we obtain
m∑
i=1
‖xi,k+1 − x
∗‖2 ≤
m∑
i=1
‖xi,k − x
∗‖2 +mα2k+1C
4
−2αk+1
m∑
i=1
(x¯i,k − x
∗)Tg′ (ms¯i,k)∇hi (x¯i,k) . (6.14)
Recall that we defined xˆk as
1
m
∑m
j=1 xj,k. Note that
∇f˜(xˆk) =
∑m
i=1 g
′ (msˆk)∇hi (xˆk) . Using this we can write
m∑
i=1
(x¯i,k − x
∗)T (g′ (ms¯i,k)∇hi (x¯i,k)) = (xˆk − x
∗)T∇f˜(xˆk)
+
m∑
i=1
(x¯i,k − xˆk)
T (g′ (ms¯i,k)∇hi (x¯i,k))
+
m∑
i=1
(xˆk − x
∗)T (g′ (ms¯i,k)− g
′ (msˆk))∇hi (x¯i,k)
+
m∑
i=1
(xˆk − x
∗)Tg′ (msˆk) (∇hi (x¯i,k)−∇hi (xˆk)) .
We next use Assumption 7(b), (c) and the boundedness of the gradients (a
consequence of Assumption 7(b) and 7(d)) to bound the last two terms. We
obtain
m∑
i=1
(x¯i,k − x
∗)T (g′ (ms¯i,k)∇hi (x¯i,k)) ≥ (xˆk − x
∗)T∇f˜(xˆk)− C
2
m∑
i=1
‖x¯i,k − xˆk‖
−DCL
m∑
i=1
(m‖s¯i,k − sˆk‖+ ‖x¯i,k − xˆk‖)
≥
(
f˜(xˆk)− f˜(x
∗)
)
− C2
m∑
i=1
‖x¯i,k − xˆk‖
−DCL
m∑
i=1
(m‖s¯i,k − sˆk‖+ ‖x¯i,k − xˆk‖).
Here D is the diameter of the set, which is finite from Assumption 7(b). The last
step follows from the convexity of the function f in Assumption 7(c). Using the
83
preceding relation in (6.14) we obtain
m∑
i=1
‖xi,k+1 − x
∗‖2 ≤
m∑
i=1
‖xi,k − x
∗‖2 − 2αk+1
(
f˜(xˆk)− f
∗
)
+ 2C2
m∑
i=1
αk+1‖x¯i,k − xˆk‖
+2DCL
m∑
i=1
αk+1(m‖s¯i,k − sˆk‖+ ‖x¯i,k − xˆk‖) +mα
2
k+1C
4.
From Lemma 5 we have
∑
k
αk+1‖x¯i,k − xˆk‖ <∞ for all i ∈ V ,
and from Lemma 6 we have
∑
k
αk+1‖s¯i,k − sˆk‖ <∞.
Thus the conditions of Lemma 16 are satisfied and we can conclude that
‖xi,k+1 − x
∗‖ converges for every x∗ ∈ X˜∗ and every i ∈ V , and
∑
k
αk+1
(
f˜(xˆk)− f
∗
)
<∞.
This implies that the sequences {xi,k}, i ∈ V, must converge to a common point
in the set X˜∗
6.1 Extensions
We next discuss two extensions of the problem in (6.1) and generalize the
algorithm in (6.4) to solve these extensions.
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6.1.1 Extension I
Consider the following general distributed optimization problem:
minimize
m∑
j=1
gj
(
m∑
i=1
hi,j(x)
)
subject to x ∈ X, (6.15)
where gj : ℜ → ℜ, X ⊆ ℜ
p, hi,j : X → ℜ for all i, j ∈ V. The functions hi,j,
j ∈ V, are known only to agent i. The functions gj and the set X are globally
known. Note here that the index set for j can be other than V . We prefer to
keep j ∈ V for simplicity of notation.
We can modify (6.4) to solve (6.15) as follows. Let si,k now denote agent i’s
estimate of the vector
[
1
m
∑m
i=1 hi,1(xi,k) . . .
1
m
∑m
i=1 hi,m(xi,k)
]T
. Agent i
recursively generates xi,k+1 and si,k+1 according to the following rules:

 x¯i,k
s¯i,k

 = m∑
j=1
ai,j(k + 1)

 xj,k
sj,k

 ,
xi,k+1 = PX
[
x¯i,k − αk+1
m∑
j=1
g′j (m[s¯i,k]j)∇hi,j (x¯i,k)
]
,
si,k+1 = s¯i,k +


hi,1 (x¯i,k+1)
...
hi,m (x¯i,k+1)

−


hi,1 (x¯i,k)
...
hi,m (x¯i,k)

 . (6.16)
Here [s¯i,k]j denotes the j-th component of the vector s¯i,k. In the (k + 1)-th
iteration, agent i receives xi,k and si,k from its current immediate neighbors and
calculates weighted averages x¯i,k and s¯i,k. The weighted average is then updated
using locally available information (functions gj and hi,j, and the set X) to
85
generate xi,k+1 and si,k+1. The algorithm is initialized with xi,0 ∈ X and
si,0 =


hi,1 (xi,0)
...
hi,m (xi,0)

 .
6.1.2 Extension II
We next consider a generalization of problem (6.15), where the objective
function has the same form but the knowledge about the functions hi,j is
distributed differently. Consider a network of m2 agents indexed by ℓ, where
ℓ ∈W = {1, . . . , m2}. The objective function has the same form as (6.15).
minimize
m∑
j=1
gj
(
m∑
i=1
hm(j−1)+i(x)
)
subject to x ∈ X, (6.17)
where gj : ℜ → ℜ for all j ∈ V, X ⊂ ℜ
p and hℓ : X → ℜ for all ℓ ∈W. The
function hℓ, ℓ ∈W, is known only to agent ℓ. Let j(ℓ) = {j : m(j− 1) < ℓ ≤ mj}.
The function gj is known to agent ℓ if j(ℓ) = j. Essentially, function gj is known
to agents m(j − 1), . . . , mj. The set X is known to all the agents.
We can modify (6.4) to solve (6.17) as follows. Let xℓ,k denote agent ℓ’s
estimate of the optimal point at time k. Let sℓ,k denote agent ℓ’s estimate of the
vector

 1
m
m∑
r=1
hr(xr,k)
1
m
2m∑
r=m+1
hr(xr,k) . . .
1
m
m2∑
r=m(m−1)+1
hr(xr,k)


T
.
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For each ℓ ∈W, agent ℓ recursively generates xℓ,k+1 and sℓ,k+1 as follows:

 x¯ℓ,k
s¯ℓ,k

 = m∑
r=1
aℓ,r(k + 1)

 xr,k
sr,k

 ,
xℓ,k+1 = PX
[
x¯ℓ,k − αk+1g
′
j(ℓ)
(
m[s¯ℓ,k]j(ℓ)
)
∇hℓ (x¯ℓ,k)
]
(6.18)
[sℓ,k+1]j =

 [s¯ℓ,k]j for j 6= j(ℓ)[s¯ℓ,k]j − hℓ(xℓ,k) + hℓ(xℓ,k+1) for j = j(ℓ).
In the (k + 1)-th iteration, agent ℓ receives xj,k and sj,k from its current
immediate neighbors and calculates weighted averages x¯ℓ,k and s¯ℓ,k. The
weighted average is then updated using locally available information (functions
gj(l) and hℓ, and the set X) to generate xℓ,k+1 and sℓ,k+1. The algorithm is
initialized with xi,0 ∈ X and sℓ,0 = hj(ℓ) (xℓ,0) ej(ℓ), where ej(ℓ) is the unit vector
with j(ℓ)-th component equal to 1.
87
CHAPTER 7
APPLICATION: DISTRIBUTED REGRESSION
An important application of distributed stochastic optimization is distributed
regression in sensor networks. Sensor networks are deployed to learn something
about the underlying phenomenon that they sense. A canonical sensor network
learning problem is regression, which involves modeling a response variable as a
function of one or more predictor variables using samples of the response variable
at different levels of the predictor variables. The response variable is viewed as a
random variable and its mean is modeled as a known function of the predictor
variables and an unknown regression parameter. The goal in regression is to
determine the regression parameter value that best explains the observed data.
This is usually done by defining a “goodness of fit” cost criterion and choosing
the parameter value that minimizes the criterion. Thus regression involves
solving an optimization problem in which the objective function is decided by the
observed data and the parameter of optimization is the regression parameter.
In some systems, no sensible causality relationship exists between the response
and the predictor variables. While the model function is physically meaningless,
it might nevertheless provide a good prediction for the response variable. In
other systems, there is a natural causality relationship between the response and
the predictor variable. The model function can be obtained through suitable
approximations and physical laws. The parameter in the model function may
have a physical significance. Thus in these systems the end goal of regression
could be to estimate the parameter of significance and not predict future values
of the response variable at unobserved predictor values.
In regression in sensor networks, different parts of the regression data are
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Figure 7.1: Horizontal/vertical distributed regression data.
collected by different agents in the network. Data in the network is distributed
horizontally when each agent observes complete samples but no agent has access
to all the samples [43]. In contrast, in vertically distributed data each agent has
access only to a subset of the predictor variables’ values in each sample. See
Fig 7.1 for an illustration. Data could be horizontally and vertically distributed.
Based on the manner in which data is distributed, the optimization problem that
specifies the regression parameter is a specific distributed optimization problem.
We next discuss some sensor network applications that can be cast as
regression problems.
• Feature estimation: In feature estimation, the network goal is to
understand some feature of interest about the underlying field. Apriori
information is used to completely describe the feature, except for some
unknown parameters. Physical laws can then be used to map the
parametrized model for the feature to a function for the sensor
measurement. In the regression framework, the response variable is the
sensor measurement and there are no predictor variables. This is an
instance of regression where the end goal is to estimate the parameter.
For example, consider sensors deployed to determine the source of a
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spatio-temporal temperature field. A model for the heat source could be
the set of all point sources with constant intensity. The model is
parametrized by the source location and the constant intensity. The
diffusion equation that governs the propagation of heat can then be used
to map the model for the heat source to a model function for the sensor
measurements. Note that the actual source may have an arbitrary shape
and have an exponentially decreasing intensity. In effect, the goal is to
only determine the best approximation for the source among all point
sources with constant intensity.
• Spatial field reconstruction: Field reconstruction essentially involves
extrapolating the field values measured at the sensor locations to other
locations [44]. In this, the response variable is the sensor measurement and
the predictor variable is the sensor location.
Numerous other sensor network problems like sensor localization and calibration
can be recast as feature estimation problems.
We mathematically describe the regression problem below. Let R be the
response variable and U (i), i ∈ {1, . . . , q}, denote the i-th predictor variable. In
regression the goal is to model
R = f ∗
(
U (1), . . . , U (q)
)
+ noise.
We emphasize that there need not be a causal relation between R and U (i).
Suppose a total of p observation samples are available. The j-th response
sample is denoted by rj and is measured at the value u
(i)
j of the i-th predictor
variable. A model function is first decided and the data points are related as
follows:
rj = g(u
(1)
j , . . . , u
(q)
j ; x) + ǫj(x).
Here g is the regression function and x is the unknown regression parameter that
is to be decided from observed data. The statistics of {ǫj(x)}1≤j≤p are known
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functions of the regression parameter x. We will consider only the following class
of model functions.
Definition 1 IID models: In these models, the errors {ǫj(x)}1≤j≤p are samples
of independent identically distributed (i.i.d.) random variable E(x).
We emphasize that this is not an assumption on the actual data generating
process.
In maximum likelihood estimation, the optimal parameter value is chosen as
the value that minimizes the negative likelihood function.
x∗ = argmin
x∈X
−
1
p
p∑
j=1
LE
(
rj − g
(
u
(1)
j , . . . , u
(q)
j ; x
))
. (7.1)
Here LE is the log likelihood of E(x) in Definition 1. A special case is when
ǫj(x) does not depend on x and is Gaussian with zero mean. This corresponds
to least square regression.
7.1 Horizontal Regression
Consider a network of m agents indexed by j, j ∈ V = {1, . . . , m}. For the sake
of clarity, let the number of data points p equal the number of agents m. When
the data is horizontally distributed, only agent i has access to the i-th sample,
i.e, ri, u
(1)
i , . . . , u
(q)
i . The model definition, i.e., the model function and the
statistics of E(x), is known to all the agents. Observe that problem (7.1) now is
a special case of the problem (2.1) with
fi(x) = −LE
(
ri − g
(
u
(1)
i , . . . , u
(q)
i ; x
))
.
Thus agent i knows function fi completely and the network goal is to minimize
the sum of the functions fi.
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7.2 Sequential Horizontal Regression
There are two regression paradigms: batch regression and sequential regression.
In batch regression, all the data is collected first and the optimization problem
that specifies the optimal parameter values is then solved. In contrast, in
sequential regression the data is collected sequentially. As and when a data
point is collected, the data point is used to update an estimate of the optimal
parameter value and then discarded. There are multiple benefits to sequential
regression. First, data need not be stored and this reduces the memory
requirements. Second, at any time the network has an estimate, possibly coarse,
of the optimal parameter. Since information is discarded continuously, the
trade-off is that we can only obtain an approximation to the optimal parameter
estimate. In a good sequential algorithm, the approximations get increasingly
accurate as more measurements are available and asymptotically the
approximations become exact.
One approach to designing sequential algorithms is to start from the standard
gradient descent algorithm that asymptotically solves the associated
optimization problem. Note that the gradient depends on all the data points. To
make the algorithm sequential, each iteration of the algorithm is synchronized
with one new measurement. At the time of each iteration of the gradient
descent, only the new measurement and possibly a summary of the past
measurements are available. These are now used to approximate the gradient.
Thus, the sequential algorithm can be viewed as the gradient algorithm with
errors in the gradient. Typically, the measurements are modeled as a sample
path of a random process, making the errors stochastic and the algorithm a
stochastic optimization algorithm.
We next mathematically cast the sequential regression problem in a stochastic
optimization framework. Since the properties of sequential algorithms that are
analyzed are asymptotic, consider the case when each agent sequentially collects
infinite data points, i.e., p→∞. Consider a network of m agents and let each
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agent sequentially collect data in every time slot. We denote the k-th response
variable collected by agent i as ri,k at the levels u
(1)
i,k , . . . , u
(q)
i,k . The associate
optimization problem is now
x∗ = argmin
x∈X
lim
p→∞
−
1
p
p∑
k=1
m∑
i=1
LE
(
ri,k − g
(
u
(1)
i,k , . . . , u
(q)
i,k ; x
))
. (7.2)
Suppose we make the following assumption on the actual data generation
process.
Assumption 11 The sequence {(ri,k, u
(1)
i,k , . . . , u
(q)
i,k)}k∈N are independent samples
of (Ri, U
(1)
i , . . . , U
(q)
i ).
Under Assumption 11 the problem in (7.2) reduces to
x∗ = argmin
x∈X
−
m∑
i=1
E
[
LE
(
Ri − g
(
U
(1)
i , . . . , U
(q)
i ; x
))]
.
Observe that the problem now can fit in the distributed stochastic optimization
framework discussed in Section 2.3.1. Agent i sequentially collects samples of
Ri, U
(1)
i , . . . , U
(q)
i and these can be used to obtain the Robbins-Monro
approximation for the gradient.
7.2.1 Simulation study
A diffusion field is a spatio-temporal field that follows the diffusion partial
differential equation. The diffusion equation models diverse physical phenomena
like the conduction of heat, dispersion of plumes in air, dispersion of odors
through a medium and the migration of living organisms. We study the problem
of determining the source of a diffusion field (specifically, temperature field)
generated in a room.
We briefly review the literature on source identification in the diffusion
equation. The point source model is a common model for diffusing sources and
has been extensively used [45–48]. Usually the intensity is assumed to be a
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constant [45, 47, 48] or instantaneous. Localization of sources with time-varying
intensity have been studied in a centralized and non-recursive setting in [49, 50].
These studies consider a deterministic evolution of the leak intensity and use a
continuous observation model. Most papers study the case in which the medium
is infinite or semi-infinite since the diffusion equation has a closed form solution
in that case [45, 47]. An exception is [51] where two-dimensional shaped medium
is considered.
While centralized recursive source localization has received much
interest [45, 47, 50, 52] there are very few papers that discuss a distributed
solution. A recursive and distributed solution to the problem in a Bayesian
setting is discussed in [46]. A related paper is [53] that deals with the problem of
estimating the diffusion coefficient in a distributed and recursive manner. We
are not aware of any prior work that solves the source localization problem using
a distributed and recursive approach in a non-Bayesian setting. We refer the
reader to [46] for a more detailed discussion of the literature.
We consider the case when based on a priori information the model set for the
source can be chosen to be the set of all point sources with constant intensity.
The model is parametrized by the source location x = (x1, x2) and intensity I.
Thus the problem of learning the source simplifies to estimating x and I.
Additionally, it is also known that the warehouse is large, the initial
temperature is a constant throughout the warehouse, and the thermal
conductivity is large and uniform throughout the medium, and known.
To map the model for the source to a model function for the sensor
measurements we will use the diffusion equation. Let C(s, t; x, I) denote the
temperature at a point s at time t when the source is at x and intensity is I. For
the source model set and medium, C(s, t; x, I) can be approximated using the
steady-state value given by [45]
C(s; x, I) =
I
2νπ‖s− x‖
,
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where ν is the diffusion coefficient. If si is the location of the i-th sensor, then
the model set for its k-th measurement is
Rˆi,k(x, I) = C(si; x, I) +Ni,k,
where Ni,k is a zero mean i.i.d. measurement noise. Thus the estimation problem
is a simple nonlinear regression with no measurable inputs.
In the simulation experiments the diffusion coefficient ν = 1. The actual
location of the source is x∗ = (37, 48) and the actual intensity value is 10. A
network of 27 sensors is randomly deployed as shown in Fig 7.2. The initial
iterate value is fixed at (50, 50) for the source location and 5 for the intensity.
The results are plotted in Figs. 7.3 and 7.4. Observe that about 200 iterations
are sufficient to obtain a good estimate of the source location and 1000
iterations to obtain a good estimate of the intensity using the cyclic incremental,
Markov incremental and diffusion algorithms. In addition, we observed that the
convergence speed of the algorithm is affected by the initial point. If the initial
points are taken very far from the actual value then there is convergence to
other stationary points in the problem.
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Figure 7.2: A network of 27 sensors that is deployed to determine the source of
the temperature field.
95
101 102 103 104
35
40
45
50
Iterations
Es
tim
at
e 
of
 x
 c
oo
rd
in
at
e
 
 
Actual value
Cyclic incremental
Markov incremental
Diffusion algorithm
101 102 103 104
46
48
50
52
54
Iterations
Es
tim
at
e 
of
 y
−c
oo
rd
in
at
e
 
 
Actual value
Cyclic incremental
Markov incremental
Diffusion algorithm
Figure 7.3: Estimates of the x and y coordinates generated by the cyclic
incremental, Markov incremental and diffusion gradient algorithms.
7.3 Vertically Distributed Data
Consider a network of m agents indexed by i, i ∈ V. Let the number of predictor
variables q equal the number of agents m. Further, let the regression function
have the following additive form:
g
(
U
(1)
i , . . . , U
(m)
i ; x
)
=
m∑
i=1
Φi
(
x, U (i)
)
, x ∈ X. (7.3)
In this case the optimization problem in (7.1) reduces to
x∗ = argmin
x∈X
−
1
p
p∑
j=1
LE
(
rj −
m∑
i=1
Φi
(
x, U (i)
))
. (7.4)
The data is vertically distributed. Therefore, only agent i has access to the
samples of the i-th predictor random variable. Thus {u
(i)
j }j∈V is known only to
agent i. The response variable samples are available to all the agents. In
distributed regression, the goal is to solve (7.1) in a distributed and local
manner. Observe that problem (7.4) can be seen to be a special case of problem
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Figure 7.4: Estimate of the intensity generated by the cyclic incremental,
Markov incremental and diffusion gradient algorithms.
(6.15) in Chapter 6 by fixing
gj = −LE , hi,j(x) = rj − Φi
(
x, u
(i)
j
)
.
This formulation can be relaxed to the case when there is an (m+ 1)-th agent
that collects the samples of the response variable.
7.4 Horizontally and Vertically Distributed Data
We consider a network of m2 agents. Each agent is indexed by ℓ where
ℓ ∈ S = {1, . . . , m2}. For the sake of clarity, we take the number of predictor
variables q and the number of samples p to equal m. Further, the regression
function has an additive form as in (7.3). When the data is vertically and
horizontally distributed, agent i+m(j − 1) has access to only u
(i)
j and rj .
Observe that problem (7.4) now is a special case of (6.17) in Chapter 6 with
gj = −LE , hm(j−1)+i = rj − Φi
(
x, u
(i)
j
)
.
97
7.5 Extension: Regression with Non i.i.d. Models
In Chapter 7 we have only studied models which are independent and identically
distributed. A natural extension is to consider models which assume a specific
model for the dependence across time. In [54] we have studied the problem of
regression using state space models.
A network of sensors are deployed to sense a spatio-temporal field and infer
parameters of interest about the field. Each agent observes the same underlying
state-space process through an observation matrix that is parametrized by the
same parameter vector. Mathematically,
Φ(k + 1, x) =D(x)Φ(k, x) +W (k + 1, x)
Ri(k + 1, x) =Hi(x)Φ(k + 1, x) + Vi(k + 1, x). (7.5)
Here x is the parameter and is constrained to the set X. The random process
{Φ(k + 1, x)} is the hidden process that is observed through Ri(k + 1, x), which
is the model for the i-th sensor’s k-th observation Further, D and Hi are matrix
functions of appropriate dimensions, and {Wi(k + 1, x)} and {Vi(k + 1, x)} are
sequences of i.i.d. zero mean random sequences that are parametrized by x.
Let ri,k denote the i-th sensor’s k-th measurements. Under the conditional
least-square criterion, the best model is the model that best predicts the future
based on the past values. Let gˆk+1(r
k, x) be the optimal predictor. Here rk
denotes all the past measurements up to and including time k. For the system in
(7.5) the optimal predictor is the Kalman predictor. According to the prediction
error criterion, the estimate is
x∗ = argmin
x∈X
lim
N→∞
1
N
m∑
i=1
N∑
k=1
∥∥ri,k+1 − gˆi,k+1(x, rk)∥∥2 .
Solving this in a centralized and recursive manner has been studied in detail
in [55].
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We are interested in identifying the best model in a distributed manner, i.e.,
the agents should not share their raw data points with each other. Agent i
knows only a part of rk, i.e., rki , and hence cannot calculate gˆi,k+1(x, r
k).
Therefore, it is quite obvious that the agents cannot solve the above
optimization problem in a distributed manner. Therefore, we modify the
criterion slightly and choose the best model which predicts the best value of
ri,k+1 from only r
k
i , i.e., past measurement of only sensor i. Thus we choose
x∗ = argmin
x∈X
m∑
i=1
lim
N→∞
1
N
N∑
k=1
∥∥ri,k+1 − gˆi,k+1(x, rki )∥∥2 . (7.6)
In [54] a distributed and recursive estimation algorithm, called the incremental
recursive prediction error (IRPE) algorithm, is proposed to solve the problem in
(7.6). This algorithm has the distributed property of incremental gradient
algorithms and the on-line property of recursive prediction error algorithms.
The convergence properties of the algorithms are investigated and sufficient
conditions are obtained for convergence.
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CHAPTER 8
APPLICATION: POWER CONTROL IN
CELLULAR SYSTEMS
The multi-access nature of the wireless channel enables multiple transmitters to
communicate with their receivers simultaneously using the same channel. This
presents a classic resource allocation problem. Each transmitter would prefer to
increase its transmission power to improve the signal at its receiver. The higher
the signal power, the higher the interference caused by a transmission at the
other receiver locations. The power control problem is to assign power levels to
the transmissions so that the signal strengths at all the receivers are satisfactory.
We will study the inter-cell uplink power control problem in cellular networks.
In this setting, a mobile user (MU) from each cell communicates with its base
station (BS) on a common channel. The optimal power allocation will depend
on the channel between each MU and each BS. In general, the channel is
estimated at the base station using pilot signals transmitted by the MUs.
Therefore, a BS has information about the channel between the MUs and itself,
but has no information about the channel between the MUs and other BSs.
Thus, distributed power control algorithms in which each BS uses only locally
available information to determine the optimal powers are of interest.
There are different mathematical formulations for the power control problem.
We refer the reader to [56] for an extensive survey and we only summarize some
points of interest. The first formulation that was studied was to minimize the
total power subject to a constraint on the signal to interference and noise ratio
(SINR) at each base station [57]. The power control problem was viewed as a
closed loop control problem and distributed control algorithms were proposed.
In these, each MU iteratively refines its power. In each iteration, all the MUs
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transmit at the current iterate value. The SINR is measured at the BS and is
communicated to the MU. Based on the SINR value the old iterate is refined to
obtain the new iterate. A general framework was later defined in [58] to study
such control theoretic solutions. The second approach is to view the power
control as a game between non-cooperative users [59, 60]. In this, a utility
function is defined for each MU-BS pair that captures their satisfaction as a
function of the SINR at the BS and the power used by the MS. The third
approach is to view the power control problem as an open loop global
optimization problem [61,62].
All the studies mentioned above do not require any message passing between
the MUs and only require communication between each BS and MU. Thus, they
are not just distributed but also autonomous. In this paper, we view the power
control problem as a deterministic convex optimization problem that is to be
solved by the base stations through information sharing with neighbors. As we
will see, the optimization problem has a special structure where the objective
function can be written as the sum of convex functions, each of which is
completely known to a BS. Thus the power control problem is a special case of
the distributed optimization problem studied in [9, 39, 41]. These algorithms will
require the BSs to iteratively exchange information with their immediate
neighbors to solve this optimization problem. Since the base stations are
connected through a wired backbone this communication overhead may not be
an issue. Once the optimal power value (or, a sufficiently good approximation) is
determined each BS communicates the optimal power value to the MU in its
cell. Thus these algorithms are non-autonomous as the base stations collaborate
in solving the problem.
8.1 Problem Formulation
We will consider a finite cellular network. There are m mobile users (MU) in
neighboring cells communicating with their respective base station using a
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common wireless channel. Any other interfering source is treated as noise. Some
of the MUs may be communicating with the same physical base station (BS).
However, we will find it convenient to assign a unique index to each MU’s
receiver. Specifically, we use BS i to denote the base station with which MU i
communicates.
We assume that the channel is static and the number of users do not change
over the time scales studied in this paper. We denote the channel coefficient
between MU j and BS i by hi,j. It includes both the effects of large scale and
small scale variations. We will assume that BS i has a good estimate of hi,j, for
all j. MUs that are in cells that are not immediate neighbors cause negligible
interference. Therefore, they can be taken to be 0. For MUs in cell i and in the
immediate neighborhood, BS i can estimate the channel coefficient from pilot
signals that are sent by the mobiles.
Let pi denote the power used by MU i and σ
2
i be the receiver noise variance.
Define p¯ to be the vector with the j-th component equal to pj , and h¯i to be the
vector with the j-th component equal to h¯i,j. The total received SINR at BS i is
given by
γi
(
p¯, h¯i
)
=
pih
2
i,i
σ2i +
∑
j 6=i pjh
2
i,j
.
Let Ui denote the utility function that captures the satisfaction of BS i as a
function of its received SINR.1 Depending on the nature of traffic (voice,
multimedia or data) between MU i and BS i, the form of the function Ui could
be different. The power control problem is to operate at the optimal point on
the utility versus power curve. Formally, we have the following optimization
1Typically, Ui is assumed to be an increasing function of the SINR.
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problem:
max
p¯
∑
i
Ui
(
γi
(
p¯, h¯i
))
−
∑
i
V (pi)
subject to 0 ≤ pi ≤ pt, ∀i. (8.1)
Here V is convex and increasing, and captures the cost of the power and pt is a
threshold on the maximum power that a MU can use.
In general there are no closed form solutions for the optimization problem in
(8.1) and iterative algorithms have been used. When the problem is non-convex,
the iterative algorithms may converge to a local maximum, rather than a global
maximum. To avoid this, we impose additional restrictions on the utility
functions Ui resulting in convex problem (8.1). These functions have the
following property:
−
xU ′′i (x)
U ′i(x)
≥ 1, ∀x ∈ Xi,
where Xi is some convex constraint set (see page 53 of [56]). We will focus on
the case when the function Ui(x) = log(x), although nothing prevents the
algorithms developed in this paper from being used for other utility functions
such as the α-fair utility [56]. There is a natural motivation for the log utility
function. First, it is the standard proportional fairness function used in
literature [61, 63]. Second, a common choice for a mobile user utility function is
the channel throughput achieved by the user. For each mobile user i, the
throughput of the user is modeled as (see [64, 65])
Ti(p¯) = log(1 + ηγi(p¯)),
where η is a constant determined by the modulation scheme that is used. The
expression for Ti(p¯) is a very good approximation for both additive white
Gaussian channels and Rayleigh fading environments. When η = 1 this is also
Shanon’s capacity. As such the throughput is a non-convex function of the
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powers. A commonly used technique to deal with the non-convexity [64–66] is to
approximate
Ti(p¯) ≈ log(ηγi(p¯)).
This approximation is valid in the high SINR regime. In summary, the problem
that is of interest is
max
p¯
∑
i
[
log
(
pih
2
i,i
σ2i +
∑
j 6=i pjh
2
i,j
)
− V (pi)
]
subject to 0 ≤ pi ≤ pt, ∀i. (8.2)
Using the substitution pi = e
xi in (8.2) we can rewrite the optimization problem
as
min
x
m∑
i=1
[
log
(
σ2i h
−2
i,i e
−xi +
∑
j 6=i
h−2i,i h
2
j,ie
xj−xi
)
+ V (exi)
]
subject to x ∈ X. (8.3)
Here x is the vector with the i-th component equal to xi and X is the set
{x : xi ≤ log(pt) ∀i}. The constraint set X is convex. Furthermore, since the log
of a sum of exponentials is convex, the objective function is convex. Thus the
problem in (8.3) is a convex optimization problem. Define
fi(x; h¯i) = log
(
σ2i h
−1
i,i e
−xi +
∑
j 6=i
h−1i,i hj,ie
xj−xi
)
+ V (exi).
Then, the problem in (8.3) can be written as
min
x
m∑
i=1
fi(x; h¯i)
subject to x ∈ X. (8.4)
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Our assumption that the channel coefficients hi,j between users j and base
station i are known only to base station i translates to the function fi(x; h¯i)
being known only to base station i. Therefore, the problem in (8.3) has to be
solved in a distributed manner by the base stations, which communicate locally
over the wired backbone that connects them.
The problem in (8.4) is a special case of a general distributed optimization
problem studied in [9, 18, 39], which has the form
minimize
m∑
i=1
fi(x)
subject to x ∈ X. (8.5)
Since the channel conditions may change, the algorithm that takes the least time
to converge should be used. One can expect the parallel distributed algorithm to
converge the fastest since parts of the algorithm run simultaneously at every
agent.
8.2 Simulation Results
We consider a cellular network of 25 square cells. Each cell is of dimensions
10× 10. Within each cell, the MU is randomly located and the base station is at
the center of the cell. The network is shown in Fig. 8.1. The channel coefficient
is assumed to decay as the fourth power of the distance between the transmitter
and receiver. The shadow fading is assumed to be lognormal with variance 0.1.
The receiver noise variance is taken to be 0.01. The cost of the power is modeled
as V (pi) = 10
−3pi. The stepsize is taken to be αk =
10
ns(k)
, where ni is the number
of times agent i receives the iterates in the incremental gradient projection
algorithms. For the consensus gradient projection algorithm the stepsize is taken
to be αk =
7
k0.7
. First, observe from Fig. 8.2 that the algorithm chooses power
values that are close to the optimal powers. Next, observe from Figs. 8.3, 8.4
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and 8.5 that a good estimate is obtained after about 30 iterations of the cyclical
incremental algorithm, 1500 iterations of the Markov algorithm and 500
iterations of the parallel algorithm. One can expect a similar behavior when the
cells are hexagonal and the the channel coefficient decays differently with
distance.
0 10 20 30 40 500
10
20
30
40
50
Figure 8.1: The circles denote the base stations. The dotted lines denote the
noiseless communication links between adjacent BSs. The cross denotes the
MUs. The thick lines connect each MU to its respective base station.
8.3 Discussion
An important criterion that decides the effectiveness of distributed power
control algorithms is the time to convergence. If the time to convergence is slow,
the channel and the number of users may change by the time the optimal power
is determined. The autonomous algorithms discussed earlier require each MU in
each iteration to transmit a signal with power equal to the current iterate value.
In addition, there is feedback from the BS to the MU. In contrast, the
non-autonomous approach proposed here only requires communication between
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Figure 8.2: The final iterate values after after 2500 iterations of the parallel
distributed algorithm.
neighboring base stations over wired links. Thus, the non-autonomous
algorithms may potentially converge faster.
While we consider only the uplink of the wireless cellular networks, the
algorithm and the discussion can be extended to the downlink channel. More
generally, the non-autonomous algorithms proposed here can be used whenever
communication between the receivers is cheaper than communication between
the receiver and the transmitter. This would be the case in ad hoc wireless
networks when the receivers are physically close to each other.
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Figure 8.3: The iterate sequence generated at a randomly chosen agent in the
incremental algorithm. Only a few components of the parameter vector x are
plotted.
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Figure 8.4: The iterate sequence generated at a randomly chosen agent in the
Markov incremental algorithm. Only a few components of the parameter vector
x are plotted.
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Figure 8.5: The iterate sequence generated at a randomly chosen agent in the
parallel distributed algorithm. Only a few components of the parameter vector x
are plotted.
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CHAPTER 9
FUTURE WORK
In this chapter we outline some broad directions for future research.
9.1 Higher-Order Optimization Algorithms
For the purpose of this section we assume that there are no stochastic errors and
the set X is ℜn. All the algorithms that have been proposed in this thesis are
first order algorithms. They only use gradient information and try to
approximate the standard gradient descent algorithm. Thus they essentially are
different distributed and local approximations to
xk+1 = xk − αk∇f(xk),
where αk is a fixed scalar sequence. First order optimization algorithms, while
conceptually simple, are not efficient in terms of convergence speed. Therefore,
one way to develop faster algorithms is to use higher order information.
The key ingredient in the development of higher order algorithms will be
distributed consensus average tracking. Implicit in the development of (6.2) is
an algorithm to track the network-wide average of a statistic that changes with
time. This problem has been studied in detail in [42] as consensus filters. We
briefly describe it. Mathematically the problem is formulated as follows. Let
agent i observe φi,k at time k. The network goal at time k is to evaluate
φ¯k =
1
m
m∑
i=1
φi,k, (9.1)
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or at least a good approximation to φ¯k. We propose the following algorithm:
χˆi,k+1 =
∑
j∈Ni(k+1)
ai,j(k + 1)χi,k, (9.2)
χi,k+1 = χˆi,k+1 + φi,k+1 − φi,k. (9.3)
At time k agent i exchanges χi,k with its immediate neighbor and then obtains a
weighted average. This step is identical to the the standard distributed
averaging step. Since the target value changes across time, agent i compensates
for the change by adding an additional innovations term φi,k+1 − φi,k in (9.3).
The following result proves that the agents asymptotically track the average.
Theorem 15 Let Assumptions 5 and 10 hold. Let the sequence {φi,k}k∈N satisfy
‖φi,k − φj,k‖ ≤ Dαk,
where {αk} is a non-negative sequence and D is a positive scalar. If αk → 0 then
for all i ∈ V,
∥∥χi,k − φ¯k∥∥ converges to 0. Further, if ∑k α2k <∞ then∑
k αk‖χ¯i,k − φˆk‖ <∞ for all i ∈ V.
An immediate application for this is in change detection in sensor networks. In
this context, θi,k is the log likelihood of all the observations made at agent i till
time k and θ¯k is the log likelihood of all the observations made at all the agents
till time k. Thus ‖θk+1 − θk‖ diminishes with time.
We next use the idea of distributed average tracking to develop higher order
optimization algorithms. We illustrate the idea with the steepest descent but
the discussion can be extended to other higher order algorithms. The centralized
steepest descent algorithm would be
xk+1 = xk − αk∇f(xk),
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where
αk = argmin
γ>0
f(xk − γ∇f(xk)).
To make this distributed and local, the computation of ∇f(xk) and the step-size
αk have to be distributed and local. The three algorithms discussed in this
thesis provide an approach to approximate ∇f(xk) in a distributed and local
manner. The challenge is now in evaluating the stepsize αk in a distributed
manner. Close to the optimal value the stepsize αk will change “slowly.” Thus
the network will essentially need to track the sequence {αk} that is slowly
changing. This step can possibly be done using the distributed average tracking
algorithm that we discussed earlier.
9.2 Saddle Point Problems
An interesting research direction is to extend the distributed optimization
framework to solve saddle point problems. Let X and Y be closed and convex
sets in ℜn and ℜs, and let Q : X ×M → R be a convex-concave function. The
goal in a saddle point problem is to determine a (x∗, y∗) ∈ X × Y such that for
every x ∈ X and y ∈ Y
Q(x∗, y) ≤ Q(x∗, y∗) ≤ Q(x, y∗).
Equivalently the goal is
max
y∈Y
min
x∈X
Q(x, y). (9.4)
Next let us consider a distributed version of the saddle point problem. The goal
is
max
y∈Y
min
x∈X
m∑
i=1
Qi(x, y). (9.5)
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The problem is distributed because the function Qi(x, y) is known only to agent
i. We propose the following distributed, local and parallel algorithm to solve
(9.5):

 x¯i,k
y¯i,k

 = m∑
j=1
ai,j(k + 1)

 xj,k
yj,k


xi,k+1 = PX [x¯i,k − αk+1∇xQi(x¯k, y¯k)]
yi,k+1 = PX [y¯i,k + αk+1∇yQ(x¯k, y¯k)] .
Here ∇x and ∇y denote gradient with respect to x and y, respectively. This
algorithm is essentially a distributed version of the subgradient saddle point
algorithm studied in [67]. Other distributed versions like the cyclic and Markov
incremental algorithms can also be proposed.
An application of saddle point problems is in robust regression. Let us
consider the regression problem in (7.1).
x∗ = argmin
x∈X
−
1
p
p∑
j=1
LE
(
rj − g
(
u
(1)
j , . . . , u
(q)
j ; x
))
.
The log likelihood LE is the log likelihood of E, which is essentially the
modeling error term defined in Definition 1. In most cases the statistics of E are
not accurately known and there are some uncertainties. We can model this
uncertainty with an additional parameter y in the log likelihood which can take
values in a set Y and minimize the worst case criterion as follows:
x∗ = argmin
x∈X
max
y∈Y
−
1
p
p∑
j=1
LE
(
rj − g
(
u
(1)
j , . . . , u
(q)
j ; x
)
; y
)
. (9.6)
Another important problem that can be cast as the saddle point problem in
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(9.5) is the following constrained optimization problem:
minimize
m∑
i=1
fi(x) (9.7)
subject to
m∑
i=1
gi(x) ≤ 0 (9.8)
x ∈ X. (9.9)
The details of the connection between the above problem and the problem in
(9.5) are available in [67]. We expect this problem to have numerous
applications in rate control in wireless networks.
9.3 Distributed Kalman Filtering
Consider the following distributed filtering problem:
Φk+1 =DΦk +Wk+1
Ri,k+1 =HiΦk+1 + Vi,k+1.
Here {Φk} is an underlying random process that each agent in the network is
interested in tracking. Agent i observes Φk+1 through an observation matrix Hi
and the observation is further corrupted by measurement noise Vi,k+1. The
processes {Vi,k+1}k∈N are i.i.d. random processes and are also independent across
agents and with {Wk+1}k∈N. The matrix Hi and the statistics of Vi,k+1 are known
only to agent i. The matrix D and the statistics of {Wk+1} are globally known.
Agent i can track {Φk+1} only using its observation sequence {ri,k+1}k∈N
through a standard Kalman filter. However, one would expect that by
collaborating with other agents, agent i can potentially track {Φk+1} better.
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Consider the following algorithm:
Φˆi,k+1(0) = DΦˆi,k(q) + Li
(
ri,k −HiΦˆi,k(q)
)
(9.10)
Φˆi,k+1(ℓ+ 1) =
m∑
j=1
ai,j(k + 1)Φˆi,k+1(ℓ) for 0 ≤ ℓ ≤ q − 1. (9.11)
The algorithm can be understood as follows. The first step, i.e., (9.10), is an
innovation step where new information ri,k is used to generate an estimate of
Φk+1 by agent i. In the second step, the agents perform q rounds of consensus to
obtain the final estimate Φˆi,k+1(q).
In [68] it is shown that if q →∞ then there is a choice of Li (as a specific
function of Hi, D, and statistics of Vi,k+1 and Wk+1) such that the estimate
Φˆj,k+1(q) converges to the optimal centralized Kalman filter estimate when all
the information is available at a single location. In this regime as q →∞ the
rate of convergence is determined by the consensus step. The best choices for
the weights in this case are essentially the ones that speed up the consensus [69].
Typically communication is very expensive and therefore performing a large
number of consensus steps between every iteration of the filter is not feasible.
Therefore, q is usually a small number. In this case, it is not clear what the
choice of Li should be or how the weights should be chosen. Different
formulations of this problem are studied in [70–72]. While [71, 72] propose
heuristics, [70] provide some interesting optimality results when there is small
process noise or small observation noise. However, the results are asymptotic
and only provide partial answers to the question of choosing the optimal Li and
weights. A simpler non-trivial problem would be to determine an Li and weights
that guarantee tracking performance, which is better than when the agents do
not collaborate. Thus there are some fundamental questions to be answered.
One possible approach to determine the optimal weights for fixed gains could
be a learning approach, in which the agents start with uniform weights. At time
k− the latest estimate of the state Φk at agent j that is with a neighbor i is
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Φˆj,k(q − 1). The idea is for agent i to essentially use ri,k −HiΦˆj,k(q − 1) as a
measure of the goodness for the information it receives from its neighbor j.
Intuitively, suppose ri,k −HiΦˆj,k(q − 1) is significantly less than ri,k −HiΦˆℓ,k(r);
then agent i could increase ai,j(k + 1) and decrease ai,ℓ(k + 1). The goal is to
develop a trust-update rule that the agents follow, which improves the final
estimate of xk at agent i with k. Effectively the algorithm in (9.11) would have
an additional equation
ai,j(k + 1) = PA
[
ai,j(k) +Ki
(
ri,k −HiΦˆj,k(q − 1)
)]
where Ki are gains and A is the set
A =
{
ai,j ≥ 0 :
m∑
j=1
ai,j = 1
}
.
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APPENDIX A
BASIC RESULTS
A.1 Euclidean Norm Inequalities
For any vectors v1, . . . , vM ∈ ℜ
n, we have
M∑
i=1
∥∥∥∥∥vi − 1M
M∑
j=1
vj
∥∥∥∥∥
2
≤
M∑
i=1
‖vi − x‖
2 for any x ∈ ℜn. (A.1)
The preceding relation states that the average of a finite set of vectors minimizes
the sum of distances between each vector and any vector in ℜn, which can be
verified using the first-order optimality conditions.
Both the Euclidean norm and its square are convex functions, i.e., for any
vectors v1, . . . , vM ∈ ℜ
n and non-negative scalars β1, . . . , βM such that∑M
i=1 βi = 1, we have
∥∥∥∥∥
M∑
i=1
βivi
∥∥∥∥∥ ≤
M∑
i=1
βi‖vi‖, (A.2)
∥∥∥∥∥
M∑
i=1
βivi
∥∥∥∥∥
2
≤
M∑
i=1
βi‖vi‖
2. (A.3)
The following inequality is the well-known1 non-expansive property of the
Euclidean projection onto a nonempty, closed and convex set X,
‖PX [x]− PX [y]‖ ≤ ‖x− y‖ for all x, y ∈ ℜ
n. (A.4)
1See for example [7], Proposition 2.2.1.
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A.2 Scalar Sequences
For a scalar β and a scalar sequence {γk}, we consider the “convolution”
sequence
∑k
ℓ=0 β
k−ℓγℓ = β
kγ0 + β
k−1γ1 + · · ·+ βγk−1 + γk. We have the following
result.
Lemma 7 Let {γk} be a scalar sequence.
(a) If limk→∞ γk = γ and 0 < β < 1, then limk→∞
∑k
ℓ=0 β
k−ℓγℓ =
γ
1−β
.
(b) If γk ≥ 0 for all k,
∑
k γk <∞ and 0 < β < 1, then∑∞
k=0
(∑k
ℓ=0 β
k−ℓγℓ
)
< ∞.
(c) If limsupk→∞ γk = γ and {ζk} is a positive scalar sequence with∑∞
k=1 ζk = ∞, then limsupK→∞
PK
k=0 γkζkPK
k=0 ζk
≤ γ. In addition, if
liminfk→∞ γk = γ, then limK→∞
PK
k=0 γkζkPK
k=0 ζk
= γ.
Proof (a) Let ǫ > 0 be arbitrary. Since γk → γ and for all k, there is an index
K such that |γk − γ| ≤ ǫ for all k ≥ K. For all k ≥ K + 1, we have
k∑
ℓ=0
βk−ℓγℓ =
K∑
ℓ=0
βk−ℓγℓ +
k∑
ℓ=K+1
βk−ℓγℓ ≤ max
0≤t≤K
γt
K∑
ℓ=0
βk−ℓ + (γ + ǫ)
k∑
ℓ=K+1
βk−ℓ.
Since
∑k
ℓ=K+1 β
k−ℓ ≤ 1
1−β
and
K∑
ℓ=0
βk−ℓ = βk + · · ·+ βk−K = βk−K(1 + · · ·+ βK) ≤
βk−K
1− β
,
it follows that for all k ≥ K + 1,
k∑
ℓ=0
βk−ℓγℓ ≤
(
max
0≤t≤K
γt
)
βk−K
1− β
+
γ + ǫ
1− β
.
Therefore,
limsup
k→∞
k∑
ℓ=0
βk−ℓγℓ ≤
γ + ǫ
1− β
.
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Since ǫ is arbitrary, we conclude that limsupk→∞
∑k
ℓ=0 β
k−ℓγℓ ≤
γ
1−β
.
Similarly, we have
k∑
ℓ=0
βk−ℓγℓ ≥ min
0≤t≤K
γt
K∑
ℓ=0
βk−ℓ + (γ − ǫ)
k∑
ℓ=K+1
βk−ℓ.
Thus,
liminf
k→∞
k∑
ℓ=0
βk−ℓγℓ ≥ liminf
k→∞
(
min
0≤t≤K
γt
K∑
ℓ=0
βk−ℓ + (γ − ǫ)
k∑
ℓ=K+1
βk−ℓ
)
.
Since
∑K
ℓ=0 β
k−ℓ ≥ βk−K and
∑k
ℓ=K+1 β
k−ℓ =
∑k−(K+1)
s=0 β
s, which tends to
1/(1− β) as k →∞, it follows that
liminf
k→∞
k∑
ℓ=0
βk−ℓγℓ ≥
(
min
0≤t≤K
γt
)
lim
k→∞
βk−K + (γ − ǫ) lim
k→∞
k−(K+1)∑
s=0
βs =
γ − ǫ
1− β
.
Since ǫ is arbitrary, we have liminfk→∞
∑k
ℓ=0 β
k−ℓγℓ ≥
γ
1−β
. This and the relation
limsupk→∞
∑k
ℓ=0 β
k−ℓγℓ ≤
γ
1−β
, imply
lim
k→∞
k∑
ℓ=0
βk−ℓγℓ =
γ
1− β
.
(b) Let
∑∞
k=0 γk <∞. For any integer M ≥ 1, we have
M∑
k=0
(
k∑
ℓ=0
βk−ℓγℓ
)
=
M∑
ℓ=0
γℓ
M−ℓ∑
t=0
βt ≤
M∑
ℓ=0
γℓ
1
1− β
,
implying that
∞∑
k=0
(
k∑
ℓ=0
βk−ℓγℓ
)
≤
1
1− β
∞∑
ℓ=0
γℓ <∞.
(c) Since limsupk→∞ γk = γ, for every ǫ > 0 there is a large enough K such that
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γk ≤ γ + ǫ for all k ≥ K. Thus, for any M > K,
∑M
k=0 γkζk∑M
k=0 ζk
=
∑K
k=0 γkζk∑M
k=0 ζk
+
∑M
k=K+1 γkζk∑M
k=0 ζk
≤
∑K
k=0 γkζk∑M
k=0 ζk
+ (γ + ǫ)
∑M
k=K+1 ζk∑M
k=0 ζk
.
By letting M →∞ and using
∑
k ζk =∞, we see that
limsupM→∞
PM
k=0 γkζkPM
k=0 ζk
≤ γ + ǫ, and since ǫ is arbitrary, the result for the limit
superior follows.
Analogously, if liminfk→∞ γk = γ, then for every ǫ > 0 there is a large enough
K such that γk ≥ γ − ǫ for all k ≥ K. Thus, for any M > K,
∑M
k=0 γkζk∑M
k=0 ζk
=
∑K
k=0 γkζk∑M
k=0 ζk
+
∑M
k=K+1 γkζk∑M
k=0 ζk
≥
∑K
k=0 γkζk∑M
k=0 ζk
+ (γ − ǫ)
∑M
k=K+1 ζk∑M
k=0 ζk
.
Letting M →∞ and using
∑
k ζk =∞, we obtain liminfM→∞
PM
k=0 γkζkPM
k=0 ζk
≥ γ − ǫ.
Since ǫ > 0 is arbitrary, we have liminfM→∞
PM
k=0 γkζkPM
k=0 ζk
≥ γ. This relation and the
relation for the limit superior yield limM→∞
PM
k=0 γkζkPM
k=0 ζk
= γ when γk → γ.
A.3 Matrix Convergence
Let A(k) be the matrix with (i, j)-th entry equal to ai,j(k). As a consequence of
Assumptions 10a, 10b and 10d, the matrix A(k) is doubly stochastic2. Define,
for all k, s with k ≥ s,
Φ(k, s) = A(k)A(k − 1) · · ·A(s+ 1). (A.5)
We next state a result from [27] (Corollary 1) on the convergence properties of
the matrix Φ(k, s). Let [Φ(k, s)]i,j denote the (i, j)-th entry of the matrix
Φ(k, s), and let e ∈ ℜm be the column vector with all entries equal to 1.
Lemma 8 Let Assumptions 5 and 10 hold. Then
1. limk→∞Φ(k, s) =
1
m
eeT for all s.
2The sum of its entries in every row and in every column is equal to 1.
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2. Further, the convergence is geometric and the rate of convergence is given
by
∣∣∣∣[Φ(k, s)]i,j − 1m
∣∣∣∣ ≤ θβk−s,
where
θ =
(
1−
η
4m2
)−2
β =
(
1−
η
4m2
) 1
Q
.
A.4 Stochastic Convergence
We next state some results that deal with the convergence of a sequence of
random vectors. The first result is the well known Fatou’s lemma [40].
Lemma 9 Let {Xi} be a sequence of non-negative random variables. Then
E
[
liminf
n→∞
Xn
]
≤ liminf
n→∞
E[Xn] .
The next result is due to Robbins and Siegmund (Lemma 11,
Chapter 2.2, [12]).
Theorem 16 Let {Bk}, {Dk}, and {Hk} be non-negative random sequences and
let {ζk} be a deterministic non-negative scalar sequence. Let Gk be the σ−algebra
generated by B1, . . . , Bk, D1, . . . , Dk, H1, . . . , Hk. Suppose that
∑
k ζk <∞,
E[Bk+1 | Gk] ≤ (1 + ζk)Bk −Dk +Hk for all k, (A.6)
and
∑
kHk <∞ with probability 1. Then, the sequence {Bk} converges to a
non-negative random variable and
∑
kDk <∞ with probability 1, and in mean.
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A.5 Distributed Consensus and Averaging
We briefly review the distributed averaging algorithm. See [73] for a recent
survey. In the distributed averaging problem, agent i has the value θi. The goal
in distributed averaging is for the agents to learn θˆ = 1
m
∑m
i=0 θi in a distributed
and local manner. We will refer to θˆ as the target and θi as agent i’s start value.
Distributed averaging is usually achieved iteratively through a sequence of
consensus steps. In each step, each agent evaluates the new iterate as a weighted
average of its current iterate and the current iterates of its neighbors. The initial
value of the iterate at agent i is its start value θi. Formally, if {θi,k} denotes the
sequence of estimates for the target generated by agent i, then
θi,k+1 =
∑
j∈Ni(k+1)
ai,j(k + 1)θj,k, θi(0) = θi. (A.7)
Under Assumptions 5 and 10 it can be shown that limk→∞ θi,k = θˆ for all i ∈ V .
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