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BOOLEAN NESTED CANALIZING FUNCTIONS: A
COMPREHENSIVE ANALYSIS
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Abstract. Boolean network models of molecular regulatory networks
have been used successfully in computational systems biology. The
Boolean functions that appear in published models tend to have spe-
cial properties, in particular the property of being nested canalizing,
a concept inspired by the concept of canalization in evolutionary biol-
ogy. It has been shown that networks comprised of nested canalizing
functions have dynamic properties that make them suitable for mod-
eling molecular regulatory networks, namely a small number of (large)
attractors, as well as relatively short limit cycles.
This paper contains a detailed analysis of this class of functions, based
on a novel normal form as polynomial functions over the Boolean field.
The concept of layer is introduced that stratifies variables into different
classes depending on their level of dominance. Using this layer concept
a closed form formula is derived for the number of nested canalizing
functions with a given number of variables. Additional metrics consid-
ered include Hamming weight, the activity number of any variable, and
the average sensitivity of the function. It is also shown that the average
sensitivity of any nested canalizing function is between 0 and 2. This
provides a rationale for why nested canalizing functions are stable, since
a random Boolean function in n variables has average sensitivity n
2
. The
paper also contains experimental evidence that the layer number is an
important factor in network stability.
1. Introduction
Canalizing Boolean functions were introduced by S. Kauffman and collab-
orators [20] as appropriate rules in Boolean network models of gene regula-
tory networks. More recently, a subclass of these functions, so-called nested
canalizing functions (NCF) was introduced [21] and studied from the point
of view of stability properties of network dynamics. A multi-state version
of such functions has been introduced in [33, 34], where it was shown that
networks whose dynamics are controlled by nested canalizing functions have
similar stability properties, namely large attractor basins and short limit
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cycles. An analysis of published models, both Boolean and multi-state, of
molecular regulatory networks revealed that the large majority of regula-
tory rules in them is canalizing, with most of these in fact nested canalizing
[14, 22, 35, 33]. Thus, nested canalizing rules and the properties of net-
works governed by them are important to study because of their relevance
in systems biology. Furthermore, they are also important in computational
science. In [16] it was shown that the class of nested canalizing Boolean func-
tions is identical to the class of so-called unate cascade Boolean functions,
which has been studied extensively in engineering and computer science. It
was shown, for instance, in [8] that this class has the property that it corre-
sponds exactly to the class of Boolean functions with corresponding binary
decision diagrams of shortest average path length. Thus, a more detailed
mathematical study of nested canalizing functions might have applications
to problems in engineering as well.
In this paper, we carry out such a detailed study for the case of Boolean
nested canalizing functions, obtaining a more explicit characterization than
the one obtained in [17]. We introduce a new concept, the layer number,
leading to a finer classification and, in particular, an explicit formula for the
number of nested canalizing functions. This provides a closed form solution
to the recursive formula derived in [17], which may be of independent math-
ematical interest. We also study standard properties of Boolean functions,
such as variable activity and average sensitivity. In particular, we obtain
a formula for the average sensitivity of a nested canalizing function with n
variables, and show that, for all n, it lies between n
2n−1
as a lower bound and
2 as upper bound, which is much smaller than n2 , the average sensitivity
of a random Boolean function in n variables. This can be interpreted as
providing a theoretical justification for why Boolean networks with nested
canalizing rules are stable. We also find a formula for the Hamming weight
(the number of 1’s in its truth table) of a nested canalizing function. Finally,
we conjecture that a nested canalizing function with n variables has maxi-
mal average sensitivity if it has the maximal layer number n− 1. Based on
this result, we conjecture the tight upper bound 43 for this value. The paper
is organized as follows. We first review existing results on nested canaliz-
ing functions and networks, after which we introduce some definitions and
notation. The subsequent sections contain the main results of the paper.
2. Background
In [32] it was shown that the dynamics of a Boolean network which op-
erates according to canalizing rules is robust with regard to small pertur-
bations. In [19], an exact formula was derived for the number of Boolean
canalizing functions. In [30], the definition of canalizing functions was gen-
eralized to any finite field Fq, where q is a power of a prime. Both exact
formulas and asymptotic values for the number of generalized canalizing
functions were obtained.
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One important characteristic of (nested) canalizing functions is that they
exhibit a stabilizing effect on the dynamics of a Boolean network. That
is, small perturbations of an initial state do not grow larger over time and
eventually end up in the same attractor as the initial state. This stability
is typically measured using so-called Derrida plots which monitor the Ham-
ming distance between a random initial state and its perturbed state as both
evolve over time. If the Hamming distance decreases over time, the system
is considered stable. The slope of the Derrida curve is used as a numerical
measure of stability. Roughly speaking, the phase space of a stable system
has few components and the limit cycle of each component is short.
In [22], the authors studied the dynamics of nested canalizing Boolean
networks over a variety of dependency graphs. That is, for a given random
graph on n nodes, where the in-degree of each node is chosen at random
between 0 and k, for k ≤ n, a nested canalizing function is assigned to
each node in the in-degree variables of that node. The dynamics of these
networks was then analyzed and the stability measured using Derrida plots.
It was shown there that nested canalizing networks are remarkably stable
regardless of the in-degree distribution and that the stability increases as
the average number of inputs of each node increases.
Most published molecular networks are given in the form of a wiring di-
agram, or dependency graph, constructed from experiments and prior pub-
lished knowledge. However, for most of the molecular species in the network,
little knowledge, if any, could be deduced about their regulatory rules, for
instance in the gene transcription networks in yeast [15] and E. Coli [3].
Each one of these networks contains more than 1000 genes. Kauffman et. al
[21] investigated the effect of the topology of a sub-network of the yeast tran-
scriptional network where many of the transcriptional rules are not known.
They generated ensembles of different models where all models have the
same dependency graph. Their heuristic results imply that the dynamics
of those models which used only nested canalizing functions were far more
stable than the randomly generated models. Since it is already established
that the yeast transcriptional network is stable, this suggests that the un-
known interaction rules are very likely nested canalizing functions. Recently,
a transcriptional network of yeast, with 3459 genes as well as the transcrip-
tional networks of E. Coli (1481 genes) and B. subtillis (840 genes) have
been analyzed in a similar fashion, with similar findings [2].
The notion of sensitivity was introduced in [12]. The sensitivity of a
Boolean function of a variable x is defined as the number of Hamming neigh-
bors of x on which the function value is different from that on x. The average
sensitivity of the function is then computed by taking the average value of
the sensitivities of the function on all possible input values x. Although the
definition is straightforward, the sensitivity measure is understood only for
a few classes of functions. In [39], asymptotic formulas for a random mono-
tone Boolean function are derived. Recently, S. Zhang [45] found a formula
for the average sensitivity of any monotone Boolean function, and derived a
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tight bound. In [40], I. Shmulevich and S. A. Kauffman obtained the average
sensitivity of Boolean functions with only one canalizing variable. In [27],
Layne et al. studied network stability of partially canalizing functions using
the average sensitivity of such functions.
3. Definitions and Notation
To set the stage for this paper and for the sake of completeness we restate
some well-known definitions; see, e.g., [21]. Let F = F2 be the field with 2
elements, and let f : Fn → F. It is well known [31] that f can be expressed
as a polynomial, called the algebraic normal form (ANF) of f :
f(x1, . . . , xn) =
⊕
0≤ki≤1,
i=1,...,n
ak1...knx1
k1 · · · xn
kn ,
where each coefficient ak1...kn ∈ F. The number k1 + k2 + · · · + kn is the
multivariate degree of the term ak1k2...knx1
k1x2
k2 · · · xn
kn for each nonzero
coefficient ak1k2...kn . The greatest degree of all the terms of f is called its
algebraic degree, denoted by deg(f). The symbol ⊕ stands for addition mod-
ulo 2, whereas the symbol + will be reserved for addition of real numbers.
First we need a technical definition.
Definition 3.1. The function f(x1, x2, . . . , xn) is essential in the variable
xi if there exist x
∗
1, . . . , x
∗
i−1 , x
∗
i+1, . . . , x
∗
n ∈ F such that
f(x∗1, . . . , x
∗
i−1, 0, x
∗
i+1, . . . , x
∗
n) 6= f(x
∗
1, . . . , x
∗
i−1, 1, x
∗
i+1, . . . , x
∗
n).
The next two definitions state the requirements for Boolean functions to
be canalizing, respectively nested canalizing. The concept of canalization in
gene regulation goes back to work of the geneticist C. Waddington in the
1940s [43], who developed it as a possible answer to the question of why
the outcome of embryonal development leads to predictable phenotypes in
the face of widely varying environmental conditions. Canalized traits of an
organisms, those that are stable under (some) environmental perturbations,
are phenotypically expressed only in certain environments or genetic back-
grounds. The regulation of the genes responsible for the development of
such traits by other genes has to be able to buffer these perturbations. In
[23], S. Kauffman tried to capture the spirit of these features in the context
of Boolean network models of gene regulatory networks. In that setting, a
Boolean function f is canalizing in a variable x, with canalizing input a and
canalized output b, if, whenever x takes on the value a, then f outputs the
value b, regardless of the states of the other variables in f . Boolean network
models built from functions with this property have been shown to have
dynamic features that match those of gene regulatory networks.
Definition 3.2. Let a, b ∈ F. A function f(x1, x2, . . . , xn) is < i : a : b >
canalizing if f(x1, . . . , xi−1, a, xi+1, . . . , xn) = b, for all xj, j 6= i, where
i ∈ {1, . . . , n}.
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Thus, if the function receives its canalizing input a for variable xi, then
the function obtained by substituting a for xi becomes a constant function
equal to b.
The motivation for the next definition is the general stability of gene
regulatory networks. In the context of a Boolean representation of gene
regulation, if a gene xi does not receive its canalizing input a, then, in
principle, the function obtained by substituting a⊕1 for xi can be a random
Boolean function, with uncertain stability properties. In order to remedy
this deficiency, it was proposed in [21] that in this case there should be
another variable, xj that is canalizing for a particular input; and so on. The
next definition captures this intuition.
Definition 3.3. Let f be a Boolean function in n variables. Let σ be a
permutation of the set {1, 2, . . . , n}. The function f is a nested canalizing
function in the variable order xσ(1), . . . , xσ(n) with canalizing input values
a1, . . . , an and canalized values b1, . . . , bn, if it can be represented in the
form
f(x1, . . . , xn) =


b1 xσ(1) = a1,
b2 xσ(1) = a1, xσ(2) = a2,
b3 xσ(1) = a1, xσ(2) = a2, xσ(3) = a3,
· · ·
bn xσ(1) = a1, . . . , xσ(n−1) = an−1, xσ(n) = an,
bn xσ(1) = a1, . . . , xσ(n−1) = an−1, xσ(n) = an.
Here, a = a⊕ 1.
The function f is nested canalizing if f is nested canalizing in the variable
order xσ(1), . . . , xσ(n) for some permutation σ.
Let α = (a1, a2, . . . , an) and β = (b1, b2, . . . , bn). We say that f is {σ : α :
β} NCF if it is NCF in the variable order xσ(1), . . . , xσ(n) with canalizing
input values α = (a1, . . . , an) and canalized values β = (b1, . . . , bn).
Given a vector α = (a1, a2, . . . , an), we define
αi1,...,ik = (a1, . . . , ai1 , . . . , aik , . . . , an).
Then, from the above definition, we immediately have the following result.
Proposition 3.4. The function f is {σ : α : β} NCF if and only if f is
{σ : αn : βn} NCF.
Example 3.5. The function f1(x1, x2, x3) = x1(x2 ⊕ 1)x3 ⊕ 1 is {(1, 2, 3) :
(0, 1, 0) : (1, 1, 1)} NCF. Actually, one can check that this function is nested
canalizing in any variable order. Its truth table is given in Table 1.
Example 3.6. Let f2(x1, x2, x3) = (x1⊕1)(x2(x3⊕1)⊕1)⊕1. This function
is {(1, 2, 3) : (1, 0, 1) : (1, 0, 0)} NCF. It is also {(1, 3, 2) : (1, 1, 1) : (1, 0, 1)}
NCF. One can check that this function can be nested canalizing in only two
variable orders, namely (x1, x2, x3) and (x1, x3, x2). See its truth table in
Table 1.
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x1 x2 x3 f1
0 0 0 1
0 0 1 1
0 1 0 1
0 1 1 1
1 0 0 1
1 0 1 0
1 1 0 1
1 1 1 1
x1 x2 x3 f2
0 0 0 0
0 0 1 0
0 1 0 1
0 1 1 0
1 0 0 1
1 0 1 1
1 1 0 1
1 1 1 1
Table 1. Truth table for Example 3.5 (left) and Example 3.6 (right).
From the above definitions, we know that, if a function is NCF, all the
variables appearing in it must be essential. However, a constant function b
can be < i : a : b > NCF for any i and a.
4. A Detailed Categorization of Nested Canalizing Functions
As we will see, in a nested canalizing function, some variables are more
dominant than others. We will classify all the variables of an NCF into
different levels according to the extent of their dominance.
Definition 4.1. [18] A function M(x1, . . . , xn) is an extended monomial of
essential variables x1, . . . , xn if
M(x1, . . . , xn) = (x1 ⊕ a1) · · · (xn ⊕ an),
where ai ∈ F2 for i ∈ {1, . . . , n}.
We will rewrite Theorem 3.1 in [17] with more information in the main
theorem of this section. Basically, we will obtain a unique (the old one is
not) algebraic normal form (polynomial form). Because of the uniqueness,
the enumeration of the number of nested canalizing functions, computation
of their Hamming weight, as well as activity and average sensitivity can be
done. Besides, in the old form, the variable order of a nested canalizing
function is not unique.
Lemma 4.2. The function f(x1, x2, . . . , xn) is < i : a : b > canalizing if
and only if f(x1, . . . , xn) = (xi⊕a)Q(x1, . . . , xi−1, xi+1, . . . , xn)⊕b for some
polynomial Q.
Proof. Using the algebraic normal form of f , we rewrite it as
f = xig1(x1, . . . , xi−1, xi+1, . . . , xn)⊕ g0(x1, . . . , xi−1, xi+1, . . . , xn),
BOOLEAN NESTED CANALIZING FUNCTIONS 7
where g1 and g0 are the quotient and remainder of f when divided by xi.
Hence,
f(X) = f(x1, . . . , xn) = (xi ⊕ a)g1(x1, . . . , xi−1, xi+1, . . . , xn)
⊕ag1(x1, . . . , xi−1, xi+1, . . . , xn)
⊕g0(x1, . . . , xi−1, xi+1, . . . , xn).
Let g1(x1, . . . , xi−1, xi+1, . . . , xn) = Q(x1, . . . , xi−1, xi+1 . . . , xn), and
r(x1, . . . , xi−1, xi+1, . . . , xn) =ag1(x1, . . . , xi−1, xi+1, . . . , xn)
⊕ g0(x1, . . . , xi−1, xi+1, . . . , xn).
Then
f(X) = f(x1, . . . , xn) =(xi ⊕ a)Q(x1, . . . , xi−1, xi+1 . . . , xn)
⊕ r(x1, . . . , xi−1, xi+1, . . . , xn).
Since f(X) is < i : a : b > canalizing, we get that
f(x1, . . . , xi−1, a, xi+1, . . . , xn) = b
for any x1, . . . , xi−1, xi+1, . . . , xn, i.e., r(x1, . . . , xi−1, xi+1, . . . , xn) = b for
any x1, . . . , xi−1, xi+1, . . . , xn. So r(x1, . . . , xi−1, xi+1, . . . , xn) must be the
constant b. This shows necessity, and sufficiency is obvious. 
Remark 4.3. We have the following observations.
(1) When we contrast this lemma to the first part of Theorem 3.1 in [17],
it is important to note that xi is not essential in Q.
(2) In [30], there is a general version of this result over any finite field.
(3) In the above lemma, if f is constant, then Q = 0.
From Definition 3.3, we have the following result.
Proposition 4.4. Let f(x1, . . . , xn) be {σ : α : β} NCF, i.e., f is NCF in
the variable order xσ(1), . . . , xσ(n) with canalizing input values α = (a1, . . . , an)
and canalized output values β = (b1, . . . , bn). For 1 ≤ k ≤ n− 1, let
xσ(1) = a1, . . . , xσ(k) = ak.
Then the function f(x1, . . . ,
σ(1)
a1 , . . . ,
σ(k)
ak , . . . , xn) is {σ
∗ : α∗ : β∗} NCF on
the remaining variables, where σ∗ = xσ(k+1), . . . , xσ(n), α
∗ = (ak+1, . . . , an)
and β∗ = (bk+1, . . . , bn).
Definition 4.5. Let f(x1, . . . , xn) be NCF. We call a variable xi a most
dominant variable of f if there is a variable order σ = (xi, . . .) such that f
is NCF in this variable order.
In Example 3.5, all three variables are most dominant. In Example 3.6,
only x1 is a most dominant variable. We have:
Theorem 4.1. Given an NCF f(x1, . . . , xn), all variables are most domi-
nant if and only if f =M(x1, . . . , xn)⊕b, where M is an extended monomial,
i.e., M = (x1 ⊕ a1)(x2 ⊕ a2) · · · (xn ⊕ an).
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Proof. If x1 is most dominant, from Lemma 4.2, we know there exist a1
and b such that f(x1, x2, . . . , xn) = (x1 ⊕ a1)Q(x2, . . . , xn) ⊕ b, i.e., (x1 ⊕
a1)|(f ⊕ b). Now, if x2 is also most dominant, then there exist a2 and b
′
such that f(x1, a2, x3, . . . , xn) = b
′ for any x1, x3, . . . , xn. Specifically, if
x1 = a1, we get f(a1, a2, x3, . . . , xn) = b = b
′. Hence, we also get (x2 ⊕
a2)|(f ⊕ b) = (x1⊕a1)Q(x2, . . . , xn). Since x1⊕a1 and x2⊕a2 are coprime,
we get (x2 ⊕ a2)|Q(x2, . . . , xn), hence, f(x1, x2, . . . , xn) = (x1 ⊕ a1)(x2 ⊕
a2)Q
′(x3, . . . , xn)⊕ b. Using the induction principle, the necessity is proved.
The sufficiency if evident. 
We are now ready to prove the main result of this section. Basically,
we will obtain a new polynomial form of a nested canalizing function by
induction. In this form, all the variables will be classified into different
layers, with the variables in the outer layers more dominant than those in the
inner layers. Variables in the same layer have the same level of dominance.
Each layer is an extended monomial of the corresponding variables.
Theorem 4.2. Given n ≥ 2, the function f(x1, . . . , xn) is nested canalizing
if and only if it can be uniquely written as
f(x1, . . . , xn) =M1(M2(· · · (Mr−1(Mr ⊕ 1)⊕ 1) · · · )⊕ 1)⊕ b, (4.1)
where each Mi is an extended monomial. For i 6= j, their corresponding sets
of variables are disjoint. More precisely, Mi =
∏ki
j=1(xij ⊕aij ), i = 1, . . . , r,
ki ≥ 1 for i = 1, . . . , r − 1, kr ≥ 2, k1 + · · · + kr = n, aij ∈ F2, {ij |j =
1, . . . , ki, i = 1, . . . , r} = {1, . . . , n}.
Proof. We use induction on n. When n = 2, there are 16 Boolean functions,
8 of which are NCFs, namely
(x1 ⊕ a1)(x2 ⊕ a2)⊕ c =M1 ⊕ 1⊕ b,
where b = 1⊕ c and M1 = (x1 ⊕ a1)(x2 ⊕ a2).
If (x1 ⊕ a1)(x2 ⊕ a2) ⊕ c = (x1 ⊕ a1
′)(x2 ⊕ a2
′) ⊕ c′, then, by equating
coefficients, we immediately obtain a1 = a1
′, a2 = a2
′ and c = c′. So
uniqueness holds. We have proved that Equation 4.1 holds for n = 2, where
r = 1.
Assume now that Equation 4.1 is true for any nested canalizing function
which has at most n − 1 essential variables. Consider a nested canaliz-
ing function f(x1, . . . , xn). Suppose xσ(1), . . . , xσ(k1) are all most dominant
canalizing variables of f , for 1 ≤ k1 ≤ n.
Case 1 : k1 = n. Then, by Theorem 4.1, the conclusion is true with r = 1.
Case 2 : k1 < n. Then, with the same arguments as in Theorem 4.1, we
get that f = M1g ⊕ b, where M1 = (xσ(1) ⊕ aσ(1)) · · · (xσ(k1) ⊕ aσ(k1)). Let
xσ(1) = aσ(1), . . . , xσ(k1) = aσ(k1) in f , then f = g ⊕ b (hence, g) will also be
nested canalizing in the remaining variables, by Proposition 4.4.
Since g has n − k1 ≤ n − 1 variables, by the induction assumption, we
get that g = M2(M3(· · · (Mr−1(Mr ⊕ 1) ⊕ 1) · · · ) ⊕ 1) ⊕ b1. It follows that
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b1 must be 1. Otherwise, all the variables in M2 will also be most dominant
variables of f . This completes the proof. 
Because each nested canalizing function can be uniquely written in the
form 4.1 and the number r is uniquely determined by f , we can make the
following definition.
Definition 4.6. For a nested canalizing function f , written in the form
4.1, the number r will be called its layer number. Essential variables of M1
will be called most dominant variables (canalizing variables), and are part
of the first layer of f . Essential variables of M2 will be called second most
dominant variables and are part of the second layer; etc.
The function in Example 3.5 has layer number 1, and the function in
Example 3.6 has layer number 2.
Remark 4.7. We make some remarks on Theorem 4.2.
(1) It is impossible that kr = 1. Otherwise, Mr ⊕ 1 will be a factor of
Mr−1, which means that the layer number is r − 1. Hence, kr ≥ 2.
(2) If variable xi is in the first layer, and xi⊕ ai is a factor of M1, then
this nested canalizing function is < i : ai : b > canalizing. We simply
say that xi is a canalizing variable.
From the previous examples, we know that a function can be nested canal-
izing for different variable orders, but only the variables in the same layer
can be reordered. More precisely, we have the following result.
Corollary 4.8. If σ and η are two permutations on {1, . . . , n}, and f is
both {σ : α : β} NCF and {η : α′ : β′} NCF, then we have
{xσ(1), . . . , xσ(k1)} = {xη(1), . . . , xη(k1)}, . . . ,
{xσ(k1+···+kr−1+1), . . . , xσ(n)} = {xη(k1+···+kr−1+1), . . . , xη(n)}.
We also have β = β′ = (b1, . . . , bn), and
b1 = · · · = bk1 , . . . , bk1+···+kr−1+1 = · · · = bn.
Furthermore,
b1 6= bk1+1 6= bk1+k2+1 6= · · · 6= bk1+···+kr+1+1.
Proof. These results all follow from the expression for f in Theorem 4.2. 
From this corollary we can determine the layer number of any nested
canalizing function by its canalized value. For example, if f is nested canal-
izing with canalized value (1, 1, 1, 0, 0, 0, 1, 0, 0, 1, 1) (n = 11), then its layer
number is 5.
Let NCF(n, r) denote the set of all nested canalizing functions in n vari-
ables with layer number r, and let NCF(n) denote the set of all nested
canalizing functions in n variables.
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Corollary 4.9. For n ≥ 2,
|NCF(n, r)| = 2n+1
∑
k1+···+kr=n
ki≥1,i=1,...,r−1,kr≥2
(
n
k1, . . . , kr−1
)
,
and
|NCF(n)| = 2n+1
n−1∑
r=1
∑
k1+···+kr=n
ki≥1,i=1,...,r−1,kr≥2
(
n
k1, . . . , kr−1
)
where the multinomial coefficient
(
n
k1,...,kr−1
)
is equal to n!
k1!···kr!
.
Proof. It follows from Equation 4.1, that for each choice of k1, . . . , kr, with
k1+· · ·+kr = n, ki ≥ 1, i = 1, . . . , r−1 and kr ≥ 2, there are 2
kj
(n−k1−···−kj−1
kj
)
ways to form Mj , j = 1, . . . , r.
Note that we have two choices for b. Hence,
|NCF(n, r)| = 2
∑
k1+···+kr=n
ki≥1,i=1,...,r−1,kr≥2
2k1+···+kr
(
n
k1
)(
n− k1
k2
)
· · ·
(
n− k1 − · · · − kr−1
kr
)
= 2n+1
∑
k1+···+kr=n
ki≥1,i=1,...,r−1,kr≥2
n!
(k1)!(n − k1)!
(n− k1)!
(k2)!(n− k1 − k2)!
· · ·
(n− k1 − · · · − kr−1)!
kr!(n− k1 − · · · − kr)!
= 2n+1
∑
k1+···+kr=n
ki≥1,i=1,...,r−1,kr≥2
n!
k1!k2! · · · kr!
=
= 2n+1
∑
k1+···+kr=n
ki≥1,i=1,...,r−1,kr≥2
(
n
k1, . . . , kr−1
)
.
Since NCF(n) =
⋃n−1
r=1 NCF(n, r) and NCF(n, i)
⋂
NCF(n, j) = φ when i 6=
j, we get the formula for |NCF(n)|. 
As examples, one can check that |NCF(2)| = 8, |NCF(3)| = 64, |NCF(4)| =
736, |NCF(5)| = 10624, . . .. These results are consistent with those in [4, 38].
By equating our formula to the recursive relation in [4, 38], we have
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Corollary 4.10. The solution of the nonlinear recursive sequence
a2 = 8, an =
n−1∑
r=2
(
n
r − 1
)
2ran−r+1 + 2
n+1, n ≥ 3
is
an = 2
n+1
n−1∑
r=1
∑
k1+···+kr=n
ki≥1,i=1,...,r−1,kr≥2
(
n
k1, . . . , kr−1
)
.
5. Hamming Weight, Activity, and Average Sensitivity
A Boolean function is called balanced if it takes the value 1 on exactly half
the states (and 0 on the other half). In other words, its Hamming weight (the
number of 1’s in its truth table) is 2n−1, where n is the number of variables.
Hence, there are
( 2n
2n−1
)
balanced Boolean functions. It is easy to show that
a Boolean function with canalizing variables is not balanced, i.e., is biased,
actually, very biased. For example, the two constant functions are trivially
canalizing, and they are also the most biased functions. Extended monomial
functions are the second most biased since for any of them, only one value
is nonzero. But biased functions may have no canalizing variables. For
example, f(x1, x2, x3) = x1x2x3⊕ x1x2 ⊕ x1x3 ⊕ x2x3 is biased but without
canalizing variables.
In Boolean functions, some variables have greater influence over the out-
put of the function than other variables. To formalize this, a concept called
activity was introduced. Let x = (x1, . . . , xn), and
∂f(x)
∂xi
= f(x1, . . . , xi ⊕ 1, . . . , xn)⊕ f(x1, . . . , xi, . . . , xn).
The activity of variable xi is defined as
λ
f
i =
1
2n
∑
(x1,...,xn)∈Fn2
∂f(x1, . . . , xn)
∂xi
(5.1)
Note that the above definition can also be written as follows:
λ
f
i =
1
2n−1
∑
(x1,...,xi−1,xi+1,...,xn)∈F
n−1
2
(f(x1, . . . ,
i
0, . . . , xn)⊕f(x1, . . . ,
i
1, . . . , xn))
(5.2)
The activity of any variable in a constant function is 0. For an affine function
f(x1, . . . , xn) = x1⊕ · · · ⊕xn⊕ b, λ
f
i = 1 for any i. It is clear, for any f and
i, that we have 0 ≤ λfi ≤ 1.
Another important quantity is the sensitivity of a Boolean function, which
measures how sensitive the output of the function is if the input changes
(This was introduced in [12]). The sensitivity sf (x1, . . . , xn) of f on the in-
put (x1, . . . , xn) is defined as the number of Hamming neighbors of (x1, . . . , xn)
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(that is, all states that have Hamming distance 1) on which the function
value is different from f(x1, . . . , xn). That is,
sf (x1, . . . , xn) = |{i|f(x1, . . . ,
i
0, . . . , xn) 6=
f(x1, . . . ,
i
1, . . . , xn), i = 1, . . . , n}|.
Obviously, sf (x1, . . . , xn) =
∑n
i=1
∂f(x1,...,xn)
∂xi
.
The average sensitivity of a function f is defined as
sf = E[sf (x1, . . . , xn)] =
1
2n
∑
(x1,...,xn)∈Fn2
sf (x1, . . . , xn) =
n∑
i=1
λ
f
i .
It is clear that 0 ≤ sf ≤ n. The concept of average sensitivity of a Boolean
function is one of the most studied concepts in the analysis of Boolean
functions, and has received a lot attention recently [1, 5, 6, 7, 10, 11, 24,
26, 28, 37, 39, 40, 41, 42, 44]. Bernasconi has shown [5] that a random
Boolean function has average sensitivity n2 . This means the average value
of the average sensitivities of all Boolean functions in n variables is n2 . In
[40], Shmulevich and Kauffman calculated the activity of all the variables of
a Boolean function with exactly one canalizing variable and unbiased input
for the other variables. Adding all the activities, the average sensitivity of
a Boolean function was also obtained.
First, the following observation will be useful. We have the equality
(x1 ⊕ a1) · · · (xk ⊕ ak) =
{
1, if (x1, . . . , xk) = (a1, . . . , ak)
0, otherwise.
That is, only one value is equal to 1 and all the other 2k − 1 values are 0.
Theorem 5.1. For n ≥ 2, let f1 =M1,
fr =M1(M2(· · · (Mr−1(Mr ⊕ 1)⊕ 1) · · · )⊕ 1), r ≥ 2
where Mi is same as in Theorem 4.2. Then the Hamming weight of fr is
W (fr) =
r∑
j=1
(−1)j−12n−
∑j
i=1 ki (5.3)
The Hamming weight of fr ⊕ 1 is
W (fr ⊕ 1) =
r∑
j=0
(−1)j2n−
∑j
i=1 ki , (5.4)
where
∑0
i=1 ki is to be interpreted as 0.
Proof. First, consider the Hamming weight of fr. When r = 1, we know the
result is true by the above observation. When r > 1, we consider two cases:
Case A: r = 2t+ 1 is odd. Then all the states on which f evaluates to 1
will be divided into the following disjoint groups:
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• Group j for j = 1, . . . , t :M1 = 1,M2 = 1, . . . ,M2j−1 = 1,M2j = 0;
• Group t+ 1 : M1 = 1,M2 = 1, . . . ,M2t = 1,M2t+1 =Mr = 1.
In Group j, the number of states is
(2k2j − 1)2n−k1−···−k2j = 2n−k1−···−k2j−1 − 2n−k1−···−k2j .
In Group t+ 1, the number of states is 2n−k1−···−kr = 1.
Adding all of them together, we get Equation 5.3.
Case B : r = 2t is even. The proof in this case is similar, and we omit it.
Because |{(x1, . . . , xn)|f(x1, . . . , xn) = 0}|+|{(x1, . . . , xn)|f(x1, . . . , xn) =
1}| = 2n, we know that the Hamming weight of fr ⊕ 1 is equal to
W (fr ⊕ 1) = 2
n −W (fr) = 2
n −
r∑
j=1
(−1)j−12n−
∑j
i=1
ki
=
r∑
j=0
(−1)j2n−
∑j
i=1 ki ,
where
∑0
i=1 ki should be interpreted as 0. 
In the following, we will calculate the activities of the variables of any
nested canalizing function. For this, we will use the formula for the Hamming
weight of a nested canalizing function since the function in the summation
will be reduced to a nested canalizing function, for which the first layer is
a product of a few layers of the original nested canalizing function. Let
f be nested canalizing, written in the form of Theorem 4.2. Without loss
of generality, we can assume that M1 = (x1 ⊕ a1)(x2 ⊕ a2) · · · (xk1 ⊕ ak1).
Let m1 = (x1 ⊕ a1) · · · (xi−1 ⊕ ai−1)(xi+1 ⊕ ai+1) · · · (xk1 ⊕ ak1), so that
M1 = (xi ⊕ ai)m1.
If r = 1, i.e., k1 = n, then
λ
f
i =
1
2n−1
∑
(x1,...,xi−1,xi+1,...,xn)∈F
n−1
2
(f(x1, . . . ,
i
0, . . . , xn)⊕ f(x1, . . . ,
i
1, . . . , xn))
=
1
2n−1
∑
(x1,...,xi−1,xi+1,...,xn)∈F
n−1
2
m1 =
1
2n−1
W (m1) =
1
2n−1
.
If 1 < r ≤ n − 1, then consider the activity of xi in the first layer, i.e.,
1 ≤ i ≤ k1. We have
λ
f
i =
1
2n−1
∑
(x1,...,xi−1,xi+1,...,xn)∈F
n−1
2
(f(x1, . . . ,
i
0, . . . , xn)⊕ f(x1, . . . ,
i
1, . . . , xn))
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=
1
2n−1
∑
(x1,...,xi−1,xi+1,...,xn)∈F
n−1
2
m1(M2(· · · (Mr−1(Mr ⊕ 1)⊕ 1) · · · )⊕ 1)
=
1
2n−1
W (m1(M2(· · · (Mr−1(Mr ⊕ 1)⊕ 1) · · · )⊕ 1)).
=
{
1
2n−1
∑r
j=1(−1)
j−12n−1−(
∑j
i=1 ki−1), if k1 > 1
1
2n−1
∑r−1
j=0(−1)
j2n−1−
∑j
i=1 ki+1 , if k1 = 1.
=
{
1
2n−1
∑r
j=1(−1)
j−12n−
∑j
i=1 ki , if k1 > 1
1
2n−1
∑r−1
j=0(−1)
j2n−
∑j
i=0 ki+1 , if k1 = 1.
=
{
1
2n−1
∑r
j=1(−1)
j−12n−
∑j
i=1 ki , if k1 > 1
1
2n−1
∑r−1
j=0(−1)
j2n−
∑j+1
i=1 ki , if k1 = 1.
=
{
1
2n−1
∑r
j=1(−1)
j−12n−
∑j
i=1 ki , if k1 > 1
1
2n−1
∑r
j=1(−1)
j−12n−
∑j
i=1 ki , if k1 = 1.
= 12n−1
∑r
j=1(−1)
j−12n−
∑j
i=1 ki by Theorem 5.1. Note, in the above, k1 =
1 means m1 = 1, so we used Equation 5.4 with layer number r− 1, and the
first layer is M2 for n− 1 variable functions.
Now let us consider the variables in the l− th layer, i.e., xi is an essential
variable of Ml, 2 ≤ l ≤ r − 1. We have Ml = (xi + ai)ml and
λ
f
i =
1
2n−1
∑
(x1,...,xi−1,xi+1,...,xn)∈F
n−1
2
(f(x1, . . . ,
i
0, . . . , xn)⊕ f(x1, . . . ,
i
1, . . . , xn))
=
1
2n−1
∑
(x1,...,xi−1,xi+1,...,xn)∈F
n−1
2
M1 · · ·Ml−1ml(Ml+1(· · · (Mr ⊕ 1) · · · )⊕ 1).
=
1
2n−1
r−l+1∑
j=1
(−1)j−12n−1−((k1+···+kl−1)+kl+1+···+kj+l−1)) =
1
2n−1
r−l+1∑
j=1
(−1)j−12n−
∑j+l−1
i=1 ki
by Equation 5.3 in Theorem 5.1. Note that M1 · · ·Ml−1ml is the first layer,
Ml+1 is the second layer, etc.
Let xi be the variable in the last layer Mr, then we have
=
1
2n−1
∑
(x1,...,xi−1,xi+1,...,xn)∈F
n−1
2
M1M2 · · · Mr−1mr =
1
2n−1
.
Variables in the same layer have the same activities, so we use Afl to stand
for the activity number of each variable in the lth layer Ml, 1 ≤ l ≤ r. We
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find that the formula of Afl for 2 ≤ l ≤ r−1 is also true when l = r or r = 1.
The next theorem summarizes these.
Theorem 5.2. Let f be a nested canalizing function, written as in Theorem
4.2. Then the activity of each variable in the lth layer , 1 ≤ l ≤ r, is
A
f
l =
1
2n−1
r−l+1∑
j=1
(−1)j−12n−
∑j+l−1
i=1 ki . (5.5)
The average sensitivity of f is
sf =
r∑
l=1
klA
f
l =
1
2n−1
r∑
l=1
kl
r−l+1∑
j=1
(−1)j−12n−
∑j+l−1
i=1 ki . (5.6)
Next, we analyze the formulas in Theorem 5.2.
Corollary 5.1. If n ≥ 3, then Af1 > A
f
2 > · · · > A
f
r , and
n
2n−1 ≤ s
f <
2− 1
2n−2
.
Proof.
A
f
l =
1
2n−1
r−l+1∑
j=1
(−1)j−12n−
∑j+l−1
i=1 ki
=
1
2n−1
(2n−k1−···−kl − 2n−k1−···−kl+1 + · · · (−1)r−l)
Since the sum is an alternating decreasing sequence and kl+1 ≥ 1, we have
1
2n−1
(2n−k1−···−kl−1) ≤
1
2n−1
(2n−k1−···−kl − 2n−k1−···−kl+1)
< A
f
l <
1
2n−1
(2n−k1−···−kl).
Hence,
A
f
l+1 <
1
2n−1
(2n−k1−···−kl+1)
≤
1
2n−1
(2n−k1−···−kl−1) < Afl .
We have
k1A
f
1 =
k1
2n−1
(2n−k1 − 2n−k1−k2 + · · · (−1)r−1);
k2A
f
2 =
k2
2n−1
(2n−k1−k2 − 2n−k1−k2−k3 + · · · (−1)r−2);
· · · · · ·
klA
f
l =
kl
2n−1
(2n−k1−···−kl − 2n−k1−···−kl−kl+1 − · · · (−1)r−l);
· · ·
krA
f
r =
kr
2n−1
.
Hence, sf =
∑r
l=1 klA
f
l ≥
k1
2n−1 +
k2
2n−1 + · · · +
kr
2n−1 =
n
2n−1 , so we know
that the nested canalizing functions with layer number 1 have minimal
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average sensitivity. On the other hand, sf =
∑r
l=1 klA
f
l <
k1
2n−1
2n−k1 +
k2
2n−1
2n−k1−k2 + · · · + kl
2n−1
2n−k1−···−kl + · · · + kr
2n−1
= U(k1, · · · , kr), where
k1 + · · · + kr = n, ki ≥ 1, i = 1, . . . , r − 1 and kr ≥ 2. We will find the
maximal value of U(k1, . . . , kr) in the following.
First, we claim kr = 2 if U(k1, . . . , kr) reaches its maximal value. Because,
if kr is increased by 1, and the last term makes
1
2n−1
more contributions
to U(k1, . . . , kr), then there exists l such that kl will be decreased by 1
(k1 + · · ·+ kr = n), hence
kl
2n−1
2n−k1−···−kl
will be decreased more than 1
2n−1
. Now, it is obvious that k1
2n−1
2n−k1 attains
its maximal value only when k1 = 1 or 2, but k1 = 1 will be the choice since
it also makes all the other terms greater. Likewise, k2
2n−1
2n−k1−k2 attains
its maximal value when k1 = k2 = 1 or k1 = 1 and k2 = 2; again, k2 = 1
is the best choice to make all the other terms greater. In general, if k1 =
· · · = kl−1 = 1, then
kl
2n−1 2
n−k1−···−kl attains its maximal value when kl = 1,
where 1 ≤ l ≤ r− 1. In summary, we have shown that U(k1, . . . , kr) reaches
its maximal value when r = n− 1, k1 = · · · = kn−2 = 1, kn−1 = 2, and
Max[U(k1, . . . , kr) = U(1, . . . , 1, 2)] =
1
2n−1
(2n−1 + 2n−2 + · · ·+ 22 + 2) = 2−
1
2n−2
.

Remark 5.2. The minimal value of average sensitivity approaches 0 and the
maximal value of U(k1, . . . , kr) approaches 2 as n→∞. Hence, 0 < s
f < 2
for any NCF with an arbitrary number of variables.
In the following, we evaluate Equation 5.6 for some parameters k1, . . . , kr.
Lemma 5.3. (1) If r = n − 1, k1 = · · · = kn−2 = 1, kn−1 = 2, then
sf = 43 −
3+(−1)n
3×2n .
(2) Given n ≥ 4, r = n − 2, k1 = . . . = kn−3 = 1, kn−2 = 3, then
sf = 43 −
9+5(−1)n−1
3×2n .
(3) If n is even and n ≥ 6, r = n2 , k1 = 1, k2 = · · · = kn2−1 = 2, k
n
2
= 3,
then sf = 43 −
4
3×2n . Hence, these three cardinalities are equal if n is
even.
Proof. When r = n − 1, then k1 = · · · = kn−2 = 1, kn−1 = 2 by Equation
5.6. We have
sf =
r∑
l=1
klA
f
l =
1
2n−1
n−1∑
l=1
kl
n−l∑
j=1
(−1)j−12n−
∑j+l−1
i=1 ki
=
1
2n−1
n−1∑
l=1
kl(
n−l−1∑
j=1
(−1)j−12n−j−l+1 + (−1)n−l−1)
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=
1
2n−1
n−1∑
l=1
kl(
1
3
2n−l+1 +
1
3
(−1)n−l)
=
1
2n−1
(
n−2∑
l=1
(
1
3
2n−l+1 +
1
3
(−1)n−l) + 2) =
4
3
−
3 + (−1)n
3× 2n
.
The other two formulas are also routine applications of Equation 5.6. 
Based on our numerical calculations, Lemma 5.3, and the proof of Corol-
lary 5.1, we can make the following conjecture.
Conjecture 5.4. The maximal value of sf is sf = 43 −
3+(−1)n
3×2n . It will
be reached if the nested canalizing function has the maximal layer number
n − 1, i.e., if r = n − 1, k1 = · · · = kn−2 = 1, kn−1 = 2. When n is
even, this maximal value is also reached by a nested canalizing function with
parameters n ≥ 4, r = n − 2, k1 = · · · = kn−3 = 1, kn−2 = 3 or n ≥ 6,
r = n2 , k1 = 1, k2 = · · · = kn2−1 = 2 and k
n
2
= 3.
Remark 5.5. When n = 6, the nested canalizing function with k1 = 1,
k2 = 2, k3 = 1, and k4 = 2 also has the maximal average sensitivity
21
16 .
But this can not be generalized. If the above conjecture is true, then we have
0 < sf < 43 for any nested canalizing function with an arbitrary number of
variables. In other words, both 0 and 43 are uniform tight bounds for any
nested canalizing function.
6. Simulations of Network Dynamics
The sensitivity of functions [40] has been shown to be a good indicator
of the stability of dynamical networks constructed using random Boolean
functions. We have generated random networks controlled by nested canal-
izing functions with fixed layer number m, where m = 1, . . . , n − 1. For
our simulations we followed a similar approach as in [40]. Starting with a
Boolean network F , we sample pairs of random states x and y for F . Let
H(t) be the Hamming distance of x and y, i.e. H(t) is the number of bits
in which x and y differ, and let H(t+ 1) be the Hamming distance of F (x)
and F (y), i.e. the Hamming distance of the successor states of x and y. A
Derrida curve [13] is a plot of H(t + 1) against H(t) for all possible Ham-
ming distances. Figure 1 shows Derrida plots for different layer numbers.
Each Derrida curve was generated from 4096 random networks by taking
the average Hamming distances.
As can be observed from Figure 1, networks made up of nested canaliz-
ing functions of fixed layer number equal to 1 are significantly more stable
than networks constructed from nested canalizing functions with higher layer
numbers. It should be noted that the class of nested canalizing functions
with layer number equal to 1 is the same family as the AND-NOT networks
studied in [46], equal to the class of extended monomials. Similarly, net-
works made up of nested canalizing functions with fixed layer number equal
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Figure 1. Derrida plots for different layer numbers. Here,
n is the number of nodes and k is the connectivity. For
each layer number, a Derrida plot was generated from 4096
random networks. The x-axis represents Hamming distance
of pairs of states, and the y-axis represents Hamming distance
of their images.
to 2 are more stable than networks constructed from nested canalizing func-
tions with higher layer numbers, and so on. Figure 1 shows that, as the layer
number increases, networks becomes less stable. This matches our results
in Section 5.
7. Conclusion
Nested canalizing Boolean functions were inspired by structural and dy-
namic features of biological networks. In this study we took a careful look
at the computational properties of Boolean functions and of Boolean net-
works constructed from them. The main tool for our analysis is a particular
polynomial normal form of the Boolean functions in question. In particular,
we introduced a new invariant for nested canalizing functions, their layer
number. Using it, we obtain an explicit formula of the number of nested
canalizing functions, which improves on the known recursive formula. Based
on the polynomial form, we also obtain a formula for the Hamming weight
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of a nested canalizing function. The activity number of each variable of
a nested canalizing function is also provided with an explicit formula. An
important result we obtain is that the average sensitivity of any nested
canalizing function is less than 2, which provides a theoretical argument
why nested canalizing functions exhibit robust dynamic properties. This
leads us to conjecture that the tight upper bound for the average sensitivity
of any nested canalizing function is 43 .
It should be noted that all the variables in the first layer of an nested
canalizing function are canalizing variables (the most dominant), all the
variables in the second layer are the second most dominant, etc. The fact
that networks with low layer number are more stable than those with high
layer number could be a consequence of this observation, since lower layer
number means more dominant variables. The most extreme examples are:
when the layer number is equal to 1, we have proved that such a function
has minimal average sensitivity, therefore we also conjecture that the func-
tion with layer number number equal to n− 1 (the maximal layer number)
has maximal average sensitivity. Hence, it should be reasonable that the
corresponding networks show similar behavior.
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