In canonical correlation analysis, canonical vectors are used in the interpretation of the canonical variables. We are interested in the asymptotic representation of the expectation, the variance and the distribution of the canonical vector. In this study, we derive the asymptotic distribution of the canonical vector under nonnormality. To obtain the asymptotic expansion of the canonical vector, we use a perturbation method. In addition, as an example, we show the asymptotic distribution with an elliptical population.
Introduction
In multivariate statistical analysis, the distributions of latent roots and latent vectors of certain symmetric matrices constructed from the sample covariance matrix are important in some cases and have been studied by many authors. These studies can be used as the basis for the canonical correlation analysis, which is an approach that characterizes the correlation structure between two sets of variables. Considering the distribution of the canonical correlation with the assumption of the multivariate normal population, asymptotic expansions of the distributions were studied by Sugiura (1976) , Fujikoshi (1977 Fujikoshi ( , 1978 , Muirhead (1978) and others. The distributions of a function of latent roots of the sample covariance matrix in nonnormal populations were studied by Fujikoshi (1980) , Muirhead and Waternaux (1980) , Fang and Krishinaiah (1982) , Siotani et al. (1985) , Seo et al. (1994) and others. The distribution of the canonical vector was studied by Eaton and Tyler (1994) , Boik (1998) , Anderson (1999) , Taskinen et al. (2006) and others. This paper deals with the asymptotic expansion of the canonical vector under nonnormality.
Let us denote x = (x 1 , x 2 ) as p + q dimensional variables with mean µ and covariance matrix
Var
x 1 x 2 = Σ = Σ 11 Σ 12 Σ 21 Σ 22 , (1.1) where x 1 and x 2 are the vectors of the p and q components respectively, and Σ 11 is a p × p matrix. With no loss of generality, we may assume that p ≤ q. We denote ρ i as the i-th canonical correlation, and α i and β i as the i-th canonical vectors of x 1 and x 2 , respectively, which satisfies where r 2 1 ≥ · · · ≥ r 2 p . We also define α ij and a ij as the jth coefficient of α i and a i respectively.
Studies on the distribution of the canonical vector have been cited earlier. Boik (1998) obtained the limiting distribution of √ n(a i −α i ) using an Edgeworth expansion. Anderson (1999) discussed the limiting distribution of √ n(a i − α i ) with multivariate normal population. In addition, Taskinen et al. (2006) obtained the limiting distribution of √ n(a i − α i ) with an elliptical population. However, they obtained only the first order asymptotic distribution of the canonical vector, i.e. the limiting distribution of √ n(a i − α i ). We know from numerical study that the asymptotic bias of the canonical correlation √ n(r 2 i − ρ 2 i ) is large in a small sample, and this effects the accuracy of the asymptotic distribution. Therefore, Seo et al. (1994) gave the second order expansion of the canonical correlation. It seems that the asymptotic bias of the canonical vector would also be large in a small sample. Therefore, we need to evaluate the asymptotic bias and higher-order expansion of the distribution. Ogasawara (2007) studied the asymptotic expansion of the distribution of typical estimators in canonical correlation analysis under nonnormality, and obtained the asymptotic expansion of estimators up to O p (n −1 ) using an Edgeworth expansion. These estimators involve elements of canonical vectors.
In this paper, we derive the asymptotic expansion of the canonical vector using a perturbation method (see, e.g. Sugiura (1973) , Siotani et al. (1985) ), obtain the asymptotic distribution of the canonical vector using Kaplan's tensor notations (Kaplan (1952) ), and compare the obtained results with the simulation results.
To obtain the distribution of where · denotes the Euclidean norm. Then it is well known (see, e.g. Bhattacharya and Ghosh (1978) , Ichikawa and Konishi (2002) ) that the distribution of y (i) can be expanded up to order n −(s−2)/2 . Therefore, in order to find an asymptotic expansion of y (i) = √ n(a i − α i ), we need to evaluate only the first few cumulants of y (i) in expanded forms. Here, we define µ(y j , . . . , y k ) and κ(y j , . . . , y k ) to be the moment and the cumulant of the vector y transformed from x by the inner nonsingular linear transformation, respectively, where y j denotes the j-th element of y . Also, we shall denote the j-th moments and cumulants of y (i) = (y
For example, the first three cumulants and the relationships between cumulants and moments of y (i) take the form of
respectively. Then it is known that
where the supremum is over all Borel sets B,
, and
Using the above result, we obtain the asymptotic expansion of the distribution of y (i) . In Section 2, we first assume that
, and give the first three moments of the canonical vector using the perturbation method. Next, we extend the general covariance matrix Σ given by (1.1), obtain the cumulants, and derive the higher-order expansion of the asymptotic distribution of √ n(a i − α i ) in Section 3. In addition, as an example of a nonnormal distribution, we give the asymptotic distribution under an elliptical population, and compare the results of Taskinen et al. (2006) and Anderson (1999) 
1 + 3g
Since the expression of g is complicated , it is provided in Appendix A.
Proof. We first give the asymptotic expansion of e * i , which is the latent vector of R = S * 11 −1/2 M S * 11 −1/2 , in the same manner as Seo et al. (1994) , where
be the latent roots of the matrix R. Then M can be expanded as
where
The perturbation method is a useful method to obtain the asymptotic expansion of the latent roots and the latent vectors. Since r 2 i and e * i are the latent root and the latent vector of the characteristic equation Re * i = r 2 i e * i , respectively, it is known (see, e.g. Siotani et al. (1985) pp. 176, Chapter 4.6) that 
Finally, the asymptotic expansion of e i , which is the latent vector of (2.3), is obtained as follows:
where e ij is the j-th coefficient of e i . Then the following formulas are useful for calculating the moments (see, e.g. Kaplan (1952) , Kendall and Stuart (1969) ): = 1, κ aa+p = ρ a and κ ab = 0(b = a, a+p) in our setting, the first three moments can be calculated.
Main result
We extend to the general covariance matrix Σ, and give the asymptotic distribution of the canonical vector by considering the relation between a i and e i , and between α i and η i , respectively. Let A = (α 1 , . . . , α p ), B = (β 1 , . . . , β q ) and α i = (α i1 , . . . , α ip ). Then we state the theorem that relates to the asymptotic distribution of the canonical vector. 
jkl are given in (2.6), (2.7) and (2.8), respectively.
. In other words, the expectation of a i is given by
Remark 2. Boik (1998) described the limiting distribution of √ n(a i − α i ) using an Edgeworth expansion. Σ (i) in this theorem presents using Kaplan's tensor notations. In addition, this theorem includes the asymptotic expansion of the distribution of y (i) for the small sample.
Proof. From (1.10), we may obtain the first three cumulants of y (i) = √ n(a i − α i ) to prove this theorem. For the proof, we first consider the relation between α i and η i . There exist orthogonal matrices H and Q such that we may assume that x * is p + q variables with covariance matrix (1.12). In this case, (1.2) and (1.5) become (2.2) and (2.3) respectively. Hence, we obtain the first three moments of y (i) as
by the transformation a i = A e i , and also obtain the first three cumulants of y (i) by (1.7)-(1.9).
Furthermore, the asymptotic distribution of a ij is given by considering a marginal distribution of √ n(a i − α i ) as follows. 
where Φ(y) is the cumulative distribution function of N (0, 1), and Φ (k) (y) is the k-th derivative of Φ(y).
Remark 3. We can consider the Cornish-Fisher expansion by corollary 1. An asymptotic expansion for the ξ percentile of the coefficient of y
can be obtained by
where u ξ is the upper ξ percentile of N (0, 1).
Remark 4. Ogasawara (2007) described the asymptotic expansion of the distribution of the coefficient of the canonical vector using the Edgeworth expansion. This corollary presents using Kaplan's tensor notations.
An example of the asymptotic distribution of the canonical vector with an elliptical population
As an example of the asymptotic distribution of the canonical vector, we consider the case where x is distributed as an elliptical distribution EL p+q (µ, Λ) (see, e.g. Muirhead (1982) ). Then its density function and characteristic function are of the form
φ(t) = exp{it µ}ϑ(t Λt),
for some function g and ϑ, respectively, where c p+q is a positive constant. If there exist,
Let the kurtosis parameter be κ ≡ {ϑ (2) (0)/(ϑ (0)) 2 } − 1 and ϕ ≡ {ϑ (3) (0)/(ϑ (0)) 3 } − 1. Then we obtain the asymptotic distribution of √ n(a i − α i ) under an elliptical population as follows.
Lemma 2. Let x be a vector of the p + q variate that is distributed as an elliptical distribution EL p+q (µ, Λ), and the original covariance matrix be of the form (1.1). Then the cumulative distribution function of y (i) =
√ n(a i − α i ) can be expanded for large n as (1.10), where
Remark 5. Taskinen et al. (2006) described the asymptotic distribution of y (i) (e.g. Corollary 1). In their description, ASV ( C 11 ; F 0 ) = 3κ + 2 and ASV ( C 12 ; F 0 ) = κ + 1 if C is a sample covariance matrix; therefore, Σ (i) given in lemma 2 coincides completely with Taskinen et al. (2006) . In addition, in the normal population, that is κ = 0, Σ (i) also coincides with Anderson (1999) .
Proof. In an elliptical population,
Therefore, the first three moments are obtained from lemma 1 by setting σ ii = 1, σ ii+p = ρ i , σ ij = κ ijk = 0. In particular, we note that for j = i,
where r
(1) ij is defined in (2.9). Then we have the first three moments of y (i) * as follows.
By (3.1)-(3.3), we have the first three cumulants of y (i) ; therefore the proof is complete.
Lastly we give the asymptotic distribution of a ij under an elliptical population.
Corollary 2. Let x be a vector of the p + q variate that is distributed as an elliptical distribution EL p+q (µ, Λ), and the original covariance matrix be of the form (1.1). Then the cumulative distribution function of
√ n(a ij − α ij ) can be expanded for large n as (3.5) where
Simulation study
To study the efficiency of the asymptotic expression of the first three cumulants, and the accuracy of approximation of sample canonical vectors under an elliptical population, we compared these values with the previous results. A Monte Carlo simulation was performed for n = 50, 100 and 200, and each of the following three elliptical populations: the multivariate normal (M.N.), the multivariate t with degrees of freedom ν = 12 (M.T 12 ), and the multivariate t with degrees of freedom ν = 9 (M.T 9 ). Note that κ and ϕ for normal, and multivariate t are given by
In our setting, κ 12 = 1/4, κ 9 = 2/5, ϕ 12 = 13/12, and ϕ 9 = 34/15. The simulation results were based on 10,000 replications for each sample size, distribution and situation. Using corollary 2 we study the accuracy of the coefficient of the canonical vectors in the following two cases: (a) ρ 2 1 = .8, ρ 2 2 = .2, α 1 = (1, 0) and α 2 = (0, 1) , and (b) ρ 2 1 = .8, ρ 2 2 = .2, ρ 2 3 = .19, α 1 = (1, 0, 0) , α 2 = (0, 1, 0) and α 3 = (0, 0, 1) . We note that d
jjj depend only on α ij , so that there is an asymptotic bias of order n −1 only when j = i; therefore we only evaluate a 11 and a 22 . Also, under our setting, d (i) jjj is simply written as
This tells us that d
jjj does not depend on p, q and ρ i , and that d
jjj tends to be large as κ tends to be large. However, this property does not hold in the general canonical vector since d
iss , which depends on p and ρ i . The previous result is the limiting distribution of y (i) ; therefore we compare the accuracy between u ξ and y ξ , where u ξ is the upper ξ percentile of N (0, 1), and y ξ is defined by (3.6). The accuracy of the asymptotic distribution in case (a) is listed in Table 1 . Since y (i) j is adjusted by dividing by σ
, the accuracy gives the same performance regardless of the distribution. In addition, we calculate the mean(mean), the variance(var ) and the skewness(skew ), and compare with
These simulation results are listed in Table 2 . In each sample and distribution, it can be seen from Table 1 that y ξ performs better than u ξ . In particular, if κ is large, which means that the tail of the density function is heavy, u ξ would perform worse. This causes the asymptotic bias and skewness to be large if κ tends to be large, from Table 2 . In addition, these values would be large if p or q tend to be large. From Table 2 , the simulation values of the mean and the skewness are close to our expected values; therefore, y ξ performs well because our result includes the asymptotic bias and skewness. In addition, we note that u ξ in a 22 is worse; however, y ξ still performs well. The case of (b) gives the accuracy and simulation result when the second and third canonical correlation are nearly the same. The problem with canonical correlation analysis is that it cannot be estimated if multiplicity exists. Therefore, we assume that the canonical correlation has no multiplicity. Thus, only the results of the first canonical vector are shown in Tables 3 and 4 . Our results show better performance even if the second and third canonical correlation are nearly the same. 0455 .0996 .2573 .5120 .7488 .8930 uα .0163 .0397 .0920 .2531 .5106 .7450 .8866 200 yα .0206 .0457 .0980 .2544 .5078 .7505 .8938 uα .0171 .0414 .0927 .2511 .5072 .7479 .8899 M.T12 n = 50 yα .0232 .0481 .1023 .2685 .5291 .7646 .8975 uα .0147 .0356 .0861 .2553 .5204 .7552 .8861 100 yα .0243 .0485 .1009 .2589 .5171 .7554 .8967 uα .0176 .0399 .0902 .2504 .5114 .7485 .8875 200 yα .0239 .0497 .1021 .2562 .5095 .7541 .9001 uα .0199 .0434 .0939 .2501 .5054 .7493 .8931 M.T9 n = 50 yα .0233 .0483 .1020 .5373 .9050 .9486 .9703 uα .0159 .0368 .0850 .5187 .8923 .9379 .9627 100 yα .0232 .0486 .1009 .5235 .9042 .9486 .9706 uα .0173 .0406 .0903 .5102 .8953 .9416 .9658 200 yα .0235 .0482 .1012 .5165 .9038 .9520 .9749 uα .0198 .0426 .0933 .5074 .8961 .9461 .9714 This simulation is designed as ρ 2 1 = 0.8, ρ In some of the simulation results (data not shown), y ξ performs better than u ξ in all cases; nevertheless the accuracy of a ij does not perform well in the case where ρ 1 is small, ρ i is close to another canonical correlation, or p is large. We will work on improving these cases in the future.
Conclusion
In this paper, we derived the asymptotic distribution of the canonical vector, and compared it with a Monte Carlo simulation. The following results are obtained. Our main result is the asymptotic distribution of the canonical vector under nonnormality. With no conditions on the distribution, our result was a complicated expression because it required many cumulants; however, for the elliptical distribution, it can be easily solved. To check the accuracy of the approximation, we performed a Monte Carlo simulation and compared it with our results. The approximation results were in agreement with the simulation results. We assumed that the population canonical correlation is simple, because we had to solve the characteristic equation of the nonsingular matrix. It is necessary to use theoretical formulas for multiple roots, which will be addressed in a future study.
Appendix A: Expression of the third moment An expression of the third moment is more complicated than the first and second moments. This is caused by the complicated asymptotic expansion of
To obtain the third moment, we denote some formulas as follows. Let Z 1 = Z and Z 2 = Z and
cd s
where s (1) , s (2) and s (3) denote Z 1 , Z 2 , W or V and s (i) = (s (2) jk ). We note that m(s
ab , s (2) cd ) and m(s
ab , s (2) cd , s
ef ) are also expressed by κ j···k s···t if we use the formula of (2.14) and (2.15 ). In addition, we define
cd ),
ii s (2) ii s
Then, the third moment of y (i) * is given as
42jkl + 3ρ i g (i) 43jkl − g (t 4 (ii, ii, jm, mi) + t 4 (ii, ii, im, mj)) 
