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We present experimental results and macrospin simulations of the switching characteristics of orthogonal
spin-transfer devices incorporating an out-of-plane magnetized polarizing layer and an in-plane magnetized
spin valve device at cryogenic temperatures. At T ≈ 4 K we demonstrate: high speed deterministic switching
at short pulse lengths — down to 100 ps — with sufficient measurement statistics to establish a switching
error rate of 10−5; coherent precessional switching at longer times; and observe ensemble decoherence effects
at even longer times. Finite temperature macrospin models model the precessional switching well but fail to
fully reproduce all the decoherence and switching error behaviour.
Spin-transfer devices that operate at low temperature
are of interest for applications that require a cryogenic
memory, such as Josephson junction based logic circuits1.
A requirement for this application is high speed opera-
tion with relatively low energy dissipation. Conventional
spin transfer torque (STT) devices, such as those being
developed as commercial room temperature memories,
may not be suitable for low temperature operation if the
switching is thermally activated and may not take ad-
vantage of the lower power possible at low temperatures.
A conventional STT device consists of two thin magnetic
layers separated by a non-magnetic layer, with the mem-
ory states being the layer magnetizations aligned either
parallel or antiparallel. However, the initial spin-transfer
torque in these states is vanishingly small, and a spin po-
larized current amplifies thermal fluctuations of the mag-
netization, leading to nanosecond incubation delays for
switching and stochastic switching characteristics2–4. At
low temperature this mechanism of STT writing should
be even slower and less energy efficient.
An orthogonal spin-transfer (OST) device overcomes
this limitation by having a spin-polarizing layer aligned
perpendicular to the free layer that provides a large spin-
torque the moment a current is applied5. This perpen-
dicular polarizer induces precessional magnetization dy-
namics, as it forces the free layer magnetization out of
the film plane leading to coherent precessional motion
of the magnetization about the film normal, the mag-
net’s hard magnetic axis6. Experiments at room tem-
perature have demonstrated both fast (< 1 ns) switching
as well as the excitation of precessional magnetization
dynamics7–12 while recent experiments at low tempera-
ture have demonstrated even faster (< 100 ps) and de-
terministic switching in OST-devices13,14. These experi-
ments were conducted over a relatively limited range of
applied currents and pulse durations, and thus could not
probe the coherent magnetization dynamics expected at
low temperature.
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FIG. 1. (a) Schematic of an OST device, with the equilibrium
magnetization directions of the free, fixed, and polarizing lay-
ers indicated. (b) Major (orange) and minor (blue) hysteresis
loops of a device at T = 4 K.
Here we study switching in OST spin-value based de-
vices at T ≈ 3 K with an improved experimental setup
focused on minimizing thermal noise at the device in-
creasing the data taking rate. This enables us to mea-
sure a range of pulse amplitudes and durations to observe
phase diagrams of coherent magnetization dynamics. We
also demonstrate deterministic high speed switching for
pulse lengths down to 100 ps and establish bounds on the
switching error rates not limited by measurement statis-
tics. We model our results with a finite-temperature
stochastic Landau-Lifshitz-Gilbert-Slonczewski (LLGS)
model15 and find that even at cryogenic temperatures,
thermal noise or micro-magnetic effects can lead to an
incoherent decay in the switching probabilities.
The OST devices under study consist of a CoFeB(3)
magnetic free layer (FL), a CoFeB(12) reference layer
(RL), and a [Co(0.3)/Pd(0.7)]2/[Co(0.15)/Ni(0.6)]3 per-
pendicularly magnetized spin-polarizing layer (PL) ar-
ranged into a full stack of ||PL/Cu(10)/FL/Cu(10)/RL||
as shown in Figure 1(a). All dimensions are given in nm.
Nanopillars of various shapes and aspect ratios were fab-
ricated using e-beam lithography and ion-milling. Here
we present results for devices with a 50 nm×100 nm ellip-
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FIG. 2. (a) Block diagram of the measurement apparatus. High-speed pulses from either the pulse generator or AWG are
capacitively coupled into the single-port device under test (DUT) via a bias-T. The low-speed arm of the bias-T is used by
the lock-in amplifier to measure the device state. (b) Histograms of the sample’s voltage states from a typical run of 35.6
million shots. The separation is shown in terms of the average standard deviation σ of the P and AP states. The intermediate
resistance (IR) state is shown magnified by a factor of 100.
tical cross-section, whose FLs have shape anisotropy that
defines a magnetic easy axis in the film plane along the
long axis of ellipse. Shape anisotropy also sets the mag-
netization direction of the thicker RL. The major and
minor hysteresis loops of one such device are shown in
Figure 1(b). A clear offset of the minor loop is observed
because of the uncompensated dipole field from the RL.
Sample chips are mounted and wirebonded in a cus-
tom package designed to support microwave signals.
The package is mounted on the cold-head of Gifford-
McMahon cryocooler (Sumitomo RDK-101D) with a
base temperature of ≈ 4 K when loaded with coaxial
lines. Switching pulses are provided by either a pulse
generator (Picosecond Pulse Labs 10,070A) or an AWG
(Keysight M8190A) that are combined and then capac-
itively coupled to the device via a bias-T (Picosecond
Pulse Labs 5575A) mounted at the cold head. The high
speed line has cryogenic attenuators at both the 50 K
and 3 K stages to thermalize the center conductor and
attenuate thermal noise from higher temperature stages.
To provide additional pulse amplitude resolution for the
pulse generator (above the 1 dB resolution of the inter-
nal step attenuator) we use a voltage controlled variable
attenuator (RFMD RFSA2113 evaluation board). The
DC coupled port of the bias-T is used to apply current
bias and make resistance measurements using a lock-in
amplifier (SRS 865) operated at a 1 MHz baseband. The
measurement line is low-pass filtered with a custom EC-
COSORB low-pass filter16 at the 3 K stage again to sup-
press thermal noise from room temperature. The ex-
ternal magnetic field is applied by a room-temperature
electromagnet. A block diagram of the setup is shown in
Figure 2(a).
Switching studies are performed with a bias field set
in the center of the minor hysteresis loop of Figure 1(b).
Since precessional switching can be induced irrespective
of polarity, we use the AWG to supply a fixed-polarity
“reset” pulse whose width and amplitude produce high
probability switching regardless of whether the system
starts in the antiparallel (AP) or parallel (P) configura-
tion of the FL and RL. Reset pulses are applied every sec-
ond shot followed by the switching pulse applied using the
pulse generator. This procedure allows us measure both
AP→P and P→AP transitions in the same data run. To
maximize the data acquisition rate, the experiment is se-
quenced by the AWG and is continuously streamed at
rate of ≈ 10 kHz until the desired switching statistics are
achieved. The voltages from the lock-in were clustered
into two or three clusters using a kmeans algorithm17 (see
Figure 2(b)). With a sufficient settling time for the lock-
in the distributions are approximately Gaussian — inso-
much as they are visually indistinguishable from a normal
distribution despite failing the Anderson-Darling test for
normality — and well separated. Taking the Gaussian as-
sumption the probability of misclassification of the state
is infinitesimally small at < 10−82 and thus the reported
switching error rates are intrinsic to the device. The
third cluster was used for when we occasionally saw an
unresponsive intermediate resistance (IR) state18, most
commonly after the application of high amplitude switch-
ing pulses. Typically, the device would remain stuck in
this IR state for a short period of time but occasionally
would need to be forced out with a magnetic field sweep.
We hypothesize that this state arises from a non-uniform
magnetization state in the FL and/or RL that decreases
the switching efficiency of STT induced reversal.
We apply this measurement procedure over a range
of pulse amplitudes and durations in order to build up
a phase diagram for precessional switching. These re-
sults are shown in Figs. 3(a-b), where each pixel repre-
sents the switching probability calculated as the mean of
the beta distribution for the ≈ 2048 switching attempts
in each direction (we take 4096 shots for each pair of
pulse amplitude and duration settings and with the re-
set pulse every second shot the initial state distribution
is P : AP = 50.9 : 49.1 ± 0.05). In both AP→P and
P→AP polarities, the sample undergoes three full prob-
ability oscillations with a period of approximately 400 ps.
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FIG. 3. Comparison of T = 4 K experimental (a,b) and
T = 60 K simulated (c,d) switching phase diagrams for (a,c)
P→AP and (b,d) AP→P switching polarities. Each pixel rep-
resents an estimate of the switching probability from on av-
erage 2048 shots.
For longer pulses the switching probability does not re-
cover to 100%, and for longer pulses yet (not shown) the
sample can occasionally become stuck in the intermediate
resistance state mentioned above.
To better understand these results we perform finite
temperature simulations of macrospin model of Eq. 1
using our parallel, GPU enabled, macrospin gpu pack-
age19. The simulated dynamics are described by the
LLGS equation:
dm
dτ
= −Γllg + Γth + Γstt. (1)
where m = M/Ms is the FL magnetization unit vec-
tor, Γllg the deterministic LLG torque, Γth the ther-
mal torque, and Γstt the STT. The LLG torque, Γllg =
−m × heff − αm × (m × heff), is given in terms of the
effective field heff =
−1
µ0M2sV
∇mU(m) for FL volume V
and damping constant α. Time t in Eq. 1 has been nor-
malized by the precession frequency so that τ = γµ0Mst,
where γ is the gyromagnetic ratio. The thermal torque
Γth is induced by a Gaussian distributed random field
hth
20. Although this is a standard assumption we note
its applicability to the present regime of cryogenic tem-
peratures and sub-nanosecond switching times is not es-
tablished. The combined spin-torque contributions from
both the out-of-plane PL and in-plane RL can be de-
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FIG. 4. (a) Cuts of the experimental phase diagrams taken at
J = 2.0×1012 A/m2.(b) Cuts of the simulated phase diagrams
at J = 0.52× 1012 A/m2. Data are shown for T = 4 K (solid
lines) and T = 60 K (dashed lines). AP→P (orange) and
P→AP (blue) switching polarities are shown in both in both
(a) and (b).
scribed in terms of effective spin-polarization vector nstt:
Γstt = I˜m× (m× nstt)
nstt = PRη(ΛR,mx)xˆ + PP η(ΛP ,mz)zˆ (2)
η(Λ, cos θ) =
2Λ2
(Λ2 + 1) + (Λ2 − 1) cos θ . (3)
Here PR,P and ΛR,P are the spin-torque polarization
and asymmetry parameters21, respectively, η(Λ, cos θ)
encodes the angular dependence of the spin torque for an
angle θ between the spin torque polarization and FL, and
I˜ = (~/2e)I/(µ0M2s V ) is the normalized applied current.
As in the experiments we simulate the entire
amplitude-duration phase diagram, shown in Figs. 3(c-
d), where each pixel gives the switching probability for an
ensemble of 512 macrospins subject to different realiza-
tions of the thermal field. We take Ms = 1200×103 A/m,
α = 0.06, PR/P = 0.03/0.05, ΛR/P = 1.5/1.0. The
shape anisotropy is treated as the combination of two
uniaxial contributions: an out-of-plane hard-axis demag-
netizing field hd = 4piMs and an in-plane easy-axis field
han = 100 Oe. The dipolar field from the reference layer
is assumed to be cancelled by the external field and is
omitted in our simulations. The ensemble is allowed to
thermalize in the AP or P state before a current pulse
(rise/fall time of 65/110 ps) is applied. The simulations
reproduce the shape and periodicity of the probability
oscillations. The disparity in critical current densities Jc
for different switching polarities, as well as the slightly
increased AP→P switching speed is caused by the influ-
ence of STT from the in-plane RL18. For negative pulses
(not shown), we find reduced switching probabilities that
are indicative of a non-zero λR
13.
The simulations of Figs. 3(c-d) are performed at T =
60 K in order to produce a broadening of the switching
bands consistent with the experimental data. Compar-
ing constant pulse-amplitude slices of the simulated and
experimental phase diagrams, as shown in Figs. 4(a,b),
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FIG. 5. The error rates for AP→P (orange) and P→AP
(blue) switching for J = 2.2×1012 A/m2 in the vicinity of the
second probability oscillation. Statistical limits taken from
the beta distribution (dotted lines) are shown independently
for each polarity.
reveals some distinct differences. At T ≈ 4 K the exper-
imental probability oscillations exhibit a sinusoidal be-
havior before a precipitous decline in probability upon
the final oscillation. Meanwhile, the simulated T = 4 K
oscillations exhibit wide high-probability bands with a
minimal amount of rounding. At T = 60 K the simu-
lations show a gradual decoherence of the ensemble re-
sulting from dephasing along the out-of-plane switching
trajectories.22 This behavior is not observed in the exper-
imental data, and we hypothesize that a micromagnetic
instability (perhaps in the form of domain nucleation) is
responsible for the abrupt departure from full-probability
oscillations. The more complicated sub-structure of the
experimental switching phase diagrams near threshold
may also result from micromagnetic considerations.
The experimental AP→P and P→AP transition prob-
abilities in Fig. 4(a) are synchronized such that they are
maximized for the same pulse durations, in contrast to
the behavior of the macrospin simulations in Fig. 4(b).
This has important implications for memory write cir-
cuitry, which would suffer a substantial increase in com-
plexity were it required to generate different pulses of dif-
ferent amplitudes. We explore the bit error rates (BER)
near the maximum of the second probability oscillation,
as shown in Figure 5. We find that AP→P switching
reaches 10−5 error rates over a fairly broad window of
pulse widths. For P→AP switching, there is a compara-
tively narrow window where switching reaches a BER of
10−3.
In conclusion, we have measured high-resolution
switching phase diagrams for orthogonal spin-torque de-
vices that reveal precessional reversal. Finite tempera-
ture macrospin simulations reproduce many of the qual-
itative features of this reversal, and allow us to iden-
tify the clear influence of STT from both the PL and
RL. Simulations cannot reproduce the sinusoidal proba-
bility oscillations without introducing strong dephasing,
nor can they account for the coincidence between AP→P
and P→AP switching probability maxima. Further work,
particularly in the area of micromagnetic simulations, is
required to understand the origin of these features.
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