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Abstract
PAC-Bayesian set up involves a stochastic classifier characterized by a posterior distribution
on a classifier set, offers a high probability bound on its averaged true risk and is robust
to the training sample used. For a given posterior, this bound captures the trade off
between averaged empirical risk and KL-divergence based model complexity term. Our
goal is to identify an optimal posterior with the least PAC-Bayesian bound. We consider
a finite classifier set and 5 distance functions: KL-divergence, its Pinskers and a sixth
degree polynomial approximations; linear and squared distances. Linear distance based
model results in a convex optimization problem and we obtain a closed form expression
for its optimal posterior. For uniform prior, this posterior has full support with weights
negative-exponentially proportional to number of misclassifications. Squared distance and
Pinskers approximation bounds are possibly quasi-convex and are observed to have single
local minimum. We derive fixed point equations (FPEs) using partial KKT system with
strict positivity constraints. This obviates the combinatorial search for subset support of
the optimal posterior. For uniform prior, exponential search on a full-dimensional simplex
can be limited to an ordered subset of classifiers with increasing empirical risk values.
These FPEs converge rapidly to a stationary point, even for a large classifier set when
a solver fails. We apply these approaches to SVMs generated using a finite set of SVM
regularization parameter values on 9 UCI datasets. The resulting optimal posteriors (on
the set of regularization parameters) yield stochastic SVM classifiers with tight bounds.
KL-divergence based bound is the tightest, but is computationally expensive due to its
non-convex nature and multiple calls to a root finding algorithm. Optimal posteriors for
all 5 distance functions have lowest 10% test error values on most datasets, with that of
linear distance being the easiest to obtain.
Keywords: KL divergence, generalized Pinsker’s inequality, convex optimization, con-
strained non-convex optimization, Fixed Point Equations, averaged true risk, Bayesian
posterior, high probability bounds on true risk
1. Introduction and Motivation
Often we are faced with the issue of choosing a parameter of the learning algorithm, since this
parameter has a significant role in determining the performance of the resulting classifier.
For example, consider the Support Vector Machine (SVM) algorithm for classification with
the regularization parameter, λ > 0. This parameter is a user input which trades off between
model complexity and training error. The optimal classifier that we get, depends heavily
on the sample S that is used for training and the value of the parameter, λ. We can control
only this parameter value for obtaining a classifier with low (training) error, but not the
c© 2019 P. Sahu & N. Hemachandra.
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given data. For a given training sample, we can choose the best value of the parameter
from a prefixed set of values, which yields a classifier with the lowest error. However, this is
a long drawn process. Additionally, there is no guarantee that the chosen value will yield a
classifier having low(est) error on another sample from the same distribution. This implies
that the best parameter value is sample dependent and that there is no unique value which
is best for almost all the samples. However, if we determine the set of λ values with lowest
ρ% error rates on each sample, we observe a recurring subset of λ values across the training
samples. (See Appendix A in the Suppl. file for an illustration.) Thus, we have an ensemble
of values to pick from. The PAC-Bayesian approach does such a stochastic selection.
PAC-Bayesian Bounds and Optimal Posteriors PAC-Bayesian approach assumes
an arbitrary but fixed prior distribution on the space of classifiers and outputs a posterior
distribution on this space, corresponding to a stochastic classifier. This approach provides
a probabilistic bound on the difference between the posterior averaged true and empiri-
cal risk of a stochastic classifier as measured by a convex distance function. For a given
posterior, these bounds offer a trade-off between averaged empirical risk and a term which
encompasses model complexity of the stochastic classifier. The bound is computed based
on a single sample but with a high probability guarantee over different samples (from the
same distribution). We are interested in the ‘optimal PAC-Bayesian posterior’. For a
chosen distance function, the optimal posterior is defined as the one which minimizes the
corresponding PAC-Bayesian bound. By design, these bounds and the resulting optimal
posterior are robust to the choice of training sample, addressing the above sample bias.
Relevant Work PAC-Bayesian bounds were proposed by McAllester (2003); Seeger (2002)
and refined further by Maurer (2004); Langford (2005); McAllester (2013) using Bayesian
priors and posteriors on the classifier space to provide better performance guarantees. Sev-
eral authors improvised the bounds for the choice of distance function they considered.
While Maurer (2004) provided a bound for the KL-divergence as the distance function, φ,
by tightening up the threshold with a factor of
√
m instead of m, Germain et al. (2009) gen-
eralized the framework of PAC-Bayesian bounds for a broader class of convex φ functions
and relaxed the constraints on tail bounds of empirical risks of the classifiers. Catoni (2007)
made an important contribution by considering bounds which are independent of distance
function φ, and instead require a parameter C > 0. Choice of C can influence the bound
on the performance of stochastic classifier just as the choice of φ. Ambroladze et al. (2006)
specialized PAC-Bayesian bounds using spherical Gaussian distributions on the space of
linear classifiers. Be´gin et al. (2016) introduced bounds based on Re´nyi divergence between
posterior and prior distributions. We limit ourselves to KL-divergence based bounds.
All of the above consider a continuous (SVM) classifier space (n-dimensional Euclidean
space) and continuous prior as well as posterior distributions on it (spherical Gaussian
distributions) whereas we consider a finite set of classifiers such as those generated by a
finite set of regularization parameter values for the SVM. Our PAC-Bayesian bounds are
derived for the set up with a discrete prior distribution, and five different distance functions
between posterior averaged empirical risk and posterior averaged true risk.
Contributions We consider optimal PAC-Bayesian posterior which minimizes the PAC-
Bayesian bound for a given distance function. We consider a finite classifier set and five
distance functions: KL-divergence and its two approximations based on Pinsker’s inequality
2
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and its improvised version (a sixth degree polynomial), linear distance and squared distance.
The linear distance based optimal posterior is obtained via a convex program; is shown to
have full support, with weights proportional to negative-exponential number of misclassifi-
cations when prior is uniform. Bounds based on KL-divergence as distance function and its
sixth degree approximation are non-convex. Squared distance and Pinsker’s approximation
are possibly quasi-convex because they are observed to have single local minimum. We sim-
plify the search for optimal posteriors via Fixed Point equations deduced from the partial
KKT system with strict positivity constraints. We use these approaches on the set of SVMs
generated by a finite set of regularization parameter values. This leads us to the notion of a
stochastic SVM characterized by an optimal posterior on the regularization parameter set.
KL-distance yields the tightest bound, but is non-convex and has computational overhead
of determining the root. All five distance functions have good generalization performance
(lowest 10% test error values) on most datasets considered, except for Bupa dataset and two
almost linearly separable datasets, Banknote and Mushroom. Table 1 describes theoretical
and computational aspects of these optimal posteriors.
Outline In Section 2, we consider PAC-Bayesian optimal posterior as the one minimizing
the bound, and propose a Fixed Point (FP) scheme based on the partial KKT system. We
analyze optimal posteriors for five distance functions: KL-distance (Section 4), its approxi-
mations (Section 5), linear and squared distances (Sections 6 and 7). These approaches are
applied to a set of SVMs (Section 8) with summary in Section 9.
2. PAC-Bayesian Bound Minimization, Optimal Posteriors and the Fixed
Point Approach
We recall the general version of the PAC-Bayesian theorem Germain et al. (2009); Be´gin
et al. (2016) for a given distance function and describe the notion of a PAC-Bayesian optimal
posterior which minimizes the bound derived from the PAC-Bayesian theorem.
Theorem 1 (PAC-Bayesian Theorem Germain et al. (2009); Be´gin et al. (2016))
For any data distribution D over input space X ×Y, the following bound holds for any prior
P over the set of classifiers H and any δ ∈ (0, 1), where the probability is over random i.i.d.
samples Sm = {(xi, yi)|i = 1, . . . ,m} of size m drawn from D, for any convex function
φ : [0, 1]× [0, 1]→ R:
PSm
∀Q on H : φ
(
EQ[lˆ],EQ[l]
)
≤
KL[Q||P ] + ln
(
ES∼DmEh∼P emφ(lˆ,l)
δ
)
m
 ≥ 1− δ. (1)
Here, Q is an arbitrary posterior distribution on H, which may depend on the sample Sm
and on the prior P . EQ[lˆ] := Eh∼Q
∑m
i=1
1
m [l(h,xi, yi)] denotes the averaged empirical risk
and EQ[l] := Eh∼QE(x,y)∼D[l] denotes averaged true risk of a classifier h ∈ H computed
using a loss function, l(h,x, y) : H×X × Y → [a, b) (here, 0 ≤ a < b).
For a choice of distance function, φ, the upper bound on ES∼DmEh∼P emφ(lˆ(h),l(h)) deter-
mines the tightness of PAC-Bayesian bound. Be´gin et al. (2016) give
IKφ (m) := sup
l∈[0,1]
[∑m
k=0
(
m
k
)
lk(1− l)m−kemφ( km ,l)
]
as an upper bound on ESm∼DmEh∼P emφ(lˆ(h),l(h)).
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Thus, with the above upper bound on the right hand side threshold, (1) becomes:
PSm
∀Q on H : φ
(
EQ[lˆ],EQ[l]
)
≤
KL[Q||P ] + ln
(
IKφ (m)
δ
)
m
 ≥ 1− δ. (2)
For illustrating the role of this upper bound, Q∗sq, KL is computed with two values: IKsq (m)
defined by Be´gin et al. (2016) and 2
√
m by Maurer (2004). Bounds with IKsq (m) are tighter
than those with 2
√
m, and test error rates increase only marginally (Please see Table 6).
2.1. Optimal posteriors via PAC-Bayesian bound minimization
The PAC-Bayesian theorem (2) gives the following high probability upper bound on aver-
aged true risk, EQ[l], assuming distance function φ(EQ[lˆ], ·) is invertible for given EQ[lˆ]:
Bφ,KL(Q) ≡ Bφ,KL(EQ[lˆ], Sm, δ, P ) = fφ
EQ[lˆ], φ−1EQ[lˆ]
KL[Q||P ] + ln
(
IKφ (m)
δ
)
m

 , (3)
where φ−1
EQ[lˆ]
(K) = b implies φ(EQ[lˆ], b) = K for some b ∈ (0, 1) and a given K > 0. Gen-
erally fφ(·, ·) is the sum of its arguments except when φ is KL-distance function. That is,
bound function Bφ,KL(Q) is the sum of averaged empirical risk, EQ[lˆ], and a model complex-
ity term which depends on system parameters, Sm, δ, P . We are interested in determining
an optimal posterior distribution Q∗φ,KL which minimizes Bφ,KL(Q) for a given φ.
2.2. The fixed point approach to determine PAC-Bayesian optimal posterior
To characterize the minimum of Bφ,KL(Q), we make use of the first order KKT conditions
which are necessary for a stationary point of a non-convex problem. These KKT conditions
require the objective function and the active constraints to be differentiable at the local min-
imum. We derive fixed point (FP) equations for the optimal posterior for various distance
functions in (33), (12), (17) and (25) (with derivations in supplemenatry file). These FP
equations use KKT system with strict positivity constraints due to which complementary
slackness conditions are automatically satisfied; hence called ‘partial ’ KKT system. We
consider strict positivity constraints on posterior weights to avoid the combinatorial prob-
lem of choosing the subset of classifiers which form the support set of the optimal posterior.
Computations illustrate that these FP equations always converge to a stationary point at
a very fast rate, even for a large classifier set when a non-convex solver fails to identify a
local solution. (Please see Table 8 for an illustration of such cases.)
We work with a finite set of classifiers: H = {hi}Hi=1 of size H. The prior, P = {pi}Hi=1
and posterior, Q = {qi}Hi=1 are discrete distributions on H, where pi, qi ≥ 0 ∀i = 1, . . . ,H
with
∑H
i=1 pi = 1 and
∑H
i=1 qi = 1. For differentiability required by KKT conditions, our
objective function should have open domain, that is, the interior of the H-dimensional
probability simplex: int(∆H) = {(q1, . . . , qH)|qi > 0 ∀i = 1, . . . ,H;
∑H
i=1 qi = 1}. In
computations, we consider qi ≥  ∀i = 1, . . . ,H for  > 0 to ensure existence of a minimizer
in int(∆H). Our FP equations are derived using partial KKT system on int(∆H).
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3. Optimal posterior, Q∗φ,KL, for uniform prior
We consider the special case of uniform prior on entire H. We want to identify the optimal
posterior Q∗φ,KL with the H-dimensional probability simplex as the feasible region. We show
below that it is enough to restrict the search space to certain subsets of this simplex. This
reduces the computational complexity of the search from exponential scale to linear scale.
Theorem 2 Consider a uniform prior distribution on the set H of classifiers, and a given
set of posterior weights Q = {qj}H′j=1. We have three choices of distance function φ =
{φlin, φsq, kl}. Then among all subsets H′ ⊂ H of size H ′, the smallest bound value
Bφ,KL(Q,H′) corresponding to the given posterior weights Q is achieved when H′ is the sub-
set formed by the first H ′ elements of the ordered set of classifiers ranked by non-decreasing
empirical risk values, lˆ1 ≤ lˆ2 ≤ . . . ≤ lˆH .
Proof (Please see Appendix C in suppl. file for other distance functions) We consider
linear distance based bound, Blin, KL(Q,H′) under the given set up, defined as follows:
Blin, KL(Q,H′) :=
∑
i∈H′
lˆiqi +
∑
i∈H′
qi ln qi + lnH + ln
(IKlin(m)
δ
)
m
(4)
For a given set of posterior weights {qj}H′j=1, the term
∑
i∈H′ qi ln qi of the boundBlin, KL(Q,H′)
is invariant of the support set H′ as long as its cardinality is H ′. Thus Blin, KL(Q,H′) is
the smallest when the sum
∑
i∈H′ lˆiqi is minimized. This will happen when H′ consists of
classifiers with smallest H ′ values in the set {lˆi}Hi=1. Furthermore, if the elements of H′ are
ordered by non-decreasing empirical risk values, lˆ1 ≤ lˆ2 ≤ . . . ≤ lˆH′ , the weights {qj}H′j=1
should be ordered non-increasingly. So, the theorem holds for linear distance function.
Corollary 1 As a consequence of the above Theorem 9, for determining the (globally) op-
timal posterior Q∗φ,KL, it is sufficient to compare the bound values corresponding to the best
posteriors on ordered subsets of H, ranked by non-decreasing lˆi values. These ordered subsets
can be uniquely identified by their size.
4. Optimal PAC-Bayesian Posterior using KL-distance
The most commonly referenced version of the PAC-Bayesian theorem was given by Seeger
(2002) and improved by Maurer (2004), as given below:
Theorem 3 (PAC-Bayesian Theorem for KL-distance Maurer (2004)) For any data
distribution D over input space X × Y, the following bound holds for any prior P over the
set of classifiers H and any δ ∈ (0, 1), where the probability is over random i.i.d. samples
Sm = {(xi, yi)|i = 1, ...,m} of size m drawn from D:
PSm
∀Q on H : kl (EQ[lˆ],EQ[l]) ≤ KL[Q||P ] + ln
(
2
√
m
δ
)
m
 ≥ 1− δ. (5)
6
PAC-Bayesian Optimal Posteriors for Stochastic Classifiers
Here, Q is an arbitrary posterior distribution on H, which may depend on the sample Sm
and on the prior P , and where kl(p, q) = p ln
(
p
q
)
+ (1− p) ln
(
1−p
1−q
)
for any p, q ∈ (0, 1).
The upper bound on the averaged true risk EQ[l] corresponding to the above PAC-
Bayesian theorem is obtained as:
Bkl, KL(Q) = sup
r∈(0,1)
r : kl (EQ[lˆ], r) ≤ KL[Q||P ] + ln
(
2
√
m
δ
)
m
 (6)
An inverse kl(·, ·) function does not exist since it is not a monotone function, and so
the bound Bkl, KL(Q) does not have an explicit form. However, we can employ a numerical
root finding algorithm such as that described in Sahu and Hemachandra (2018) (Algo.
(KLroots)) to obtain Bkl, KL(Q) for a given instance of system parameters.
4.1. The KL-distance bound minimization problem
For a finite classifier space H = {hi}Hi=1, this optimization problem can be described as:
min
q1,...,qH ,r
r (7a)
s.t.
(
H∑
i=1
lˆiqi
)
ln

H∑
i=1
lˆiqi
r
+
(
1−
H∑
i=1
lˆiqi
)
ln

1−
H∑
i=1
lˆiqi
1− r
 =
H∑
i=1
qi ln
qi
pi
+ ln 2
√
m
δ
m
(7b)
r ≥
H∑
i=1
lˆiqi (7c)
H∑
i=1
qi = 1, qi ≥ 0, ∀i = 1, . . . ,H (7d)
Here, r is the right root of kl
(
EQ[lˆ], r
)
=
KL[Q||P ]+ln
(
2
√
m
δ
)
m for a given EQ[lˆ]. The above
is known to be a non-convex problem with a difference of convex (DC) equality constraint
(7b). The constraint (7c) is a strict inequality which is relaxed for modelling purpose to
have a feasible region with a closed domain.
4.2. The posterior based on fixed point scheme, QFPkl,KL
We derive FP equation for KL-distance based bound optimization problem below:
Theorem 4 The bound minimization problem (7) for the bound Bkl, KL(Q) has a stationary
point QFPkl,KL which can be obtained as the solution to the following fixed point equation:
qi = pi exp
{
H∑
i=1
qi ln
qi
pi
−m
(
H∑
i=1
lˆiqi − lˆi
)[
ln
(
(1− r)∑Hi=1 lˆiqi
r(1−∑Hi=1 lˆiqi)
)]}
∀i = 1, . . . ,H (8)
where r is the solution to (7b) and (7c) for a given Q = (q1, . . . , qH).
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Proof The Lagrangian function for (7) can be written as follows:
Lkl, KL = r − β0
[(
H∑
i=1
lˆiqi
)
ln
(∑H
i=1 lˆiqi
r
)
+
(
1−
H∑
i=1
lˆiqi
)
ln
(
1−∑Hi=1 lˆiqi
1− r
)
−
(∑H
i=1 qi ln
qi
pi
+ ln 2
√
m
δ
)
m
− β1(r − H∑
i=1
lˆiqi
)
− µ0
(
H∑
i=1
qi − 1
)
−
H∑
i=1
µiqi (9)
Due to the strict inequality constraint (7c), complementary slackness conditions for a sta-
tionary point imply that the Lagrange multiplier β1 should vanish at optimality (β1 = 0).
We assume that qi > 0∀i = 1, . . . ,H, since otherwise ln qi = ln(0) is undefined. Even if
we use fact that limx→0+ lnx = −∞ to define ∂Lkl, KL∂qj for some j ∈ [H], the KKT condition
will mean that µj is infeasible. Therefore, for a stationary point, we have qi > 0. And the
complementary slackness conditions imply that µi = 0 for all i = 1, . . . ,H.
At an optimal solution, derivatives of Lkl, KL with respect to primal variables r and qis,
should be set to zero. By solving for these derivatives, we get the FP equation (33) which
identifies a stationary point of (7). (Please see Appendix D.1 in suppl. file for details.)
Note: The requirement that qi > 0 ∀ i = 1, . . . ,H holds true for the KKT system of
a generic PAC-Bayesian bound minimization because of KL-divergence measure between
posterior and prior distributions; so, we assume this condition for the other four φs also.
KL-distance based bound minimization is non-convex with multiple stationary points
which makes it difficult to identify the global minimum even by FP scheme. The iterative
root finding algorithm adds to the computational complexity of the bound minimization
algorithm. Therefore, in the next section, we look for simpler and easily invertible approx-
imations to KL-distance function in the PAC-Bayesian bound minimization.
5. Optimal Posterior for PAC-Bayesian Bound Minimization based on
approximations to KL-distance function
We explore two approximations to the KL-distance function: a known Pinsker’s approxi-
mation and another tighter approximation based on improvised Pinsker’s inequality.
5.1. Optimal PAC-Bayesian Posterior based on Pinsker’s approximation
Based on Pinsker’s inequality Fedotov et al. (2003), we get the following second order
polynomial approximation to kl(l, l′): φP(l, l′) = 2(l− l′)2 ∀l, l′ ∈ [0, 1]× [0, 1] which serves
as a distance function in the PAC-Bayesian theorem:
PSm
∀Q on H : 2(EQ [lˆ]− EQ[l])2 ≤ KL[Q||P ] + ln
(
2
√
m
δ
)
m
 ≥ 1− δ. (10)
The associated PAC-Bayesian bound function is:
BP, KL(Q) :=
H∑
i=1
lˆiqi +
√√√√∑Hi=1 qi ln qipi + ln(2√mδ )
2m
. (11)
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Algorithm 1: FP klKL: Fixed point solution for PAC-Bayesian bound with KL-distance
Input: δ ∈ (0, 1),m,H, {lˆi}Hi=1, {pi}Hi=1, tol > 0
Output: Fixed point solution: {qFPi,kl, KL}Hi=1
/* Intialize Q0 = {q0i }Hi=1 with a random distribution from ∆H simplex */
q0i ∼ exp(1), ∀i = 1, . . . ,H
q0i ← q
0
i∑H
j=1 q
0
j
∀i = 1, . . . ,H
RHS ←
∑H
i=1 q
0
i ln
q0i
pi
+ln 2
√
m
δ
m
r ←KLroots(∑Hi=1 lˆiq0i , RHS)2
q1i ← pi exp
{∑H
i=1 q
0
i ln
q0i
pi
−m
(∑H
i=1 lˆiq
0
i − lˆi
)[
ln
(
(1−r)∑Hi=1 lˆiq0i
r(1−∑Hi=1 lˆiq0i )
)]}
∀i = 1, . . . ,H
do
for i = 1 to H do
q0i ← q1i
end
RHS ←
∑H
i=1 q
0
i ln
q0i
pi
+ln 2
√
m
δ
m
r ←KLroots(∑Hi=1 lˆiq0i , RHS)2
q1i ← pi exp
{∑H
i=1 q
0
i ln
q0i
pi
−m
(∑H
i=1 lˆiq
0
i − lˆi
)[
ln
(
(1−r)∑Hi=1 lˆiq0i
r(1−∑Hi=1 lˆiq0i )
)]}
∀i = 1, . . . ,H
while ‖q1 − q0‖ > tol
return {q1i }Hi=1
We wish to determine the optimal posteriorQ∗P, KL which minimizesBP, KL(Q) subject to the
constraints given in (7d). The convexity of this bound function could not be established, but
computationally this bound minimization problem is observed to have single local minimum.
We propose that (11) is possibly quasi-convex. Based on the proof for Theorem 10 for KL-
distance function, we identify the following FP equation for stationary point of (11):
qFPi,P, KL =
pie
(
−2√2mlˆi
√∑H
i=1 q
FP
i,P, KL ln
qFP
i,P, KL
pi
+ln 2
√
m
δ
)
H∑
i=1
pie
(
−2√2mlˆi
√∑H
i=1 q
FP
i,P, KL ln
qFP
i,P, KL
pi
+ln
(
2
√
m
δ
)) ∀i = 1, . . . ,H. (12)
5.2. Optimal PAC-Bayesian Posterior based on improvised Pinsker’s
approximation, φCH
A lower bound for KL-divergence kl(l, l′) given by an improvised version of Pinsker’s in-
equality Fedotov et al. (2003) is the following tighter sixth degree polynomial approximation:
φCH(l, l
′) = (l − l′)2 + 2
9
(l − l′)4 + 16
135
(l − l′)6 ∀l, l′ ∈ [0, 1]× [0, 1] (13)
φCH is a valid distance function since it satisfies the Seeger’s assumptions Seeger (2002).
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Theorem 5 (Sahu and Hemachandra (2018)) PAC-Bayesian theorem with φCH is:
PSm
∀Q on H : φCH (EQ [lˆ] ,EQ[l]) ≤ KL[Q||P ] + ln
(
KφCH
δ
)
2m− 1
 ≥ 1− δ, (14)
where KφCH := 4m×
[
1− e−φCH( 12)
]
≈ 0.9334m. (15)
Due to its structure, φCH(lˆ, ·) has a single positive real root and has a PAC-Bayesian bound:
BCH, KL(Q) := EQ[lˆ] +
√
rCH(R(Q)) (16a)
where, rCH(R(Q)) = −5
8
+
3
√(
1225
512
+
135
32
R(Q)
)
+
5
32
√
729R2(Q) +
6615
8
R(Q) +
208980
256
+
3
√(
1225
512
+
135
32
R(Q)
)
− 5
32
√
729R2(Q) +
6615
8
R(Q) +
208980
256
,
(16b)
R(Q) =
KL[Q||P ] + ln
(
KφCH
δ
)
2m− 1 =
∑H
i=1 qi ln
qi
pi
+ ln
(
KφCH
δ
)
2m− 1 . (16c)
The optimal posterior distribution Q∗CH, KL is the one which minimizes BCH, KL(Q) in (16).
Lemma 1 The bound function BCH, KL(Q) defined in (16) is a non-convex function and
hence the associated bound minimization problem is non-convex program.
We identify the following FP equation for a stationary point for minimizing (16), based on
the partial KKT system:
qFPi,CH, KL =
pi exp
{
−(2m− 1)lˆi
2
√
rCH(R(Q
FP
CH, KL))
∂rCH
∂R
}
∑H
i=1 pi exp
{
−(2m− 1)lˆi
2
√
rCH(R(Q
FP
CH, KL))
∂rCH
∂R
} ∀i = 1, . . . ,H. (17)
6. Optimal PAC-Bayesian Posterior using Linear Distance Function
One of the simplest distance functions is the linear distance function, φlin(lˆ, l) = l − lˆ for
lˆ, l ∈ [0, 1]. The PAC-Bayesian bound in this case takes the following simplified form:
PSm
∀Q on H : EQ[l]− EQ[lˆ] ≤ KL[Q||P ] + ln
(IKlin(m)
δ
)
m
 ≥ 1− δ (18)
where IKlin(m) := sup
l∈[0,1]
[∑m
k=0
(
m
k
)
lk(1− l)m−kem(l− km)
]
is a function of the sample size, m.
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Thus, the corresponding PAC-Bayesian bound is:
Blin, KL(Q) := EQ[lˆ] +
KL[Q||P ] + ln
(IKlin(m)
δ
)
m
. (19)
We want to find the optimal distribution Q∗lin, KL which minimizes the bound Blin, KL(Q).
Remark 1 For m ≥ 1028, computing IKlin(m) is difficult due to storage limitations in the
range of floating point numbers – gives IKlin(m) as NaN. As it is just an additive term in
the bound, it does not influence the optimal solution. Hence we can determine Q∗lin, KL even
for large m as shown in Table 6, but is needed for computing Blin, KL(Q
∗
lin, KL).
6.1. The linear distance bound minimization problem
For a finite classifier space H = {hi}Hi=1, this optimization problem can be described as:
min
q1,...,qH
H∑
i=1
lˆiqi +
∑H
i=1 qi ln
qi
pi
m
s. t.
H∑
i=1
qi = 1, qi ≥ 0 ∀i = 1, . . . ,H.
(20)
6.2. Convexity of the bound function, Blin, KL(Q)
The bound function Blin, KL(Q) is convex in Q since it is a positive affine transformation
of KL[Q‖P ], which in turn is convex in Q. Also, the feasible region is the H-dimensional
probability simplex which is a closed convex set. Hence (20) is a convex optimization
problem. Thus, KKT conditions are both necessary and sufficient for (20).
6.3. The optimal posterior, Q∗lin, KL
Theorem 6 The distribution Q∗lin, KL = (q
∗
1,lin, KL, . . . , q
∗
H,lin, KL) where
q∗i,lin, KL =
pie
−mlˆi∑H
i=1 pie
−mlˆi
∀i = 1, . . . ,H (21)
is the optimal PAC-Bayesian posterior which minimizes the bound Blin, KL(Q) in (19).
Proof Since this is a differentiable convex OP, we identify the global minimizer (21) using
the associated KKT system. (Please refer to details in Appendix E.2 in suppl. file)
Remark 2 Q∗lin, KL in (21) is a Boltzmann distribution for a given P . In case of uni-
form prior, the optimal posterior weight (q∗i,lin, KL) on a classifier is negative-exponentially
proportional to the number of misclassifications (mlˆi) it makes on the (validation) sample.
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Theorem 7 When the prior is a uniform distribution on the set H of classifiers, the optimal
posterior Q∗lin, KL for the bound minimization problem (20) has full support. That is, all the
classifiers in H will have strictly positive posterior weight at optimality.
Proof Using the result of Theorem 9, it is sufficient to compare the bound values corre-
sponding to the best posteriors for all ordered subsets of H, ranked by non-decreasing lˆi
values, to determine the optimal posterior for (20). Using Theorem 6, the optimal posterior
Q∗lin, KL(H
′) on an ordered subset of classifiers of size H ′ ∈ [H] is given as:
q∗i, lin, KL(H
′) =
 e
−mlˆi∑H′
i=1 e
−mlˆi
∀i = 1, . . . ,H ′
0 ∀i = H ′ + 1, . . . ,H,
and the optimal objective value is:
Blin, KL(Q
∗
lin, KL(H
′)) =
H∑
i=1
lˆiq
∗
i,lin,KL +
∑H
i=1 q
∗
i,lin,KL ln(q
∗
i,lin,KLH)
m
=
lnH − ln
(∑H′
i=1 e
−mlˆi
)
m
The bound, Blin, KL(Q
∗
lin, KL(H
′)) is a decreasing function of H ′ = 1, . . . ,H. Therefore the
least bound value is achieved when all classifiers are assigned strictly positive weights, that
is, the optimal posterior has full support. (Details are in Appendix E.2 in suppl. file)
Remark 3 We believe that this full support for the optimal posterior, Q∗lin, KL, is due to
the KL-divergence measure on the right hand side threshold of the PAC-Bayesian bound,
(26). As an implication, Q∗lin, KL considers even the worst performing classifier but with
infinitesimally positive (negative-exponential) posterior weight.
7. Optimal PAC-Bayesian Posterior using Squared Distance Function
We now consider a widely used squared distance function McAllester (2003); Seeger (2002)
between the averaged empirical risk and the averaged true risk : φsq
(
lˆ, l
)
=
(
lˆ − l
)2
for
lˆ, l ∈ [0, 1]. With φsq, the PAC-Bayesian theorem takes the following form:
PSm
∀Q on H :
(
EQ[lˆ],EQ[l]
)2 ≤ KL[Q||P ] + ln
(IKsq(m)
δ
)
m
 ≥ 1− δ, (22)
where IKsq(m) := sup
l∈[0,1]
[∑m
k=0
(
m
k
)
lk(1− l)m−kem( km−l)
2]
is a function of the sample size, m.
The above PAC-Bayesian statement gives the following high probability upper bound:
Bsq, KL(Q) := EQ[lˆ] +
√√√√KL[Q||P ] + ln(IKsq(m)δ )
m
. (23)
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We identify the constant term IKsq(m) in (23) based on Be´gin et al. (2016)’s result.
Lemma 2 For a given sample size, m, IKsq (m) :=
∑m
k=0
(
m
k
)
0.5me2m(
k
m
−0.5)2.
Remark 4 On a machine equipped with 4 Intel Xeon 2.13 GHz cores and 64 GB RAM, we
couldn’t compute IKsq (m) for m ≥ 1028 due to storage limitations for floating point numbers.
Therefore, we upper bound it by 2
√
m for m ≥ 8 Be´gin et al. (2016).
7.1. The squared distance bound minimization problem
We want to determine the optimal posterior Q∗sq, KL which minimizes Bsq, KL(Q). For a
finite classifier space H = {hi}Hi=1, this optimization problem can be described as:
min
q1,...,qH
H∑
i=1
lˆiqi +
√√√√∑Hi=1 qi ln qipi + ln(IKsq(m)δ )
m
s. t.
H∑
i=1
qi = 1, qi ≥ 0 ∀i = 1, . . . ,H.
(24)
The convexity of this bound function could not be established, but computationally
this bound minimization problem is observed to have a single local minimum, hinting at
quasi-convexity of Bsq, KL(Q). (Please see Appendices F.1 and F.2 in Suppl. file for proof.)
7.2. The posterior based on fixed point scheme, QFPsq,KL
We can identify a FP solution for (24) based on the partial KKT system by setting the
derivatives of the Lagrange function for (24) to zero, and using the complementary slackness
conditions, we get the FP equation (25). (Proof details are in Appendix F.3 in Suppl.file.)
Theorem 8 The bound minimization problem (24) has a stationary point which can be
obtained as the solution to the following fixed point equation:
qFPi,sq, KL =
pie
(
−2√mlˆi
√∑H
i=1 q
FP
i,sq, KL ln
qFP
i,sq, KL
pi
+ln
IKsq (m)
δ
)
H∑
i=1
pie
−2√mlˆi
√∑H
i=1 q
FP
i,sq, KL ln
qFP
i,sq, KL
pi
+ln
(
IKsq (m)
δ
) , ∀i = 1, . . . ,H (25)
8. Choice of Regularization Parameter for SVMs
For computations, we included nine datasets from UCI repository Dheeru and Karra Taniski-
dou (2017) with small to moderate number of examples (306 examples to 5463 examples)
and small to moderate number of features (3 features to 57 features). These datasets span
a variety ranging from almost linearly separable (Banknote, Mushroom and Wave datasets)
to moderately inseparable (Wdbc, Mammographic and Ionosphere datasets) to inseparable
data (Spambase, Bupa and Haberman datasets). SVMs on these datasets have varying
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ranges and degrees of variation in their empirical risk values. We consider a finite set of
SVM regularization parameter values Λ = {λi}Hi=1, say, between 0 and an upper bound
λ0 > 0, since small values of λi’s are preferable. We took Λ = {0.1, 0.11, . . . , 20} at a
granularity of 0.01. SVM QP (with RBF kernels) was implemented using ksvm function in
kernlab package Karatzoglou et al. (2004) in R (version 3.1.3 (2015-03-09)). The Gaus-
sian width parameter is estimated by kernlab using sigest function which estimates 0.1
and 0.9 quantiles of squared distance between the data points.
Each of these datasets was partitioned such that 80% of the examples formed a compo-
sition of training set and validation set (in equal proportion) used for constructing the set
H = {h(λi)|λi ∈ Λ}Hi=1 of SVM classifiers and remaining 20% used for computing their test
error rates. The training set size (m), validation set size (v) and test set size (t) are in the
ratio m : v : t = 0.4 : 0.4 : 0.2. The role of the validation set is to compute the empirical
risk lˆi of the SVM h(λi) ∈ H which will be used for deriving the PAC-Bayesian bound. We
follow the scheme provided in Be´gin et al. (2016); Thiemann et al. (2017) to generate the
set H. Each classifier h(λi) ∈ H is trained on m training examples subsampled from this
composite set and validated on the remaining v examples. Overlaps between training sets
of different classifiers are allowed. Same is true for their validation sets.
The PAC-Bayesian bound minimization problem for finding the optimal posterior was
implemented in AMPL Interface and solved using Ipopt software package (version 3.12
(2016-05-01)) Wa¨chter and Biegler (2006), a library for large-scale nonlinear optimiza-
tion (http://projects.coin-or.org/Ipopt). All computations were done on a machine
equipped with 12 Intel Xeon 2.20 GHz cores and 64 GB RAM. We summarize comparisons
among optimal posteriors for different distance functions in Table 6.
Fixed point solutions can be more reliable than solver output In case of KL-
distance based bound, we observe that the FP scheme is able to converge to a stationary
point even when solver fails to identify a local solution, as seen in Table 8. More such cases
are illustrated in Table 5 in supplementary file with 7 other datasets.
9. Conclusion and Future Directions
We considered the PAC-Bayesian bound minimization problem for a finite classifier set with
5 distance functions. The optimal posterior weights are negative-exponentially decreasing
with empirical risk values. For linear distance and uniform prior, weights are negative-
exponentially proportional to number of misclassifications. Since some of these minimization
problems are non-convex, we proposed fixed point (FP) iterates to identify posteriors with
good test error rates. We apply these ideas for choosing SVM regularization parameter via
an optimal posterior on the regularization parameter set, yielding a stochastic SVM.
As a part of the future work, we wish to investigate the convergence of FP iterates, and
the reason for uniqueness of local minimum for some non-convex cases. For a comparative
study, we can consider the PAC-Bayesian counterpart based on Re´nyi divergence between
posterior and prior (proposed by Be´gin et al. (2016)) for the distance functions considered.
14
PAC-Bayesian Optimal Posteriors for Stochastic Classifiers
Dataset PAC-Bayesian Bound, B∗φ,KL Average Test Error, Tφ,KL
B∗lin, KL B
∗
sq, KL B
∗
P, KL B
∗
CH, KL B
∗
kl, KL Tlin, KL Tsq, KL TP, KL TCH, KL Tkl, KL
Spambase NaN 0.20046 0.17361 0.17958 0.15332? 0.15684 0.15392 0.15423 0.15434 0.15487?
Bupa 0.27005
0.38167
0.34547
0.29265 0.30537 0.23851? 0.13207
0.145801
0.14873
0.13631 0.13382 0.11998?
Mammographic 0.29518
0.34187
0.31290
0.28790 0.29659 0.26063? 0.20462
0.21120
0.21386
0.20716 0.20628 0.20519?
Wdbc 0.20706
0.26000
0.22122
0.20236 0.21646 0.14759? 0.06489
0.06901
0.07052
0.06650 0.06584 0.06541?
Banknote 0.13647
0.13225
0.10343
0.09538 0.10672 0.02051 0.00161
0.00561
0.00592
0.00500 0.00469 0.00037
Mushroom NaN 0.06584 0.04702 0.05399 0.00489 8.92e-05 0.00066 0.00057 0.00053 1.39e-05
Ionosphere 0.20816
0.30151
0.25884
0.22508 0.24011 0.14707? 0.04494
0.04781
0.04899
0.04393 0.04553 0.04359?
Waveform NaN 0.12875 0.10335 0.11103 0.06338 0.05847 0.05175 0.05276 0.05345 0.05792
Haberman 0.37277
0.48385
0.43977
0.39769 0.41178 0.37998? 0.29157
0.29069
0.29007
0.29163 0.29162 0.28997?
Table 2: PAC-Bayesian bounds and averaged test error rates for Q∗φ,KL We compare bound
values B∗φ,KL and average test error rates Tφ,KL of optimal posteriors due to five distance
functions, φ: KL-divergence kl, its Pinsker’s approximation φP and a sixth degree poly-
nomial approximation φCH; linear φlin and squared distances φsq for H = 1990 SVM
classifiers. For large sample size (m ≥ 1028), IKlin(m) cannot be computed due to storage
limitations for floating point numbers and in that case, B∗lin,KL is denoted by NaN. Q
∗
sq, KL
was determined using: 2
√
m (in regular font) and IKsq(m) (in italicized font). IKsq(m) can-
not be computed for m ≥ 1028 due to storage limitations. For such cases, we report
the values computed using 2
√
m alone. ? refers to values obtained using fixed point(FP)
equation because Ipopt solver does not converge. Lowest 10% bound values and test
error rates for each dataset are denoted in bold face. kl has the tightest bound and lowest
10% error rate for most datasets, but is computationally expensive and has multiple local
minima. Between φP and φCH, the latter has lower test error values but a slightly com-
plicated bound evaluation. φsq and φP are related by a scaling (φP = 2φsq). φP provides
a lower bound value than that of φsq, but both have comparable test set performances
with differences of at most 3%. φlin has second lowest bound value for all datasets (except
where m ≥ 1028, namely, Spambase, Mushroom and Waveform, where B∗lin,KL cannot be
computed) and also has the lowest 10% test error rates for most datasets. All 5 φs have
lowest 10% test error values on most datasets considered, except for Bupa dataset and
two almost separable datasets, Banknote and Mushroom, where φlin and φkl do better.
Dataset
H
50 200 500 1000 1990
(Validation
set size, v)
BFPkl, KL B
solver
kl, KL B
FP
kl, KL B
solver
kl, KL B
FP
kl, KL B
solver
kl, KL B
FP
kl, KL B
solver
kl, KL B
FP
kl, KL B
solver
kl, KL
Spambase
(v = 1840)
0.14726 0.14726 0.14942 0.14942 0.15157 0.27004(E) 0.15202 0.29484(E) 0.15332 0.31452(E)
Bupa
(v = 138)
0.20833 0.20833 0.22006 0.22006 0.22750 0.43732(E) 0.23300 0.50867(E) 0.23851 0.57682(E)
Table 3: Comparing bound values due to fixed point solution, BKKTkl, KL, and bound values due to
solver output, Bsolverkl, KL, for bound minimization problem (7) involving KL-distance function
with KL-divergence measure. We observe that the fixed point equation always converges
to a solution, even when the Ipopt solver is not able to identify a solution (denoted by
‘E’ (Unknown Error)). Other examples of solver failure are in Table 5 in Suppl. file (eg.
‘R’ (Restoration Phase Failed) or ‘M’ (Maximum Number of Iterations Exceeded)).
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Appendix A. No unique best parameter
We are given a dataset and we fix a set of λ values to choose from. Let this set be denoted
as Λ = {λ1, . . . , λH} where H is the number of parameter values that we consider. To
generate the classifiers, we create training samples by partitioning the given dataset. On
every sample, we learn SVM classifiers by considering each parameter value in the set Λ and
then choose the best value λ∗(S) for a sample S by comparing the 0-1 training errors of the
classifiers obtained. To see how these values fare on the scale of generalization performance,
we compare their test error rates computed on a common test set. In the adjoining Figure 1,
we plot the test error rates of the best parameter value λ∗(S) (with this best value mentioned
above the lines representing the error rates) for each sample in the set of samples drawn
from a UCI dataset Dheeru and Karra Taniskidou (2017).
From Figure 1, we observe that the best parameter value is sample dependent and
that there is no unique value which is best for almost all the samples (at least 75% of the
samples). However, if we determine the set of λ values with lowest ρ% error rates on each
sample, we observe a recurring subset of λ values across the training samples. Thus, we
have an ensemble of values to pick from as in Table 4. The PAC-Bayesian approach does
such a stochastic selection.
Appendix B. PAC-Bayesian bound illustration
We illustrate PAC-Bayesian bounds with two distance functions – linear distance and
squared distance function. We state the correspoding PAC-Bayesian theorems below:
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Figure 1: We illustrate that there is no unique value of the regularization parameter λ of
the SVM algorithm which has the lowest 0-1 training error for almost all the
samples considered. We partition the dataset into training samples of equal size
indicated on the horizontal axis of the graph. A total of H = 25 values of the
regularization parameter (Λ = {λi := 10(2−i)}25i=1; ranging from 10 to 10−23 on a
log scale with base 10) were used for obtaining SVMs on each of these training
samples. For every sample Sj , the best parameter value λ
∗(Sj) in the set Λ was
determined based on the lowest training error obtained on this sample. A test
set was set aside beforehand. This common test set was used for evaluating the
classifiers generated by different samples, Sjs and different parameter values, λis.
We plot the test error rate lˆtest(λ
∗(Sj)) for each sample Sj along with the best
parameter value λ∗(Sj). We can easily see that there is no single value of λi which
serves as best parameter value of most of the samples.
PSm
∀Q on H : EQ[l]− EQ[lˆ] ≤ KL[Q||P ] + ln
(IKlin(m)
δ
)
m
 ≥ 1− δ. (26)
PSm
∀Q on H : (EQ[l]− EQ[lˆ])2 ≤
KL[Q||P ] + ln
(IKsq(m)
δ
)
m
 ≥ 1− δ. (27)
Appendix C. Optimal posterior, Q∗φ,KL, for uniform prior
We consider the special case of uniform prior on entire H. We want to identify the optimal
posterior Q∗φ,KL with the H-dimensional probability simplex as the feasible region. We show
below that it is enough to restrict the search space to certain subsets of this simplex. This
reduces the computational complexity of the search from exponential scale to linear scale.
Theorem 9 Consider a uniform prior distribution on the set H of classifiers, and a given
set of posterior weights Q = {qj}H′j=1. We have three choices of distance function φ =
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Sample
Index
λ∗1 λ∗2 λ∗3 λ∗4 λ∗5 λ∗6 λ∗7 λ∗8
S1 1e-05 0.1 1 10 0.0001 0.001 0.01 1e-23
S2 0.001 0.01 0.1 1 10 0.0001 1e-23 1e-22
S3 0.0001 0.001 0.01 0.1 1 10 1e-05 1e-23
S4 0.0001 0.001 0.01 0.1 1 10 1e-23 1e-22
S5 0.001 0.01 0.1 0.0001 1 10 1e-06 1e-05
S6 1e-05 0.001 0.01 0.1 1 0.0001 10 1e-23
S7 0.0001 0.001 0.01 0.1 1 10 1e-05 1e-23
S8 0.0001 0.001 0.01 0.1 1e-05 1 10 1e-06
S9 10 1e-23 1e-22 1e-21 1e-20 1e-19 1e-18 1e-17
S10 1 1e-05 0.01 0.1 10 0.0001 0.001 1e-06
S11 0.0001 0.001 0.01 0.1 1 10 1e-23 1e-22
S12 1e-05 0.0001 0.001 0.01 0.1 1 10 1e-23
S13 1e-23 1e-22 1e-21 1e-20 1e-19 1e-18 1e-17 1e-16
S14 1e-05 0.0001 0.001 0.01 0.1 1 10 1e-23
S15 0.0001 0.001 0.01 0.1 1 10 1e-05 1e-23
S16 0.0001 0.001 0.01 0.1 1e-23 1e-22 1e-21 1e-20
S17 1e-05 0.0001 0.001 0.01 0.1 1 10 1e-06
S18 1e-06 1e-05 0.0001 0.001 0.01 1 0.1 10
S19 1 10 0.0001 0.001 0.01 0.1 1e-06 1e-05
S20 1e-23 1e-22 1e-21 1e-20 1e-19 1e-18 1e-17 1e-16
S21 0.001 0.01 0.1 1 10 0.0001 1e-23 1e-22
S22 1e-05 0.0001 0.001 0.01 0.1 1 10 1e-23
S23 1e-06 1e-05 0.0001 0.001 0.01 0.1 1 10
S24 1e-05 0.0001 0.001 0.01 0.1 1 10 1e-23
Table 4: SVM parameter values with lowest training errors across training sam-
ples. We partition the Mammographic dataset (830 samples, 5 features) into 24
training samples of equal size (m = 33). A total of H = 25 values of the regular-
ization parameter were used for obtaining SVMs on each of these training samples
(Λ = {λi := 10(2−i)}25i=1; ranging from 10 to 10−23 on a log scale with base 10).
Each row represents top 30% (≈ 8 values) parameter values ranked by increasing
training errors on a training sample from the set of samples used. We observe
a few recurring values of λis (represented in boldface) across different sample.
This subset of Λ, namely {1e−23, 0.0001, 0.001, 0.01, 0.1, 1, 10}, generates classi-
fiers which are among the top performers (on the training error values) for most
of the samples (about 21 of the 24 samples), save a few (namely, samples S9, S13
and S20).
{φlin, φsq, kl}. Then among all subsets H′ ⊂ H of size H ′, the smallest bound value
Bφ,KL(Q,H′) corresponding to the given posterior weights Q is achieved when H′ is the sub-
set formed by the first H ′ elements of the ordered set of classifiers ranked by non-decreasing
empirical risk values, lˆ1 ≤ lˆ2 ≤ . . . ≤ lˆH .
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Figure 2: Robustness of PAC-Bayesian bound to training sample. The blue verti-
cal lines correspond to LHS of (26) and the green cross marks represent the RHS
of (26) for different training samples partitioned from Transfusion dataset. We
observe that the RHS bounds the LHS for most of the samples (high probability).
The red vertical lines correspond to LHS of (27) and the black cross marks rep-
resent the RHS of (27) for different training samples. In this case, RHS bounds
LHS for all the training samples (high probability).
Proof We first consider the case of linear and squared distance based bounds. Under the
given set up, these bound functions are defined as follows:
Blin, KL(Q,H′) :=
∑
i∈H′
lˆiqi +
∑
i∈H′
qi ln qi + lnH + ln
(IKlin(m)
δ
)
m
(28)
Bsq, KL(Q,H′) :=
∑
i∈H′
lˆiqi +
√√√√ ∑
i∈H′
qi ln qi + lnH + ln
(IKsq(m)
δ
)
m
. (29)
For a given set of posterior weights {qj}H′j=1, the second terms of Blin,χ2(Q,H′) and
Bsq,χ2(Q,H′) are invariant of the support set H′ as long as its cardinality is H ′. Thus the
value of the bound depends on the common first term which is a sum of positive quantities.
For given weights {qj}H′j=1, the bounds (28) and (29) are the smallest when the sum
∑
i∈H′ lˆiqi
is minimized. This will happen when H′ consists of classifiers with smallest H ′ values in
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the set {lˆi}Hi=1. Furthermore, if the elements of H′ are ordered by non-decreasing empirical
risk values, lˆ1 ≤ lˆ2 ≤ . . . ≤ lˆH′ , the posterior weights should be ordered non-increasingly.
Hence, the claim of the theorem holds true.
Now, for the KL-divergence as distance function, the bound value, r, is the solution to
following two equations:
kl
(∑
i∈H′
lˆiqi, r
)
=
∑
i∈H′
lˆiqi +
∑
i∈H′
qi ln qi + lnH + ln
(
2
√
m
δ
)
m
(30)
r ≥
∑
i∈H′
lˆiqi (31)
The right hand side term of (30) is invariant of support H′ as long as it is of size H ′.
Let Lˆ :=
∑
i∈H′ lˆiqi, then (30) is an implicit function of variables Lˆ and r. Using implicit
function theorem, we have
dr
dLˆ
=
−∂kl/∂Lˆ
∂kl/∂r
=
ln Lˆr − ln 1−Lˆ1−r
Lˆ
r − 1−Lˆ1−r
(32)
Using (31) and strict monotonicity of natural logarithm function, we can claim that dr
dLˆ
> 0.
That is, the bound r is a strictly increasing function of Lˆ :=
∑
i∈H′ lˆiqi under the given set
up. To find the least r for a given Q(H′) = {qj}H′j=1, we need to find the least
∑
i∈H′ lˆiqi on
all possible subsets H′. This happens when H′ is the subset formed by the first ordered H ′
elements lˆ1 ≤ lˆ2 ≤ . . . ≤ lˆH′ . Hence proved.
Corollary 2 As a consequence of the above Theorem 9, for determining the (globally) op-
timal posterior Q∗φ,KL, it is sufficient to compare the bound values corresponding to the best
posteriors on ordered subsets of H, ranked by non-decreasing lˆi values. These ordered sub-
sets can be uniquely identified by their size. An ordered subset of size 1 is {lˆ1}, of size 2
is {lˆ1, lˆ2} and so on. Thus there exists an isomorphism between the set {1, . . . ,H} (which
denote the subset size) and the family of ordered increasing subsets of H.
Appendix D. PAC-Bayesian bound with KL-divergence as distance
function
D.1. The posterior based on fixed point solution, QFPkl,KL
Theorem 10 The bound minimization problem (6) (in paper) for the bound Bkl, KL(Q) has
a stationary point QFPkl,KL which can be obtained as the solution to the following fixed point
equation:
qi = pi exp
{
H∑
i=1
qi ln
qi
pi
−m
(
H∑
i=1
lˆiqi − lˆi
)[
ln
(
(1− r)∑Hi=1 lˆiqi
r(1−∑Hi=1 lˆiqi)
)]}
∀i = 1, . . . ,H
(33)
where r is the solution to (6b) and (6c) in paper for a given Q = (q1, . . . , qH).
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The Lagrangian function for (6) (in paper) can be written as follows:
Lkl, KL(Q, r, β0, β1, µ0, µi) = r − β0
[(
H∑
i=1
lˆiqi
)
ln
(∑H
i=1 lˆiqi
r
)
+
(
1−
H∑
i=1
lˆiqi
)
ln
(
1−∑Hi=1 lˆiqi
1− r
)
−
(∑H
i=1 qi ln
qi
pi
+ ln 2
√
m
δ
)
m

− β1
(
r −
H∑
i=1
lˆiqi
)
− µ0
(
H∑
i=1
qi − 1
)
−
H∑
i=1
µiqi (34)
Note that we have a strict inequality constraint in our optimization model (6) (in paper),
namely, r >
∑H
i=1 lˆiqi. Hence, due to complementary slackness conditions for a stationary
point, the associated Lagrange multiplier β1 should vanish at optimality, i.e., β1 = 0.
Differentiating Lkl, KL with respect to primal variables r and qis, and also with respect
to dual variable µ0, we get:
∂Lkl, KL
∂r
= 1− β0
[
−
(∑H
i=1 lˆiqi
r
)
+
(
1−∑Hi=1 lˆiqi
1− r
)]
(35)
∂Lkl, KL
∂qi
= −β0
{
lˆi
[
ln
(∑H
i=1 lˆiqi
r
)
− ln
(
1−∑Hi=1 lˆiqi
1− r
)]
−
(
1 + ln qipi
m
)}
− µ0 − µi ∀i = 1, . . . ,H (36)
∂Lkl, KL
∂µ0
=
H∑
i=1
qi − 1 (37)
At an optimal solution, these derivatives should be set to zero. Let us first consider the
derivative (35) and set it to zero. We get:
β0 =
r(1− r)
r −
H∑
i=1
lˆiqi
> 0 (38)
The denominator in above is strictly positive since r >
H∑
i=1
qi lˆi . The inequality constraint
also implies that r ∈ (0, 1), which means that the numerator term is also strictly positive.
Hence, we have β0 > 0 which is a feasible value for the Lagrange parameter.
Next consider the derivative (36) of the Lagrange Lkl, KL. We multiply it with qi and
set it zero to get:
qi
∂Lkl, KL
∂qi
= 0 ∀i = 1, . . . ,H
⇒− β0
{
lˆiqi
[
ln
(∑H
i=1 lˆiqi
r
)
− ln
(
1−∑Hi=1 lˆiqi
1− r
)]
−
(
qi + qi ln
qi
pi
m
)}
− µ0qi − µiqi = 0
(39)
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where µiqi = 0 due to complementary slackness conditions, since µi is the Lagrange multi-
plier for the constraint qi ≥ 0.
We assume that qi > 0 for all i = 1, . . . ,H, since otherwise ln qi = ln(0) is undefined.
Even if we use fact that limx→0+ lnx = −∞, the KKT condition will mean that the dual
variable µi is infeasible. Therefore our assumption holds true for a stationary point. Due
to complementary slackness conditions, we have µiqi = 0 which implies µi = 0 since q
∗
i > 0
for all i = 1, . . . ,H.
Summing (39) over all i = 1, . . . ,H, we get
H∑
i=1
qi
∂Lkl, KL
∂qi
= −β0
{
H∑
i=1
qi lˆi
[
ln
(∑H
i=1 lˆiqi
r
)
− ln
(
1−∑Hi=1 lˆiqi
1− r
)]
−

H∑
i=1
qi +
H∑
i=1
qi ln
qi
pi
m

−
H∑
i=1
qiµ0 − 0 = 0
Since
H∑
i=1
qi = 1, solving the above equation for µ0,we get,
µ0 = −β0

H∑
i=1
qi lˆi
[
ln
(∑H
i=1 lˆiqi
r
)
− ln
(
1−∑Hi=1 lˆiqi
1− r
)]
−

1 +
H∑
i=1
qi ln
qi
pi
m


If qi = 0 for some i ∈ [H], then by setting ∂Lkl, KL∂qi = 0, we get
− β0
{
lˆi
[
ln
(∑H
i=1 lˆiqi
r
)
− ln
(
1−∑Hi=1 lˆiqi
1− r
)]
−
(
1 + ln qipi
m
)}
− µ0 − µi = 0
⇒µi = −β0
{
lˆi
[
ln
(∑H
i=1 lˆiqi
r
)
− ln
(
1−∑Hi=1 lˆiqi
1− r
)]
−
(
1−∞
m
)}
− µ0
⇒µi = −∞ (since ln qi = ln(0) = −∞)
Therefore, µi = −∞. This implies that whenever qi = 0, the corresponding multiplier µi is
dual infeasible. Hence qi > 0 ∀i = 1, . . . ,H. And by complementary slackness conditions,
µi = 0 ∀i = 1, . . . ,H. Using this we can simplify ∂Lkl, KL∂qi = 0 to get the following fixed
point equation:
qFPi,kl, KL = pi exp
{
H∑
i=1
qi ln
qi
pi
−m
(
H∑
i=1
lˆiqi − lˆi
)[
ln
(
(1− r)∑Hi=1 lˆiqi
r(1−∑Hi=1 lˆiqi)
)]}
∀i = 1, . . . ,H
The above fixed point equation in variables qis will result in a feasible stationary point for
the bound minimization problem (6) (in paper)
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Algorithm 2: KLRoots Sahu and Hemachandra (2018)
Input: pˆ ∈ [0, 1], xδ,m > 0, tol > 0,  > 0
Output: Roots: q
KL
and qKL
qlow ← 
qhigh ← 1− 
Zlow ← pˆ ln
(
pˆ
qlow
)
+ (1− pˆ) ln
(
1−pˆ
1−qlow
)
Zhigh ← pˆ ln
(
pˆ
qhigh
)
+ (1− pˆ) ln
(
1−pˆ
1−qhigh
)
Function BisectKL(q0, p, xδ,m)
p0 ← p
qmid ← p0+q02
Zqmid ← p ln
(
p
qmid
)
+ (1− p) ln
(
1−p
1−qmid
)
while |Zqmid − xδ,m| > tol do
if Zqmid > xδ,m then
q0 ← qmid
else
p0 ← qmid
end
qmid ← p0+q02
if |qmid − q0| <  then
break
end
Zqmid ← p ln
(
p
qmid
)
+ (1− p) ln
(
1−p
1−qmid
)
end
return qmid
if pˆ = 0 then
q
KL
← 0
qKL ← 1− e−xδ,m
else if pˆ = 1 then
q
KL
← e−xδ,m
qKL ← 1
else if xδ,m ≥ max{Zlow, Zhigh} then
break
else if xδ,m < min{Zlow, Zhigh} then
q
KL
← BisectKL(qlow, pˆ, xδ,m)
qKL ← BisectKL(qhigh, pˆ, xδ,m)
else if Zlow ≤ xδ,m < Zhigh then
qKL ← BisectKL(qhigh, pˆ, xδ,m)
else
q
KL
← BisectKL(qlow, pˆ, xδ,m)
end
return q
KL
, qKL
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D.1.1. Special Case: Optimal posterior when all lˆis are same
Lemma 3 When all the classifiers have same empirical risk (all lˆis are same), the optimal
posterior for the bound minimization problem (6) (in paper) is Q ≡ P .
Proof When all lˆis are same, the averaged empirical risk, EQ
[
lˆ
]
is independent of the
posterior Q which it is averaged over, i.e.,
EQ
[
lˆ
]
=
H∑
i=1
lˆiqi = lˆ1
(
H∑
i=1
qi
)
= lˆ1 ∀Q ∈ ∆H ,
where ∆H := {(q1, . . . , qH)|
∑H
i=1 qi = 1, qi ≥ 0 ∀i = 1, . . . ,H} represents the H-dimensional
simplex. We have assumed that lˆi = lˆ1 for all i = 1, . . . ,H, without loss of generality.
Hence, the bound minimization problem (6) (in paper) becomes:
min
q1,...,qH ,r
r (40a)
s.t. lˆ1 ln
(
lˆ1
r
)
+
(
1− lˆ1
)
ln
(
1− lˆ1
1− r
)
=
∑H
i=1 qi ln
qi
pi
+ ln 2
√
m
δ
m
(40b)
r ≥ lˆ1 (40c)
H∑
i=1
qi = 1 (40d)
qi ≥ 0 ∀i = 1, . . . ,H (40e)
Here, lˆ1 is the model parameter. The only constraint which combines the variables r and
(q1, . . . , qH) is (40b), with the special structure that the left hand side is a function of r
alone, whereas the right hand side is a function of (q1, . . . , qH) alone. Note that, the RHS
of (40b) is strictly positive for any Q = (q1, . . . , qH) for parameters m ≥ 2 and δ ∈ (0, 1).
Therefore, the roots of the LHS function will be away from lˆ1, which implies that the
inequality in (40c) will always be strict.
Let us consider the nature of the function on the LHS of (40b), kllˆ1 (r) := lˆ1 ln
(
lˆ1
r
)
+(
1− lˆ1
)
ln
(
1−lˆ1
1−r
)
with respect to the variable r ∈ [0, 1] for a given value of the parameter
lˆ1 ∈ [0, 1). Differentiating kllˆ1 (r) with respect to r, we have:
∂kllˆ1
∂r
=
∂
∂r
[
lˆ1 ln
(
lˆ1
r
)
+
(
1− lˆ1
)
ln
(
1− lˆ1
1− r
)]
= − lˆ1
r
+
1− lˆ1
1− r
=
r − lˆ1
r(1− r) .
The denominator in the above is strictly positive, since the derivative is defined only for
r ∈ (0, 1). The monotone nature of the function kllˆ1 depends on the sign of r − lˆ1. Thus,
kllˆ1(r) is strictly increasing when r > lˆ1, and is strictly decreasing when r < lˆ1.
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Using this fact, minimizing r on the feasible region of our optimization problem (40) is
equivalent to minimizing kllˆ1(r) on r ≥ lˆ1. By the restriction imposed by the constraint
(40b), this is equivalent to minimizing KL[Q‖P ] = ∑Hi=1 qi ln qipi on the simplex ∆H . We
know that minQ∈∆H KL[Q‖P ] = 0 when Q ≡ P . Hence Q ≡ P is the minimizer for the
bound minimization problem (40) which refers to the case when all the classifiers have same
empirical risk.
D.2. Convex-concave procedure for finding a local solution for minimization of
Bkl, KL(Q)
We have seen that our optimization problem (7) (in the main paper) for finding the bound
Bkl, KL(Q) consists of a linear objective function and linear constraints, except for the
constraint (41), which takes the form:
kl
(
EQ[lˆ], r
)
=
KL[Q||P ]+ln
(
2
√
m
δ
)
m (41)
⇔
(∑H
i=1 lˆiqi
)
ln
 H∑i=1 lˆiqi
r
+ (1− H∑
i=1
lˆiqi
)
ln
1− H∑i=1 lˆiqi
1−r
 = H∑i=1 qi ln qipi+ln 2√mδm (42)
We know that KL[Q||P ] is jointly convex in both its arguments van Erven and Harremoe¨s
(2014). The right hand side of the constraint is a positive affine transformation of KL[Q||P ]
for given system parameters m and δ, and hence again a convex function. The left hand
side is a composition of two functions: EQ[lˆ] (a linear function) and kl(p, q) (a jointly
convex function). The superposition of a convex function and an affine mapping is convex,
provided that it is finite at least at one point Juditsky (2015); Boyd and Vandenberghe
(2004). Hence, it is established that kl
(
EQ[lˆ], r
)
is convex in its arguments (Q, r). This
implies that the constraint (41) is a difference of convex (DC) function and the associated
optimization problem ((7) in main paper) is a DC program.
In our bound minimization problem ((7) in main paper) for Bkl, KL(Q), the DC con-
straint (41) is an equality constraint. We need to write it as a set of two inequality con-
straints to be able to use the linear approximation via supporting hyperplane as described
above. Reformulating the original problem ((7) in main paper) in terms of all inequality
constraints of the form f(x)− g(x) ≤ 0, we have:
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min
q1,...,qH ,r
r (43a)
s.t.
(
H∑
i=1
lˆiqi
)
ln
 H∑i=1 lˆiqi
r
+(1− H∑
i=1
lˆiqi
)
ln
1− H∑i=1 lˆiqi
1−r
− H∑i=1 qi ln qipi+ln 2√mδm ≤ 0 (43b)
H∑
i=1
qi ln
qi
pi
+ln 2
√
m
δ
m −
(
H∑
i=1
lˆiqi
)
ln
 H∑i=1 lˆiqi
r
+(1− H∑
i=1
lˆiqi
)
ln
1− H∑i=1 lˆiqi
1−r
 ≤ 0 (43c)
H∑
i=1
lˆiqi − r ≤ 0 (43d)
H∑
i=1
qi = 1 (43e)
− qi ≤ 0 ∀i = 1, . . . ,H (43f)
To apply the convex-concave procedure (CCP), we determine the approximations to the
DC functions (43b) and (43c), at a point (Q0, r0) which is feasible to (43), and equivalently
to (7) in the main paper. Let k̂K1((Q, r); (Q
0, r0)) denote the linear under-approximation
to the function kK1(Q, r) :=
H∑
i=1
qi ln
qi
pi
+ln 2
√
m
δ
m in (43b) at (Q
0, r0).
k̂K1((Q, r); (Q
0, r0)) := kK1(Q
0, r0) + 〈∇kK1(Q0, r0),
(
(Q−Q0), (r − r0))〉
=
H∑
i=1
q0i ln
q0i
pi
+ ln 2
√
m
δ
m
+
(
H∑
i=1
∂kK1
∂qi
∣∣∣∣
qi=q0i
· (qi − q0i )
)
+ 0 · (r − r0)
=
H∑
i=1
q0i ln
q0i
pi
+ ln 2
√
m
δ
m
+
(
H∑
i=1
1
m
(
1 + ln
q0i
pi
)
(qi − q0i )
)
+ 0
=




H∑
i=1
q0i ln
q0i
pi
m
+
ln 2
√
m
δ
m
+
SS
S
S
H∑
i=1
qi −
S
S
S
S
H∑
i=1
q0i
+
H∑
i=1
qi ln
q0i
pi
m
−




H∑
i=1
q0i ln
q0i
pi
m
=
H∑
i=1
qi ln
q0i
pi
+ ln 2
√
m
δ
m
(44)
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Similarly, let k̂K2((Q, r); (Q
0, r0)) identify the linear under-approximation to the func-
tion kK2(Q, r) := kl
(∑H
i=1 lˆiqi, r
)
in (43c) at (Q0, r0).
k̂K2((Q, r); (Q
0, r0)) := kK2(Q
0, r0) + 〈∇kK2(Q0, r0),
(
Q−Q0, r − r0)〉
= kl
(
H∑
i=1
lˆiq
0
i , r
0
)
+
(
H∑
i=1
∂kK2
∂qi
∣∣∣∣
qi=q0i
· (qi − q0i )
)
+
∂kK2
∂r
∣∣∣∣
r=r0
· (r − r0)
=
(
H∑
i=1
lˆiq
0
i
)
ln
(∑H
i=1 lˆiq
0
i
r0
)
+
(
1−
H∑
i=1
lˆiq
0
i
)
ln
(
1−∑Hi=1 lˆiq0i
1− r0
)
+
H∑
i=1
[
lˆi
(
ln
(∑H
i=1 lˆiq
0
i
r0
)
− ln
(
1−∑Hi=1 lˆiq0i
1− r0
))]
(qi − q0i )
+
[
−∑Hi=1 lˆiq0i
r0
+
1−∑Hi=1 lˆiq0i
1− r0
]
(r − r0)
=




( H∑
i=1
lˆiq
0
i
)
ln
(∑H
i=1 lˆiq
0
i
r0
)
+ ln
(
1−∑Hi=1 lˆiq0i
1− r0
)
−
XXXXXXXXXXXXXXX
(
H∑
i=1
lˆiq
0
i
)
ln
(
1−∑Hi=1 lˆiq0i
1− r0
)
+
H∑
i=1
lˆiqi
[
ln
(∑H
i=1 lˆiq
0
i
r0
)
− ln
(
1−∑Hi=1 lˆiq0i
1− r0
)]
−
[



H∑
i=1
lˆiq
0
i ln
(∑H
i=1 lˆiq
0
i
r0
)
−
XXXXXXXXXXXXX
H∑
i=1
lˆiq
0
i ln
(
1−∑Hi=1 lˆiq0i
1− r0
)]
+
[
r0 −∑Hi=1 lˆiq0i
r0(1− r0)
]
(r − r0)
= ln
(
1−∑Hi=1 lˆiq0i
1− r0
)
+
H∑
i=1
lˆiqi
[
ln
(∑H
i=1 lˆiq
0
i
r0
)
− ln
(
1−∑Hi=1 lˆiq0i
1− r0
)]
+
[
r0 −∑Hi=1 lˆiq0i
r0(1− r0)
]
(r − r0) (45)
Using the linear approximations k̂K1((Q, r); (Q
0, r0)) in (44) and k̂K2((Q, r); (Q
0, r0))
in (45) for (43b) and (43c), we can invoke the CCP procedure described in Lipp and Boyd
(2016) to get a local minimizer to the KL-distance based bound minimization problem ((7)
in main paper), as illustrated in Section G.
D.3. Non-convexity of bound function, BCH,KL(Q)
We check for convexity of the bound via first order convexity property. We need to show
that the following holds:
BCH, KL ≥ 〈∇BCH, KL(Q), Q′ −Q〉+BCH, KL(Q) ∀Q,Q′ (46)
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Lemma 4 The bound function BCH, KL(Q) defined in (16) in the main paper is a non-
convex function and hence the associated bound minimization problem is non-convex pro-
gram.
Proof We first compute the derivatives of the bound function:
∂BCH, KL
∂qi
= lˆi +
1
2
√
rCH(R(Q))
∂rCH
∂R
∂R
∂qi
= lˆi +
1
2
√
rCH(R(Q))
∂rCH
∂R
1 + ln qipi
2m− 1
where
∂rCH
∂R
=
1
3
[
1225
512
+
135R
32
+
5
32
√
729R2 +
6615R
8
+
208980
256
]−2
3
135
32
+
5
32
2R ∗ 729 + 66158√
729R2 + 6615R8 +
208980
256

+
1
3
[
1225
512
+
135R
32
− 5
32
√
729R2 +
6615R
8
+
208980
256
]−2
3
135
32
− 5
32
2R ∗ 729 + 66158√
729R2 + 6615R8 +
208980
256

Using the above two expressions, we can obtain the following:
〈∇BCH, KL(Q), Q′ −Q〉 =
H∑
i=1
∂BCH, KL
∂qi
(q
′
i − qi)
=
H∑
i=1
[
lˆi +
1
2
√
rCH(R(Q))
∂rCH
∂R
1 + ln qipi
2m− 1
]
(q
′
i − qi)
=
H∑
i=1
(q
′
i − qi)lˆi +
H∑
i=1
[
lˆi +
1
2
√
rCH(R(Q))
∂rCH
∂R
1 + ln qipi
2m− 1 (q
′
i − qi)
]
=
H∑
i=1
(q
′
i − qi)lˆi +
1
2
√
rCH(R(Q))
∂rCH
∂R
∑H
i=1 q
′
i ln
qi
pi
−∑Hi=1 qi ln qipi
2m− 1
Thus it sufficient to check the following conditon:
H∑
i=1
lˆiq
′
i+
√
rCH(R(Q
′
)) ≥
H∑
i=1
lˆiq
′
i−
H∑
i=1
lˆiqi+
1
2
√
rCH(R, (Q
′))
∂rCH
∂R
∑H
i=1 q
′
i ln
qi
pi
−∑Hi=1 qi ln qipi
2m− 1
+
H∑
i=1
lˆiqi +
√
rCH(R, (Q))
which reduces to :
2
√
rCH(R,Q
′)
√
rCH(R,Q) ≥ ∂rCH
∂R
∑H
i=1 q
′
i ln
qi
pi
−∑Hi=1 qi ln qipi
2m− 1 + 2rCH(R(Q)) (47)
This condition is violated at the following counter example:
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H = 10,m = 40, δ = 0.01, P ∼ Unif(H) and Q′ ∼ Unif(H) ≡ P
Q = (0.038905393, 0.117691919, 0.034856483, 0.135564832, 0.039842634
0.134196637, 0.293501960, 0.191581463, 0.007108130, 0.006750549)
LHS = 2.539717 , RHS = 2.541530
Hence, BCH,KL(Q) is a non-convex function of Q. But computations show that this
optimization problem has a single local minimum for uniform prior P on H.
Appendix E. Optimal posterior for linear distance function
E.1. The function IKlin(m, l) for linear distance based bound
Figure 3: Plot of the function IKlin(m, l) for large and small sample sizes. For m ≥ 1020,
computation is difficult due to storage limitations in the range of floating point
numbers. For other case, l∗ = 0.58 as observed graphically.
For m ≥ 1020, computation is difficult due to storage limitations in the range of floating
point numbers – gives IKlin(m) as NaN.
E.2. Optimal posterior for linear distance based bound
We can identify the minimizer for the bound minimization problem (19) (in paper) using
the KKT system based on the associated Lagrangian function. The Lagrangian function
for (19) (in paper) can be written as follows:
Llin, KL(Q,µ0, µi) =
H∑
i=1
lˆiqi +
H∑
i=1
qi ln
qi
pi
m
− µ0
(
H∑
i=1
qi − 1
)
−
H∑
i=1
µiqi (48)
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Sample
size, m
IKlin(m) 2
√
m
5 1.85 4.47
10 3.43 6.32
15 6.36 7.75
20 11.78 8.94
25 21.81 10.00
30 40.41 10.95
50 475.79 14.14
100 2.3e+05 20.00
500 5.9e+26 44.72
700 3e+37 52.92
1000 3.5e+53 63.25
1020 4.2e+54 63.87
Differentiating Lagrange Llin, KL with respect to primal variables qis and dual variable µ0,
we get:
∂Llin, KL
∂qi
= lˆi +
1 + ln qipi
m
− µ0 − µi ∀i = 1, . . . ,H
∂Llin, KL
∂µ0
=
H∑
i=1
qi − 1
We assume that qi > 0 for all i = 1, . . . ,H, since otherwise ln qi = ln(0) is undefined.
Even if we use fact that limx→0+ lnx = −∞, the KKT condition will mean that the dual
variable µi is infeasible. Therefore our assumption holds true for a stationary point. Due
to complementary slackness conditions, we have µiqi = 0 which implies µi = 0 since q
∗
i > 0
for all i = 1, . . . ,H.
At optimality, posterior Q∗lin, KL should set the derivatives of this Lagrangian function
Llin, KL to zero. Setting the derivative of Llin, KL with respect to qi’s as zero, we get:
∂Llin, KL
∂qi
= 0 ∀i = 1, . . . ,H
⇒ lˆi +
(
1 + ln qipi
)
m
− µ0 = 0
⇒ 1 + ln qi
pi
= m(µ0 − lˆi)
⇒ ln qi
pi
= m(µ0 − lˆi)− 1
⇒ qi = piem(µ0−lˆi)−1 ∀i = 1, . . . ,H (49)
And now, setting the derivative of Llin, KL with respect to µ0 as zero, we get:
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∂Llin, KL
∂µ0
= 0
⇒
H∑
i=1
qi = 1
⇒
H∑
i=1
pie
m(µ0−lˆi)−1 = 1
⇒ emµ0−1
(
H∑
i=1
pie
−mlˆi
)
= 1
⇒ emµ0−1 = 1∑H
i=1 pie
−mlˆi
(50)
⇒ µ0 =
1− ln
(∑H
i=1 pie
−mlˆi
)
m
(51)
Therefore, combining (49) and (50), we get the following expression for a KKT point solution
to our bound minimization problem:
qKKTi = pie
m(µ0−lˆi)−1 = emµ0−1(pie−mlˆi) =
pie
−mlˆi∑H
i=1 pie
−mlˆi
> 0 ∀i = 1, . . . ,H. (52)
This implies that qKKTi ∝ pie−mlˆi . That is, a classifier will be weighed negatively
exponentially to the number of misclassfications it makes on the training sample. For a
given prior distribution P , the optimal posterior Qlin, KL is a Boltzmann distribution.
Theorem 11 When the prior is a uniform distribution on the set H of classifiers, the opti-
mal posterior Q∗lin, KL for the bound minimization problem (19) (in paper) has full support.
That is, all the classifiers in H will have strictly positive posterior weight at optimality.
Proof Using the result of Theorem 6 (in paper), it is sufficient to compare the bound values
corresponding to the best posteriors for ordered subsets of H, ranked by non-decreasing lˆi
values, to determine the optimal posterior for (19) (in paper). Using Theorem 5 (in paper),
the optimal posterior Q∗lin,KL(H
′) on an ordered subset of classifiers of size H ′ ∈ [H] is
given as:
q∗i,lin,KL(H
′) =
 e
−mlˆi∑H′
i=1 e
−mlˆi
∀i = 1, . . . ,H ′
0 ∀i = H ′ + 1, . . . ,H,
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and the optimal objective value is:
Blin,KL(Q
∗
lin,KL(H
′)) =
H∑
i=1
lˆiq
∗
i,lin,KL +
∑H
i=1 q
∗
i,lin,KL ln(q
∗
i,lin,KLH)
m
=
H′∑
i=1
lˆi
(
e−mlˆi∑H′
i=1 e
−mlˆi
)
+
H′∑
i=1
e−mlˆi∑H′
i=1 e
−mlˆi
· ln
(
He−mlˆi∑H′
i=1 e
−mlˆi
)
m
=
∑H′
i=1 lˆie
−mlˆi∑H′
i=1 e
−mlˆi
+
H′∑
i=1
(
e−mlˆi∑H′
i=1 e
−mlˆi
[
−mlˆi + ln
(
H∑H′
i=1 e
−mlˆi
)])
m
=
∑H′
i=1 lˆie
−mlˆi∑H′
i=1 e
−mlˆi
+
−m ·
H′∑
i=1
(
e−mlˆi∑H′
i=1 lˆie
−mlˆi
)
m
+
H′∑
i=1
(
e−mlˆi∑H′
i=1 e
−mlˆi
ln
(
H∑H′
i=1 e
−mlˆi
))
m
=



∑H′
i=1 lˆie
−mlˆi∑H′
i=1 e
−mlˆi
−



∑H′
i=1 lˆie
−mlˆi∑H′
i=1 e
−mlˆi
+ ln
(
H∑H′
i=1 e
−mlˆi
)
·
(

∑H′
i=1 e
−mlˆi

∑H′
i=1 e
−mlˆi
)
m
=
lnH − ln
(∑H′
i=1 e
−mlˆi
)
m
Since e−x > 0 for all x ∈ R, the sum ∑H′i=1 e−mlˆi is an increasing function of H ′ ∈ [H].
Using the monotone increasing property of natural logarithm function, the bound function,
Blin,KL(Q
∗
lin,KL(H
′)) is a decreasing function of H ′ = 1, . . . ,H. Therefore the least bound
value is achieved when all the classifiers are assigned strictly positive weights, that is, when
the optimal posterior has full support.
Appendix F. Optimal posterior for squared distance function
Lemma 5 For a given sample size, m, l∗ = 0.5 is the maximizer of IKsq (m, l) :=
∑m
k=0
(
m
k
)
lk(1−
l)m−kem(
k
m
−l)2 for l ∈ [0, 1].
Proof IKsq(m, l) is a real valued function on the interval [0, 1], hence we can identify
its maximizer(s) via derivative test. We need to show that ddlIKsq(m, l)
∣∣
l=0.5
= 0 and
d2
dl2
IKsq(m, l)
∣∣∣
l=0.5
≤ 0.
Considering individual terms in the sum IKsq(m, l), we observe that except for k = 0 and
k = m, all other terms involve product of powers of both l and 1− l.
IKsq(m, l) =
(
m
0
)
l0(1− l)mem(0−l)2 +
(
m
m
)
lm(1− l)0em(1−l)2
+
m−1∑
k=1
(
m
k
)
lk(1− l)m−kem( km−l)
2
(53)
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First derivative:
d
dl
IKsq(m, l) =
d
dl
(1− l)meml2 + d
dl
lmem(1−l)
2
+
d
dl
(
m−1∑
k=1
(
m
k
)
lk(1− l)m−kem( km−l)
2
)
= −m(1− l)m−1eml2 + (1− l)meml22ml +mlm−1em(1−l)2 − lmem(1−l)22m(1− l)
+
m−1∑
k=1
(
m
k
)[
klk−1(1− l)m−k − (m− k)(1− l)m−k−1lk
− lk(1− l)m−k2m
(
k
m
− l
)]
em(
k
m
−l)2
d
dl
IKsq(m, l)
∣∣∣∣
l=0.5
=
hhhhhhhhhh−m(0.5)m−1em(0.5)
2
+((((
(((((0.5)mem(0.5)
2
m
+
hhhhhhhhhm(0.5)
m−1em(0.5)
2 −((((((
((
(0.5)mem(0.5)
2
m
+
m−1∑
k=1
(
m
k
)[
k(0.5)k−1(0.5)m−k − (m− k)(0.5)m−k−1(0.5)k
− (0.5)k(0.5)m−k2m
(
k
m
− 0.5
)]
em(
k
m
−0.5)2
= 0 +
m−1∑
k=1
(
m
k
)
(0.5)m−1
(
k − (m− k)− k + 0.5m︸ ︷︷ ︸
0
)
em(
k
m
−0.5)2
=
m−1∑
k=1
(
m
k
)
(0.5)m
(
k
m
− 0.5
)
em(
k
m
−0.5)2 = 0
The second order derivative test is not conclusive, but we can refer to the adjoining Figure 4
where we have plotted the function IKsq(m, l) =
∑m
k=0
(
m
k
)
lk(1− l)m−kem( km−l)
2
for different
sample size, m. but we observe in the graph that, for each m, IKsq(m, l) is a non-monotone
function of l ∈ [0, 1] which attains its maximum at l = 0.5. Hence the proof.
Thus, we have
IKsq(m) = sup
l∈[0,1]
IKsq(m, l)
= sup
l∈[0,1]
m∑
k=0
(
m
k
)
lk(1− l)m−kem( km−l)
2
=
m∑
k=0
(
m
k
)
(0.5)mem(
k
m
−0.5)2
For m ≥ 1020, computation is difficult due to storage limitations in the range of floating
point numbers – gives IKsq(m) as NaN.
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Figure 4: Plot of the threshold function IKsq(m, l) =
m∑
k=0
(
m
k
)
lk(1− l)m−kem( km−l)
2
as a func-
tion of the true risk l ∈ [0, 1] for different values of the sample size, m represented
by different curves in the above graph. We observe that the function IKsq(m, l) is
concave in its domain and symmetric about l = 0. We are interested in the quan-
tity IKsq(m) = supl∈[0,1] IKsq(m, l) as a function of m which we identify graphically
(and mark it by a • on each curve)
35
Sahu Hemachandra
Sample
size, m
IKsq(m) 2
√
m
10 1.39 6.32
50 1.41 14.14
100 1.41 20.00
200 1.41 28.28
500 1.41 44.72
1000 1.41 63.25
F.1. Convexity of the bound function, Bsq, KL(Q)
We use the first order condition to verify convexity of our bound function. For convexity,
we need the following condition to hold for any pair of distributions Q and Q′ (that are
absolutely continuous with respect to the prior distribution P ) on classifier space H:
Bsq, KL(Q
′) ≥ Bsq, KL(Q) + 〈∇Bsq, KL(Q), Q′ −Q〉 ∀Q,Q′ (54)
Our classifier space H is a finite set, H = {hi}Hi=1. So, any distribution on H is a discrete
distribution which can be represented as Q = (q1, . . . , qH). To find the gradient ∇Bsq, KL,
we compute the (first) derivative of Bsq, KL with respect to variable qi, i ∈ {1, . . . ,H}:
∂Bsq, KL(Q)
∂qi
= lˆi +
1
2
√
m
1√∑H
i=1 qi ln
qi
pi
+ ln 2
√
m
δ
· ∂
∂qi
 H∑
j=1
qj ln
qj
pj

= lˆi +
1
2
√
m
1 + ln qipi√∑H
i=1 qi ln
qi
pi
+ ln 2
√
m
δ
Consider the following inner product:
〈∇Bsq, KL(Q), Q′ −Q〉 =
H∑
i=1
[
∂Bsq, KL(Q)
∂qi
· (q′i − qi)
]
=
H∑
i=1
lˆi + 1
2
√
m
1 + ln qipi√∑H
i=1 qi ln
qi
pi
+ ln 2
√
m
δ
 (q′i − qi)
=
H∑
i=1
lˆiq
′
i −
H∑
i=1
lˆiqi +
1
2
√
m
∑H
i=1 q
′
i(1 + ln
qi
pi
)−∑Hi=1 qi(1 + ln qipi )√∑H
i=1 qi ln
qi
pi
+ ln 2
√
m
δ
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To check the first order condition we need to verify the inequality (54):
Bsq, KL(Q
′) ≥ Bsq, KL(Q) + 〈∇Bsq, KL(Q), Q′ −Q〉
⇒
H∑
i=1
lˆiq
′
i +
√∑H
i=1 q
′
i ln
q′i
pi
+ ln 2
√
m
δ
m
≥
H∑
i=1
lˆiq
′
i −
H∑
i=1
lˆiqi +
1
2
√
m
∑H
i=1 q
′
i ln
qi
pi
−∑Hi=1 qi ln qipi√∑H
i=1 qi ln
qi
pi
+ ln 2
√
m
δ
+
H∑
i=1
lˆiqi +
√∑H
i=1 qi ln
qi
pi
+ ln 2
√
m
δ
m
⇒
√√√√ H∑
i=1
q′i ln
q′i
pi
+ ln
2
√
m
δ
≥
∑H
i=1 q
′
i ln
qi
pi
−∑Hi=1 qi ln qipi + 2(∑Hi=1 qi ln qipi + ln 2√mδ )
2
√∑H
i=1 qi ln
qi
pi
+ ln 2
√
m
δ
⇒ 2

√√√√ H∑
i=1
q′i ln
q′i
pi
+ ln
2
√
m
δ

√√√√ H∑
i=1
qi ln
qi
pi
+ ln
2
√
m
δ

≥
(
H∑
i=1
q
′
i ln
qi
pi
+ ln
2
√
m
δ
)
+
(
H∑
i=1
qi ln
qi
pi
+ ln
2
√
m
δ
)
(55)
A theoretical proof could not be obtained which shows that the above condition holds for
any pair of distributions Q and Q′ that are absolutely continuous with respect to P for any
set of system parameters: P,m, δ,H.
The bound function Bsq, KL(Q) is non-convex if there exists a pair of distributions Q
and Q′ for given system parameters such that the above condition is violated. For different
combinations of the parameter values m, δ,H, with uniform and non-uniform prior, P and
randomly chosen distributions Q and Q′ that are absolutely continuous with respect to P ,
we were unable to get a counter-example for this condition.
Our computations illustrate that Bsq, KL(Q) has a single local minimum for uniform
prior on H. This lead us to investigate quasi-convexity of this bound function.
F.2. Quasiconvexity of the bound function, Bsq,KL(Q)
We are interested in checking whether Bsq, KL(Q) is strictly quasi-convex. If so, we can
claim that a local optimal solution will be a global optimal solution Bazaraa et al. (2013).
Bsq,KL(Q) is defined on the simplex ∆
H which is a non-empty convex set in RH . This
function is a sum of two terms:
Bsq,KL(Q) = EQ[lˆ] +
√
KL[Q||P ] + ln IKsq(m)δ
m
. (56)
The first term, EQ[lˆ], is a linear function of Q. The second term is the square root of a
positive affine transformation of convex function KL[Q||P ], where KL[Q||P ] is a convex
function of Q. Also, convexity implies (strict) quasi-convexity. Thus, we have that for a
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given prior P , for each Q 6= Q′, that are absolutely continuous with respect to the prior
distribution P , such that KL[Q||P ] 6= KL[Q′||P ], the following holds for all α ∈ (0, 1):
KL[(αQ+ (1− α)Q′)||P ] + ln IKsq(m)δ
m
< max
KL[Q||P ] + ln
IKsq(m)
δ
m
,
KL[Q′||P ] + ln IKsq(m)δ
m
 .
We know that square root function is strictly increasing in its argument, which implies that:√
KL[(αQ+ (1− α)Q′)||P ] + ln IKsq(m)δ
m
< max

√
KL[Q||P ] + ln IKsq(m)δ
m
,
√
KL[Q′||P ] + ln IKsq(m)δ
m
 . (57)
Thus, we can claim that
√
KL[Q||P ]+ln I
K
sq(m)
δ
m is a (strictly) quasiconvex function of Q. Thus,
both the components of Bsq,KL(Q) are quasiconvex, but their sum need not be quasiconvex.
Note, in the remaining of the analysis, “for any Q,Q′ ” implies “for any Q,Q′ that are
absolutely continuous with respect to P”. This condition is required for KL[Q||P ] to be
defined.
To claim Bsq,KL(Q) is quasiconvex, we need to show that for each Q 6= Q′, that are
absolutely continuous with respect to the prior distribution P , such that Bsq,KL(Q) 6=
Bsq,KL(Q
′), the following holds:
Bsq,KL[αQ+ (1− α)Q′] < max{Bsq,KL(Q), Bsq,KL(Q′)} ∀α ∈ (0, 1).
That is equivalent to showing:
EαQ+(1−α)Q′ [lˆ] +
√
KL[(αQ+ (1− α)Q′)||P ] + ln IKsq(m)δ
m
< max
EQ[lˆ] +
√
KL[Q||P ] + ln IKsq(m)δ
m
,EQ′ [lˆ] +
√
KL[Q′||P ] + ln IKsq(m)δ
m
 (58)
We assume thatBsq,KL(Q
′) < Bsq,KL(Q). This implies that we need to show thatBsq,KL(αQ+
(1− α)Q′) < Bsq,KL(Q). We consider 4 possible cases as follows:
Case I : If EQ′ [lˆ] ≤ EQ[lˆ] and KL[Q′||P ] < KL[Q||P ], then we have:
EαQ+(1−α)Q′ [lˆ] = αEQ[lˆ] + (1− α)EQ′ [lˆ] ≤ EQ[lˆ] for each α ∈ (0, 1). (59)
We know that
√
KL[Q||P ]+ln I
K
sq(m)
δ
m is quasiconvex using (57), and we have assumed
KL[Q′||P ] < KL[Q||P ]. Hence, the following holds for any Q,Q′ for each α ∈ (0, 1):√
KL[(αQ+ (1− α)Q′)||P ] + ln IKsq(m)δ
m
<
√
KL[Q||P ] + ln IKsq(m)δ
m
. (60)
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Adding the above two inequalities, we get that for any Q,Q′ for each α ∈ (0, 1):
Bsq,KL(αQ+ (1− α)Q′) < Bsq,KL(Q)
= max{Bsq,KL(Q), Bsq,KL(Q′)} (61)
Hence quasiconvexity holds under Case I.
Case II : If EQ′ [lˆ] < EQ[lˆ] and KL[Q||P ] = KL[Q′||P ], then we have:
EαQ+(1−α)Q′ [lˆ] = αEQ[lˆ] + (1− α)EQ′ [lˆ] < EQ[lˆ] for each α ∈ (0, 1). (62)
Since
√
KL[Q||P ]+ln I
K
sq(m)
δ
m is quasiconvex using (57), and also KL[Q||P ] = KL[Q′||P ]
by assumption, we can claim the following for any Q,Q′ for each α ∈ (0, 1):√
KL[(αQ+ (1− α)Q′)||P ] + ln IKsq(m)δ
m
<
√
KL[Q||P ] + ln IKsq(m)δ
m
. (63)
Adding the above two inequalities, it is clear that for any Q,Q′ for each α ∈ (0, 1):
Bsq,KL(αQ+ (1− α)Q′) < Bsq,KL(Q)
= max{Bsq,KL(Q), Bsq,KL(Q′)} (64)
Hence quasiconvexity holds in Case II as well.
Case III : If EQ[lˆ] ≤ EQ′ [lˆ] and KL[Q||P ] > KL[Q′||P ], such that Bsq,KL(Q′) < Bsq,KL(Q).
This implies that:
EQ′ [lˆ] +
√
KL[Q′||P ] + ln IKsq(m)δ
m
< EQ[lˆ] +
√
KL[Q||P ] + ln IKsq(m)δ
m
⇔ EQ′ [lˆ] < EQ[lˆ] +
√
KL[Q||P ] + ln IKsq(m)δ
m
−
√
KL[Q′||P ] + ln IKsq(m)δ
m︸ ︷︷ ︸
≥0 because KL[Q||P ]>KL[Q′||P ]
Now, consider the bound function at the convex combination αQ+ (1− α)Q′:
Bsq,KL(αQ+ (1− α)Q′) = EαQ+(1−α)Q′ [lˆ] +
√
KL[(αQ+ (1− α)Q′)||P ] + ln IKsq(m)δ
m
< EQ′ [lˆ] +
√
KL[Q||P ] + ln IKsq(m)δ
m
< EQ[lˆ] + 2
√
KL[Q||P ] + ln IKsq(m)δ
m
−
√
KL[Q′||P ] + ln IKsq(m)δ
m
< Bsq, KL(Q) +
√
KL[Q||P ] + ln IKsq(m)δ
m
−
√
KL[Q′||P ] + ln IKsq(m)δ
m︸ ︷︷ ︸
≥0 because KL[Q||P ]>KL[Q′||P ]
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For quasi-convexity to hold, we need to show that Bsq,KL(αQ+(1−α)Q′) < Bsq,KL(Q)
for any pair Q,Q′ and for any α ∈ (0, 1).
Case IV : If EQ[lˆ] ≥ EQ′ [lˆ] and KL[Q||P ] < KL[Q′||P ], such that Bsq,KL(Q′) < Bsq,KL(Q).
This implies that:
EQ,[lˆ] +
√
KL[Q′||P ] + ln IKsq(m)δ
m
< EQ[lˆ] +
√
KL[Q||P ] + ln IKsq(m)δ
m
⇔
√
KL[Q′||P ] + ln IKsq(m)δ
m
< EQ[lˆ]− EQ′ [lˆ]︸ ︷︷ ︸
≥0 under Case IV assumption
+
√
KL[Q||P ] + ln IKsq(m)δ
m
Now, consider the bound function at the convex combination αQ+ (1− α)Q′:
Bsq,KL(αQ+ (1− α)Q′) = EαQ+(1−α)Q′ [lˆ] +
√
KL[(αQ+ (1− α)Q′)||P ] + ln IKsq(m)δ
m
< EQ[lˆ] +
√
KL[Q′||P ] + ln IKsq(m)δ
m
< 2EQ[lˆ]− EQ′ [lˆ] +
√
KL[Q||P ] + ln IKsq(m)δ
m
< Bsq, KL(Q) + EQ[lˆ]− EQ′ [lˆ]︸ ︷︷ ︸
≥0 under Case IV assumption
For quasi-convexity to hold, we need to show that Bsq,KL(αQ+(1−α)Q′) < Bsq,KL(Q)
for any pair Q,Q′ and for any α ∈ (0, 1).
Quasi-convexity of Bsq, KL(Q) could not be guaranteed under Cases III and IV above.
But based on the computational results that we have for minimization of Bsq, KL(Q), we
observe that it has single local minimum in case of uniform prior P . This observation
propels us to make the following claim:
Conjecture 1 The bound function, Bsq, KL(Q) =
∑H
i=1 lˆiqi+
√∑H
i=1 qi ln
qi
pi
+ln 2
√
m
δ
m is quasi-
convex when P is uniform prior on H.
We seek an optimal posterior for Bsq, KL(Q) which minimizes this bound. We use the
partial KKT system to derive the fixed point equation of this bound minimization problem.
F.3. The posterior based on fixed point scheme, QFPsq,KL
We can identify the minimizer for the bound minimization problem (24) (in paper) using
the KKT system based on the associated Lagrangian function. The Lagrangian function
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for (24) (in paper) can be written as follows:
Lsq, KL(Q,µ0, µi) =
H∑
i=1
lˆiqi +
√√√√√ H∑
i=1
qi ln
qi
pi
+ ln
(IKsq(m)
δ
)
m
− µ0
(
H∑
i=1
qi − 1
)
−
H∑
i=1
µiqi
(65)
Here, µ0 ∈ R is the Lagrange multiplier for the sum of the posterior weights, and µi is the
Lagrange multiplier for the positivity of posterior weight, qi for all i = 1, . . . ,H.
Theorem 12 The bound minimization problem (24) (in paper) for the bound Bsq, KL(Q) =
H∑
i=1
lˆiqi+
√
H∑
i=1
qi ln
qi
pi
+ln
(
IKsq (m)
δ
)
m has a stationary point which can be obtained as the solution
to the following fixed point equation:
qi =
pie
(
−2√mlˆi
√∑H
i=1 qi ln
qi
pi
+ln
IKsq (m)
δ
)
H∑
i=1
pie
(
−2√mlˆi
√∑H
i=1 qi ln
qi
pi
+ln
(
IKsq (m)
δ
)) (66)
Proof Differentiating Lagrange Llin, KL with respect to primal variables qis and dual vari-
able µ0, we get:
∂Lsq, KL
∂qi
= lˆi +
1
2
√
m
√∑H
i=1 qi ln
qi
pi
+ ln
(IKsq(m)
δ
) · (1 + ln qipi
)
− µ0 − µi ∀i = 1, . . . ,H (67)
∂Lsq, KL
∂µ0
=
H∑
i=1
qi − 1 (68)
We assume that qi > 0 for all i = 1, . . . ,H, since otherwise ln qi = ln(0) is undefined.
Even if we use fact that limx→0+ lnx = −∞, the KKT condition (67) will mean that the
dual variable µi is infeasible. Therefore our assumption holds true for a stationary point.
Due to complementary slackness conditions, we have µiqi = 0 which implies µi = 0 since
qi > 0 for all i = 1, . . . ,H (by assumption).
41
Sahu Hemachandra
At optimality, the derivatives of the Lagrange function Lsq, KL should be set to zero.
From (67), we have:
lˆi +
1
2
√
m
√∑H
i=1 qi ln
qi
pi
+ ln
(IKsq(m)
δ
) · (1 + ln qipi
)
− µ0 = 0 ∀i = 1, . . . ,H
⇒ 1 + ln qi
pi
= 2
√
m(µ0 − lˆi)
√√√√ H∑
i=1
qi ln
qi
pi
+ ln
(IKsq(m)
δ
)
∀i = 1, . . . ,H
⇒ qi = pie
(
2
√
m(µ0−lˆi)
√∑H
i=1 qi ln
qi
pi
+ln
(
IKsq(m)
δ
))
−1
∀i = 1, . . . ,H (69)
Setting the derivative at (68) to zero, we have:
H∑
i=1
qi = 1
⇒
H∑
i=1
pie
(
2
√
m(µ0−lˆi)
√∑H
i=1 qi ln
qi
pi
+ln
(
IKsq(m)
δ
))
−1
= 1
⇒e
(
2
√
mµ0
√∑H
i=1 qi ln
qi
pi
+ln
(
IKsq(m)
δ
))
−1
 H∑
i=1
pie
(
−2√mlˆi
√∑H
i=1 qi ln
qi
pi
+ln
(
IKsq(m)
δ
)) = 1
⇒e
(
2
√
mµ0
√∑H
i=1 qi ln
qi
pi
+ln
(
IKsq(m)
δ
))
−1
=
1
H∑
i=1
pie
(
−2√mlˆi
√∑H
i=1 qi ln
qi
pi
+ln
(
IKsq(m)
δ
)) (70)
⇒ µ0 =
1− ln
 H∑
i=1
pie
(
−2√mlˆi
√∑H
i=1 qi ln
qi
pi
+ln
(
IKsq(m)
δ
))
2
√
m
√∑H
i=1 qi ln
qi
pi
+ ln
(IKsq(m)
δ
) (71)
Combining the above two equations (69) and (70), we get the following equation in variable
qis:
qi =
pie
(
−2√mlˆi
√∑H
i=1 qi ln
qi
pi
+ln
IKsq(m)
δ
)
H∑
i=1
pie
(
−2√mlˆi
√∑H
i=1 qi ln
qi
pi
+ln
(
IKsq(m)
δ
)) (72)
Note that the right hand side involves an implicit function of variable qis. Hence the above
is a fixed point equation. It can be easily verified from (72) that all qFPi,sq, KL > 0 and they
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sum up to 1. Hence qFPi,sq, KL is a feasible solution to the bound minimization problem (24)
(in paper). Also, it is derived using the KKT conditions, hence it is a stationary point.
Appendix G. Optimal PAC-Bayesian posteriors for a finite set of SVM
classifiers
Support vector machines (SVMs) are convex classification algorithms with a regularization
parameter λ > 0, which controls the trade off between the training error and learner com-
plexity. We want to recommend values of parameter λ corresponding to classifiers with
‘good’ generalization performance. To do this, we use the PAC-Bayesian framework. The
PAC-Bayesian optimal posterior yields a stochastic SVM that has a tight upper bound on
the averaged true risk. A stochastic SVM makes predictions by choosing a λ value ran-
domly from a prefixed set of values according to the governing distribution, determining
the classifier corresponding to this λ value and using this classifier to predict the label of an
unknown example. Since PAC-Bayesian posterior is determined on a fixed set of classifiers,
we determine beforehand our SVM classifiers for the values in the set of regularization pa-
rameter values. A stochastic SVM is preferred over a deterministic SVM since the former
is robust to sample biases as illustrated in Table 4 and performs well on an average with
high probability, as shown here.
We report the solver outputs and fixed point (FP) solutions for bound minimiza-
tion problems arising from different combinations of the distance functions, φs with KL-
divergence measure. While some of them are convex and have a closed form expression for
the global optimum, others are non-convex and have a fixed point characterization, which
converges to a local minimizer. We observe that fixed point scheme always converges to a
local/global minimizer even when the solver fails to solve the bound minimization problem.
We first describe about the datasets that we have considered for our computations, the
scheme used to generate classifiers and compute risk values and then compare the optimal
PAC-Bayesians posteriors obatined using the FP scheme and the solver for the different
distance functions.
G.1. Datasets categorization and computation scheme
We did the computations on some real datasets with binary classes from UCI repository
Dheeru and Karra Taniskidou (2017). The details about the number of features, number
of examples and class distribution of these datasets are listed in Table 5. Care was taken
to include datasets with various attributes – small to moderate number of examples (306
examples to 5463 examples) and small to moderate number of features (3 features to 57
features). We have datasets with various combinations – small number of features with
small number of examples (Bupa and Haberman), small number of features with moderate
number of examples (Banknote and Mammographic), moderate number of features with
small number of examples (Wdbc and Ionosphere) and moderate number of features with
moderate number of examples (Spambase and Waveform). There is an even distribution of
balanced datasets, that is, datasets with almost same number of positive and negative ex-
amples (Bupa, Mammographic, Banknote and Waveform) and imbalanced datasets (Spam-
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Dataset
Number of
features, n
Number of
examples
Pos/Neg
Training
set size, m
Validation
set size, v
Test
set size, t
Spambase 57 4601 2788/1813 1840 1840 921
Bupa 6 345 176/169 138 138 69
Mammographic 5 830 427/403 332 332 166
Wdbc 30 569 357/212 227 227 115
Banknote 4 1372 610/762 548 549 275
Mushroom 22 (116 1) 5643 2 3488/2155 2257 2257 1129
Ionosphere 34 351 225/126 140 140 71
Waveform 40 3308 3 1653/1655 1323 1323 662
Haberman 3 306 225/81 122 122 62
Table 5: Details of various UCI datasets used for computational experiments. We list the
number of features n, total number of examples with distribution into positive and
negative classes for each dataset. We also give the number of examples in training,
validation and test sets, according to the random partition created by 0.4:0.4:0.2
ratio of the total dataset size.
base, Wdbc, Mushroom, Ionosphere, Haberman). These datasets span a variety ranging
from almost linearly separable (Banknote, Mushroom and Wave datasets) to moderately in-
separable (Wdbc, Mammographic and Ionosphere datasets) to inseparable data (Spambase,
Bupa and Haberman datasets).
We consider a finite set of SVM regularization parameter values Λ = {λi}Hi=1, of the
values of the regularization parameter, say, between 0 and an upper bound λ0 > 0, since
small values of λi’s are preferable. H denotes the number of regularization parameter values
used for training the SVMs. We took the set Λ = {0.1, 0.11, . . . , 20} at a granularity of 0.01.
The smallest λ value in the set is taken to be strictly positive and slightly away from zero.
This is because, for very small λ values, the corresponding SVMs tend to be in proximity by
due to continuity property of SVM classifier with respect to the regularization parameter
(λ), and hence have same/similar error rates. In fact, for infinitesimally small values, say
λ < 10−8, the SVM QP may encounter numerical instabilities. Similarly, very large values
of λ should be avoided since they yield ‘bad’ classifiers with considerably high error rates.
Each of these datasets was partitioned such that 80% of the examples formed a compo-
sition of training set and validation set (in equal proportion) used for constructing the set
H = {h(λi)|λi ∈ Λ ∀i = 1, . . . ,H} of SVM classifiers and remaining 20% used for computing
their test error rates. The training set size (m), validation set size (v) and test set size (t)
for the datasets are given in Table 5. Typically, m : v : t = 0.4 : 0.4 : 0.2. The role of the
validation set is to compute the empirical risk lˆi of the SVM h(λi) ∈ H which will be used
for deriving the PAC-Bayesian bound. Training error cannot be considered as empirical risk
for a classifier in our set up since PAC-Bayesian theorem requires that the classifiers should
be fixed and should not rely on training examples Be´gin et al. (2016). This is needed to
define a sample independent, classifier set independent right hand side threshold IKφ (m) for
the PAC-Bayesian bound which holds uniformly for all samples.
The classifier set, H = {h(λi)|λi ∈ Λ ∀i = 1, . . . ,H}, consists of RBF kernel SVMs gen-
erated from these datasets with regularization parameter values in the set Λ = {0.1, 0.11, . . . , 20}
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chosen above. We follow the scheme provided in Be´gin et al. (2016); Thiemann et al. (2017)
to generate our classifier set H. A common test set of size t is kept aside beforehand. The
remaining subset of the dataset constitutes a training and validation set composition with
m + v examples. Each classifier h(λi) ∈ H is trained on m training examples subsampled
from this composite set and validated on the remaining v examples. Overlaps between
training sets of different classifiers are allowed. Same is true for their validation sets. Any
two validation sets have a difference of at least one example, which means that the valida-
tion errors on these sets are i.i.d random variables. The validation error of SVM h(λi) ∈ H
is taken to be its empirical risk value, lˆi.
Depending on the dataset, these SVMs have different ranges and degrees of variation in
their empirical risk values. Generally, these empirical risk values show an increasing trend as
the value of λ increases, but the rate of growth differs from dataset to dataset. Some datasets
show steady increase with stabilized values (Banknote, Haberman, Mushroom and Wave),
while others have steep increase and haphazard values (Bupa, Ionosphere and Spambase).
Gradual increment might be accompanied by lot of variation (Mammographic dataset) and
stabilzed nature may not hold for the whole range of λ (Wdbc dataset, with low, stable
values for λ ≤ 15 and a heavy variation for λ > 15) This phenomenon can be captured
by variance of the empirical values across its range, but the variance of the empirical risk
values across the subintervals of Λ is equally important to quantify the rate of increase. For
a visual illustration of the variance in the empirical risk values and test error rates of the
SVMs that we have constructed on the different UCI datasets, please refer to Figure 5 and
Figure 6.
Computational Framework SVM QP (with RBF kernels) was implemented using ksvm
function in kernlab package Karatzoglou et al. (2004) in R (version 3.1.3 (2015-03-09)).
The Gaussian width parameter is estimated by kernlab using sigest function which esti-
mates the 0.1 and 0.9 quantile of distance between the points in the data.
The optimization problem for finding the optimal posterior that minimizes the PAC-
Bayesian bound was implemented in AMPL Interface and solved using Ipopt software
package (version 3.12 (2016-05-01)) Wa¨chter and Biegler (2006). All the computations
were done on a machine equipped with 12 Intel Xeon 2.20 GHz cores and 64 GB RAM.
Appendix H. Comparing various PAC-Bayesian optimal posteriors
In our analysis with finite classifier set, we have determined optimal posterior minimizing
the PAC-Bayesian bounds formed from combinations of different distance functions and
divergence measures. These are illustrated in the previous section. Mainly, five distance
functions (between the averaged empirical risk and averaged true risk of a stochastic classi-
fier) were considered: KL-divergence as distance function, its Pinsker’s approximation and
a sixth degree polynomial approximation; linear and squared distances.
The posterior weight, q∗i,φ,div, is negatively proportional to the empirical risk, lˆi, of the
classifier in the support set, but the constant of proportionality is different in the two classes.
The optimal posteriors corresponding to the class derived using KL-divergence measure
exhibit exponentially decreasing weights as the empirical risk increases, and generally have
full support (entire classifier set).
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Mushroom Dataset
Training set size, m = 2257
Validation set size, v = 2257
Test set size, t = 1129
λ granularity = 0.01
l
l^val(λ)
ltest(λ)
Figure 5: Empirical risk values (validation errors) lˆval(λ) and test errors lˆtest(λ) of SVMs
corresponding to regularization parameter λ ∈ Λ = {0.0, 0.11, . . . , 20} trained on
40% of the dataset and validated on the other 40% of the dataset, with test errors
computed on the remaining 20% of the dataset as described in Section G.1.
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Figure 6: Empirical risk values (validation errors) lˆval(λ) and test errors lˆtest(λ) of SVMs
trained on 40% of the dataset and validated on the other 40% of the dataset, with
test errors computed on the remaining 20% of the dataset as described in Section
G.1.
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To quantify the level of concentration that these posteriors have on their supports, we
use Herfindahl-Hirschman Index (HHI) Hirschman (1945); Wikipedia contributors (2019),
which is perhaps the most widely used measure of economic concentration. It is defined as
the sum of the squares of the market shares of the firms within the industry (sometimes
limited to the 50 largest firms), where the market shares are expressed as fractions. For
probability distributions, HHI is equivalent to their `2-norm.
In our computations, we observe that the posteriors Q∗φ,KL have high HHI, which indi-
cates that they have more concentration around the low values of lˆis even though they have
full support. They display a greedy behaviour towards classifiers (regularization parameter
values) yielding low sample errors. This explains why such posteriors have a good test set
performance. This behaviour hints at an underlying regularization done by the divergence
function that we use in the PAC-Bayesian bound.
H.1. Comparison of posterior on full support with that on subset support
We have shown that linear distance based bound Blin, KL(Q) has full support when prior
is uniform. For other four distance functions, φs (squared distance, KL-distance, Pinsker’s
approximation and sixth degree polynomial approximation), we analyze their support set by
computations on UCI datasets. For uniform prior on classifier set H, we compare the local
minimizers of Bφ,KL(Q) on H-dimensional simplex (allowing for subset support), with the
one computed on interior of H-dimensional simplex (full support). H denotes the classifier
set size and H∗ denotes the optimal support size. We observe that datasets with low
and moderate variation in empirical risk values have full support, H = H∗, whereas those
with high variation have a smaller support but can be approximated by optimal posterior
determined on a full support as reported in Tables 10 - 13.
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Dataset PAC-Bayesian Bound, B∗φ,KL Average Test Error, Tφ,KL
B∗lin, KL B
∗
sq, KL B
∗
P, KL B
∗
CH, KL B
∗
kl, KL Tlin, KL Tsq, KL TP, KL TCH, KL Tkl, KL
Spambase NaN 0.20289 0.17671 0.18279 0.15737? 0.10206 0.10353 0.10277 0.102630.10231?
Bupa 0.29382
0.40292
0.36536
0.31596 0.32896 0.27439? 0.14139
0.15103
0.15400
0.14425 0.14269 0.13738?
Mammographic 0.31857
0.35706
0.32592
0.30442 0.31596 0.28583? 0.13805
0.13934
0.13847
0.14015 0.14008 0.13978?
Wdbc 0.20369
0.25657
0.21754
0.19908 0.21318 0.14237 0.03315
0.03168
0.03168
0.03192 0.03209 0.03351
Banknote 0.13371
0.12752
0.09855
0.09094 0.10241 0.01758 0.00030
0.00103
0.00112
0.00087 0.00081 5.5e-05
Mushroom NaN 0.06388 0.04521 0.05226 0.00415 2.29e-05 6.31e-05 5.8e-05 5.61e-05 1.1e-05
Ionosphere 0.20024
0.28773
0.24171
0.21540 0.23470 0.13208 0.07174
0.07236
0.07247
0.07212 0.07202 0.07059
Waveform NaN 0.12990 0.10529 0.11355 0.07254 0.05138 0.05231 0.05219 0.05212 0.05152
Haberman 0.37065
0.47695
0.43052
0.39487 0.409450.37762? 0.29485
0.28140
0.28000
0.29101 0.29341 0.26900?
Table 6: PAC-Bayesian bounds and averaged test error rates for Q∗φ,KL We compare
the bound values B∗φ,KL and average test error rates Tφ,KL of the optimal posteriors
due to five distance functions, φ: KL-divergence kl, its Pinsker’s approximation
φP and a sixth degree polynomial approximation φCH; linear φlin and squared
distances φsq for H = 500 SVM classiifers. For large sample size (m ≥ 1028), the
constant IKlin(m) cannot be computed due to storage limitations for floating point
numbers and in that case, B∗lin,KL is denoted by NaN. B
∗
sq, KL and corresponding
Q∗sq, KL were determined using two values: 2
√
m (in regular font face) and IKsq(m)
(in italicized font face). IKsq(m) cannot be computed for datasets with high sample
size (m ≥ 1028) due to storage limitation on floating point numbers. Hence we
have only one bound value for such datasets (namely Spambase, Mushroom and
Waveform) which is computed using 2
√
m. ? refers to values obtained using fixed
point(FP) equation because the solver Ipopt does not converge to a solution.
Lowest 10% bound values and test error rates for each dataset are denoted in
bold face. KL-distance has the tightest bound and lowest 10% error rate for
almost all the datasets, but is computationally expensive and has multiple local
minima. Between the approximations φP and φCH, the latter has lower test error
values but a slightly complicated bound evaluation. φsq is ranked lowest on bound
values and test error rates, followed by φCH and φP. φsq and φP are related
by a scaling (φP = 2φsq). φP provides a lower bound value than that of φsq,
but both have comparable test set performances with differences of at most 3%.
The global solution for φlin has second lowest bound value for all the datasets
considered (except for the ones where m ≥ 1028, namely, Spambase, Mushroom
and Waveform, where the bound B∗lin,KL cannot be computed) and also has the
lowest 10% test error rates for most of the datasets. All the five distance functions
have good generalization performance (lowest 10% test error values) on most of the
datasets considered, except for Bupa dataset and two almost separable datasets,
Banknote and Mushroom, where φlin and φkl do better than other three φs.
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Dataset PAC-Bayesian Bound, B∗φ,KL Average Test Error, Tφ,KL
B∗lin, KL B
∗
sq, KL B
∗
P, KL B
∗
CH, KL B
∗
kl, KL Tlin, KL Tsq, KL TP, KL TCH, KL Tkl, KL
Spambase NaN 0.20046 0.17361 0.17958 0.15332? 0.15684 0.15392 0.15423 0.15434 0.15487?
Bupa 0.27005
0.38167
0.34547
0.29265 0.30537 0.23851? 0.13207
0.145801
0.14873
0.13631 0.13382 0.11998?
Mammographic 0.29518
0.34187
0.31290
0.28790 0.29659 0.26063? 0.20462
0.21120
0.21386
0.20716 0.20628 0.20519?
Wdbc 0.20706
0.26000
0.22122
0.20236 0.21646 0.14759? 0.06489
0.06901
0.07052
0.06650 0.06584 0.06541?
Banknote 0.13647
0.13225
0.10343
0.09538 0.10672 0.02051 0.00161
0.00561
0.00592
0.00500 0.00469 0.00037
Mushroom NaN 0.06584 0.04702 0.05399 0.00489 8.92e-05 0.00066 0.00057 0.00053 1.39e-05
Ionosphere 0.20816
0.30151
0.25884
0.22508 0.24011 0.14707? 0.04494
0.04781
0.04899
0.04393 0.04553 0.04359?
Waveform NaN 0.12875 0.10335 0.11103 0.06338 0.05847 0.05175 0.05276 0.05345 0.05792
Haberman 0.37277
0.48385
0.43977
0.39769 0.41178 0.37998? 0.29157
0.29069
0.29007
0.29163 0.29162 0.28997?
Table 7: Earlier computations for comparison. We obtain improved bound values
and test error rates for optimal posteriors Q∗φ,KL in Table 6 above by restricting
the base classifiers generated using Λ = {10−5, 5} obtained as a combination of
arithmetic-geometric progression for the interval (10−5, 0.1) and linearly spaced
values between 0.1 and 5 at a granularity of 0.01. The test error rates for Spambase
(improved from 0.15 to 0.10 across 5 distance functions), Mammographic, Wdbc
and Banknote datasets decreased significantly. For other datasets, the test error
rates are comparable.
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Dataset PAC-Bayesian Bound Average Test Error
BFPkl, KL Range(B
CCP
kl, KL) Mean(B
CCP
kl, KL) T
FP
kl, KL Range(T
CCP
kl, KL) Mean(T
CCP
kl, KL)
Spambase 0.14726 [0.16632, 0.19290] 0.18257± 0.00301 0.15465 [0.16412, 0.18537] 0.17578 ± 0.00235
Bupa 0.20833 [0.23380, 0.26191] 0.24741 ± 0.00412 0.12502 [0.14943, 0.18810] 0.16754 ± 0.00599
Mammographic 0.24171 [0.24760, 0.25558] 0.25190 ± 0.00116 0.20566 [0.20665, 0.21793] 0.21209 ± 0.00195
Wdbc 0.12782 [0.13061, 0.13659] 0.13320 ± 0.00085 0.06630 [0.05925, 0.07212] 0.06492 ± 0.00183
Banknote 0.01528 NA NA 0.00036 NA NA
Mushroom 0.00405 NA NA 0 NA NA
Ionosphere 0.11925 [0.12284, 0.13132] 0.12631± 0.00119 0.04409 [0.03889, 0.05328] 0.04562 ± 0.00214
Waveform 0.05842 [0.06353, 0.06711] 0.06525 ± 0.00061 0.05749 [0.05003, 0.05451] 0.05213 ± 0.00073
Haberman 0.34298 [0.34857, 0.36011] 0.35417 ± 0.00175 0.29257 [0.28524, 0.30430] 0.29346 ± 0.00286
Table 9: We compare the bound values and test error rates of the optimal posterior obtained
via Fixed Point (FP) scheme and the posterior based on Convex-Concave Proce-
dure (CCP) minimizing the PAC-Bayesian bound Bkl, KL based on KL-distance
function with KL-divergence measure. The CCP based posteriors are identified by
the bound minimization model described in Section D.2. The bound values and
test error rates for FP scheme based solution are denoted by BFPkl, KL and T
FP
kl, KL.
Similarly, the bound values and test error rates of the CCP based posterior are
denoted by BCCPkl, KL and T
CCP
kl, KL. For computations, we consider SVM classifiers
generated on nine datasets from UCI repository Dheeru and Karra Taniskidou
(2017) using the scheme in Section G.1 for H = 50 values in Λ = {0.1, 0.11, . . . , }.
We run the CCP procedure for 1000 different initializations of posterior Q0 (as
done in Lipp and Boyd (2016)). The range, mean and standard deviation of the
bound values and average test error rates of the CCP based posteriors obtained
by these 1000 initializations are tabulated above. We notice that BFPkl, KL is always
better than BCCPkl, KL and T
FP
kl, KL is comparable with mean value of T
CCP
kl, KL for dif-
ferent datasets considered. This might be because FP scheme identifies the global
minimum for kl-KL based bound minimization problem, whereas CCP converges
to a local solution or a stationary point. ‘NA’ denotes the cases where the CCP
cannot provide linear approximation to kl(EQ[lˆ], r) because a subgradient cannot
be determined when EQ[lˆ] takes the boundary value zero. Such cases usually oc-
cur for almost separable datasets – Banknote and Mushroom, where the quantity
EQ[lˆ] = 0 for any distribution Q since all lˆis take value zero for i = 1, . . . , 50.
52
PAC-Bayesian Optimal Posteriors for Stochastic Classifiers
D
a
ta
se
t
(V
a
li
d
a
ti
o
n
se
t
si
ze
,
v
)
#
C
la
ss
ifi
er
s
H
O
p
ti
m
a
l
S
u
p
p
o
rt
S
iz
e,
H
∗
B
s
o
lv
e
r
sq
,
K
L
(H
)
B
F
P
sq
,
K
L
(H
∗ )
T
s
o
lv
e
r
sq
,
K
L
(H
)
T
F
P
sq
,
K
L
(H
∗ )
‖Q
s
o
lv
e
r
sq
,
K
L
(H
)
−
Q
F
P
sq
,
K
L
(H
∗ )
‖ 2
T
im
e
(H
)
T
im
e
(H
∗ )
S
p
a
m
b
a
se
(v
=
1
8
4
0
)
5
0
0
3
1
0
.1
9
6
2
5
0
.1
9
6
2
5
0
.1
5
3
9
0
0
.1
5
3
8
9
7
.6
6
e-
0
5
2
.4
0
9
s
0
.1
1
2
s
B
u
p
a
(v
=
1
3
8
)
1
0
0
0
2
7
5
0
.3
3
5
7
6
0
.3
3
5
7
6
0
.1
4
9
5
5
0
.1
4
9
5
4
0
.0
0
0
1
0
3
1
8
.5
8
s
0
.3
9
8
s
M
a
m
m
o
g
ra
p
h
ic
(v
=
3
3
2
)
1
0
0
0
1
0
0
0
0
.3
0
5
8
7
0
.3
0
5
8
7
0
.2
1
4
6
1
0
.2
1
4
6
1
0
.0
0
0
9
0
7
1
3
.2
2
3
s
0
.4
0
7
s
W
d
b
c
(v
=
2
2
7
)
1
9
9
0
1
9
2
2
0
.2
2
1
2
1
0
.2
2
1
2
1
0
.7
0
5
2
3
0
.7
0
5
2
3
0
.0
0
0
3
9
1
1
7
4
.0
2
4
s
0
.8
4
2
s
B
a
n
k
n
o
te
(v
=
5
4
9
)
2
0
0
2
0
0
0
.0
9
6
4
6
0
.0
9
6
4
6
0
.0
0
1
7
5
6
0
.0
0
1
7
5
7
3
.2
3
2
e-
0
5
0
.1
6
6
s
0
.0
4
s
M
u
sh
ro
o
m
(v
=
2
2
5
7
)
1
9
9
0
1
9
9
0
0
.0
6
5
8
4
0
.0
6
5
8
4
0
.0
0
0
6
6
0
.0
0
0
6
6
0
.0
0
0
6
7
5
6
3
.0
2
5
s
0
.7
5
5
s
Io
n
o
sp
h
er
e
(v
=
1
4
0
)
2
0
0
2
0
0
0
.2
2
7
2
0
0
.2
2
7
2
0
0
.4
3
9
2
1
0
.4
3
2
9
1
1
.1
4
6
e-
0
5
0
.1
6
4
s
0
.0
3
3
s
W
av
ef
o
rm
(v
=
1
3
2
3
)
1
0
0
0
1
0
0
0
0
.1
2
6
8
5
0
.1
2
6
8
5
0
.0
5
2
0
0
0
.0
5
2
0
0
0
.0
0
0
3
1
1
1
0
.6
5
5
s
0
.2
7
6
s
H
a
b
er
m
a
n
(v
=
1
2
2
)
5
0
0
5
0
0
0
.4
1
9
4
3
0
.4
1
9
4
3
0
.2
8
9
8
9
0
.2
8
9
8
9
0
.0
0
0
7
3
7
2
.0
4
8
s
0
.0
9
3
s
T
a
b
le
10
:
F
or
u
n
if
o
rm
p
ri
o
r
on
cl
a
ss
ifi
er
se
t
H,
w
e
co
m
p
ar
e
th
e
(l
o
ca
l)
m
in
im
iz
er
,
Q
F
P
sq
,
K
L
(H
∗ )
,
of
th
e
b
ou
n
d
fu
n
ct
io
n
,
B
sq
,K
L
(Q
)
on
th
e
w
h
o
le
o
f
H
-d
im
en
si
o
n
a
l
si
m
p
le
x
(a
ll
ow
in
g
fo
r
su
b
se
t
su
p
p
or
t)
,
w
it
h
th
e
(l
o
ca
l)
m
in
im
iz
er
,
Q
so
lv
er
sq
,
K
L
(H
),
co
m
p
u
te
d
o
n
th
e
in
te
ri
o
r
o
f
th
e
H
-d
im
en
si
on
al
si
m
p
le
x
(f
u
ll
su
p
p
or
t)
.
H
d
en
ot
es
th
e
si
ze
of
th
e
cl
as
si
fi
er
se
t
co
n
si
d
er
ed
an
d
H
∗
d
en
o
te
s
th
e
si
ze
o
f
th
e
su
p
p
or
t
se
t
fo
r
Q
F
P
sq
,K
L
,
th
e
lo
ca
l
m
in
im
u
m
fo
r
(2
4)
in
th
e
m
ai
n
p
ap
er
.
W
e
ca
ll
H
∗
as
th
e
‘o
p
ti
m
al
su
p
p
o
rt
si
ze
’.
Q
F
P
sq
,
K
L
(H
∗ )
w
as
d
et
er
m
in
ed
v
ia
a
li
n
ea
r
se
ar
ch
am
on
g
th
e
op
ti
m
al
p
os
te
ri
or
s
w
it
h
su
p
p
or
t
on
th
e
in
cr
ea
si
n
g
o
rd
er
ed
su
b
se
ts
of
H.
B
so
lv
er
sq
,K
L
(H
)
an
d
B
F
P
sq
,K
L
(H
∗ )
d
en
ot
e
th
e
b
ou
n
d
va
lu
es
of
th
e
tw
o
p
os
te
ri
or
s;
an
d
T
so
lv
er
sq
,K
L
(H
)
a
n
d
T
F
P
sq
,K
L
(H
∗ )
d
en
ot
e
th
ei
r
av
er
ag
e
te
st
er
ro
r
ra
te
s.
A
ll
th
e
co
m
p
u
ta
ti
on
s
w
er
e
d
on
e
w
it
h
δ
=
0
.0
1.
W
e
n
ot
ic
e
th
a
t,
in
m
an
y
d
a
ta
se
ts
(f
or
ex
am
p
le
,
M
am
m
og
ra
p
h
ic
,
Io
n
os
p
h
er
e
an
d
B
an
k
n
ot
e)
,
H
∗
=
H
,
in
d
ic
at
in
g
th
at
th
e
lo
ca
l
m
in
im
iz
er
in
d
ee
d
h
as
fu
ll
su
p
p
or
t.
T
h
es
e
d
at
as
et
s
h
av
e
lo
w
to
m
o
d
er
at
e
va
ri
an
ce
in
th
e
em
p
ir
ic
al
ri
sk
va
lu
es
.
W
h
er
ea
s
th
e
on
es
w
it
h
n
o
ta
b
ly
h
ig
h
va
ri
at
io
n
in
em
p
ir
ic
al
ri
sk
va
lu
es
(n
am
el
y,
S
p
am
b
as
e,
B
u
p
a
an
d
W
d
b
c)
h
av
e
o
p
ti
m
iz
er
s
o
n
a
m
u
ch
sm
a
ll
er
su
p
p
or
t
si
ze
(H
∗

H
).
Y
et
th
e
d
iff
er
en
ce
in
th
e
b
ou
n
d
va
lu
es
an
d
te
st
er
ro
r
ra
te
s
o
f
th
e
fu
ll
su
p
p
o
rt
p
os
te
ri
o
r,
Q
so
lv
er
sq
,
K
L
(H
)
an
d
th
e
lo
ca
l
m
in
im
iz
er
Q
F
P
sq
,
K
L
(H
∗ )
is
n
eg
li
gi
b
le
(O
(1
0−
6
))
.
If
w
e
co
m
p
ar
e
th
e
p
o
st
er
io
rs
th
em
se
lv
es
,
th
e
` 2
-n
or
m
of
th
e
d
iff
er
en
ce
b
et
w
ee
n
th
em
is
v
er
y
sm
al
l
(O
(1
0−
4
))
.
T
h
is
su
gg
es
ts
th
at
th
e
p
os
te
ri
o
rs
li
e
w
it
h
in
a
sm
a
ll
n
ei
gh
b
ou
rh
o
o
d
.
C
on
si
d
er
in
g
th
e
co
m
p
u
ta
ti
on
ti
m
e
ta
ke
n
,
w
e
ob
se
rv
e
th
at
Q
F
P
sq
,
K
L
(H
)
w
it
h
fu
ll
su
p
p
o
rt
ca
n
b
e
co
m
p
u
te
d
w
it
h
in
a
fr
ac
ti
on
of
a
se
co
n
d
,
ev
en
w
it
h
th
e
li
n
ea
r
se
ar
ch
,
w
h
er
ea
s
co
m
p
u
ta
ti
on
fo
r
Q
so
lv
er
sq
,
K
L
(H
∗ )
ca
n
ta
ke
a
n
y
w
h
er
e
b
et
w
ee
n
0.
16
4
se
co
n
d
s
to
17
4.
02
4
se
co
n
d
s
d
ep
en
d
in
g
on
th
e
m
o
d
el
p
ar
am
et
er
s
–
H
,S
m
,δ
,{
l i
}H i=
1
.
W
e
ca
n
ob
ta
in
a
v
er
y
cl
os
e
ap
p
ro
x
im
at
io
n
to
Q
F
P
sq
,
K
L
(H
∗ )
b
y
co
n
si
d
er
in
g
a
fu
ll
su
p
p
or
t
p
os
te
ri
or
ob
ta
in
ed
b
y
m
in
im
iz
in
g
B
sq
,
K
L
(Q
)
in
th
e
in
te
ri
or
of
th
e
H
-d
im
en
si
on
al
p
ro
b
ab
il
it
y
si
m
p
le
x
.
53
Sahu Hemachandra
D
a
ta
set
(V
a
lid
a
tio
n
set
size,
v
)
#
C
la
ssifi
ers
H
O
p
tim
a
l
S
u
p
p
o
rt
S
ize,
H
∗
B
s
o
lv
e
r
k
l,
K
L
(H
)
B
F
P
k
l,
K
L
(H
∗)
T
s
o
lv
e
r
k
l,
K
L
(H
)
T
F
P
k
l,
K
L
(H
∗)
‖
Q
s
o
lv
e
r
k
l,
K
L
(H
)−
Q
F
P
k
l,
K
L
(H
∗)‖
2
T
im
e
(H
)
T
im
e
(H
∗)
S
p
a
m
b
a
se
(v
=
1
8
4
0
)
5
0
0
3
0
.2
6
8
8
5
(E
)
0
.1
5
1
1
5
0
.2
4
1
5
2
(E
)
0
.1
5
4
8
0
1
.9
9
5
2
5
2
(E
)
0
.0
3
5
s
(E
)
0
.4
0
3
s
B
u
p
a
(v
=
1
3
8
)
1
0
0
0
1
9
0
.5
1
5
0
0
(E
)
0
.2
3
2
9
5
0
.3
8
5
5
0
(E
)
0
.1
2
0
9
7
1
.9
7
1
0
7
5
(E
)
0
.0
6
4
s
(E
)
1
.2
0
7
s
M
a
m
m
o
g
ra
p
h
ic
(v
=
3
3
2
)
1
0
0
0
4
0
0
.3
0
3
7
0
(E
)
0
.2
5
7
3
1
0
.2
2
8
2
8
(E
)
0
.2
0
5
0
5
1
.9
2
9
0
7
7
(E
)
0
.0
6
7
s
(E
)
1
.4
7
9
s
W
d
b
c
(v
=
2
2
7
)
1
9
9
0
6
1
3
0
.1
8
5
2
7
(E
)
0
.1
4
7
4
5
0
.0
8
8
7
0
(E
)
0
.0
6
5
3
6
1
.7
5
7
5
1
4
(E
)
0
.1
8
5
s
(E
)
4
.2
0
7
s
B
a
n
k
n
o
te
(v
=
5
4
9
)
2
0
0
1
1
0
0
.0
1
6
3
5
0
.0
1
6
3
5
0
.0
0
0
3
7
0
.0
0
0
3
7
1
.9
5
2
e-0
5
0
.0
6
6
s
0
.0
6
3
s
M
u
sh
ro
o
m
(v
=
2
2
5
7
)
1
9
9
0
3
3
6
0
.0
0
4
8
8
0
.0
0
4
8
8
1
.3
9
9
e-0
5
1
.3
1
8
e-0
5
0
.0
0
3
7
2
4
1
3
.4
.5
7
s
2
.1
2
6
s
Io
n
o
sp
h
ere
(v
=
1
4
0
)
2
0
0
1
8
6
0
.1
2
9
5
5
0
.1
2
9
5
2
0
.0
4
3
7
8
0
.0
4
3
7
8
0
.0
0
2
7
3
7
1
2
.1
3
2
s
0
.1
8
2
s
W
av
efo
rm
(v
=
1
3
2
3
)
1
0
0
0
7
0
.0
6
2
4
7
0
.0
6
2
4
0
0
.0
5
7
8
5
0
.0
5
7
9
4
0
.0
2
4
9
4
0
3
5
.9
9
s
1
.0
6
4
s
H
a
b
erm
a
n
(v
=
1
2
2
)
5
0
0
1
8
0
0
.4
0
8
3
2
(E
)
0
.3
6
6
3
8
0
.2
8
7
6
8
(E
)
0
.2
9
1
6
1
1
.7
1
8
0
9
8
(E
)
0
.0
3
7
s
(E
)
0
.4
8
2
s
T
a
b
le
11
:
F
or
u
n
ifo
rm
p
rior
on
classifi
er
setH
,
w
e
com
p
are
th
e
(lo
cal)
m
in
im
izer,
Q
F
P
k
l,
K
L
(H
∗),
of
th
e
b
ou
n
d
fu
n
ction
,
B
k
l,K
L
(Q
)
on
th
e
w
h
o
le
o
f
H
-d
im
en
sion
al
sim
p
lex
(allow
in
g
for
su
b
set
su
p
p
ort),
w
ith
th
e
(lo
cal)
m
in
im
izer,
Q
so
lv
er
k
l,
K
L
(H
),
com
p
u
ted
on
th
e
in
terior
of
th
e
H
-d
im
en
sion
al
sim
p
lex
(fu
ll
su
p
p
ort).
H
d
en
otes
th
e
size
of
th
e
classifi
er
set
con
sid
ered
an
d
H
∗
d
en
otes
th
e
size
o
f
th
e
su
p
p
ort
set
for
Q
F
P
k
l,K
L
,
th
e
lo
cal
m
in
im
u
m
for
(7)
in
th
e
m
ain
p
ap
er.
W
e
call
H
∗
as
th
e
‘o
p
tim
al
su
p
p
o
rt
size’.
Q
F
P
k
l,
K
L
(H
∗)
w
as
d
eterm
in
ed
v
ia
a
lin
ear
search
am
on
g
th
e
op
tim
al
p
osteriors
w
ith
su
p
p
ort
on
th
e
in
crea
sin
g
ord
ered
su
b
sets
ofH
.
B
so
lv
er
k
l,K
L
(H
)
an
d
B
F
P
k
l,K
L
(H
∗)
d
en
ote
th
e
b
ou
n
d
valu
es
of
th
e
tw
o
p
osteriors;
an
d
T
so
lv
er
k
l,K
L
(H
)
an
d
T
F
P
k
l,K
L
(H
∗)
d
en
ote
th
eir
average
test
error
rates.
A
ll
th
e
com
p
u
tation
s
w
ere
d
on
e
w
ith
δ
=
0.01.
W
e
n
otice
th
a
t,
if
H
is
large,
th
e
solver
d
o
es
n
ot
con
verge
to
a
solu
tion
in
m
an
y
d
atasets
(for
ex
am
p
le,
M
am
m
ograp
h
ic,
B
u
p
a
a
n
d
H
a
b
erm
a
n
)
w
h
ich
h
ave
m
o
d
erate
to
con
sid
erab
le
varian
ce
in
th
e
em
p
irical
risk
valu
es.
T
h
ese
cases
are
d
en
oted
b
y
th
e
sy
m
b
ol
‘E
’.
W
h
erea
s
th
e
alm
ost
sep
arab
le
d
atasets
w
ith
low
variation
in
em
p
irical
risk
valu
es
(n
am
ely,
B
an
k
n
ote,
M
u
sh
ro
o
m
,
Ion
o
sp
h
ere
a
n
d
W
aveform
)
h
ave
op
tim
izers
on
a
m
u
ch
sm
aller
su
p
p
ort
size
(H
∗
H
).
Y
et
th
e
d
iff
eren
ce
in
th
e
b
ou
n
d
valu
es
a
n
d
test
error
rates
of
th
e
fu
ll
su
p
p
ort
p
osterior,
Q
so
lv
er
k
l,
K
L
(H
)
an
d
th
e
lo
cal
m
in
im
izer
Q
F
P
k
l,
K
L
(H
∗)
is
n
eg
lig
ib
le
(O
(10 −
5)).
If
w
e
com
p
are
th
e
p
osteriors
th
em
selves,
th
e
`
2 -n
orm
of
th
e
d
iff
eren
ce
b
etw
een
th
em
is
very
sm
all
(O
(1
0 −
3)).
T
h
is
su
gg
ests
th
at
th
e
p
osteriors
lie
w
ith
in
a
sm
all
n
eigh
b
ou
rh
o
o
d
.
C
on
sid
erin
g
th
e
com
p
u
tation
tim
e
taken
,
w
e
o
b
serve
th
a
t
Q
F
P
k
l,
K
L
(H
)
w
ith
fu
ll
su
p
p
ort
can
b
e
com
p
u
ted
w
ith
in
fraction
s
of
a
u
p
to
4.207
secon
d
s,
even
w
ith
th
e
lin
ea
r
sea
rch
.
W
h
ereas
com
p
u
tation
for
Q
so
lv
er
k
l,
K
L
(H
∗)
can
tak
e
an
y
w
h
ere
b
etw
een
0.066
secon
d
s
to
35.99
secon
d
s
d
ep
en
d
in
g
o
n
th
e
m
o
d
el
p
aram
eters
–
H
,S
m
,δ,{
li }
Hi=
1 .
W
e
can
ob
tain
a
very
close
ap
p
rox
im
ation
to
Q
F
P
k
l,
K
L
(H
∗)
b
y
co
n
sid
erin
g
a
fu
ll
su
p
p
ort
p
osterior
ob
tain
ed
b
y
m
in
im
izin
g
B
k
l,
K
L
(Q
)
in
th
e
in
terior
of
th
e
H
-d
im
en
sion
al
p
rob
ab
ility
sim
p
lex
.
54
PAC-Bayesian Optimal Posteriors for Stochastic Classifiers
D
a
ta
se
t
(V
a
li
d
a
ti
o
n
se
t
si
ze
,
v
)
#
C
la
ss
ifi
er
s
H
O
p
ti
m
a
l
S
u
p
p
o
rt
S
iz
e,
H
∗
B
s
o
lv
e
r
P
,
K
L
(H
)
B
F
P
P
,
K
L
(H
∗ )
T
s
o
lv
e
r
P
,
K
L
(H
)
T
F
P
P
,
K
L
(H
∗ )
‖Q
s
o
lv
e
r
P
,
K
L
(H
)
−
Q
F
P
P
,
K
L
(H
∗ )
‖ 2
T
im
e
(H
)
T
im
e
(H
∗ )
S
p
a
m
b
a
se
(v
=
1
8
4
0
)
5
0
0
2
1
0
.1
7
0
6
5
0
.1
7
0
6
5
0
.1
5
4
1
6
0
.1
5
4
1
6
7
.5
9
4
e-
0
5
2
.3
8
9
s
0
.1
0
1
s
B
u
p
a
(v
=
1
3
8
)
1
0
0
0
1
0
0
0
.2
8
6
8
3
0
.2
8
6
8
3
0
.1
3
7
1
4
0
.1
3
7
1
4
7
.8
9
6
e
-0
5
1
5
.4
4
1
s
0
.3
1
6
s
M
a
m
m
o
g
ra
p
h
ic
(v
=
3
3
2
)
1
0
0
0
9
5
4
0
.2
8
2
0
7
0
.2
8
2
0
7
0
.2
0
7
2
8
0
.2
0
7
2
8
0
.0
0
0
6
6
8
1
3
.2
6
9
s
0
.3
9
0
s
W
d
b
c
(v
=
2
2
7
)
1
9
9
0
1
8
6
0
0
.2
0
2
3
6
0
.2
0
2
3
6
0
.0
6
6
5
0
0
.0
6
6
5
0
0
.0
0
0
2
4
9
1
1
4
.2
2
8
s
0
.7
5
9
s
B
a
n
k
n
o
te
(v
=
5
4
9
)
2
0
0
2
0
0
0
.0
8
9
0
9
0
.0
8
9
0
9
0
.0
0
1
4
8
0
.0
0
1
4
8
7
.1
8
1
e-
0
5
0
.2
0
3
s
0
.0
2
5
s
M
u
sh
ro
o
m
(v
=
2
2
5
7
)
1
9
9
0
1
9
9
0
0
.0
4
7
0
2
0
.0
4
7
0
2
0
.0
0
0
5
7
0
.0
0
0
5
7
0
.0
0
1
3
1
2
8
8
.3
1
3
s
0
.6
4
1
s
Io
n
o
sp
h
er
e
(v
=
1
4
0
)
2
0
0
2
0
0
0
.2
0
4
7
3
0
.2
0
4
7
3
0
.0
4
4
0
6
0
.0
4
4
0
6
0
.0
0
0
1
8
6
0
.2
3
0
s
0
.0
2
8
s
W
av
ef
o
rm
(v
=
1
3
2
3
)
1
0
0
0
1
0
0
0
0
.1
0
1
6
1
0
.1
0
1
6
1
0
.0
5
2
8
9
0
.0
5
2
8
9
0
.0
0
0
9
1
2
1
1
.1
4
6
s
0
.3
2
3
s
H
a
b
er
m
a
n
(v
=
1
2
2
)
5
0
0
5
0
0
0
.3
8
4
2
1
0
.3
8
4
2
1
0
.2
9
1
5
9
0
.2
9
1
5
9
0
.0
0
0
1
9
0
2
.1
8
4
s
0
.1
0
3
s
T
a
b
le
12
:
F
or
u
n
if
or
m
p
ri
o
r
on
cl
a
ss
ifi
er
se
t
H,
w
e
co
m
p
ar
e
th
e
(l
o
ca
l)
m
in
im
iz
er
,
Q
F
P
P
,
K
L
(H
∗ )
,
of
th
e
b
ou
n
d
fu
n
ct
io
n
,
B
P
,K
L
(Q
)
o
n
th
e
w
h
ol
e
o
f
H
-d
im
en
si
o
n
a
l
si
m
p
le
x
(a
ll
ow
in
g
fo
r
su
b
se
t
su
p
p
or
t)
,
w
it
h
th
e
(l
o
ca
l)
m
in
im
iz
er
,
Q
so
lv
er
P
,
K
L
(H
),
co
m
p
u
te
d
o
n
th
e
in
te
ri
o
r
o
f
th
e
H
-d
im
en
si
on
al
si
m
p
le
x
(f
u
ll
su
p
p
or
t)
.
H
d
en
ot
es
th
e
si
ze
of
th
e
cl
as
si
fi
er
se
t
co
n
si
d
er
ed
an
d
H
∗
d
en
ot
es
th
e
si
ze
of
th
e
su
p
p
or
t
se
t
fo
r
Q
F
P
P
,K
L
,
th
e
lo
ca
l
m
in
im
u
m
fo
r
(1
1)
in
th
e
m
ai
n
p
ap
er
.
W
e
ca
ll
H
∗
as
th
e
‘o
p
ti
m
al
su
p
p
or
t
si
ze
’.
Q
F
P
P
,
K
L
(H
∗ )
w
as
d
et
er
m
in
ed
v
ia
a
li
n
ea
r
se
ar
ch
am
on
g
th
e
op
ti
m
al
p
os
te
ri
or
s
w
it
h
su
p
p
or
t
on
th
e
in
cr
ea
si
n
g
o
rd
er
ed
su
b
se
ts
of
H.
B
so
lv
er
P
,K
L
(H
)
an
d
B
F
P
P
,K
L
(H
∗ )
d
en
ot
e
th
e
b
ou
n
d
va
lu
es
of
th
e
tw
o
p
os
te
ri
or
s;
an
d
T
so
lv
er
P
,K
L
(H
)
a
n
d
T
F
P
P
,K
L
(H
∗ )
d
en
ot
e
th
ei
r
av
er
ag
e
te
st
er
ro
r
ra
te
s.
A
ll
th
e
co
m
p
u
ta
ti
on
s
w
er
e
d
on
e
w
it
h
δ
=
0
.0
1.
W
e
n
o
ti
ce
th
at
,
in
m
a
n
y
d
a
ta
se
ts
(f
or
ex
am
p
le
,
H
ab
er
m
an
,
Io
n
os
p
h
er
e
an
d
B
an
k
n
ot
e)
,
H
∗
=
H
,
in
d
ic
at
in
g
th
at
th
e
lo
ca
l
m
in
im
iz
er
in
d
ee
d
h
as
fu
ll
su
p
p
or
t.
T
h
es
e
d
at
as
et
s
h
av
e
lo
w
to
m
o
d
er
at
e
va
ri
an
ce
in
th
e
em
p
ir
ic
al
ri
sk
va
lu
es
.
W
h
er
ea
s
th
e
o
n
es
w
it
h
n
o
ta
b
ly
h
ig
h
va
ri
at
io
n
in
em
p
ir
ic
al
ri
sk
va
lu
es
(n
am
el
y,
S
p
am
b
as
e,
B
u
p
a,
M
am
m
og
ra
p
h
ic
an
d
W
d
b
c)
h
av
e
op
ti
m
iz
er
s
o
n
a
m
u
ch
sm
al
le
r
su
p
p
or
t
si
ze
(H
∗

H
).
Y
et
th
e
d
iff
er
en
ce
in
th
e
b
ou
n
d
va
lu
es
an
d
te
st
er
ro
r
ra
te
s
o
f
th
e
fu
ll
su
p
p
or
t
p
os
te
ri
o
r,
Q
so
lv
er
P
,
K
L
(H
)
an
d
th
e
lo
ca
l
m
in
im
iz
er
Q
F
P
P
,
K
L
(H
∗ )
is
n
eg
li
gi
b
le
(O
(1
0
−6
))
.
If
w
e
co
m
p
ar
e
th
e
p
o
st
er
io
rs
th
em
se
lv
es
,
th
e
` 2
-n
or
m
of
th
e
d
iff
er
en
ce
b
et
w
ee
n
th
em
is
v
er
y
sm
al
l
(O
(1
0−
4
))
.
T
h
is
su
gg
es
ts
th
at
th
e
p
o
st
er
io
rs
li
e
w
it
h
in
a
sm
a
ll
n
ei
gh
b
ou
rh
o
o
d
.
C
on
si
d
er
in
g
th
e
co
m
p
u
ta
ti
on
ti
m
e
ta
k
en
,
w
e
ob
se
rv
e
th
at
Q
F
P
P
,
K
L
(H
)
w
it
h
fu
ll
su
p
p
or
t
ca
n
b
e
co
m
p
u
te
d
w
it
h
in
a
fr
ac
ti
on
of
a
se
co
n
d
,
ev
en
w
it
h
th
e
li
n
ea
r
se
ar
ch
,
w
h
er
ea
s
co
m
p
u
ta
ti
on
fo
r
Q
so
lv
er
P
,
K
L
(H
∗ )
ca
n
ta
ke
an
y
w
h
er
e
b
et
w
ee
n
0.
20
3
se
co
n
d
s
to
11
4.
22
8
se
co
n
d
s
d
ep
en
d
in
g
on
th
e
m
o
d
el
p
ar
am
et
er
s
–
H
,S
m
,δ
,{
l i
}H i=
1
.
W
e
ca
n
ob
ta
in
a
v
er
y
cl
os
e
ap
p
ro
x
im
at
io
n
to
Q
F
P
P
,
K
L
(H
∗ )
b
y
co
n
si
d
er
in
g
a
fu
ll
su
p
p
or
t
p
os
te
ri
or
o
b
ta
in
ed
b
y
m
in
im
iz
in
g
B
P
,
K
L
(Q
)
in
th
e
in
te
ri
or
of
th
e
H
-d
im
en
si
on
al
p
ro
b
ab
il
it
y
si
m
p
le
x
.
55
Sahu Hemachandra
D
a
ta
set
(V
a
lid
a
tio
n
set
size,
v
)
#
C
la
ssifi
ers
H
O
p
tim
a
l
S
u
p
p
o
rt
S
ize,
H
∗
B
s
o
lv
e
r
C
H
,
K
L
(H
)
B
F
P
C
H
,
K
L
(H
∗)
T
s
o
lv
e
r
C
H
,
K
L
(H
)
T
F
P
C
H
,
K
L
(H
∗)
‖
Q
s
o
lv
e
r
C
H
,
K
L
(H
)−
Q
F
P
C
H
,
K
L
(H
∗)‖
2
T
im
e
(H
)
T
im
e
(H
∗)
S
p
a
m
b
a
se
(v
=
1
8
4
0
)
5
0
0
1
8
0
.1
7
6
8
8
0
.1
7
6
8
8
0
.1
5
4
2
8
0
.1
5
4
2
8
7
.4
6
1
e-0
5
2
.6
4
3
s
0
.1
7
1
s
B
u
p
a
(v
=
1
3
8
)
1
0
0
0
8
9
0
.3
0
0
0
2
0
.3
0
0
0
2
0
.1
3
4
6
2
0
.1
3
4
6
1
7
.8
5
7
e
-0
5
1
9
.5
6
s
0
.5
9
3
s
M
a
m
m
o
g
ra
p
h
ic
(v
=
3
3
2
)
1
0
0
0
8
9
2
0
.2
9
3
1
7
0
.2
9
3
1
7
0
.2
0
6
4
7
0
.2
0
6
4
6
0
.0
0
0
6
7
4
1
4
.6
6
3
s
0
.7
0
6
s
W
d
b
c
(v
=
2
2
7
)
1
9
9
0
1
8
5
6
0
.2
1
6
4
6
0
.2
1
6
4
6
0
.0
6
5
8
4
0
.0
6
5
8
4
0
.0
0
0
3
0
5
1
4
3
.5
7
s
1
.3
7
1
s
B
a
n
k
n
o
te
(v
=
5
4
9
)
2
0
0
2
0
0
0
.1
0
0
6
3
0
.1
0
0
6
3
0
.0
0
1
4
1
0
.0
0
1
4
1
7
.3
8
1
e-0
5
0
.1
8
9
s
0
.0
4
1
s
M
u
sh
ro
o
m
(v
=
2
2
5
7
)
1
9
9
0
1
9
9
0
0
.0
5
3
9
8
0
.0
5
3
9
8
0
.0
0
0
5
3
0
.0
0
0
5
3
0
.0
0
1
6
2
5
7
1
.7
7
8
s
0
.9
7
2
s
Io
n
o
sp
h
ere
(v
=
1
4
0
)
2
0
0
2
0
0
0
.2
2
1
0
4
0
.2
2
1
0
4
0
.0
4
4
1
0
0
.0
4
4
1
0
0
.0
0
0
1
3
9
0
.2
2
3
s
0
.0
5
5
s
W
av
efo
rm
(v
=
1
3
2
3
)
1
0
0
0
1
0
0
0
0
.1
0
9
4
0
0
.1
0
9
4
0
0
.0
5
3
5
0
0
.0
5
3
5
0
0
.0
0
0
3
8
4
1
3
.7
4
5
s
0
.5
9
7
s
H
a
b
erm
a
n
(v
=
1
2
2
)
5
0
0
5
0
0
0
.3
9
9
5
0
0
.3
9
9
5
0
0
.2
1
6
5
5
0
.2
1
6
5
5
0
.0
0
0
1
7
7
2
.4
9
9
s
0
.1
8
1
s
T
a
b
le
13
:
F
or
u
n
iform
p
rior
o
n
classifi
er
setH
,
w
e
com
p
are
th
e
(lo
cal)
m
in
im
izer,
Q
F
P
C
H
,
K
L
(H
∗),
of
th
e
b
ou
n
d
fu
n
ction
,
B
C
H
,K
L
(Q
)
o
n
th
e
w
h
o
le
of
H
-d
im
en
sion
al
sim
p
lex
(allow
in
g
for
su
b
set
su
p
p
ort),
w
ith
th
e
(lo
cal)
m
in
im
izer,
Q
so
lv
er
C
H
,
K
L
(H
),
com
p
u
ted
on
th
e
in
terior
o
f
th
e
H
-d
im
en
sion
al
sim
p
lex
(fu
ll
su
p
p
ort).
H
d
en
otes
th
e
size
of
th
e
classifi
er
set
con
sid
ered
an
d
H
∗
d
en
otes
th
e
size
of
th
e
su
p
p
ort
set
for
Q
F
P
C
H
,K
L
,
th
e
lo
cal
m
in
izer
for
th
e
b
ou
n
d
B
C
H
,
K
L
in
(16)
in
th
e
m
ain
p
ap
er.
W
e
ca
ll
H
∗
a
s
th
e
‘op
tim
a
l
su
p
p
ort
size’.
Q
F
P
C
H
,
K
L
(H
∗)
w
as
d
eterm
in
ed
v
ia
a
lin
ear
search
am
on
g
th
e
op
tim
al
p
osteriors
w
ith
su
p
p
ort
o
n
th
e
in
crea
sin
g
ord
ered
su
b
sets
ofH
.
B
so
lv
er
C
H
,K
L
(H
)
an
d
B
F
P
C
H
,K
L
(H
∗)
d
en
ote
th
e
b
ou
n
d
valu
es
of
th
e
tw
o
p
o
steriors;
an
d
T
so
lv
er
C
H
,K
L
(H
)
an
d
T
F
P
C
H
,K
L
(H
∗)
d
en
ote
th
eir
average
test
error
rates.
A
ll
th
e
com
p
u
tation
s
w
ere
d
on
e
w
ith
δ
=
0.01.
W
e
n
otice
th
at,
in
m
an
y
d
atasets
(for
ex
am
p
le,
M
am
m
ograp
h
ic,
Ion
osp
h
ere
an
d
B
an
k
n
ote),
H
∗
=
H
,
in
d
icatin
g
th
at
th
e
lo
cal
m
in
im
izer
in
d
eed
h
as
fu
ll
su
p
p
ort.
T
h
ese
d
atasets
h
av
e
low
to
m
o
d
erate
varian
ce
in
th
e
em
p
irica
l
risk
va
lu
es.
W
h
ereas
th
e
on
es
w
ith
n
otab
ly
h
igh
variation
in
em
p
irical
risk
valu
es
(n
am
ely,
S
p
am
b
ase,
B
u
p
a,
M
am
m
ograp
h
ic
a
n
d
W
d
b
c)
h
av
e
op
tim
izers
on
a
m
u
ch
sm
aller
su
p
p
ort
size
(H
∗

H
).
Y
et
th
e
d
iff
eren
ce
in
th
e
b
o
u
n
d
va
lu
es
an
d
test
erro
r
rates
of
th
e
fu
ll
su
p
p
ort
p
osterior,
Q
so
lv
er
C
H
,
K
L
(H
)
an
d
th
e
lo
cal
m
in
im
izer
Q
F
P
C
H
,
K
L
(H
∗)
is
n
eglig
ib
le
(O
(1
0 −
6)).
If
w
e
com
p
are
th
e
p
osteriors
th
em
selv
es,
th
e
`
2 -n
orm
of
th
e
d
iff
eren
ce
b
etw
een
th
em
is
very
sm
a
ll
(O
(10 −
4)).
T
h
is
su
g
gests
th
at
th
e
p
osteriors
lie
w
ith
in
a
sm
all
n
eigh
b
ou
rh
o
o
d
.
C
on
sid
erin
g
th
e
com
p
u
tation
tim
e
ta
ken
,
w
e
o
b
serve
th
at
Q
F
P
C
H
,
K
L
(H
)
w
ith
fu
ll
su
p
p
ort
can
b
e
com
p
u
ted
w
ith
in
a
fraction
of
a
secon
d
,
even
w
ith
th
e
lin
ear
sea
rch
,
w
h
ereas
com
p
u
tation
for
Q
so
lv
er
C
H
,
K
L
(H
∗)
can
take
an
y
w
h
ere
b
etw
een
0.223
secon
d
s
to
71.778
secon
d
s
d
ep
en
d
in
g
on
th
e
m
o
d
el
p
aram
eters
–
H
,S
m
,δ,{
li }
Hi=
1 .
W
e
can
ob
tain
a
very
close
ap
p
rox
im
ation
to
Q
F
P
C
H
,
K
L
(H
∗)
b
y
con
sid
erin
g
a
fu
ll
su
p
p
o
rt
p
osterior
ob
tain
ed
b
y
m
in
im
izin
g
B
C
H
,
K
L
(Q
)
in
th
e
in
terior
of
th
e
H
-d
im
en
sion
al
p
rob
ab
ility
sim
p
lex
.
56
