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Abstrakt
Tématem této bakalářské práce je rozpoznávání lidských činností pomocí Deep learning. V rámci
práce jsou popisovány principy neuronových sítí a metody pro detekci a klasifikaci akcí. Následuje
implementace, v jejímž rámci byly sestaveny a odzkoušeny dvě konvoluční neuronové sítě podle
architektur LeNet a GoogLeNet. Pro odzkoušení sítí byly využity datasety lidských činností
MSR a UTKinect. Implementace sítí byla provedena v jazyce Python s využitím frameworku
Tensorflow.
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Abstract
The theme of this bachelor’s thesis is human activity recognition using Deep Learning. The
thesis describes principles of neural networks and methods for action detection and classification.
This is followed by implementation, in which two convolutional neural networks based on LeNet
and GoogLeNet architectures are created and tested. For testing, human action datasets MSR
and UTKinect were used. Implementation was done using programming language Python in
combination with the framework Tensorflow.
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MP Neuron – McCulloch-Pitts model neuronu
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Rozpoznávání akcí a činností jsou důležité disciplíny počítačového vidění, kterým je zejména
v poslední době věnována značná pozornost výzkumu. Úspěšné metody pro rozpoznávání akcí
lze využít v širokém spektru aplikací, jako například bezpečnost nebo analýza lidského chování.
Problematika rozpoznávání akcí může být rozdělena zejména na detekci a následnou klasifikaci
akcí. Obě tyto části skrývají své vlastní typy problémů a existuje široká škála metod pro jejich
řešení. V tomto ohledu jsou v poslední době populární zejména metody Deep learningu.
Deep learning je obor v rámci strojového učení a umělé inteligence založený na mnoha různých
algoritmech, jehož snahou je přiblížit se způsobu lidského myšlení a umožnit tak počítačům
plnit úlohy, které donedávna dokázali efektivně vykonávat pouze lidé. V porovnání s běžnými
metodami strojového učení dokáže Deep learning pracovat s předem nezpracovanými daty a učit
se rozpoznávat vzory v těchto datech.
Cílem této bakalářské práce je popis současných možností pří rozpoznávání lidských akcí
a jejich zpracování pomocí metod Deep learningu. Práce bude rozdělena do několika částí. V
první části budou popsány principy neuronových sítí včetně některých typů těchto sítí. V druhé
části pak budou podrobněji popsány principy konvolučních neuronových sítí. Třetí část bude
věnována popisu některých významných architektur konvolučních neuronových sítí. V čtvrté
části bude následovat popis principů metod pro detekci a klasifikaci akcí. Některé metody detekce
a klasifikace akcí budou v této části blíže přiblíženy. Poslední část práce pak bude zaměřena na
vlastní implementaci algoritmu pro rozpoznávání lidských činností. V rámci této části budou
testovány dva vlastní modely konvolučních neuronových sítí. Modely budou testovány z hlediska
úspěšnosti při rozpoznávání akcí a pro tyto účely budou využity dva datasety lidských akcí.




Neuronové sítě jsou propojené výpočetní systémy, jejichž princip vychází ze způsobu zpracování
informací v mozku. Historie neuronových sítí sahá až do roku 1943, kdy neurofiziolog Warren S.
McCulloch a logik Walter Pitts vyvinuli první konceptuální model umělé neuronové sítě. V něm
popsali koncept neuronu - jedné buňky uspořádatelné do sítě, jejíž funkcí je přijímat vstupy,
zpracovávat je a generovat výstup. Cílem jejich práce nebyl přesný popis biologické funkčnosti
mozku, ale spíše návrh výpočetního modelu, který by sloužil k řešení určitých typů problémů. [1]
Existují problémy, které jsou pro počítače, v porovnání s lidmi, velmi snadné na řešení, jako
například matematické výpočty. Na druhou stranu však existují i problémy, které běžný člověk
zvládá řešit velice snadno, ale počítače je řeší jen obtížně. Mezi tyto problémy patří například
rozpoznávání obličejů, znaků nebo obecně vzorců. Pro tyto problémy se v dnešní době využívají
právě neuronové sítě. [1]
V současné době existuje mnoho rozdílných typů neuronových sítí. Jednotlivé typy sítí se
mezi sebou liší například ve struktuře základních funkčních principech nebo zvolené metodě pro
učení sítě. Mezi tyto typy se řadí například perceptron, vícevrstvé sítě, konvoluční sítě a nebo
rekurentní neuronové sítě.
2.1 Neuron
Základní jednotkou v neuronové síti je neuron, často označovaný také jako jednotka nebo uzel.
Neurony jsou propojovány pomocí ohodnocených hran, takto propojené neurony tvoří síť. Váhy
těcho hran reprezentují sílu spojení mezi jednotlivými neurony. [2]
Neurony v neuronových sítích bývají typicky organizovány do vzájemně provázaných vrstev.
Vrstva je definována jako skupina neuronů, které jsou propojeny jen s neurony z ostatních
skupin, nikoliv však ze své vlastní. Vrstvy mohou být rozlišovány podle jejich pozice a propojení
na vstupní, skryté a výstupní. Vstupní a výstupní vrstvy jsou první a poslední vrstva v síti.
Tyto vrstvy zprostředkovávají datové vstupy a výstupy sítě a mohou být sestaveny odlišným
způsobem než skryté vrstvy. Skryté vrstvy jsou pak všechny vrstvy mezi vstupní a výstupní
vrstvou. Ne všechny sítě však musí být organizovány do vrstev. Příkladem mohou být třeba
Hopfieldovy sítě (Zobrazena na obrázku 1b). [2, 3]
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(a) Feed-Forward síť (b) Hopfieldova síť
Obrázek 1: Ukázka organizace neuronů v sítích. [4]
2.2 Biologický neuron
Neurony v živých organizmech jsou buňky, které dokáží pracovat se signály a reagovat na ně.
Existuje mnoho typů neuronových buněk, avšak všechny mají společné jisté části - dendrity,
somu, axon a synapse. Tyto části jsou popsány na obrázku 2. [5]
Dendrity jsou tenké výstupky ze somy, které slouží jako vstupní kanály pro signály z okolí.
Každý neuron má vícero dendritů. Soma je tělo neuronu, ve kterém dochází ke zpracování signálů.
Axon je delší výstupek, který slouží pro vysílání signálu. Konec axonu je rozvětvený. Synapse
jsou pak propojení mezi dendrity a axonem jednotlivých neuronů. [5]
Funkce neuronu probíhá v následujících krocích. Dendrity neuronu zachycují signály, které
se dále šíří dovnitř buňky. V těle buňky dochází k součtu příchozích signálů a vzniká potenciál.
Pokud je tento potenciál dostatečně velký, neuron vyšle nervový impuls po axonu. [6]
Lidská nervová soustava obsahuje přibližně 1011 - 1012 neuronů. Toto číslo se však s rostoucím
věkem postupně snižuje. Každý neuron může mít řádově i stovky tisíc dendritů. Pokud část
neuronů odumře, lze tuto ztrátu částečně nahradit zvýšením počtu synapsí mezi neurony. [7]
Obrázek 2: Schéma biologického neuronu [7]
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2.3 Umělý neuron
Umělé neurony jsou základní výpočetní jednotky neuronových sítí. Běžný umělý neuron se skládá
z několika vstupů, váhových proměnných, výstupu a aktivační funkce. Hodnoty na vstupech
mohou být generovány dalšími neurony, nebo mohou přicházet od vnějšího zdroje. Každý vstup
má přiřazenu svou váhovou proměnnou (weight). [8]
Prvním modelem umělého neuronu byl McCulloch-Pitts (MP) neuron, nazývaný také jako
Linear Threshold Unit (LTU), představený v roce 1943. Schéma tohoto neuronu je zobrazeno v
obrázku 3a. Tento neuron zpracovává set vstupů a generuje jeden výstup y. Neuron klasifikuje
výstupy do dvou možných tříd - výstup je tedy binární. Funkce neuronu se dá matematicky







Hodnoty Ix jsou vstupní hodnoty, Wx pak reprezentují váhy jednotlivých vstupů. Tyto hod-
noty jsou normalizovány do intervalu (0, 1) nebo (−1, 1). Hodnota x reprezentuje součet všech
vážených vstupů - potenciál neuronu. Funkce f je zobrazena na obrázku 3b. Hodnota T je
prahová konstanta. Tato hodnota určuje při jaké hodnotě neuron sepne. [9]
(a) Schéma MP Neuronu (b) Průběh prahové funkce neuronu.
Obrázek 3: Schéma a aktivační funkce MP neuronu. [9]
Modely dnes využívaných neuronů do značné míry vychází z MP modelu neuronu. Výpočet
potenciálu probíhá stejným způsobem, k vstupům je však možné přidat ještě jeden dodatečný







Výsledný potenciál je poté předán aktivační funkci, která vygeneruje výstupní hodnotu neu-
ronu. Existuje více typů aktivačních funkcí. Všechny využívané funkce jsou částečně lineární
nebo nelineární. Na obrázku 4 jsou ukázány některé často používané aktivační funkce. Použitá
aktivační funkce pak blíže definuje konkrétní vlastnosti modelu neuronu. [9, 10]
(a) Sigmoid (b) Tanh (c) ReLU
Obrázek 4: Používané aktivační funkce. [10]
2.4 Učení
Jednou z nejdůležitějších vlastností neuronových sítí (a strojového učení obecně) je jejich schop-
nost učit se. Neuronové sítě jsou adaptivní systémy, což znamená, že dokáží měnit svou vnitřní
strukturu podle informací, které do nich proudí. Typicky se sítě adaptují upravováním váhových
hodnot na vstupech jednotlivých neuronů. Existuje více přístupů k učení sítí. Vhodnost každého
z přístupů závisí především na typu dat, se kterými se pracuje. [1]
• Učení s učitelem (Supervised learning) - Způsob učení, který vyžaduje spolu s
trénovacími daty i očekávané správné výstupy pro jednotlivé vstupy. Při každém průchodu
testovacích dat sití se výsledné hodnoty porovnávají s očekávanými hodnotami. Jsou-li
hodnoty rozdílné, dochází k úpravám hodnot sítě.
Tento způsob učení se dále dá rozdělit podle typu výstupu na dvě podskupiny - klasifikace
a regrese. Při klasifikaci je na výstupu očekávána třída z kategorie - například jedna z
hodnot "muž"a "žena". U regrese je výstupní hodnotou reálné číslo. Příkladem problému
regrese je například vyhodnocení ceny nemovitosti.
• Učení bez učitele (Unsupervised learning) - Používá se v případech, kdy je hlavním
účelem sítě vyhledávat vzory a struktury v datech nebo třídit data do předem neznámých
skupin. Příkladem může být třídění zákazníků podle položek, které kupují. [1, 12]
• Učení zpětnou vazbou (Reinforcement learning) - Strategie založená na pozorování,
nejčastěji používaná v robotice nebo AI systémech. Učený systém (agent) se postupně učí
chovat ve svém prostředí pomocí vykonávání akcí a sledování jejich výsledků. [1, 13]
Metody učení s učitelem se u neuronových sítí dají rozdělit do dvou skupin - gradientní a ne-
gradientní metody. Gradientní metody jsou metody využívající algoritmus gradientního sestupu
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(gradient descent) pro minimalizaci chybových výsledků sítě. Typickým příkladem takovéto me-
tody je algoritmus zpětného šíření (Backpropagation - BP). Mezi negradientní metody se pak
řadí především metody využívající evolučních algoritmů, jako například GNARL nebo hyper-
NEAT. [11]
Důležitým parametrem mnoha algoritmů pro učení jemíra učení (learning rate). Tato hod-
nota slouží k ovlivnění velikosti změn ve váhových hodnotách. Nízká hodnota tohoto parametru
může zapříčinit velmi pomalý průběh učení. Příliš vysoká hodnota může naopak způsobit, že
váhové hodnoty sítě budou oscilovat kolem optimálních hodnot, namísto aby se jim přibližo-
valy. Některé algoritmy umožňují změnu hodnoty tohoto parametru v průběhu učení. Takovýto
přístup vede ve většině případů k urychlení celého procesu učení. [1, 14]
Přeučení sítě (anglicky Overfitting) je jev, který nastává, když se síť naučí trénovací mno-
žinu příliš těsně a špatně zobecňuje. Přeučení často nastává v případech, kdy je učená síť příliš
komplexní pro řešený problém. Opakem přeučení je pak podučení (underfitting), které může na-
stat, když učená síť nemá dostatatek neuronů, aby dokázala řešení daného problému dostatečně
reprezentovat. Obrázek 5 zobrazuje příklad přeučení. Přeučený model sice lépe mapuje všechny
trénovací hodnoty, pro nové neznámé hodnoty ale pravděpodobně bude generovat výsledky s
vyšší mírou chyby než černě znázorněný model. [14, 15]
Obrázek 5: Ilustrace přeučení. Černý průběh reprezentuje vhodně naučený model, zelený zná-
zorňuje přeučený model [16].
Jednou z používaných metod pro prevenci přeučení sítě je využívání tzv. Dropout techinky.
Dropout je založen na ignorování některých náhodně vybraných neuronů při trénování sítě. Síť
tak může mít při každém trénovacím průchodu trochu jinou reálnou topologii, díky čemuž je
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nucena více rozprostírat své váhy. Tento přístup snižuje šance, že chybové hodnoty jednotlivých
neuronů v síti se navzájem vyruší. [17]
2.4.1 Backpropagation
Backpropagation je algoritmus pro úpravu váhových hodnot založený na výpočtu gradientu.
Tato metoda byla vytvořena na počátku 70. let ve vícero vědeckých komunitách, v kontextu
neurálních sítí je však používána až od roku 1985. V současnosti je tento algoritmus jedním z
nejpopulárnějších algoritmů pro řešení optimalizace v neuronových sítích. [18]
Algoritmus BP je možné rozdělit do několika částí. V první části dochází k běžnému (do-
přednému) průchodu sítí a výpočtu odhadované výstupní hodnoty pro daná vstupní data. Tato
hodnota je následně porovnána s očekávanou hodnotou výstupu a je vypočtena chyba. Pro vý-
počet chyby se využívá cenová funkce (loss/cost/error function). Cílem celého algoritmu BP je
optimalizace této cenové funkce. Jednou z často používaných cenových funkcí je kvadratická
cenová funkce (Mean squared error), která je dána následujícím vztahem:




kde w a b jsou kolekce všech váhových a bias parametrů, n je celkový počet trénovacích příkladů,
x je vstupní vektor, y(x) je očekávaný výstup pro vstup x a a(x) je odhadovaný výstup pro vstup
x. Tato funkce se dá vyjádřit i pro jednotlivé trénovací příklady vztahem:
Cx =
1
2 ||y − a||
2. (4)
K úpravě vah v sítí je třeba pro každý neuron vypočíst jeho chybovou hodnotu δlj (l je číslo vrstvy






kde L je celkový počet vrstev sítě, funkce σ představuje aktivační funkci a z je vážený vstup







kde w je váhový parametr neuronu a k reprezentuje všechny neurony ve vrstvě. Při výpočtu
chybových hodnot δ se postupuje ve směru od výstupní vrstvy ke vstupní, jelikož pro výpočet
chyby vrstvy l je potřeba znát chybovou hodnotu z vrstvy l + 1. Pro následné výpočty nových





kde ain je výstup aktivační funkce vstupního neuronu váhy w a δout je chybová hodnota neuronu
pod který w spadá. [14,19]
2.5 Perceptron
Perceptron je nejjednodušším modelem dopředné neuronové sítě, která je tvořena pouze jediným
neuronem. Model sítě byl vynalezen Frankem Rosenblattem v roce 1957 v Cornell Aeronautical
Laboratory. Perceptron je tvořen jedním nebo více vstupy, procesorem a jedním výstupem.
Každý vstup má přiřazenou svou váhovou hodnotu, což je obvykle hodnota v intervalu< −1, 1 >.
Pro vygenerování výstupu perceptronu se nejdříve na vstupech přiřadí vstupní hodnoty, na
které se následně aplikují jejich váhy. Vážené vstupy se dále sečtou a výsledná suma slouží jako
vstup pro aktivační funkci. Výsledkem aktivační funkce je potom výstupní signál perceptronu.
Výstupní signál je binární, může tedy nabývat pouze jedné ze dvou hodnot. [1, 2]
Pro úpravy váhových parametrů při učení se využívá následující algoritmus. Perceptronu jsou
předány vstupní hodnoty, ze kterých perceptron vypočte odhadovaný výstup. Z odhadovaného
(GUESS) a očekávaného (DESIRED) výstupu se vypočte hodnota chyby podle vzorce:
ERROR = DESIRED −GUESS. (8)
Výsledná hodnota ERROR potom slouží pro výpočet změny ve váhových hodnotách podle
vzorce:
∆WEIGHT = ERROR ∗ INPUT ∗ LEARNING_CONST. (9)
Parametr LEARNING_CONST reprezentuje míru změny ve váhových hodnotách. Vysoká
hodnota tohoto parametru znamená, že změny ve váhách budou více drastické. Takové chování
může celý proces učení urychlit, může však dojít i k situacím, kdy příliš velká změna "pře-
střelí"optimální hodnotu váhy. Nízká hodnota pak umožňuje dosáhnout vyšší přesnosti, ale na
úkor celkově delší doby učení sítě. [1]
Parametr INPUT je hodnota vstupu, jehož váhový parametr je upravován. ∆WEIGHT
představuje změnu váhového parametru. K úpravě váhového parametru se ∆WEIGHT přičítá k
stávající hodnotě váhy (10), čímž vzniká nová hodnota váhového parametru NEW_WEIGHT :
NEW_WEIGHT =WEIGHT +∆WEIGHT. (10)
Pro perceptron se dvěmi vstupy může parametr chyby nabývat pouze 3 různé hodnoty. Pokud
byl výstup odhadnut správně a je tedy stejný jako očekávaná hodnota, je výsledná hodnota
chyby nulová. Pokud byl očekáván výstup −1 a odhad +1, je chybová hodnota rovna −2 a
pokud byl očekáván výstup 1 a odhadovaná hodnota je −1, chybová hodnota je rovna 2. Možné
hodnoty chyby jsou uvedeny v tabulce 1. Tabulka vychází z předpokladu, že výstupní hodnoty







Tabulka 1: Tabulka možných chyb [1].
Perceptron zvládá řešit pouze lineárně separovatelné problémy. Lineárně separovatelný pro-
blém je takový problém, kdy je možné množinu dat vhodně rozdělit lineární funkcí. Příkladem
lineárně separovatelných problémů jsou například logické funkce AND nebo OR. Nelineární pro-
blém je pak například funkce XOR. Na obrázcích 6 jsou příklady obou problémů. Pro řešení
tohoto typu problému se dají využít více vrstvé sítě. [1]
(a) Lineárně separovatelná funkce AND (b) Nelineárně separovatelná funkce XOR
Obrázek 6: Ukázky lineárně a nelineárně oddělitelných problémů. Převzato z [20]
2.6 Vícevrstvé neuronové sítě
Vícevrstvé neuronové sítě (MLP) jsou nejpoužívanějším typem neuronových sítí. Využívají se při
učení s učitelem a slouží pro řešení klasifikačních i regresivních problémů. Jako aktivační funkce
se často používá sigmoida nebo ReLU. Základní metodou pro učení sítě je metoda zpětného
šíření (viz. sekce 2.4.1), existují však i jiné metody jako třeba metoda sdružených gradientů.
Mezi největší nevýhody těchto sítí patří obtížné řešení problému lokálních minim a poměrně
dlouhá délka učení. [20]
Neurony jsou ve vícevrstvých sítích organizovány do vrstev. Spojení se v síti nacházejí jen
mezi neurony ze sousedních vrstev. Vrstvy se dělí na tři základní typy: vstupní, skryté a výstupní.
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Na vstupní vrstvě nedochází k žádným dodatečným výpočtům, vrstva slouží pouze pro předávání
vnějších informací do sítě. Výstupní vrstva je zodpovědná za výpočty a převod informací mimo
síť. Skryté vrstvy jsou pak všechny vrstvy mezi vstupní a výstupní vrstvou. Na obrázku 7a je
zobrazeno obecné schéma MLP sítě. [10]
(a) Schéma vícevrstvé neuronové sítě [10]. (b) Schéma rekurentní neuronové sítě [4].
Obrázek 7: Topologie jednotlivých typů neuronových sítí.
2.7 Rekurentní neuronové sítě
Rekurentní neuronové sítě (RNN) vycházejí z dopředných sítí. Od typických dopředných sítí
se liší v tom, že nejsou bezestavové. Neurony v těchto sítích tak nepracují pouze s vstupy z
předchozích vrstev, ale také s vnitřními stavy z přechozích iterací. Tato vlastnost jim umožňuje
pracovat a učit se i vztahy z hlediska času. Tento typ sítí v poslední době nalézá uplatnění při
řešení mnoha problémů jako například rozpoznávání řeči nebo překlad. Nevýhodou těchto sítí
je jejich náročnost na trénování. Obecné schéma RNN je zobrazeno na obrázku 7b. [4]
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3 Konvoluční neuronové sítě
Konvoluční neuronové sítě (CNN) jsou biologicky inspirovanou variantou vícevrstvých neurono-
vých sítí, které se využívají pro zpracování dat s mřížkovitou topologií, jako jsou například ob-
rázky. Princip funkčnosti těchto sítí vychází z poznatků z výzkumu vizuálního vnímání živočichů.
Tyto sítě se typicky používají v odvětvích jako počítačové vidění nebo zpracování přirozeného
jazyka. [21,22]
Historické kořeny konvolučních neuronových sítí lze sledovat až do 60. let minulého století,
kdy D. Hubel a T. Wiesel provedli výzkum [23] zaměřený na kočičí vizuální kortex. V rámci
tohoto výzkumu byly kočce do části mozku zavedeny elektrody a následně byly před kočku
promítány světelné vzory. Ve výzkumu bylo zjištěno, že jednotlivé buňky reagují pouze na malé
regiony pole vidění. Tyto vjemové regiony (angl. receptive fields) jsou organizovány tak, aby
pokrývaly celé pole vidění. Dále byly identifikovány dva typy buněk- jednoduché a komplexní
kortikální buňky. Jednoduché buňky silně reagují na specifické vzory hran ve svém vjemovém
regionu. Komplexní buňky pak reagují na stejné vzory, ale mají větší vnímané pole a jsou méně
citlivé na pozici vzoru. [25,26]
Prvním modelem sítě, který byl simulován na počítači byl Neocognitron [27]. Model byl
navržen K. Fukushimou v roce 1980 a vychází z práce Hubela a Wiesela. Síť je sestavena z S-
buněk a C-buněk, které jsou podobné jednoduchým a komplexním kortikálním buňkám. Schéma
sítě je zobrazeno na obrázku 8. Tento model je považován za předchůdce dnešních konvolučních
neuronových sítí. [22, 27]
Obrázek 8: Schéma sítě neocognitronu zachycující propojení vrstev. [27]
Obecná architektura konvolučních neuronových sítí se v několika ohledech liší od architektury
MLP sítí. Základním prvkem těchto sítí jsou konvoluční vrstvy, podle nichž jsou taky sítě
pojmenovány. Dalšími typy vrstev v síti jsou podvzorkovací (pooling) vrstvy a vrstvy nelinearity.
Sítě jsou obvykle tvořeny řadou konvolučních a vzorkovacích vrstev, na které případně navazují
plně propojené vrstvy (běžné skryté vrstvy z MLP sítí). Obecné schéma konvoluční neuronové
sítě je ilustrováno na obrázku 12. [22,28]
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3.1 Konvoluční vrstva
Tento typ vrstev je základním stavebním blokem CNN. Vrstva se skládá z naučitelných kernelů
(filtrů), které slouží pro zachytávání rysů ze vstupních dat. Každá jednotka v této vrstvě zpra-
covává vstup pouze z malého regionu z předchozí vrstvy. Tento region se nazývá vjemové pole
(receptive field). Při dopředném průchodu sítí se pro každý filtr provádí operace konvoluce, jejíž
výsledkem je mapa rysů (feature map). Výstupem konvoluční vrstvy jsou pak všechny takto
vygenerované mapy. [22]
Využití konvoluce s sebou nese několik důležitých vlastností, jako řidké propojení vrstev
nebo sdílení parametrů. Řidké propojení (angl. sparse connectivity nebo sparse weights) je způ-
sob propojení sousedících vrstev. Namísto úplného propojení mezi vrstvami (dense) je každá
jednotka propojena jen s malým regionem z předchozí vrstvy. Tento přístup zajišťuje konvoluč-
ním vrstvám mnohem menší počet parametrů a nižší výpočetní náročnost. Zároveň s rostoucím
počtem konvolučních vrstev mohou jednotky v hlubších vrstvách nepřímo reagovat na čím dál
větší vstupní region. [21,29]
Porovnání mezi řidkým a úplným propojením je vyobrazeno na obrázcích 9a a 9b. Na obrázku
9c je pak zobrazeno nepřímé vjemové pole vyšších vrstev sítě.
(a) (b) (c)
Obrázek 9: Ilustrace vlastností konvolučních vrstev: a) představuje úplné propojení vrstev [29];
b) představuje řidké propojení, shodné barvy hran reprezentují sdílené parametry [29]; c) šedé
jednotky vstupní vrstvy představují rozsah nepřímého vjemového pole neuronu z vyšší vrstvy
[21].
Sdílení parametrů umožňuje využití stejného parametru na více místech v modelu. V běžné
neuronové síti je každý váhový parametr při výpočtu výstupu sítě použit právě jednou. V kon-
volučních vrstvách CNN však parametry tvoří filtry, které se aplikují na vstupní data. U této
operace dává větší smysl, aby byl stejný filtr použit na každou vstupní pozici. Tato vlastnost nijak
neovlivňuje rychlost výpočtu výsledku sítě, ovlivňuje však množství parametrů a tím i množství
paměti potřebné pro uložení modelu. Sdílení parametrů je naznačeno v obrázku 9b. [21]
3.2 Pooling vrstva
Poolingové vrstvy slouží pro transformaci vstupních dat do lépe použitelné podoby tak, aby
důležité informace zůstaly zachovány a nedůležité detaily byly odfiltrovány. Vrstvy se použí-
vají pro podvzorkování dat, čímž dojde ke snížení počtu parametrů a množství výpočtů v síti.
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Vrstva prochází vstupní data po blocích, přičemž z každého bloku generuje jedinou hodnotu.
Existují dvě základní formy poolingu - pooling průměrem a maximální hodnotou (average a
max-pooling). Používanější variantou je pooling maximální hodnotou (ukázka na obrázku 10),
kdy jako výsledná hodnota bloku je vybrána vždy nejvyšší hodnota. [30,35]
Obrázek 10: Ukázka funkce max-poolingu s rozměry 2× 2 a střídou 2 [35].
3.3 Nelineární vrstva
Nelineární vrstvy jsou vrstvy tvořené neurony, které slouží pro aplikování aktivačních funkcí na
data v síti. Hlavní funkcí těchto vrstev je zavádění nelinearit do dat. Tato funkce je v CNN
potřeba, jelikož konvoluční vrstvy samy o sobě žádnou nelinearitu nezavádějí (konvoluční ope-
race jsou lineární operace). Z tohoto důvodu jsou ve většině modelů CNN konvoluční vrstvy
následovány nelineární vrstvou.
Nejčastěji používanými aktivačními funkcemi bývají sigmoid, tanh nebo ReLU (viz. obrázky
4). Patrně nejpreferovanější z těchto funkcí je ve většině případů funkce ReLU. To je způsobeno
především faktem, že neuronové sítě využívající tuto aktivační funkci se trénují několikrát rych-
leji. Na obrázku 11 je ukázána aplikace nelineární vrstvy s ReLU aktivací na mapu příznaků.
Vstupní mapa obsahuje kladné i záporné hodnoty, výstupní mapa již jen kladné. [22]
Obrázek 11: Ukázka aplikace ReLU operace na mapu příznaků. Záporné hodnoty jsou znázor-
něny černě. Převzato z [24].
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4 Modely konvolučních neuronových sítí
Jako první úspěšná architektura moderních CNN je považován LeNet-5. Tato architektura
vznikla v roce 1998 v týmu pod vedením Yanna LeCuna [25] a dodnes představuje základ
designu většiny konvenčních CNN. Síť byla určena pro klasifikaci ručně psaných číslic a pro učení
využívala algoritmus BP. Původní síť (schéma na obrázku 12) byla tvořena sedmi výpočetními
vrstvami (nepočítaje vstupní vrstvu) a pro podvzorkování využívala average pooling. [22,25]
Obrázek 12: Architektura sítě LeNet. Převzato z [25].
V roce 2012 byl Alexem Krizhevskym et. al. představen výrazně hlubší model konvoluční
neuronové sítě - AlexNet [31]. Tento model ve stejném roce se značným náskokem oproti ostat-
ním metodám vyhrál soutěž pro vizuální rozpoznávání objektů - ImageNet Large Scale Visual
Recognition Challenge (ILSVRC). Výsledky této architektury způsobily průlom ve využívání
strojového učení a počítačového vidění pro klasifikační úlohy a nárust zájmu o deep learning. [32]
Obrázek 13: Architektura sítě AlexNet. Převzato z [33].
AlexNet je strukturou podobný architektuře LeNet, využívá ale větší množství filtrů na
jednotlivých vrstvách. Celá architektura (zobrazeno na obrázku 13) se skládá z osmi vrstev.
Kvůli limitům tehdejšího hardware byla architektura navržena pro využití dvou paralelních
grafických karet. Trénování sítě bylo realizováno na dvou NVIDIA GTX 580 3GB GPU. [31,32]
Jednou ze zásadních změn oproti předcházejícím architekturám je využití ReLU jako ak-
tivační funkce neuronů. Neuronové sítě využívající ReLU namísto běžně užívané tanh se totiž
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dokážou učit několikanásobně rychleji. Tento fakt je ilustrován na obrázku 14. Graf znázorňuje
pokles chyby dvou ekvivalentních čtyřvrstvých CNN s rozdílnou aktivační funkcí na datasetu
CIFAR-10. Plná čára reprezentuje síť využívající ReLU, přerušovaná pak reprezentuje tanh. Síť
využívající ReLU v tomto případě šestkrát rychleji dosáhne poměru chyby 25%. [31]
Obrázek 14: Ukázka poklesu chyby pro různé aktivační funkce. Převzato z [31].
GoogleNet je architektura navržená Christianem Szegedy et. al. z Google Inc. [34]. V
roce 2014 tato architektura zvítězila v ILSVRC. Architektura je navržená s úmyslem snižování
výpočetní náročnosti v porovnání s běžnými CNN. Klíčovým prvkem v této architektuře jsou
tzv. Inception moduly, díky kterým došlo k drastickému snížení parametrů v síti. [32, 35]
Incepční moduly se skládají z několika souběžných konvolučních vrstev s různými parametry
a jsou zakončené propojením těchto vrstev zpět do jednoho toku. Použití více konvolucí s různou
velikostí filtrů umožňuje síti hledat v datech rysy s lepší invariancí vůči jejich velikosti. Konvo-
luční vrstvy 1× 1 pak slouží pro snížení objemu dat (a výpočetní náročnosti) před náročnějšími
3 × 3 a 5 × 5 konvolucemi. Schéma incepčního modulu použitého v architektuře GoogleNet je
vyobrazen na obrázku 15. [34,36]
Původní architektura je dohromady tvořena 22 vrstvami (obrázek 16), což je podstatně více
než předchozí architektury. Celkový počet učitelných parametrů v síti je však v porovnání s
AlexNetem mnohem menší. [32]
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Obrázek 15: Schéma incepčního modulu [34].
Obrázek 16: Architektura sítě GoogleNet [34]. Zvětšená verze je v příloze B
V roce 2015 vyhrála ILSVRC architektura ResNet (Residual Network) vyvinutá Kaimin-
gem He et. al. [37]. Tato architektura představuje speciální spoje mezi konvolučními vrstvami -
skokové spoje (skip/shortcut connections). Tyto skokové spoje pomáhají řešit problémy hlubo-
kých sítí, kdy příliš velký počet vrstev sítě způsobuje zvýšení chybové hodnoty sítě. Obrázky 17
zobrazují základní schéma skokového spoje a schéma architektury ResNet. [35,38]
(a) Architektura ResNet [37]. Zvětšená verze v příloze
C.
(b) Základní schéma skokového spoje [38].
Obrázek 17: Architektura ResNet.
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5 Metody detekce a klasifikace akcí
Rozpoznávání lidských akcí je důležitým tématem v oboru počítačového vidění. Tato disciplína
nachází uplatnění v širokém spektru aplikací jako například digitální dozor a monitorování,
ukládání a hledání videí, inteligentní rozhraní mezi lidmi a počítači nebo rozpoznávání identity.
Cílem rozpoznávání akcí je ze vstupního videa správně vyhodnotit a klasifikovat akci. Systémy
pro rozpoznávání akcí mohou být typicky rozděleny do dvou hlavních částí - část pro reprezen-
taci a část pro klasifikaci. Část pro reprezentaci se zabývá převodem vstupního videa na vektor
příznaků (feature vector), který je dále použit v klasifikační části pro zařazení akce do jedné ze
tříd. V poslední době se také často využívají hluboké neuronové sítě pro spojení těchto dvou
komponent do jednotného trénovatelného systému. Metody pro rozpoznávání akcí musí v rea-
litě řešit řadu problémů, jako například varianci ve vzhledu a rozměrech člověka nebo rozdílné
způsoby provádění akcí. [39, 40]
5.1 Reprezentace akcí
Jedním z hlavních problémů u rozpoznávání akcí je jakým způsobem akci obsaženou ve vstup-
ních datech vhodně reprezentovat. Jednotlivé záznamy akcí se mohou navzájem lišit v mnoha
aspektech jako například rychlost pohybu, úhel pohledu kamery nebo rozdílnosti v póze a pro-
vedení akce. Úspěšné metody pro reprezentaci akcí by pak měly být efektivní jak z hlediska
charakterizace akcí, tak i z pohledu výpočetní náročnosti.
Cílem metod pro reprezentaci akcí je extrakce důležitých informací ze vstupních dat, odfil-
trování nedůležitých informací a minimalizace variací mezi shodnými akcemi. Tomuto procesu
se také říká extrakce příznaků (feature extraction) a jeho výsledkem je vektor příznaků. Tento
vektor je dále použitelný při následné klasifikaci akce. Mezi často používané metody extrakce
příznaků patří například metody STIP, HOG nebo SSM. [39]
Příznaky je možné dělit podle více kritérií, jedním z ních je například dělení na globální
a lokální příznaky. Globální příznaky slouží k popisu akce jako jednoho celku. Tyto metody
obvykle nejdříve lokalizují region zájmu (region of interest - ROI) v obrázku a následně celý
tento region zakódují do výsledného příznaku. Výhodou tohoto přístupu je množství informací
obsažených ve výsledném příznaku. Nevýhodou je pak velká náchylnost k šumu. Úspěšnost také
značně závisí na přenosti lokalizace ROI. [39,41]
Lokální příznaky popisují data jako kolekci jednotlivých částí obrázku. Metody pro detekci
lokálních příznaků nejdříve detekují významné body v obrázku a následně zakódují malé regiony
z okolí těchto bodů. Výsledné části jsou pak zkombinovány do konečného příznaku. Tyto me-
tody jsou méně náchylné k šumu a částečnému zakrytí některých částí. Kvůli nutnosti detekce
potřebného množství bodů však někdy vyžadují určité předzpracování dat. [39, 41]
Další způsob dělení příznaků je založen na dimenzionalitě a typu dat, se kterými se pra-
cuje. Běžné RGB kamery zachytávají reálný 3D svět pomocí projekce jako sérii 2D obrázků. Při
tomto procesu nevyhnutelně dochází ke ztrátě některých důležitých 3D prostorových dat. Další
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problémy potom způsobují i změny měřítka, úhlu pohledu nebo světelných podmínek. V posled-
ních letech se však začíná nabízet i možnost využívání hloubkových senzorů. Pro tyto účely je
využíván především systém Microsoft Kinect. V porovnání s RGB snímky mají hloubkové mapy
výhodu, jelikož obsahují dodatečnou hloubkovou hodnotu. [42,43]
V poslední době jsou také využívány metody založené na 3D pozicích kloubů. Tyto pozice
jsou získávány využitím hloubkových map a algoritmů pro odhad kostry. Výhodou reprezentace
založené na kostře je zejména odolnost vůči změnám úhlu pohledu, vzhledu a malá náchylnost
k okolnímu šumu. [44]
5.1.1 Space-Time Interest Points
Časoprostorové zájmové body (STIP) jsou jednou z metod lokální extrakce příznaků z videa.
Tato metoda byla vyvinuta Ivanem Laptevem v roce 2005 [45]. Metoda je založena na Harrisově
detektoru rohů, který je rozšířen i pro aplikaci ve směru časové osy. Příznaky STIP jsou dete-
kovány v regionech s vysokými rozdíly intenzity pixelů ve všech směrech (x, y, t). Metoda tak
detekuje pouze rohy, které mění rychlost svého pohybu v průběhu času. STIP příznaky se ty-
picky objevují v artikulovaných pohybech (chůze, běh, skoky), neobjevují se však u konstantího
pohybu. [46,47]
Obrázek 18: Ukázka detekce STIP z video sekvence lidské chůze [45].
5.1.2 Histogram of Oriented Gradients
Histogram orientovaných gradientů (HOG) je deskriptorem založeným na výpočtu gradientů.
Základní myšlenkou za touto metodou je fakt, že vzhled a tvar objektu v daném místě se často
dá vhodně popsat distribucí lokálních gradientů intenzity nebo směrů hran. Tato metoda je v
praxi implementována v následujících krocích. Nejdříve je obrázek rozdělen do malých regionů -
buněk. V rámci každé buňky je následně vytvořen histogram z gradientů směru nebo orientace
hrany všech pixelů v buňce. Tyto histogramy tvoří výsledný přiznak. [48]
Pro menší náchylnost deskriptoru ke změnám ve stínech a osvětlení ještě dochází k norma-
lizaci kontrastu v jednotlivých buňek. Tohoto lze docílit vypočítáním síly histogramu v rámci
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většího bloku v okolí buňky. Tato hodnota je následně použita pro normalizaci všech buněk v
daném bloku. Na obrázku 19 je vyobrazen příklad HOG deskriptoru. [48]
Obrázek 19: Ukázka metody HOG. Vrchní řada obrázků zachycuje výpočet gradientu a segmen-
tace obrázku do buněk. Spodní obrázky potom představují výsledné lokální histogramy a jejich
grafickou reprezentaci. Převzato z [49].
5.1.3 Self-similarity Matrix
Self-similarity matrix (SSM) využívá pro reprezentaci akce speciální matici sestavenou ze vzdá-
leností mezi nízkoúrovňovými příznaky jednotlivých snímků akce. Pro sekvenci snímků I =
{I1, I2, ...IT } je výsledná matice symetrickou maticí s rozměry T × T . Hodnota v matici dij pak
reprezentuje vzdálenost mezi nízkoúrovňovými příznaky snímků Ii a Ij . Jednotlivé hodnoty v
matici popisují vzdálenost příznaků. Diagonála matice sestává z 0, jelikož je zde každý snímek
porovnáván sám se sebou. Výpočet vzdálenosti záleží na zvoleném typu příznaků. Při využití
kloubů může být výsledná vzdálenost vypočítána jako průměr euklidovské vzdálenosti jednotli-
vých kloubů. Ukázka SSM je zobrazena na obrázku 20. Výhodou této metody je především její
nezávislost na úhlu pohledu u zpracovávaných dat. [50]
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Obrázek 20: Ukázka pohledové nezávislosti metody SSM. Obrázky a) a c) ukazují pozice kloubů
pro akci "golfový úder"zaznamenané z rozdílných úhlů. b) a d) reprezentují SSM jednotlivých
snímků. Z matic jde vidět, že i přes rozdílné pohledy je struktura obou matic velmi podobná.
Převzato z [50].
5.2 Klasifikace akcí
Po vyhodnocení reprezentací ze vstupních dat se z problému rozpoznávání akcí stává klasifikační
problém. Pro klasifikaci je nejdříve nutné z trénovacích dat naučit klasifikátor rozpoznávat hra-
nice pro jednotlivé třídy akcí. Existuje celá řada algoritmů pro klasifikaci. Vhodnost jednotlivých
algoritmů je závislá na nátuře zpracovávaných dat, zvolené reprezentaci akcí i velikosti trénova-
cího setu. Mezi běžně využívané klasifikátory se řadí například metody K-NN nebo SVM. [41]
5.2.1 K-Nearest Neighbor
Klasifikátor K-tý nejbližší soused (K-NN) pro klasifikaci využívá vzdálenost mezi hledanými
daty a záznamy z trénovacích dat. Nová data jsou klasifikováná podle třídy s nejvyšším počtem
výskytů mezi k nejbližšími trénovacími záznamy. Výpočetní náročnost tohoto přístupu je závislá
na množství trénovacích dat. Alternativně může být pro každou třídu akce vypočten průměrný
prototyp. Klasifikace tímto algoritmem může být prováděna buď pro každý snímek akce zvlášť
nebo pro všechny snímky najednou. Při klasifikaci s využitím všech snímků se musí dodatečně
všechny akce zarovnat na jednotný počet snímků. [41]
Na obrázku 21a je zobrazen příklad klasifikace pomocí K-NN. Graf zachycuje klasifikaci
pohlaví podle výšky a váhy osoby s parametrem k = 3. Vstupní data v tomto případě budou
klasifikována jako muž.
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(a) Příklad klasifikátoru K-NN [51]. (b) SVM - jeden proti všem. [52]. (c) SVM - jeden proti jednomu. [52].
Obrázek 21: Příklady klasifikačních algoritmů.
5.2.2 Support Vector Machines
Support Vector Machine (SVM) je algoritmem strojového učení, ve kterém je klasifikace prová-
děna na základě lineárních nadrovin. Při trénování dochází k umístění těchto nadrovin v prostoru
příznaků tak, aby rozdělovaly jednotlivá trénovací data s rozdílnými značkami. Pokud nejsou tré-
novací data lineárně separovatelná, využívá se kernelové funkce. Tato funkce transformuje data
do vyšší dimenze, ve které jsou lineárně separovatelné. [53]
Základní verze SVM je určena pouze pro binární klasifikaci, metoda je však rozšiřitelná i
pro klasifikaci do více tříd. Existují dva způsoby jak dosáhnout vícetřídové klasifikace, oba jsou
založené na kombinaci více binárních SVM. Při řešení jeden proti všem (angl. one-against-all)
kombinuje binární SVM tak, že každá instance porovnává, jestli daný vstup patří nebo nepatří
do jedné ze tříd. Tento způsob vyžaduje N binárních SVM pro klasifikaci do N tříd. Řešení
jeden proti jednomu (one-against-one) pak využívá SVM pro vyhodnocení dvou sousedních tříd.
Tento způsob je přesnější, ale mírně pomalejší. Vyžaduje N(N−1)2 binárních SVM. Obrázky 21b
a 21c ukazují rozdělení prostoru příznaků s využitím obou zmíněných metod. [52,53]
5.3 Využití hlubokých architektur
I přes velkou úspěšnost ručně vytvořených příznaků mají tyto metody několik nevýhod. Vývoj
takovýchto systémů pro extrakci příznaků vyžaduje dobré znalosti dané domény a spotřebovává
lidský čas. Další nevýhodou je fakt, že takto vytvořené příznaky obvykle nejsou dost obecné
pro použití na velkých datasetech. Díky současnému rozvoji hlubokých neuronových sítí se v
poslední době velká část pozornosti upírá na učení příznaků s využitím metod deep learningu.
Nedávné modely hlubokých neuronových sítí dosahují překvapivě vysoké přesnosti na širokém
spektru akčních datasetů. Mezi používané DL metody pro rozpoznávání akcí patří například
metoda dlouhodobých rekurentních konvolučních sítí (LRCN) nebo Temporální konvoluční sítě
(TCN). [39]
Long-term recurrent convolutional networks (LRCN) kombinují konvoluční neuronové sítě
pro extrakci příznaků s rekurentními neuronovými sítěmi. Tento přístup síti umožňuje zpra-
covávat časové závislosti mezi příznaky. Rekurentní část sítě využívá LSTM (long short-term
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memory) jednotky. Tyto jednotky umožňují v určitých případech zapomenout předchozí vnitřní
stavy. Temporal convolutional networks (TCN) v současností dosahují lepších výsledků než sítě
založené na LSTM . Tento typ sítí využívá pro zachytávání časových příznaků temporální konvo-
luční vrstvy, poolingů a nadvzorkování. Oba druhy sítí jsou znázorněny na obrázcích 22 [54,55]
(a) Základní struktura LRCN sítě. [54]. (b) Struktura TCN sítě. [55]
Obrázek 22: Struktury LRCN a TCN sítí.
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6 Implementace konvoluční neuronové sítě
K implementaci a následnému porovnání byly vytvořeny dva modely konvolučních neuronových
sítí. První model je založen na architektuře LeNet a druhý na architektuře GoogLeNet. Pro
implementaci modelů konvolučních neuronových sítí byl vybrán programovací jazyk Python.
Tento jazyk byl vybrán především díky snadné manipulaci, rychlému vývoji, přenositelnosti a
neposledně také kvůli podpoře dále použitých knihoven a frameworků. K organizaci modulů a
prostředí v tomto jazyce byly využity nástroje virtualenv a pip.
K vytvoření, trénování a otestování modelů byla použita knihovna Keras v kombinaci s
frameworkem Tensorflow běžícím na GPU díky technologii CUDA. K formátování vstupů modelů
byla použita knihovna OpenCV. Při trénování a následném testování byly použity datasety
UTKinect-Action3D a MSR Action3D. K urychlení procesu trénování byl využit školní server
merlin1.
Pro snadnější orientaci v projektu byly jednotlivé logické části rozděleny do několika složek.
V kořenové části projektu se nalézají centrální skripty, které zprostředkovávají veškeré ovládání.
Tyto centrální skripty pak volají programy z jednotlivých adresářů v projektu, které dále ob-
sahují konkrétní funkcionalitu. Skripty pro tvorbu modelů sítí se nacházejí ve složce models/,
ostatní skripty jsou pak organizovány do složek MSR/ a UTKinect/. Struktura projektu je
detailněji popsána v příloze A.
6.1 Keras
Keras [56] je knihovna napsaná v jazyce Python, která poskytuje vysokoúrovňové rozhraní pro
práci s neuronovými sítěmi. Cílem Kerasu je usnadnění a urychlení vývoje a experimentace, čehož
se snaží docílit zaměřením na uživatelskou přívětivost, modularitu a snadnou rozšiřitelnost.
Knihovna sama o sobě pouze dodává jednotné rozhraní. Pro práci vyžaduje další framework,
přes který pak dále funguje. V současnosti Keras podporuje 3 frameworky, nad kterými může
pracovat - Tensorflow, Theano a Microsoft Cognitive Toolkit (CNTK).
6.2 Tensorflow
Tensorflow [57] je open-source framework určený pro numerické výpočty využívající grafy a pro
vývoj aplikací využívajících metody strojového učení. Framework byl vyvinut týmem Google-
Brain od společnosti Google a původně byl určen pouze pro interní práci a výzkum v rámci
společnosti. V roce 2015 byl vypuštěn na veřejnost pod licencí Apache 2.0.
Framework v současnosti podporuje práci v jazycích C++, Python a Javascript a pro práci
dokáže využívat i GPU. Google rovněž vyvíjí speciální procesorové jednotky (TPU) určené pro
strojové učení a optimalizované pro tensorflow [58].
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Nejnovější stabilní verzí frameworku je verze 1.13, pracuje se však na verzi 2.0, která přináší
řadu změn včetně odstraňování zastaralých komponent frameworku. Tensorflow 2.0 je momen-
tálně dostupný pouze jako alpha verze.
Obrázek 23: Obecná architektura frameworku TensorFlow. Vrstva C API odděluje uživatelský
kód v různých jazycích od jádra frameworku. Převzato z [59]
6.3 OpenCV
OpenCV [60] je open-source knihovna obsahující širokou škálu optimalizovaných funkcí zaměře-
ných převážně na počítačové vidění, zpracování signálů a strojové učení. Knihovna je multiplat-
formní a je dostupná pro jazyky C++, Python a Java.
OpenCV vznikla již v roce 2000 v rámci výzkumné divize společnosti Intel. V roce 2012
vývoj knihovny přešel pod neziskovou organizaci OpenCV.org. Nejnovější verze knihovny je v
době psaní této bakalářské práce verze 4.0. Knihovna je licencovaná pod BSD licencí, diky čemuž
je bezplatně dostupná i pro komereční použití.
6.4 CUDA
CUDA (Compute Unified Device Architecture) je model platformy pro paralelní výpočty a
programovací model vytvořený společností Nvidia. Dostupnost architektury je omezena pouze na
grafické karty od společnosti Nvidia. Platforma umožňuje vývojářům využívat výkon grafických
karet pro vlastní obecně zaměřené výpočty a operace. Tento přístup se také označuje jako
GPGPU - General-Purpose computing on Graphics Processing Units.
Hlavní výhodou GPGPU oproti běžným výpočtům na CPU je především podpora masivního
paralelismu. GPU v porovnání s CPU totiž zvládají zpracovávat mnohonásobně větší množství
vláken najednou.
Programovací model platformy CUDA je dostupný v jazycích C, C++, Fortan, Python či
MATLAB. Platforma CUDA vznikla v roce 2006. Současná nejnovější verze CUDA Toolkitu je
verze 10.1. [61, 62]
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(a) RGB snímek (b) Hloubková mapa (c) Souřadnice kloubů
Obrázek 24: Ukázka dat UTKinect datasetu v různých formátech
6.5 Datasety
Sítě byly otestovány na dvou datasetech. Prvním datasetem je UTKinect-Action3D dataset
(dále jen UTKinect) [63]. Tento dataset byl vytvořen Lu Xia et al. a k zachycení bylo využito
zařízení Kinect. Dataset je tvořen 10 typy akcí: chůze, sednutí, postavení se, zvednutí předmětu,
nesení předmětu, hod, strčení, potáhnutí, mávání rukama a zatleskání. Byly shromážděny akce
od celkem deseti subjektů, přičemž každá z akcí byla zaznamenána dvakrát za každý subjekt.
Celkem tedy dataset obsahuje 200 zaznamenaných akcí.
Záznamy jsou rozděleny do sekvencí tak, jak byly pořizovány. Každá sekvence je tvořena 10
na sebe navazujícími akcemi od jednoho subjektu. Dataset sestává z následujících částí:
• RGB snímky ve formátu .jpg, s rozlišením 480× 640
• Hloubkové mapy ve formátu .xml, rozlišení 320× 240
• 3D záznamy kloubů ve formátu .txt
• Soubor s popisky, identifikující jednotlivé akce v zaznamenané sekvenci
V rámci této práce byly využity pouze záznamy kloubů v textovém formátu a dále soubor s
popisky akcí. Záznamy kloubů jsou rozděleny do 20 textových souborů, každý soubor obsahuje
všechny snímky z dané zaznamenané sekvence. Jeden řádek textu vždy představuje jeden snímek.
První hodnota na řádku vždy udává číslo snímku, následující hodnoty pak popisují 3D pozice
(x, y, z) jednotlivých kloubů. Pozice kloubů jsou udávány v metrech a reprezentují vzdálenost
od snímače na zařízení.
Druhým využitým datasetem je MSR Action3D dataset (MSR) [64]. Tento dataset je
tvořen 20 akcemi: vysoké mávání rukou, horizontální mávání rukou, bití kladivem, chycení rukou,
rána dopředu, hod, kreslení x, kreslení fajfky, kreslení kruhu, tleskání, mávání oběma rukama,
boxování do strany, úklona, kop dopředu, kop do strany, běh, tenisový švih, tenisové podání,
golfový švih a zvednutí a hod. Akce byly zaznamenány od celkem 10 subjektů. Každý subjekt
zopakoval všechny akce dvakrát nebo třikrát. Celkově dataset obsahuje 567 zaznamenaných
sekvencí. Dataset vytvořil Wanqing Li v době jeho působení v Microsoft Research Redmond a
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byl zachycen zařízením s podobným senzorem jako má Microsoft Kinect. Data jsou v datasetu
uložena ve třech formátech - hloubkové mapy, souřadnice kloubů relativní k displeji a souřadnice
kloubů ve světových souřadnicích.
6.6 Modely konvolučních neuronových sítí
První implementovaný model vychází z architektury LeNet (schéma na obrázku 25). Vstupní
vrstva této sítě přijímá vstupy s rozměry 100 × 20 × 3. Následuje první konvoluční blok, který
se skládá z konvoluční vrstvy následované aktivací ReLU a pooling vrstvou. Konvoluční vrstva
má 50 filtrů s rozměry 5 × 5 a pooling vrstva má velikost okna 2 × 2 a krok 2. Tento blok je
následován dropout vrstvou s mírou odpadu 10%. Následuje druhý konvoluční blok se stejnými
parametry jako první blok. Síť je zakončena dvěmi plně propojenými vrstvami, vrstva flatten
slouží pro zarovnání dat do 1D vektoru. První plně propojená vrstva je tvořena 500 neurony,
velikost druhé pak závisí na počtu výstupů sítě (20 pro MSR a 10 pro UTKinect).
Rozměry vstupní vrstvy 100 × 20 × 3 byly zvoleny kvůli charakteristice dat, se kterými se
pracuje. Šířka a hloubka rozměrově odpovídají datům jednoho snímku v obou datasetech (ten
je tvořen vždy 20×3 reálnými hodnotami reprezentující pozice kloubů). Výška pak byla zvolena
tak, aby si jednotlivé vzorky mohly zachovat informace ze všech snímků a nedocházelo tak ke
zbytečné ztrátě informací.
Obrázek 25: Schéma vlastního modelu sítě podle architektury LeNet.
Druhý model sítě vychází z architektury GoogLeNet. Tato síť byla sestavena podle původní
publikace [34], některé parametry sítě však byly upraveny. Namísto optimizátoru SGD byl využit
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optimizátor Adam. Dále byly změněny rozměry vstupních dat z 224× 224× 3 na 128× 128× 3.
V první a třetí konvoluční vrstvě došlo ke snížení počtu filtrů z 64 na 48 (první) a ze 192
na 128 (třetí). Parametry incepčních modulů zůstaly zachovány. Ve vrstvě average pooling u
nejhlubšího výstupu byly zmenšeny rozměry okna ze 7×7 na 4×4. Počty neuronů ve všech plně
propojených vrstvách byly upraveny tak, aby odpovídaly jednotlivým datasetům. Tyto změny
byly provedeny především kvůli snížení výpočetní náročnosti při trénování modelu. Schéma
tohoto modelu odpovídá originálnímu modelu GoogLeNet (příloha B).
6.7 Předzpracování dat
Jelikož se u obou datasetů pracuje se stejným typem dat (pozice kloubů), byla pro oba datasety
využita stejná metoda předzpracování dat. V první řadě byly přepočteny pozice kloubů v rámci
jednotlivých akcí. V rámci datasetu byl zvolen jeden centrální kloub. Pozice všech ostatních
kloubů v každé akci byly následně přepočteny relativně k pozici tohoto kloubu (obrázky 26a a
26b). V rámci další úpravy došlo u každé akce k odečtení pozice centrálního kloubu v prvním
snímku od všech snímků v rámci akce. Tato úprava je ilustrována na obrázku 26c.
(a) Pozice kloubů před úpravami. (b) Pozice kloubů po úpravách. (c) Trajektorie centrálního kloubu.
Obrázek 26: Ilustrace úprav pozic kloubů akce walk z datasetu UTKinect. Obrázky a) a b) -
červené spoje a modré body představují data prvního snímku akce. Modré spoje a orandžové
body představují poslední snímek akce. V obrázku c) modré body představují pozice centrálního
kloubu před úpravou.
Pro možnost zpracování dat konvoluční sítí je třeba, aby měly jednotlivá vstupní data vždy
stejné rozměry. K takové úpravě byla využita funkce resize z knihovny OpenCV, která slouží
pro škálování pole do volitelných rozměrů. Jako interpolační metoda u této funkce byla využita
bilineární interpolace.
Jelikož jsou snímky obou datasetů tvořeny trojrozměrnými záznamy pozic kloubů, byly jed-
notlivé snímky uspořádány do 2D polí s rozměry klouby× dim, kde klouby reprezentují celkový
počet kloubů snímku (20 u obou datasetů) a dim reprezentuje trojrozměrnou souřadnici pozice
kloubu. Spojením snímků v rámci akce pak vzniklo pole s rozměry snimky× klouby× dim, kde
hodnota snimky reprezentuje počet snímků pro danou akci. Na jednotlivé akce v tomto for-
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mátu byla následně aplikována zmíněná funkce. Každá takto upravená akce pak měla rozměry
vyska× sirka× dim, kde parametry vyska a sirka byly zadány jako argument funkce resize.
Z důvodu rozdílných velikostí vstupních vrstev obou sítí bylo třeba vygenerovat dvě rozdílné
reprezentace akcí, obě s jinými parametry vyska a sirka. Pro síť LeNet byly tyto parametry
zvoleny vyska = 100, sirka = 20 a pro síť GoogLeNet vyska = 128, sirka = 128. Tyto parametry
odpovídají rozměrům vstupních vrstev jednotlivých sítí.
Tyto operace pro předzpracování byly prováděny skriptem convertDS.py. Skript bylo nutné
volat pouze jednou, výsledná předzpracovaná data byla následně uložena do složek procDataset/
v adresářích datasetů. Při následném učení a testování sítí se pak pracovalo s již upravenými
daty. Oba datasety byly v předzpracované formě uloženy ve formě 3 souborů - actions.npy a
actionsGooglenet.npy obsahovaly samotné data akcí, labels.npy pak značky jednotlivých akcí.
Na obrázku 27 je vyobrazen předzpracovaný dataset MSR. V obrázku jde vidět, že jednotlivé
akce nemají v datasetu stejnou míru zastoupení. Například akce kop do strany se v datasetu
vyskytuje pouze 20× zatímco akce běh se vyskytuje 30×. Černé oblasti u některých akcí jsou
chybně zaznamenané části akcí.
Obrázek 27: Ilustrace již předzpracovaného datasetu MSR ve formě obrázku. Červená mřížka
odděluje jednotlivé záznamy akcí, akce stejného typu jsou organizovány do řádků. Pro lepší vi-
ditelnost mřížky bylo využito barevné kódování COLORMAP_OCEAN z knihovny OpenCV.
Větší verze je v příloze D.
6.8 Způsob testování
Po sestavení obou modelů byly sítě náležitě testovány. Pro účely testování byly použity rozdílné
metody pro každý dataset. Pro urychlení trénování modelů byl využit školní server merlin1 s
dvěma grafickýma kartama Nvidia GeForce RTX 2080.
K otestování sítí na MSR datasetu byla použita metoda zmíněná v [64]. Akce datasetu byly
rozděleny do tří částí, každá část sestávala z 8 akcí. Akce byly rozděleny podle typu vykonávaných
pohybů. AS1 a AS2 shlukují akce s podobnými pohyby. AS3 potom slučuje komplexní akce.
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Detail rozdělení datasetu do částí je přiblížen v tabulce 2. Všechny skupiny akcí byly testovány
třemi různými způsoby. Pro první test byla při trénování použita třetina vzorků, pro druhý test
byly použity dvě třetiny vzorků a pro třetí byly použity vzorky pouze od poloviny subjektů.
Jako dodatečné testování byly ještě všechny tři testy vykonány na všech akcích datasetu.
U datasetu UTKinect byl použit obdobný způsob testování, jako v originální publikaci da-
tasetu [63]. Pro testování byla jednak použita metoda leave one sequence out cross validation
(LOOCV). Tato metoda zahrnuje opakované trénování, kdy testovací část je vždy tvořena jen
jedním vzorkem. Pro 200 vzorků je tedy nutné trénování opakovat 200×, pokaždé s rozdílným
vzorkem. Dodatečně bylo provedeno i testování na celém datasetu najednou s poměrem tréno-
vacích a testovacích dat 1 : 1. U této metody byly akce rozděleny podle jednotlivých subjektů -
každá z částí pracovala se všemi akcemi od 5 subjektů. Tento způsob testování je oproti LOOCV
více vyzývajícím, jelikož má síť k dispozici menší množství dat pro trénování.
Testování obou datasetů i sítí bylo zopakováno 20× a výsledky byly zprůměrovány. Síť LeNet
byla trénována pouze při 15 iteracích na obou datasetech. U sítě GoogLeNet bylo zjištěno, že
pro porovnávatelné výsledky vyžaduje daleko vyšší počet iterací než síť LeNet. Z tohoto důvodu
bylo zvoleno 120 iterací na datasetu MSR a 80 iterací na datasetu UTKinect. Tyto hodnoty byly
odvozeny experimentovánim.
Set akcí 1 (AS1) Set akcí 2 (AS2) Set akcí 3 (AS3)
Horizontální mávnutí rukou Vysoké mávnutí rukou Hod
Bití kladivem Chycení rukou Kop dopředu
Rána dopředu Kreslení x Kop do strany
Hod Kreslení fajfky Běh
Tleskání Kreslení kruhu Tenisový švih
Úklona Mávání oběma rukama Tenisové podání
Tenisové podání Kop dopředu Golfový švih
Zvednutní a hod Boxování do stany Zvednutí a hod
Tabulka 2: Tabulka ukazující jednotlivé části datasetu MSR použíté při testování. [64].
6.9 Výsledky a porovnání
Trénování i testování obou sítí proběhlo bez obtíží. Výsledné hodnoty z testování sítí na datasetu
MSR jsou v tabulce 3. V tabulce je vidět, že obecné vyšší přesnosti dosáhla síť GoogLeNet. Tento
výsledek se kvůli komplexitě a hloubce sítě GoogLeNet (v porovnání s LeNet) dal očekávat. Síť
dosáhla výrazně lepších výsledku především při testování s využitím dvou třetin vzorků pro
trénování a dále také v jednotlivých testech na všech akcích najednou.
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Test1 Test 2 Test 3
LeNet GoogLeNet LeNet GoogLeNet LeNet GoogLeNet
AS1 79.5% 85.8% 81.5% 93.1% 67.3% 66.2%
AS2 79.5% 76.6% 88.4% 92.7% 72.0% 71.9%
AS3 84.7% 78.5% 89.3% 95.3% 74.4% 78.2%
Průměr 81.2% 80.3% 86.4% 93.7% 71.2% 72.1%
Všechny akce 74.5% 87.7% 79.0% 93.1% 60.2% 61.4%
Tabulka 3: Tabulka přesnosti obou sítí na datasetu MSR.
Výsledky na datasetu UTKinect jsou zachyceny v tabulce 4 a na obrázcích 28. Obrázky
představují konfúzní matice jednotlivých sítí pro oba druhy validace. Zobrazené konfúzní matice
byly vytvořeny zprůměrováním konfúzních matic ze všech 20 trénovacích iterací. V tabulce je
pak zapsáno F1 skóre (harmonický průměr) pro každou akci individuálně. Pro výpočet F1 skóre
byl použit následující vztah:
F1 =
2TP
2TP + FP + FN , (11)
kde TP je počet skutečně pozitivních hodnot (true positive), FP je počet falešně pozitivních
hodnot (false positive) a FN je počet falešně negativních hodnot (false negative). Tyto hodnoty
mohou být rovněž vypozorovány z konfúzní matice v sloupci a řádku dané akce. [65]
Akce LOOCV Validace 1:1
LeNet GoogLeNet LeNet GoogLeNet
Chůze 87.1% 64.4% 70.8% 64.5%
Sednutí 99.9% 82.9% 98.8% 85.1%
Postavení se 100% 84.0% 97.8% 86.8%
Zvednutí předmětu 98.2% 73.6% 94.7% 66.3%
Nesení předmětu 86.9% 57.6% 75.7% 69.4%
Hod 85.1% 56.7% 73.5% 56.3%
Strčení 93.8% 68.5% 95.7% 72.8%
Potáhnutí 99.9% 73.6% 99.3% 74.8%
Mávání rukama 99.6% 90.1% 98.0% 88.2%
Zatleskání 92.9% 70.8% 86.3% 71.3%
Celkově 94.4% 72.5% 89.4% 73.5%
Tabulka 4: Tabulka F1 skóre pro každou akci datasetu UTKinect.
V rámci testů na tomto datasetu dosáhla výrazně vyšší úspěšnosti síť LeNet. Tento fakt je
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pravděpodobně způsoben nedostatečným počtem iterací při trénování sítě GoogLenet. Nejlépe
odhadovanými akcemi jsou mávání rukama a postavení se. Nejproblémovější akce jsou u obou
sítí hod, nesení předmětu a chůze. Akce hod je často zaměňována za akci tleskání. Akce chůze
a nesení předmětu jsou pak navzájem zaměňovány. To je pravděpodobně způsobeno tím, že obě
akce jsou si dosti podobné, jelikož při nesení také dochází k chůzi.
(a) LeNet - validace LOOCV. (b) LeNet - validace 1 : 1.
(c) GoogLeNet - validace LOOCV. (d) GoogLeNet - validace 1 : 1.
Obrázek 28: Výsledné průměrné konfúzní matice obou sítí.
Rozložení výsledků je pro oba typy validací podobné. Síť LeNet dosáhla nižší úspěšnosti při
validaci 1:1 (především u zmíněných problémových akcí). Síť GoogLeNet pak dosáhla mírně nižší
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úspěšnosti při validaci LOOCV.
Z hlediska doby trénování i evaluace je síť LeNet bezesporu efektivnější než GoogLeNet.
Tyto údaje jsou zobrazeny v tabulkách 5 a 6. Časové údaje byly zaznamenávány na školním
serveru merlin1. Z tabulek je patrné, že síť LeNet je výrazně rychlejší hlavně při trénování na
obou datasetech. Tento jev je zapříčiněn tím, že síť GoogLeNet je výrazně hlubší. Rozdíl časů u
trénování roste s obtížností jednotlivých typů testování. Nejvíce času vužaduje validace LOOCV
u dataset UTKinect. U evaluace pak rozdíl není až tak zásadní, stále má však síť LeNet mírně
navrch.
Sítě MSR UTKinect
Sety akcí Všechny akce LOOCV Validace 1:1
LeNet 8.46s 7.02s 190.03s 4.34s
GoogLeNet 210.46s 143.59s 2h 42.5s




Tabulka 6: Tabulka přibližných časů predikce sítí.
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7 Závěr
Cílem této práce bylo seznámení s metodami Deep Learningu aplikované na rozpoznávání lid-
ských činností. V prvních kapitolách byly popsány principy neuronových sítí. Byla zde popsána
biologická inspirace za těmito systémy, základní strutura, způsoby učení i některé konkrétní
typy neuronových sítí. V dalších kapitolách pak byly blíže popsány konvoluční neuronové sítě.
U těchto sítí byly popsány především typy vrstev a také některé významné architektury těchto
sítí. V další kapitole potom byly popsány principy detekce a klasifikace akcí včetně popisu ně-
kolika konkrétních metod jako Histogram orientovaných gradientů (HOG) nebo Časoprostorové
zájmové body (STIP).
Poslední kapitola potom byla věnována implementaci a testování vlastních modelů konvo-
lučních neuronových sítí. Pro tyto účely byly vytvořeny dva modely konvolučních neuronových
sítí podle architektur LeNet a GoogLeNet. Tyto modely byly následně testovány na datasetech
lidských akcí MSR Action3D dataset a UTKinect-Action3D dataset.
Ve výsledku byla u datasetu MSR úspěšnější síť GoogLeNet, zatímco u datasetu UTKinect
dosáhla lepších výsledků síť LeNet. Z těchto výsledků jsem došel k zjištění, že výsledná přesnost
trénované sítě nezáleži nutně jen na hloubce a komplexitě dané sítě. Je nutno vzít v potaz
mnohem více parametrů jako počet iterací při tréninku nebo i vlastnosti datasetu, jako například
celkové množství dat. Méně komplexní síť pak může být vhodnější volbou zejména v případech,
kdy záleží na době potřebné pro trénování sítě.
Vývoj této bakalářské práce mi pomohl zdokonalit mé znalosti jazyka Python a uvedl mě do
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Projekt je pro přehlednost organizován do několika složek. V kořenovém adresáři se nachází
několik základních skriptů, které slouží pro ovládání celé aplikace:
• convertDS.py je určen pro generování předzpracovaných verzí datasetů.
• train.py slouží pro trénování, testování a ukládání výsledků sítí.
• printResults.py zobrazuje zaznamenané výsledky z trénování.
• evaluate.py je určen pro využívání již vytrénovaného modelu sítě pro predikci.
Všechny tyto skripty podporují argumenty −h/− − help, které vypíšou bližší info o možných
parametrech skriptů. V ukázce 1 jsou vypsány základní tvary těchto skriptů.
#spusti generovani predzpracovanych verzi obou datasetu
$ python convertDS.py --both
#zahaji trenovani site LeNet na datasetu MSR; pro vypocty bude pouzita GPU0
$ python train.py -m lenet -d MSR --gpu 0
#vypise data z testovani site googlenet na ds UTC; metoda validace je 1:1
#rovnez vykresli konfuzni matici (vyzaduje matplotlib)
$ python printResults.py -m googlenet -d UTC --alt --plt
#vyhodnoti predikci pro data ze souboru data.bin
$ python evaluate.py -d UTC -m lenet -w lenetWeights.h5 -if data.bin
Výpis 1: Příklady volání centrálních skriptů projektu.
Všechen ostatní obsah projektu je organizován do tří složek:
• složky UTKinect/ a MSR/ obsahují skripty a data vztažené k jednotlivým datasetům.
• složka models/ obsahuje definice modelů obou sítí.
Se skripty a zdroji obsaženými v těchto složkách dále pracují centrální skripty.
V rámci obou datasetových složek se dále nacházejí složky dataset/, procDataset/ a utility/.
Složka utility obsahuje dodatečné skripty, které byly využity pro generování obsahu (obrázků)
pro tuto bakalářskou práci. Do složky procDataset/ se generuje předzpracovaná verze datasetu.
Ve složce dataset/ se pak nachází základní verze datasetu (nebo alespoň jeho důležité části).
Pro vytvoření předzpracovaných verzí se musí ve složce dataset/ nacházet složka joints/ s
jednotlivými soubory s popisy kloubů. U datasetu UTKinect se ve složce dále musí nacházet
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soubor actionLabel.txt s popisy značek akcí. U datasetu MSR se ve složce musí nacházet soubor
JiangExperimentF ileList.txt, ve kterém jsou vypsány názvy využitých souborů z datasetu.
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B GoogleNet
Obrázek 29: Architektura sítě GoogleNet. Převzato z [34].
67
C ResNet
Obrázek 30: Porovnání architektur VGG-19 (v levo) a ResNet (v pravo). Převzato z [37].
68
D Dataset MSR ve formě obrázku
Obrázek 31: Ilustrace předzpracovaného datasetu MSR ve formě obrázku. Červená mřížka od-
děluje jednotlivé záznamy akcí, akce stejného typu jsou organizovány do sloupců. Černé úseky
jsou chybné části akcí nebo dorovnání do počtu akcí. Pro lepší viditelnost mřížky bylo využito
barevné kódování COLORMAP_OCEAN z knihovny OpenCV.
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