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a b s t r a c t
This paper presents some results towards a game-theoretic account of the constructive
semantics of step responses for synchronous languages, providing a coherent semantic
framework encompassing both non-deterministic Statecharts (as per Pnueli & Shalev)
and deterministic esterel. In particular, it is shown that esterel arises from a finiteness
condition on strategies whereas Statecharts permits infinite games. Beyond giving a novel
and unifying account of these concrete languages the paper sketches a general theory
for obtaining different notions of constructive responses in terms of winning conditions
for finite and infinite games and their characterisation as maximal post-fixed points of
functions in directed complete lattices of intensional truth-values.
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1. Introduction
The classical theory of games, originally developed in descriptive set theory and long used in economics and engineering
control theory, has emerged as a surprisingly versatile mathematical tool also in Logic and Computer Science. The power
of the game metaphor rests on its ability to handle combinatorially complex situations, specifically the alternation of
quantifiers, in a natural and intuitive fashion [29,41]. The intensionality of the game model opens up a promisingly wide
playground for reconciling the algebraic and operational views in the semantics of proofs and programming languages [1].
The game-theoretic solution of the full-abstraction problem for the functional language PCF [4,28], the game-theoretic
analysis of proofs in multiplicative linear logic [3,27,8,6,20] are the most prominent cases in point.
In this paper we would like to draw attention to an important aspect of games that deserves to be highlighted more
explicitly than it is perhaps currently done. What could become the starting point for many further applications is that
games provide a powerful and intuitively rather appealing setting for studying non-monotonic problems with co- and
contravariant logical dependencies. Such problems abound in Computer Science.Many of these arise from the need to handle
open systems and maintain a compositional system-environment distinction. If the interaction with the environment has
both enabling as well as inhibiting effects on the response of a system then the input–output semantics of an individual
component necessarily involves non-monotonic functions. When such systems are composed and each component acts
both as a system and as (part of) the environment at the same time, causality cycles can occur. These are not easy to resolve
algebraically since for non-monotonic functions the standard least or greatest fixed point approach breaks down. Here, as
Hintikka has argued forcefully for logic and set theory [25] game theory, with its strong intensional notion of truth, can come
to the rescue.
Game theory handles cyclic systems of non-monotonic behaviours by capturing the system and environment dichotomy
through the binary polarity of player and opponent, so that the swapping of roles gives constructive (intensional) meaning
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to negation. In this paper we demonstrate the versatility of this idea for the semantics of step responses in synchronous
programming. We describe the reaction of a composite system to stimuli from its environment as a game played by the
individual sub-systems in which these negotiate between themselves the final outcome. This negotiation is governed by
game rules determining particular notions of constructive response.We showhowdifferent forms ofwinning conditions can
generate different response semanticswith varying degrees of constructiveness. The gameswe are using are non-classical in
the sense that they are not necessarily determined, i.e., there need not exist winning strategies for either player. Thismodels
the non-constructiveness of a system response. Our strategies, unlike those used in type theory, do not have computational
meaning (‘‘proofs’’, ‘‘program’’) themselves. They are extensional in that they generate constructive truth-values for the
interpretation of signals. Our work differs from related work of de Alfaro and Henzinger [15] and de Alfaro et al. [16] where
the gameboard (interface automata) represents explicit synchronisation dynamics. In our case of synchronous step responses
we are interested only in the stationary behaviour, so the execution sequences and interleaving on the game board (mazes)
is abstracted away.
In the following section we explain the synchronous reactive macro-step abstraction through a model built up from
transitions of the form trigger/action. The presence of negative triggers (a source of non-monotonicity) has resulted in
various semantics that are reviewed. It is also discussed why a unified study of these semantics cannot be simply carried
out within the framework of classical logic or simple set-theoretical models. This justifies the game-theoretic approach of
the paper. In Section 3, we present a 2-player and perfect information game, called the maze game. A maze can be thought
as a graph that encodes the transitions of a reactive component. The players take turns to move a token from room to room
(vertices) through the corridors (edges) of the maze. Alternative ways to play (winning conditions) define which rooms
are winning, losing or draw positions. This allows us to classify maze games into several categories (e.g., lazy and eager).
Section 4 recalls some technical issues related to post-fixed points and stable/inseparable elements of monotone functions
in complete lattices since the notions of strategies and defensible front lines introduced in Section 5 are closely related
to different classes of post-fixed points. A front line is a partitioning of the maze such that a given player has a positional
strategy for defending a region (set of rooms), so that the adversary is unable to occupy any of the rooms in the region of the
player. The front-lines are characterised as formulas of the propositionalµ-calculus interpreted on the maze. In Section 6, a
number of winning conditions for the maze game are related to the semantics of synchronous programming languages. In
short, classically defensible front lines coincide with classical binary truth-value models, coherent front lines correspond to
logically coherent programs [39], binary lazy front lines correspond to the Pnueli & Shalev’s semantics of Statecharts [40],
greatest eager front lines correspond to the constructive semantics of esterel [39]. In Section 7 we consider related work
and finish off the paper with conclusions in Section 8.
2. Synchronous programming and step responses
Let us begin by discussing the central issue arising from the Synchrony Hypothesis. For a more general introduction the
reader is referred to [23,9].
System execution in the synchronous model is thought to be scheduled under the regime of an implicit global clock
which marks off a succession of individual reaction instants. In every instant each component delivers a full response to
the external stimuli imposed by the environment. According to the Synchrony Hypothesis all the internal signal exchanges
needed to produce this reaction are abstracted from in the sense that both the input stimulus and the response are assumed
to occur ‘‘at the same instant ’’. This reflects the point of view of an external environment which is always significantly slower
than the system it feeds. In this way a reaction instant can be collapsed into a single atomic super-event in which all input
and output happens instantaneously. This compactification is the beauty of the synchronous model and makes up much of
its algebraic appeal. It adopts the macro-step viewpoint of the environment specified in terms of plain propositional logic
and truth values to record only the overall presence or absence of a signal at the respective instant.
To be definite let us fix a concrete system model. Let us assume that components communicate via signals S =
{a, b, c, . . .} each of which can be present or absent for a given reactive instant. A component is built up from individual
transitions that emit signals in reaction to certain triggering conditions becoming satisfied. A transition t of the form
c1, c2, . . . , cm,¬b1,¬b2, . . . ,¬bn/a1, a2, . . . , ak (1)
is triggered by the presence of some signals {c1, . . . , cm} ⊆ S called positive preconditions of t and the absence of signals
{b1, b2, . . . , bn} ⊆ S called negative preconditions. The result of its execution is that the action signals {a1, a2, . . . , ak} ⊆ S
are emitted, so that they can be picked up by other transitions to trigger further computations.
Formally, a reactive component is a structure C = (T, act, trig) where T is a finite set of transitions, trig : 2S → 2T a
triggering function and act : T→ 2S a signal emission function. For each subset E ⊆ S, called an event, the function trig picks
out the set of transitions trig(E) ⊆ T that are triggered by E, assuming all a ∈ E are present and all b ∈ S \ E are absent. If
t ∈ trig(E) we say t is enabled by E. When t is enabled then it can be executed and the signals act(t) are emitted into the
environment. We will assume that the set of events by which t is enabled forms a full sub-lattice of sets E characterised by
the condition pos(t) ⊆ E ⊆ S \ neg(t) for events pos(t), neg(t) ⊆ S. The functions pos, neg : T → 2S map each transition
t to its sets of positive and negative preconditions in terms of which the triggering function can be defined: t ∈ trig(E) iff
pos(t) ⊆ E and neg(t) ∩ E = ∅. For example, a single transition, as seen in (1), forms a component C = (T, act, trig) with
T = {t}, emissions act(t) = {a1, a2, . . . , ak} and preconditions pos(t) = {c1, . . . , cm}, neg(t) = {b1, b2, . . . , bn}.
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Note that the function trig is non-monotonic, in general, because of the negative trigger conditions. Increasing the set
of signals E1 ⊆ E2 may both increase trig(E1) ⊆ trig(E2) or decrease trig(E1) ⊇ trig(E2) the number of transitions that are
enabled.
We are interested in the overall response of a component C in reaction to an initial environment input E0 and determined
as the combined effort of all the transitions in C . This so-called step response is to be consistent with the abstract model of a
transition as an implication
(c1 ∧ c2 ∧ · · · ∧ cm ∧ ¬b1 ∧ ¬b2 ∧ · · · ∧ ¬bn) ⊃ (a1 ∧ a2 ∧ · · · ∧ ak),
specifying the reaction as ‘‘if all the ci are present and all bj absent, then all of the al are emitted’’. Parallel composition of
transitions would naturally be logical conjunction t1 ∧ t2. This propositional reading is appealing but what sort of logic
do we get? The simple answer is: It depends. It depends on the properties of the intended operational behaviour that the
synchronous abstraction is supposed to model, in particular on how the transitions are scheduled and how the interaction
between them is synchronised.
Let us see how one would determine the system response of C operationally for a single reactive instant under a given
initial environment stimulus E0 ⊆ S. All transitions in T are assumed to act concurrently with each other. The input E0,
thus, is sensed by all transitions simultaneously but only those in trig(E0) are enabled. Taking the role of a global scheduler
we would now select some of these transitions, say T1 ⊆ trig(E0), and execute them in parallel. How we determine T1
will depend on the operational semantics we have in mind. The two extreme cases are executing only one transition at a
time (|T1| = 1) and executing all enabled transitions together in one go (T1 = trig(E0)). Firing T1 emits the action signals
act(T1) = t∈T1 act(t). These can now trigger further transitions, relative to the extended signal set E1 = E0 ∪ act(T1).
Again we schedule a subset T2 ⊆ trig(E1) of transitions enabled by E1, and so on. In this way a chain reaction of transition
firings Ti+1 ⊆ trig(Ei) and associated signal emissions Ei+1 = Ei∪act(Ti)may ensue. We continue this process withmaximal
progress for all system parts. When the activation sequence finally stabilises, i.e., act(trig(En)) = En, the reactive instant is
completed. The step response ormacro step of C is the final accumulated signal set En. For contrast, the individual scheduling
stages are sometimes calledmicro steps.
Within this generic model, which is typical for synchronous declarative languages, many variations of scheduling
strategies are possible. The crucial point here is how to deal with the potential inconsistencies introduced by the inhibitive
effects of negative triggers. Consider the following situation: A transition ti = ¬b/a ∈ trig(Ei) is enabled by the absence of
signal b from Ei, i.e., because of b ∉ Ei. Transition ti is fired and included into Ti. This produces action a ∈ Ei+1 which sets off
further transitions in subsequent Ti+1, Ti+2, . . . and eventually, because of that, signal b is produced, say b ∈ act(tn) where
tn ∈ Tn. Clearly, this is inconsistent with the firing of ti in the first place which was done under the condition that b is absent.
Logically, this is a circular causality glitch: If b is absent then ti must be executed by maximal progress, but this generates
b, which means ti should actually be switched off and not fire at all. But then b is never emitted and thus absent, hence ti
enabled and ready to fire, etc. Physically, this might amount to oscillation of signal b.
There is not a single canonical way to handle this. Likely, the full range of possibilities have not been explored yet, but
already there is a profusion of different solutions adopted in the literature on synchronous languages. Let us mention some
of them. One approach is not to bother about this inconsistency and simply run the scheduling through, regardless [24]. This
is justified by taking the absence of a signal to be a local condition only which may be overridden in a later micro step. If we
wish tomaintain global consistency, however, wemust drop the execution in order to avoid having both ti and tn in the same
step response. For instance, we can do this at the late point where we notice that execution of tn would contradict that of ti
to which we have already committed. So, we simply do not include tn into Tn by considering it disabled. This is the approach
in [35,38]. Alternatively, we can try and avoid the execution of ti early at stage i, either by anticipating somehow that its
causal consequences will eventually contradict it, or by backtracking from stage n to a stage before i when the problem is
noticed, trying another schedule in which ti will not fire. In other words, we search for a consistent scheduling sequence.
This latter solution is the essence of Pnueli & Shalev’s semantics of Statecharts [40]. Still another approach is not to run the
schedule through transitive causal sequences but complete the reaction with a maximal set of transitions that are enabled
and causally independent. This iswhat is done in theuml and (synchronous) statemate [26,32] type of languages and quite a
drastic solution as it prevents the communication between transitions within a macro step and thus effectively gives up the
Synchrony Hypothesis. Somewhere in between lies Saraswat’s language for timed concurrent constraint programming [45].
There, the negation ¬b in the trigger of ti would be taken to refer to the previous instant, while its action a and all its
consequences are emitted in the current step. In this way causal sequences can still be accumulated according to maximal
progress, yet the inconsistency is removed as the absence of b in t1 and its emission by tn are in successive instants. The
conflict, thus, is broken through the (implicit) clock tick at the macro level. Finally, Berry’s esterel [9] has full synchrony
but rejects any program admitting a schedule like the one above as being non-constructive. This is in line with the view that
consistency in computing a response should not depend on any particular cleverness of the scheduler. Scheduling under all
possible input should be confluent and produce the same uniquely determined result. Stratified logic programming [2] uses
a syntactic restriction to avoid recursions through negation. Finally, we mention the option of completely banning negative
event triggers like in Modecharts [30]. A family of formalisms known as synchronous reactive programming is strongly
related to synchronous programming. The reactive model, introduced by Boussinot and identified inside SL (a synchronous
reactive calculus) [13], combines static features of the synchronous model (e.g., instantaneous communication and parallel
composition) with ideas found in asynchronous models (e.g., dynamic creation of processes or recursion). This has been
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technically possible by rejecting the immediate reaction to signal absence and achieved by delaying to the next instant the
status of absence of a signal, thus avoiding causality cycles. Examples of this approach include the following: Reactive C [10]
was proposed to program reactive systems in C in a way close to esterel. SugarCubes [14] is an embedding of the reactive
model in Java. In ULM [11] references are encoded as signals, thus accessing a reference which is not local is delayed until
it becomes present. In Reactive ML [36], the reactive model is integrated at the language level (not as a library) which leads
to a safer and a more natural programming, and more recently Boussinot has introduced the language FunLoft [7] adapted
to multi-core machines for safe concurrent programming.
Our claim is that the variety of semantics arising from the different options of handling negation can be described
naturally and uniformly using the game-theoretic metaphor. Given the long-standing and sometimes heated debate about
the ‘‘right’’ step semantics for synchronous programming it appears to be more than appropriate to search for a convincing
unifying setting in which the different dialects can coexist, each having its own characteristic place and application. We
present a natural hierarchy of three increasing levels of constructive strength in the interpretation of negation, covering both
Pnueli & Shalev’s version of Statecharts and Berry’s esterel. We do not claim to achievemore than outlining this programme
here. The guiding idea is to try and characterise the different scheduling disciplines as instances of the ideal propositional
viewpromised by the SynchronyHypothesis according towhich transitions are logical implications and parallel composition
is logical conjunction. It is not difficult to see that this requires more than classical two-valued logic (true = presence,
false = absence). Take the four transitions t1 := ¬b ⊃ a, t2 := b ⊃ a, t3 := true ⊃ a, t4 := a ⊃ b. In classical logic the
conjunction t1∧ t2 is equivalent to t3, so wewould expect t1∧ t2 to be interchangeable with t3. In particular C1 := t1∧ t2∧ t4
should be equivalent to C2 := t3 ∧ t4 and thus represent the same operational behaviour. Now consider the operational
semantics of [40] and run C1 in the empty environment E = ∅: Signal b is absent in E, so transition t1 fires. This sets off
action a, triggering t4, which produces signal b. This is inconsistent as b was assumed absent when t1 was fired. Hence, we
try to find another schedule that is safe. But there is none, so program C1 fails, meaning it does not have a response in the
empty environment. On the other hand, C2 happily terminates producing response b in all circumstances. So, C1 and C2 are
different, operationally.
It is not surprising that classical logic is not fine enough tomodel all the intensional aspects of scheduling under inhibiting
as well as enabling effects. As seen above the single truth-value false cannot adequately model the meaning of negation
¬b when b is initially absent but occurring later. What is surprising is that for certain coherent scheduling regimes it is
possible to maintain the abstract propositional viewpoint, i.e., avoid the complications of modelling scheduling sequences
in detail, simply by choosing a constructive logic interpretation. For instance, in [34] it was shown that the simple twist of
replacing the classical two-valued by an intuitionistic interpretation of signals (specifically, 3-valued Gödel logic) suffices
to obtain a fully abstract and compositional model for the original macro-step semantics of Statecharts as given by Pnueli
and Shalev [40]. Another example in this direction is [5] which explains the constructive semantics of esterel naturally in
terms of winning strategies in finite 2-player games. The present paper extends and systematises this work to show how
non-classical truth values induced by logic games can be used to characterise different kinds of constructive single-step
semantics for Statecharts-like languages.
To keep a strong link with synchronous programming, our interpretation of reactive components as specifications of
intensional logic is not as general as it perhaps could be. Specifically, we do not consider higher-order transitions (i.e., nested
implications) or signal un-emissions (i.e., negated actions). Logical game-theory would not have difficulties in handling
them, yet their practical relevance is not obvious. In particular, there seems to be an intrinsic asymmetry between signal
presence and signal absence in synchronous programming. Signal presence can be enforced by explicit signal emissions (cf.,
the statement emit a in esterel) while signal absence is derived as the lack of emissions (there is no statement such as
unemit a in esterel).We note that the asymmetry between a and¬a on the action side of a transition is also reflected in the
fact that data communication in synchronous programming is invariably associated with signal presence rather than signal
absence. Therefore, we will not consider transitions such as c,¬b/¬a or implications (c ∧ ¬b) ⊃ ¬a whose operational
meaning remains speculation.
3. Synchronous reactions and two-player symmetric maze games
To start off the technical developments this section fixes some basic definitions for modelling reactive components as
2-player maze games and informally discusses how different notions of synchronous reactions can be captured in terms of
winning conditions.
How to play. A reactive component C can bemodelled as amazeM consisting of rooms and directed corridors between them.
Every signal in S corresponds to a room in M and the corridors represent the causal relations between signals as given by
the transitions of C . When one is in a room a and there is a corridor a −→ b, then it is possible to move into room b. The
corridor a −→ b denotes, according to C , that the status (present or absent) of signal a can be justified (computed) in terms
of the status of signal b. In the 2-player game employed here, this maze is the board and the game figure is a token which is
moved from room to room by the players taking turns according to certain rules. The rules involve two types of valid moves
that we shall call visible moves and secret moves. In a visible move the turn changes and in a secret move the turn is kept by
the corresponding player. In our games, we represent this statically in the maze by two types of corridors, visible and secret.
That is, every time that the token is moved through a visible corridor the control is passed to the opponent and if the token
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is moved through a secret corridor the turn remains unchanged. In the same vein, it will be useful to distinguish between
visible rooms and secret rooms. Visible rooms, like visible corridors, are atomic communication points between system and
environment where information is exchanged, while secret rooms represent intermediate or auxiliary positions where no
interaction takes place. This models the difference between atomic signals a, b (visible rooms) and composite formulas such
as a∧¬b, a∨¬b (secret rooms). This distinction will be relevant for certain cases of winning conditions and for modelling
general trigger conditions.
Charts and mazes. Formally, a maze is a finite labelled transition system M = (Sι,Sτ , ι−→, τ−→), consisting of finite and
disjoint sets of visible rooms Sι and secret rooms Sτ , together with transition relations
γ−→⊆ S × S, where γ ∈ {ι, τ } is
a secret or observable action and S = Sι ∪ Sτ is the set of all rooms. The transitions represent valid moves (or corridors)
between rooms. A transition s
ι−→ s′ corresponds to a visible corridor connecting swith s′, while s τ−→ s′ is a secret corridor.
We will assume throughout thatM is a fixed finite maze. For technical convenience we assume that every secret room s has
(i) at least one predecessor from which s can only be reached through visible corridors and (ii) at least two successors and
all its successors are visible. In particular, rooms without exiting corridors (terminal positions) are visible. These restrictions
reflect the special nature of the reactive components that we are going to model.
Configurations and plays. We consider two players A and B with P = {A, B} the set of players. The opponent of player U is
denoted byU . More generally, for γ ∈ {ι, τ } andU ∈ Pwe defineUγ ∈ P so thatUτ = U andU ι = U . A (game) configuration
is a pair
c = (pos(c), turn(c)) ∈ S× P.
The first part pos(c) is a position in M and turn(c) denotes the player that has the turn at this point. A play is a (possibly
empty) finite or infinite sequence of configurations
π = (m0, t0) · (m1, t1) · (m2, t2) · · ·
consistent with the game rules, i.e., each step follows some corridor in M and the player’s turn changes exactly if this
corridor is visible. Formally, for all (mi, ti) that have a successor (mi+1, ti+1) in π we must have mi
τ−→ mi+1 if ti = ti+1 or
mi
ι−→ mi+1 if ti ≠ ti+1. The domain dom(π) ∈ ω+1 of a play is the set of indices, i.e., dom(π) = ω if the play is infinite and
dom(π) ∈ ω if it is finite. In handling such indices it is expedient to consider the domain as an ordinal number. Specifically,
ω = {0, 1, 2, . . .} and each natural number n ∈ ω is identified with the set of its predecessors, i.e., n = {0, 1, 2, . . . , n− 1}.
We can then present a play as a function π : dom(π) → S × P. The empty play is denoted ϵ. From now on, let Π denote
the set of plays in M . We write ⊑ for the prefix ordering on Π , i.e., π1 ⊑ π2 if there exists a play σ such that π2 = π1 · σ .
A play π1 is a suffix of another play π2 if π2 = σ · π1 for some finite play σ .
We may imagine that when the play enters a roomm in which player A receives the turn, thenm is conquered and thus
becomes part of A’s territory. The same roommmay later be revisited in the play and depending on who has the turn then,
mmay either fall to the other player B, or possession ofm is perpetuated by A. The subset of all rooms of the latter form (i.e.,
rooms perpetuated by a player) define a region for the player. In a consistent strategy, then, all the positions ever occupied
by A are never lost to B and A never enters a room earmarked for B. A consistent strategy keeps player A safelywithin a region
P ⊆ Swhile at the same time it makes sure that the opponent is confined to a region O ⊆ S fromwhich he cannot escape. In
general, the objective of the game is that of defending regions (P,O) according to a given winning condition. These two sets
together constitute a possible response of C under a particular constructive semantics such that P and Owill contain signals
that are present and absent, respectively, when C is executed following the chosen operational model. The two players
P = {A, B} are the system and the environment, where A plays for region P and B for region O. Hence, in all plays from P
player A starts while in O his opponent B is the first to play. We will say A defends the front line (P,O) if A has a winning
strategy for all plays from P or O. However, it could be the case that there is no strategy for either player to avoid that a
roomm is visited by both players infinitely often. If so,m cannot be in any of the regions P,O and then obviously the signal
that is represented by this room m is oscillating. Otherwise, it will depend on the semantics chosen (winning condition) if
and how the two regions P,Owill eventually become stable. Note that the notion of a front line per se does not involve any
maximality of the regions. It will turn out that maximal front lines are precisely those related to synchronous responses.
Winning conditions. We now informally present alternative ways of playing the game illustrating specific winning
conditions. For this let us use the mazes in Fig. 1. A graphical convention that will be used in what follows is that visible
rooms/corridors are drawnwith solid lines and secret rooms/corridors are drawnwith dashed lines. For example, in the two
mazes of Fig. 1, room y is visible, room u is secret, the corridor y
ι−→ x is visible and the corridor r τ−→ x is secret.
In the synchronous reactive model, responses are supported by some sort of constructive argument that should come
from the program. A natural way of obtaining various forms of constructive arguments would be to assume that at startup
and in somepre-established order the players choose a finite amount (discrete quantity) of a particular resource thatwemay
call seeds. During the game, and depending on the rules, a player has to pay with seeds for taking some action (e.g., visiting a
room for the first time, reusing a corridor, taking his turn, etc.). A playerwins if he can force his opponent to play in a terminal
position or make him run out of seeds. Note that this metaphor can also reflect the underlying resources and features of the
physical system (e.g., energy to maintain a signal, time, memory and so on) that the model has abstracted from. The notion
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Fig. 1. Two mazes.
of seeds is an intensional model parameter that can help to explain extensional but infinite winning conditions in terms
of finite processes. In general, different intensional rules, involving seeds as suggested above, may give rise to the same
extensional model.
Let us start with the classicalmaze game. In this game player B (the environment) is the first to pick up his finite supply
of seeds whereupon player A does the same, however, with the advantage of knowing the resources of his opponent. A
player loses when he runs out of seeds. The player who has the turn in any room with w > 0 seeds in his possession can
request (in order to make a move) to the opponent to pay any amount of seeds up to w. If the opponent is unable to pay
the game is over and the opponent loses. Otherwise, the player with the turn must make a move and the game continues
in this fashion. Then, A can win in any room he wishes because A had chosen his number of seeds after B and thus he will
have more seeds available than B (assuming A is sensible enough), so A can request all the seeds from B at any time he has
the turn. Considering the maze in Fig. 1(a) we have as possible solutions, for example, (P,O) = ({r, s, u, x, y, z},∅) and
(P,O) = ({r, s, u, y}, {x, z}). On the other hand, (P,O) = ({s, x, y, z}, {r, u}) is not a solution because this front line cannot
be defended by A. Specifically, if B is in room r then he can place the token in room x keeping his turn and therefore invade
region P of player A. In other words, there is not a consistent strategy for player A that ensures that B never enters region P .
In the coherent maze game, the selection of (the number of) seeds by the players is made as before. In this game,
both players are required to pay one (unit of) seed every time the token enters a visible room. A player loses when
he is in a terminal position or does not have any seeds. Under these conditions A can win provided he can keep the
play going for an arbitrary number of moves through visible rooms. A possible solution for the maze in Fig. 1(a) is then
(P,O) = ({r, u, y}, {s, x, z}). More concretely, if the initial position of the token is r then A can use, for example, the secret
corridor that forms a self-loop in this room repeatedly without ever getting stuck. If the initial position is y, player A can
move the token to room s and pass the turn to B. From this position, player B will either move to r and give A the chance
to take over forever, or he can place the token back to y restarting the whole process. In any case the play must eventually
finish, since the number of seeds on both sides is finite. Moreover, because A has more seeds than B, when this process ends
it has to be because B runs out of seeds. Note that although (P,O) = ({r, s, u, y}, {x, z}) is a solution for the classical maze
game, it is not a solution for this coherent game since there is no way in which the player A can keep his region P intact if
the game starts in room s: A has to move to either r or y and will give the turn to Bwho will take that room.
In the lazymaze game, the rules are similar to the coherent game except that now only the player who actually receives
the turn in a visible room must pay. Hence, if A decides to go in circles as before from room r to room r he will eventually
get stuck there without B having lost a single seed. To win, player A must be able to hand over the turn to B arbitrarily
often in a visible room. For example, for the maze in Fig. 1(b), it is not hard to see that (P,O) = ({r, u, x, y}, {s, t, z}) and
(P,O) = ({r, s, u, x}, {t, y, z}) are solutions for this game.
In the eager maze game everything is as in the previous case but the order in which the players choose their seeds is
inverted, first A chooses and then B. Now loops like the one formed between y and swhen x, r ∈ P cannot be supported any
longer by the fact that A has more seeds than B so that depending on the starting position either y ∈ P, s ∈ O or s ∈ P, y ∈ O
is defended by A. It is B who has the advantage of having more seeds, so basically A needs to solve the game by avoiding
circular confrontations and instead try to push B into a terminal position as soon as possible. In the maze of Fig. 1(b) the
solution for this is given by (P,O) = ({r, u, x}, {t, z}). It is worth observing that this game type ensures determinism.
All the games discussed intuitively in this section are formalised and rigourously investigated in Section 6.
Reactive components as mazes. Reactive components C = (T, act, trig) can be represented by mazes M as follows. For any
a ∈ act(t), transition t ∈ T expresses the fact that a is caused to be in P if for all c ∈ pos(t), c is in P and for all b ∈ neg(t),
b is in O. This conjunction can be modelled in the maze by means of introducing an intermediate (secret) room, say y,
and by adding a visible corridor between each a ∈ act(t) and y, a visible corridor between y and each c ∈ pos(t) and a
secret corridor between y and each b ∈ neg(t) as seen in Fig. 2 on the left. A transition like c/a1, . . . , ak with only one
trigger can be codedwithout the intermediate room as secret corridors from ai to c and a transition¬b/a1, . . . , ak simply as
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Fig. 2. Coding of transitions.
visible corridors from ai to b. This is illustrated in Fig. 2 on the right. It is obvious from this coding that the single transition¬b/a1, . . . , ak is equivalent to a set of transitions {¬b/a1, . . . ,¬b/ak} which we will write as ¬b/a1 | · · · | ¬b/ak. In
general, therefore, we may assume that |act(t)| = 1, i.e., all transitions of C have singleton actions. The mazesM induced in
this way have the special property that secret rooms have (i) at least one predecessor all of which are visible and connected
through a visible corridor and (ii) at least two successors, all of which are visible. Under these restrictions there is a one–one
correspondence between reactive components C and mazesM . For example, the mazeM from Fig. 1(a) corresponds to the
reactive component
C = r/r | x/r | ¬r/s | ¬y/s | ¬x/y | ¬s,z/y | ¬s/y.
We can associate withM a logical proposition φM . This is obtained by forming the logical conjunction∧ of the implications
corresponding to the transitions of C in terms of visible rooms together with equivalences specifying the logical meaning of
the secret rooms. More precisely, we associate with each room two dual trigger conditions, recursively defined as follows:
t−(s) :=


s
ι−→s′
t+(s′) ∧

s
τ−→s′
t−(s′) if s ∈ Sτ
¬s otherwise
t+(s) :=


s
ι−→s′
t−(s′) ∨

s
τ−→s′
t+(s′) if s ∈ Sτ
s otherwise.
These definitions are well-founded on finite mazes, provided on every cycle in M there is at least one visible room. This is
trivially satisfied by our mazes. The proposition φM then is
φM :=

s∈Sι
 
s
ι−→s′
t−(s′) ∨

s
τ−→s′
t+(s′)
 ⊃ s
 ∧
s∈Sτ
(s ≡ t+(s)),
where ≡ stands for logical equivalence. In the degenerate case where s ∈ Sι does not have successors s γ−→ s′ we would
get the implication false ⊃ s and can drop the conjunct altogether. ForM from Fig. 1(a) we get
φM = ((r ∨ x) ⊃ r) ∧ ((¬r ∨ ¬y) ⊃ s) ∧ ((¬x ∨ (¬s ∧ z) ∨ ¬s) ⊃ y) ∧ u ≡ (s ∨ ¬z).
In this fashion we can relate different notions of synchronous responses of C with different forms of truth valuations of φM
and these in turn with different types of winning conditions for plays onM . Note that ifM does not have secret rooms then
φM is simple: Read each visible corridor a
ι−→ b as the logical implication¬b ⊃ a and each secret corridor a τ−→ c as c ⊃ a
and take φM to be the conjunction of all these implicants.
4. Maximal and inseparable post-fixed points
In this paperwe consider various notions of strategies and defensible front lines. These notions are intimately linkedwith
different classes of post-fixed points (pfps). This section provides some basic technical devices to do with post-fixed points,
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specifically the notion of inseparability. This does not intend to be more than providing a minimum of auxiliary material in
support of the results discussed later and to suggest a domain-theoretic backdrop for further developing this line of research.
We will not try to phrase all of the results in their most general form. We recommend [17] for details regarding standard
terminology.
Definition 4.1. Let f : W → W be a monotone function on a meet semi-lattice (W ,⊑). An element r ∈ W is called stable
for f if r ⊑ f (r) and inseparable for f if r ⊓ f (r ⊓ y) ⊑ y implies r ⊑ y for all y ∈ W .
Stable elements are simply the post-fixed points of f . Inseparability1 expresses an induction principle. To see this,
consider the power-set lattice (2D,⊆) for some set D. Read x ⊆ y as the statement ‘‘all elements of x have property y’’.
Then inseparability says that if one can show that all elements of r that can be generated by f from elements of r which
are already known to have property y, also have property y, then all elements of r must have property y. If this holds for all
properties y then this means that r is inductively generated from f . This does not require that r has any elements at all and
in fact r = ∅ is trivially inseparable. In a sense, inseparability is like induction without the base case.
It is easy to see that inseparability implies stability. For, bymonotonicity of f , we always have r ⊓ f (r ⊓ f (r)) ⊑ r ⊓ f (r) ⊑
f (r). So, if r is inseparable we can infer r ⊑ f (r) from this. Hence r is stable. Below (Lemma 4.5) we will see that in complete
Boolean lattices inseparable elements of f can be seen as stable elements (post-fixed points) of specific functions f ′ ≤ f .
First we explore some useful alternative definitions of inseparability.
Lemma 4.2. Let f : W → W be a monotone function on a Boolean lattice (W ,⊑). For r ∈ W the following are equivalent:
(i) r is inseparable
(ii) For all x ⊑ r, if r ⊓ ¬x ⊓ f (x) = ⊥ then x = r
(iii) For all x ⊑ r, if r ⊓ f (x) ⊑ x, then x = r
(iv) For all x ⊑ r, if r ⊓ f (r ⊓ ¬x) = ⊥, then x = ⊥ .
Proof. We prove equivalence between the first two statements. The second and fourth are simple variants of each other
where the role of x and r⊓¬x have been interchanged. The second and third translate into each other since r⊓¬x⊓ f (x) = ⊥
is equivalent to r ⊓ f (x) ⊑ x.
(i)⇒ (ii) Let r be inseparable and x ⊑ r such that r⊓¬x⊓f (x) = ⊥.Wemust show x = r or r ⊑ x, which is the same. From
the assumption r⊓¬x⊓ f (x) = ⊥we get r⊓ f (x) ⊑ r⊓x. Thenwe compute r⊓ f (r⊓(r⊓x)) = r⊓ f (r⊓x) ⊑ r⊓ f (x) ⊑ r⊓x.
From inseparability we thus conclude r ⊑ r ⊓ x ⊑ x as required.
(ii)⇒ (i) In the other direction assume that r ⊓ ¬x ⊓ f (x) = ⊥ implies x = r for all x ⊑ r . Suppose we are given ywith
r ⊓ f (r ⊓ y) ⊑ y. This means r ⊓ ¬(r ⊓ y) ⊓ f (r ⊓ y) = r ⊓ ¬y ⊓ f (r ⊓ y) ⊑ ¬y ⊓ y = ⊥. From the assumption where we
choose x to be r ⊓ ywe now obtain r ⊓ y = r , which is the same as r ⊑ y. This proves that r is inseparable. 
Let us point out that the equivalence between (i) and (iii) in Lemma 4.2 actually holds for arbitrary meet semi-lattices.
The others involving (ii) and (iv) seem to need the laws of Boolean algebras. Stability and inseparability enjoy nice closure
properties.
Lemma 4.3. Let f : W → W be a monotone function on the complete distributive lattice W. Then, the sets of stable
(resp. inseparable) elements for f are closed under f and arbitrary joins.
Proof. For stability the statement simply follows from the well-known fact that the join of post-fixed points of a monotone
function is again a post-fixed point. Also, if r is a post-fixed point of f then f (r) is, too.
Now we turn to inseparability. Assume given a collection {ri | i ∈ I} ⊆ W of inseparable elements of f . We claim that
i∈I ri is inseparable, too. To this end suppose x ⊑

i ri together with (

i ri) ⊓ f (x) ⊑ x holds. By distributivity this means
that

i(ri ⊓ f (x)) ⊑ x, which further implies ri ⊓ f (x) ⊑ x for all i ∈ I . Take any index i ∈ I and consider the element x ⊓ ri.
Clearly, x ⊓ ri ⊑ ri. Also, ri ⊓ f (x ⊓ ri) ⊑ ri ⊓ f (x) = ri ⊓ ri ⊓ f (x) ⊑ ri ⊓ x so that by inseparability of ri (criterion (iii) of
Lemma 4.2) we can infer ri ⊓ x = ri. But this implies ri ⊑ x for all i ∈ I , whencei ri ⊑ x. This shows thati ri is indeed
inseparable using criterion (iii) of Lemma 4.2.
Finally, we show that f (r) is inseparable whenever r is. Again we assume x ⊑ f (r) together with f (r) ⊓ f (x) ⊑ x. From
this we get r ⊓ f (r ⊓ (x ⊓ r)) = r ⊓ f (x ⊓ r) = r ⊓ f (x ⊓ r) ⊓ f (x ⊓ r) ⊑ r ⊓ f (x) ⊓ f (r) ⊑ x ⊓ r , so by inseparability of r , we
must have r ⊑ x ⊓ r , i.e., r ⊑ x, from which it follows that f (r) ⊑ f (x). But then f (r) = f (r) ⊓ f (x) ⊑ x, which shows that
f (r) is inseparable, again by Lemma 4.2(iii). 
One can show that on complete lattices (such as the powerset lattice) everymonotonic function has a unique inseparable
fixed point which is the least fixed point.
Lemma 4.4. A fixed point of a monotone function f : W → W on a complete lattice W is inseparable for f iff it is the least fixed
point of f .
1 This term has been taken from [40].
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Proof. Let r be an inseparable fixed point of f and s = µx. f (x) the least fixed point of f , which must exist in a complete
lattice. Clearly, s ⊑ r since r is a fixed point and s the least one. For the other direction, observe that r ⊓ f (s) = r ⊓ s ⊑ s.
Using characterisation (iii) of Lemma 4.2 we conclude s = r as desired. Also, the least fixed point s is always inseparable.
For suppose x ⊑ s is given arbitrarily such that s ⊓ f (x) ⊑ x. By monotonicity and the fixed point property f (x) ⊑ f (s) = s
and thus f (x) ⊑ s ⊓ f (x) ⊑ x. Thus, x is a pre-fixed point of f . But the least fixed point s is the meet of all pre-fixed
points s = {x | f (x) ⊑ x} [17], so that s ⊑ x, which proves that s is inseparable according to characterisation (iii) of
Lemma 4.2. 
The next lemma states that in certain situations the inseparable elements of f are nothing but post-fixed points of the
function f ′(r) := µx.f (r ⊓ x).
Lemma 4.5. An element r ∈ W is inseparable for monotone function f : W → W on a complete Boolean lattice W iff r ⊑
µx.f (r ⊓ x).
Proof. All we need to show is that the following conditions are equivalent:
r ⊑ µx.f (r ⊓ x) (2)
∀y. r ⊓ f (r ⊓ y) ⊑ y ⇒ r ⊑ y. (3)
We first show (2)⇒ (3), assuming that r ⊑ µx.f (r ⊓ x). Let any y ∈ W be given such that r ⊓ f (r ⊓ y) ⊑ y. Consider the
relative complement r → y, which in a Boolean algebra is representable as ¬r ⊔ y. A Heyting algebra, where r → y is a
weaker intuitionistic implication would do as well. Then, we have f (r ⊓ (r → y)) = f (r ⊓ y) ⊑ r → y where the latter
follows from the assumption r ⊓ f (r ⊓ y) ⊑ y. This means r → y is a pre-fixed point of fr(x) := f (r ⊓ x). But in any complete
lattice the least fixed point of a monotone function is the least pre-fixed point (intersection of all pre-fixed points). Thus, we
get r ⊑ r ⊓ µx.f (r ⊓ x) = r ⊓ µx.fr(x) ⊑ r ⊓ (r → y) ⊑ y as desired.
Nowweprove the direction (3)⇒ (2). Using the properties of fixed points, we find r⊓f (r⊓µx.f (r⊓x)) = r⊓µx.f (r⊓x) ⊑
µx.f (r ⊓ x). Hence, by (3), we conclude r ⊑ µx. f (r ⊓ x)which is what we had to demonstrate. 
In situations where there are no greatest post-fixed points the structure of maximal post-fixed points becomes
interesting. Here is what we will use in this paper:
Lemma 4.6. Let f : W → W be a monotone function on a chain-complete partial ordering (W ,⊑). An element x ∈ W is a
maximal post-fixed point of f iff it is a maximal fixed point.
Proof. Let (W ,⊑) be a chain-complete partial ordering and f : W → W a monotonic function onW . Chain-completeness
means that every increasing ω-sequence x0 ⊑ x1 ⊑ x2 ⊑ · · · has a least upper boundi<ω xi.
Let x be a maximal post-fixed point of f . Then x ⊑ f (x) and for all extensions x ⊑ x′ in W that are post-fixed points of
f , we must have x′ = x (this is what maximality means). Now, by monotonicity f (x) ⊑ f (f (x)). So, f (x) would be such a
post-fixed point extending x and thus x = f (x). This proves that x is indeed a fixed point of f . Moreover, xmust be amaximal
fixed point since any larger fixed point x ⊑ x′ is in particular a post-fixed point and thus x = x′ as x was assumed to be
maximal among post-fixed points. Vice versa, every maximal fixed point x is also a maximal post-fixed point. First, it is a
post-fixed point, trivially. We show that x is also maximal as a post-fixed point, which is seen as follows. Let x′ be any other
post-fixed point above x, i.e., x ⊑ x′ ⊑ f (x′). Consider the nonempty set
PFPx′ := {y ∈ W | x′ ⊑ y ⊑ f (y)}
of all post-fixed points above x′. We claim that PFPx′ is chain-complete. For if x0 ⊑ x1 ⊑ x2 ⊑ · · · is any increasing sequence
of post-fixed points xi ∈ PFPx′ , then by chain-completeness ofW this sequence has a least upper boundi xi ∈ W , which
– as we now show – must be a post-fixed point, too: Observe that xi ⊑ i xi, which implies xi ⊑ f (xi) ⊑ f (i xi) by
monotonicity and post-fixed points, for all i < ω. Since

i xi is the least upper bound, we have

i xi ⊑ f (

i xi), so

i xi is
a pfp of f . But this means that

i xi ∈ PFPx′ as claimed and thus we have established that every increasing chain in PFPx′ has
an upper bound inside PFPx′ . To cut things short we now appeal to Zorn’s Lemma to conclude that there must be a maximal
element x∗ ∈ PFPx′ .2 From the above we know that x∗ must actually be a fixed point. But then x ⊑ x′ ⊑ x∗ = x as x was
assumed maximal among the fixed points. Thus x is a maximal post-fixed point as claimed. 
When it comes to front lines we are dealing with post-fixed points in two dimensions, viz. one degree of freedom for
each one of the players. From now on we assume that our lattice (W ,⊑) is the Cartesian product W = W1 × W2 and
⊑=⊑1 × ⊑2 of two lattices (Wi,⊑i). Of course, all operations inW are taken component-wise. Note that if both (Wi,⊑i)
are complete (distributive) lattices thenW is complete (distributive), too. By⊤we abbreviate the top element of the lattice.
2 Zorn’s lemma (Every chain-complete partially ordered set has a maximal element) works by ‘‘brute force’’ for general domainW , essentially constructing
this maximal element x∗ by transfinite induction. In practical special cases one uses finiteness of the underlying domainW or continuity of the function f
to show that x∗ is constructible by finite or ω-iteration of f already (cf. [17]).
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Definition 4.7. Let f = (f1, f2) : W → W be a monotone function on W = W1 × W2. An element r ∈ W is called left
inseparable (left stable) if r is inseparable (stable) for the function (Id × ⊤) ◦ f and, symmetrically, right inseparable (right
stable) if r is inseparable (stable) for the function (⊤× Id)◦ f . Here, ◦,× are function composition and product, respectively,
⊤, Id the functions⊤(x) = ⊤, Id(x) = x in the appropriate domains.
To explain the terminology we observe that left inseparability of (r1, r2) is equivalent to the condition (see also the proof
of Lemma 4.8)
∀x. (x ⊑ r1 & r1 ⊓ f1(x, r2) ⊑ x) ⇒ x = r1 (4)
which has the same form as inseparability except that only the first (=left) dimension f1 of the function f is involved, while
the second argument r2 remains fixed. The same applies to left stability which comes down to the condition r1 ⊑ f1(r1, r2).
Symmetrically, for right inseparability and right stability only the second dimension f2 is relevant.
Clearly, from the definition of left (right) inseparability for f as inseparability for the modified functions (Id × ⊤) ◦ f
((⊤ × Id) ◦ f ) and the fact that inseparability implies stability we find that left (right) inseparability are strengthenings of
left (right) stability. Moreover, by Lemma 4.3, one-sided inseparability and one-sided stability are closed under arbitrary
unions and the function f . The following is not so obvious:
Lemma 4.8. Let f = (f1, f2) : W → W be a monotone function on a complete lattice W = W1 ×W2. Then, every inseparable
element of f is both left and right inseparable.
Proof. Let r = (r1, r2) ∈ W be inseparable for f = (f1, f2). Consider any (x, y) ⊑ r such that r ⊓ ((Id×⊤)◦ f )(x, y) ⊑ (x, y).
Observe that ((Id×⊤)◦f )(x, y) = (f1(x, y),⊤), so our assumption comes down to r1⊓f1(x, y) ⊑ x and r2⊓⊤ = r2 ⊑ y. Since
also y ⊑ r2, we have in fact r2 = y. But then r ⊓ f (x, r2) = (r1⊓ f1(x, r2), r2⊓ f2(x, r2)) = (r1⊓ f1(x, y), r2⊓ f2(x, r2)) ⊑ (x, r2)
and thus by inseparability, Lemma 4.2(iii), noting that (x, r2) ⊑ r , we get (x, r2) = r which implies x = r1. Thus, (x, y) = r .
This shows that r is inseparable for (Id×⊤) ◦ f by the same criterion, hence r is left inseparable for f . The same argument
works for right inseparability. 
The converse of Lemma 4.8 does not hold in general. One can show that inseparability is not the conjunction of left and
right inseparability.
Just as for inseparability proper, its one-sided cousins, too, can be characterised in terms of post-fixed and least fixed
points. This is the content of our final lemma:
Lemma 4.9. Let (f1, f2) : W → W by a monotone function on a complete distributive lattice W = W1 × W2. An element
(r1, r2) ∈ W is left inseparable iff r1 ⊑ µx. f1(r1 ⊓ x, r2) and right inseparable iff r2 ⊑ µy.f2(r1, r2 ⊓ y). Further, (r1, r2) is left
stable iff r1 ⊑ f1(r1, r2) and right stable iff r2 ⊑ f2(r1, r2).
Proof. From the proof of Lemma 4.8 above it transpires that left/right inseparability are equivalent to
∀x. (x ⊑ r1 & r1 ⊓ f1(x, r2) ⊑ x)⇒ x = r1
∀y. (y ⊑ r2 & r2 ⊓ f2(r1, y) ⊑ y)⇒ y = r2
respectively. In other words, left inseparability of (r1, r2) is the same as inseparability of r1 with respect to the function
f1(·, r2) where the second component has been frozen at r2. So, we can apply Lemma 4.5 to get equivalence with the
condition r1 ⊑ µx.f1(r1⊓x, r2) as stated in Lemma 4.9. A symmetric argument deals with right inseparability. The statement
of Lemma 4.9 concerning left/right stability follows directly from Definition 4.1 considering that ((Id × ⊤) ◦ f )(x, y) =
(f1(x, y),⊤) and ((⊤× Id) ◦ f )(x, y) = (⊤, f2(x, y)). 
5. Strategies and defensible front lines
As usual a strategy for a player U is a subset of plays in which U ’s moves are uniquely determined at each stage of a play
where he holds the turn, while keeping unconstrained the decisions of his opponent.
Definition 5.1. A strategy for U , or U-strategy, is a non-empty ⊑-closed subset Σ ⊆ Π of plays that is continuous,
U-deterministic and U-closed, whereΣ is
• continuous, if π ∉ Σ then there is a finite prefix π ′ ⊑ π with π ′ ∉ Σ .
• U-deterministic, if π · (m,U) · (mi,Ui) · σi ∈ Σ for i = 1, 2, thenm1 = m2 and U1 = U2.
• U-closed, ifπ ·(m,U)·σ ∈ Σ then for all corridorsm γ−→ m′ in themaze there is an extensionπ ·(m,U)·(m′,Uγ )·σ ′ ∈ Σ .
Two features ofU-strategies are noteworthy. First, they are partial, i.e., playerU is not forced tomake amove. Hemay decide
to stop the play for good, even if there is an outgoing corridor. Secondly, a strategy in general hasmany initial configurations
generating several independent threads of plays from different initial positions with different starting players.
Throughout the paper we will fix U = A and simply talk about a strategy when we mean A-strategy. Also, we will be
interested only in consistent and positional strategies. A strategy is consistent if no position is occupied by more than one
player, i.e., πi · (m,Ui) · σi ∈ Σ for i = 1, 2 and fixed m ∈ S implies U1 = U2. A strategy is positional if a player’s every
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move only depends on the current position, not on the history of the play. Formally, π · (m, A) · σ ∈ Σ iff (m, A) · σ ∈ Σ .
By default all strategies are assumed to be positional and consistent A-strategies.
Let us look at some consequences of consistency. For an A-strategy Σ let PΣ and OΣ be the sets of positions in Σ in
which player A and B receives the turn, respectively. Formally, PΣ := {m | ∃π, σ . π · (m, A) · σ ∈ Σ} and dually OΣ :=
{m | ∃π, σ . π · (m, B) · σ ∈ Σ}. Consistency of strategies, then, is equivalent to the condition PΣ ∩ OΣ = ∅. We call pairs
(P,O) of regions with the property that P ∩ O = ∅ front lines and (PΣ ,OΣ ) the front line defended by strategy Σ . More
generally, a front line (P,O) is called defensible if there exists a strategy Σ such that P = PΣ and O = OΣ , in which case
we say that Σ defends (P,O). A front line (P,O) where P is the complement of O is called binary or two-valued. The set of
defensible front lines will be denoted as DFLM .
The positional nature admits of a simple concrete representation of strategies. It restricts its player (A, by default) to play
consistently, so he uses the same corridor every time he moves out of the same room. Given a positional strategyΣ we can
extract a transition relation αΣ ⊆ S × {ι, τ } × S such that αΣ := {(m, γ ,m′) | (m, A) · (m′, Aγ ) · σ ∈ Σ}. Since Σ is
A-deterministic, αΣ is in fact a partial function αΣ : S ⇀ {ι, τ }×S, the transition strategy underlyingΣ . From the front line
(PΣ ,OΣ ) and transition strategy αΣ the strategyΣ can be reconstructed. First, every transition strategy α and configuration
(m,U) induces a set of playsΠα(m,U) starting in (m,U) in which A follows α:
Πα(m,U) = {π ∈ Π | ∀n < dom(π).∀γ ∈ {τ , ι}.∀x ∈ S.
(i) n = 0⇒ π(n) = (m,U) &
(ii) turn(π(n)) = A & n+ 1 ∈ dom(π) ⇒
( α(pos(π(n))) = (γ , x) ⇔ π(n+ 1) = (x, Aγ ) )}.
It is easy to see thatΠα(m,U) is non-empty and prefix-closed. Then, given a pair of regions (P,O) and transition strategy α
we define
Πα(P,O) :=

m∈P
Πα(m, A) ∪

m∈O
Πα(m, B)
which is the set of ‘‘free’’ plays starting in any m ∈ P by player A or in m ∈ O by player B such that A moves according
to α. By construction,Πα(P,O) is continuous, A-deterministic, B-closed, and positional. In general, however, it may not be
consistent.
Lemma 5.2. For every strategyΣ we haveΣ = ΠαΣ (PΣ ,OΣ ).
Proof. It has been noted already that Σ ⊆ ΠαΣ (PΣ ,OΣ ). For the other direction, assume a finite play π ∈ ΠαΣ (m, A) for
m ∈ PΣ or π ∈ ΠαΣ (m, B) for m ∈ OΣ . We prove π ∈ Σ by induction on dom(π). If π = ϵ then π ∈ Σ , trivially, since
strategies are non-empty and⊑-closed.
If dom(π) = 1 and π = (m, A) then m ∈ PΣ implies there exists a play π ′ · (m, A) · σ ∈ Σ , whence by closure under
prefixes and positionality, (m, A) ∈ Σ as desired. If π = (m, B)we obtain the same conclusion fromm ∈ OΣ .
Now assume dom(π) ≥ 2, say, π = π ′ · (m1,U1) · (m2,U2). Since π ∈ Π there must exist a corridor m1 γ−→ m2 with
U2 = Uγ1 . Also, by prefix closure of ΠαΣ (m,U) and the induction hypothesis, π ′ · (m1,U1) ∈ Σ . We distinguish the two
possible cases of U1 ∈ P.
If U1 = A then we must also have αΣ (m1) = (γ ,m2) and U2 = Aγ by definition ofΠαΣ (m,U). The former implies (by
construction of αΣ ) there exists a play (m1,U1) · (m2,U2) · σ ∈ Σ so that because of the positional nature ofΣ we have
π ′ · (m1,U1) · (m2,U2) ∈ Σ , too.
If U1 = B then B-closure gives us π ′ · (m1,U1) · (m2,U2) · σ ∈ Σ for some σ , whence π ′ · (m1,U1) · (m2,U2) ∈ Σ by
prefix-closure.
In either case, thus, π ∈ Σ as claimed. So, we have shown that all finite plays ofΠαΣ (PΣ ,OΣ ) are contained in Σ . It is
easy to see that for infinite plays π ∈ ΠαΣ (PΣ ,OΣ ) all its finite prefixes π ′ ⊑ π are in this set, too, whence they are all in
Σ . But then, by continuity ofΣ , π ∈ Σ . This completes the proof thatΠαΣ (PΣ ,OΣ ) = Σ . 
Wewill be interested inmaximal front lines that are defensible using particular types of strategies and characterise them
in terms of post-fixed points. To understand the connection it is useful to view the mazeM as a Kripke transition structure
in labels γ ∈ {ι, τ } in which regions may be specified using formulas of propositional modal µ-calculus. We assume the
reader is familiar with this language and its semantics (see e.g. [46,22]). In this language we have the standard modalities
⟨γ ⟩, [γ ] on sets of rooms, each of which is of type 2S → 2S, defined like this:
⟨γ ⟩(R) := {m | ∃m′ ∈ R. m γ−→ m′}
[γ ](R) := {m | ∀m′ ∈ R. m γ−→ m′},
for arbitrary R ⊆ S. The logical connectives ∨, ∧ correspond to union and intersection on 2S, respectively, and ¬ is the
complementation, i.e., R ∨ S := R ∪ S, R ∧ S := R ∩ S, ¬R := 2S \ R. Further, there are least fixed point µX . φ and
greatest fixed point operators νX . φ assuming that the formula scheme φ is monotone in the recursion variable X . For finite
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mazes and monotone operators the fixed points can be constructed by finite approximation. Specifically, for the least fixed
point µX . φ[X] = i≥0 Xi, where X0 := ∅ and Xi+1 := φ[Xi], while we compute νY . φ[Y ] = i≥0 Yi with Y0 := S and
Yi+1 := φ[Yi] for the greatest fixed point.
Example. Consider the maze of Fig. 1. The set of terminal rooms is specified by the formula A := [τ ]∅ ∧ [ι]∅ =
¬(⟨τ ⟩S ∨ ⟨ι⟩S) = {x, z}. The rooms which are at most a single move in front of position x are B := {x} ∨ ⟨ι⟩{x} ∨ ⟨τ ⟩{x} =
{x}∪{y}∪{r} = {x, y, r}. The rooms fromwhich a finite number of visiblemoves lead to x is C := µX .({x}∨⟨ι⟩X) = {x, y, s}.
This is readily verified by approximation: X0 = ∅; X1 = {x} ∨ ⟨ι⟩X0 = {x} ∨ ⟨ι⟩∅ = {x} ∪ ∅ = {x}; X2 = {x} ∨ ⟨ι⟩X1 =
{x} ∨ ⟨ι⟩{x} = {x} ∪ {y} = {x, y}; X3 = {x} ∨ ⟨ι⟩X2 = {x} ∨ ⟨ι⟩{x, y} = {x} ∪ {y, s} = {x, y, s}; finally, X4 = X3 and thus
the fixed point C is reached. As an example for a greatest fixed point take the formula D := νY . (B ∧ [τ ]Y ). It specifies
the rooms from which it is always possible to reach x in at most one move, no matter how many hidden corridors we
follow. Again, approximation gives the result: Y0 = S; Y1 = B ∧ [τ ]Y0 = {x, y, r} ∧ [τ ]S = {x, y, r} ∩ S = {x, y, r};
Y2 = B ∧ [τ ]Y1 = {x, y, r} ∧ [τ ]{x, y, r} = {x, y, r} ∩ {x, y, r, s, z} = {x, y, r}. Thus, D = Y2 = Y1 = {x, y, r} is the desired
fixed point. 
Before we study winning conditions a couple of general observations are in order on the algebraic nature of our problem.
Let FLM be the set of front lines ofM , i.e., the set of (P,O) ⊆ (2S)2 such that P∩O = ∅. Then, first observe that (P,O) ∈ FLM iff
(P,O) is a post-fixed point (pfp) of the ‘‘De-Morgan’’ function dm : (2S)2 → (2S)2 defined as dm(X, Y ) := (¬Y ,¬X), which
interchanges the role of the players and complements their set of positions. Formally, (P,O) ∈ FLM iff (P,O) ⊆ dm(P,O).
From Proposition 6.2 below it will transpire that defensible front lines can be described as the pfps of the function dfl-M :
FLM → FLM , where
dfl-M(X, Y ) := (X ∨ ⟨τ ⟩X ∨ ⟨ι⟩Y , Y ∧ [τ ]Y ∧ [ι]X).
In a similar way we will characterise other types of front lines and their associated notions of synchronous responses
as pfps.
Given we are interested in pfps, what are the greatest post-fixed points? The greatest post-fixed point of a monotone
function f on a lattice is the join (union) of all pfps. However, for functions such as dm and dfl-M this does not work, in the
former case since dm is not monotone and in the latter since FLM is not a lattice. Obviously, two front lines (P1,O1) and
(P2,O2) cannot be joined consistently if Pi ∩Oj ≠ ∅. This also applies to defensible front lines (pfps of dfl-M): It may happen
that player A can defend a room x ∈ P1 by leaving some other room y ∈ O1 to the opponent, yet he could equally well set
up another front line in which he wins room y ∈ P2 but this time hands over the first room x ∈ O2 to the opponent. In such
a case the union (P1 ∪ P2,O1 ∪ O2) is not only plainly inconsistent, it may in fact not be possible to defend both x, y at the
same time, in any front line (P1 ∪ P2,O) regardless O.
The sub-domains FLM of front lines (generated by dm) and DFLM of defensible front lines (generated by dfl-M) are not
completely without structure, though. It is easy to see that they are directed complete semi-lattices.3 By Zorn’s lemma such
domains have maximal elements. So, we may not have unique greatest pfps but we can try and identify the maximal pfps
instead. The maximal pfps of dm are the two-valued front lines of the form (P,¬P) and the maximal defensible front lines
are the two-valued fixed points of dfl-M . Indeed it is not difficult to check that (P,O) is a maximal pfp (and maximal fixed
point) of dfl-M iff P = ¬O and O ⊆ [τ ]O ∧ [ι]P (see also Proposition 6.2).
In the next Section 6 we will identify a series of winning conditions of increasing strength that generate different types
of games on the same maze, implementing different degrees of causal justifications. In each case we give a presentation of
the associated notion of front line in terms of the pfps of a characteristic system function f : FLM → FLM . In general, f may
have many maximal pfps of which some are two-valued and others are not, reflecting non-deterministic and non-classical
system responses.
6. Winning conditions
Defending a front line with an arbitrary strategy does not require much cleverness, since as long as from O there is no
secret corridor into P and no visible corridor into O the trivial empty transition strategy α = ∅will do, in which A does not
make any move at all. Winning conditions need to be added to make proponent player A actually do some work.
Awinning condition, for our purposes, is a property of plays that is time invariant, i.e., invariant under shifting of the initial
position. In other words, a play π that is considered winning for some player is also won if the play had started in any of the
configurations reached during π . The intuition is that winning should not depend on a finite initial part of a play, but only
on the long-term stationary behaviour. After all, our games are played between a system and its environment to determine
a single synchronous response. Only the final (i.e., stationary) sets of present and absent signals matter, not the order in
which these signals are generated (Synchrony Hypothesis).
A rich source for winning conditions is provided by the different acceptance conditions for ω-regular languages over
configurations. All usual acceptance criteria for infinite paths such as theMuller, Rabin, Streett, Parity, Büchi conditions (see
[47,22] for a comprehensive introduction) are time invariant, simply because they all are based on the set of configurations
3 A set is directed if any two elements have an upper bound. In a directed complete semi-lattice every non-empty directed set has a least upper bound.
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that occur infinitely often in a play. Obviously, this set does not change under a shift of the initial position. Though it would
be an intriguing project to explore the full range of possibilities, we shall only consider some special cases, here, related
to the two well-known synchronous languages, esterel and Statecharts. The winning conditions to be discussed are the
following:
Definition 6.1. Let π be a play and U a player. We say that π is
• U-progressive if U never continuously stays in a secret region, i.e., for all i ∈ dom(π) such that turn(π(i)) = U and
pos(π(i)) ∈ Sτ there exists i < j < dom(π) such that pos(π(j)) ∈ Sι.• U-live if U always enables the occurrence of another visible room, i.e., for all i ∈ dom(π) such that turn(π(i)) = U there
exists i < j < dom(π) such that pos(π(j)) ∈ Sι.• U-reactive if U always eventually hands over to U in a visible room. Formally, for all i ∈ dom(π) if turn(π(i)) = U then
there exists i < j < dom(π) such that pos(π(j)) ∈ Sι and turn(π(j)) = U .• U-terminating if U , visibly, is the last player. Formally, there exists j < dom(π) such that turn(π(j)) = U , pos(π(j)) ∈ Sι
and for all j < k < dom(π), we have pos(π(k)) ∈ Sτ and turn(π(k)) = U .
Given a winning conditionWin, we say that a strategyΣ is aWin-strategy if all prefix-maximal plays inΣ satisfyWin.
The conditions of Definition 6.1 reflect the different ways — discussed in Section 3 — of using seeds as additional (finite)
resources.4 One can easily see that these are winning conditions i.e., that they are time-invariant and increasingly more
restrictive. A play may be U-progressive but not U-live if U stops in a visible room. A play may be U-live but not U-reactive,
e.g., if player U keeps going forward indefinitely along secret corridors between visible rooms without ever again passing
the turn to his opponent. A playmay be U-reactive but not U-terminating, e.g., if U infinitely passes the turn to his opponent
in visible rooms who keeps challenging him over and over again without the play ever stopping. An U-terminating play
must eventually leave the onus on the side of U , forever. Finally, notice that U-progressiveness trivialises for mazes without
secret rooms. On those, every strategy is U-progressive.
6.1. Classical responses
Our first notion of winning condition is A-progressiveness. An A-progressive strategy ensures that whenever A comes
to play in a secret room he makes the play leave the secret region eventually. In the case of our mazes, where no two
secret rooms can be connected, this is the same as saying that A always makes at least one move out of a secret room.
Recall that secret rooms codify conjunctive trigger conditions of a reactive component. A-progressiveness then means that
these trigger conditions get fully evaluated by both players; not only by opponent B, which always makes a move by B-
closedness of A-strategies. It will turn out that A-progressiveness is related to classical Boolean truth-valuations. Therefore,
we call a front-line (P,O) classically defensible, or simply classical, if (P,O) can be defended by an A-progressive strategy. Let
BFLM ⊆ 2S× 2S be the collection of all classical front lines. As indicated above, without secret rooms the notion of classical
defensibility reduces to simple defensibility, i.e., with arbitrary strategies. Hence, the results in this section apply to plain
defensibility if we put Sτ = ∅.
The following Proposition characterises classical front lines as post-fixed points, without reference to strategies:
Proposition 6.2. Let (P,O) be a front line. Then, the following are equivalent:
1. (P,O) ∈ BFLM
2. P ⊆ Sι ∨ ⟨τ ⟩P ∨ ⟨ι⟩O and O ⊆ [τ ]O ∧ [ι]P.
Further, (P,O) is maximal in BFLM iff additionally P = ¬O. In particular, if Sτ = ∅ then (P,O) ∈ BFLM iff (P,O) ∈ DFLM iff
O ⊆ [τ ]O ∧ [ι]P.
Proof. Suppose (P,O) is classically defensible and Σ is the defence strategy, with P = PΣ and O = OΣ . Because Σ is
B-closed, all ι-corridors from O must lead into P and all τ -corridors from O back to O, i.e., O ⊆ [ι]P ∧ [τ ]O. We prove
P ⊆ Sι∨⟨τ ⟩P ∨⟨ι⟩O in the equivalent form P ∧Sτ ⊆ ⟨τ ⟩P ∨⟨ι⟩O. Letm ∈ P ∧Sτ be given. Sincem ∈ P = PΣ there is a play
π ∈ Σ such that π(n) = (m, A). Without loss of generality we may assume that π is maximal. From A-progressiveness of
Σ and m ∈ Sτ , then, it follows that n + 1 ∈ dom(π) and π(n + 1) = (m′, Aγ ) for some room m′ and corridor m γ−→ m′.
Since P = PΣ and O = OΣ we havem′ ∈ P if γ = τ andm′ ∈ O if γ = ι. Hence, P ∧ Sτ ⊆ ∨⟨τ ⟩P ∨ ⟨ι⟩O.
Vice versa, suppose front line (P,O) is such that P ⊆ Sι ∨ ⟨τ ⟩P ∨ ⟨ι⟩O and O ⊆ [ι]P ∧ [τ ]O. Consider the relation
T :=

(x, τ , y) | x τ−→ y, x ∈ P ∩ Sτ y ∈ P

∪

(x, ι, y) | x ι−→ y, x ∈ P ∩ Sτ , y ∈ O

.
Because of the assumption P ⊆ Sι ∨ ⟨τ ⟩P ∨ ⟨ι⟩O the relation T ⊆ (P ∩ Sτ ) × {τ , ι} × S is left total. To defend (P,O) we
can pick any function α : (P ∩ Sτ )→ {τ , ι} × S contained in T . We claim thatΣ := Πα(P,O) is an A-progressive defence
strategy for (P,O). Let a play π ∈ Σ be given. Exploiting the inequation O ⊆ [τ ]O ∧ [ι]P and α ⊆ T , it is easy to show by
4 This intensional interpretation of the winning conditions depends on the restriction that terminal positions are always visible and secret rooms cannot
be connected by secret corridors, which may be dropped by adjusting the rules for paying seeds.
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induction on n that turn(π(n)) = A implies pos(π(n)) ∈ P and turn(π(n)) = B implies pos(π(n)) ∈ O. From this it follows
directly thatΣ is consistent, whenceΣ is a strategy, and that it defends (P,O). To show thatΣ is necessarily A-progressive
take a maximal play π ∈ Σ and π(n) = (m, A) for m ∈ Sτ , i.e., m ∈ P ∧ Sτ , actually. Since the domain of the transition
strategy α is P ∩ Sτ , n + 1 ∈ dom(π) by maximality. Suppose π(n + 1) = (m′, Aγ ) for m γ−→ m′. Due to the structure of
our mazes,m′ ∈ Sι which establishes the condition for A-progressiveness.
Finally, we need to show that if (P,O) is maximal classically defensible then P = ¬O. The other direction is trivial since
(P,¬P) is always maximal. Let (P,O) be classically defensible. Now, consider the front line (P∗,O∗) given by
P∗ := P ∨ (¬O ∧ Sι) ∨ ⟨τ ⟩(¬O) ∨ ⟨ι⟩O (5)
O∗ := ¬P ∧ (O ∨ Sτ ) ∧ [τ ]O ∧ [ι](¬O). (6)
Considering thatSτ = ¬Sι it is obvious from this definition thatO∗ = ¬P∗, i.e., (P∗,O∗) is binary and in particular consistent.
Secondly, we claim that (P∗,O∗) is an extension of (P,O). Clearly, P ⊆ P∗. Considering that we trivially have O ⊆ O∨Sτ , the
inclusion O ⊆ O∗ follows from consistency of (P,O)which implies O ⊆ ¬P and the fact that (P,O) is classically defensible
which gives O ⊆ [τ ]O ∧ [ι]P ⊆ [τ ]O ∧ [ι](¬O), again since P ⊆ ¬O by consistency.
Let us show that (P∗,O∗) satisfies the conditions P∗ ⊆ Sι ∨ ⟨τ ⟩P∗ ∨ ⟨ι⟩O∗ and O∗ ⊆ [τ ]O∗ ∧ [ι]P∗ of the proposition
and hence is classically defensible. Let us first argue the former which is equivalent to P∗ ∧ Sτ ⊆ ⟨τ ⟩P∗ ∨ ⟨ι⟩O∗. Since
P∗ ∧ Sτ = (P ∨ (¬O∧ Sι)∨ ⟨τ ⟩(¬O)∨ ⟨ι⟩O)∧ Sτ = (P ∧ Sτ )∨ (⟨τ ⟩(¬O)∧ Sτ )∨ (⟨ι⟩O∧ Sτ )we need to prove the three
inclusions
P ∧ Sτ ⊆ ⟨τ ⟩P∗ ∨ ⟨ι⟩O∗ (7)
⟨τ ⟩(¬O) ∧ Sτ ⊆ ⟨τ ⟩P∗ ∨ ⟨ι⟩O∗ (8)
⟨ι⟩O ∧ Sτ ⊆ ⟨τ ⟩P∗ ∨ ⟨ι⟩O∗. (9)
The first (7) follows directly from classical defensibility of (P,O) since P ∧Sτ ⊆ ⟨τ ⟩P ∨⟨ι⟩O ⊆ ⟨τ ⟩P∗∨⟨ι⟩O∗. For the second
(8) we exploit the special nature of our mazes, viz. that no two secret rooms are ever directly connected by a secret corridor.
This implies ⟨τ ⟩(¬O) ∧ Sτ ⊆ ⟨τ ⟩(¬O ∧ Sι). From this we calculate ⟨τ ⟩(¬O) ∧ Sτ ⊆ ⟨τ ⟩(¬O ∧ Sι) ⊆ ⟨τ ⟩P∗ because by
construction¬O ∧ Sι ⊆ P∗. The last inequation (9) is trivial since ⟨ι⟩O ∧ Sτ ⊆ ⟨ι⟩O ⊆ ⟨ι⟩O∗ as O ⊆ O∗.
It remains to verify that O∗ ⊆ [τ ]O∗ ∧ [ι]P∗. To this end, consider that O∗ as defined in (6) can be bounded from above in
two ways: First, O∗ ⊆ [τ ]O and secondly O∗ ⊆ ([ι](¬O) ∧ Sτ ) ∨ O as one shows without difficulties. Then, the inequation
O∗ ⊆ [τ ]O∗ ∧ [ι]P∗ can be tackled in three parts:
[τ ]O ⊆ [τ ]O∗ (10)
[ι](¬O) ∧ Sτ ⊆ [ι]P∗ (11)
O ⊆ [ι]P∗. (12)
Inclusion (10) is easily obtained since O ⊆ O∗. To derive (11) wemake use of the fact that secret rooms are not connected by
visible corridors, i.e., [ι](¬O)∧Sτ ⊆ [ι](¬O∧Sι) ⊆ [ι]P∗ by construction (5). Finally, (11) holds because (P,O) is classically
defensible, i.e., O ⊆ [τ ]O ∧ [ι]P ⊆ [τ ]O∗ ∧ [ι]P∗ ⊆ [ι]P∗.
Now observe that since (P∗,O∗) = (¬O∗,O∗) = (P∗,¬P∗), the front line is trivially maximal. There cannot be a larger
one without violating disjointness. Every room is already contained in either P∗ or O∗. To sum up, we have shown that every
classically defensible front line (P,O) can be extended to a maximal classical and binary front line (P∗,O∗) according to the
recipe (5) and (6). Hence if (P,O) is already maximal, then (P,O) = (P∗,O∗) and thus P = ¬O as desired. 
Proposition 6.2may be reworked to state that classical front lines are the pfps of the function bfl-M : FLM → FLM , where
bfl-M(X, Y ) := ((X ∧ Sι) ∨ ⟨τ ⟩X ∨ ⟨ι⟩Y , (Y ∨ Sτ ) ∧ [τ ]Y ∧ [ι]X). (13)
A frontline (P,O) ∈ FLM is a pfp of bfl-M iff P ⊆ (P ∧ Sι) ∨ ⟨τ ⟩P ∨ ⟨ι⟩O and O ⊆ (O ∨ Sτ ) ∧ [τ ]O ∧ [ι]P . It is not difficult to
show that these conditions are indeed equivalent to P ⊆ Sι ∨ ⟨τ ⟩P ∨ ⟨ι⟩O and O ⊆ [τ ]O∧ [ι]P which are the requirements
for (P,O) ∈ BFLM according to Proposition 6.2. The formulation (13) makes it easy to see that the operations of bfl-M on P
and O are duals. Thus, bfl-M is a function on FLM , i.e., if (P,O) ⊆ dm(P,O) then bfl-M(P,O) ⊆ dm(bfl-M(P,O)). Notice that
if Sτ = ∅ and Sι = S then (13) reduces to the function dfl-M for plain defensibility mentioned at the end of Section 5.
Proposition 6.2 implies that maximally classical front lines are always binary. In fact, it is possible to draw a close
connection between maximal classical front lines and classical logic. Recall the formula φM capturing the logical content
ofM as defined in Section 3. Taking the classical truth-value interpretation of φM and identifying subsets P ⊆ Swith binary
valuations P : S→ Bwe find that (P,¬P) is a (maximal) classical front line iff P satisfies φM . In other words,
Proposition 6.3. The maximal classically defensible front lines coincide with the classical binary truth-value models of φM .
Proof. Let (P,¬P) be a front line such that P |= φM . We show that (P,¬P) is classically defensible. By Proposition 6.2 it
suffices to verify that P ∧ Sτ ⊆ ⟨τ ⟩P ∨ ⟨ι⟩¬P and ¬P ⊆ [τ ]¬P ∧ [ι]P .
We first show ¬P ⊆ [τ ]¬P . Let x ∈ ¬P be given, i.e., P(x) = 0, and corridor x τ−→ y in M . We claim that y ∈ ¬P .
Suppose that x ∈ Sι. Then, due to the structure of our mazes, y ∈ Sι, and by construction, φM contains a conjunct of the form
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(· · · ∨ t+(y)) ⊃ xwhere t+(y) = y. Since P validates φM and P(x) = 0 we conclude that P(t+(y)) = P(y) = 0, i.e., y ∈ ¬P .
What if x ∈ Sτ? Then, y ∈ Sι and φM contains a conjunct x ≡ t+(x)where t+(x) = · · · ∨ y. Again, P(x) = 0 and P(φM) = 1
implies P(y) = 0, whence y ∈ ¬P . This shows that ¬P ⊆ [τ ]¬P .
Next, consider a corridor x
ι−→ y inM . If x visible, φM has a conjunct (t−(y) ∨ · · · ) ⊃ x. Since P(x) = 0 and P(φM) = 1
this means P(t−(y)) = 0. Now, if y is visible, too, we have t−(y) = ¬y implying y ∈ P . If y is secret then we use the fact
that φM has a conjunct of the form y ≡ t+(y). Since t−(y) and t+(y) are dual we conclude P(y) = P(t+(y)) = 1 from
P(t−(y)) = 0. Hence, again y ∈ P . If x is secret then necessarily y ∈ Sι. We now use the conjunct x ≡ t+(x) of φM with
t+(x) = t−(y) ∨ · · · = ¬y ∨ · · · to conclude P(y) = 1 from P(φM) = 1 and P(x) = 0. So, no matter whether x is visible or
secret, y ∈ P . This proves¬P ⊆ [ι]P , whence overall ¬P ⊆ [τ ]¬P ∧ [ι]P holds, as desired.
Now we turn to prove P ∧ Sτ ⊆ ⟨τ ⟩P ∨ ⟨ι⟩¬P . Assume x ∈ P ∧ Sτ . Since x is secret the formula φM contains a conjunct
x ≡ t+(x), and thus P(φM) = 1 together with P(x) = 1 implies P(t+(x)) = 1. By definition of t+(x) this means there
must be a successor room y, which is necessarily visible, such that x
ι−→ y and P(t−(y)) = P(¬y) = 1 or x τ−→ y and
P(t+(y)) = P(y) = 1. But this is precisely the conclusion x ∈ ⟨τ ⟩P ∨ ⟨ι⟩¬P we are looking for.
Vice versa, suppose (P,¬P) is a classically defensible front line, i.e., P ∧ Sτ ⊆ ⟨τ ⟩P ∨ ⟨ι⟩(¬P) and¬P ⊆ [τ ]¬P ∧ [ι]P by
Proposition 6.2. The former may be rephrased as [τ ]¬P ∧ [ι]P ∧ Sτ ⊆ ¬P and latter as ⟨τ ⟩P ∨ ⟨ι⟩¬P ⊆ P . We wish to prove
that P(φM) = 1. We do this by showing that each conjunct of
φM =

s∈Sι
 
s
ι−→s′
t−(s′) ∨

s
τ−→s′
t+(s′)
 ⊃ s
 ∧
s∈Sτ
(s ≡ t+(s))
evaluates to 1 under P .
To start with suppose that P(t−(s′)) = 1 for any of the trigger conditions t−(s′) with s ι−→ s′ and s ∈ Sι. Two cases
need to be considered: (i) If s′ ∈ Sι, t−(s′) = ¬s′ which means P(s′) = 0. In other words, s′ ∈ ¬P and s ∈ ⟨ι⟩¬P . But by
assumption ⟨ι⟩¬P ⊆ P so that s ∈ P . (ii) On the other hand if s′ ∈ Sτ we have t−(s′) = s′ ι−→s′′ t+(s′′) ∧s′ τ−→s′′ t−(s′′)
so that we conclude P(s′′) = P(t+(s′′)) = 1 for all successors s′ ι−→ s′′ and P(¬s′′) = P(t−(s′′)) = 1 for all successors
s′ τ−→ s′′ of s′. Thus, s′ ∈ [τ ](¬P) ∧ [ι]P ∧ Sτ ⊆ ¬P . This, in turn, means s ∈ ⟨ι⟩¬P ⊆ P as desired.
Next, let us assume that P(t+(s′)) = 1 for some trigger condition t+(s′) with s τ−→ s′ and s ∈ Sι. Here we can again
bring to bear the special form of our mazes, and conclude that s′ ∈ Sι, i.e., P(s′) = P(t+(s′)) = 1, and thus s ∈ ⟨τ ⟩P ⊆ P .
Finally, we take a look at the conjuncts s ≡ t+(s) in φM for secret rooms s ∈ Sτ . Actually, t+(s) is the disjunction
s
ι−→s′ t
−(s′)∨s τ−→s′ t+(s′) =s ι−→s′ ¬s′∨s τ−→s′ s′ and thus P(t+(s)) = 1 equivalent to the condition s ∈ ⟨ι⟩(¬P)∨⟨τ ⟩P .
However, since by assumption ⟨τ ⟩P ∨ ⟨ι⟩¬P ⊆ P and P ∧ Sτ ⊆ ⟨τ ⟩P ∨ ⟨ι⟩(¬P), the condition s ∈ ⟨ι⟩(¬P)∨ ⟨τ ⟩P and s ∈ P
are equivalent for secret rooms s. Hence P(s ≡ t+(s)) = 1 if s ∈ Sτ . This completes the proof that P(φM) = 1. 
Thus, the notion of classical defensibility coincides with classical truth valuations of reactive components and
synchronous responses.
6.2. Coherent responses
The second strengthening of strategies is A-liveness. In an A-live strategy player A must make sure he is never blocked,
i.e., he always makes a move when he receives the turn. This means for every ‘‘present’’ signal in P the player must be able
to offer a justifying transition. Of course, like for ordinary defence strategies, he must play consistently, i.e., always move
from a (‘‘safe’’) P-position in his territory while confining the opponent to region O and preventing him from conquering
any position in P . Let us say a front line (P,O) is coherent if it is defensible by an A-live strategy. In other words, a front line
is defended coherently if player A is consistent and can avoid ever getting trapped in a terminal position. Note that coherent
front lines admit infinite plays. Let CFLM be the collection of all coherent front lines. Obviously, CFLM ⊆ BFLM . Like for
classical defensibility a simple characterisation can be given that does not refer to strategies.
Proposition 6.4. Let (P,O) be a front line. Then, the following are equivalent:
1. (P,O) ∈ CFLM
2. O ⊆ [τ ]O ∧ [ι]P and P ⊆ ⟨τ ⟩P ∨ ⟨ι⟩O.
Proof. Let the coherent front line (P,O) be given and Σ an A-live defence strategy for it, i.e., P = PΣ and O = OΣ . From
Proposition 6.2we know thatO ⊆ [τ ]O∧[ι]P . It remains to verify PΣ ⊆ ⟨τ ⟩PΣ∨⟨ι⟩OΣ . So, let x ∈ PΣ be arbitrary andπ ∈ Σ
amaximal playwithπ(n) = (x, A) for some n ∈ dom(π). SinceΣ isA-livewemust have n+1 ∈ dom(π). Then, by definition
of plays, π(n+ 1) = (y, Aγ ) for some corridor x γ−→ y. If γ = τ then Aγ = A which means y ∈ PΣ , and thus x ∈ ⟨τ ⟩PΣ . If
γ = ι then Aγ = B, from which it follows that y ∈ OΣ and further x ∈ ⟨ι⟩OΣ . This shows PΣ ⊆ ⟨τ ⟩PΣ ∨ ⟨ι⟩OΣ as claimed.
For the other direction consider a front line (P,O) such that the conditions O ⊆ [τ ]O ∧ [ι]P and P ⊆ ⟨τ ⟩P ∨ ⟨ι⟩O hold.
We proceed as in the proof of Proposition 6.2. Consider the relation
T :=

(x, τ , y) | x τ−→ y & x, y ∈ P

∪

(x, ι, y) | x ι−→ y & x ∈ P, y ∈ O

.
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Because of the assumption P ⊆ ⟨τ ⟩P ∨ ⟨ι⟩O the relation T ⊆ P × {τ , ι} × S is left total. To defend (P,O) pick any transition
strategy (a total function) α : P → {τ , ι} × S contained in T . We now show thatΣ := Πα(P,O) is an A-live defence strat-
egy for (P,O). Clearly, Σ defends (P,O) by definition. Let play π ∈ Σ be given. Exploiting the inequation O ⊆ [τ ]O ∧ [ι]P
and α ⊆ T , it is easy to show by induction on n that turn(π(n)) = A implies pos(π(n)) ∈ P and turn(π(n)) = B implies
pos(π(n)) ∈ O. From this it follows directly that Σ is consistent. To argue A-liveness take any maximal play π ∈ Σ such
that π(n) = (m, A), specificallym ∈ P . Using totality of α on P and maximality of π it follows that π(n+ 1) is defined and
π(n + 1) = (m′, Aγ ) for some corridor m γ−→ m′. If m′ ∈ Sι we are done. If m′ ∈ Sτ then the corridor m γ−→ m′ must be
visible, i.e., γ = ι, which meansm′ ∈ O since Aγ = B. The secret roomm′ must have (i) at least one successor room and (ii)
all its successors m′
γ ′−→ m′′ must be visible m′′ ∈ Sι. As m′ ∈ O, Σ is B-closed, and π maximal, it follows that π(n + 2) is
defined and pos(π(n+ 2)) ∈ Sι, which is what we need for A-liveness. 
Using Proposition 6.4 one can show that for arbitrary P there exists O such that (P,O) is a coherent front line iff
P ⊆ is_present(P)where
is_present(X) := ⟨τ ⟩X ∨ ⟨ι⟩(νY . (¬X ∧ [τ ]Y ∧ [ι]X)).
Dually, a set O can be extended to a coherent front line (P,O) iff O ⊆ is_absent(O) for
is_absent(Y ) := [τ ]Y ∧ [ι](νX .(¬Y ∧ (⟨τ ⟩X ∨ ⟨ι⟩Y ))).
These characterisations describe the approximation procedures to check that particular signals are coherently present
(absent) in the system response without specifying the full expected response up front. It is worth pointing out that the
negations appearing in is_present and is_absent are necessary to make sure the front lines extracted are consistent. As
a consequence of this, the arguments P and O, respectively, appear simultaneously co- and contravariantly in the right-
hand sides of both inequations P ⊆ is_present(P) and O ⊆ is_absent(O). Therefore, we cannot hope to obtain unique
maximal solutions, in general. The co-contravariance problem also shows up in our expanded setting of the doubled-up
lattice 2S × 2S. Proposition 6.4 says that coherent front lines (P,O) coincide with the consistent pfps of the set function
cfl-M : (2S × 2S)→ (2S × 2S) defined as
cfl-M(X, Y ) = (cfl-M1(X, Y ), cfl-M2(X, Y )) := (⟨τ ⟩X ∨ ⟨ι⟩Y , [τ ]Y ∧ [ι]X).
The fact that cfl-M is monotone does not help us since wemust take cfl-M in the sub-domain FLM := {(P,O) | P ∩O = ∅} ⊆
2S × 2S of front lines which is not a complete lattice but only directed complete. In a directed complete lattice monotone
functions need not have a greatest fixed point, onlymaximal ones. The pfps of the system function cfl-M identify the coherent
front lines and the maximal ones among them are the possible coherent responses ofM .
Proposition 6.5. (P,O) is a maximal coherent front line iff it is a maximal fixed point of cfl-M : FLM → FLM . Moreover, (P,¬P)
is coherent iff P = ⟨τ ⟩P ∨ ⟨ι⟩¬P.
Proof. In viewof Proposition 6.4 it suffices to show for the first part of the proposition that themaximal consistent post-fixed
points of cfl-M coincide with its maximal consistent fixed points. But this follows from Lemma 4.6 in Section 4 considering
that cfl-M preserves front lines and that FLM is chain-complete.
For the second part of the proposition consider that each coherent (P,¬P) is trivially maximal and thus (P,¬P) a fixed
point of cfl-M . From this P = ⟨τ ⟩P ∨ ⟨ι⟩¬P follows directly. Vice versa, assume the equation P = ⟨τ ⟩P ∨ ⟨ι⟩¬P holds. Then,
by contraposition,¬P = [τ ]¬P ∧ [ι]P , which means (P,¬P) is a fixed point of cfl-M and thus coherent. 
Obviously, two-valued coherent front lines (P,¬P) are a special case of two-valued classical front lines which satisfy
(cf. Proposition 6.2) the weaker conditions P ⊆ Sι ∨ ⟨τ ⟩P ∨ ⟨ι⟩¬P and P ⊇ ⟨τ ⟩P ∨ ⟨ι⟩¬P which in turn are special cases of
binary plain defensible front lines which fulfill only the one inequation P ⊇ ⟨τ ⟩P ∨ ⟨ι⟩¬P .
What do coherent front linesmean for synchronous programming? Let us look at esterel. Considering a corridor x
τ−→ y
as a statement present y then x and x
ι−→ y as present y else x associates an esterel program esterel(M) with our maze M .
A front line (P,O) ofM then corresponds to a potential response of esterel(M)where all signals in P are considered present
and all in O absent. Now, (P,¬P) is coherent if a signal is present x ∈ P in the response iff there is a statement in esterel(M)
that emits it, i.e., there is present y1 then x and y1 ∈ P or present y2 else x and y2 ∈ ¬P; and a signal is absent x ∈ ¬P exactly
if all statements that can emit x are switched off. Two-valued coherent responses have been called logically coherent by
Berry [39], hence our terminology. An esterel program is logically reactive (logically deterministic) if it has at least (at most)
one logically coherent response.
What is constructive about coherence? Well, coherence is related to the notion of inertiality. If a transition, say c,¬a/b
represents a response functionwith inertial delay then it has the following extra property: If the input trigger c∧¬a becomes
satisfied and then false again before output b could be produced, then the transition completely forgets its previous excita-
tion. Another way to put this is: if c ∧¬a holds during some non-empty interval [s, t) ⊂ R of time and the output b indeed
reacts while it is on, say at tb ∈ [s, t), then bmust remain present strictly beyond t , i.e., during some interval [tb, t + ϵ), for
ϵ > 0. Inertiality is an important assumption in hardware design [12] (see also [37]) and the key to implementing memory.
It is not difficult to verify, then, that a component (represented in Fig. 3) such as (c,¬a/b) | (b,¬a/c) | (¬d, b, c/d) can
exhibit a real-time waveform in which both b, c are constant true mutually supporting each other by inertiality when a is
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Fig. 3.Maze for component (c,¬a/b) | (b,¬a/c) | (¬d, b, c/d)with coherent front lines (P1,O1), (P3,O3).
absent. This corresponds to the coherent front line (P1,O1) = ({b, c}, {a, y, z}). Observe that (P1,O1) cannot be extended
to a two-valued coherent solution. For even with inertial delays signal d cannot be guaranteed to stabilise when b, c are
present. The example also has the coherent and two-valued solution (P3,O3) = ({x, y, z}, {a, b, c, d}), which means our
example is non-deterministic. In contrast, the classical front line (P2,O2) = ({a, b, c, y, z},∅) is not coherent since b, c
would have to be maintained by the environment, which is not an autonomous and constructive response.
6.3. Lazy responses
Coherent strategies, though stronger than classical responses, still constitute a weak notion of winning. A player can
defend his positions simply by avoiding ever to get stuck in a terminal positionwhile maintaining consistency. This includes
the possibility that A cycles along an infinite path of secret corridors where he keeps the turn forever. In this section we will
strengthen the winning condition so as to eliminate such behaviour. We still permit infinite plays but require the winning
player to be reactive in the sense that he is never embarrassed about amovewhen challenged and always generates a proper
response (hands over to opponent in a visible room) in finite time, though we do not insist he can stop the opponent from
ever challenging him again. This is precisely the winning condition called A-reactiveness.
For the example of Fig. 3 we find that the indicated coherent valuation (P1,O1) = ({b, c}, {a, y, z}) is not A-reactive
and thus ruled out. In defending room b ∈ P1, say, player A would indefinitely send his opponent around the intermediate
secret rooms y, z (corresponding to the composite trigger conjunctions c∧¬a and b∧¬a) which violates reactiveness. Only
(P3,O3) = ({x, y, z}, {a, b, c, d}) remains as being defensible under A-reactiveness.
To express the demand-driven nature of creating responseswe shall call such front lines, defensible underA-reactiveness,
lazy andwrite LFLM for the set of lazy front lines. The terminology is inspired by the computational intuition that the system
player A produces a result to a request5 from the environment player B. In a lazy computation it suffices that the system
respond to every request from the environment in finite time, without necessarily being able to make the environment stop
all further requests. Notice again, the central feature of these games is their use of infinite plays.
We will show how lazy front lines LFLM are determined as the post-fixed points of a suitable monotone function
lfl-M : FLM → FLM such that all pfps of lfl-M are pfps of cfl-M , which we abbreviate as lfl-M ≤ cfl-M . This implies that
LFLM ⊆ CFLM as expected, i.e., all lazy front lines are necessarily coherent. Moreover, we show that lazy defence strategies
are intimately related with Pnueli & Shalev’s interpretation of Statecharts [40] in the sense that the maximal elements in
LFLM correspond to the step responses of M viewed as a Statechart. For convenience we first assume that all rooms are
visible. Both Propositions 6.6 and 6.7 need to be generalised somewhat (see below).
Proposition 6.6. Let (P,O) be a front line. Then, the following are equivalent:
1. (P,O) ∈ LFLM
2. P ⊆ µX .(⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩O) and O ⊆ [τ ]O ∧ [ι]P.
Proof. We assume throughout that (P,O) is a front line, i.e., P ∩ O = ∅. We show that the following are equivalent:
1. (P,O) is lazy
2. (P,O) is a left inseparable and right stable element of cfl-M : FLM → FLM
3. P ⊆ µX .(⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩O) and O ⊆ [τ ]O ∧ [ι]P .
Equivalence between (2) and (3) follows from the general result stated in Lemma 4.9 based on Definition 4.7.
(1) ⇒ (2) Assume that (P,O) is lazy and defended by strategy Σ . Then, P = PΣ , O = OΣ and Σ = Πα(P,O) for some
transition strategy α. As (P,O), in particular, is coherent, it is right stable for cfl-M by Proposition 6.4 and Lemma 4.9. We
show that for all X ⊆ P , if X ∧ (⟨τ ⟩(P\X) ∨ ⟨ι⟩O) = ∅, then X = ∅, too. This will prove that (P,O) is left inseparable for
cfl-M by Lemma 4.9 and condition (iv) of Lemma 4.2.
5 As in the standard type-theoretic setting we imagine environment B making the first move with a choice of a secret corridor to any room in O or a
visible corridor to any of the P positions. Logically, this is the conjunction of all P with the negation of all O positions.
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Let X be some subregion of P . Assume that for allm ∈ X ifm τ−→ y then y ∉ P\X and ifm ι−→ y, then y ∉ O. By definition
all rooms m ∈ P occur in some (maximal) play π ∈ Πα(P,O) with player A having the turn in m. Since all maximal plays
are A-live, α(m) = (α1(m), α2(m)) ∈ {ι, τ } × Smust be defined for all m ∈ P and m α1(m)−→ α2(m)must be a corridor in M .
Now, consider anym ∈ X ⊆ P . We claim that α1(m) = τ and α2(m) ∈ X . First, suppose α1(m) = ι instead. Then, from the
assumption we get α2(m) ∉ O. But this is impossible because A, having passed along a visible corridor, must give the turn to
B in α2(m) and thus α2(m) ∈ O since O by definition are all positions occupied by B in any play ofΠα(P,O). Thus, we must
have α1(m) = τ . The above assumption then implies α2(m) ∉ P\X . But since necessarily α2(m) ∈ P by the same argument
as before this implies α2(m) ∈ X . Hence, we have shown
∀m ∈ X . α1(m) = τ and α2(m) ∈ X .
This means, however, that strategy α would keep A in sub-region X , and hence in P , indefinitely, in all maximal plays, which
contradicts A-reactiveness as A never hands over to B. So, X must be empty as claimed.
Now we tackle direction (2)⇒ (1) and assume (P,O) is left inseparable, i.e., by Lemma 4.9 and Lemma 4.2(iv) we have
∀∅ ≠ X ⊆ P. X ∧ (⟨τ ⟩(P\X) ∨ ⟨ι⟩O) ≠ ∅. (14)
Note that (P,O) is classically defensible according to Proposition 6.2 since by right stability O ⊆ [τ ]O ∧ [ι]P .
Now observe that if P = ∅, then any defence strategy α will do. We know that (∅,O) is defensible. Since A never needs to
make a move every play is trivially A-reactive. In fact, for front lines (∅,O) all three notions of strategies A-live, A-reactive,
A-terminating coincide. So, wemay assume P ≠ ∅ in the following.We are going to construct an A-reactive defence strategy
α for P incrementally as α0 ⊆ α1 ⊆ · · · ⊆ α from a sequence P0 ⊆ P1 ⊆ · · · ⊆ P of positions such that αi at each stage i is
defined for Pi as its domain of definition. The start of the approximation sequence is given as follows:
P0 := P ∧ ⟨ι⟩O =

m ∈ P | ∃m′ ∈ O.m ι−→ m′

.
Choosing X as P in our assumption (14) shows that P0 ≠ ∅. Define α0 on allm ∈ P0 by α0(m) = (ι, y)where y ∈ O is some
choice of position such thatm
ι−→ y. Now suppose we have already defined the sequence up to Pn and αn. If Pn = P we are
done. If Pn ( P we continue with
Pn+1 := Pn ∨ (P ∧ ⟨τ ⟩Pn) = Pn ∪

m ∈ P | ∃m′ ∈ Pn.m τ−→ m′

.
We claim that Pn ( Pn+1. First, since Pn ( P we may take P\Pn ≠ ∅ for X in our assumption (14), which gives
P\Pn ∧ (⟨τ ⟩Pn ∨ ⟨ι⟩O) ≠ ∅. Since P ∧ ⟨ι⟩O = P0 ⊆ Pn by construction, we must have P\Pn ∧ ⟨τ ⟩Pn ≠ ∅. But this is
precisely the statement Pn+1 \ Pn ≠ ∅, hence Pn ( Pn+1. Now extend αn to αn+1 by choosing, for every m ∈ Pn+1\Pn some
y such that m
τ−→ y and y ∈ Pn. We continue this process until we have fully exhausted P , possibly by iteration along
arbitrary ordinals exploiting the Well-ordering Principle. For limit ordinals γ we put αγ := i<γ αi. In finite mazes we
must eventually reach a stage k < ω for which Pk = P and α = αk.
We claim thatΠα(P,O) is a lazy defence strategy for P . Because of the construction of α on P it is clear that whenever A
finds himself in P having the turn he will pass through a sequence of secret corridors through regions Pi in descending order
until he eventually (in finite time) reaches P0, from which he exits region P into O through a visible corridor. On the other
hand, if the game is in O and it is B’s turn then assumption O ⊆ [τ ]O ∧ [ι]P tells us that all secret moves of B will stay in O
and each visible move of Bwill enter P . This means, the opponent outside of P has no chance to conquer any of A’s territory
P . So,Πα(P,O) is consistent. Finally, all positions in which A receives his turn, either in games starting with A in P or those
starting with B in O, must lie inside P . Since A always eventually hands over the turn to B, the strategy is A-reactive. This
completes the proof of Proposition 6.6. 
Using the characterisation of Proposition 6.6 we can eliminate the negative part O from the definition of lazy front
lines as before: A set P can be lazily defended by the starting player, i.e., is part of a lazy front line (P,O) for some O iff
P ⊆ µX .(⟨τ ⟩(P ∧X)∨⟨ι⟩O∗) for the fixed (‘‘loosest upper approximation’’) O∗ := νY .¬P ∧[τ ]Y ∧[ι]P . A similar statement
can be made for the opponent part: A set O can be defended by the second player, i.e., is part of a lazy front line (P,O) for
some P iff O ⊆ [τ ]O ∧ [ι]P∗ for the fixed set P∗ := νY .(¬O ∧ µX .(⟨τ ⟩(Y ∧ X) ∨ ⟨ι⟩O)). Note again how these ‘‘one-sided’’
formulations bring up the combined co- and contravariance inherent in our setting.
Proposition 6.6 states that (P,O) is a lazy front line if it is a consistent pfp of the set function lfl-M : (2S×2S)→ (2S×2S)
defined as
lfl-M(P,O) = (lfl-M1(P,O), lfl-M2(P,O))
:= (µX .(⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩O), [τ ]O ∧ [ι]P)
= (µX .cfl-M1(P ∧ X,O), cfl-M2(P,O)).
Clearly, lfl-M is monotone and lfl-M ≤ cfl-M . This implies that lfl-M , too, preserves front lines, whence it is a monotone
function on LFLM . We may now rephrase Proposition 6.6, thus: A front line is lazy iff it is a pfp of lfl-M : FLM → FLM . The
fact that lfl-M ≤ cfl-M then explains why LFLM ⊆ CFLM . Again, from general results (see Section 4) it follows that LFLM is
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Fig. 4. The maze M for component ¬c/b | ¬b/c | c,¬a,¬b/a with maximal lazy front lines (P1,O1) and (P2,O2). Mazes M1 and M2 to illustrate role of
secret rooms.
closed under directed union and preserved by the game function cfl. Also in Section 4 it was shown that the pfps of lfl-M
form a special class of pfps of cfl-M , viz. the left inseparable pfps.
As an aside we note that lfl-M is not just an arbitrary ‘‘sub-function’’ of cfl-M , but one that preserves fixed points. Every
fixed point of lfl-M is also a fixed point of cfl-M . For suppose that (P,O) = lfl-M(P,O) = (µX .cfl-M1(P ∧X,O), cfl-M2(P,O))
then we compute
P = µX .cfl-M1(P ∧ X,O)
= cfl-M1(P ∧ µX .cfl-M1(P ∧ X,O),O)
= cfl-M1(P ∧ P,O)
= cfl-M1(P,O)
and so (P,O) = cfl-M(P,O) as claimed. The operational intuition behind this is that the complete lazy response of any sub-
system ofM (a fixed point of lfl-M) remains a complete response according to the coherent semantics (fixed point of cfl-M).
By relaxing the game semantics more parts ofM may produce a response, while stronger responses are preserved.
Proposition 6.7. Let (P,O) be a front line. Then, (P,O) is maximal lazy iff it is a maximal fixed point of lfl-M. Specifically, (P,¬P)
is lazy iff P = µX .(⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩¬P).
Proof. Note that lfl-M is monotone on front lines. Since front lines are chain complete we can apply Lemma 4.6 to the
function lfl-M to prove the first part of the proposition. As to the second part, assume (P,¬P) is lazy. Then it is trivially
maximal and thus by the first part a fixed point of lfl-M . So, we know that P = µX .(⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩¬P). Reasoning in the
other direction, the assumption is P = µX . cfl-M1(P ∧ X,¬P), where cfl-M1(X, Y ) := ⟨τ ⟩X ∨ ⟨ι⟩Y is the first component of
the maze function cfl-M . We obtain
P = µX .cfl-M1(P ∧ X,¬P)
= cfl-M1(P ∧ µX .cfl-M1(P ∧ X,¬P),¬P)
= cfl-M1(P ∧ P,¬P)
= cfl-M1(P,¬P) = ⟨τ ⟩P ∨ ⟨ι⟩¬P,
from which it follows by negation that¬P = [τ ]¬P ∧ [ι]P , whence (P,¬P) is in fact a fixed point of lfl-M and thus (P,¬P)
is lazy (Proposition 6.6) as desired. 
As before with coherence, maximal lazy front lines need neither be uniquely defined nor two-valued. For the component
M in Fig. 4 we find that there are two lazy responses (=maximal lazy front lines) (P1,O1) = ({b, x}, {a, c}) and (P2,O2) =
({c}, {b, x}). Of those only the former is two-valued. In the latter, signal a remains in untenable no-man’s-land. It cannot be
defended consistently neither as part of P2 nor of O2.
Note that in the exampleM of Fig. 4 it does not matter if the intermediate room x associated with the trigger conjunction
c∧¬a∧¬b of transition c,¬a,¬b/a is visible or secret.We obtain the same lazy front lines. This is not in general so. Consider
the mazesM1 andM2 in Fig. 4. InM1 the room x is secret which means that ({x}, {a, b}) is the only non-trivial lazy front line,
while in M2 both ({x}, {a, b}) and ({a}, {x, b}) are lazily defensible. Hence, the fact that x is visible in M2 and hidden in M1
does make a difference. However, as it stands, the characterisation stated in Proposition 6.6 does not properly account for
secret rooms. In fact, the front line ({a}, {x, b}) is a maximal pfp of lfl-M1 as defined above, which it should not be.
In order to fix this we must change condition (2) of Proposition 6.6 as follows:
P ⊆ µX .(⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩((O ∧ Sι) ∨ (O ∧ [τ ]O ∧ [ι](P ∧ X))) (15)
O ⊆ [τ ]O ∧ [ι]P.
Accordingly, Proposition 6.7 in its general form6 should say that (P,¬P) is a lazy front line iff
P = µX .(⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩((¬P ∧ Sι) ∨ (¬P ∧ [τ ]¬P ∧ [ι](P ∧ X))).
6 On mazes arising from reactive components, satisfying the special conditions on secret rooms set out in Section 3.
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Let us compare (15) with the original formulation in Proposition 6.6, viz. the condition P ⊆ µX .(⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩O). For
every set O the fixed point µX .(⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩O) is the least solution of the equation
X = ⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩O. (16)
This solution X represents the set of positions inwhich the playerwho occupies P can hand over to the opponent in a roomof
O after a finite number of τ -moves inside P . The problemwith Proposition 6.6 now is that this room of Omay not be visible.
To make a lazy defence, however, the opponent must eventually be forced into a visible room. Therefore, we strengthen O
in (16) to become
(O ∧ Sι) ∨ (O ∧ [τ ]O ∧ [ι](P ∧ X)) (17)
which splits up the subset ofO-rooms into thosewhich are visibleO∧Sι or such that the opponentmust necessarily perform
either a secret move (conjunct [τ ]O) into a position which will be visible by the structure of our maze, or else hand back
control to the player inside the restricted region P ∧ X through a visible corridor (conjunct [ι](P ∧ X)). However, since X is
bound by the least fixed point, such a hand-over cannot be repeated indefinitely. Hence, the rooms described by (15) must
eventually induce a strategy for the player in P to force his opponent into the set O ∧ Sι. Note that if there are no secret
rooms, then (O∧ Sι)∨ (O∧ [τ ]O∧ [ι](P ∧ X)) = O∨ (O∧ [τ ]O∧ [ι](P ∧ X)) = O and thus (15) reduces to what we have
used in Proposition 6.6.
In our exampleM1 of Fig. 4 we find that the front line ({a}, {x, b}) no longer satisfies condition (15). Let us see why. Since
P = {a} and O ∩ Sι = {b}, condition (15) turns into
{a} ⊆ µX .(⟨τ ⟩({a} ∧ X) ∨ ⟨ι⟩({b} ∨ ({x, b} ∧ [τ ]{x, b} ∧ [ι]({a} ∧ X)))). (18)
But the first iteration of the fixed point µX yields
⟨τ ⟩({a} ∧ ∅) ∨ ⟨ι⟩({b} ∨ ({x, b} ∧ [τ ]{x, b} ∧ [ι]({a} ∧ ∅)))
= ⟨τ ⟩∅ ∨ ⟨ι⟩({b} ∨ ({x, b} ∧ [τ ]{x, b} ∧ [ι]∅))
= ⟨ι⟩({b} ∨ ({b} ∧ [τ ]{x, b}))
= ⟨ι⟩{b} = ∅,
where the second equation is due to ⟨τ ⟩∅ = ∅ and {x, b} ∧ [ι]∅ = {b}. Thus, the fixed point on the right-hand side of (18)
is empty and indeed our refined condition is not satisfied.
We can now state the connection between the lazy front lines inM and the Pnueli & Shalev Statecharts responses [40] of
its associated reactive component C (cf. Section 3) which may thought of as the flat and normalised encoding of a complex
hierarchical Statecharts automaton [33].
Theorem 6.8. Let M be a finite maze and C the reactive component associated with M viewed as a Statecharts program. Then, P
is a Pnueli & Shalev response of C iff (P,¬P) is a lazy front line in M.
Theorem 6.8 is a consequence of Proposition 6.9 below and the results presented in [34] on the connection between
Pnueli & Shalev step responses and intuitionistic Kripke models. It will be instructive to sketch this here. A linear two-world
intuitionistic model over atoms S is a structure K = (W ,≤) of worlds W = {0, 1} with accessibility relation 0 ≤ 1, together
with a monotone valuation V of worldsw ∈ W by subsets V (w) ⊆ S of propositional atoms, viz. those that are forced true
at this world. We can then validate arbitrary propositional formulas over atoms a ∈ S on worlds in K in the intuitionistic
fashion by stipulating K , w |= a iff a ∈ V (w), K , w |= φ ∧ ψ iff K , w |= φ and K , w |= ψ , and K , w |= φ ⊃ ψ iff for all
w ⊑ u and K , u |= φ we have K , u |= ψ . A formula is valid in K , written K |= φ, if it is valid globally, i.e., in all worlds of K .
Classical logic is the special case where the valuation V is constant overW , so K essentially is a single point. In the following
we identify7 models K with their valuations V , i.e., monotonic mappings V : {0, 1} → 2S. We introduce a partial ordering
on models so that V1 ≤ V2 iff V1(0) ⊆ V2(0) and V1(1) = V2(1). A model is called a response model of φM if it is a minimal
intuitionistic model of φM under the≤ ordering.
A model V can be thought of as a concrete rendering of a front line (PV ,OV ): PV := {x | V |= x} = V (0) and OV :=
{x | V |= ¬x} = S \ V (1). Note that since false is never valid in any world, negation ¬a (which is the same as implication
a ⊃ false) is valid at 0 iff a is refuted at both 0 and 1. This means that the front line (PV ,OV ) is consistent but may not
be two-valued, since atoms which are false at world 0 but become true at world 1 are neither in PV nor in OV . Only if the
valuation V is constant then we have PV = ¬OV in which case (PV ,OV ) is binary. Every subset P ⊆ S induces a constant
model, also written P , in the obvious way with valuations V (0) = V (1) = P .
Proposition 6.9. (P,¬P) is a lazy front line of M iff P is a response model of φM .
Proof. (⇒) Suppose (P,¬P) is lazy. Take the constant two-world Kripke model VP such that VP(0) = VP(1) = P . Now
(P,¬P), in particular, is a maximal classical front line (cf. Proposition 6.2), so valuation VP(i) is a classical two-valuedmodel
7 More compactly, models K may be identified with 3-valued interpretations V : S → {0, 12 , 1} where V (a) = 1 iff K |= a, V (a) = 0 iff K |= ¬a and
V (a) = 12 otherwise. The truth table then is Gödel’s 3-valued logic [21].
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of φM as stated in Proposition 6.3. Trivially, then VP |= φM . The crucial part is to show that VP is a response model, i.e., that
it cannot be properly reduced to a two-world model V ′ < VP of φM . We claim that whenever V ′ ≤ VP and V ′ |= φM then
V ′ = VP , or, which is the same, V ′(0) = VP(0) and V ′(1) = VP(1). The direction V ′(0) ⊆ VP(0) of the first equality and the
second equality follow from the definition of V ′ ≤ VP . The proof of the remaining direction VP(0) ⊆ V ′(0) exploits the fixed
point characterisation P = µX . fP(X) for the monotone function
fP(X) := ⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩((¬P ∧ Sι) ∨ (¬P ∧ [τ ]¬P ∧ [ι](P ∧ X))) (19)
given in Proposition 6.7 (generalised for arbitrary mazes as specified above on page 949). If we can show that fP(V ′(0)) ⊆
V ′(0) then V ′(0) is a pre-fixed point of fP and since the least fixed point P of fP is also the least pre-fixed point (see [17]) we
can infer P ⊆ V ′(0). This implies VP(0) = P ⊆ V ′(0) as desired.
So, let us show that V ′(0) is a pre-fixed point of fP , then. To this end, pick any x ∈ fP(V ′(0)). There are two cases to
consider.
(i) If x ∈ ⟨τ ⟩(P ∧ V ′(0)) = ⟨τ ⟩V ′(0) then x is connected to some y ∈ V ′(0) through a secret corridor x τ−→ y. The former
means V ′ |= y. In our mazes ymust be visible. Suppose x is visible, too. Then, φM includes an implication (· · · ∨ t+(y)) ⊃ x
with t+(y) = y. Since V ′ |= y and also V ′ |= φM , we have V ′ |= xwhich is precisely the condition x ∈ V ′(0) that we are after.
On the other hand, if x is secret then φM includes the equality x ≡ t+(x)where t+(x) =x ι−→s′ t−(s′)∨x τ−→s′ t+(s′). This
t+(x) has as one of its disjuncts the expression t+(y) = y because x τ−→ y and y ∈ Sι. But then V ′ |= y implies V ′ |= t+(y)
which in turn means V ′ |= t+(x). Hence finally, V ′ |= x as V ′ |= x ≡ t+(x) by assumption, and so x ∈ V ′(0).
(ii) The second case is when x ∈ ⟨ι⟩((¬P ∧ Sι) ∨ (¬P ∧ [τ ]¬P ∧ [ι](P ∧ V ′(0)))), i.e., there is a visible corridor x ι−→ y
and
y ∈ (¬P ∧ Sι) ∨ (¬P ∧ [τ ]¬P ∧ [ι](P ∧ V ′(0)))
= (¬P ∧ Sι) ∨ (¬P ∧ Sτ ∧ [τ ]¬P ∧ [ι](P ∧ V ′(0)))
= (¬V ′(1) ∧ Sι) ∨ (¬V ′(1) ∧ Sτ ∧ [τ ]¬V ′(1) ∧ [ι]V ′(0)).
The first equation holds for purely logical reasons since (¬P ∧ Q ) ∨ (¬P ∧ R) = (¬P ∧ Q ) ∨ (¬P ∧ ¬Q ∧ R) for all sets P ,
Q , R and the second equation follows since P = V ′(1) and V ′(0) ⊆ P . We claim V ′ |= t−(y) and argue by case analysis on y:
• If y ∈ ¬V ′(1) ∧ Sι then immediately V ′ |= ¬y since y ∈ ¬V ′(1), and from y ∈ Sι we get V ′ |= t−(y) as desired, because
then t−(y) = ¬y.
• Suppose y ∈ ¬V ′(1) ∧ Sτ ∧ [τ ]¬V ′(1) ∧ [ι]V ′(0), in particular, y ∈ [τ ]¬V ′(1) ∧ [ι]V ′(0). In other words, for all
successors y
τ−→ s′ we have s′ ∈ ¬V ′(1), i.e., V ′ |= ¬s′ and for all successors y ι−→ s′ we have s′ ∈ V ′(0), i.e.,
V ′ |= s′. But this means that V ′ |= t−(y) since for the secret room y ∈ Sτ the trigger condition reads t−(y) =
y
ι−→s′ t
+(s′) ∧y τ−→s′ t−(s′) = y ι−→s′ s′ ∧y τ−→s′ ¬s′ considering that all successors s′ of y must be visible which
means that t+(s′) = s′ and t−(s′) = ¬s′.
This completes the proof of V ′ |= t−(y). Now we observe that the existence of a corridor x ι−→ y means that the trigger
expression t−(y) occurs in φM either in an implication of the form (t−(y)∨· · · ) ⊃ x (if x is visible) or as a disjunctive part of
a trigger expression t+(x) = t−(y)∨ · · · in an equivalence x ≡ t+(x) (if x is secret). In either case V ′ |= t−(y) and V ′ |= φM
implies V ′ |= x, or x ∈ V ′(0), as desired. This completes the proof that fP(V ′(0)) ⊆ V ′(0) and thus the proof that VP is a
response model.
(⇐) For the other direction, let us assume that P ⊆ S is a response model of φM . Then, in particular, P is a two-valued
Boolean model of φM and thus by Proposition 6.3 the front line (P,¬P) is classical. From Proposition 6.2, then, we get both
P ⊆ Sι ∨ ⟨τ ⟩P ∨ ⟨ι⟩¬P and ¬P ⊆ [τ ]¬P ∧ [ι]P . By dualisation, the former implies Sτ ∧ [τ ]¬P ∧ [ι]P ⊆ ¬P and the latter
⟨τ ⟩P∨⟨ι⟩¬P ⊆ P . From this we obtain ⟨τ ⟩(P∧P)∨⟨ι⟩(¬P∧Sι)∨⟨ι⟩(¬P∧[τ ]¬P∧[ι](P∧P)) ⊆ ⟨τ ⟩P∨⟨ι⟩¬P∨⟨ι⟩¬P ⊆ P ,
which means that P is a pre-fixed point of fP with
fP(X) = ⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩(¬P ∧ Sι) ∨ ⟨ι⟩(¬P ∧ [τ ]¬P ∧ [ι](P ∧ X)),
i.e., fP(P) ⊆ P . If we can show that P is the least fixed point, P = µX . fP(X), then (P,¬P) is a lazy front line by Proposition 6.7
(the general form given above on page 949). Since the least fixed point is also the least pre-fixed point,µX . fP(X) ⊆ P . Hence,
it suffices to prove P ⊆ µX . fP(X).
We will in fact show that P ⊆ X for all fixed points X of fP . To this end let X be any subset of rooms such that fP(X) = X .
Then,
X ⊆ ⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩¬P (20)
⟨τ ⟩(P ∧ X) ⊆ X (21)
⟨ι⟩(¬P ∧ Sι) ⊆ X (22)
⟨ι⟩(¬P ∧ [τ ]¬P ∧ [ι](P ∧ X)) ⊆ X, (23)
where (20) is derived from X ⊆ fP(X) and (21)–(23) from fP(X) ⊆ X . Now consider the two-world linear Kripke model V
where V (0) = P ∧ X and V (1) = P . Since V (1) is a classical model of φM , V , 1 |= φM trivially. Further, we shall verify below
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that V , 0 |= φM using the above inclusions (20)–(23). However, P was assumed to be response model, so V (0) cannot be a
proper subset. Thus, we must have P ∧ X = V (0) = V (1) = P . This means P ⊆ X and consequently P indeed is the least
fixed point P = µX . fP(X) as claimed.
Let us see how V , 0 |= φM with
φM :=

s∈Sι
 
s
ι−→s′
t−(s′) ∨

s
τ−→s′
t+(s′)
 ⊃ s
 ∧
s∈Sτ
(s ≡ t+(s)),
can be obtained from (20)–(23). We consider each of the conjuncts in turn:
• Suppose, for s ∈ Sι and s ι−→ s′ we have V , 0 |= t−(s′). We must demonstrate that V , 0 |= s, which is the same as
s ∈ V (0) = P ∧ X . Since V , 1 |= φM and V , 1 |= t−(s′) (this is a direct consequence of V , 0 |= t−(s′)) we already have
V , 1 |= s, i.e., s ∈ V (1) = P . It remains to prove s ∈ X . If s′ ∈ Sι then V , 0 |= t−(s′) obtains s′ ∈ ¬V (1) = ¬P which
means s ∈ ⟨ι⟩(¬P ∧ Sι) and hence s ∈ X by (22). If s′ ∈ Sτ we need to proceed differently. Here, we first observe that
V , 0 |= t−(s′) implies s′ ∈ [ι]V (0) ∧ [τ ]¬V (1) = [ι](P ∧ X) ∧ [τ ]¬P . Also, s′ ∈ ¬P since Sτ ∧ [τ ]¬P ∧ [ι]P ⊆ ¬P by
assumption. From this we get s ∈ ⟨ι⟩(¬P ∧ [τ ]¬P ∧ [ι](P ∧ X)) and finally s ∈ X by (23) as desired.
• Suppose, for s ∈ Sι and s τ−→ s′ with V , 0 |= t+(s′). Again, it suffices to demonstrate that s ∈ X . But here t+(s′) = s′
which means s′ ∈ V (0) = P ∧ X and further s ∈ ⟨τ ⟩(P ∧ X). Then, s ∈ X follows from (21).
• Finally, take any of the equivalences s ≡ t+(s) in φM where s ∈ Sτ . Let us assume V , 0 |= t+(s) where t+(s) =
s
ι−→s′ ¬s′ ∨

s
τ−→s′ s
′. One shows that then s ∈ ⟨τ ⟩V (0) ∨ ⟨ι⟩(¬V (1) ∧ Sι) = ⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩(¬P ∧ Sι). Now,
s ∈ X is obtained by (21) and (22). Since s ∈ P is deducible from V , 1 |= t+(s) and V , 1 |= s ≡ t+(s), s ∈ P ∧ X = V (0).
Taking the other direction of s ≡ t+(s) assume that V , 0 |= s. This means s ∈ X and (20) yields s ∈ ⟨τ ⟩(P ∧ X) ∨ ⟨ι⟩¬P .
As one verifies without difficulty, this is the same as V , 0 |= t+(s).
This completes the proof that V , 0 |= φM . 
In [34] it has been shown that response models of φM coincide with the Pnueli & Shalev step responses of the reactive
component C corresponding to M . It is interesting to note that our semantics of maximal lazy front lines amounts to a
refinement of that of Pnueli and Shalev, dealing also with situations, such as exhibited by the example above, where the lazy
response of a system is not two-valued and Pnueli & Shalev’s step construction procedure would result in failure.
6.4. Eager responses
Finally, we banish infinite plays and decree that player A must terminate his response in a finite number of steps
by pushing the token back to the environment, which in turn must stop eventually. This is the winning condition of A-
termination. We say a front line (P,O) is eager if it is defensible by an A-terminating strategy. Since there are no infinite
cycles through secret rooms nor secret terminal rooms in our mazes, A-termination is the same as saying that all maximal
plays are finite with player B having the last turn.
Let EFLM be the set of eager front lines. Eager defence is a finite process: A front line (P,O) can only be defended if
player Amanages to drive the opponent into a terminal position. The distinction between secret and visible rooms becomes
irrelevant. In this case all rooms in P are winning and all rooms in O are losing positions. A room that is not contained in any
eagerly defensible front line, and thus is neither a winning nor a losing position, is a draw position. In the previous example
of Fig. 4 none of the two lazy responses (P1,O1) and (P2,O2) is eager as their defence involves infinite cycling between b and
c. The only eager front line it has is (∅,∅), i.e, all rooms are draw positions. Eager front lines seem to be the strongest, most
constructive notion of response so far considered in the literature on synchronous languages. As it turns out eager defence
strategies correspond to the constructive semantics of esterel [39]. An eagerly defensible (P,O) is a (partial) constructive
esterel response. Draw positions are (non-constructive) esterel signals with undecided status.
Eager front lines are always compatible with each other due to the finiteness of plays, i.e., they are closed under arbitrary
unions. Intuitively, this is not difficult to see. If player A has a strategy α1 to defend some room x1 and another strategy α2 to
defend room x2 then he must have a single strategy to defend them both {x1, x2} jointly. For if player A in defending x1 has
to hand over some room y to the opponent B, then if y is also involved in the strategy α2 for winning x2, it must also be in
the opponent’s territory there. For otherwise, if player Amoves from y in α2, he would know how to drive B into a terminal
position from y. But then the opponent could have done exactly the same in the play for x1 where he was forced to move
from y. This contradicts the assumption that A (using α1) wins x1 by giving y to B. Hence, strategies for eager front lines can
always be merged.
Lemma 6.10. Let (Pi,Oi) for i ∈ I be an arbitrary family of eagerly defensible front lines. Then, their union (i∈I Pi,i∈I Oi) is
eagerly defensible, too.
Proof. We begin by introducing some useful auxiliary notation. For player U ∈ P let
U -pos(π) := {pos(π(n)) | n < dom(π) & turn(π(n)) = U}
be the set of positions occupied by U in the course of the play π ∈ Π . So, ifΣ is a strategy then PΣ ={A-pos(π) |π ∈ Σ}
and OΣ ={B-pos(π) |π ∈ Σ}. Further, given two transition strategies α and β for players A and B, respectively, a starting
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positionm and starting player U , there is a unique play play(α,β)(m,U) in which U starts off the game in positionm, player
A plays transition strategy α and player B follows transitions strategy β as long as the strategies define a successor room for
the corresponding player. Such a play is finite exactly if a player gets stuck in a terminal position.
We prove the statement of Lemma 6.10 for the special case of two front lines. The argument generalises to an arbitrary
family without difficulties. Let Σi = Παi(Pi,Oi), for i = 1, 2, be the two defence strategies in question and P = P1 ∪ P2,
O = O1 ∪ O2. Our first step will be to prove that (P1 ∪ P2)∩ (O1 ∪ O2) = ∅. By way of contradiction, assume that P ∩ O ≠ ∅.
Since (P1,O1) and (P2,O2) are front lines, P1 ∩ O1 = ∅ = P2 ∩ O2. This means that one of P1 ∩ O2 or P2 ∩ O1 is non-empty.
So, suppose m ∈ P1 ∩ O2. The play play(α1,β)(m, A), for arbitrary strategy β , is contained in Σ1 = Πα1(P1,O1), which is
an eager defence strategy for (P1,O1). Hence all maximal plays in Πα1(P1,O1), and thus all plays in this set are finite. We
claim that the last player of the finite play play(α1,β)(m, A) is B. Otherwise, if A is the last player then either A is stuck in a
terminal position or α1 is undefined in the last room reached. In either case play(α1,β)(m, A)would be a maximal play inΣ1.
But this contradicts the assumption thatΣ1 defends (P1,O1) eagerly, i.e., in all maximal plays ofΣ1, opponent B is the last
player. By a similar argument involvingΣ2 one shows that for all strategies β , play(α2,β)(m, B) is finite and has B as the last
player. Thus,
∀β. play(α1,β)(m, A) ∈ TermA ∀β. play(α2,β)(m, B) ∈ TermA,
where
TermU := { π | dom(π) < ω & π2(dom(π)− 1) = U}.
We conclude that play(α1,α2)(m, A) ∈ TermA and play(α2,α1)(m, B) ∈ TermA. But the latter implies play(α1,α2)(m, A) ∈ TermB
by swapping of players A and B. Thus, TermA ∩ TermB ≠ ∅ which is impossible since in every finite play only one player
can have the final turn. This shows P1 ∩ O2 = ∅. A symmetric argument yields P2 ∩ O1 = ∅. This completes the proof that
P ∩ O = ∅.
We now create an eager defence strategy for (P,O). Pick strategy α such that for allm ∈ P1 we have α(m) := α1(m) and
for allm ∈ P2\P1 take α(m) := α2(m). For all other positionswemay leave α undefined.We claim thatΣ := Πα(P,O) is an
eager defence strategy for (P,O), i.e., that it is consistent and that all maximal plays inΣ are contained in TermA. Specifically,
we will show for all π ∈ Σ ,
A-pos(π) ⊆ P (24)
B-pos(π) ⊆ O (25)
π maximal inΣ ⇒ π ∈ TermA. (26)
The last part states thatΣ is A-terminating and the first two conditions imply consistency since then PΣ ∩OΣ = P ∩O = ∅.
In other words,Σ is an A-terminating defence strategy.
Observe that Πα(P,O) = Πα(P1,O1) ∪ Πα(P2\P1,O2\O1), so we can prove (24)–(26) in two parts. First, consider
the plays in Πα(P1,O1). Since by assumption Σ1 = Πα1(P1,O1) is a defence strategy for (P1,O1), we have PΣ1 = P1.
But this means that Σ1 = Πσ (P1,O1) for every strategy σ that coincides with α1 on rooms in P1. In particular, then,
Πα(P1,O1) = Σ1, and moreover A-pos(π) ⊆ P1 ⊆ P and B-pos(π) ⊆ O1 ⊆ O for all π ∈ Πα(P1,O1). Finally, if such
π ∈ Πα(P1,O1) is maximal inΠα(P,O) it must be maximal inΠα(P1,O1) and thus π ∈ TermA.
Regarding the plays π ∈ Πα(P2\P1,O2 \ O1)we distinguish two cases:
(i) If π stays in P2\P1 for player A all the time, i.e., if A-pos(π) ⊆ P2\P1, then both strategies α and α2 agree and thus
π ∈ Πα2(P2\P1,O2\O1) ⊆ Πα2(P2,O2). Again, A-pos(π) ⊆ P2 ⊆ P and B-pos(π) ⊆ O2 ⊆ O. Furthermore, if π is
maximal in Πα(P,O) then it is maximal in Πα(P2,O2), too. Thus π ∈ TermA since Πα2(P2,O2) is an A-terminating
defence strategy for (P2,O2). So, the conditions (24)–(26) must hold for this choice of π .
(ii) Consider a play π ∈ Πα(P2\P1,O2\O1) in which player A at some point receives the turn outside of region P2\P1. Let
n < dom(π) be the first time when this happens. Up to this time A always moved from P2\P1 according to transition
strategy α2, which defends (P2,O2) and thus makes sure that if the turn returns to A it will be in P2 and B only moves
from O2. At stage n, then, A is still inside P2 but (for the first time) finds himself outside of P2\P1 which means he is in
P1 ∩ P2. Here, by definition A’s strategy α behaves like α1 which defends (P1,O1). This means that from time n onwards
A is always in region P1 while B is locked inside O1. Overall, thus, A-pos(π) ⊆ P1 ∪ P2 = P and B-pos(π) ⊆ O1 ∪O2 = O,
which proves (24) and (25). Finally, take the suffix of π ′ := π(n) ·π(n+ 1) · · · of π starting at time n, which, as argued,
satisfies π ′ ∈ Πα1(P1,O1). Since π was maximal inΠα(P,O), π ′ must be maximal inΠα1(P1,O1) and thus π ′ ∈ TermA.
This means π ∈ TermA which finally establishes (26) in case (ii).
This completes the proof that α is an eager defense strategy for (P,O) = (P1 ∪ P2,O1 ∪ O2). 
By Lemma 6.10 the pair (P∗,O∗) :={(P,O) | (P,O) is eager} is eagerly defencible. Obviously, (P∗,O∗) is the
greatest eager front line and as such uniquely defined. It turns out that (P∗,O∗) is precisely the synchronous
response of the reactive component C underlying M under the constructive semantics of esterel. Here, each transition
c1, c2, . . . , cm,¬b1,¬b2, . . . ,¬bn/a of C would be represented by the nested esterel statement
present c1 then present c2 then . . . present cm then
present b1 else present b2 else . . . present bn else emit a.
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Theorem 6.11. Let M be a finite maze and C its associated reactive component. Then, the greatest eager front line (P∗,O∗)
coincides with the constructive response of C, i.e., a signal a ∈ S is present in the esterel response C iff a ∈ P∗ and a is absent in
the esterel response iff a ∈ O∗. The component C is constructive in the sense of esterel iff (P∗,O∗) is two-valued, i.e., O∗ = ¬P∗.
To prove Theorem 6.11 it is useful to analyse the structure of eagerly defencible front lines. They have a particularly
simple structure in that they are just collections of individual winning and losing positions. Let TermU := { π | dom(π) <
ω & π2(dom(π)−1) = U} be the set of U-terminating plays. Given two strategies α and β for players A and B, respectively,
a starting position m and starting player U there is a unique maximal play play(α,β)(m,U) in which player U starts off the
game in positionm, player A plays strategy α and player B strategy β . Thenm is awinning position if there exists α such that
play(α,β)(m, A) ∈ TermA for all opponent strategies β , in which case α is referred to as thewinning strategy (form). Dually,m
is a losing position if there exists β such that play(α,β)(m, A) ∈ TermB for all α. LetWin and Lose be the sets of all winning and
losing positions, respectively. In [5] it is shown thatWin coincides with the set of signals present in the constructive esterel
response of esterel(M) and that Lose are precisely the absent signals. Theorem 6.11 can thus be established by verifying that
(Win, Lose) is the greatest eager front line ofM . This is the content of Proposition 6.12 below, which we are going to tackle
next. To begin with we define the sets
Win(α) := {m ∈ S | ∀β. play(α,β)(m, A) ∈ TermA}
Lose(β) := {m ∈ S | ∀α. play(α,β)(m, A) ∈ TermB}
ofwinning and losing positions, relative to given strategies, respectively. Hence,Win =α Win(α) and Lose =β Lose(β).
The next proposition will become obvious from the following discussions:
Proposition 6.12. (Win, Lose) is the greatest eager front line.
Proof. Proposition 6.13 states that eager front lines are the pfps of efl-M , which are the same as the inseparable elements
(Section 4) of cfl-M . Thus, the maximal pfps are the maximal inseparable elements, which must also be fixed points of cfl-M .
By Lemma 4.4 the inseparable fixed point is the least fixed point. But we know that the least fixed point of cfl-M is in fact
(Win, Lose). 
The following Proposition 6.13 identifies a monotone function efl-M : FLM → FLM satisfying efl-M ≤ lfl-M (i.e., a
strengthening of the lazy semantics) such that eager front lines coincide with the pfps of efl-M .
Proposition 6.13. A front line (P,O) is eager iff it is a pfp of the function efl-M defined as efl-M(P,O) := µ(X, Y ). cfl-M(P ∧
X,O ∧ Y ).
Proof. By Lemma 4.5 is suffices to show that eager front lines coincide with the inseparable elements of cfl-M . So, let us
investigate the concrete conditions involved for a post-fixed point of cfl-M to be inseparable. Applying Lemma 4.2(ii), a
post-fixed point (P,O) is inseparable for cfl-M if for all (X, Y ) ( (P,O)we have
(P ∧ ¬X,O ∧ ¬Y ) ∩ (⟨τ ⟩X ∨ ⟨ι⟩Y , [τ ]Y ∧ [ι]X) = ((P ∧ ¬X) ∧ (⟨τ ⟩X ∨ ⟨ι⟩Y ), (O ∧ ¬Y ) ∧ [τ ]Y ∧ [ι]X) ≠ (∅,∅),
which is the same as
(a) (P ∧ ¬X) ∧ (⟨τ ⟩X ∨ ⟨ι⟩Y ) ≠ ∅ or (b) (O ∧ ¬Y ) ∧ [τ ]Y ∧ [ι]X ≠ ∅.
(⇐) Suppose front line (P,O) satisfies (a) or (b) for all (X, Y ) ( (P,O). We show that (P,O) is eagerly defensible. Consider
the set of eager front lines (P ′,O′) ⊆ (P,O) included in (P,O), which is non-empty, since (∅,∅) is always eager, and let
(P∗,O∗) be themaximal such, which can be obtained as the set–theoretic union by Lemma 6.10. Let α be an eager transition
strategy defending (P∗,O∗), i.e.,Πα(P∗,O∗) is consistent and its maximal elements are contained in TermA. We claim that
(P∗,O∗) = (P,O)which proves that (P,O) is eager. The proof is by contradiction. Suppose (P∗,O∗) ( (P,O). Then we know
that
(a′) (P ∧ ¬P∗) ∧ (⟨τ ⟩P∗ ∨ ⟨ι⟩O∗) ≠ ∅ or (b′) (O ∧ ¬O∗) ∧ [τ ]O∗ ∧ [ι]P∗ ≠ ∅.
In case (a′) there exists an element x ∈ P∧¬P∗ such that x ∈ ⟨τ ⟩P∗∨⟨ι⟩O∗. If x ∈ ⟨τ ⟩P∗ we select a y ∈ P∗ such that x τ−→ y
and if x ∈ ⟨ι⟩O∗ we pick a y ∈ O∗ such that x ι−→ y. In first case we would have an extended strategy α′ := α ∪ {(x, τ , y)}
and in the second α′ := α ∪ {(x, ι, y)}. In either case, since x ∈ P ∧ ¬P∗ and P∗ is the domain of α this extension creates
a partial function α′ with domain P ′ := P∗ ∪ {x} ) P∗. Also, since (P,O) is a front line and O∗ ⊆ O, we must have x ∉ O∗,
so (P ′,O∗) ⊆ (P,O) again is a front line. One can show that α′ is an A-terminating and consistent transition strategy for
(P ′,O∗). In case (b′) there is a room y ∈ O ∧ ¬O∗ with y ∈ [τ ]O∗ ∧ [ι]P∗. This means that α is in fact an eager strategy for
front line (P∗,O∗ ∪ {y}) ⊆ (P,O). In both cases we would have found properly larger eager front lines contained in (P,O)
which is impossible as (P∗,O∗)was assumed to be maximal. Thus, (P∗,O∗) = (P,O) as desired.
(⇒) Vice versa, assume that (P,O) is eager, with defence strategy Σ = Πα(P,O) so that P = PΣ and O = OΣ . Let any
(X, Y ) ⊆ (P,O) be given. Suppose both (a) and (b) are false, i.e., (P∧¬X)∧(⟨τ ⟩X∨⟨ι⟩Y ) = ∅ and (O∧¬Y )∧([τ ]Y∧[ι]X) = ∅.
Wemust show that (X, Y ) = (P,O). The assumption is equivalent to P∧¬X ⊆ [τ ]¬X∧[ι]¬Y andO∧¬Y ⊆ ⟨τ ⟩¬Y∨⟨ι⟩¬X .
Since (P,O) is classically defencible we have O ⊆ [τ ]O ∧ [ι]P by Proposition 6.2. Taken together we find
P ∧ ¬X ⊆ [τ ](¬X) ∧ [ι](¬Y ) (27)
O ∧ ¬Y ⊆ ⟨τ ⟩(O ∧ ¬Y ) ∨ ⟨ι⟩(P ∧ ¬X). (28)
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If there exists a room m ∈ O ∧ ¬Y ≠ ∅ we can consider the plays ∅ ≠ Πα(m, B) ⊆ Πα(P,O). We now give an inductive
argument that there must be an infinite play π ∈ Πα(m, B) in which player B always remains inside O ∧ ¬Y and player A
always inside P ∧ ¬X . This is certainly true in the initial configuration (m, B), viz. by assumption. Whenever B plays from
O ∧ ¬Y then because of (28) he has the option to stay in O ∧ ¬Y keeping the turn or to hand over to A in region P ∧ ¬X .
Next assume A plays from a room in P ∧ ¬X . He uses strategy α which is an eager defence strategy for (P,O). This means
that α actually defines a move (i.e., A does not stop!) and moreover this move is such that A keeps the turn in P or passes
over to B in region O. By (27), however, these regions can be strengthened to P ∧ ¬X or O ∧ ¬Y , respectively, whatever A’s
move is. Thus, player B has a strategy to build a play π ∈ Πα(m, B) that is going on indefinitely in the restricted front line
(O ∧ ¬Y , P ∧ ¬X). But this contradicts the assumption thatΠα(P,O) is eager, i.e., that all maximal plays terminate with B
having the last turn. Hence, O ∧ ¬Y must be empty, which means Y = O. But then (27) implies that if player A ever gets to
play from a room P ∧ ¬X he will never be able to give the turn to B (for this would necessarily have to be in O ∧ ¬Y ), but
instead just go round in an infinite loop in P ∧¬X . This, too, would contradict the assumption that α defends (P,O) eagerly.
Thus, P ∧ ¬X = ∅, i.e., X = P . 
Thus, eager front lines, too, are nothing but pfps of particular monotone functions on front lines, this time of efl-M(P,O).
Again, the maximal pfps coincide with the maximal fixed points. From general fixed point theory (see Section 4) it follows
that the maximal pfps of efl-M are the maximal inseparable pfps of cfl-M . But these are uniquely defined and indeed the
least fixed point of cfl-M . Thus, although eager responses may not be two-valued, they are always deterministic.
Characterising (Win, Lose) as a unique least fixed point is the standard approach in the theory of esterel (see [39,
5]). More precisely, (Win, Lose) can be obtained as the (2-dimensional) least fixed point of cfl-M : FLM → FLM , i.e.,
(Win, Lose) = µ(X, Y ). cfl-M(X, Y ), where cfl-M(X, Y ) = (⟨τ ⟩X ∨ ⟨ι⟩Y , [τ ]Y ∧ [ι]X) as in Section 6.2. Assuming cfl-M
is continuous (always for finite or finitely branching mazes, in particular those generated from pure esterel programs) this
fixed point can be computed in the standard fashion by iteration, viz. as

i<ω cfl-M
i(∅,∅). The successive approximations
cfl-M i(∅,∅) not only accumulate the front line (Win, Lose) but also construct an eager defense strategy for it, which
essentially corresponds to the Must/Can analysis of esterel [39].
It is instructive to take a closer look at this fixed point iteration. The two components (Win, Lose) of the least fixed point
can be computed in one big two-dimensional iteration as suggested above, or component-wise as follows:
Win := µX . (⟨τ ⟩X ∨ ⟨ι⟩must(X)) must(X) := µY . ([τ ]Y ∧ [ι]X)
Lose := µY . ([τ ]Y ∧ [ι]can(Y )) can(Y ) := µX . (⟨τ ⟩X ∨ ⟨ι⟩Y ).
Let µZn denote the n-th approximation of the fixed point, i.e., µZn. F(Z) = F n(∅). Then, we can approximateWin and Lose
in the two dimensions independently, viz.Win =n,m P(n,m) and Lose =n,m O(n,m), where
P(n,m) := µXn. (⟨τ ⟩X ∨ ⟨ι⟩mustm(X))
mustm(X) := µYm. ([τ ]Y ∧ [ι]X)
O(n,m) := µYm. ([τ ]Y ∧ [ι]cann(Y ))
cann(Y ) := µXn. (⟨τ ⟩X ∨ ⟨ι⟩Y ).
There are simple intuitive game interpretations of these approximants. First, we observe that for any set X , the approximant
mustm(X) corresponds to those positions fromwhich the starting playermust necessarily hand over the turn to the opponent
in region X , after at most m + 1 own moves, or gets stuck in a terminal position before, no matter what strategy he plays.
From this we can see that the approximant P(n,m) describes those positions from which the starting player has a strategy
to make the opponent get stuck in a terminal position within n+ 1 own moves, and until this happens the opponent must
pass back after at most m + 1 of his moves each time he has the turn. So, the opponent can survive at most n(m + 1) + m
moves overall. In a finite or finite branching maze, a position is a winning position (in the eager sense) x ∈ Win iff there
exist n,m such that x ∈ P(n,m). On the other side of the approximation, the expression cann(Y ) in O(n,m) are the rooms
from which the starting player has a strategy eventually to give the turn to his opponent in Y within n + 1 moves (of his).
Hence, the dual approximant O(n,m) represents the rooms fromwhich the starting player must lose the play in finite time,
where he can make at most mmoves while the winner does not need to expend more than n + 1 moves each time. Again,
in a finite or finite branching maze, we have x ∈ Lose iff there exist n,m such that x ∈ O(n,m).
7. Related work
There are two research areas in Computer Science concerned with notions of constructiveness arising from the
operational interpretation of logic,Normal Logic Programming and Ternary Simulation. The former studies non-classical truth
for deduction systems. The latter pertains to the analysis of reactive systems,which is our interest, and thuswill be discussed
in somewhat more technical detail.
Normal logic programming. The levels of constructiveness characterised here using games and winning conditions also
play an important role in Normal Logic Programming (NLP), which extends standard definite Horn clause programming
by permitting negative literals in clause bodies and queries. Various types of models based on three- and many-valued
interpretations have been developed in the literature for normal logic programs. We refer the reader to [44] for a survey of
the classic results.
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Fig. 5.Maze for the Prolog clause c :− a, bwhere a is evaluated strictly before b.
There are two important methodological differences between logic programming and synchronous languages: First,
algebraic and logicmodels of NLP are judged according to their ability to reconstruct a fixed (standard) operational execution
model, viz. negation-as-finite-failure also known as SLDNF resolution. Where a many-valued semantics does not fit SLDNF
completely, one seeks to identify restricted classes of programs for which they coincide. In synchronous programming, in
contrast, one is not dealing with just a single operational model but with many of them, each accommodating different
scheduling principles and implementation platforms. Second, since synchronous programs often model embedded and
reactive systems with some degree of (low-level) asynchrony, it is essential that non-determinism and concurrency is
represented adequately. NLP, on the other hand is based on a strong sequential execution model, which even constrains
the order in which clauses and literals are executed. In this sense the work presented here aims at a more general setting
than what is considered in NLP.
The game-theoretic approach offers a novel interpretation of logic programming. Generating constructivemodels of Horn
clauses from different types of winning conditions may provide further insights into the relationship between operational
and denotational semantics of Logic Programming. At the propositional level eager front lines are related to the 3-valued
models of Fitting, lazy front lines to the stable models, and the supported models of NLP are the binary coherent front lines
(see [44] for definitions of these types of models and references). To appreciate the versatility of the games model, suppose,
e.g., we wanted to capture the standard sequential execution in literals a, b in a Prolog clause c :− a, b such that the whole
clause loops if a loops even if the second clause b has a finite failure. Under a symmetric interpretation of conjunction (or
parallel models such as those considered in this paper) the clause would not hang up in executing a but fail instead on the
grounds that a conjunction is false if any of the conjuncts is.
We can model the asymmetric form of conjunction in terms of mazes as seen in Fig. 5, say under the eager8 winning
condition: Suppose that a is undefined, i.e., it cannot be won by the starting nor by the second player. Then, as we check
easily, room c is undefined, too. The first player U cannot win: He can only go into the intermediate room x, from where U
puts him into awhich is undefined by assumption. Similarly, the first player will not lose: If U takes him to a he will not lose
by assumption, if U takes him to b then he can avoid losing by going to intermediate room y. There U has two options, either
to move down to b again, from where U can repeat, or to go up to a, either handing over the turn to U or not, depending on
which of the two parallel corridors he chooses. Yet, in either case U will not lose by assumption on a. Further, one can show
that if a is decided, i.e., the first or the second player has a winning strategy from a, then no player will evermove from b into
the intermediate room y since he would then give his opponent the option to move up into a under full control of who gets
the turn in a. Since a is determined, the opponent will win as first or second player, accordingly. But if room y is never used
wemay as well remove it together with all corridors connecting it with b and a. This yields the samemaze as the one we get
from the symmetric translation of a, b/c (see Fig. 2). Thus, if a is determined our coding in Fig. 5 coincides with the standard
symmetric conjunction. It would be interesting to explore this further and to undertake a systematic study of three-valued
semantics of NLP in terms of games and winning conditions.
Ternary simulation. This is a technique that has been developed for performing causality analysis of hardware circuits
represented as Boolean equation systems (e.g., see [18,48,12]). In what follows, we explain this approach in terms of our
mazes and discuss work by Schneider et al. [42] in the context of synchronous programming.
Ternary simulation enriches two-valued Boolean logic B = {0, 1} with a third value ⊥ in order to capture transient
behaviour and detect causality cycles. The third value has been given different semantic explanations such as non-
termination, oscillation, instability, don’t care [18,12,43,37]. From the perspective of ternary simulation ⊥ is interpreted
as a lack of knowledge, i.e., as an unknown value. Then, by providing S = {⊥, 0, 1} with the information ordering ⊑ where
x ⊑ y means that y is more defined or certain than x, one obtains the meet semi-lattice ⟨S,⊑⟩. This structure is lifted to
vectors Sn by defining ⟨x1, x2, . . . , xn⟩ ⊑ ⟨y1, y2, . . . , yn⟩ iff xi ⊑ yi for all 1 ≤ i ≤ n and then the greatest lower bound (glb)
is given by glb{⟨x1, x2, . . . , xn⟩, ⟨y1, y2, . . . , yn⟩} = ⟨glb{x1, y1}, glb{x2, y2}, . . . , glb{xn, yn}⟩.
A function F′ : Sn → Sm is called a ternary extension [12,42] of F : Bn → Bm if (i) F′ preserves F on Boolean values,
viz. F′(X) = F(X) for all X ∈ Bn, and (ii) F′ is monotone, viz. F′(X) ⊑ F′(Y ) for all X, Y ∈ Sn with X ⊑ Y . If so, causality
analysis can be done by iterating function F′ computing its least fixed point µF′ = µY . F′(Y ) =df glb{Y | F′(Y ) ⊑ Y }, i.e.,
F′(µF′) = µF′ and for all X with F′(X) = X it is the case that µF′ ⊑ X .
8 This winning condition corresponds directly to the standard least fixed-point interpretation employed in Prolog.
J. Aguado, M. Mendler / Theoretical Computer Science 412 (2011) 931–961 957
(a) µX . [[F1]]TE(X). (b) µX . TE([[F1]])(X). (c) µX . [[F p1 ]]TE(X).
Fig. 6. Ternary simulations for system F1 and F
p
1 .
How does this relate to our mazes? As it has been shown in Section 3 we can obtain the trigger conditions of all the
rooms for a given maze by means of functions t−, t+. Now, it is also possible, using t−, t+, to represent a maze by a Boolean
equation system. For this let Sι = {x1, . . . , xn}. By defining for all xi the expression ei = (xi ι−→s′ t−(s′))∨ (xi τ−→s′ t+(s′)),
where
∅ = 0, we obtain an equation system F := ⟨x1 = e1, . . . , xn = en⟩.
Example. Here is the corresponding equation system for the maze in Fig. 6(a,b):
F1 :=

x1 = (x1 ∧ x3) ∨ (¬x1 ∧ x2)
x2 = x3
x3 = ¬x4
x4 = 0. 
Assume that F computes the Boolean function F : Bn → Bn and let F′ : Sn → Sn be a ternary extension of F. Then, the
fixed pointµF′ can be seen as a front line (PµF′ ,OµF′) in the corresponding maze by defining PµF′ := {xi ∈ Sι | πi(µF′) = 1}
and OµF′ := {xi ∈ Sι | πi(µF′) = 0}. In this way the value ⊥ of ternary simulation corresponds to draw positions in the
maze.
There are several alternatives for choosing a particular ternary extension F′. Themaximal ternary extensionTE(f ) : Sn → S
of a Boolean function f : Bn → B (known in the literature simply as the ternary extension [12]) is defined by TE(f )(X) =
glb{f (Y ) | X ⊑ Y , Y ∈ Bn}. The ternary extensions TE([[¬]]), TE([[∧]]), TE([[∨]]) in this sense of the Boolean functions
[[¬]], [[∧]], [[∨]] are the three-valued operations defined by Kleene [31]:
TE([[¬]])
0 1
1 0
⊥ ⊥
TE([[∧]]) 0 1 ⊥
0 0 0 0
1 0 1 ⊥
⊥ 0 ⊥ ⊥
TE([[∨]]) 0 1 ⊥
0 0 1 ⊥
1 1 1 1
⊥ ⊥ 1 ⊥
where [[e]] : Bn → B denotes the Boolean function associated with expression e.
It is well-known that TE, being an abstraction, is not compositional in the sense that the ternary extension of a composite
expression e1 ◦ e2 is not the same but stronger than the composition of the ternary extensions of the sub-expressions e1,
e2. In general, only an inequation TE[[◦]](TE[[e1]], TE[[e2]]) ⊑ TE([[e1 ◦ e2]]) holds. This means that when we compute front
lines (PµF′ ,OµF′) by ternary extension as suggested above it makes a difference if we obtain F′ by interpreting the equations
in system F as expressions in Kleene algebra or as ternary extensions of Boolean functions. It turns out that the former
coincides with the maximal eager front lines while the latter generates a form of causality largely incomparable to the
classes considered in this paper, which was introduced asmaximal causality analysis by Schneider et al. [42].
Let us denote by [[e]]TE the Kleene interpretation of a Boolean expression e, i.e., where TE is applied independently to all
the operators in e. The lifting of [[·]]TE to a system F = ⟨x1 = e1, . . . , xn = en⟩ is defined by [[F ]]TE := ⟨[[e1]]TE, . . . , [[en]]TE⟩ :
Sn → Sn. We also refer to this as the standard ternary interpretation (STI). In general, we can show that for any mazeM with
Boolean equation system F , (Pµ[[F ]]TE ,Oµ[[F ]]TE) is the visible part of the greatest eager front line ofM (i.e., the greatest eager
front line intersected with Sι).
Example. Consider the Kleene interpretation (STI) of our example system F1. The fixed point iteration forµ[[F1]]TE produces
the following results
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X0 X1 X2 X3 X4
x1 ⊥ ⊥ ⊥ ⊥ ⊥
x2 ⊥ ⊥ ⊥ 1 1
x3 ⊥ ⊥ 1 1 1
x4 ⊥ 0 0 0 0
where Xi+1 = [[F1]]TE(Xi) is the i-th iteration of [[F1]]TE. The fixed point is reached at stage X4. Regarding front lines, we find
that (Pµ[[F1]]TE ,Oµ[[F1]]TE) = ({x2, x3}, {x4}) which corresponds precisely to the visible rooms in the greatest eager front line
of the maze as it is shown in Fig. 6(a). 
The other alternative studied by Schneider et al. [42] is the maximal ternary interpretation (MTI) TE([[e]]) of Boolean
expressions. Lifted to a system F = ⟨x1 = e1, . . . , xn = en⟩ this gives TE([[F ]]) := ⟨TE([[e1]]), . . . , TE([[en]])⟩ : Sn → Sn.
Example. For system F1 the MTI is as follows:
TE[[F1]](X) =

TE([[e1]])(X) = glb{(y1 ∧ y3) ∨ (¬y1 ∧ y2) | X ⊑ Y ∈ B4}
TE([[e2]])(X) = glb{y3 | X ⊑ Y ∈ B4} = x3
TE([[e3]])(X) = glb{¬y4 | X ⊑ Y ∈ B4} = [[¬]](x4)
TE([[e4]])(X) = glb{0} = 0
where X and Y denote the vectors ⟨x1, x2, x3, x4⟩ and ⟨y1, y2, y3, y4⟩, respectively. The fixed point iterationµX . TE([[F1]])(X)
carried out on this system produces
X0 X1 X2 X3 X4 X5
x1 ⊥ ⊥ ⊥ ⊥ 1 1
x2 ⊥ ⊥ ⊥ 1 1 1
x3 ⊥ ⊥ 1 1 1 1
x4 ⊥ 0 0 0 0 0
where again Xi is the i-th iteration of TE([[F1]]) starting from X0. Now the induced front line is (PµTE([[F1]]),OµTE([[F1]])) =
({x1, x2, x3}, {x4}) as is shown in Fig. 6(b). This is a binary front line of the visible rooms and thus a classical Boolean solution
of the equation system F1. Note that (Pµ[[F1]]TE ,Oµ[[F1]]TE) ≠ (PµTE[[F1]],OµTE[[F1]]). 
The MTI front line of a system may be strictly larger than the STI front line. As pointed out above, for any given system
F , [[F ]]TE(X) ⊑ TE([[F ]])(X) and thus µ[[F ]]TE ⊑ µTE([[F ]]). In general, the ternary extension of the composite system (MTI)
allows us to find more two-valued solutions than the composition of the ternary extension of its sub-systems (STI).
Example. To illustrate the issue consider the expression e1 = (x1∧x3)∨(¬x1∧x2) in the fourth iteration of the computation
of both fixed points for F1, where X3 = ⟨⊥, 1, 1, 0⟩. For STI we have [[F1]]TE(X3) = (⊥ [[∧]]TE 1) [[∨]]TE ([[¬]]TE⊥ [[∧]]TE 1) =
⊥ [[∨]]TE (⊥ [[∧]]TE 1) = ⊥ [[∨]]TE ⊥ = ⊥. On the other hand, for MTI, we have TE([[F1]])(X3) = glb{(y1 ∧ y3)∨ (¬y1 ∧ y2) |
X3 ⊑ Y ∈ B4} = glb{(0∧1)∨(¬0∧1), (1∧1)∨(¬1∧1)} = glb{(0∧1)∨(1∧1), (1∧1)∨(0∧1)} = glb{1} = 1. Thus, the
x1 component of X4 stabilises under MTI at constant 1 while it remains ⊥ for STI. The point is that under STI the unknown
x1 = ⊥ in X3 is treated nondeterministically as 0 or 1 and so is not considered necessarily the same for both occurrences of
x1 in expression e1. Under MTI, x1 = ⊥means ‘‘unknown but fixed’’ and consistent for all occurrences of x1 in e1. 
Let stiM and mtiM be the STI and MTI front lines of a given maze M , respectively. Where do these front lines lie with
respect to the game-theoretic classes introduced in this paper? First, it has been mentioned already that stiM is the same as
(the visible part of) the maximal eager front line ofM . Thus, the Kleene fixed pointµ[[F ]]TE is just another way of computing
the uniquely defined maximal element in EFLM . Indeed, µ[[F ]]TE is precisely the fixed point obtained in terms of the sets
mustm and cann discussed at the end of Section 6.4. Second, stiM ⊑ mtiM and the example F1 shows that this inclusion is
strict in general, i.e., mtiM is strictly above the eager front lines. On the other hand, the fact that µTE([[F ]]) approximates a
Boolean solution of the maze equation system F implies thatmtiM is a coherent front line. Thus,mtiM is an element of CFLM
which lies above all elements of EFLM . It is not a maximal element of CFLM , however, and in general incomparable with the
lazy front lines LFLM as demonstrated by the following example.
Example. Consider the maze F2 in Fig. 7(a) with Sι = {x1, x2, x3, x4} from which we get:
F2 :=

x1 = ¬x2 ∨ ¬x3 ∨ ¬x4
x2 = ¬x1
x3 = ¬x1
x4 = ¬x2 ∨ ¬x3
µX . TE([[F2]])(X)
X0 X1 X2
x1 ⊥ ⊥ ⊥
x2 ⊥ ⊥ ⊥
x3 ⊥ ⊥ ⊥
x4 ⊥ ⊥ ⊥
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(a) µX . [[F2]]TE(X). (b) µX . [[F3]]TE(X).
Fig. 7.Maximal ternary simulation of F2 and F3 .
Thus, in this case mtiM = (PµTE([[F2]]),OµTE([[F2]])) = (∅,∅) while in fact one shows that (P,O) = ({x1, x4}, {x2, x3}) is a
maximal lazy front line which, in particular, is coherent. SincemtiM ⊑ (P,O) the former cannot be maximal coherent. Here,
in F2,mtiM is strictly included in the lazy front line (P,O)whereas in F1 of Fig. 6(b) we havemtiM = (PµTE([[F1]]),OµTE([[F1]])) =
({x1, x2, x3}, {x4})which is two-valued and strictly above the only lazy front line ({x2, x3}, {x4}) of F1. 
Thus, the causality analysis of Schneider et al. based on MTI defines a notion of constructiveness different from the
classes considered in this paper. It remains an open problem if MTI (for a given maze with a given distribution of secret
and visible rooms) can be generated in terms of winning conditions. However, MTI, which is related to classical work on
hazard elimination [48] can be understood in terms of a structural modification of mazes. The Prime Implicant Theorem [42]
implies that µX . TE([[F ]])(X) is the same as µX . [[F p]]TE(X) for the system F p = ⟨x1 = ep1, . . . , xn = epn⟩ in which epi is the
expression corresponding to the disjunction of all prime implicants of the Boolean function [[ei]].
Example. In [[F1]] the prime implicants of [[(x1 ∧ x3) ∨ (¬x1 ∧ x2)]] are x1 ∧ x3, ¬x1 ∧ x2 and x2 ∧ x3, so that ep1 =
(x1 ∧ x3) ∨ (¬x1 ∧ x2) ∨ (x2 ∧ x3). Moreover, as it is easy to see, ei = epi for i = {2, 3, 4}. In this form the fixed point
µ[[F p1 ]]TE produces the same result asµTE([[F1]]). When applied to amaze this prime implicant approach consist of including
new rooms and corridors for expressing the relations that the prime implicants give. In our case F1, we must add the prime
implicant x2 ∧ x3 of x1 as a new secret room and corridors as seen in Fig. 6(c). For the patched maze F p1 it is easy to verify
({x1, x2, x3}, {x4}) = (PµTE([[F1]]),OµTE([[F1]])) = (Pµ[[Fp1 ]TE],Oµ[[Fp1 ]]TE) is indeed the maximal eager front line. 
Before concluding it is worth observing that the term ‘‘maximal’’ in MTI does not apply to MTI’s power to detect system
causality in an absolute sense as it might appear to be suggested in [42], because it depends on a fixed choice of secret rooms
Sι (i.e., the feedback vertex set). A different set S′ι for the same system may result in even larger front lines.
Example. Take again the maze in Fig. 7(a) from which we have obtained that µTE([[F2]]) = ⟨⊥,⊥,⊥,⊥⟩ when Sι =
{x1, x2, x3, x4}. Now consider the topologically isomorphic maze in Fig. 7(b) where S′ι = {x1, x2, x3} which corresponds to
the equations
F3 :=

x1 = (x2 ∧ x3) ∨ ¬x2 ∨ ¬x3
x2 = ¬x1
x3 = ¬x1
µX . TE([[F3]])(X)
X0 X1 X2 X3
x1 ⊥ 1 1 1
x2 ⊥ ⊥ 0 0
x3 ⊥ ⊥ 0 0
Then, µTE([[F3]]) = ⟨1, 0, 0⟩which is strictly above µTE([[F2]]). 
Thus, changing the set of secret rooms, or choosing a different feed-back vertex set for the system equations, influences
the result of the causality analysis. This also applies to the notion of lazy front lines introduced in this work.
8. Conclusions
In this paper we have identified four natural levels of semantics for synchronous (instantaneous) response in a game-
theoretic setting as defencible front lines according to increasing restrictions on winning conditions. The levels BFLM ⊃
CFLM ⊃ LFLM ⊃ EFLM correspond to classical, coherent, lazy, and eager valuations, respectively. Each level is associated
with a particular degree of computational constructiveness, BFLM being the weakest and EFLM the strongest, reflecting a
characteristic operational interpretation of system execution. At BFLM there is no constructiveness requirement (except for
secret rooms), CFLM is intimately linked with inertiality, LFLM is Statecharts, and EFLM corresponds to esterel. The game
theory gives a coherent interpretation for non-determinism and partiality of the non-classical semantics. We have shown
that these semantics can be obtained algebraically as (maximal) post-fixed points of a decreasing sequence of monotone
functions bfl-M > cfl-M > lfl-M > efl-M on the directed complete partial ordering FLM ⊂ (2S)2 of front lines. In this way
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the game semantics turns algebraic and induces suitable truth-values for presence and absence of signals at a given level.
The explicit presentation of these truth-values, however, is only known for bfl-M , viz. classical Boolean logic, and for lfl-M
where we get Gödel’s 3-valued intuitionism. The truth-value interpretation of cfl-M and efl-M is left open, in particular it is
not clear if these are finite-valued.
It should also be noted that we have not discussed the algorithmic computation of front lines. For classical semantics
this is well-known and for Statecharts and esterel these can be derived directly from the respective original work [40,
39]. The algorithmic construction of (binary) lazy front lines has been described in [40] in terms of a non-deterministic
fixed point search with backtracking and in [19] deterministically using BDD-techniques. If the immediate benefits of the
game-theoretic setting for improvements on the algorithmic side may be modest, it can at least guide the search profitably
as a new reference point. Also, not having considered any composition operations for mazes we leave open questions of
compositionality and full abstraction. From [34] is known that the game semantics from lfl-M yields a fully abstract model
for Statecharts under parallel composition, a problem that had been open for a long time.
The main contribution of this paper is to identify game theory as an expressive framework for studying seemingly
disparate step semantics for synchronous languages (implementing the Synchrony Hypothesis) from a single vantage point.
The field of Statecharts semantics in particular has been notoriously incoherent and controversial (see e.g., [49,26]). We
believe this is partly due to the lack of an adequate semantic framework to manage the subtleties of causal cycles. Game
theory surely has a lot to offer here.
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