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Abstract
In this paper we will extend two known location problems from Euclidean n-space to all
n-dimensional normed spaces, n¿ 2. Let X be a "nite set of weighted points whose a2ne hull is
n-dimensional. Our "rst objective is to "nd a hyperplane minimizing (among all hyperplanes) the
sum of weighted distances with respect to X. Such a hyperplane is called a median hyperplane
with respect to X, and we will show that for all distance measures d derived from norms
one of the median hyperplanes is the a2ne hull of n of the demand points. (This approach
was already presented in the recent survey (Discrete Appl. Math. 89 (1998) 181), but without
proofs. Here we give the complete proofs to all necessary lemmas.) On the other hand, we will
prove that one of the hyperplanes minimizing (among all hyperplanes) the maximum weighted
distance to some point from X has the same maximal distance to least n+1 a2nely independent
demand points (such a hyperplane is said to be a center hyperplane of X). Both these results
allow polynomially bounded algorithmical approaches to median and center hyperplanes and the
respective distance sums or maximal distances for any "xed dimension n¿ 2, and in particular
we discuss the algorithms for both the problems in the case of polyhedral norms. Also two
independence of norm results for optimal hyperplanes with "xed slope will be derived, and
"nally the considerations are even extended to gauges which are no longer combined with a
norm. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let X= {x1; : : : ; xm} be a set of m¿ n+1 demand points in Euclidean vector space
Rn; n¿ 2, whose corresponding positive weights are given by w1; : : : ; wm. To exclude
trivial subcases, we will always assume that the a2ne hull of X is n-dimensional. In this
paper we will deal with the optimal location of hyperplanes with respect to weighted
distances to this point set X, where all the obtained results refer to n-dimensional
normed spaces (=Minkowski spaces). If d is the metric derived from an arbitrary
norm, our objective is to "nd a hyperplane H which minimizes
f(H)=
m∑
i=1
wid(xi; H) (1.1)
or, in the framework of a second problem,
g(H)= max
i=1; ::: ;m
wid(xi; H); (1.2)
where d(xi; H)=minz∈H d(xi; z) is the distance from xi to the hyperplane H; i=1; : : : ; m.
Optimal hyperplanes with respect to (1.1) are usually called median hyperplanes, and
optimal hyperplanes with respect to (1.2) are named center hyperplanes. In other words,
the "rst problem is that of approximating a "nite weighted point set in n-dimensional
Minkowski spaces by a linear function regarding the sum of weighted distances, and
the second one is a natural extension of the known point set width problem.
Especially, but not only, the Euclidean version of the median hyperplane problem
(or linear 7t problem) referring to (1.1) plays an important role in robust statistics
(see, e.g., [23,27]), in numerical mathematics (cf. [26,25,32]), in operations research
and location science (as a special problem from path location, see [15, Chapter 3.3]),
and in computational geometry (cf. [11,12,9]). In robust statistics and in numerical
mathematics it is also called the median hyperplane problem, the (orthogonal) L1-"t
problem or the problem of absolute errors regression (or L1 regression), in location
science and computational geometry the notions of line facility location problems (in
the plane) or linear L1 approximation problem are common. The recent state around this
problem for Euclidean n-spaces can be read oK from the papers [12,9], its extension
to n-dimensional normed spaces is almost completely missing. In the plane such a
generalization was given in [30]. It is our aim to generalize the results from [12,9] to
arbitrary n-dimensional Minkowski spaces, see also [31].
The second problem, referring to (1.2), is usually called the center hyperplane prob-
lem or the (orthogonal) L∞-"t problem. The main applications of the center hyperplane
problem can be found in computational geometry, see again [12,9,31].
We use the following analytical description of hyperplanes.
Denition 1. Let n=(s1; : : : ; sn)∈Rn; n =0, and b∈R be given. Then we de"ne the
hyperplane Hb;n by
Hb;n := {(x1; x2; : : : ; xn): x1s1 + x2s2 + · · ·+ xnsn + b=0}:
As usual, the vector n is called the normal vector of Hb;n.
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Some more notation should be introduced. In particular, W =
∑m
i=1 wi denotes the
sum of weights of all demand points, and the usual unit vectors in Rn are given by
e1; : : : ; en. For a hyperplane H ⊂ Rn let H+ and H− denote the two open halfspaces
separated by the hyperplane H .
For the Euclidean case, all median hyperplanes are so-called halving ones, see [12]
for an exact de"nition. Since this is not necessarily true for more general norms, we
have to introduce the modi"ed term pseudo-halving, and we will show that all optimal
hyperplanes (for any norm) are pseudo-halving.
Denition 2. A hyperplane H is called pseudo-halving with respect to the point set
X= {x1; : : : ; xm} and w1; : : : ; wm¿ 0 if∑
xi∈H+
wi6
W
2
and
∑
xi∈H−
wi6
W
2
:
In the next two sections some results for Euclidean and horizontal distances are
given. (Note that the case of horizontal distances is an important building block for
the results obtained with respect to general norms.) Section 4 extends these results to
the metrics derived from arbitrary norms in Rn. An e2cient algorithmical approach to
median and center hyperplanes for polyhedral norms follows in Section 5. The paper
is concluded by an investigation of median and center hyperplanes for more general
distance functions, namely distances derived from gauges which have no longer the
symmetry property as it is demanded for norms.
2. Results for Euclidean distances in Rn
First we discuss results referring to the median hyperplane problem for "xed dimen-
sions. For the planar weighted case, it was shown in [20] that each median line has to
pass through two of the given points. This led the authors of [34] and, independently,
of [11] to an O(m2) time and linear space approach, see also [12]. Much more is
known for the planar unweighted case, i.e., for w1 =w2 = · · ·=wm=1, say. Namely,
in [20] also a second criterion was observed: optimal lines have to be halving ones,
i.e., the inequalities∑
xi∈H+
wi ¡
W
2
and
∑
xi∈H−
wi ¡
W
2
have to be satis"ed. This means that purely combinatorial properties of the given
point set become interesting, since the following subquadratic bound on the number of
halving lines (passing through two of the given points) is known:
h(m)¡m3=2log−(1=100)m;
cf. [24].
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Using a certain rotation procedure for halving lines (which is due to LovOasz [14]),
this bound yields an O(m3=2 log2−(1=100)) time, O(m) space algorithm. The question
for the time optimal approach to this unweighted case is still open. The known lower
bound is (m logm), proved in [34].
For n¿ 3, it was mentioned already in [21] that there exists a median hyperplane
spanned by n a2nely independent given points. Con"rming this incidence criterion
and using it together with basic techniques from computational geometry, the authors
of [9] obtained an O(mn) worst-case time and O(m) space algorithm for getting an
optimal hyperplane. Independently, in [11] the same time and space complexity was
obtained, but on the much stronger geometrical basis that each median hyperplane
has to pass through n a2nely independent given points, see also [12]. (Thus, every
median hyperplane can be obtained in O(mn) time.) It should be noticed that these
results in [11,12] were obtained with the help of support functions of zonotopes. Un-
fortunately, until now no higher-dimensional analogue to the computational evaluation
of the line rotating procedure of [14] is known, although existing upper bounds on
the number of halving hyperplanes (cf. [2] for n=3 and [36] for n¿ 4) give some
hope for improvements in the unweighted case. (In the weighted situation, it even
remains to be answered whether cmn is the worst case number of halving hyper-
planes.)
A very recent survey on the median hyperplane problem for any "xed dimension
(also in Minkowski spaces, but without proofs) is [16], see also [31].
Again with the help of zonotopes, the authors of [1] veri"ed the intractability of the
median hyperplane problem when the dimension of the space is part of the input, i.e.,
for variable dimension this problem is NP-complete.
Now we will turn to the center hyperplane problem.
For the Euclidean plane it was proved in [22] that each optimal hyperplane with
respect to g(H) is at maximum distance from at least three given points (see also [8]),
and one can easily extend the proof of this blockedness property to all dimensions
n¿ 3. Thus, every optimal hyperplane is at maximum distance from (at least) n + 1
a2nely independent demand points. On the base of this result and followed by various
independent approaches (cf. [9,12] for a possibly complete list of contributions), an
O(m logm) worst-case time algorithm for the unweighted planar problem was presented
in [3,10], and its optimality was proved in [13]. An O(m2 logm) time algorithm for the
planar weighted case was also given in [13], but in [6] a time-optimal O(m logm) and
linear space approach for this problem was claimed. Furthermore, in [10] an O(m2)
worst-case time approach for the unweighted case in three dimensions was obtained,
and for all n¿ 3 the authors of [9] succeeded in verifying O(m(n+1)=2) expected time
and worst-case space. Also it should be noticed that the unweighted version of the
orthogonal L∞ approximation problem is equivalent to the point set width problem,
asking for a minimum width layer between two parallel hyperplanes containing the
demand points x1; : : : ; xm (see, e.g., Lemma 5:1 in [9]). For extensions to Minkowski
spaces we refer to [31].
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3. Results for horizontal and rectangular distances in Rn
For horizontal distances, de"ned by
dhor(x; Hb;s1 ; ::: ; sn)=


∣∣∣∣b+ s1x1 + · · ·+ snxns1
∣∣∣∣ if s1 =0;
0 if s1 = 0 and
n∑
i=1
sixi + b=0;
∞ if s1 = 0 and
n∑
i=1
sixi + b =0;
we get variants of (1.1) and (1.2) which are important building blocks for the solu-
tions of the two problems for general distances. The median hyperplane problem for
horizontal distances is particularly interesting from the viewpoint of statistical linear
regression, and Zemel [35] solved this problem by proposing a linear time algorithm
for any "xed dimension.
For the two-dimensional center hyperplane problem, it was proved in [29,22] that
there always exists an optimal line which is at maximum distance from at least three of
the demand points. However, in n-space (n¿ 2) this problem is known to be reducible
to a linear program in dimension n + 1, and so one gets an O(m) time algorithm for
any "xed dimension, cf. [18]. Our theorems here will also give higher-dimensional
analogues of the geometric criterion from [30,22].
Now note that for "nding a hyperplane H minimizing f(H) or g(H) for horizontal
distances, we can set s1 = 1, as the subsequent case analysis shows.
Case 1: If s1 =0, then Hb;s1 ; ::: ; sn =Hb=s1 ;1; s2=s1 ; ::: ; sn=s1 .
Case 2: If s1 = 0, then s1xi1 + · · ·+ snxin+b =0 for at least one xi ∈X, otherwise X
does not contain n+1 a2nely independent points. In this case d(xi; H)=∞, enforcing
that f(H)= g(H)=∞ such that H cannot be optimal.
Consequently, we get as objective functions
f(Hb;n) =
m∑
i=1
widhor(xi; Hb;n)
=
m∑
i=1
wi|b+ xi1 + s2xi2 + · · ·+ snxin|
and
g(Hb;n) = max
i=1; ::: ;m
widhor(xi; Hb;n)
= max
i=1; ::: ;m
wi|b+ xi1 + s2xi2 + · · ·+ snxin|;
respectively.
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Lemma 1. For a given point set X= {x1; : : : ; xm} with positive corresponding weights
w1; : : : ; wm there exists a median hyperplane passing through n a:nely independent
points from X: On the other hand; there exists a center hyperplane being at maximum
(weighted) distance from n+ 1 a:nely independent points from X.
Proof. Both the functions f and g are continuous and nonnegative. Furthermore, for
b→∞ or si→∞ the objective values of f and g also increase to in"nity. Conse-
quently, an optimal hyperplane H∗ exists. Because of the case analysis above, we
assume that H∗=Hb∗ ;1; s∗2 ; ::: ; s∗n be an optimal hyperplane which does not pass through
n a2nely independent points from X. De"ne
M0 := {i∈{1; : : : ; m}: b∗ + xi1 + s∗2xi2 + · · ·+ s∗nxin=0}:
By continuity of d(xi; H∗) there exists a neighbourhood U =U (b∗; s∗2 ; : : : ; s
∗
n) with re-
spect to Rn around that solution such that for all (b; s2; : : : ; sn)∈U
{b+ xi1 + s2xi2 + · · ·+ snxin} =0 for each i ∈M0:
Now we look at L := {(b; s2; : : : ; sn): b + xi1 + s2xi2 + · · · + snxin=0 for all i∈M0}.
We know that L = ∅, since (b∗; s∗2 ; : : : ; s∗n)∈L. Since the point set {xi: i∈M0} is not
a2nely independent, the solution of the linear system
{b+ xi1 + s2xi2 + · · ·+ snxin}=0 for all i∈M0
is not unique. Hence there exists another hyperplane H ′=Hb′ ;1; s′2 ; ::: ; s′n =H∗ such that
xi ∈H ′ for all i∈M0. In other words, (b′; s′2; : : : ; s′n)∈L. Thus L is the solution
space of a linear system containing at least two diKerent points, which means that
dim(L)¿ 1. Since the objective function f(Hb;1; s2 ; ::: ; sn) is a2ne on U ∩L, we can
"nd a solution which is at least as good as Hb∗ ;1; s∗2 ; ::: ; s∗n and passes through n a2nely
independent points from X.
Now we turn to the proof of the second statement (referring to the function g).
Since
gi(b; s2; s3; : : : ; sn) :=widhor(xi; Hb;1; s2 ; ::: ; sn)
is a piecewise a2ne and continuous function for all i∈{1; : : : ; m}, we have a convex
minmax optimization problem in n variables, i.e.,
min max
i∈{1; ::: ;m}
gi(b; s2; s3; : : : ; sn):
Thus, we can apply a theorem of [4] (that is based on Helly’s theorem, see [7]),
which says that for such problems there always exists an optimal solution which is
only determined by n+1 diKerent functions gi, i.e., there exists an optimal hyperplane
H∗ and a subset M0 ⊆ {1; : : : ; m} of cardinality n+ 1 such that H∗ also minimizes,
max
i∈M0
widhor(xi; H∗):
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Consequently, H∗ is at maximum (weighted) distance from those n + 1 points. Now,
suppose that these points are not a2nely independent, i.e., there exists a hyperplane H
containing {xi: i∈M0}. Using g(H∗)¿ 0 (since we assumed that X contains at least
n+ 1 a2nely independent points), we calculate
max
i∈M0
widhor(xi; H)= 0¡g(H∗)= max
i∈M0
widhor(xi; H∗):
This is a contradiction to the optimality of H∗ with respect to M0.
Remark. Note that, according to this proof, for horizontal distances Lemma 1 can be
sharpened with respect to the function g: There exists a subset of n + 1 points and
a hyperplane H∗ which is optimal for the whole problem referring to the function g
and also for the problem with only these n+1 points. While in the following section
Lemma 1 will be extended to arbitrary norms, the analogous extension of this sharper
result is not possible, as the following example shows. Namely, consider the four points
x1 = (0; 0); x2 = (2; 0); x3 = (0; 1), and x4 = (2; 1) in the Euclidean plane. The optimal
line minimizing
g(l)= max
i=1; ::: ;4
l2(xi; l)
with respect to the Euclidean norm l2 is l∗= {(x; y): y= 12}, having maximum distance
to all four given points. On the other hand, no subset of cardinality 3 of {x1; x2; x3; x4}
deterimines the line l∗; e.g., the line minimizing
g(l)=
3∑
i=1
l2(xi; l)
is the line with slope − 12 and intercept 12 .
Only for the case of median hyperplanes we can add
Lemma 2. Every hyperplane H∗ minimizing
f(H)=
m∑
i=1
widhor(xi; H)
is a pseudo-halving one.
Proof. Suppose that H =Hb;1; s2 ; ::: ; sn is optimal but not pseudo-halving, i.e.,
1
2W¡
∑
i wi,
where the summation is done for all i∈{1; : : : ; m} satisfying b + xi1 + s2xi2 + · · · +
snxin ¿ 0 or, equivalently, xi ∈H+. We de"ne M+ := {i∈{1; : : : ; m}: b+ xi1 + s2xi2 +
· · ·+ snxin ¿ 0} and M−= {1; : : : ; m}\M+. Then we choose an ∈R such that ¿ 0
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and M+ = {i∈{1; : : : ; m}: b+ xi1 + s2xi2 + · · ·+ snxin − ¿ 0}. This yields
f(Hb−;1; s2 ; ::: ; sn)=f(H) + 
( ∑
i∈M−
wi −
∑
i∈M+
wi
)
¡f(H)
contradicting the optimality of H .
Since the distances in the directions ei; i∈{2; : : : ; n}, are de"ned in the same way
as dhor =de1 , one gets the same results for these directions as in the horizontal case.
And since the rectangular distance between a point xi ∈Rn and a hyperplane H is
given by
l1(x; H)= min
i=1; ::: ; n
dei(x; H);
the above two lemmas also hold for l1. Thus we have
Theorem 1. For the rectangular distance l1 in Rn; n¿ 2; the following statements
hold:
1. There exists a median hyperplane with respect to l1 which passes through n a:nely
independent points from X; and each such median hyperplane is a pseudo-halving
one.
2. There exists a center hyperplane with respect to l1 being at maximum distance
from n+ 1 a:nely independent points from X:
4. Locating hyperplanes in normed spaces
In this section we extend the results of Section 3 to all distances d derived from
norms. The method we use was originally developed in [30] for the plane. Let Rn; n¿ 2,
be the underlying space of an arbitrary n-dimensional Minkowski space Mn. Let B be
a compact, convex set with nonempty interior which is symmetric with respect to the
origin, and let x∈Rn. The function
 B(x) :=min{|!|: x∈ !B}
then de"nes a norm with the unit ball B (of the space Mn). On the other hand,
Minkowski [19] already showed that all norms can be characterized by their unit balls,
see also [33, Section 1:3].
Let d be the metric derived from a given norm  , i.e., d(x; y)=  (y−x) for x; y∈Rn.
Furthermore, let X= {x1; : : : ; xm} ⊂ Rn be a given set of points each of them hav-
ing a positive weight wi; i=1; 2; : : : ; m. The problems we want to solve now read as
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follows: Find a hyperplane H minimizing
f(H)=
m∑
i=1
wid(xi; H)
and, on the other hand,
g(H)= max
i=1; ::: ;m
wid(xi; H):
At "rst we note that for determining the distance between a point x and a hyperplane H
we consider a translate of the unit ball B with midpoint x, and we dilate this translate
(with respect to x) until it touches the hyperplane. Thus we have
Lemma 3. For any norm  with unit ball B and the derived distance d; any hyperplane
H; and any point x∈Rn the following equality holds:
d(x; H)=min{|!|: (x + !B) ∩ H = ∅}:
Denition 3. Let t ∈Rn be a given direction. For x∈Rn and any hyperplane H ⊂ Rn
we de"ne the t-distance
dt(x; H) :=min{|!|: (x + !t)∈H};
where min ∅ :=∞.
Clearly, the t-distance between any point x∈Rn and a hyperplane H can be derived
from the following interpoint distance:
dt(x; y) :=  t(y − x); x; y∈Rn;
where
 t(x) :=
{
|"| if x= "t;
∞ otherwise:
Thus we get dt(x; H)=minz∈H dt(x; z) and note that for x ∈ H the relation
0¡dt(x; H)¡∞ holds if and only if t is not orthogonal to the normal vector n
of H .
For example, the length of the horizontal segment from xi to H then equals
de1 (xi; H)=dhor(xi; H), with e1 ∈Rn denoting the "rst unit vector of the underlying
orthonormal coordinate system.
Lemma 4. Let p; q∈Rn\{o}; and D be a linear transformation with
1. D(p)= q and
2. det (D) =0.
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Then we have for all x∈Rn
dq(D(x); D(H))=dp(x; H);
where D(H) := {D(y): y∈H} for a hyperplane H .
The proof of this lemma was given in [30] for n=2, but is also valid for n¿ 3.
To make the paper self-contained, we shortly give its generalized version.
Proof. We "rst show that dq(D(x); D(y))=dp(x; y) for points x; y∈Rn.
Case 1: dp(x; y)= Q"¡∞.
This means x − y= "p with |"|= Q", and we get
dq(D(x); D(y)) =  q(D(y)− D(x))
=  q("q)= |"|= Q":
Case 2: dp(x; y)=∞.
Then we know that x − y and p are linearly independent; hence also D(x − y)
and D(p) have this property (by D(p) =0), and we get dq(D(x); D(y))=∞.
Since dt(x; H)=minz∈H dt(x; z), we can conclude that for x∈Rn and a hyper-
plane H ⊂ Rn
dq(D(x); D(H)) =min
z∈H
dq(D(x); D(z))
=min
z∈H
dp(x; z)=dp(x; H):
With the help of Lemma 4 we can extend the results on rectangular distances to
t-distances.
Theorem 2. For all t-distances dt the following statements hold:
1. There exists a median hyperplane with respect to dt which passes through n a:nely
independent points from X; and every such median hyperplane is a pseudo-halving
one.
2. There exists a center hyperplane with respect to dt being at maximum distance
from n+ 1 a:nely independent points X:
Proof. We proceed as follows:
1. Choose q= e1, p= t and transform the median or center hyperplane problem for dt
to the problem for dhor, according to Lemma 4. Then we know that H is optimal
for the problem regarding dt if and only if D(H) is optimal for the problem with
dhor.
2. Solve the problem for dhor to obtain an optimal solution H∗hor which passes through
n a2nely independent or is at maximum distance from at least n + 1 a2nely
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independent points D(xi), xi ∈X (Lemma 1). We also know from Lemma 2 that all
median hyperplanes are pseudo-halving ones for the set D(X).
3. Determine Ht =D−1(H∗hor). Since
dhor(D(xi); H∗hor)=dt(xi; D
−1(H∗hor));
and since a2ne independency is invariant with respect to the transformation D we
know that Ht passes through n a2nely independent points or is at maximum distance
from n+1 points xi ∈X in the sense of Lemma 1. For the pseudo-halving criterion
we use that under the transformation D either no xi or all xi change the side of H
such that all median hyperplanes have to be pseudo-halving also for dt .
In the following we will show that for any norm-metric d and any hyperplane with
"xed normal vector n=(s1; : : : ; sn)∈Rn there exists a t ∈Rn such that
d(xi; H)=dt(xi; H) for all i∈{1; : : : ; m}:
Thus, when evaluating the objective functions f(H) and g(H), we can replace d by dt .
Lemma 5. Let  be a norm or  =  t (see after De7nition 3) for some vector t ∈Rn;
and let d(x; y)=  (y− x) be the corresponding distance. Let n∈Rn be such that t is
not orthogonal to n. Then there exists a constant C :=C(n; d; l2) such that for all
b∈R and all x∈Rn
d(x; Hb;n)=Cl2(x; Hb;n);
where l2 denotes the usual Euclidean distance.
Proof. First, consider the case when x is the origin o. Choose a hyperplane H0 with
normal vector n∈Rn which does not contain the origin, i.e., H0 =Hb0 ;n with b0 =0.
Then l2(o; Hb0 ;n)¿ 0 and 0¡d(o; Hb0 ;n)¡∞, and therefore we "nd a real number
C¿ 0 such that d(o; Hb0 ;n)=Cl2(o; Hb0 ;n). Now take any other hyperplane H =Hb;n
with normal vector n. As b0 =0, there exists a real number ( or such that b= (b0,
and we get (Hb0 ;n= {(x: x∈Hb0 ;n}=H(b0 ;n=H . This means that
|(|d(o; Hb0 ;n) = |(| miny∈Hb0 ;n
d(o; y)=min  (|(|y)
= min
y∈Hb0 ;n
 ((y)= min
y∈Hb0 ;n
 (y′)
= d(o; Hb;n):
From this it follows that d(o; Hb;n)= |(|d(o; Hb0 ;n)= |(|Cl2(o; Hb0 ;n)=Cl2(o; Hb;n), us-
ing the above equation for both d and l2. As d is derived from a norm and therefore
is translation invariant, we "nally get d(x; Hb;n)=Cl2(x; Hb;n) for any x∈Rn.
Note that in Lemma 5 the Euclidean distance l2 can be replaced by any other distance
derived from a norm or by distances derived from  t with t and n not orthogonal to
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each other. If d1, d2 and d3 are such distances and n∈Rn, we obtain
C(n; d1; d2)=
C(n; d1; d3)
C(n; d2; d3)
:
As an immediate consequence of Lemma 5 we get the announced independence of
norm result for "nding optimal hyperplanes with "xed slope.
Corollary 1. For a given n∈Rn the optimal hyperplanes H with normal vector n; i.e.;
the hyperplanes Hb∗ ;n minimizing f(Hb;n) or g(Hb;n) are the same for all distances
d and dt .
There is another reason for introducing the distances dt . Namely, the following
relation between the distance d(x; y)=  (y − x) derived from any norm  and the
distances dt holds, see also [16].
Lemma 6.
d(x; H)= min
t∈Rn; (t)=1
dt(x; H):
For the proof we refer to [30].
Lemma 7. Let H be a hyperplane and d(x; y)=  (y−x) be the distance derived from
a norm  . Then there exists a direction t ∈Rn such that
d(x; H)=dt(x; H) for all x∈Rn:
Proof. Let x∈Rn, and n be the normal vector of the hyperplane H . According to
Lemma 6 we can "nd a direction u∈Rn such that  (u)= 1 and d(x; H)=du(x; H)6
dt(x; H) for all t ∈Rn. Suppose that there exist points y∈Rn and v∈Rn with  (v)= 1
and d(y;H)=dv(y;H)¡du(y;H). Note that u is not orthogonal to n, nor is v, since
d(x; H) =∞ and d(y;H) =∞. By Lemma 5 there exists a constant C :=C(n; du; dv)
such that du(x; H)=Cdv(x; H) and du(y;H)=Cdv(y;H), yielding C¿ 1 in the "rst
case and C61 in the second case, which is impossible.
Now we can prove our main theorem.
Theorem 3. For all distances d derived from norms and any weighted point set
X ⊂ Rn; n¿ 2, the following statements hold:
1. There exists a median hyperplane with respect to X which is spanned by n a:nely
independent points from X; and each median hyperplane is a pseudo-halving one.
2. There exists a center hyperplane which is at maximum distance from n+1 a:nely
independent points from X.
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Proof. Suppose that H∗ is a median hyperplane which does not pass through n a2nely
independent demand points. Choose t∗ such that d(xi; H∗)=dt∗(xi; H∗) for each
i∈{1; : : : ; m}, according to Lemma 7 (note that  (t∗)= 1). By Theorem 2 the "rst
statement above holds for the distance dt∗ , and therefore we can choose a hyperplane
H0 minimizing the weighted sum of dt∗(xi; H0), i=1; : : : ; m, and passing through n
a2nely independent given points. Now let t0 be given such that d(xi; H0)=dt0 (xi; H0)
for all i∈{1; : : : ; m}, again according to Lemma 7. Then we get
f(H∗) =
m∑
i=1
wid(xi; H∗)=
m∑
i=1
widt∗(xi; H∗)
¿
m∑
i=1
widt∗(xi; H0)¿
m∑
i=1
widt0 (xi; H0) due to Lemma 6
=
m∑
i=1
wid(xi; H0)=f(H0)¿f(H∗);
the latter inequality due to the optimality of H∗. Thus H0 is a median hyperplane, too.
But it is also the a2ne hull of n a2nely independent demand points, and therefore the
"rst statement of our theorem (except for the pseudo-halving criterion) is proved.
The proof of the second statement goes on the same lines; one only has to replace
“
∑m
i=1” by “maxi=1; ::: ;m” and “passing through n a2nely independent given points” by
“being at maximum distance from n+ 1 a2nely independent demand points”.
The pseudo-halving property of median hyperplanes can be veri"ed by assuming that
there is a median hyperplane H∗ with
∑
xi∈(H∗)− wi ¿W=2. With the same notation
as in the "rst part of this proof we know from Theorem 2 that any hyperplane H0
minimizing dt∗ satis"es the pseudo-halving property. Therefore H∗ cannot be optimal
with respect to dt∗ , and we get
f(H∗)=
m∑
i=1
widt∗(xi; H∗)¿
m∑
i=1
widt∗(xi; H0)¿f(H0)
contradicting the optimality of H∗.
It is obvious that one important application of Theorem 3 is given by the possibility
to determine the global minima of the functions f(H) and g(H) among "nitely many
positions that candidates for median or center hyperplanes can have. An enumeration of
all hyperplanes which satisfy the position criteria from Theorem 3 yields, for any "xed
dimension, polynomially bounded algorithmical approaches to at least one median or
center hyperplane (if one ignores possible calculation di2culties, which might occur,
e.g., due to a complicated boundary structure of the unit ball B of a Minkowski space
Mn; such di2culties are beyond the discrete character of methods from computational
geometry). More details regarding known time complexities for the Euclidean case and
"xed dimensions, which now can be extended to general norms (since the position
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criteria are the same), can be found in the surveys [12,9,16]. Nevertheless, the case of
polyhedral norms yields a more e2cient algorithmical approach to both types of optimal
hyperplanes for any "xed dimension, and therefore we will discuss this subcase in a
detailed manner.
5. Algorithmical approaches for polyhedral norms
In the special case that the distance measure d is derived from a polyhedral norm
(i.e., the unit ball B is a polytope) it is possible to solve both the problems not
depending on the dimension, see [28,16] for related approaches to median hyperplanes,
and [31] for approaches also to center hyperplanes.
If B is a compact, convex polytope with nonempty interior and
ext(B)= {b1; b2; : : : ; br ;−b1;−b2; : : : ;−br}; bj ∈Rn; j=1; : : : ; r;
as set of its extreme points (=vertices), we say that
 B(x) :=min{|!|: x∈ !B}
is a polyhedral norm (sometimes also called a block norm).
Lemma 8. Let dB be derived from a polyhedral norm  B. Then
dB(xi; H)= min
j=1; ::: ; r
dbj (xi; H):
Proof. For determining d(x; H) we know from Lemma 3 that a suitable translate of B
with midpoint x should be dilated until it is supported by H . Obviously, each supporting
hyperplane of a convex polytope contains at least one vertex of that polytope, and
therefore Lemma 6 simpli"es for polyhedral norms to
dB(xi; H)= min
j=1; ::: ; r
dbj (xi; H):
With the help of this lemma we can decompose each of our two problems into
r independent subproblems. Thus, for solving the median or the center hyperplane
problem with respect to dB it is su2cient to "nd the hyperplanes H∗j minimizing
m∑
i=1
widbj (xi; H) or maxi=1; ::: ;m
widbj (xi; H)
for j=1; 2; : : : ; r, and then to choose a hyperplane with the smallest objective value in
the global sense. The way to "nd a best hyperplane is described in Lemma 4. Therefore
we can establish the following algorithm.
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Algorithm (for 7nding a median or a center hyperplane in the case of a polyhedral
norm)
Input: Polyhedral norm distance dB; x1; : : : ; xm ∈Rn; w1; : : : ; wm¿ 0
Output: Hyperplane H∗ with objective value z∗ which solves either the median problem
or the center problem.
1. z∗ :=∞,
2. For j=1 to r do
(i) Determine a transformation D such that D(bj)= e1 and det(D) =0.
(ii) For i∈{1; : : : ; m} do: Qxi =D(xi)
(iii) Find a hyperplane H∗j minimizing
for the median problem: f(H)=
∑m
i=1 widhor( Qxi; H)
for the center problem: g(H)=maxi=1; ::: ;m widhor( Qxi; H)
(Use the algorithms of Zemel [35] and Megiddo [18], respectively.)
(iv) If f(H∗j )¡z
∗ or g(H∗j )¡z
∗, then set z∗ :=f(H∗j ) or z
∗ := g(H∗j ), and
H∗ :=D−1(H∗j ).
3. Output: H∗ with objective value z∗.
For both the problems (i.e., for the median and for the center hyperplane problem in
the case of polyhedral norms) the algorithm runs in 0(rm) time, since their restriction
to horizontal distances in Rn can be solved in linear time for any "xed dimension
(cf. the algorithm from [35] for the median problem, and use the linear programming
methods from [18] for the center problem).
6. Some results about gauges
If we do not require the symmetry property d(x; y)=d(y; x) for x; y∈Rn, then the
distance function d is no longer combined with a norm but (more generally) with a
gauge. Given a compact, convex set B ⊂ Rn with nonempty interior, the gauge function
 ˜B is de"ned by
 ˜B :=min{|!|: x∈ !B};
where in general  ˜B(x)=  ˜B(−x) does not hold, i.e., B is not necessarily centrally
symmetric. It turns out that for gauges Lemma 5 does no longer hold, but it can be
relaxed to the following result.
Lemma 9. Let  ˜ be a gauge and let d(x; y)=  ˜(y− x) be the corresponding distance.
Let n∈Rn be given. Then there exist two real constants
C+ =C+(n; d; l2) and C−=C−(n; d; l2);
such that for any hyperplane H with normal vector n
d(x; H)=C+l2(x; H) for all x∈H+ and
d(x; H)=C−l2(x; H) for all x∈H−;
where H+ and H− are the two open halfspaces with respect to H .
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Proof. Rereading the proof of Lemma 5 we note that for gauges
 ˜(|(|y)=  ˜((y)
is in general not true, such that the equality
|(|d(o; Hb;n)=d(o; Hb; n)
in the proof of Lemma 5 only holds for (¿ 0. Thus, again we start the proof, but
with two hyperplanes Hb+0 ;n and Hb−0 ;n lying above and below the origin and yielding
the two constants C+¿ 0 and C−¿ 0.
Using Lemma 9 it is easy to show (by translating the respective hyperplane) that
there always exists a median hyperplane passing through at least one of the given
points. But the general statement of Theorem 3 ("rst part), however, is not true. This
is demonstrated by the following two examples. We start with the incidence criterion.
Example 1. Let the unit ball B˜=conv{(1; 1); (−1; 1); (0;−2)} determine the gauge  ˜,
and let x1 = (1; 1); x2 = (−1; 1); x3 = (0;−2). Furthermore, let wi =1 for i=1; 2; 3.
Then we consider the lines l12 through x1 and x2; l13 through x1 and x3, and l23
through x2 and x3. Obviously,
f(l12)=d(x3; l12)= 3; f(l13)=d(x2; l13)= 3; and f(l23)=f(l13)= 3;
but with l∗= {(x1; x2): x1 = 0} we can calculate that
f(l∗)=d(x1; l∗) + d(x2; l∗) + d(x3; l∗)= 1 + 1 + 0=2
and so we can conclude that there exists no optimal line passing through two of the
given points. It is easy to construct analogous examples in higher dimensions.
Our next example refers to the pseudo-halving criterion.
Example 2. Let another polyhedral gauge  ˜ be given by the unit ball B˜=conv{(1; 5);
(−1; 5); (0;−1)}, and let x1 = (3; 0); x2 = (−3; 0); x3 = (0;−5) with weights w1 =
w2 = 1; w3 = 3. Then l∗= {(x1; x2): x2 = 0} leads to
f(l∗)= 3d(x3; l∗)= 3;
and all lines l not passing through
A1 = {x:  ˜(x1; x)6 3}= x1 + 3B˜;
A2 = {x:  ˜(x2; x)6 3}= x2 + 3B˜
have objective value f(l)¿ 3. But none of the lines passing through both A1 and A2
is pseudo-halving. Thus no pseudo-halving line is optimal. Also this construction can
be easily extended to higher dimensions.
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Finally, we want to look at center hyperplanes for gauges. To prove an analogue
of the second part of Theorem 3 above (at least for n=2), we need some statements
about line transversals. Let A be a family of compact, convex subsets of R2. A line
l ⊂ R2 is said to be a line transversal of A if it has nonempty intersection with each
member of A.
Lemma 10. LetA be a family of m compact; convex sets in R2 each having nonempty
interior and smooth boundary; and let l be a line transversal of A. If l does not
touch at least three members of A; then there exists a line transversal l′ meeting
the interior of each member of A.
Proof. To indicate that we talk about lines, we use lb;n instead of Hb;n. We have to
investigate three subcases. First, if l does not touch any of the m sets of A, then l= l′
meets the interior of each member of A. Second, if l= lb;n touches exactly one set
A˜∈A which, without loss of generality, lies above l (or on its right-hand side if l
is vertical), then for a small ¿ 0 the line l′= lb+;n is still a line transversal of A,
but having nonempty intersection with the interior of each member of A. And third,
let exactly two sets QA; A˜=A touch the line l. If both these sets lie on the same side
of l, we proceed as in the previous case, and if they are on diKerent sides of l we
choose points Qx∈ QA ∩ l and x˜∈ A˜ ∩ l and de"ne l′ as line obtained from l by a slight
rotation about ( Qx+ x˜)=2 towards both sets QA and A˜. For Qx = x˜ the new line l′ separates
Qx from some other points in QA and also x˜ from some other points in A˜ such that the
intersection of l′ and the interior of each A∈A is nonempty. And for Qx= x˜ we need
the additional assumption that QA and A˜ have smooth boundaries. Thus, the new line l′
cannot be a supporting line of these sets at Qx= x˜. Hence l′ passes through the interior
of both sets QA and A˜ and also through the interior of all other sets from A.
Corollary 2. Let A be a family of compact; convex sets in R2 each with nonempty
interior; and let l be a line transversal of A. If l does not touch three of the sets
from A; then either
• there exists a line transversal l′ meeting the interior of each A∈A; or
• there exists a line transversal l′ which touches three of the sets from A.
Proof. If l touches none or exactly one of the members of A, or if l touches precisely
two of them in at least two diKerent points, then there exists a line transversal l′ which
meets the interior of all sets from A. This follows from the proof of Lemma 10, since
for these cases the smoothness assumption has not been used. Now let l be a line
transversal touching exactly two of the sets from A, e.g. the sets QA and A˜, in one
common point x∈ l ∩ QA ∩ A˜. Then we rotate l about this x until we get a line l′ that
either touches another set from A (note that all members of A are bounded), or we
get a line l′ that meets the interior of one of the sets A˜; QA. In the "rst case l′ touches
one of the remaining sets from A and is still tangent to the sets A˜ and QA, such that
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l′ touches three of the sets from A. And in the second case l′ touches at most one
of the sets in A such that we can apply the proof of Lemma 10. This yields a line l′
which passes through the interior of all sets from A.
Now we are ready to formulate the (planar) analogue of the second part of
Theorem 3 for gauges.
Theorem 4. For all distances d derived from gauges and any set X ∈R2 of m weighted
points there exists a center line which is at maximum distance from three points of
the given set X .
Proof. Assume that l∗ is optimal with respect to the gauge  ˜ and X , having the
objective value !∗, but that l∗ is not at maximum distance from three given points.
We introduce the set
Ai(!∗)= {x∈R2: wid(xi; x)6 !∗}
for each i∈{1; : : : ; m}, leading to the set family A(!∗)= {Ai(!∗): i=1; : : : ; m}, and
we show that for any line l the equivalence
g(l)6 !∗ ⇔ l is a line transversal of A(!∗)
holds (cf. (1:2) above). Namely, we have
g(l)6 !∗⇔wid(xi; l)6 !∗ for all i∈{1; : : : ; m}
⇔ for each i∈{1; : : : ; m} there is an Qxi ∈ l: wid(xi; Qxi)6 !∗
⇔ l ∩ Ai(g) = ∅ for each i∈{1; : : : ; m}
⇔ l is a line transversal of A(g):
Thus, by our assumption above l∗ is a line transversal of A(!∗) with
Ai(!∗) = {x∈R2: wi ˜(xi − x)6 !∗}
=
!∗
wi
B˜+ xi; i=1; : : : ; m;
where B∗= {x∈R2:  ˜(x)6 1} is the unit ball of the gauge  ˜. As B˜ is convex, the
sets Ai(!∗) (i=1; : : : ; m) are convex, too. Furthermore, since l∗ is a line transversal of
A(!∗) which touches at most two of the sets from A(!∗), we can apply Corollary 2
and get the following two cases.
• Either there exists a line l′ passing through the interior of all sets from A(!∗). This
line has a strictly smaller objective value than l∗, contradicting the optimality of l∗.
• Or there exists a line transversal l′ touching three of the sets from A(!∗). Since l′
is a line transversal of the family A(!∗) we know that g(l′)6 !∗ such that l′ is
optimal and at maximum distance from at least three of the given points.
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Unfortunately, we were not able to extend the statement of Theorem 4 to higher
dimensions. Thus, the question whether the second part of our Theorem 3 can be
extended to all gauges for n¿ 3 is left as an open problem.
7. Concluding remarks
Theorem 3 says that in Minkowski spaces there exists a median hyperplane spanned
by n a2nely independent points, and that there exists a center hyperplane at maximum
distance from n+1 a2nely independent given points. On the other hand, in Euclidean
spaces each median and center hyperplane satis"es the correspondingly mentioned po-
sition criterion. Hence one is motivated to ask for geometric characterizations of those
unit balls which enforce the stronger position criteria. This question was recently an-
swered by the authors, cf. [17]: Each median or center hyperplane satis"es the corre-
sponding position criterion if and only if the unit ball B has smooth boundary, i.e., at
each boundary point B is supported by a unique supporting hyperplane.
Also we want to mention that the pseudo-halving criterion (see Theorem 3 above)
plays a certain role regarding the improvement of algorithmical approaches for the
unweighted case (see, e.g., [12,16]), up to now at least for n=2 and n=3. Thus, its
con"rmation for Minkowski spaces given here has a natural motivation.
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