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Abstract
We consider IoT sensor network where multiple sensors are connected to corresponding destination nodes via
a relay. Thus, the relay schedules sensors to sample and destination nodes to update. The relay can select multiple
sensors and destination nodes in each time. In order to minimize average weighted sum AoI, joint optimization
of sampling and updating policy of the relay is investigated. For errorless and symmetric case where weights are
equally given, necessary and sufficient conditions for optimality is found. Using this result, we obtain that the
minimum average sum AoI in a closed-form expression which can be interpreted as fundamental limit of sum AoI
in a single relay network. Also, for error-prone and symmetric case, we have proved that greedy policy achieves
the minimum average sum AoI at the destination nodes. For general case, we have proposed scheduling policy
obtained via reinforcement learning.
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I. INTRODUCTION
With rapid proliferation of Internet-of-Things (IoT) applications, unprecedented volume of information
has been collected. However, not every information is equally valuable but, at least, information has
different value as a function of time in terms of its usefulness in given applications. For example, in
sensor network where sensors observe physical processes, once information about a status of a process
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2for specified time is generated, the content of the information is fixed but the corresponding process keeps
changing over time. Since status is time-varying, it is expected that information acquired recently is more
accurate than the one obtained in the past. Thus, value of information depends on both time of generation
and utilization.
As a metric to assign temporal values on information, age of information (AoI) has been introduced
and investigated in many different areas [1]. AoI is defined as time elapsed since the generation of
information. Thus, information generated long ago shows larger AoI, which implies that current state may
be different from what the information meant. Especially, when information is required to be transferred
over wireless media, AoI becomes more important since AoI means time difference of generation and the
present whereas existing metrics such as delay focus on time duration taken for delivery. Thus, how fresh
information a transmitter holds cannot influence delay but is critical to AoI. In this perspective, minimizing
AoI is necessary and should be achieved by different strategies used for reducing communication delay.
Nowadays, AoI is widely used in many applications including sensors, control and vehicular networks
since AoI measures the quality of information in terms of timeliness [2]–[6]. Given random arrival
and delivery of new status, [7]–[13] have characterized AoI in different types of channels: non-shared
independent channels [7], [8], broadcasting channels [9], [10], and random access channel [11]–[13]. Also,
another line of works [14]–[19] considers deterministic generation of new status by sensors. Random
access protocols dependent on the value of AoI are proposed in [14], [15]. Also, accounting for limited
power at IoT sensors, the authors of [16], [17] studied power-efficient status update policy with energy-
harvesting sensors. In broadcasting channel, assuming AoI increases by unit of frame, performance of
different scheduling polices are analyzed and compared in [18]. The effect of sampling cost is taken into
consideration in [19].
However, connectivity between sensors and destination nodes cannot be always established. In fact,
in sensor networks, it is common to have relay nodes which help sensors to save limited power and
to deliver sampled data to destination nodes [20], [21]. Recently, a few works consider AoI in relay
networks [22]–[28]. In [22], AoI is used as one of evaluation criteria for designing IoT multimedia
system. When unmanned-aerial vehicles (UAVs) take role of relay between sensors and destination nodes,
AoI-minimizing system design investigated in [23]–[25]. For single-pair of a sensor and a destination
node, [23] formulates an optimization problem which jointly determines trajectory and communication
strategy for minimizing maximum peak AoI. Also, for multiple sensors and single destination, the authors
of [24] proposed AoI-based trajectory to minimize sum AoI of sensors. When UAV is able to transfers
3energy to sensors, strategy of UAV for positioning, energy transfer, and data collection is investigate in
[25]. Also, in multi-hop network, [26] studied AoI-minimizing routing schemes. In wireless relay network
which consists of a source, a relay and a destination node, average AoI is analyzed in [27], [28]. Under
random access protocol, [27] optimizes the transmission probability. Optimal generation rate of status is
found in [28].
In fact, it is inefficient to place a relay for each of sensors in large sensor networks. Moreover, relays
are capable of controlling multiple sensors simultaneously; thus, network design with consideration of
multiple sensors assigned to a relay becomes more practical. In addition to that, IoT sensors transfer
the new status over wireless media which is unstable. Thus, transmission error can occur and should
be considered to obtain realistic AoI value. Furthermore, when relay is introduced to multiple sensors
which are able to generate new information in any time, scheduling policy becomes different from existing
fashion. While single scheduling policy which indicates either destination nodes to be updated or sensors
to sample completely determines the value of AoI in existing works without a relay, a couple of policies
are required to control AoI in networks with a relay: one is to select sensors to sample and transmit to
the relay, and the other is to choose destination nodes to update. As destination nodes are updated via the
relay, it is important for the relay to have fresh information. Thus, sampling policy which determines a
set of sensors to sample influences to the value of AoI at the relay which AoI at the destination nodes is
dependent on. Hence, the relay needs to select which sensors to sample and destination nodes to be updated
jointly in each time. Therefore, in order to minimize the AoI at the destination nodes in relay networks,
joint optimization of sampling and updating policy should be considered. Furthermore, finding optimal
selection of multiple sensors and destination nodes for sampling and updating requires comparisons of all
feasible combinations of sensors and destination nodes, which is challenging but not clearly figured out
yet.
In this context, our paper aims to figure out optimal policy which includes sampling and updating
decision for minimizing AoI at the destination nodes. In this paper, we consider an IoT sensor network
where multiple destination nodes monitor physical processes observed by corresponding sensors via a relay.
We formulate the minimization of average weighted sum AoI at the destination nodes. When sensors are
equally important and transmission errors does not occur, we figure out necessary and sufficient condition
for optimality. Using this condition, we further obtains the fundamental limit of average sum AoI in a
closed-form expression. Also, in error-prone network, we prove that our proposed greedy policy is optimal.
For general IoT network, we reformulate our problem as markov-decision problem (MDP) and solved via
4reinforcement learning.
In short, our contributions are summarized as follows.
• For multiple sensors, destination nodes and a single relay IoT network, joint optimization of sampling
and updating policy is formulated to minimize the average weighted sum AoI at the destination nodes.
• In errorless symmetric IoT network where sensors are equally important, necessary and sufficient
condition for optimality is obtained.
• The fundamental minimum value of sum AoI at the destination for relay-aided IoT sensor network
is found in a closed-form expression.
• In error-prone symmetric IoT network, we show optimal policy is selects sensors of which AoI is
the largest up to sampling capability and destination nodes of which AoI gap is the largest up to
updating capability.
• Using reinforcement learning, we provide AoI-minimizing policy for general IoT network.
The rest of this paper is organized as follows. In Section II, we present IoT sensor network in detail.
Our objective function and optimization problem is described in Section III. Section IV provides the
mathematical analysis on our problem. Also, we verify our analysis via numerical results in Section V.
Finally, we conclude our paper in Section VI.
II. SYSTEM MODEL
We consider IoT sensor network which consists of K IoT sensors, a relay, and K destination nodes as
shown in the Fig. 1. Each IoT sensor observes a distinct time-varying physical process which corresponding
destination node monitors. As the status of physical process changes over time, the information which
destination nodes have becomes stale. Thus, it is necessary to deliver update of status to destination nodes
timely. Assuming that direct communication links between sensors and destination nodes do not exist
due to practical limitations [20], [21], a relay located at which enables to communicate with both sensors
and destination nodes can help to update destination nodes by mediating information transfer from IoT
sensors to destination nodes. Hence, sensors send fresh update to the relay and the relay forwards the
received update to corresponding destination nodes. We assume that the relay is capable of receiving and
transmitting simultaneously. However, since the relay communicates with sensors and destination nodes
over wireless channel which is a shared media, only a limited number of sensors and destination nodes is
allowed to communicate in each time. Thus, the relay needs to select subset of sensors and destinations
to transmit and receive in each time. We denotes the number of sensors to sample and destination nodes
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Fig. 1. IoT sensor network with a relay where each sensor observes a distinct physical process which is monitored by a corresponding
destination node. The observed information is forwarded from sensors to destination nodes via a relay
to update in each time as S and U, respectively. To avoid trivial case, we consider the case when S < K
and U < K . It is assumed that the relay has a buffer which can keep the most recent status information
for each physical process. Thus, the received updates from sensors can be stored and delivered in any
time after reception. Also, the status information stored at the relay but not delivered is replaced when
the new information of the same process is received. Moreover, we consider sensors can generate new
status once it is selected to sample, so called as generated-at-will model [19], [29].
As the wireless channel fluctuates over time, not all communications are successful. Therefore, reception
of sampled status from sensors or delivery of update to destination nodes can be failed due to wireless
randomness. It is known that transmission error is dominated by the outage event defined as link capacity
becomes lower than transmission rate [30]. Let us denote the outage probability of communication link
between the relay and the sensor k as pk ∈ [0, 1). Also, qk ∈ [0, 1) represents the outage probability
of communication link between the relay and the destination node k. We assume that outage occurs
independently across any links with sensors and destination nodes.
In order to measure timeliness of update, we define AoI of a process at the relay, and at the destination
node as time elapsed since corresponding sensor samples status that was delivered most recently to relay
and to the corresponding destination node, respectively. In this work, time-slotted model is adopted. Time
slots are indexed by positive integer t ∈ Z+. If we denote AoI of process k at the relay, and at the
6destination node in time t as gk(t) and hk(t), respectively,
gk(t) = t − ηk(t), (1)
hk(t) = t − ζk(t), (2)
where ηk(t) and ζk(t) is time when the sensor k generated the most-recent update at the relay and the
destination node k, respectively.
According to (1) and (2), as time goes on, the information becomes stale, which results in increasing AoI.
Thus, proper sampling and updating is necessary to keep fresh information. We assume that communication
delay is given as single time slot; thus, AoI is reduced after one time-slot from sampling and updating.
Therefore, status sampled in each time slot cannot be delivered to the destination nodes in the same time
slot of sampling. When sensor k samples and transmits to the AP at time t − 1, AoI at the relay becomes
the minimum value, 1 by definition (1) unless the transmission error occurs. However, if outage happens,
fresh status cannot be transferred to the relay; hence, AoI increases by 1. In other words, if we denote
S(t) as a set of sensors to sample at time t, evolution of AoI at the relay can be represented as, for
k ∈ S(t),
gk(t + 1) =

1 with probability 1 − pk
gk(t) + 1 with probability pk
. (3)
For other processes which are not chosen to be sampled, AoI increases by 1. For k < S(t),
gk(t + 1) = gk(t) + 1. (4)
Regarding the AoI at the destination node, when update from the relay is successfully delivered to the
destination node, the AoI at the corresponding destination node decreases. However, in this case, it is not
reduced to 1 but to AoI at the relay. Hence, we have the following evolution of AoI at the destination
nodes. For k ∈ U(t),
hk(t + 1) =

gk(t) + 1, with probability 1 − qk
hk(t) + 1 with probability qk
, (5)
and for k < U(t),
hk(t + 1) = hk(t) + 1. (6)
7III. PROBLEM FORMULATION
In this section, we describe how AoI at the destination node are related with sampling and update
scheduling. Also, in order to keep destination node informed in timely manner, we formulate minimization
problem of average weighted sum AoI at the destination node.
The frequent sampling and updating results low AoI at the destination nodes. However, owing to have
limited communication capability, appropriate selection of sensors and destination nodes for sampling and
updating is required. Moreover, the selection of sensors and destination nodes by the relay should be
optimized based on the current AoI at the relay and destination nodes. Depending on the AoI values, the
optimal selection of sensors and destinations nodes should be changed. Thus, we consider a scheduling
policy which defined as follows.
Definition 1: A scheduling policy pi is defined as a mapping from current AoI at the relay and destination
nodes to the set of sensors to sample new status and destination nodes to receive update from the relay.
pi
(
{gk(t)}Kk=1 , {hk(t)}Kk=1
)
= (Spi(t),Upi(t)) . (7)
As we have multiple processes to monitor, we consider sum AoI at the destination in order to measure
scalar quantity for freshness. Furthermore, taking different importance of each physical process, weighted
sum AoI at the destination is defined as objective function to minimize. Also, since we have the randomness
caused by outage, the average AoI needs to be considered. In addition to that, as the system evolves over
time, current decision of sampling and updating can affect the AoI in the future. Therefore, time-averaged
metric AoI should be defined. As a consequence, we define average weighted sum AoI as,
Vpi(T) = 1
T
T∑
t=1
E
[
K∑
k=1
wkhpik (t)
]
, (8)
where T is a time-horizon of our interest and hpik (t) is AoI at the destination in time t with policy pi.
Now, we can formulate the minimization of the average weighted sum AoI. As we have constraints
on the number of sensors and destinations nodes for scheduling in each time, our minimization can be
represented as
min
pi
Vpi(T)
s.t. |Spi(t)| = S, ∀t, (9)
|Upi(t)| = U, ∀t. (10)
8IV. OPTIMAL POLICY FOR MINIMIZING AVERAGE WEIGHTED SUM AOI
In this section, we investigate the optimal policy for sampling and updating to minimize average
weighted sum AoI. Our objective function is weighted sum AoI at the destination which is directly
dependent on updating policy. However, when the relay updates destination nodes, AoI at the destination
node is set to be AoI of corresponding process at the relay. Moreover, AoI at the relay is a function
of sampling policy. Consequently, sampling and updating policies should be jointly taken into account
to reduce AoI at the destination nodes. Furthermore, each of sampling and updating decision contains
multiple selection of sensors and destination nodes in each time. Therefore, combinations of sensors and
destination nodes should be compared. As a result, our problem is joint combinatorial optimization which
is not easily solvable. To gain insight of optimal policy, we first investigate simple case where the number
of sensors to sample and destination nodes to update are equal, the importance of different sensors is
identical, and wireless channel gain is high enough to neglect transmission error.
A. Optimal policy in errorless symmetric system
In this subsection, it is assumed that S = U, pk = qk = 0 and wk = 1/K , ∀k. Also, we set the initial
value of AoI at the relay and destination nodes as equal to 1 for any physical process. (i.e., gk(1) = 1
and hk(1) = 1, ∀k.)
To figure out the optimal policy, we first prove some useful lemmas.
Lemma 1: For any policy pi, ∀k and ∀t, the AoI at the destination nodes can be bounded below as
hpik (t) ≥ gpik (t − 1) + 1, (11)
hpik (t) ≥ gpik (t). (12)
Proof: Please refer to Appendix A.
Intuitively, since AoI at the destination node either increases by 1 or is set to be equal to AoI at the
relay, AoI at the destination node cannot be lower than AoI at the relay. Lemma 1 confirms this intuition.
Another lemma which will be used to analyze optimal policy is given below. The following lemma
represents AoI at the relay and destination nodes as a sum of reduction by sampling and updating.
9Lemma 2: The sum AoI at the relay and at the destination node following a policy pi can be represented
as follows. For any pi and t,
K∑
k=1
gpik (t) = tK −
t−1∑
τ=1
R(Spi(τ)), (13)
K∑
k=1
hpik (t) = tK −
t−1∑
τ=1
R(Upi(τ)), (14)
where
R(Spi(τ)) =
∑
k∈Spi (τ)
gpik (τ), (15)
R(Upi(τ)) =
∑
k∈Upi (τ)
hpik (τ) − gpik (τ). (16)
Proof: Please refer to Appendix B.
In fact, R(Spi(t)) and R(Upi(t)) are the reduction of AoI by sampling and updating at time t, respectively.
Moreover, tK is the sum AoI when sensors and the destination nodes do not sample or receive any new
updates. Thus, lemma 2 implies that sum AoI at the relay and destination node are equal to the subtraction
of the reduction by sampling and updating from sum AoI of non-sampling and non-updating, respectively.
Based on lemma 1 and 2, we have the following proposition which is essential to have optimality
condition.
Proposition 1: For any policy pi and ∀t, the accumulated AoI reduction at the relay until time t − 1 is
always greater than or equal to the accumulated AoI reduction at the destination nodes until time t.
t−1∑
τ=1
R(Spi(τ)) ≥
t∑
τ=1
R(Upi(τ)). (17)
Proof: Please refer to Appendix C.
Proposition 1 means that, given policy, the accumulated AoI reduction by updating is bounded above
by the accumulated AoI reduction by sampling. Fundamentally, updating reduces the AoI gap between at
the relay and destination nodes and sampling generates AoI gap. In other words, without sampling, AoI
difference between at the relay and destination nodes cannot exist. Thus, updating cannot achieve larger
gain than sampling in terms of accumulated AoI reduction. More precisely, since sampling and updating
occurs at the beginning of each time slot, the AoI gap produced by the sampling of current time slot
cannot be reduced by updating at the same time slot. Hence, there exist time gap of at least single-time
slot between sampling an updating. Accounting for the time gap, accumulated AoI reduction by updating
up to time t cannot be larger than accumulated AoI reduction by sampling up to time t − 1.
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Algorithm 1 Greedy Policy
Input: g(1) = [1, · · · , 1], h(1) = [1, · · · , 1], {wk}Kk=1
for t = 1, · · · ,T do
SG(t) = argmaxS⊂K,|S(t)|≤L
∑
k∈S wkgGk (t)
UG(t) = argmaxU⊂K,|U|≤U
∑
k∈U wk
(
hGk (t) − gGk (t)
)
end for
In the following theorem, we figure out necessary and sufficient condition for optimal policy.
Theorem 1 (Necessary and sufficient condition of optimal policy): For errorless symmetric IoT network,
a policy pi∗ is optimal if and only if pi∗ satisfies,
T∑
t=1
t−2∑
τ=1
R(Spi∗(t)) = max
pi
T∑
t=1
t−2∑
τ=1
R(S(t)), (18)
t−1∑
τ=1
R(Spi∗(τ)) =
t∑
τ=1
R(Upi∗(τ)), ∀t. (19)
Proof: Please refer to Appendix D.
As shown in the proposition 1, accumulated AoI reduction by updating is bounded above by that of
sampling. Thus, AoI reduction at the relay by sampling policy which maximizes the AoI reduction at
the relay becomes the maximum of the upper bound of AoI reduction at the destination nodes. In this
context, if there exists a policy which enables to reduce AoI at the destination by updating as much as
AoI reduction at the relay by the sampling which maximizes the AoI reduction at the relay, the policy
shows the minimum average weighted sum AoI at the destination nodes; hence is optimal. Furthermore,
as we prove in the following propositions, greedy sampling and updating policy which selects sensors
which have the S-largest AoI at the relay and destination nodes which have the U-largest AoI gap can
achieve both maximizing AoI reduction at the relay and AoI at the destination simultaneously. Therefore,
greedy policy minimizes the average AoI at the destination nodes. As a result, any other policy which
cannot reduce as much as greedy policy does cannot be optimal.
As mentioned in the proof of theorem 1, we will show that greedy policy satisfies the optimal condition.
The detail of greedy policy is described in Algorithm 1 for general IoT network where different weights
of processes and outage in transmission are allowed. Also, the example of AoI evolution with greedy
policy is demonstrated in Table I for errorless symmetric IoT network for K = 5, S = 3, U = 3. First, we
will show greedy sampling achieves the minimum average AoI at the relay, and equivalently, maximum
accumulated AoI reduction at the relay. After that, the amount of AoI reduction at the relay and at the
11
TABLE I
EVOLUTION OF AOI AT THE RELAY AND DESTINATION NODES WITH GREEDY POLICY IN ERRORLESS SYMMETRIC IOT NETWORK FOR
K = 5, S = 3, U = 3.
T = 1 T = 2 T = 3
g(t) [1, 1, 1, 1, 1] [1, 1, 1, 2, 2] [2, 2, 1, 1, 1]
h(t) [1, 1, 1, 1, 1] [2, 2, 2, 2, 2] [2, 2, 2, 3, 3]
T = 4 T = 5 T = 6
g(t) [1, 1, 1, 2, 2] [2, 2, 1, 1, 1] [1, 1, 1, 2, 2]
h(t) [3, 3, 2, 2, 2] [2, 2, 2, 3, 3] [3, 3, 2, 2, 2]
destination node by greedy policy is completely characterized in the proposition 3 which is used to show
that the greedy policy meets the second condition (19).
Proposition 2: For errorless symmetric IoT network, average weighted sum AoI at the relay is minimized
by the greedy sampling policy.
G = argmin
pi
1
TK
T∑
t=1
K∑
k=1
gpik (t). (20)
Equivalently,
G = argmax
pi
T∑
t=1
t−1∑
τ=1
R(Spi(τ)). (21)
Proof: Please refer to Appendix E.
Proposition 3: For errorless symmetric IoT network, the AoI reduction by sampling and updating via
greedy policy are given as
R(SG(t)) = min {tS,K} , (22)
R(UG(t)) = min {(t − 1)U,K} . (23)
Proof: Please refer to Appendix F.
Combining the results of the proposition 2 and 3 with the theorem 2, we have the optimality of greedy
policy for minimizing the average sum AoI at the destination in errorless symmetric IoT network.
Theorem 2 (Optimality of Greedy Policy): For errorless symmetric IoT network, greedy sampling and
updating policy described in Algorithm 1 is optimal for minimizing average weighted sum AoI at the
destination node.
G = argmin
pi
1
TK
T∑
τ=1
K∑
k=1
hpik (t). (24)
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Furthermore, greedy policy also achieves the minimum instantaneous weighted sum AoI at relay and at
the destination nodes.
G = argmin
pi
1
K
K∑
k=1
hpik (t), (25)
G = argmin
pi
1
K
K∑
k=1
gpik (t). (26)
Proof: Please refer to Appendix G.
As we know the AoI reduction by sampling and updating for greedy policy which is maximum for any
time, we can obtain the minimum sum AoI at the relay and destination nodes.
Theorem 3 (Minimum sum AoI at the relay and destination nodes): For errorless symmetric IoT network,
the minimum sum AoI at the relay and at the destination nodes are expressed as follows.
min
pi
K∑
k=1
gpik (t) = (1 − 1 (t ≥ t′ + 1)) tK + 1 (t ≥ t′ + 1) t′K −
t′(t′ − 1)S
2
, (27)
min
pi
K∑
k=1
hpik (t) = (1 − 1 (t ≥ t′′ + 1)) tK + 1 (t ≥ t′′ + 1) t′′K −
(t′′ − 1)(t′′ − 2)U
2
, (28)
where t′ =
⌈K
S
⌉
and t′′ =
⌈K
U
⌉
+ 1. For t > t′′,
min
pi
K∑
k=1
gpik (t) = t′K −
t′(t′ − 1)S
2
, (29)
min
pi
K∑
k=1
hpik (t) = t′′K −
(t′′ − 1)(t′′ − 2)U
2
. (30)
Proof: Please refer to Appendix H.
Since errorless symmetric IoT network can achieve lower minimum sum AoI than error-prone symmetric
network, the result of theorem 3 becomes the fundamental limit of AoI for relay-aided symmetric IoT
network. Furthermore, it is interesting that for large t such that all sensors and destinations are chosen at
least once, sum AoI at the relay and destination nodes does not increase but becomes a constant, which
is independent of t. Furthermore, regardless of the value of K , S, and U, sum AoI is not growing for
large t. This is counter-intuitive because, for a sensor network which monitors large number of physical
processes but is limited to sample and update only small number of processes in each time, it is expected
to show that AoI keeps increasing as time goes on. However, theorem 3 implies that if we sample and
update optimally, any symmetric IoT sensor network can achieve constant sum AoI regardless of sampling
and updating capability in each time.
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B. error-prone symmetric IoT network
In the previous subsection, we have shown that greedy policy minimizes the average weighted sum
AoI at destination nodes for errorless symmetric IoT network. In this subsection, we will show that,
considering transmission error caused by outage, greedy policy also minimizes the average weighted sum
AoI at the destination node using stochastic dominance. Although, due to outage event, the evolution path
of IoT sensor network becomes stochastic, greedy policy is still optimal as we proved under deterministic
evolution in errorless case.
Theorem 4 (Optimality of greedy algorithm for error-prone symmetric IoT network): For symmetric
network with identical outage probability and uniform weight, pk = p ∈ [0, 1), qk = q ∈ [0, 1), and
wk =
1
K , ∀k, greedy sampling and updating policy is optimal for minimizing average weighted sum AoI
at the destination nodes.
G = argmin
pi
1
TK
T∑
t=1
E
[
K∑
k=1
hpik (t)
]
. (31)
Proof: Please refer to Appendix I.
Theorem 4 means that even in existence of error, if outage occurs independently and identically across
the sensors and destination nodes, optimality of greedy algorithm is preserved. Essentially, randomness
which is identically applied to all sensors and destination nodes cannot change the performance order of
policy given from the deterministic system. Thus, optimality of greedy algorithm is valid under identically
unstable channel.
C. General IoT Network
For general asymmetric IoT sensor network, it is required to show that a policy satisfies Bellman
optimality equation to prove optimality [37]. However, it is neither analytically tractable nor computa-
tionally allowed for large network where number of sensors and destination nodes are huge [31]. Even, in
this paper, we consider multiple combinations of processes both in sensors and destination nodes which
results products of exponential scale of state space. Therefore, to have either closed-form optimal policy
or numerical optimal policy based on dynamic programming is infeasible.
As an alternative, by modeling the original problem as markov decision process (MDP), we can find
numerical solution which shows near-optimal performance aided by reinforcement learning.
To design MDP, we need to define state, action, and reward. First, state can be defined as concatenation
of AoI at the relay and at the destination. Accordingly, a state x(t) at time t is represented as
x(t) =
(
{gk(t)}Kk=1 , {hk(t)}Kk=1
)
. (32)
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An action is the selection of sensors to sample and destination nodes to deliver by the relay. An action
at time t denoted as α(t) becomes
α(t) = (S(t),U(t)) . (33)
Accordingly, a policy is defined as a mapping from state x(t) to an action α(t). Namely, pi(x(t)) = α(t).
Since our goal is to minimize the average weighted sum AoI at the destination nodes, reward obtained
by action α(t) in state x(t), J (x(t), α(t)), becomes
J(x(t), α(t)) =

0 for t < T
− 1T
∑T
τ=1
∑K
k=1 wkhk(τ) for t = T
, (34)
where we put negative sign in order to formulate the maximization problem which is a convention in
reinforcement learning.
Based on this formulation, we can solve the following MDP problem which finds an policy which
shows near-optimal performance.
max
pi
T∑
t=1
J (x(t), pi(x(t))) , (35)
s.t. |S(t)| ≤ S, ∀t, (36)
|U(t)| ≤ U, ∀t. (37)
Since the state space is huge, table based Q-learning which requires the table of which size is product
of cardinality of state space and action space cannot be applied in this problem. Replacing the table with
neural network, Deep Q-learning (DQN) is more favorable [32]. After training period, we can use DQN
policy for general IoT sensor network.
V. NUMERICAL RESULTS
In this section, we demonstrate the performance of different policies for minimizing average weighted
sum AoI at the destination nodes. In various environments, average weighted sum AoI at the destination for
greedy policy, DQN policy and random policy are compared. Random policy is the policy where chooses
one of feasible sampling and updating set with a fixed probability distribution [18]. In this simulations,
we use uniform distribution which shows equal probability of selection for any feasible action.
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Fig. 2. Comparison of different scheduling policy for instantaneous weighted sum AoI at the destination nodes in errorless symmetric IoT
network
A. errorless symmetric IoT network
First, we demonstrate the average weighted sum AoI for different policies in errorless symmetric IoT
network. We consider the case when T = 20, K = 5, S = 3, U = 3, wk = 1/K , and pk = qk = 0 ∀k.
Fig. 2 shows the instantaneous sum AoI at the destination nodes for different policy, respectively. As
the theorem 3 states, the weighted sum AoI at the relay and destination nodes for greedy policy becomes
constant after certain time.
As shown in Fig. 3, the average weighted sum AoI at the destination nodes of greedy policy is the
minimum. Furthermore, as the time window increases, the gap between different policies are growing.
Since, in errorless symmetric case, random policy and DQN policy which cannot achieve lower instanta-
neous sum AoI than greedy policy, the accumulated sum AoI gap increases. Thereby, average sum AoI
gap grows as time window increases.
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Fig. 3. Comparison of different scheduling policy for instantaneous weighted sum AoI at the destination nodes in errorless symmetric IoT
network
B. error-prone symmetric IoT network
We present the performance of different scheduling policies evaluated for error-prone symmetric IoT
network in this subsection. The outage probability is given as pk = qk = 0.1 for any k. Other parameters
are the same as in errorless symmetric case.
It is clear that instantaneous weighted sum AoI of greedy policy is not constant after given time threshold
due to outage as shown in Fig. 4. The behaviors of average weighted sum AoI for different scheduling
policies are similar to the errorless case in Fig. 5. This is because outage occurs independently with
scheduling policies. Thus, existence of outage cannot make essential differences in scheduling policies.
Still, we can see that greedy policy, which is optimal in this case, shows the minimum average AoI in
Fig. 5.
C. General IoT network
We also evaluate the performance of scheduling policies in error-prone asymmetric IoT network.
Given K = 5, S = 3, U = 3, the weight which represents the importance of each process is w =
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Fig. 4. Comparison of different scheduling policy for instantaneous weighted sum AoI at the destination nodes in error-prone symmetric
IoT network
[0.5, 0.3, 0.2, 0.05, 0.05], where (w)k = wk . The outage probability is given as p = [0.1, 0.1, 0.2, 0.2, 0.3]
and q = [0.3, 0.2, 0.2, 0.1, 0.1], where (p)k = pk and (q)k = qk .
As shown in Fig. 6 and 7, greedy policy outperforms random and DQN policy. Compared with error-
prone symmetric case, the performance gap between DQN policy and greedy policy becomes smaller.
However, greedy policy which maximizes weighted AoI reduction in each time slot achieves better
performance than DQN policy. Although DQN policy is well-trained, there exists non-zero probability of
selecting random actions in order to avoid local minimum, so called exploration probability. Hence, with
certain probability, DQN selects random actions which may not be an optimal action.
VI. CONCLUSION
In this paper, we considered wireless IoT sensor network which requires timely update of status via a
relay. Given multiple sensors and destination nodes, we minimize average weighted sum AoI. As relay
forwards the update received from sensors to corresponding destination nodes, it is necessary for the
relay to jointly select sensors to sample new status and destination nodes to update. Assuming errorless
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Fig. 5. Comparison of different scheduling policy for average weighted sum AoI at the destination nodes in error-prone symmetric IoT
network
transmission, we have obtained necessary and sufficient condition for optimal scheduling policy in IoT
sensor network where weights are uniformly given. In this case, sampling policy to minimize AoI at
the relay and updating policy to achieve the AoI reduction of sampling policy becomes optimal. Thus,
minimum AoI at the destination only can be achieved when the relay have the minimum AoI in errorless
symmetric case. Furthermore, we characterize the AoI reduction by sampling and updating which enables
us to find the minimum sum AoI in a closed-form expression. Since errorless system is superior to
corresponding error-prone system, the minimum sum AoI in errorless network becomes the fundamental
limit of sum AoI for general single relay network. Exploiting the result in errorless case, we have proved
that greedy sampling and updating is optimal for error-prone symmetric IoT sensor network. For arbitrary
IoT sensor network, we have proposed that DQN-based policy aided by reinforcement learning. However,
in arbitrary IoT sensor network, greedy policy still shows remarkable performance compared to DQN-
based policy which requires long training period. Thus, greedy algorithm can be used in general cases
when cost for training is not affordable.
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Fig. 6. Comparison of different scheduling policy for instantaneous weighted sum AoI at the destination nodes in general IoT network
APPENDIX A
PROOF OF THE LEMMA 1
Since evolution of hpik (t) follows (5), after at least single successful update, AoI at the destination cannot
be smaller than AoI at the relay when it is scheduled to be updated. Also, sampling cannot increase AoI
at the relay. Hence, for t ≥ τ such that k ∈ Upi(τ),
hk(t) ≥ gpik (t − 1) + 1. (38)
If k has not been updated at least once until t, then hpik (t) = t owing to hpik (1) = 1. As sampling can
only reduce the AoI at the relay, gpik (t − 1) ≤ t − 1. Hence, if k <
⋃t
τ=1Upi(τ), we can rewrite hpik (t) as
hpik (t) = t − 1 + 1 (39)
≥ gpik (t − 1) + 1 (40)
Combining above results, we have, ∀t,
hpik (t) ≥ gpik (t − 1) + 1. (41)
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Fig. 7. Comparison of different scheduling policy for average weighted sum AoI at the relay in general IoT network
Moreover, evolution of AoI at the relay (3) implies that
gpik (t − 1) + 1 ≥ gpik (t). (42)
As a consequence,
hpik (k) ≥ gpik (t). (43)
APPENDIX B
PROOF OF THE LEMMA 2
We will prove this lemma using mathematical induction. First, we focus on the proof for the expression
of the sum AoI at the relay. Suppose (13) holds for t > 1. Since evolution of AoI at the relay follows (3),
K∑
k=1
gpik (t + 1) =
∑
k∈Spi (t)
gpik (t + 1) +
∑
k<Spi (t)
gpik (t + 1), (44)
=
∑
k∈Spi (t)
1 +
∑
k<Spi (t)
(
gpik (t) + 1
)
, (45)
=
K∑
k=1
1 +
∑
k<Spi (t)
gpik (t), (46)
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= K +
K∑
k=1
gpik (t) −
∑
k∈Spi (t)
gpik (t). (47)
By supposition, (47) can be rewritten as
K∑
k=1
gk(t + 1) = K + tK −
t−1∑
τ=1
∑
k∈Spi (τ)
gpik (τ) −
∑
k∈S(t)
gk(t), (48)
= (t + 1)K −
t∑
τ=1
∑
k∈Spi (τ)
gpik (τ). (49)
Thus, (13) holds for t + 1 if it is valid for t.
Also, for t = 1, since gk(1) = 1, the sum of AoI at the relay in t = 1 becomes
K∑
k=1
gk(1) = K, (50)
which is identical to (13) when t = 1. Therefore, by mathematical induction, (13) holds for any t. Using
mathematical induction with similar derivation, we can also prove the expression of sum AoI at the
destination nodes, (14), holds.
APPENDIX C
PROOF OF THE PROPOSITION 1
By the lemma 2, given policy pi, the difference of sum AoI at the destination nodes in t + 1-th time
slot and at the relay in t-th time slot can be represented as
K∑
k=1
hpik (t + 1) − gpik (t) = K +
t−1∑
τ=1
R(Spi(τ)) −
t∑
τ=1
R(Upi(τ)). (51)
Also, (51) can be rewritten as
K∑
k=1
hpik (t + 1) −
(
gpik (t) + 1
)
=
t−1∑
τ=1
R(Spi(τ)) −
t∑
τ=1
R(Upi(τ)). (52)
In addition to that, lemma 1 implies that
K∑
k=1
[hk(t + 1) − (gk(t) + 1)] ≥ 0. (53)
Combining (52) and (53),
t−1∑
τ=1
R(Spi(τ)) −
t∑
τ=1
R(Upi(τ)) ≥ 0. (54)
If we rewrite (54), we have
t−1∑
τ=1
R(Spi(τ)) ≥
t∑
τ=1
R(Upi(τ)). (55)
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APPENDIX D
PROOF OF THE THEOREM 1
By lemma 2, average AoI at the destination for a policy pi can be expressed as
1
TK
T∑
t=1
K∑
k=1
hk(t) = 1TK
T∑
t=1
[
tK −
t−1∑
τ=1
R(Upi(τ))
]
. (56)
Also, due to proposition 1, (56) can be bounded below as
1
TK
T∑
t=1
K∑
k=1
hk(t) ≥ 1TK
T∑
t=1
[
tK −
t−2∑
τ=1
R(Spi(τ))
]
. (57)
The lower bound is minimized when
∑t−2
τ=1 R(Spi(τ)) is maximized. As a consequence, for any policy pi,
the average AoI cannot be lower than the minimum of lower bound.
1
TK
T∑
t=1
K∑
k=1
hk(t) ≥ min
pi
1
TK
T∑
t=1
[
tK −
t−2∑
τ=1
R(Spi(τ))
]
. (58)
Furthermore, as the first term of (58) is irrelevant with pi, we can rewrite (58) as
1
TK
min
pi
T∑
t=1
[
tK −
t−2∑
τ=1
R(Spi(τ))
]
=
1
TK
(
T∑
t=1
tK −max
pi
T∑
t=1
t−2∑
τ=1
R(Spi(τ))
)
. (59)
If there exist a policy pi∗ which satisfies (18) and (19) simultaneously can have the minimum sum AoI.
For any pi,
1
TK
T∑
t=1
K∑
k=1
hpik (t) =
1
TK
T∑
t=1
[
tK −
t−2∑
τ=1
R(Upi(τ))
]
, (60)
≥ 1
TK
(
T∑
t=1
tK −
T∑
t=1
t−2∑
τ=1
R(Spi(τ))
)
, (61)
≥ 1
TK
(
T∑
t=1
tK −max
pi
T∑
t=1
t−2∑
τ=1
R(Spi(τ))
)
, (62)
=
1
TK
T∑
t=1
K∑
k=1
hpi
∗
k (t) (63)
Therefore, a policy which achieves (18) and (19) is optimal.
On the other hand, to prove the converse, suppose there exist an optimal policy pi∗ which does not
satisfy (18) or (19). Then,
T∑
t=1
t−2∑
τ=1
R(Spi∗(τ)) < max
pi
T∑
t=1
t−2∑
τ=1
R(Spi(τ)), (64)
or, by the proposition 1,
t−1∑
τ=1
R(Spi∗(τ)) >
t∑
τ=1
R(Upi∗(τ)). (65)
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However, as we show in the proposition 2 and 3, there already exists a greedy policy G which satisfies
both (18) and (19). Hence, the average sum AoI for policy pi∗ can be represented as
1
TK
T∑
t=1
K∑
k=1
hpi
∗
k (t) =
1
TK
T∑
t=1
[
tK −
t−1∑
τ=1
R(Upi∗(τ))
]
, (66)
≥ 1
TK
(
T∑
t=1
tK −
T∑
t=1
t−2∑
τ=1
R(Spi∗(τ))
)
, (67)
≥ 1
TK
(
T∑
t=1
tK −max
pi
T∑
t=1
t−2∑
τ=1
R(Spi(τ))
)
, (68)
=
1
TK
(
T∑
t=1
tK −
T∑
t=1
t−2∑
τ=1
R(SG(τ))
)
, (69)
=
1
TK
T∑
t=1
K∑
k=1
hGk (t). (70)
If either (64) or (65) holds, one of the inequalities, (67) and (68) should hold without equality. Conse-
quently, we have
1
TK
T∑
t=1
K∑
k=1
hpi
∗
k (t) >
1
TK
T∑
t=1
K∑
k=1
hGk (t). (71)
However, (71) contradicts to the optimality of pi∗. By contradiction, any optimal policy should satisfy
both (18) and (19).
APPENDIX E
PROOF OF THE PROPOSITION 2
From (3), the AoI of the process k at the relay with a policy pi evolves
gpik (t) = 1(k < Spi(t))gpik (t − 1) + 1, (72)
where 1(x) is an indicator function which is 1 if x is true, and 0, otherwise. After some manipulations,
we can have general expression of gk(t) as a function of gk(1).
gpik (t) =
t−1∏
τ=1
1(k < Spi(τ))gpik (1) +
t−1∑
τ=2
t−1∏
d=τ
1(k < Spi(d)) + 1. (73)
Accordingly, sum AoI at the relay in t can be written as
K∑
k=1
gpik (t) =
K∑
k=1
t−1∏
τ=1
1(k < Spi(τ)) +
K∑
k=1
t−1∑
τ=2
t−1∏
d=τ
1(k < Spi(d)) + K, (74)
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where we use the initial value, gpik (1) = 1 for any pi and k. Using the definition of the indicator function,
the product of indicator functions becomes
t−1∏
τ=1
1(k < Spi(τ)) =

1 if k <
⋃t−1
τ=1 Spi(τ)
0 otherwise
. (75)
Hence, depending on
⋃t−1
τ=1 Spi(τ), the sum AoI at the relay becomes different. If
⋃t−1
τ=1 Spi(τ) include the
all K sensors,
∑K
k=1
∏t−1
τ=1 1(k < Spi(τ)) becomes 0. Since only S sensors are chosen in each time, there
exists the limit on the size of
⋃t−1
τ=1 Spi(τ). Thus, we have the lower bound of
∑K
k=1
∏t−1
τ=1 1(k < Spi(τ)) as
K∑
k=1
t−1∏
τ=1
1(k < Spi(τ)) ≥ min {K − (t − 1) S, 0} . (76)
Also, for the second term in (74), we have
t−1∏
d=τ
1(k < Spi(d)) =

1 if k <
⋃t−1
τ=1 Spi(τ)
0 otherwise
. (77)
Similarly,
K∑
k=1
t−1∏
τ=1
1(k < Spi(τ)) ≥ min {K − (t − τ) S, 0} . (78)
Therefore, we have the following lower bound of sum AoI at the relay.
K∑
k=1
gpik (t) ≥ min {K − (t − 1) S, 0} +
t−1∑
τ=2
min {K − (t − τ) S, 0} + K . (79)
As greedy sampling policy chooses sensors in turn, greedy sampling policy achieves the cardinality of⋃t−1
τ=1 SG(τ) is equal to K − (t − 1) S for any t. Hence, greedy sampling policy satisfies
t−1∏
τ=1
1(k < SG(τ)) = min {K − (t − 1) S, 0} , (80)
t−1∏
d=τ
1(k < SG(d)) = min {K − (t − τ) S, 0} . (81)
Therefore, greedy policy obtains the minimum sum AoI at the relay for any t. As a result, greedy policy
minimizes the average sum AoI at the relay.
APPENDIX F
PROOF OF THE PROPOSITION 3
First, we consider AoI reduction at the relay by greedy sampling. For t ≤ KS , there exists K − (t − 1) S
processes which have never been sampled. Thus, those processes have the largest AoI at the relay. Also,
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given initial AoI g(1) = 1, gk(t) = t for k < ⋃t−1τ=1 SG(τ) and t ≤ KS . If there exists more than S processes
of which AoI is t, greedy policy samples S processes with AoI t. In other words, if K − (t − 1)S ≥ S,
R(SG(τ)) = tS. (82)
On the other hand, if K−(t−1)S < S, some of sensors should be sampled twice. In this case, sensors which
were sampled at t = 1 have the second largest AoI of corresponding process since it has been longest
time since first sampling. Moreover, AoI of processes sampled at t = 1 is t − 1. Thus, AoI reduction by
sampling is given as
R(SG(τ)) = (K − (t − 1)S) t + (S − (K − (t − 1)S)) (t − 1), (83)
= K . (84)
Therefore, for t ≤ KS , R(SG(τ)) = min {tS,K}.
When t > KS , all sensors are chosen to sample at least once. Thus, the maximum-AoI process becomes
the one sampled oldest. In this case, since AoI of processes becomes the difference of current time and
the time when it is sampled, AoI of processes have one of the value from 1 to t′ where t′ =
⌈K
S
⌉
. Also,
for each value of AoI except for t′, there exists S processes. The rest K − (t′ − 1)S processes have AoI of
t′. In this case, greedy sampling chooses K − (t′ − 1)S sensors with AoI t′ + 1 and S − (K − t′S) sensors
with AoI t′. Therefore, the reduction of AoI by sampling becomes
G(SG(t)) = t′ (K − (t′ − 1)S) + (t′ − 1) (S − (K − (t′ − 1)S)) , (85)
= K . (86)
Since t ≤ KS and t > KS are equivalent to tS ≤ K and tS > K , the AoI reduction by sampling is given as
R(SG(t)) = min {tS,K} . (87)
The AoI reduction by updating can be derived similarly. Updating results that AoI at the destination
nodes is equal to AoI at the relay. Thus, AoI gap becomes zero. Therefore, before sampling, updated
processes have zero AoI gap between at the relay and the destination nodes. In short, AoI gap is generated
by sampling and reduced by updating. Moreover, when S = U, greedy policy selects the same set of
processes which were sampled in previous time to update in current time because only those set of
processes have non-zero AoI gap.
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For t ≤ KU + 1, since not all processes are sampled until t − 1, the AoI of the processes sampled in
t − 1 at the destination node is t. Thus, AoI gap becomes t − 1. As a result, we have the following AoI
reduction by updating.
R(UG(t)) = (t − 1)U. (88)
For t > KU +1, as explained before, K −(t′−1)S processes with AoI t′ at the relay and S−(K −(t′−1)S)
processes with AoI t′− 1 at the relay were sampled in t − 1 and their AoI at the destination nodes are the
same as AoI at the relay. Therefore, in t, K−(t′−1)S processes have the AoI gap of t′ and S−(K−(t′−1)S)
processes have the AoI gap of t′ − 1. Thus, the AoI reduction by updating can be represented as
R(UG(t)) = t′(K − t′S) + (t′ − 1)(S − (K − t′S)), (89)
= K . (90)
As t ≤ KU + 1 and t > KU + 1 are equivalent to (t − 1)U ≤ K and (t − 1)U > K , the AoI reduction by
updating becomes
R
(
UG(t)
)
= min {(t − 1)U,K} . (91)
APPENDIX G
PROOF OF THE THEOREM 2
Since we have figure out necessary and sufficient condition for optimal policy in theorem 1, we can
prove the optimality of greedy policy by checking the optimality condition. From the proposition 2,
G = argmax
pi
T∑
t=1
t−1∑
τ
R(Spi(t)). (92)
Also, by the proposition 3, it is obvious that
t−1∑
τ=1
R(SG(τ)) =
t−1∑
τ=1
min {τS,K} (93)
=
t∑
τ=2
min {(τ − 1)S,K} , (94)
=
t∑
τ=1
min {(τ − 1)U,K} , (95)
=
t∑
τ=1
R(UG(τ)), (96)
where we use that U = S from symmetric assumption and R
(UG(1)) = 0. As a result, by theorem 2,
greedy policy is optimal for minimization of average sum AoI in errorless symmetric IoT network.
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Furthermore, it is already proved that greedy sampling achieves the minimum instantaneous weighted
sum AoI at the relay in the proof of the proposition 2. Also, using the result lemma 2 and proposition 3,
K∑
k=1
hpik (t) = tK −
t−1∑
τ=1
R (Upi(τ)) , (97)
≥ tK −
t−2∑
τ=1
R (Spi(τ)) , (98)
≥ tK −max
pi
t−2∑
τ=1
R (Spi(τ)) , (99)
= tK −
t−2∑
τ=1
R
(
SG(τ)
)
. (100)
Thus, greedy policy also achieves the minimum instantaneous weighted sum AoI at the destination nodes.
APPENDIX H
PROOF OF THE THEOREM 3
Since greedy policy is optimal for minimum average weighted sum AoI for any given time window,
greedy policy also achieves the minimum sum AoI at the relay and destination nodes. Thus,
min
pi
K∑
k=1
gpik (t) =
K∑
k=1
gGk (t), (101)
min
pi
K∑
k=1
hpik (t) =
K∑
k=1
hGk (t). (102)
By lemma 2 and proposition 3, the sum AoI at the relay can be written as
K∑
k=1
gGk (t) = tK −
t−1∑
τ=1
min {τS,K} . (103)
(103) can be simplified as
K∑
k=1
gGk (t) = tK −
t−1∑
τ=1
min {τS,K} , (104)
= tK −
(
t ′−1∑
τ=1
τS +
t−1∑
τ=t ′
K
)
(105)
= tK − t
′(t′ − 1)S
2
− 1(t ≥ t′ + 1)(t − t′)K, (106)
= (1 − 1 (t ≥ t′ + 1)) tK + 1 (t ≥ t′ + 1) t′K − t
′(t′ − 1)S
2
. (107)
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where t′ =
⌈K
S
⌉
. With similar derivations,
K∑
k=1
hGk (t) = tK −
t−1∑
τ=1
min {(τ − 1)U,K} , (108)
= tK −
t ′′−1∑
τ=1
(τ − 1)U −
t−1∑
τ=t ′′
K, (109)
= tK − t
′′(t′′ − 1)U
2
+ (t′′ − 1)U − 1 (t ≥ t′′ + 1) (t − t′′)K, (110)
= (1 − 1 (t ≥ t′′ + 1)) tK + 1 (t ≥ t′′ + 1) t′′K − (t
′′ − 1)(t′′ − 2)U
2
, (111)
where t′′ =
⌈K
U
⌉
+ 1.
APPENDIX I
PROOF OF THE THEOREM 4
We will use stochastic dominance to prove the optimality of greedy policy.
Definition 2 (Stochastic Dominance): For random variable X and Y , X is stochastically dominant over
Y if Pr [ f (X) > z] ≤ Pr [ f (Y ) > z], ∀z ∈ R, ∀ f ∈ F , where F is the set of measurable functions which
maps from the domain of X and Y to positive real value.
In our problem, time-average of weighted sum AoI is of our interest. Thereby, let us treat weighted sum
AoI given from a policy as a random variable. If sum AoI of any policy is stochastically dominant over
that of the greedy policy, we have Pr
[∑K
k=1 h
pi
k (t) > z
] ≤ Pr [∑Kk=1 hGk (t)] for any pi. Since we can express
average as
E
[
K∑
k=1
hpik (t)
]
=
∫ ∞
0
Pr
[
K∑
k=1
hpik (t) > z
]
dz, (112)
we can conclude that average sum AoI of the greedy policy is the minimum.
In [18], [33]–[36], it has been shown that if there exist two stochastic processes X(t) and Y (t) which
satisfy the following, X is stochastically dominant over Y .
• X and Y have the same probability distribution
• X(t) and Y (t) are defined on a common probability space
• X and X(t) have the same probability distribution
• X(t) ≥ Y (t), with probability 1 for any t.
First, consider stochastic process X(t) = ∑Kk=1 hpik (t). Then, the randomness of ∑Kk=1 hpik (t) comes from the
outage event. Therefore, a set of all feasible combinations of outage occurrence in transmission of selected
processes becomes the probability space. Consider the stochastic process Y (t) = ∑Kk=1 hGk (t) which follows
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the same outage occurrence of X(t). In other words, although pi selects different processes for sampling
and updating, the same outage results happens in both process. For example, suppose pi selects sensor k to
sample and the greedy policy selects sensor k′ to sample. Then, if outage occurs at transmission of sensor
k, also outage occurs at transmission of sensor k′. Thus, regardless of policy, both stochastic process can
have the same communication state which results both process have the same probability distribution.
Since outage occurs independently with policy, this stochastic coupling still covers all feasible path that
any policy can follow.
By this stochastic coupling, X(t) and Y (t) satisfy the first three conditions. Now, we will show the
last condition, X(t) ≥ Y (t) with probabilty 1 for any t. If outage occurs in the transmission, the AoI at
the destination node becomes identical regardless of policy. Therefore, outage cannot change the order
of sum AoI of different policies under stochastic coupling. On the other hand, when there is no outage,
the error-prone symmetric IoT network becomes the same as errorless symmetric case, which we already
show that the Greedy policy minimizes the average weighted sum AoI.
In short, when outage occurs, if
∑K
k=1 h
pi
k (t − 1) ≥
∑K
k=1 h
G
k (t − 1),
∑K
k=1 h
pi
k (t) ≥
∑K
k=1 h
G
k (t). Else, if∑K
k=1 h
pi
k (t − 1) ≤
∑K
k=1 h
G
k (t − 1),
∑K
k=1 h
pi
k (t) ≤
∑K
k=1 h
G
k (t). On the other hand, when there is no outage,
we have
∑K
k=1 h
pi
k (t) ≥
∑K
k=1 h
G
k (t) as shown from error-free case. Consequently,
∑K
k=1 h
pi
k (t) ≥
∑K
k=1 h
G
k (t)
with probability 1 for any t. This completes the proof.
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