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あらまし 現実世界で見られるグラフ構造のデータが大規模になるにつれ，それらのデータを処理するための分散グ
ラフ処理フレームワークに対する需要が高まっている．分散グラフ処理フレームワークは入力となるグラフを分割し
各計算機に割り当ててから目的の分析処理を行うが，グラフの分割がどのようになされたかによってその後の分析処
理に要する時間は左右される．既存のグラフ分割手法には，グラフを高速に分割し，かつその後の分析処理も高速と
なるようなものが存在しない．そこで本稿では，グラフを高速に分割しかつ分析処理も高速に行えるようなグラフ分
割手法を提案し，それを既存の分散グラフ処理フレームワークである PowerGraphに組み込むことで大規模グラフを
高速に処理する．提案手法は高速にグラフをクラスタ分割する技術を拡張することで，各計算機に配置されるエッジ
数の等粒度化，切断されるバーテックス数の削減を実現する．そして，提案手法により分析処理に要する時間を既存
のグラフ分割手法である randomに対し最大 2.6倍，obliviousに対し最大 1.2倍高速化可能であることを示した．
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1. は じ め に
近年，現実世界においてソーシャルグラフやWebグラフなど
の大規模なグラフ構造のデータが見られるようになった．例え
ば，2013年末の Facebookのユーザ数は 12億 3000万人であ
り，その一年間でのユーザ増加数は 1億 7000万人であったと
報告されている（注1）．これに伴い，大規模なグラフ構造のデー
タに対する分析処理を行うための分散グラフ処理フレームワー
クへの需要が高まっている．
分散グラフ処理フレームワークとして，Pregel [1]，GraphLab
[2]や PowerGraph [3]が挙げられる．これらのフレームワーク
は，Bulk Synchronous Parallel（BSP）という計算モデルに基
づいて設計されている．BSPモデルは並列処理を実現するため
のモデルの一つである．BSPモデルは，各計算機でローカルの
処理を行い，その計算結果を通信によって交換しあい，全ての
計算機が通信を終えるまで待機するという一連の処理を繰り返
することで目的とする分析処理を行う．
分散グラフ処理フレームワークは入力となるグラフが大規模
となることから，まず入力となるグラフを分割し，得られた部
分グラフを各計算機に割り当てる．その後，BSP モデルに基
づいて分析処理を行う．各計算機は自身に割り当てられた部分
グラフのバーテックス一つ一つに対しユーザ定義の処理を実行
し，その後全計算機が計算結果を交換することによって計算結
果の整合性を保つということを繰り返す．分析処理に要する時
間はグラフがどのように分割されたかによって左右される．例
えば，各計算機に割り当てられたタスク量が偏っている場合，
（注1）：http://www.theguardian.com/technology/2014/feb/04/facebook-
10-years-mark-zuckerberg
各計算機が分析処理に要する時間にも偏りが生じる．分散グラ
フ処理フレームワークにおいては，多くの場合割り当てられた
エッジ数が多いほどタスク量は増大する [3]．したがって，各計
算機に割り当てられるタスク量の偏りを小さくするためには，
各計算機に割り当てられるエッジ数の偏りを小さくする必要が
ある．ここで，本論文では各部分グラフに内包されるエッジ数
の偏りの小ささを評価する観点として等粒度性を用いる．また，
分散グラフ処理フレームワークでは分析処理中にグラフ分割に
よって切断されたバーテックスあるいはエッジを通じて通信が
行われるため，グラフ分割により切断されるバーテックスある
いはエッジの数が多いと通信コストが高くなる．したがって，
計算機間の通信コストを低くするためには，グラフ分割によっ
て切断されるバーテックスまたはエッジの数を少なくする必要
がある．本論文では，グラフ分割によって切断されるバーテッ
クスあるいはエッジの数がどれほど多いかを表す観点として，
replication factor [3]を用いる．
分散グラフ処理フレームワークにおいて使用されるグラフ分
割方法は，大きく分けて二種類存在する．ひとつは，グラフ分
割アルゴリズムを用いる方法である．グラフ分割アルゴリズム
はグラフ全体の構造を利用して高い等粒度性と低い replication
factorを実現することができるが，扱うデータが大規模になる
とグラフの分割に膨大な実行時間を要するという欠点がある．
もうひとつの方法として，グラフ全体の構造を利用することな
く，バーテックスやエッジが読み込まれた時に割り当て先とな
る計算機を逐次決定するという方法がある．この方法は高速に
グラフを分割でき，統計情報を用いることで高い等粒度性を実
現することができるが，一方で replication factor が高くなっ
てしまうという欠点がある．
したがって，本論文では大規模なグラフ構造のデータを高速
に分割し，かつ高い等粒度性と低い replication factor を実現
するグラフ分割手法を採用し [5]，これを PowerGraphに組み
込むことで大規模なグラフを高速に分析処理するフレームワー
クを提案する．なお，本稿で提案するグラフ分割手法は，他の
分散グラフ処理フレームワークにも適用可能である．
提案手法は，2つのステップを経てグラフを計算機台数と同
じ k 個のグラフに分割する．具体的な手順は以下の通りであ
る．まず第一ステップで，クラスタ間の等粒度性を保ちつつ，
マージした際にグラフのModularity [6]が高くなるようにクラ
スタをマージする．Modularity はよいクラスタ分割ができて
いるかを計る指標のひとつであり，この値を大きくすることで
replication factor を低くすることができる．このステップで
は，最終的に得られるクラスタの等粒度性を高めるために k個
よりも多いクラスタを導出する．第二ステップでは，最終的に
得られるクラスタの等粒度性が高くなるようにクラスタの組を
マージする．また，隣接するクラスタ同士をマージすることで
replication factorを低くする．第一ステップに用いられている
手法 [4] が高速であり，かつ第二ステップでの処理はマージす
るべきクラスタ数が第一ステップの数百～数千分の一であるこ
とから，この手法は全体として高速な処理を実現する．本稿で
は，提案手法を PowerGraphに組み込み，実データと人工デー
タを用いた評価実験を行った．その結果，本手法により分析処
理を既存のグラフ分割手法である random に対し最大 2.6 倍，
obliviousに対し最大 1.2倍高速化可能であることを確認した．
本稿の構成は以下の通りである．2.節で本稿の前提となる知
識について概説する．3.節で提案手法の詳細について説明し，
4.節にて提案手法の評価と分析を行う．5.節で関連研究につい
て述べ，6.節で本稿をまとめ，今後の課題について述べる．
2. 前 提 知 識
2. 1 PowerGraph
本稿では，提案するグラフ分割手法を PowerGraph [3]に組
み込むことで大規模グラフデータを高速に分析処理するフレー
ムワークを提案する．よって本節では，既存の分散グラフ処理
フレームワークである PowerGraphについて概説する．
PowerGraphは Pregel [1]とGraphLab [2]を参考に設計，実
装された分散グラフ処理フレームワークである．PowerGraph
は各バーテックスに対し vertex-programと呼ばれるユーザ定
義の処理を繰り返し実行することで目的の分析結果を得る．
vertex-programの処理時間は，多くの場合対象とするバーテッ
クスの次数が大きいほど長くなる [3]．したがって，各計算機に
割り当てられるエッジ数に偏りがあると，各計算機の処理時間
に偏りが生じることが予想される．PowerGraphは，他の計算
機に比べ早く処理が終了した計算機が存在する場合，全ての計
算機が処理を終えるまでそれらを待機させる．これは，処理が
短時間で終わった計算機の計算リソースを持て余すことになり
非効率的である．したがって，PowerGraphは各計算機の処理
時間の偏りを小さくするために，分割されたグラフが内包する
エッジ数が同程度になるようにグラフを分割する．
PowerGraph は，エッジを計算機に割り当てバーテックス
を切断する vertex-cut によってグラフを分割する．切断され
たバーテックスは異なる部分グラフをまたがることになるが，
PowerGraph はそれらの部分グラフが割り当てられる全計算
機において切断されたバーテックスの複製を作成して管理す
る．あるバーテックスが切断されたことにより作成された複製
をそのバーテックスのレプリカと呼ぶ．レプリカにはコピーと
マスターが存在する．PowerGraphでは，データの整合性を保
つために分析処理中にコピーとマスター間で通信が行われる．
したがって，計算機上に存在するレプリカの数が増えるほど通
信コストは増大する．PowerGraphでは，グラフ分割の指標の
一つとして replication factorと呼ばれる指標を定義している．
replication factor とは，計算機上に存在する合計レプリカ数
をグラフが内包する合計バーテックス数で割ったものである．
PowerGraphはグラフを分割するにあたり，replication factor
が低くなることを目標としている．
PowerGraph におけるグラフ分割手法について説明する．
PowerGraph は対象とするデータが大規模であることから，
バーテックスやエッジのデータが読み込まれると割り当て先と
なる計算機を逐次決定することでグラフを分割する．Power-
Graph は vertex-cut によってグラフを分割するため，エッジ
の割り当て先をどのように決めるかはグラフをどのように分
割するかと同義である．PowerGraphにおけるグラフ分割手法
は，大きく分けて二種類存在する．一つ目は randomと呼ばれ
る手法である．これは，エッジの割り当て先をランダムに決定
する手法である．この手法は高速にグラフを分割することがで
きるが，グラフ全体の構造を利用しているわけではないため
切断されるバーテックスの数が多くなり，replication factorが
高くなる．二つ目は obliviousと呼ばれる手法である．これは，
replication factorが低くなるようにエッジの割り当て先を決め
る手法である．エッジが割り当てられた計算機には，そのエッ
ジの両端のバーテックスのレプリカが作成される．したがって，
oblivious では各計算機にどのバーテックスのレプリカが作成
されるかを記憶しておき，それを元に作成されるレプリカの
数が少なくなるようにエッジの割り当て先を決める．この手法
は random に比べグラフ分割に要する時間が長くなるものの，
replication factorを低くすることで通信コストが削減され，全
体の処理でみると randomより高速となる場合がある．どちら
の手法も高速にグラフを分割でき等粒度性を高くすることが
可能であるが，グラフ分割アルゴリズムを用いてグラフを分割
した場合よりも replication factor が高くなるであろうことが
予想される．obliviousは replication factorが低くなるように
エッジを各計算機に割り当てるが，バーテックスの割り当て方
法はランダムであるためグラフ分割による切断バーテックスの
数を減らすのには限界があると考えられる．
PowerGraphは，現実世界にあるような大規模グラフをグラ
フ分割アルゴリズムで分割することは困難である [7]という前
提のもと上記の手法を採用している．そこで本稿では，グラフ
を高速にグラフをクラスタ分割する技術 [4]を拡張した高速な
グラフ分割手法を提案する．
2. 2 Modularity
提案手法における第一ステップでは，クラスタ間の等粒度性
を保ちながらグラフのModularity [6]が高くなるようにクラス
タをマージする．そこで，本節ではクラスタリング指標の一つ
であるModularityについて概説する．
Modularityはクラスタに内包されるエッジが密であり,クラ
スタ間に存在するエッジが疎となるほど高い数値を示す指標で
ある．グラフ分割により得られるクラスタの集合を C，クラス
タ iからクラスタ j へ接続されているエッジ数を eij ,グラフ内
の合計エッジ数を mとした時，ModularityQは以下の式で定
義される．
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第一ステップではマージするクラスタの組を決定する際に，そ
のクラスタの組をマージした場合のModularityの変化量のみ
を計算する．Blondel らは，上記の Modularity の定義式から
2 つのクラスタ i; j を統合した際の Modularity の変化量 Q
を導出し,以下のように定義している [8]．
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第一ステップでは上記のQの値とそれぞれのクラスタが内包
するエッジ数の比率を合成した指標を用いる．詳しくは 3. 1節
で述べる．
3. 提 案 手 法
本稿で提案する手法は，グラフを高速に分割し，かつ高い等
粒度性と低い replication factorを実現する．本手法は，2つの
ステップを経てグラフを k個のクラスタに分割する．一つ目の
ステップはModularityクラスタイリングステップである．こ
のステップでは，クラスタの等粒度性を保ちつつ Modularity
が高くなるようにクラスタをマージしていく．また，最終的に
得られるクラスタの等粒度性を高めるために k 個よりも多い
クラスタを導出する．二つ目のステップは等粒度クラスタリ
ングステップである．このステップでは，最終的に得られるク
ラスタの等粒度性が高くなるように隣接するクラスタをマー
ジしていく．以下 3. 1節，3. 2節で詳細を述べる．なお，この
手法はバーテックスを各クラスタに割り当てエッジを切断する
edge-cutによりグラフを分割する．PowerGraphに組み込むに
は，最終的に得られた edge-cutのクラスタを vertex-cutのク
ラスタに変換する必要がある．本手法の PowerGraph上におけ
る実装方法については 3. 3節で述べる．
3. 1 Modularityクラスタリングステップ
Modularityクラスタリングステップでは，クラスタの等粒度
性を保ちつつModularityが高くなるようにクラスタをマージ
していく．そのために，サイズが同程度であり，かつマージする
ことでグラフのModularityが高くなるようなクラスタの組を
選択しマージする．ここで，クラスタのサイズとはそのクラス
タが内包するエッジ数の多さのことをいう．サイズが同程度の
表 1 アルゴリズム 1 で使用されている主な記号の定義
G(V;E) グラフデータ．V はバーテックス集合，E はエッジ集合
k 最終的なクラスタの数
a 閾値を決定するための 1 以上の定数
Ci 現在存在するクラスタの集合
ws マージ判定の対象となるクラスタの集合
nprev 現在の ws がセットされる前のクラスタの数
inner edge(c) クラスタ c が内包するエッジの数
m(c) クラスタ c とマージするべきクラスタ
adjacent clusters(c) クラスタ c と隣接するクラスタの集合　
eval func(c; ca) 2 つのクラスタ c; ca に対する評価関数 ((3) 式)
クラスタをマージすることで，各クラスタのサイズの増大の偏
りを抑えることができる．また，Modularityはクラスタ間に存
在するエッジが疎であるほど高い数値を示すので，Modularity
を高くすることで切断エッジ数を削減し，replication factorを
低くすることができる．このようなクラスタの組をマージする
ために，マージ候補である 2つのクラスタ i; j に対する評価関
数を以下のように定義する．
Q0 = min
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ここで，Qは 2. 2節で述べたModularityの変化量（(2)式）
である．Modularityクラスタリングステップでは，上記のQ0
の値が最も大きくなるようなクラスタの組を選択しマージする．
min

eii
ejj
;
ejj
eii

は，クラスタ i; j の内包するエッジ数の差が小
さいほど高い数値となる．したがって，Q0 の値を大きくなる
ようなクラスタの組をマージすることで，等粒度性を保ちつつ
Modularityを高くすることができる．
Modularity クラスタリングステップでは，あるクラスタと
マージするべきクラスタが選択された時点でクラスタをマージ
し，かつ最初に次数の少ないクラスタからマージ判定を実行す
る手法 [4]を採用することで，Louvain法 [8]のように複数クラ
スタをまとめてマージし，かつマージ判定の際に参照するエッ
ジの数を削減する．これにより，ランダムにクラスタをマージ
していく場合よりも高速にグラフをクラスタ分割することがで
きる．Modularity クラスタリングステップでは最終的に得ら
れるクラスタの等粒度性を高めるために k個よりも多いクラス
タを導出する．これは，クラスタが k個になるまでこの手法で
マージを続けてしまうと，グラフ内の合計バーテックスの数が
kで割り切れない場合，マージした回数が一回多いものとそう
でないものとで内包するエッジ数の差が大きくなってしまうか
らである．
Modularity クラスタリングステップの処理の流れをアルゴ
リズム 1に示す．また，主な記号の定義を表 1に示す．このア
ルゴリズムは，入力としてグラフデータ G(V;E)と最終的に得
たいクラスタの数 k，そして任意の 1 以上の数 a を受け取る．
a は閾値を決定するための数値である．このアルゴリズムは，
クラスタの数が a  k個となるか，Modularityの値がそれ以上
上がらなくなるまでクラスタの組をマージする処理（4行～28
行）を繰り返す．具体的には，最初に現在存在するクラスタを
全て wsに加え（3行と 9行），wcからクラスタを一つ取り出
し（12行），そのクラスタとマージするべきクラスタを選択し
マージする処理（13 行～27 行）を ws が空になるまで繰り返
す．wsが空になった場合は，現在の wsが処理される間にクラ
Algorithm 1 Modularityクラスタリングステップの流れ
Input: G(V;E); k; a
Output: Ci
1: Ci  V
2: ws  Ci
3: nprev  jCij
4: while jCij > a  k do
5: if ws = ; then
6: if nprev = jCij then
7: break
8: else
9: ws  Ci
10: nprev  jCij
11: end if
12: end if
13: get cluster c 2 ws, delete c from ws
14: if inner edge(c) >= jEj=k then
15: continue
16: end if
17: Ca(c)  adjacent clusters(c)
18: Q0(c)  0
19: m(c)  c
20: for each ca 2 Ca(c) do
21: Q0(c; ca)  eval func(c; ca)
22: if Q0(c; ca) > Q0(c) then
23: Q0(c)  Q0(c; ca)
24: m(c)  ca
25: end if
26: end for
27: if m(c) j= c then
28: merge cluster c and m(c), generate cluster (c;m(c))
29: delete c and m(c) from Ci, insert (c;m(c)) into Ci
30: end if
31: end while
32: return Ci
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図 1 Modularity クラスタリングステップのマージ例
スタの総数に変化がないかを評価し（6行），なければループ
から抜け出す．
Modularity クラスタリングステップにおけるマージの例を
図 1に示す．図中の円がクラスタを表し，円内の数値がクラス
タの内包するエッジ数を，線分上の数がクラスタ間に存在する
エッジ数を表す．例ではクラスタ 1とマージするクラスタを決
定したいとする．(3)式によりクラスタ 1と各隣接クラスタと
のQ0 を求めると，クラスタ 2は 0.069，クラスタ 3は 0.010，
クラスタ 4は 0.047となる．よって，クラスタ 1とクラスタ 2
がマージされる．このように，Modularity クラスタリングス
テップではサイズが同程度であり，かつクラスタ間のエッジ数
が多いクラスタの組がマージされる．
3. 2 等粒度クラスタリングステップ
等粒度クラスタリングステップでは，最終的に得られるクラ
スタの等粒度性が高くなるようにクラスタをマージしていく．
そのために，まずサイズの大きいクラスタ上位 k個を選択し，
各クラスタを隣接するクラスタとマージさせる．サイズの大き
いクラスタからマージを始めることで，等粒度クラスタリング
ステップの後半においてクラスタの等粒度性が大きく崩れるの
Algorithm 2 等粒度クラスタリングステップの流れ
Input: G(V;E); Ci; k
Output: Co
1: Co  top cluster(k)
2: delete 8c 2 Co from Ci
3: cmin  min cluster(Co)
4: nprev  jCij
5: while Ci j= ; do
6: if cmin j= min cluster(Co) then
7: cmin  min cluster(Co)
8: end if
9: Ca(c)  adjacent clusters(c)
10: while cmin = min cluster(Co) and Ca(cmin) j= ; do
11: m(cmin)  min cluster(Ca(cmin))
12: merge cluster cmin andm(cmin), generate cluster (cmin;m(cmin))
13: delete m(cmin) from Ci and Ca(cmin)
14: delete cmin from Co, insert (cmin;m(cmin)) into Co
15: end while
16: if nprev = jCij then
17: break
18: else
19: nprev  jCij
20: end if
21: end while
22: while Ci j= ; do
23: nprev  jCij
24: for each c 2 Ci do
25: Ca(c)  adjacent clusters(c)
26: En(c)  jEj
27: m(c)  c
28: for each ca 2 Ca(c) do
29: En(c; ca)  calc edge(c; ca)
30: if En(c) > En(c; ca) then
31: En(c)  En(c; ca)
32: m(c)  ca
33: end if
34: end for
35: if m(c) j= c then
36: merge cluster c and m(c), generate cluster (c;m(c))
37: delete c from Ci
38: delete m(c) from Co, insert (c;m(c)) into Co
39: end if
40: end for
41: if nprev = jCij then
42: break
43: else
44: nprev  jCij
45: end if
46: end while
47: while Ci j= ; do
48: c  Ci
49: m(c)  min cluster(Co)
50: Gs(c)  aggregate cluster(c)
51: for each ca 2 Ga(c) do
52: merge cluster ca and m(c), generate cluster (ca;m(c))
53: delete ca from Ci
54: delete m(c) from Co, insert (ca;m(c)) into Co
55: end for
56: end while
57: return Co
を避ける．また，隣接するクラスタ同士をマージすることでク
ラスタ間のエッジ数を削減し，replication factorを低くするこ
とができる．最初に選択された k個のクラスタからエッジを通
じて辿りつけない独立したクラスタは，k個のクラスタのうち
サイズの最も小さいクラスタとマージさせる．そうすることで
等粒度性を高めることができる．等粒度クラスタリングステッ
プは，マージするべき組が Modularityクラスタリングステッ
プに比べ数百分の一であるため高速に実行できる．
等粒度クラスタリングステップの処理の流れをアルゴリズム
2に示す．また，主な記号の定義を表 2に示す． このアルゴリ
ズムは，入力としてグラフデータG(V;E)，Modularityクラス
タリングステップの出力として得られたクラスタ集合 Ci と最
終的に得たいクラスタの数 kを受け取る．最初に，Ci からサイ
ズの大きいクラスタ上位 k個を取り出し，Co に加える．Co に
表 2 アルゴリズム 2 で使用されている主な記号の定義
G(V;E) グラフデータ．V はバーテックス集合，E はエッジ集合
Ci Modularity クラスタリングステップの出力クラスタ集合
k 最終的なクラスタの数
Co 最終的に導出されるクラスタの集合
top cluster(k) Ci 内のサイズの大きなクラスタ上位 k 個
min cluster(Co) クラスタ集合 Co からサイズが最も小さいクラスタ
nprev 現在のマージ処理が始まる前のクラスタの数
adjacent clusters(c) クラスタ c と隣接するクラスタの集合　
inner edge(c) クラスタ c が内包するエッジの数
m(c) クラスタ c とマージするべきクラスタ
calc edge(c; ca) クラスタ c; ca をマージした場合のクラスタが内包するエッジ数
aggregate cluster(c) クラスタ c からエッジを通じて辿りつける全クラスタの集合
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図 2 等粒度クラスタリングステップのマージ例
属する k個のクラスタを隣接するクラスタとマージさせていく
ことによって，最終的に k個のクラスタを導出する．このアル
ゴリズムは，大きく分けて 3つの処理から構成される．まず一
つ目の処理で，Co 内で最もサイズの小さなクラスタ cmin を取
得し，cmin が Co 内で最小でなくなるまで隣接するクラスタと
マージする処理（5行～28行）を繰り返す．cmin が最小でなく
なった場合，また新たに Co 内からサイズが最小のクラスタを
取得し，上の処理を繰り返す．これにより，Co に属するクラス
タの等粒度性を維持しながらクラスタをマージさせていくこと
ができる．以降の処理では，この一つ目の処理でマージできな
かった Ci 内のクラスタをマージする．二つ目の処理では，Co
内のクラスタからエッジを通じて辿りつけるクラスタのマージ
を行う（29行～54行）．Ci からクラスタ cを取り出し，cと
隣接するクラスタに Co に属しているものがあれば，その中か
らサイズが最小のクラスタを選択し cとマージする．この処理
は Ci に属するクラスタの数が変化しなくなるまで繰り返され
る．三つ目の処理では，Co 内のクラスタからエッジを通じて
辿りつけないクラスタのマージを行う（55行～69行）．Ci か
らクラスタを一つ取得し，そのクラスタからエッジを通じて辿
りつける全クラスタと，Co に属するサイズが最小のクラスタ
とをマージする．この処理は Ci に属するクラスタが存在しな
くなるまで繰り返される．
等粒度クラスタリングステップにおけるマージの例を図 2に
示す．例では，Co に属するクラスタはクラスタ 1と 2であり，
グラフ全体を 2個のクラスタに分割したいとする．最初に，Co
内でサイズが最小であるクラスタ 2を取得する．添字の数値が
小さいクラスタからマージを行うとすると，まずクラスタ 2と
その隣接クラスタであるクラスタ 3がマージされる．それによ
りクラスタ 2 の内包するエッジ数が 35 となるが，まだ Co 内
でサイズが最小であるためマージ処理を続けクラスタ 5とマー
ジする．その結果クラスタ 2の内包するエッジ数が 55となり
クラスタ 1の内包するエッジ数を上回るので，今度はクラスタ
1とクラスタ 4がマージされ，内包するエッジ数が 65となる．
Co に属するクラスタから辿りつけるクラスタとのマージは終
了したので，独立したクラスタであるクラスタ 6と，Co 内で
サイズが最小であるクラスタ 2をマージする．
3. 3 PowerGraphへの組み込み
本節では，提案手法の PowerGraph上における実装方法につ
いて説明する．
3. 3. 1 PowerGraphのグラフ分割方法
まず，PowerGraphのグラフ分割方法について説明する．Pow-
erGraph では，バーテックスやエッジのデータを add vertex
関数と add edge 関数と呼ばれる関数によって読み込む．
add vertex関数はバーテックスのデータとそのバーテックスの
IDを引数として受け取る．また，add edge関数はエッジのデー
タとそのエッジの両端のバーテックスの IDを引数として受け
取る．これらの関数は，データが読み込まれるとその関数内で
割り当て先となる計算機を決定する．PowerGraphでは，各計
算機に 0から始まる連続整数番号がつけられており，その数値
によって計算機を区別している．add vertex関数や add edge
関数によって読み込まれたデータは，その割り当て先の番号と
一緒にバッファに保存される．また，バッファのサイズがある
閾値より大きくなると，バッファ内のデータは自動で割り当て
先に送信される．データが全て読み込まれると，各計算機は
nalize 関数と呼ばれる関数によってバッファ内のデータを割
り当て先に送信する．そして，各計算機は他の計算機から受け
取ったデータからローカルグラフを作成する．この時，エッジ
を割り当てられた計算機上ではそのエッジの両端のバーテック
スのレプリカが作成されるが，これらのレプリカは作成された
時点ではバーテックスの IDだけを所持している．したがって，
バーテックスのデータを所持するために，データを持っている
レプリカのマスターと通信を行う必要がある．PowerGraphで
は，バーテックスの割り当て先を決める際に，IDに対してハッ
シュ関数を実行した結果のハッシュ値を用いる．ハッシュ値を
計算機の数で割り，その剰余と同じ番号の計算機にバーテック
スを割り当てる．そのため，各計算機はバーテックスの IDに
対してハッシュ関数を実行することでマスターを管理している
計算機を知ることができる．
3. 3. 2 提案手法を用いたグラフ分割方法
次に，PowerGraph上における提案手法の実装方法について
説明する．提案手法によりグラフを分割するためには，全て
のバーテックス，エッジのデータを記憶しておく必要がある．
よって，add vertex関数や add edge関数によって読み込まれ
たデータをローカルに保存しておき，nalize 関数内でグラフ
分割を実行しそれらの割り当て先を決定し送信するようにプロ
グラムを書き換えた．
提案手法を組み込んだ PowerGraphにおいて，エッジとバー
テックスの割り当て先をどのように決定するかについて説明す
る．まず入力となるグラフを提案手法により計算機台数と同じ
数のクラスタに分割し，各クラスタに 0から始まる連続整数番
号をつける．提案手法はバーテックスを各クラスタに割り当て
る edge-cutによってグラフを分割する．したがって，バーテッ
表 3 比較実験で用いたデータセット
データ名 jV j jEj jEj=jV j
web-Google 875,713 5,105,039 5.87958
wiki-Talk 2,394,385 5,021,410 2.09716
soc-LiveJournal1 4,847,571 68,993,773 14.2326
人工グラフ 10,000,000 227,766,776 22.7766
クスの割り当て先はそのバーテックスが属しているクラスタと
同じ番号がつけられた計算機とする．エッジの割り当て先は次
のようにして決定する．エッジの割り当て判定は，始点となる
バーテックスの IDが小さいものから順番に行う．始点バーテッ
クスの IDが同じ場合は，終点バーテックスの IDが小さいもの
から順番に割り当て判定を行う．両端のバーテックスが同じク
ラスタに属しているエッジは，そのクラスタと同じ番号がつけ
られた計算機に割り当てる．両端のバーテックスが異なるクラ
スタに属しているエッジは，両バーテックスが属する各クラス
タのうち，マージ判定を行った時点でサイズが小さい方のクラ
スタと同じ番号がつけられた計算機に割り当てる．サイズが小
さい方のクラスタにエッジを割り当てることで，各計算機に割
り当てられるエッジ数を同程度にし等粒度性を高めることがで
きる．また，本手法ではクラスタ間エッジをその両端のどちら
かのクラスタに含めることによって，edge-cutから vertex-cut
へと変換している．したがって，切断エッジの数を少なくする
ようにグラフを分割することで切断バーテックスを減らすこと
が可能となる．
提案手法ではバーテックスの割り当て先はグラフ分割の結果
によって決まるため，既存手法と違いグラフ分割を行った計算
機以外の計算機は各バーテックスの割り当て先を知ることが
できない．したがって，あるバーテックスのレプリカが作成さ
れる計算機に，そのバーテックスのマスターが割り当てられた
計算機の情報を送信する必要がある．あるエッジの両端のバー
テックスが異なるクラスタに属していた場合，そのエッジが割
り当てられる計算機上にはその計算機とは異なる計算機に割り
当てられたバーテックスのコピーが作成される．したがって，
add edge関数内でエッジとその割り当て先の情報と一緒に，別
の計算機に割り当てられたバーテックスの IDとその割り当て
先の情報もバッファに記憶する．そして，nalize 関数により
バッファ内のデータの交換が終わったあとバーテックスの ID
とそのバーテックスの割り当て先を関連付けたハッシュマップ
を作成することにより，各バーテックスのマスターの位置を知
ることができる．
4. 評価  分析
提案手法の性能を評価するため，PowerGraphにおける既存
のグラフ分割手法である random，obliviousと提案手法とで比
較実験を行った．
本実験で用いたデータセットを表 3に示す．web-Google（注2）
は webページのリンク関係から得られたデータである．wiki-
（注2）：http://snap.stanford.edu/data/web-Google.html
Talk（注3）はWikipediaの編集ユーザ関係から得られたデータで
ある．soc-LiveJournal1（注4）は LiveJournalのユーザ関係から
得られたデータである．また，人工グラフは PowerGraphのグ
ラフを生成する関数を用いて生成したものである．
本実験では，これらのデータセットに対しグラフ分割を行い，
その replication factor，グラフのロード時間を示し比較を行
う．また，分割手法の等粒度性を評価するために，各計算機に
割り当てられたエッジ数の標準偏差を求め比較する．エッジ数
の標準偏差が小さいほど等粒度性が高いと評価する．そして，
分析処理の高速化について評価するために，表 3の各データに
対し PageRank，単一始点最短路（SSSP）の 2つのプログラム
を実行し，その分析処理時間を測定し比較を行う．ここで，分
析処理時間とは各プログラムの分析処理にのみ要した時間のこ
とである．本実験では，実験環境として Amazon EC2を使用
する．使用したインスタンスは r3.2xlargeの linuxインスタン
スである．使用した CPUは Intel(R) Xeon(R) CPU E5-2670
v2であり，クロック数は 2.50GHz，コア数は 4である．そし
て，メモリは 60GBのものを使用した．また，hdparmを-tオ
プションをつけ実行することで得られたディスク読み込み速度
はおよそ 103MB/sec である．PowerGraph は C++を用いて
実装されており，提案手法も C++を用いて実装した．コンパ
イルに使用した g++のバージョンは 4.8.1であり，最適化オプ
ションとして-O3を使用している．また，実験に使用する計算
機台数は 4台,8台,16台,32台と変化させた．
4. 1 グラフ分割の性能比較
グラフ分割の性能比較を行うために，既存の PowerGraph
と提案手法を組み込んだ PowerGraph でグラフ分割を行い，
replication factor，各計算機に割り当てられたエッジ数の標準
偏差とグラフのロード時間を比較した．ここで，グラフのロー
ド時間とは，ファイルからのデータの読み込みが始まってから
全ての計算機上でローカルグラフの構築が終了するまでに要し
た時間のことである．本稿では，全てのデータに対し似たよう
な傾向が見られたため，表 3 のデータのうちデータサイズが
大きい soc-LiveJournal1 と人工グラフを入力とした場合の実
験結果を載せる．図 3，図 4に実験結果を示す．横軸は計算機
台数であり，縦軸はそれぞれ (a)は replication factor，(b)は
エッジ数の標準偏差，(c)はグラフのロード時間である．そし
て，折れ線は各分割手法の結果を表している．
4. 1. 1 replication factor
図 3(a) より，soc-LiveJournal1 の場合には提案手法は全て
の計算機台数において既存手法よりも replication factor が低
くなっていることが分かる．web-Google および wiki-Talk の
場合にも同様の結果が得られた．それに対し，図 4(a) より，
人工グラフの場合，提案手法は計算機台数が 4 台のときに既
存手法よりも replication factorが高くなっているのが分かる．
提案手法は切断エッジを切断バーテックスに変換しているた
め，バーテックス数に対するエッジ数の比率が大きくなるほ
（注3）：http://snap.stanford.edu/data/wiki-Talk.html
（注4）：http://snap.stanford.edu/data/soc-LiveJournal1.html
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ど replication factor の軽減効果が小さくなるのだと考えられ
る．また，提案手法は計算機台数が増えるほど既存手法に対し
replication factorは相対的に低くなると予想される．これは，
既存手法はバーテックスを各計算機にランダムに割り当てるの
に対し，提案手法はグラフ全体の構造を利用して同じクラスタ
に属するバーテックスは同じ計算機に割り当てることから，計
算機台数が増えた場合の切断バーテックス数の増加量が提案手
法の方が低いためだと考えられる．
4. 1. 2 エッジ数の標準偏差
図 3(b)，図 4(b)より，提案手法は計算機台数が少ない場合
は既存手法に比べエッジ数の標準偏差が小さくなっているが，
計算機台数が多い場合にはエッジ数の標準偏差が大きくなって
いることが分かる．web-Googleの場合は計算機台数が多い場
合にもエッジ数の標準偏差を小さくすることができていたが，
wiki-Talkでは soc-LiveJournal1，人工グラフと同様の結果が
得られた．提案手法においてエッジ数の標準偏差が高くなった
場合の各計算機に割り当てられたエッジ数を見てみると，いず
れのデータにおいても 1，2 台の計算機に割り当てられたエッ
ジ数が少なくなっており，残りの計算機に割り当てられたエッ
ジ数は同程度であった．その原因として，3. 3節で述べたエッ
ジの割り当て方法に問題があったと考えられる．現在の方法で
は，エッジの割り当て判定を行う順番は両端のバーテックスの
ID によってのみ決まる．そのため，他のクラスタに比べて早
く独立した島となってしまうクラスタが現れる場合があると考
えられる．一度島となったクラスタは，それ以降の処理におい
てサイズが大きくならない．そのため，1，2台の計算機に割り
当てられるエッジ数だけが小さくなったのだと考えられる．
4. 1. 3 グラフのロード時間
図 3(c)，図 4(c) より，提案手法は既存手法に比べグラフの
ロード時間が長いのが分かる．実験の結果，提案手法のグラフ
のロード時間は randomに対し最大で 7.1倍，obliviousに対し
最大で 3.2倍の長さとなった．これは，既存手法はデータが読
み込まれる時に割り当て先を逐次決定しているのに対し，提案
手法は読み込んだデータを全て記憶しておき，クラスタのマー
ジによるグラフ分割を行うためだと考えられる．
4. 2 分析処理を行った場合の性能比較
本実験では，既存の PowerGraph と提案手法を組み込んだ
PowerGraphにおいて以下の 2つのプログラムを実行した．
（ 1） PageRank : ウェブページの重要度を計算するために
考えられたアルゴリズムを実装したプログラム．
（ 2） SSSP : ある一つのバーテックスから他の全てのバー
テックスへの最短経路を求めるプログラム．
どちらのプログラムも，各バーテックスを対象に実行される
処理の性能はエッジ数に依存する．soc-LiveJournal1と人工グ
ラフのデータを入力とした場合の各プログラムの分析処理時間
を図 5，図 6に示す．図 5より，soc-LiveJournal1では，提案
手法は計算機台数が 4台，8台，16台の場合には PageRank，
ssspともに既存手法に比べ分析処理を高速化できていることが
分かる．それに対し，計算機台数が 32台の場合には，既存手
法は obliviousより分析処理時間が長くなっているのが分かる．
これは，図 3からも分かるように，計算機台数が少ない場合に
は提案手法は既存手法に対し replication factor と等粒度性が
ともに改善されているのに対し，計算機台数が 32台の場合は
等粒度性が低くなっていることから分析処理時間が長くなった
のだと考えられる．web-Google，wiki-Talk，人工グラフも同
様に，replication factor と等粒度性がともに改善されている
場合は分析処理が高速となっていることが確認できた．実験の
結果，提案手法により分析処理が random に対し最大 2.6 倍，
obliviousに対し最大 1.2倍高速化されている．
5. 関 連 研 究
代表的な分散処理フレームワークとしてMapReduce [9]が挙
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図 6 人工グラフを入力とした場合の性能比較
げられる．MapReduceは汎用的な大規模データ処理を目的と
して設計されたフレームワークであり，グラフ構造のデータを
直接表現するような機能は持っていない．MapReduceの java
による実装である Hadoopを用いてグラフ構造のデータを対象
にした処理を行った場合，GraphLabに比べ 40～60倍の処理
時間を要するという実験結果が報告されている [2]．
PowerGraph 以外の分散グラフ処理フレームワークとして
Pregel [1]や GraphLab [2]が挙げられる．Pregelは BSPモデ
ルをもとに設計，実装されたメッセージパッシング型のフレー
ムワークであり，super-step と呼ばれる処理を繰り返し実行
することで目的とする分析結果を得る．super-step は前回の
super-stepで出力されたメッセージを入力とし，各バーテック
ス上でユーザ定義の処理を実行し，次の super-step の入力と
なるメッセージを出力する．GraphLabは非同期分散共有メモ
リ型のフレームワークであり，各バーテックス上で実行される
ユーザ定義の処理はメモリ上のグラフデータを共有する．各
処理は，その対象とするバーテックスのデータだけでなく隣接
エッジと隣接バーテックスのデータにも直接アクセスできる．
PowerGraphは，この二つのフレームワークを参考に設計，実
装されている．
グラフを分割する方法としてMETIS [10]を用いる方法が挙
げられる．METISはグラフを分割するための様々なアルゴリ
ズムが実装されたソフトウェアパッケージである．METISは
3 つのステップを経てグラフを k 個の部分グラフに分割する．
まず，最初のステップでバーテックスを集約しつつ段階的にグ
ラフを小さくしていく．二つ目のステップで，小さくなったグ
ラフを切断されるエッジ数が最小になるように，かつそれぞれ
に内包されるバーテックスの重さが同程度になるように 2つに
分割する．そして，三つ目のステップで一つ目のステップを遡
るようにバーテックスを元に戻しつつグラフ分割を更新してい
く．METISには，各ステップにいくつかのアルゴリズムが用
意されており，それらを選択することでグラフ分割の性能を調
整できる．
6. ま と め
本稿では，大規模なグラフ構造のデータを高速に分割し，か
つ高い等粒度性と低い replication factor を実現するグラフ分
割手法を提案した．また，それを既存の分散グラフ処理フレー
ムワークである PowerGraph に組み込み性能評価を行った．
PowerGraphにおける既存のグラフ分割手法と提案手法とで比
較実験を行った結果，入力となるグラフのバーテックス数に対
するエッジ数の比率が小さいほど，また計算機台数が多くなる
ほど既存手法に比べ replication factorが低くなることが分かっ
た．また，台数が少ない場合においては既存手法に比べ等粒度
性が高くなることが分かった．そして，replication factorと等
粒度性を改善することで分析処理を高速化できることを確認し
た．本稿では，提案手法により分析処理が既存のグラフ分割手
法である randomに対し最大 2.6倍，obliviousに対し最大 1.2
倍高速化可能であることを示した．
今後の課題として，計算機台数が増えた場合の等粒度性の低
下を改善する必要がある．そのために，バーテックスの次数や
他のクラスタとの間に存在する切断エッジ数などの偏りが大き
かった場合でも等粒度性を高くできるようなエッジ割り当て方
法について考える必要がある．
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