Abstract. To facilitate the numerical analysis of particle methods, we derive truncation error estimates for the approximate operators in a generalized particle method. Here, a generalized particle method is defined as a meshfree numerical method that typically includes other conventional particle methods, such as smoothed particle hydrodynamics or moving particle semi-implicit methods. A new regularity of discrete parameters is proposed via two new indicators based on the Voronoi decomposition of the domain along with two hypotheses of reference weight functions. Then, truncation error estimates are derived for an interpolant, approximate gradient operator, and approximate Laplace operator in the generalized particle method. The convergence rates for these estimates are determined based on the frequency with which they appear in the regularity and hypotheses. Finally, the estimates are computed numerically and the results are shown to be in good agreement with the theoretical results.
Introduction
Particle methods, such as the smoothed particle hydrodynamics (SPH) [10, 18, 19] and moving particle semi-implicit (MPS) [15, 16, 29] methods, are numerical methods for solving partial differential equations that are based on points called particles distributed in a domain. In such methods, an interpolant and several approximate differential operators are defined in terms of linear combinations of weighted interactions between neighboring particles. When such methods are applied to partial differential equations, the equations are effectively discretized in space. As the discretization procedure does not require mesh generation in the domain, particle methods can be applied to moving boundary problems, such as the deformation and destruction of structures [5, 22] and flow problems associated with free surfaces [21, 23] .
The accuracy of particle methods has been widely researched. From an engineering perspective, many studies have been conducted into the convergence of such methods in practical applications, such as Amicarelli [1, 2] , Fulk [9] , and Quinlan et al. [25] . On the other hand, few studies in the literature have presented numerical analyses of these methods from a mathematical perspective. In the 1980s, Mas-Gallic and Ravirt [20] and Ravirt [26] provided error estimates for particle methods when applied to parabolic and hyperbolic partial differential equations on unbounded domains. In the 2000s, Moussa and Via [4] and Moussa [3] provided error estimates of nonlinear conservation lows on bounded domains. In their work, the time integrations of the particle positions and volumes were obtained by solving the differential equations with respect to advection fields. However, as their method is only applicable to problems described by solvable differential equations, it cannot be used with other problems, such as those involving the Navier-Stokes equations.
Sometime later, Ishijima and Kimura [13] developed a truncation error estimate for an approximate gradient operator in MPS. By introducing a regularity for particle distributions based on an indicator called the equivolume partition radius, they determined the conditions that depend solely on the space distributions of the particles. However, a practical limitation is that the indicator cannot be computed.
In previous works, we established truncation error estimates for an interpolant, approximate gradient operator, and approximate Laplace operator of a generalized particle method in which the particle volumes were given as Voronoi volumes [11, 12] . A generalized particle method is a numerical method that typically includes conventional particle methods, such as SPH and MPS. In previous studies, we derived truncation error estimates by introducing a regularity using an indicator known as the covering radius, which is used in the numerical analysis of meshfree methods based on moving least-square methods and radial basis functions [17, 27, 30] . Although the formulations and conditions in those works are computable, they are difficult to deploy in practical computations as the computational costs associated with particle volumes based on Voronoi decomposition are high.
The focus of the current work was to analyze particle methods under more practical conditions by extending our results to cases with commonly used particle volumes. We also introduce another indicator of particle volumes, which we refer to as a Voronoi deviation, that represents the deviation between particle volumes and Voronoi volumes. Then, utilizing the Voronoi deviation, we extend the regularity and introduce two hypotheses of reference weight functions. Using the regularity and hypotheses, we derive truncation error estimates of the interpolant, approximate gradient operator, and approximate gradient operator of the generalized particle method. Finally, we numerically analyze our estimates and compare the results to those from the theory.
The remainder of this paper is organized as follows. The interpolant and approximate operators of the generalized particle method are introduced in Section 2. A regularity describing the family of discrete parameters is discussed in Section 3, after which we propose our primary theorem with respect to the truncation error estimates and provide some corollaries. Then, the primary theorem is proven in Section 4, numerical results are detailed in Section 5, and some concluding remarks are outlined in Section 6.
In the remainder of this section, we describe some notation and define some relevant function spaces. Let R + , R + 0 , and N 0 be the set of positive real numbers, the set of nonnegative real numbers, and the set of nonnegative integers, respectively. Let d be the dimension of a space. Let A d be the set of all d-dimensional multi-indices. If there is no ambiguity, the symbol |·| is used to denote the following: |x| denotes the Euclidean norm for a vector
be the space of real continuous functions defined in S with the norm · C(S) defined as
For S ⊂ R d and ℓ ∈ N, let C ℓ (S) be the space of functions in C(S) with derivatives up to the ℓth order with its seminorm | · | C ℓ (S) and norm · C ℓ (S) defined as
respectively. Here
2. Approximate operators in a generalized particle method
Let Ω be a bounded domain in R d . Let H be a fixed positive number. For Ω and H, we define extended domain Ω H as
For N ∈ N, we define a particle distribution X N and particle volume set V N as
respectively. We refer to x i ∈ X N and V i ∈ V N as a particle and particle volume, respectively. An example of the particle distribution X N in Ω H (⊂ R 2 ) is shown in Figure 1 . We define an admissible reference weight function set W as
we refer to w ∈ W as a reference weight function, and we define the influence radius h N ∈ R as satisfying 0 < h N < H and h N → 0 (N → ∞). If there is no ambiguity, we denote h N as h. For reference weight function w and influence radius h, we define the weight function w h ∈ C(R + 0 ) as
H
Note that the weight function w h satisfies
and is absolutely continuous.
For v ∈ C(Ω H ), we define interpolant Π h , approximate gradient operator ∇ h , and approximate Laplace operator ∆ h as
respectively. Here, for x ⊂ R d and r ∈ R + , Λ 0 (x, r) and Λ(x, r) are index sets of particles defined as
respectively. As discussed later in Appendix A, the approximate operators (2), (3), and (4) indicate a wider class of approximate operators of particle methods that those in the SPH and MPS methods. Therefore, we refer to the approximate operators (2), (3), and (4) as generalized approximate operators and to a particle method that uses them as a generalized particle method.
Truncation error estimates of approximate operators
We first introduce a regularity of discrete parameters. Let {σ i } be the Voronoi decomposition of Ω H associated with the particle distribution X N , where σ i is the Voronoi region defined as
We define a particle volume decomposition Ξ as a decomposition of Ω H associated with particle volume set V N defined as
An example of the Voronoi decomposition of Ω H associated with the particle distribution X N is shown in Figure 2 . We define a covering radius r N for particle distribution X N as
Moreover, we define a Voronoi deviation d N for the particle distribution X N and the particle volume set V N as
x i σ i Figure 2 . Example of the Voronoi decomposition of Ω H associated with the particle distribution X N . Figure 3 . Two examples of covering radii r N for particle distributions with same number of particles. The covering radius r N for the uniform particle distribution (left) is smaller than that for the uneven particle distribution (right).
Then, we define a regularity for a family consisting of a particle distribution X N , particle volume set V N , and influence radius h as follows: 
Remark 2. As shown in Figure 3 , the covering radius r N becomes large in the case of a particle distribution with both dense and sparse regions. Therefore, the covering radius r N can be considered as an indicator representing the uniformness of particle distribution X N . Next, we introduce two hypotheses of reference weight function w:
Hypothesis 5. For n ∈ N, the reference weight function w satisfies for all α ∈ A d with 1 ≤ |α| ≤ n,
Hypothesis 6. For k ∈ N 0 , the reference weight function w satisfies max sup
Remark 7. All reference functions w ∈ W satisfy Hypothesis 5 with n = 1. Moreover, for all n ∈ N and k ∈ N, reference weight functions satisfying Hypothesis 5 with n and Hypothesis 6 with k can be constructed as shown in Appendix C.
We now state a theorem that defines truncation error estimates of approximate operators in the generalized particle method with a continuous norm:
is regular with order m (m ≥ 1) and that reference weight function w satisfies Hypothesis 5 with n. Then, there exists a positive constant c independent of N such that
In addition, if w ∈ W satisfies Hypothesis 6 with k = 0, then we have
and if w ∈ W satisfies Hypothesis 6 with k = 1, then we have
The proof of Theorem 8 is presented in the next section. As shown in the corollaries in Appendix A, the approximate operators commonly used in the SPH and MPS methods are valid for Theorem 8 under appropriate settings.
Proof of truncation error estimates
The following notation will be used in the subsequent proof of Theorem 8. Hereafter, let c be a generic positive constant independent of N . For α ∈ A d , set I α as
For α ∈ A d and ℓ ∈ N, set I α,ℓ as
We now present the following lemma.
Lemma 9. Suppose that w ∈ W satisfies Hypothesis 5 with n. Then, there exists a positive constant c independent of N such that
Proof. First, we prove (12) . We fix x ∈ Ω. Then, let B(x, r) be the open ball in R d with center x and radius r, i.e., B(x, r) := y ∈ R d ; |x − y| < r .
(Ω H ) (ℓ ∈ N) and y ∈ B(x, h), we obtain the Taylor expansion of v as
From (2) and (15) with ℓ = n + 1, we have
Moreover, by Hypothesis 5, we have
Because
we have
Moreover, we have
Therefore, from (16), (18), and (19), we obtain (12). Next, we prove (13) . From (3) and (15) with ℓ = n + 2, we have
Because for β ∈ A d with |β| = 2,
Hypothesis 5 with n yields
From (21) and (22), we have
From (17), we have
Therefore, from (23), (24) , and (25), we obtain (13). Finally, we prove (14) . From (4) and (15) with ℓ = n + 3, we have
From (20), we have
Therefore, we have
Therefore, from (26) , (27) , and (28), we obtain (14) .
Next, we show estimates of I α , I α,ℓ , and J ℓ .
Lemma 10. There exists a positive constant c independent of N such that
Proof. We arbitrarily fix x ∈ Ω, α ∈ A d , and particle volume decomposition Ξ = {ξ i | i = 1, 2, . . . , N } and
Then, we estimate E 1 , E 2 , and E 3 . First, we estimate E 1 . Because
we can rewrite E 1 as
we obtain
From
Because w h is absolutely continuous, we have
for all y, z ∈ R d . Moreover, we have i∈Λ0(x,r)
From (33), (34), and (35), we have
Therefore, from (32) and (36), we obtain
Next, we estimate E 2 . Because supp(w h ) = [0, h] and σ j ⊂ B(x j , r N ), we have
From (37), we have
Moreover, from (34) and (35), we have
Therefore, from (31) and (38), we obtain
Finally, we estimate E 3 . Because
we can rewrite E 3 as
Because E 3 = 0 when |α| = 0, we estimate when |α| ≥ 1. Let
Then, we have, for all y, z ∈ R d ,
From (31) and (39), we obtain
By supp(w h ) = [0, h] and σ j ⊂ B(x j , r N ), if j ∈ Λ 0 (x, h + r N ), then
Moreover, from w ∈ W ⊂ C(R + 0 ), we have
From (35), (41), and (42), we have
Therefore, from (40), (43), and h ≤ H, we obtain
From the estimates of E 1 , E 2 , and E 3 , we obtain
Because Ξ is arbitrary, we establish (29).
Lemma 11. Suppose that reference weight function w satisfies Hypothesis 6 with k. Then, there exists a positive constant c independent of N such that for all α ∈ A d and ℓ ∈ N with 1 ≤ ℓ − k ≤ |α|,
Proof. We arbitrarily fix x ∈ Ω, α ∈ A d , particle volume decomposition Ξ = {ξ i | i = 1, 2, . . . , N }, and ℓ ∈ N with 1 ≤ ℓ − k ≤ |α| and split I α,ℓ into
Then, we estimate E 4 , E 5 , and E 6 .
First, we estimate E 4 and set w (k) as (8) and w
Then, from (30), we can rewrite E 4 as
From supp(w
Thus, we obtain
Using an argument similar to (34), if w satisfies Hypothesis 6 with k, then for all y, z ∈ R d ,
From (46) and (47), we obtain
Next, we estimate E 5 . By using w
h , we can rewrite E 5 as
From (45), we obtain
By supp(w
From (47) and (48), we obtain
Finally, we estimate E 6 . Using w
h , we can rewrite E 6 as
where
For all y, z ∈ R d \ {0}, when |α| = ℓ − k, we have
Moreover, from (39) and (49), when |α| > ℓ − k, we have
Therefore, when |α| ≥ ℓ − k, we have for all y ∈ Ω H \ {x} and i ∈ Λ(x, ∞),
From (50), we obtain
Because for all y ∈ Ω H ,
, by the same procedure as (43), we have
Therefore, we obtain
. From the estimates of E 4 , E 5 , and E 6 , we obtain
Because Ξ is arbitrary, we establish (44).
Lemma 12.
There exists a positive constant c independent of N such that
Proof. We arbitrarily fix x ∈ Ω and particle volume decomposition Ξ = {ξ i | i = 1, 2, . . . , N }, and split J ℓ into
Then, we estimate E 7 , E 8 , E 9 , and E 10 . From (30), we can rewrite E 7 as
(52) From (36) and (52), we obtain
From (38) and (52), we obtain
For all x i ∈ X N and y ∈ Ω H , we have
From (43), (53), and h < H, we obtain
From (1), we obtain
From the estimates of E 7 , E 8 , E 9 , and E 10 , we obtain
Because Ξ is arbitrary, we establish (51).
Using the lemmas defined above, we now prove Theorem 8.
Theorem 8. By Lemmas 9, 10, and 12, we have for all
Moreover, by Lemmas 9, 11, and 12, when w satisfies Hypothesis 6 with k = 0, we have for all v ∈ C n+2 (Ω H )
and when w satisfies Hypothesis 6 with k = 1 for all v ∈ C n+3 (Ω H ),
Because the family {(X N , V N , h N )} N →∞ is regular, by applying (7) to (54), (55), and (56), we obtain (9), (10), and (11), respectively. We now conclude the proof of Theorem 8.
Numerical results
Set Ω = (0, 1) 2 and H = 0.1. Then, Ω H = (−0.1, 1.1) 2 . We now compute the truncation errors of v : Ω H → R, which are defined as v(x, y) = sin(2π(x + y)). Particle distribution X N is set as
where ∆x is taken by 2 −5 , 2 −6 , . . . , 2 −12 and η (k) ij (i, j ∈ Z, k = 1, 2) are random numbers satisfying |η (k) ij | < 1/4. Particle distribution X N with ∆x = 2 −5 is shown in Figure 4 . Particle volume set V N is defined as For the interpolant, we consider the following three cases of reference weight functions:
(Π1) is the lowest order polynomial function belonging to W. (Π2) is the cubic B-spline commonly used in SPH and belonging to W. (Π3) is the lowest order polynomial function belonging to W that satisfies Hypothesis 5 with n = 3. For the approximate gradient operator, we consider the following three cases of reference weight functions: For the approximate Laplace operator, we consider the following three cases of reference weight functions: 
Here, the discrete norm · ℓ ∞ (Ω) is defined as
|v(x i )|. Figure 5 shows graphs of the relative errors of (a) interpolant Π h , (b) approximate gradient operator ∇ h , and (c) approximate Laplace operator ∆ h versus the influence radius h N with regular orders m = 1, 3, 5. In Figure 5 , the slopes of the triangles show the theoretical convergence rates obtained via Theorem 8. Table 1 lists the numerical and theoretical convergence rates obtained from the cases of ∆x = 2 −11 and 2 −12 , where the theoretical convergence rates correspond to Theorem 8. In the case of m = 1, as the settings could not be applied to Theorem 8, only numerical results without convergence were obtained. In contrast, the settings in cases m = 3 and 5 could be applied Theorem 8; thus, the numerical results with convergence were obtained. Moreover, the approximate operators with reference weight functions satisfying Hypothesis 5 with n = 3 became higher convergence orders in the cases where m = 5 as per Theorem 8.
Conclusions
We analyzed truncation errors in a generalized particle method, which is a wider class of particle methods that includes commonly used methods such as SPH and MPS. In our analysis, we introduced two indicators: the first was the covering radius, which represents the maximum radius of the Voronoi region associated with the particle distribution, while the second was the Voronoi deviation, which indicates the deviation between particle volumes and Voronoi volumes. With the covering radius and Voronoi deviation, we introduced a regularity of a family of discrete parameters, which includes the particle distribution, particle volume set, and influence radius associated with the number of particles. Moreover, we introduced two hypotheses of reference weight functions. With the regularity and hypotheses of reference weight functions, we established truncation error estimates for the continuous norm. The convergence rates are dependent on the regular order and order of the reference weight functions appearing in a hypothesis. Moreover, as it was possible to validate the conditions by calculation, we showed the numerical convergence orders were in good agreement with the theoretical ones.
In a forthcoming paper, we plan to establish error estimates of the generalized particle method for the Poisson and heat equations. Appendix A. Description of conventional particle methods by the generalized particle method
This appendix provides a description of conventional particle methods, such as the smoothed particle hydrodynamics (SPH) [18, 24] and the moving particle semi-implicit (MPS) [16] , in the context of the generalized particle method. In SPH, by using the reference weight function w SPH ∈ W and parameters m i , ρ i ∈ R + (i = 1, 2, . . . , N ), for v ∈ C(Ω H ), the approximate operators are defined as
By setting w = w SPH and V N = {V i = m i /ρ i ; i = 1, 2, . . . , N }, the generalized interpolant (2) coincides with (57). Moreover, because Then, by considering a ij to be |σ i ∩ ξ j |, we find that the minimum value of q with condition M z = ζ coincides with the Voronoi deviation d N . We therefore consider the linear problem:
Minimize b T z subject to M z = ζ, z ≥ 0.
Here, b := (0, 0, . . . , 0, 1) T ∈ R N 2 +N +1 . The solution b T z of (63) is equivalent to the Voronoi deviation d N . Because M z = ζ is unique for (X N , V N , h N ), the linear problem is computable via numerical methods for linear programming problems, such as the simplex method [7] . 
