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On the Abel-Jacobi map of an elliptic surface
and
the topology of cubic-line arrangements
Shinzo BANNAI and Hiro-o TOKUNAGA
Abstract
Let ϕ : S → C be an elliptic surface over a smooth curve C with a section O.
We denote its generic fiber by ES . For a divisor D on S, we canonically associate
a C(C)-rational point PD. In this note, we give a description of PD of ES , when
the rank of the group of C(C)-rational points is one. We apply our description to
refine our result on a Zariski pair for a cubic-line arrangement.
Introduction
Let E be an elliptic curve defined over a field K isomorphic to either C(t) or
C(t1, t2) (the rational function field of one variable or two). We denote their
group of K-rational points by E(K). Since E can be considered the generic fiber
of an elliptic surface or 3-fold, they both have arithmetic and geometric aspects. In
[18], the second author considered the case when E is the generic fiber of a certain
elliptic K3 surface, and made use of 3-torsions of E(C(t)) in order to construct
Zariski pairs for irreducible sextic curves. Also, in our previous works [3, 4, 21], we
investigated the case when E is the generic fiber of certain rational elliptic surfaces,
and costructed Zariski pairs (N -plets) for reducible curves by using non-torsion
elements in E(C(t)). For the case of C(t1, t2), Cogolludo Agsutin, Kloosterman
and Libgober have recently investigated E(C(t1, t2)) in order to study toric de-
composition of plane curves, which is related to the embedded topology of plane
curves ([6, 7, 9, 10]). These results shows that the study of arithmetic aspects
of elliptic curves over the rational function fields is one of the important tools to
study the topology of plane curves. In this article, we continue to study topology
of plane curves along this line with more emphasis on the arithmetaric aspects,
especially the Abel-Jacobi map on an elliptic surface, which we explain below.
Let ϕ : S → C be an elliptic surface over a smooth projective curve. Through-
out this paper, we assume that (i) ϕ is relatively minimal, (ii) there exists a section
O : C → S, and (iii) there exists at least one degenerate fiber. As for a section
s : C → S, we identify s and its image, i.e, an irreducible curve meeting any fiber
at one point. We denote the set of sections of ϕ : S → C by MW(S). Note that
MW(S) 6= ∅ as O ∈ MW(S). Let ES , C(C) and ES(C(C)) denote the generic
fiber of S, the rational function field of C and the set of C(C)-rational points of
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ES , respectively. Under our assumption, by restricting a section to the generic
fiber, MW(S) can be canonically identified with ES(C(C)). We identify O with
the corresponding rational point. Thus (ES , O) is an elliptic curve defined over
C(C).
Let D be a divisor on S. By restricting D to ES , we have a divisor d on ES
defined over C(C). By applying Abel’s theorem to d, we have PD ∈ ES(C(C))
and thus s(D) ∈ MW(S) (see [16, Lemma 5.1, §5] for the explicit description of
s(D)).
In our previous articles [3, 4, 19, 21], we studied the properties of PD in
ES(C(C)) such as p-divisibility, for odd primes p, in order to study the topol-
ogy of reducible plane curves with irreducible components of low degrees. In this
article, we consider n-divisibility of PD in the case when rankES(C(C)) = 1, i.e.,
ES(C(C)) = ZPo ⊕ES(C(C))tor for some Po ∈ ES(C(C)).
Proposition 0.1 Let φo : NS(S)→ NS(S) ⊗Q and φ : ES(C(C))→ NS(S) ⊗Q
be the homomorphism defined in §2. Suppose that rankES(C(C)) = 1. Let n be
an integer such that PD = nPo + Pτ , Pτ ∈ ES(C(C))tor. Then we have
n2 = −φo(D) · φo(D)〈Po, Po〉 , n = −
φo(D) · φ(Po)
〈Po, Po〉
where · and 〈 , 〉 mean the intersection and height pairing, respectively.
Remark 0.1 As we see in Lemma 2.1, §2, φo(D) = φ(PD). Hence φo(D) can be
considered as (almost) a ‘class’ in the Picard group of the generic fiber.
An explicit form for the right hand side in the above formula are given in §2.
In §3 we develop a method to determine the contribution from the torsion part
from φo(D). Hence for the rank one case, it is possible to describe PD completely.
In the remaining part of this article, we consider an application of Proposi-
tion 0.1 in the investigation of the embedded topology of reducible plane curves.
As we have seen in our previous papers, properties of PD in ES(C) played impor-
tant role in order to study the topology of plane curves which arise from D. In
this article, we compute n-divisibility of PD for a certain trisection and apply it
to refine our result for a Zariski pair given in [5] as follows:
Let (B1,B2) be the Zariski pair for a nodal cubic E and four lines considered
in [5], i.e., the one with Combinatorics 1-(b). Namely, it is as follows:
Combinatorics 1-(b). Let E, and Li (i = 0, 1, 2, 3) be as below and we put
B = E +∑3i=0 Li:
(i) E: a nodal cubic curve.
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(ii) L0: a transversal line to E and we put E ∩ L0 = {p1, p2, p3}.
(iii) Li: a line through pi and tangent to E at a point qi distinct from pi (i =
1, 2, 3).
(iv) L1, L2 and L3 are not concurrent.
By taking the group structure of E \ {the node} into account, we infer that qi
(i = 1, 2, 3) are either collinear or not. For B with Combinatorics 1-(b), we call it
Type I (resp. Type II) if q1, q2 and q3 are collinear (resp. not collinear)
Then with terminologies and notation for D2n-covers given in [1, 3], we have
Theorem 0.1 Let n be an integer ≥ 3.
(i) If B is of Type I, there exists a D2n-cover pi : Xn → P2 branched at 2(
∑3
i=0 Li)+
nE for any n.
(ii) If B is of Type II, there exists a D2n-cover pi : Xn → P2 branched at
2(
∑3
i=0 Li) + nE for n = 4 only.
Corollary 0.1 Let (B1,B2) be a pair of plane curves with Combinatorics 1-(b)
such that their Types are distinct. Then both of the fundamental groups pi1(P
2 \
Bj, ∗) (j = 1, 2) are non-abelian and there exist no homeomorphisms between
(P2,B1) and (P2,B2).
Remark 0.2 For B of Type I, we denote the line through qi (i = 1, 2, 3) by L.
Then we infer that
∑3
i=1 Li is a member of the pencil generated by E and L0+2L.
This shows that there exists a D2n-cover of P
2 branched at 2(E+L0)+n(
∑3
i=1 Li)
for any n (≥ 3). If pi is not an inflection point of E, there exist just two lines
through pi such that they are tangent to E at different points from pi. Hence we
infer that for the pair (B1,B2) for Combinatorics 1-(b) given in [5], B1 (resp. B2)
is Type II (resp. Type I).
Remark 0.3 For the explicit example for (B1,B2) given in [5], the non-abelianness
for pi1(P
2 \Bj, ∗) (j = 1, 2) was first pointed out by E. Artal Bartolo. In this note,
we prove that the same is true for any curve with the same combinatorics.
1 Preliminaries on elliptic surfaces
We refer to [11], [13], [14] and [16] for details. In this article, an elliptic surface
always means the one introduced in the Introduction. We denote a subset of C
over which ϕ has degenerate fibers by Sing(ϕ). Red(ϕ) means a subset of Sing(ϕ)
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consisting of a point v ∈ Sing(ϕ) such that ϕ−1(v) is reducible. For v ∈ Sing(ϕ),
we denote the corresponding fiber by Fv = ϕ
−1(v). The irreducible decomposition
of Fv is denoted by
Fv = Θv,0 +
mv−1∑
i=1
av,iΘv,i
wheremv is the number of irreducible components of Fv and Θv,0 is the irreducible
component with Θv,0O = 1. We call Θv,0 the identity component. In order to
describe types of singular fibers, we use Kodaira’s symbol. We label irreducible
components of singular fibers as in [20, p.81-82].
Let MW(S) be the set of sections of ϕ : S → C. By our assumption, MW(S) 6=
∅, as O ∈ MW(S). By regarding O as the zero element, MW(S) is equipped with
the structure of an abelian group through fiberwise addition.
Let ES be the generic fiber of ϕ : S → C. We can regard ES as a curve of
genus 1 over C(C), the rational function field of C and that under our setting,
as S is the the Kodaira-Ne´ron model of ES , MW(S) is identified with the set of
C(C)-rational points, ES(C(C)), of ES .
Let NS(S) be the Ne´ron-Severi group of S. Under our assumption on S,
NS(S) is torsion free by [16, Theorem 1.2]. Let Tϕ be the subgroup of NS(S)
generated by O, a fiber F of ϕ and Θv,i (v ∈ Red(ϕ), 1 ≤ i ≤ mv − 1). In
[16, Theorem 1.3], by taking Abel’s theorem on ES into account, an isomorphism
ψ : NS(S)/Tϕ → ES(C(C)) of abelian groups is given as follows:
We first define a homomorphism ψ from the group of divisors Div(S) to
Pic0C(C)(ES)
∼= ES(C(C)) by
ψ : Div(S) ∋ D 7→ α(D|ES − (DF )O|ES ) ∼ES PD −O,
where α is the Abel-Jacobi map on ES and ∼ES denotes the linear equivalence on
ES . By [16, Lemma 5.2], ψ induces a group isomorphism ([16, Theorem 1.3])
ψ : NS(S)/Tϕ → ES(C(C)).
We denote the section corresponding to PD by s(D). By [16, Lemma 5.1], we have
a relation in NS(S):
(∗) D ≈ s(D) + (d− 1)O + nF +
∑
v∈Red(ϕ)
mv−1∑
i=1
bv,iΘv,i,
where ≈ denotes the algebraic equivalence between divisors, and d, n and bv,i are
integers defined as follows:
d = D · F n = (d− 1)χ(OS) +O ·D − s(D) ·O,
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and  bv,1...
bv,mv−1
 = A−1v (c(v,D) − c(v, s(D))) ,
where, for D ∈ Div(S), we put
c(v,D) :=
 D ·Θv,1...
D ·Θv,mv−1
 ,
and Av is the intersection matrix (Θv,iΘv,j)1≤i,j≤mv−1.
Remark 1.1 (i) If D is a section (i.e, D ∈ MW(S)), the above relation (∗)
becomes trivial.
(ii) Entries of A−1v are not necessarily integers. On the other hand, the relation
(∗) is a relation between two divisors of Z-coefficients. This impose some
restriction on D and s(D) at which irreducible components of Fv , D and
s(D) meet. One of useful facts is a lemma below.
Lemma 1.1 If A−1v c(v,D) ∈ Z⊕mv−1, then c(v, s(D)) = 0.
Proof. Since s(D) · F = 1, c˜(v, s(D)) has a unique entry with 1 and other entries
are 0. Also, s(D) meets the component Θv,i with av,i = 1 or Θv,0. Hence if
c(v, s(D)) 6= 0, A−1v (c(v,D) − c(v, s(D))) 6∈ Z⊕mv−1. 
2 Proof of Proposition 0.1
Put NSQ := NS(S)⊗Q and Tϕ,Q := Tϕ⊗Q. As NS(S) is torsion free by [16, The-
orem 1.2], there is no big difficulty in considering NSQ. By using the intersection
pairing, we have an orthogonal decomposition
NS(S)Q = Tϕ,Q ⊕ T⊥ϕ,Q.
Let φ denote the homomorphism from ES(C(C)) to NS(S)Q given in [16, Lemma 8.2].
Also we define a homomorphism φo from Div(S) to T
⊥
ϕ,Q(⊂ NS(S)Q) by the com-
position:
φo : Div(S)→ NS(S)→ T⊥ϕ,Q ⊂ NS(S)Q,
the last morphism is the projection. Explicitly, for D ∈ Div(S), φo is given by
(∗∗) φo(D) = D − dO − (dχ+ (O ·D))F −
∑
v∈Red(ϕ)
FvA
−1
v c(v,D),
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where d = D · F, χ = χ(OS) and Fv = [Θv,1, . . . ,Θv,mv−1]. Here we have the
following lemma on φ and φo:
Lemma 2.1 (i) For P ∈ ES(C(C)) and its corresponding section sP , we have
φ(P ) = φo(sP ).
(ii) For D ∈ Div(S) and its corresponding point PD ∈ ES(C(C)), we have
φ(PD) = φo(D).
Proof. The statement (i) follows from definition. For (ii), our statement follows
from the relation (∗) in the previous subsection. 
In [16], a Q-valued bilinear form 〈 , 〉 called the height paring on ES(C(C)) is
defined by 〈P1, P2〉 := −φ(P1) ·φ(P2) (see [16] for details). By Lemma 2.1 (ii), we
have
〈PD, PD〉 = −φo(D) · φo(D), 〈PD, Po〉 = −φo(D) · φ(Po).
As 〈PD, PD〉 = n2〈Po, Po〉 and 〈PD, Po〉 = n〈Po, Po〉, we have our statement in
Proposition 0.1. Also by computing the intersection pairing explicitly, we have
φo(D) · φo(D) = D2 − 2dD · O − d2χ−
∑
v∈Red(ϕ)
t
c(v,D)A−1v c(v,D)
φo(D) · φ(Po) = (D − dO) · sPo − dχ−O ·D −
∑
v∈Red(ϕ)
t
c(v, sPo)A
−1
v c(v,D)
〈Po, Po〉 = 2χ+ 2sPo ·O +
∑
v∈Red(ϕ)
t
c(v, sPo)A
−1
v c(v, sPo).
Note that we do not need any data of PD in order to compute φo(D) · φo(D).
3 The torsion part of PD
3.1 The homomorphism γNS
For a reducible singular fiber Fv =
∑
i av,iΘv,i (v ∈ Red(ϕ)), we denote a subgroup
generated by Θv,1, . . . ,Θv,mv−1 by Rv. Let R
∨
v be the dual of Rv, which can be
embedded into Rv ⊗ Q by the intersection pairing. Under this circumstance, R∨v
can be regarded as a subgroup generated by the columns of A−1v .
Definition 3.1 We define a map γNS from NS(S) to ⊕v∈Red(ϕ)R∨v by
γNS : NS(S) ∋ D 7→
(−A−1v c(v,D))v∈Red(ϕ) ∈ ⊕
v∈Red(ϕ)
R∨v ,
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where c(v,D) as in § 1. We denote the induced map from NS(S) to⊕v∈Red(ϕ)R∨v /Rv
by
γNS : NS(S)→ ⊕v∈Red(ϕ)R∨v /Rv.
Lemma 3.1 Both γNS and γNS are group homomorphisms.
Proof. Since Θv,i · (aD1+ bD2) = aΘv,i ·D1+ bΘv,i ·D2 (D1,D2 ∈ NS(S), a, b ∈ Z),
our statement is immediate. 
Lemma 3.2 Let ψ : Div(S) → ES(C(C)) be the homomorphism in the previous
section. For D1, D2 ∈ Div(S), if ψ(D1) = ψ(D2), then γNS(D1) = γNS(D2),
where we identify Di with its algebraic equivalence class.
Proof. Put s(Di) be the corresponding sections to ψ(Di) (i = 1, 2). Then by (∗)
in § 1, we have
Di ≈ s(Di) + (di − 1)O + niF +
∑
v∈Red(ϕ)
Fv(−Av)−1(c(v,Di)− c(v, s(Di))),
where di = DiF , ni = (di − 1)χ(OX) + O ·Di − O · s(Di). Since s(D1) = s(D2),
we have
D1 −D2 ≈ (d1 − d2)O + (n1 − n2)F +∑
v∈Red(ϕ)
Fv(−Av)−1(c(v,D1)− c(v, s(D2))).
In the above equivalence, all coefficients of O, F , and Θv,j ’s are integers. Hence
all the entries of (−Av)−1(c(v,D1) − c(v,D2)) (v ∈ Red(ϕ)) are integers. Since
R∨v can be regarded as a Z-module obtained by adding column vectors of (−A)−1v ,
we infer that (−Av)−1(c(v,D1)− c(v,D2)) ∈ Rv for ∀v ∈ Red(ϕ). Hence we have
γNS(D1) = γNS(D2).

Remark 3.1 For a singular fiber Fv =
∑
i av,iΘv,i, we put
F ♯v = ∪av,i=1Θ♯v,i,
where Θ♯v,i := Θv,i \ (singular points of (Fv)red). By [11, §9], F ♯v has a structure
of an abelian group, and we define an finite abelian group G
F
♯
v
as in [20, p.81-
82]. Roughly speaking, G
F
♯
v
is a group given by the indices of the irreducible
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components of Fv. Put GSing(ϕ) :=
∑
v∈SingϕGF ♯v
and we define a homomorphism
γ : MW(S) → GSing(ϕ), which describes at which irreducible component each
section section meets. The homomorphism γNS : NS(S) → ⊕v∈Red(ϕ)R∨v /Rv can
be considered as a generalization of γ. In fact, R∨v /Rv is canonically isomorphic
to G
F
♯
v
and γNS and γ coincide for sections.
Example 3.1 To illustrate the morphism γNS and the isomorphism between
R∨v /Rv and GF ♯v
in more detail, let us look in to the case where S has a unique
reducible singular fiber Fv of type I
∗
0. We will relabel the fiber components of I
∗
0
as
Θv,0,Θv,1 = Θv,01,Θv,2 = Θv,10,Θv,3 = Θv,11,Θv,4.
In this case, we have
Av = (Θv,iΘv,j) =

−2 0 0 1
0 −2 0 1
0 0 −2 1
1 1 1 −2
 , A−1v =

−1 −1/2 −1/2 −1
−1/2 −1 −1/2 −1
−1/2 −1/2 −1 −1
−1 −1 −1 −2
 .
Let x = t
[
x1 x2 x3 x4
]
and suppose that
−A−1v x = −

−1 −1/2 −1/2 −1
−1/2 −1 −1/2 −1
−1/2 −1/2 −1 −1
−1 −1 −1 −2


x1
x2
x3
x4
 =

a
b
c
d
 ∈ Rv
for some integers a, b, c, d ∈ Z. Then, we have x1 = 2a − d, x2 = 2b − d, x3 =
2c − d, x4 = −a − b − c + 2d, which implies that x1, x2, x3 must have the same
parity. Conversely, if x1, x2, x3 have the same parity, −A−1v x ∈ Rv. From these
facts, we see that in R∨v /Rv , any −A−1v x is equivalent to one of 0, −A−1v e1,
−A−1v e2, −A−1v e3, where e1, e2, e3 are the first three of the standard basis vectors.
Also we have (−Av)−1ei + (−Av)−1ej = (−Av)−1ek, ({i, j, k} = {1, 2, 3}) and
2(−Av)−1ei = 0, (i = 1, 2, 3). Therefore, we have R∨v /Rv ∼= (Z/2Z)⊕2 ∼= GF ♯v .
3.2 The determination of the torsion part
As noted above, Proposition 0.1 allows us to compute the coefficient of the Po part
of PD. In this subsection we study the homomorphism γNS in order to determine
the torsion part Pτ of PD.
Let Pτ , Pτ ′ ∈ ES(C(C)) be torsion points and let sτ , sτ ′ be the corresponding
sections. Then we have:
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Lemma 3.3 γ¯NS(sτ ) = γ¯NS(sτ ′)⇔ Pτ = Pτ ′
Proof. We first recall that γ and γ¯NS coincide for sections. Suppose γ¯NS(sτ ) =
γ¯NS(sτ ′). Then sτ ≈ sτ ′ by (∗), which implies that Pτ ∼ES Pτ ′ as divisors on ES .
Hence we have Pτ = Pτ ′ . The converse is obvious from the definition of γNS. 
From this Lemma 3.3, it is enough to determine γ¯NS(sτ ) to determine Pτ , but
since γ is a homeomorphism, we have
γ¯NS(sτ ) = γ¯NS(PD)− γ¯NS(nPo)
which enables us to compute γ¯NS(sτ ).
4 A rational elliptic surface attached to gen-
eral 4 lines
In this section, we apply the above discussions to compute PD for certain D in
the case of a rational elliptic surfaces that is associated to an arrangement of four
non-concurrent lines Li, i = 0, 1, 2, 3. The computations will be used to prove
Theorem 0.1 in the next section.
Let zo be a general point of L0, Q = L0+L1+L2+L3 and consider the rational
elliptic surface SQ,zo associated to Q and zo. (For the details of the construction
of SQ,zo, see [3, II].) Let L0 ∩ Li = pi (i = 1, 2, 3) and Li ∩ Lj = pij (i 6= j). By
the construction, SQ,zo is a rational elliptic surface whose set of reducible singular
fibers is of type I∗0, 3 I2. The I
∗
0 fiber arises from the preimage of the line L0 and
the I2 fibers arise from the preimages of the lines through zo and qi. We denote
the I∗0 fiber by Fv0 and its components by.
Θ∞,0,Θ∞,1 = Θ∞,01,Θ∞,2 = Θ∞,10,Θ∞,3 = Θ∞,11,Θ∞,4
as in Section 3.2, and for i = 1, 2, 3, we label the I2 fiber corresponding to the
line zoqi by Fi and its components by Θi,0,Θi,1. Also, by [15], MW(SQ,zo)
∼=
A∗1 ⊕ (Z/2Z)⊕2.
Next we consider configurations consisting of an irreducible cubic E and Q =
L0 + L1 + L2 + L3 satisfying the following:
• E passes through the three points p1, p2, p3.
• For i = 1, 2, 3, E is tangent to Li at a point qi distinct from pi, pij.
Note that if E is a nodal cubic, E+
∑3
i=0 Li has Combinatorics 1-(b). Suppose
E is a splitting curve with respect to Q and let E± be the irreducible components
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of the strict transform of E in SQ,zo. Our goal is to compute PE± . We first recall
the diagram
S′Q
µ←−−−− SQ νzo←−−−− SQ,zo
f ′Q
y yfQ yfQ,zo
P2 ←−−−−
q
P̂2 ←−−−−
qzo
(P̂2)zo ,
that appears in the construction of SQ,zo given in [4, Introduction]. Note that the
covering transformation of fQ,zo induces the inversion morphism on the generic
fiber ESQ,zo and we have PE− = −PE+. Let PE+ = nPo + Pτ , where Po is a
generator of the A∗1 part of ES(C(t)). We may assume n ≥ 0 after relabeling E±,
suitably. First, from the data of the intersection of E and Li (i = 0, 1, 2, 3) we
have
c(v0, E
+) = t
[
1 1 1 0
]
, c(vi, E
+) = 0 (i = 1, 2, 3).
where v0 is the I
∗
0 fiber and vi are the I2 fibers. Now, from Proposition 0.1, we
have
n2 = −φo(E
+) · φo(E+)
〈Po, Po〉 = −2((E
+)2 − 3).
Since E is a cubic and passes through p1, p2, p3, the strict transform of E in
(P̂2)zo has self-intersection number 6. Hence, we have
(E+ + E−)2 = 2 · 6 = 12
by which we obtain
(E+)2 = (E−)2 = 6− E+ ·E− .
Now, if E is smooth, then E+ · E− = 3 and we have (E+)2 = 3, which implies
n = 0.
Next, if E is a nodal cubic, there are two possibilities for E+ · E−, namely
E+ · E− = 3 or 5, depending on the data of the preimage of the node. If the
preimage of the node becomes nodes of E+, E−, then E+ · E− = 3, and if the
preimage of the node becomes intersection points of E+ and E− then E+ ·E− = 5.
Therefor we have n = 0 (resp. 2) when E+ ·E− = 3 (resp. E+ ·E− = 5). Finally,
by Remark 1.1 (ii) and Lemma 1.1 or Example 3.1 we have
c(v0, s(E
+)) = t
[
0 0 0 0
]
, c(vi, s(E
+)) = 0 (i = 1, 2, 3),
which implies that Pτ = 0 by the arguments in Section 3.2 .
So far, we have two possibilities
PE+ =
{
O
2Po
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We can determine which case occurs as follows:
Suppose s(E+) = O. This implies that for every smooth singular fiber F , the
sum of the three intersection points of E+ and F under the group operation of
F must equal O ∩ F . Let L12 be the line through q1, q2 and choose zo to be the
intersection of L12 and L0. Then the intersection points of E
+ and the smooth
fiber corresponding to L12, lying above q1, q2 become 2-torsion points on F . This
and the fact that the sum of these two points with the third intersection point
must equal O∩F implies that the third intersection point must also be a 2-torsion
point on F , hence must lie over q3. Hence q3 ∈ L12 and q1, q2, q3 become collinear.
On the other hand, if s(E+) = s(2Po), we have s(E
+) · O = 0. This implies
that for every smooth fiber F , the sum of the intersection points of E+ and F
cannot equal O under the group operation of F . Hence in this case, q1, q2, q3
cannot be collinear.
Summing up, we have the following proposition.
Proposition 4.1 Let E be a smooth or nodal cubic having the combinatorics
given above. Then, the following statements hold:
1. If E is a smooth cubic and is splitting then s(E+) = O and q1, q2, q3 are
collinear.
2. If E is a nodal cubic, then E always splits and
(a) s(E+) = O if and only if q1, q2, q3 are collinear, and
(b) s(E+) = s(2Po) otherwise.
Proof. All the statements follow from the above discussions. We note that if E is
a nodal cubic, E is a splitting curve as it is rational.
5 Dihedral covers and proof of Theorem 0.1
5.1 Dihedral covers
Let D2n be the dihedral group of order 2n. In order to prove Theorem 0.1, we
consider the existence/non-existence for Galois covers of P2 whose Galois group
is isomorphic to D2n (D2n-covers, for short). In this section, we summarize some
facts on D2n-covers which we need for our proof. As for general terminologies
on Galois covers, we refer to [1, Section 3], or [21]. As for D2n-covers, we refer
[2, 3, 4, 17, 21]. In our previous papers such as [3, 4, 21], we considered the cases
when n is odd. In this article, however, we also consider the case where n is even.
We here introduce some results on the even case based on [17, Proposition 0.6 and
Remark 3.1] as follows:
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Proposition 5.1 Let n be an even integer ≥ 4. Let f : S → Σ be a smooth finite
double cover of a simply connected smooth projective surface Σ. Let σf be the
involution on S determined by the covering transformation for f . Let C,D and
Do be divisors on S satisfying the following properties:
(i) If C is irreducible such that σ∗fC 6= C
(ii) D is a reduced divisor or D = ∅. If D 6= ∅ or each irreducible component
Dj , there exists an irreducible divisor Bj on Σ such that Dj = f
∗Bj .
(iii) C + n/2D − σ∗fC ∼ nDo.
Then there exists a D2n-cover pi : X → Σ such that (a) D(X/Σ) = S and (b)
∆π = ∆f ∪ f(Supp(C +D)).
Proof. We rewrite Do as a difference of effective divisors: Do = D
+ −D−. Now
put D1 = C,D2 = D,D3 = D
− and D4 = D
+. By [17, Remark 3.1], the condition
(e) in [17, Propositons 0.6] is satisfied. Hence, by Proposition 0.6, we have a
D2n-cover as desired. 
As for the “converse” for Proposition 5.1, it can be stated as follows:
Proposition 5.2 Let f : S → Σ, σf and D be as in Proposition 5.1. If there
exists a D2n-cover (n: even ≥ 4) pi : X → Σ such that
(i) D(X/Σ) = S and
(ii) pi is branched at 2(∆f + f(D)) + nC.
Then:
(a) f∗C is of the form C + σ∗fC, C 6= σ∗fC.
(b) There exists divisor Do on S such that C + n/2D − σ∗fC ∼ nDo.
Proof. Let D1,D2,D3 and D4 be the divisors in [17, Proposition 0.7]. Then the
conditions (i) and (v) in [17, Proposition 0.7] and (ii) as above, we may assume:
D1 = aC, 0 < a < (n− 1)/2, D2 = D, D′o = D4 −D3,
and we have aC − n/2D − aσ∗fC ∼ nDo. Take u ∈ C(S) such that (u) = aC −
n/2D − aσ∗fC − nDo. By the proof of [17, Proposition 0.7], X is the C(S)( n
√
u)-
normalization of S. This shows that the ramification index along C is given by
n/ gcd(a, n), i.e., gcd(a, n) = 1 by the condition (ii). Let k be an integer such that
ak ≡ 1 mod n. Then
akC +
kn
2
D − akσ∗fC
= C +
n
2
D − σ∗fC + n
{
nk − 1
n
(C − σ∗fC) +
k − 1
2
D
}
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Hence we have
C +
n
2
D − σ∗fC ∼ n
{
D′o −
nk − 1
n
(C − σ∗fC)−
k − 1
2
D
}
.

5.2 Proof of Theorem 0.1
We first remark that, as SQ,zo is a rational elliptic surface, there is no difference
between algebraic and linear equivalence. For the covering transformation of fQ,zo,
we denote it by σQ,zo for simplicity.
Proof for (i). In this case, q1, q2 and q3 are collinear. By Proposition 4.1, we
have s(E+) = O, i.e.,
E+ ∼ 3O + 3F − 2Θ∞,1 − 2Θ∞,2 − 2Θ∞,3 − 3Θ∞,4.
O, F and Θ∞,i are invariant under σQ,zo, E
+ ∼ E−. Hence, by [2, Proposition 1.1,
Corollary 1.2], there exists an n-cyclic cover gn : Xˆn → SQ,zo such that (i) ∆gn =
E+ ∪E− and (ii) fQ,zo ◦ gn : X̂n → (P̂2)zo is a D2n-cover. The stein factorization
Xn of q ◦ qzo ◦ fQ,zo ◦ gn : X̂n → P2 is a D2n-cover of Pn as desired.
Proof for (ii). We prove the existence of a D8-cover. Let us recall the
notation: Lo ∩ Li = {pi} and Li ∩ Lj = {pij}. Let pipjk ({i, j, k} = {1, 2, 3})
be the lines connecting pi and pjk. Each pipjk gives rise to sections s
±
i such that
〈P±si , P±si 〉 = 1/2. We choose one of them as a generator so of the free part A∗1 (note
that the differences between s±i and s
±
j are a translation-by-2-torsions). Choose
P
s+
1
as Po. Note that we change ± so that s(E+) = s(2Po) if necessary. Then as
2so ∼ s(2Po) +O + F − 2Θ∞,1 −Θ∞,2 −Θ∞,3 − 2Θ∞,4 −Θ1,1,
we have
E+ ∼ s(2Po) + 2O + 2F − 2Θ∞,1 − 2Θ∞,2 − 2Θ∞,3 − 3Θ∞,4
∼ 2so +O + F −Θ∞,2 −Θ∞,3 −Θ∞,4 +Θ1,1.
Since σQ,zo = [−1]ϕQ,zo , we have s(E−) = s(−2Po). Also as
−2so ∼ s(−2Po) − 3O − 3F + 2Θ∞,1 +Θ∞,2 +Θ∞,3 + 2Θ∞,4 +Θ1,1,
we have
E− ∼ −2so + 5(O + F )− 4Θ∞,1 − 3Θ∞,2 − 3Θ∞,3 − 5Θ∞,4 −Θ1,1.
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Thus we have
E++2(Θ∞,2+Θ∞,3+Θ1,1)−E− ∼ 4(so−O−F+Θ∞,1+Θ∞,2+Θ∞,3+Θ∞,4+Θ1,1).
Now by Proposition 5.1, we have a D8-cover pi4 : X̂4 → (P̂2)zo branched at
2∆fQ,zo+4(fQ,zo(E
+∪Θ∞,2∪Θ∞,3∪Θ1,1)) and the Stein factorization of q◦qzo◦pˆi4
gives the desired D8-cover pi4 : X4 → P2 branched at 2Q+ 4E.
We now go on to prove non-existence of D2n-covers as in Theorem 0.1 for n ≥ 3
except n = 4. Suppose that there exists a D2n-cover pin : Xn → P2 of P2 as in
Theorem 0.1. Then we have D(Xn/P
2) = S′Q and f
′
Q = β1(pin) Let X̂n be the
C(Xn)-normalization of (P̂2)zo . Then we have the following:
• The induced morphism pˆin : X̂n → (P̂2)zo is a D2n-cover of (P̂2)zo .
• D(X̂n/(P̂2)zo = SQ,zo as SQ,zo is the C(S′Q)-normalization of (P̂2)zo .
• The image of the branch locus ∆β2(πˆn) of the form fQ,zo(E+) + Ξ, where Ξ
is contained in the exceptional set of q ◦ qzo.
Lemma 5.1 (i) If n is odd, Ξ = ∅.
(ii) If Ξ 6= ∅, then n is even and the ramification index along Ξ is 2.
Proof. Let Eo be an arbitrary irreducible component of Ξ. In our case, f
∗
Q,zo
(Eo)
is irreducible. Now (i) follows from [21, Corollary 2.4], and (ii) from [17, Proposi-
tion 0.7]. 
n =odd: Choose any odd prime p dividing n. Since we have a surjective mor-
phismD2n → D2p, we have aD2p-cover pˆip : X̂p → (P̂2)zo such thatD(X̂p/(P̂2)zo) =
SQ,zo and β2(pˆip) is branched at p(E
++E−) by Lemma 5.1. By [21, Theorem 3.2],
s(E+) is p-divisible in MW(SQ,zo), but this contradicts to Proposition 4.1.
n = even: By Propositon 5.2, there exist divisors D and Do on SQ,zo such that
E+ +
n
2
D − E− ∼ nDo,
where Supp(D) is contained in the exceptional set of q ◦ qo by Lemma 5.1. By [16,
Theorem 1.3], this implies PE+ − PE− is n-divisible in MW(SQ,zo). On the other
hand, by Proposition 4.1, we have
PE+ − PE− = 2Po − (−2Po) = 4Po.
This proves the non-existence for n ≥ 6.
Remark 5.1 As we noticed before, there are 4 different choices for so. If we
choose generator different from so, the divisor Θ∞,2 +Θ∞,3 +Θ1,1 changes. This
means that we have 4 different D8-covers in the case of curves of Type II.
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