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Abstract
This thesis applies Monte Carlo methods to discrete estimation problems. Applications of
Markov Chain Monte Carlo (MCMC) to such problems are difficult, as the state-space is
a set of discrete points. Markov kernels are hard to design on such spaces. Applications
of sequential Monte Carlo are difficult, because most descriptions of such problems as a
sequence of random variables tend to be artificial, and therefore unhelpful.
This thesis is divided into five chapters, presented in the order in which they were written.
In the first chapter, we describe the application of conditional Monte Carlo to a simple
random graph model. The aim is to estimate the probability that the random graph model
is connected. This conditional Monte Carlo method is then extended to the continuous
analog of the random graph model.
In the second chapter, sequential Monte Carlo is applied to the same random graph
model. With some creativity, it is possible to describe the problem using a sequence of
random variables. This sequence has an independence property that can be exploited for
more efficient estimation. It is also useful for importance sampling. This section shows
that classical sequential Monte Carlo ideas can, with some difficulty, be applied to discrete
estimation problems.
In the third chapter, we describe the incorporation of without-replacement sampling into
sequential Monte Carlo algorithms. We take a sampling-design approach, and demonstrate
that recent work in the field of sequential Monte Carlo can be viewed as an application
of multi-stage sampling and the Horvitz-Thompson estimator. This approach results in a
simple interpretation of the optimality result of Fearnhead and Clifford (2003), and a novel
variance estimator based on multi-stage cluster sampling.
In the fourth chapter, we describe the application of the without-replacement sampling
algorithms from the third chapter to the counting of binary contingency tables. The impor-
tance sampling density of Y. Chen, Diaconis, Holmes, and Liu (2005) has generally excellent
performance for this problem. Beza´kova´, Sinclair, Sˇtefankovicˇ, and Vigoda (2012) showed
that there is a class of pathological problems for which the importance sampling density
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performs arbitrarily badly. We show that the addition of without-replacement sampling
to the importance sampling density results in significantly improved performance for these
pathological problems.
In the fifth chapter, we describe the application of MCMC methods to the problem
of counting the number of decomposable graphs with a given number of vertices and edges.
Counting these collections of graphs is important in applying the size-based prior in Bayesian
graphical modeling. We describe a faster mixing version of the MCMC algorithm of Arm-
strong, Carter, Wong, and Kohn (2009), based on the vertex incremental algorithm of Berry,
Heggernes, and Villanger (2006).
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Chapter 1
Rare Event Probability Estimation for
Connectivity of Large Random
Graphs
1.1 Introduction
Random graph models are of significant practical importance; see, e.g., Sahini and Sahimi
(1994). The connectivity properties of such models are of considerable interest, for example
in network reliability (Gertsbakh & Shpungin, 2010; Colbourn, 1987), percolation theory
(Bolloba´s & Riordan, 2006) and material design (Stenzel et al., 2012). In percolation theory
the focus is on infinite random graph models, which are theoretically more tractable. However
physical systems of interest are necessarily finite and this suggests the use of finite random
graph models in applications.
This chapter studies the following problem: consider a connected ‘base’ graph G, and
retain vertices independently with probability p. If we use this random vertex subset to con-
struct the induced subgraph, what is the probability that the induced subgraph is connected?
Calculating such a probability exactly for a finite but large random graph model constitutes
a difficult counting problem. In the network reliability setting this problem has been proved
to be #P-complete (Colbourn, 1987). Given the difficulties with exact computation we
naturally turn to Monte Carlo methods.
However, crude Monte Carlo techniques can be cumbersome because connectivity is often
a rare event and the problem becomes one of rare-event simulation. This is similar to the
situation in network reliability, which also involves rare-event simulation; however in that
case disconnection is the rare event, rather than connection. Typical methods for efficient
1
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rare event simulation include splitting (Kahn & Harris, 1951; Glasserman, Heidelberger,
Shahabuddin, & Zajic, 1999; Garvels, van Ommeren, & Kroese, 2002; L’Ecuyer, Demers,
& Tuffin, 2006; Botev & Kroese, 2012), importance sampling (Glynn & Iglehart, 1989;
Asmussen & Rubinstein, 1995) and conditional Monte Carlo (Asmussen & Glynn, 2007).
See Rubinstein and Kroese (2008) or Kroese, Taimre, and Botev (2011) for an overview of
these techniques.
The connectivity criterion we use has previously been considered in network reliabil-
ity, where it is known as residual network connectivity (Sutner, Satyanarayana, & Suffel,
1991; Elmallah, 1992; Colbourn, Satyanarayana, Suffel, & Sutner, 1993; Stivaros & Sutner,
1997; Chernyak, 2004). It is important to note that residual network connectivity is a non-
monotone criterion. That is, the addition of more vertices to the observed random graph
may add additional connected components to the graph, making an initially connected graph
disconnected. Similarly, the removal of vertices from an observed random graph may remove
all but one connected component, causing an initially disconnected graph to become con-
nected. In these non-monotone cases techniques based on permutation Monte Carlo (Elperin,
Gertsbakh, & Lomonosov, 1991; Lomonosov, 1994, 02; Hui, Bean, Kraetzl, & Kroese, 2005)
are difficult to apply.
Random geometric graphs are the continuous analog of random graph models. The
defining property of these models is that the vertices of the graph are the points of a point
process on a bounded sampling window. Although these models can be viewed as strictly
combinatoric, the spatial structure of the model remains important. Even in the infinite
domain case very little has been proved about the connectivity properties of such models
and related critical exponents (Brereton, Hirsch, Schmidt, & Kroese, 2014). This has lead
to the widespread use of Monte Carlo methods to estimate unknown percolation thresholds
(Quintanilla & Ziff, 2007, 5; Li & O¨stling, 2013, 1; Torquato & Jiao, 2012). We show that
the Monte Carlo estimate we propose can be applied to the Gilbert disk model with minimal
change.
The rest of this chapter is organized as follows. Section 1.2 describes the Bernoulli
site percolation model on a finite lattice and the Gilbert disk model. Section 1.3 outlines
the conditional Monte Carlo estimator for the Bernoulli site percolation model. Section
1.4 describes the adaptation of the conditional Monte Carlo estimator in Section 1.3 to
the Gilbert disk model. Section 1.5 gives numerical results showing that the conditional
Monte Carlo estimators perform significantly better than the crude simulation estimators.
Appendix 1.A describes the use of the power diagram to compute the area of the union of
closed balls in R2. This material is used in Section 1.4.
1.2 Preliminaries 3
1.2 Preliminaries
Let G = (V,E) be a finite connected graph. For any vertex v the degree of v is the number of
edges incident to v, and we write deg(v). The maximum degree of any vertex in G is denoted
by ∆ (G). The cardinality of a finite set S is denoted by |S|. If S is an uncountable subset
of Rd then |S| denotes instead the Lebesgue measure of the set.
Take some p ∈ (0, 1) and let q = 1− p. Let X = {Xv}v∈V be a collection of independent
and identically distributed (iid) random variables with Xv ∼ Ber (p). The random variable
Xv is the activation state of vertex v. If Xv = 1 then v is said to be activated, otherwise it
is said to be deactivated. Let V (X) denote the set of activated vertices, that is
V (X) = {v ∈ V | Xv = 1} .
The random subset V (X) induces a random subgraph G = G (X) = (V (X) , E (X)), where
E = E (X) = {(v1, v2) ∈ E | v1, v2 ∈ V (X)} .
We typically omit the dependence of these random variables on X. We denote the collection
of possible induced subgraphs of G by P (G). We will write the density of G with respect
to counting measure on P (G) as fG (g; p). For g1, g2 ∈ P (G) induced by vertex subsets
V1, V2 ⊆ V we will write g1 ∩ g2 for the subgraph induced by the vertex set V1 ∩ V2.
Models of this form for G are commonly known as discrete site percolation models, al-
though G is often implicitly assumed to be infinite. We will also refer to the case where G is
an arbitrary finite graph as being a discrete site percolation model. As vertices are retained
independently with some probability p these models are said to be Bernoulli site percolation
models.
Let C ⊆ V be a subset of vertices such that the subgraph induced by the subset is
connected. Define ∂C to be the boundary vertices of C in G. That is,
∂C = {v1 ∈ V | v1 /∈ C, {v1, v2} ∈ E for some v2 ∈ C} .
Define the connectivity probability ` (G, p) = P (G is connected ). If we add vertices to
G while maintaining a bound on the maximum vertex degree ∆ (G), then ` (G, p) will decay
exponentially fast in the number of vertices. See Weichenberg, Chan, and Me´dard (2004)
for results bounding the connectivity probability in the related network reliability setting.
The idea of prime failure events used in Weichenberg et al. (2004) applies equally to our
site-percolation model. Exponential decay means in particular that ` (G, p) will be small
4 Connectivity Of Large Random Graphs
for large base graphs G when ∆ (G) is small. Note that the whole of G, any single-vertex
subgraph and the empty graph are all connected, so situations with p close to 0 or 1 are
trivial.
The defining property of random geometric graphs is that their vertices are the points
of a spatial point process on some bounded Borel set R ⊆ Rd. Edges are added between
vertices according to some probabilistic or deterministic rule. One possibility is to connect
each vertex to the k closest other vertices; another is to connect a pair of vertices with some
probability that depends on the Euclidean distance between them.
We focus on the standard Gilbert disk model, a special case of the Boolean model (Chiu,
Stoyan, Kendall, & Mecke, 2013). In this model the point process ξ that generates the
vertices of the graph is a homogeneous Poisson point process on R with some intensity
λ > 0, and any pair of vertices that are closer than some fixed distance r are connected by
an edge. We will denote this model by Ggeo (R, λ, r), generally abbreviated to Ggeo. The
open ball of radius r around a point x ∈ Rd will be denoted by B (x, r). We will consider
this model in the specific case of d = 2.
1.3 Conditional Monte Carlo for Discrete Percolation
If
{
X(i)
}∞
i=1
are iid copies of X then the crude simulation estimator is
̂`
crude (G, p) =
1
n
n∑
i=1
I
{
G
(
X(i)
)
is connected
}
, (1.1)
where n ≥ 1 is an arbitrary fixed integer and I{A} denotes the indicator function of an event
A. Our aim is to find an estimator that has better asymptotic properties than the crude
simulation estimator, as the number of vertices in G is allowed to increase.
We can construct a simple conditional Monte Carlo estimator based on knowledge of a
single connected component. After this connected component has been generated it is no
longer necessary to simulate the states of the remaining vertices, as the connectivity proba-
bility can be computed exactly; it is the probability that the vertices not already simulated
are all deactivated. See Equation (1.2) below for details. By the total variance formula this
gives an estimate with smaller variance than the crude estimator given in Equation (1.1).
See Billingsley (1995) for further details.
The idea of the algorithm is as follows. Select vertices randomly without replacement
and generate Xv according to the Ber (p) distribution. Continue this process until Xv = 1,
meaning that the selected vertex is activated, or until every vertex has been considered. The
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v3
v2
v1
ω
Figure 1.1: An example showing the process of generating ZBer where G is the 6 by 6
grid graph which does not include diagonal edges. Cact contains three vertices. Vdeact also
contains three vertices, labeled v1, v2 and v3. Activated vertices are marked by filled circles
and deactivated vertices by empty circles.
set of deactivated vertices is denoted by Vdeact, with both Vdeact = ∅ and Vdeact = V being
possible.
If an activated vertex is generated denote it by ω. We can then simulate the entire
connected component Cact for ω by performing a depth-first search of V \ Vdeact. For every
visited vertex v the random variable Xv ∼ Ber (p) is simulated. If Xv = 1 then v is activated
and the search continues to the neighbors of v. If no activated vertex was originally found,
set Cact = ∅. The random object we will condition on is ZBer = (Vdeact, Cact). It will be
convenient to define Ndeact = |Vdeact|. Note that the random variables defined in this section
are not just functions of the binary vector X.
The process of generating ZBer is illustrated in Figure 1.1. In this case Vdeact contains
the vertices v1, v2 and v3, all of which were generated to be deactivated. The fourth vertex
picked was simulated as being activated, so we have identified the vertex ω. The connected
component for ω was then generated, and contains three vertices. Note that v1 was already
determined to be deactivated when we started to generate Cact. The activation state has
only been generated for the marked vertices; the activation states of the unmarked vertices
is unknown.
Let fN (x;n, p) denote the density of a Binomial (n, p)-distributed random variable, and
let k = vdeact ∪ ∂cact ∪ cact. Then the density of G|ZBer is
fG|ZBer (g | (vdeact, cact) ; p) = fN (|g| − |cact| ; |V \ k| , p) .
6 Connectivity Of Large Random Graphs
This occurs because the activation states of the vertices in V \ k are an iid Bernoulli family
with success probability p. Conditional on ZBer, the only way for G to be connected is if all
vertices outside the set Vdeact ∪ ∂Cact ∪ Cact are deactivated. This has probability
P (G is connected | ZBer = zBer) = P (V \ (cact ∪ ∂cact ∪ vdeact) are deactivated )
= q|V|−|cact∪∂cact∪vdeact|. (1.2)
Note that if Vdeact = V then G is the empty graph which is considered connected. The
conditional probability is simple to calculate, and ZBer is simple to simulate. We can use the
expression
` (G, p) = E [P (G is connected | ZBer)] (1.3)
to construct the following conditional Monte Carlo estimator for the Bernoulli site percolation
model.
Proposition 1.1. (Conditional Monte Carlo estimator for Bernoulli site percolation)
Let
{
Z
(i)
Ber
}∞
i=1
be iid copies of ZBer and
{
X(i)
}∞
i=1
be iid copies of X, where each of the
Z
(i)
Ber depends only on G
(
X(i)
)
. Define
P (i) = P
(
G
(
X(i)
)
is connected
∣∣∣ Z(i)Ber) .
Then for any fixed n ≥ 1, the Rao–Blackwell estimator ̂`rao (G, p) = 1n∑ni=1 P (i) is unbiased
for ` (G, p) and has smaller variance than the crude simulation estimator introduced in (1.1).
Proof. This proposition follows from standard properties of conditional expectation and the
total variance formula. See Billingsley (1995) for further details.
While the variance of ̂`crude can be calculated analytically, computing the variance of ̂`rao
appears intractable. This occurs because although we can simulate from ZBer, its distribution
is unknown. However its variance can be estimated via simulation, by the sample variance
of the P (i). Using Proposition 1.1 to estimate ` (G, p) results in Algorithm 1.1.
Note that our construction of ZBer does not depend on an ordering of the vertices. An-
other possibility is to take some total ordering of V and let ZBer be the connected component
of the first activated vertex of G. Here ‘first’ is with respect to the ordering of V. Although
we do not pursue this idea further in the discrete case, it leads to a very similar conditional
Monte Carlo algorithm to the one described here. We continue this ordering-based approach
with reference to random geometric graphs in Section 1.4.
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Algorithm 1.1: Conditional Monte Carlo algorithm for the Bernoulli site percolation
model
input : Sample size n.
output: Estimate of ` = E [h (Xd)].
1 for i = 1 to n do
2 N
(i)
geom ← Geometric (q)
3 if N
(i)
geom ≥ |V| then P (i) = 1
4 else
5 V
(i)
deact ← N (i)geom vertices from V, without replacement
6 ω(i) ← Random vertex from V \ V (i)deact
7 C
(i)
act ← connected component of G(i) containing ω(i), conditional on V (i)deact
being deactivated and ω(i) being activated
// Compute P (i) according to (1.2)
8 P (i) ← P
(
G(i) is connected
∣∣∣ Z(i)Ber = (V (i)deact, C(i)act))
9 return 1
n
∑n
i=1 P
(i)
1.4 Conditional Monte Carlo for the Gilbert Disk Model
Recall from Section 1.2 that for the Gilbert disk model on R2, the point process ξ generating
the vertices of the graph is a homogeneous Poisson process with intensity λ on a bounded
Borel set R of R2. The random graph Ggeo = Ggeo (R, λ, r) is then generated by connecting
any pair of vertices closer than r in the Euclidean distance by an edge. The probability to
be estimated is
` (R, λ, r) = P (Ggeo (R, λ, r) is connected ) .
Similar to Section 1.3, we can define the crude simulation estimator as
̂`
crude (R, λ, r) =
1
n
n∑
i=1
I
{
G(i)geo is connected
}
,
where n ≥ 1 is an arbitrary fixed integer and
{
G
(i)
geo
}∞
i=1
are iid copies of Ggeo (R, λ, r).
For simplicity we will assume that R is a rectangular region with width w and height h,
with bottom left corner at the origin. Similar to Section 1.3, the conditional Monte Carlo
estimator proposed in this section is based around observing a single connected compo-
nent, and then conditioning on there being no other connected components. The connected
component will be chosen by assuming some total ordering of R, and then observing the
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connected component of ξ which contains the first point of ξ with respect to the ordering.
One natural ordering is the lexicographic ordering. For x = (x1, x2) , y = (y1, y2) ∈ R2,
the lexicographic ordering is defined by
(x1, x2) <l (y1, y2) if and only if x1 < y1 or (x1 = y1 and x2 < y2) .
Another choice is the distance ordering, where for some fixed point z ∈ R the ordering is
x <d y if and only if ‖x− z‖ < ‖y − z‖ .
Note that we do not define the ordering among points which are equally distant from z. This
is acceptable because we will only apply the ordering to the points of a Poisson process, and
with probability 1 there will be no pair of points equally distant from the nonrandom point
z. In the numerical examples in Section 1.5 we take z to be the center of R.
Let η = (η1, η2) be the first point of ξ with respect to the chosen ordering of R. Let Zgeo
be the vertices of the connected component of Ggeo that contains η. Then conditional on
Zgeo there must be no vertices in the region
Rempty = {r ∈ R | r < η} ⊆ R.
The set Zgeo is equal to ξ ∩Rknown, where
Rknown = (R \Rempty) ∩
(∪v∈ZgeoB (v, r)) .
On the remainder of R the points of ξ are unknown. That is, conditional on Zgeo the
distribution of ξ on the region
Runknown = R \ (Rempty ∪Rknown)
is that of a homogeneous Poisson point process with intensity λ. The random graph Ggeo
can be connected only if there are no points of ξ in Runknown. Therefore we have
P (Ggeo is connected | Zgeo) = exp (−λ |Runknown|) .
This leads to the following conditional Monte Carlo estimator for the Gilbert disk model.
Proposition 1.2. (Conditional Monte Carlo estimator for the Gilbert disk model)
Let
{
Z
(i)
geo
}∞
i=1
be iid copies of Zgeo and
{
G
(i)
geo
}∞
i=1
be iid copies of Ggeo (R, λ, r), where
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each of the Z
(i)
geo depend only on G
(i)
geo. Define
P (i)geom = P
(
G(i)geo is connected
∣∣ Z(i)geo) .
Then for any fixed n ≥ 1, the Rao–Blackwell estimator ̂`rao (R, λ, r) = 1n∑ni=1 P (i)geo is unbiased
and has smaller variance than the crude simulation estimator ̂`crude (R, λ, r).
The difficulty with applying this estimator is determining the area of Runknown, or equiv-
alently Rempty ∪ Rknown. However in some cases this can be relatively straightforward. The
following two propositions calculate these areas for the lexicographic and distance orderings.
Proposition 1.3 (Lexicographic ordering). Consider the lexicographic ordering of R. Then
Rempty = [0, η1)× [0, h], and therefore
|Runknown| = |R| − |Rempty ∪Rknown|
= h (w − η1)−
∣∣(∪v∈ZgeoB (v, r)) ∩ ([η1, w]× [0, h])∣∣ .
Proposition 1.4 (Distance ordering). Consider the distance ordering of R with respect to
a fixed point z ∈ R. Then Rempty = B (z, ‖z − η‖), and therefore
|Runknown| = |R| − |Rempty ∪Rknown|
= hw − ∣∣(∪v∈ZgeoB (v, r) ∪B (z, ‖z − η‖)) ∩R∣∣ .
Propositions 1.3 and 1.4 are easy to prove. The key observation is that we know the first
point of ξ with respect to the ordering, and this excludes the possibility of observing any
other points occurring in a region whose shape depends on the ordering chosen. See Figure
1.2 for illustrations of the regions Rknown, Runknown and Rempty for both orderings. In Figure
1.2a, region Rempty is the rectangular region on the left, Rknown is the shaded region at the
bottom left and Runknown is the remaining region of R.
In the lexicographic ordering case, we can write |Runknown| as hη1 − |Rknown|. As Rknown
is the intersection of a union of disks of equal radius with a rectangular region, we can use
the power diagram approach outlined in Appendix 1.A to efficiently compute |Runknown|. In
the distance ordering case the set Rempty ∪Rknown is a union of disks of unequal radius, one
of which is centered around z. We can again apply the power diagram to efficiently calculate
this area.
For the lexicographic ordering, this leads to Algorithm 1.2. The algorithm for the distance
ordering is similar.
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η
Rempty
Rknown
Runknown
w
h
0
(a) Lexicographic ordering
η z
Rknown
Rempty
Runknown
w
h
0
(b) Distance ordering
Figure 1.2: Illustration of the regions Rknown, Runknown and Rempty for the lexicographic and
distance orderings. Crosshatched regions represent balls of radius r
2
around other points of
ξ that are not in the connected component of η. These regions are included in Runknown.
1.5 Numerical Results
The efficacy of a rare event probability estimator ̂` is generally assessed using its relative
error, defined by
RE
(̂`) = √Var(̂`)/`2 .
We give the relative error (expressed as a percentage) for all our simulations, denoted by
RE%.
If the estimators to be compared require different levels of computation, the work nor-
malized relative error may be more useful. This is defined by
WNRE
(̂`) = √T (̂`)Var(̂`)/`2 ,
where T
(̂`) is the expected time required to compute the estimator ̂`. We also give the
work normalized relative error for all our simulations.
Example 1.1. Let G be the 6 by 6 grid graph without diagonal edges. This graph is small
enough to allow complete enumeration of the 236 subgraphs. We can therefore compute the
probability of observing a connected subgraph exactly, for any parameter value p. A grid
1.5 Numerical Results 11
Algorithm 1.2: Conditional Monte Carlo algorithm for the Gilbert disk model using
lexicographic ordering
input : Sample size n.
output: Estimate of ` = E [h (Xd)].
1 for i = 1 to n do
2 G
(i)
geo ∼ Ggeo (R, λ, r)
3 η(i) ←
(
η
(i)
1 , η
(i)
2
)
← First vertex of G(i)geo w.r.t. lexicographic ordering
4 Z
(i)
geo ← Connected component of G(i)geo containing η(i)
5 V (i) ← Power diagram of Z(i)geo, with all points representing disks of radius r
6 Use V (i) to calculate
∣∣∣R(i)known∣∣∣
7 P
(i)
geo ← exp
(
−λ
(
h
(
w − η(i)1
)
−
∣∣∣R(i)known∣∣∣))
8 return 1
n
∑n
i=1 P
(i)
geo
search for the parameter value which minimized the probability of connectivity gave a value
of p = 0.285. The probability of connectivity for p = 0.285 was calculated to be 0.00125143.
Both conditional Monte Carlo and crude Monte Carlo were applied with sample size
n = 100, 000, and these simulations were repeated 1000 times. The estimated relative error
was 8.93% for crude Monte Carlo and 2.48% for conditional Monte Carlo. The estimated
work normalized relative error was 0.0456 for crude Monte Carlo and 0.0173 for conditional
Monte Carlo.
Example 1.2. We started with a 20 by 20 grid graph which included diagonal edges and
generated a random subgraph by retaining at random 340 of the 400 vertices. The base graph
that was generated is shown in Figure 1.3. In this case exact computation is infeasible. Both
crude Monte Carlo and conditional Monte Carlo were applied for 21 equally spaced different
parameter values between p = 0.05 and p = 0.99 inclusive. For values of p between 0.097 and
0.332 inclusive the crude method did not identify any connected subgraphs and therefore
estimated a probability of 0. A sample of the results where both methods estimated non-
zero probabilities is shown in Table 1.1. The average values estimated by both methods
were similar and are not shown. An up to five-fold improvement in relative error is observed
when using the Rao–Blackwell estimator as compared to the crude estimator. The work
normalized relative error is improved by up to a factor of 3.
Example 1.3. We considered the Gilbert disk model on a 6 by 6 square region of R2. The
homogeneous Poisson point process generating the vertices of the graph had intensity 10, and
the distance r at which points are connected was allowed to be 0.38, 0.40 or 0.42. Both the
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Table 1.1: Simulation results for a randomly generated subgraph of the 20 by 20 grid graph.
p Crude RE% Crude WNRE Conditional RE% Conditional WNRE
0.05 129.64 2.88 25.08 1.10
0.43 251.41 11.65 67.54 3.85
0.47 29.54 1.11 11.19 0.62
0.52 5.76 0.22 3.08 0.19
0.57 1.73 0.09 1.03 0.06
Figure 1.3: Subgraph of the 20 by 20 grid graph used as the base graph in Example 1.2.
distance and lexicographic orderings were considered. In the case of the distance ordering the
fixed point z was taken to be the center of R. We used n = 1, 000, 000 samples for the crude
estimator, and n = 100, 000 samples for the conditional Monte Carlo estimator. Different
numbers of samples were used due to the different running times of both approaches. These
simulations were repeated 1, 000 times to estimate the relative error. The simulation results
are shown in Table 1.2. The distance ordering appears to outperform the lexicographic
ordering in terms of relative error. However when the orderings are compared using the
WNRE, which accounts for simulation time, the lexicographic ordering is found to perform
slightly better. The WNRE values can be used to compare the performance of the crude
estimator with that of the conditional Monte Carlo estimator. They show equal performance
for the two approaches when r = 0.4, and that if r = 0.42 the conditional Monte Carlo has
half the WRNE of the crude estimator. For r = 0.38 the target event is not sufficiently rare
to justify the extra computation of the conditional Monte Carlo approach, and the crude
estimator performs better.
Although this example suggests that the distance ordering performs better than the
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lexicographic ordering in terms of relative error, it is not conclusive. Further work, possibly
involving a more comprehensive simulation study, could be done to compare these orderings.
Table 1.2: Simulation results for the Gilbert disk model on a 6× 6 region with intensity 10.
Method r Estimate Relative Error % WNRE
Crude 0.38 3.55× 10−06 166.01 24.10
Crude 0.40 4.94× 10−04 14.32 1.99
Crude 0.42 1.34× 10−02 2.71 0.38
Lexicographic 0.38 3.55× 10−07 107.59 11.52
Lexicographic 0.40 4.96× 10−05 15.02 2.00
Lexicographic 0.42 1.34× 10−03 3.90 0.60
Distance 0.38 3.49× 10−07 96.99 13.61
Distance 0.40 4.93× 10−05 14.15 2.31
Distance 0.42 1.34× 10−03 3.64 0.64
Appendix
1.A The Power Diagram
Assume that R ⊆ R2 is a rectangular region. Let x1, . . . , xn be points in R, let r1, . . . , rn
be positive real numbers and let Bi = B (xi, ri) be the open ball with radius ri centered
around the point xi. In Section 1.4 it will be important to efficiently compute the area of
the union of these open balls which is contained in R. That is, to compute the area of
A = R ∩ (⋃ni=1Bi).
Computing this area is non-trivial. Let Dj be the set containing all j-element subsets of
{1, . . . , n}, where the j elements must also be distinct. Then the naive approach is to use
the inclusion-exclusion principle. This involves computing
|A| =
n∑
j=1
(−1)j−1
∑
(i1,...,ij)∈Dj
∣∣R ∩Bi1 ∩ · · · ∩Bij ∣∣
=
n∑
i1=1
|R ∩Bi1| −
n∑
i1=1
n∑
i2=1
i1 6=i2
|R ∩Bi1 ∩Bi2 |+ · · · (1.4)
Each of the terms in (1.4) is an intersection of open balls with R, and the areas of such
regions can be calculated easily. However if many of the Bi intersect then the number
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B1 B2
B3
V1 V2
V3
Figure 1.4: Disks B1, B2 and B3, and the corresponding power diagram partition into regions
V1, V2 and V3.
of terms that must be calculated grows extremely fast. In our application the inclusion-
exclusion computation is prohibitively slow.
Another approach is to partition R into sub-regions V1, . . . , Vn, so that the part of A
contained in Vj can be attributed uniquely to the open ball Bj. This eliminates the problem
of multiple counting that the inclusion-exclusion principle tries to deal with, allowing |A| to
be decomposed as
|A| =
n∑
j=1
|Vj ∩ A| =
n∑
j=1
|Vj ∩Bj| .
Such a partition of R can be constructed using the power diagram, also known as the
Laguerre tessellation. Let Ci denote the circle of radius ri around point xi. Then for any
point y ∈ R at distance d from xi, the power of y with respect to Ci is d2 − r2. Note that
the power can be negative. As an example, let C be the circle of radius 2 located at the
origin. Then the power of the point (1, 0) with respect to C is −3, while the power of (3, 0)
with respect to C is 5.
The set Vi is constructed as being all those points whose power with respect to Ci is
smaller than their power with respect to any other Cj. An example using three equally sized
disks is given in Figure 1.4. In this case all three disks intersect V2, while two disks intersect
regions V1 and V3. However, the area of the union can be written as |V1 ∩B1|+ |V2 ∩B2|+
|V3 ∩B3|.
Note that if Bi is completely contained within Bj then the partition region Vi correspond-
ing to Bi will be the empty set, as there will be no points with smaller power with respect
to Ci than Cj. The use of the power diagram to compute the area of a union of open balls
was originally proposed in Avis, Bhattacharya, and Imai (1988) and Edelsbrunner (1993).
In two dimensions the power diagram can be constructed for n points in O (n log n) time
(Imai, Iri, & Murota, 1985). For d > 2 the complexity is O
(
nb d+12 c
)
(Aurenhammer, 1987).
Chapter 2
Estimating Residual Connectivity for
Random Graphs Using Sequential
Monte Carlo
Notation
G = (V ,E) Graph with vertex set V and edge set E .
G 〈V ′〉 Subgraph of G induced by the vertex set V ′.
P (V ) Set of subgraphs of G induced by a vertex subset.
X The set of up vertices of a network.
Dr Vertices of G which are definitely up. Specified as a deterministic
function of X and r.
Pr Vertices of G which are possibly up. Specified as a deterministic
function of X and r.
Xr,Xr Subsets and supersets of X. Specified as deterministic functions
of X and r.
Dr Set of possible values of Dr.
X r Set of possible values of Xr.
F Event that X is connected.
Fr Sequence of nested events, with final event F .
|Z| The number of elements of set Z.
B (x, r) Closed ball of radius r around x.
B (x, r) Open ball of radius r around x.
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2.1 Introduction
In the broadest sense, network reliability is the study of the performance characteristics of
systems that can be modeled by random graphs. The most common application is the study
of communication networks (Cancela, El Khadiri, & Rubino, 2009), but other applications
include electricity networks (Chassin & Posse, 2005; Pagani & Aiello, 2013) and air transport
networks (Zanin & Lillo, 2013; Wilkinson, Dunn, & Ma, 2012; Cardillo et al., 2013). Often
such systems are highly reliable, and the problem of estimating failure probabilities for these
systems is one of estimating a rare-event probability.
The most widely studied network reliability model is the K-terminal network reliability
model, where the system is operational if a specified set of vertices is connected; see (Gerts-
bakh & Shpungin, 2010) for further details. Most established Monte Carlo methods for this
problem, such as permutation Monte Carlo (Elperin et al., 1991), the merge process (Elperin
et al., 1991) and generalized splitting (Botev, L’Ecuyer, Rubino, Simard, & Tuffin, 2013),
rely on the network structure function being monotonic; that is, the performance of the
overall system cannot be made worse by adding extra edges (or vertices) to the system.
There are other network reliability models where the monotonicity property does not
hold. An example is the residual connectedness reliability model (Lin & Ting, 2015), defined
as follows. Let G = (V ,E) be an undirected graph. A random subset of the vertices of G are
selected and said to be up, with all other vertices said to be down. The set of all up vertices,
and edges of G connecting such vertices, forms a random graph. The whole system functions
if the random graph is a connected graph. The probability that the system functions is
called the residual connectedness reliability (RCR). Important applications include Radio
Broadcast Networks and Mobile Ad hoc networks (Royer & Toh, 1999; Tanenbaum, 2002).
Exact computation of the RCR is NP-hard (Sutner et al., 1991).
The contribution of this chapter is to introduce a novel finite-length Markov chain that
can be used with sequential Monte Carlo (SMC) methods, in network reliability contexts that
are non-monotonic. The Markov chain is constructed so that the distribution of the Markov
chain at the final time-step has the same distribution as the random graph. We emphasize
that this Markov chain has discrete time, and does not involve the use of the graph evolution
model (Elperin et al., 1991). When this Markov chain is applied to the RCR model, very
significant improvements can be achieved by applying concepts from graph theory, such as
articulation vertices and biconnected components.
The rest of this chapter is organized as follows. Section 2.2 introduces the RCR model
and describes two existing Monte Carlo estimation methods for the RCR problem. Section
2.3 introduces a novel Markov chain and describes how this Markov chain can be used with
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sequential Monte Carlo techniques to estimate the RCR. It also describes using elements
of graph theory to optimize the resulting estimator. Section 2.4 describes a simulation
study performed to compare the different estimation methods and discusses the results. All
propositions and proofs are given in Appendix 2.A.
2.2 The Residual Connectedness Reliability Model
Let G = (V ,E) be a connected graph and let the state of a vertex v ∈ V be a binary
random variable. If the binary variable takes value 1 then v is functioning correctly and is
said to be up; otherwise the vertex is down. The states of all vertices are assumed to be
independent. Vertex v is up with probability p (v) and down with probability 1− p (v). The
subset of V containing the up vertices is denoted by X. We will identify the set X with the
subgraph G 〈X〉 that has vertex set X and edge set {{v1, v2} ∈ E : v1, v2 ∈ X}.
For any set x of vertices, let ϕ (x) = 1 if x induces a connected subgraph of G and 0
if it induces a disconnected subgraph. We call ϕ the network structure function. Often the
structure function is monotonic in x, but in our case, adding vertices to x may actually
decrease the value of ϕ (x). We are interested in estimating the residual connectedness
reliability
` (G) = P (G 〈X〉 is connected ) = P (ϕ (X) = 1) .
It will be convenient to take some enumeration v1, . . . , v|V | of the vertices V and use
this as a total ordering. This makes it is possible to write statements such as v1 < v2, and
min {v1, v2} = v1. We also use the notation [v ,∞) = {w ∈ V : w ≥ v}. Note that the
ordering used is completely arbitrary.
The Recursive Variance Reduction (RVR) method of (Cancela & Urquhart, 2002) can
be adapted to the RCR problem as follows. Let U be the event that all vertices of G are
up and let ` be the probability that the input random graph model is connected. The RVR
method begins by writing
` = P (ϕ (X) = 1) = ϕ (G)P (U) + P (ϕ (X) = 1 | U c)P (U c)
=
∏
v∈V
p (v) + P (ϕ (X) = 1 | U c)
(
1−
∏
v∈V
p (v)
)
. (2.1)
The problem now is to estimate P (ϕ (X) = 1 | U c). Conditional on U c let V1 be the first
vertex that fails (with respect to the total ordering of vertices). Given an observed value of
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V1, we know that vertex V1 is down and all vertices smaller (with respect to the total ordering
of vertices) than V1 are up. We have therefore fixed the states of some of the vertices. So
conditional on V1, we have a random graph where the number of vertices with unknown state
is smaller than in the original random graph. Define `(1) (v1) = P (ϕ (X) = 1 | V1 = v1). Then
` =
∏
v∈V
p (v) + E
[
`(1) (V1)
∣∣ V1 <∞](1−∏
v∈V
p (v)
)
. (2.2)
The RVR method first simulates V1 | V1 <∞ . If `(1) (V1) can be explicitly computed, then
an estimator for ` is
∏
v∈V
p (v) + `(1) (V1)
(
1−
∏
v∈V
p (v)
)
.
If `(1) (V1) cannot be explicitly computed then the second down vertex V2 is simulated and
the expansion used in (2.1) is applied recursively to `(1) (V1), and so on.
Another approach is the simple conditional Monte Carlo method in (Shah, Hirsch, Kroese,
& Schmidt, 2014). In this method a random order is selected for the vertices. The states of
the vertices are then simulated in that order, until the first up vertex is identified, denoted by
ω. The connected component for the identified up vertex is then simulated. At this point the
states of some vertices are still unknown. The probability that the random graph is connected
is the probability that the connected component of ω is the only connected component. If
V is the set of all vertices with unknown state then this probability is
∏
v∈V (1− p(v)). We
will refer to this method as the conditional Monte Carlo method.
2.3 Estimation for the RCR Problem
We will construct a fixed-length time-inhomogeneous Markov chain {Dr}Rr=0, defined on the
same probability space as X. We will refer to index r as being time. The exact details of
the construction of the Markov chain are given in Section 2.3.1. As the rigorous details are
somewhat laborious we given an informal overview first. Values of the Markov chain will be
approximations to X, made on the basis of limited information. The amount of information
will increase over time, and the last value DR corresponds to complete information about X
so X = DR. In fact any sample path of the Markov chain is completely determined by X.
So the Markov chain can be interpreted as the result of applying a sequence of deterministic
functions to X, with DR corresponding to the identity function.
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Algorithm 2.1: Splitting algorithm for RCR
input : Connected graph G , maximum radius R, integer splitting factors
k0, . . . , kR−1, initial number N of particles.
output: Estimate of RCR.
1 Y0 ← ∅ // Samples that have hit F0
2 for i = 1 to N do
3 sample d0 from D0
4 if d0 ∈ F0 then add d0 to Y0
5 for r = 1 to R do
6 Yr ← ∅ // Samples that have hit Fr
7 for dr−1 ∈ Yr−1 do
8 for i = 1 to kr−1 do // Retain kr−1 copies
9 sample dr from (Dr | Dr−1 = dr−1)
10 if dr ∈ Fr then add dr to Yr
11 return |YR|
(
N
∏R−1
r=0 kr
)−1
Let F be the set of vertex subsets that induce a connected subgraph, and let P (V ) be
the power set of V . It is clear that ` (G) = P (DR ∈ F ). It is somewhat less clear (but will
be shown in Section 2.3.1) that there is a sequence {Fr}Rr=0 of subsets of P (V ) with F = FR,
so that in order for DR ∈ F to occur, the Markov chain must hit subset Fr for every r. The
existence of such a sequence of subsets is incredibly useful, as it allows us to write
` (G) = P (D0 ∈ F0)P (D1 ∈ F1 | D ∈ F0) · · ·P (DR ∈ FR | DR−1 ∈ FR−1) . (2.3)
We can therefore estimate P (X ∈ F ) as a product of estimates of conditional probabilities,
using a classical splitting (Kroese et al., 2011) or generalized splitting (Botev & Kroese, 2012)
algorithm. As an example we give the classical splitting algorithm as Algorithm 2.1. In this
simple algorithm, N Markov chains are simulated from the initial distribution of D0 at time
r = 0. The proportion of Markov chains that hit F0 is an unbiased estimate of P (D0 ∈ F0).
We retain k0 copies of those Markov chains that hit F0 at r = 0, and discard the others.
The retained Markov chains are then continued until r = 1, and the proportion that hit F1
is an unbiased estimate of P (D1 ∈ F1 | D ∈ F0). The Markov chains that hit F1 are copied
k1 times, and the process repeats until estimates of all conditional probabilities in (2.3) are
obtained.
Following the definitions in Section 2.3.1, Section 2.3.2 studies the properties of the
Markov chain in further detail. Finally, Sections 2.3.3 and 2.3.4 show how the constructed
Markov chain can be used to estimate ` in a more sophisticated way.
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(a) Representation of X as a subgraph of G .
Solid dots represent up vertices.
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(b) Ordering of vertices of G .
Figure 2.1: Example value of X (left). Ordering of vertices for the 5×5 grid graph G (right).
2.3.1 Construction of the Markov Chain
As in Section 2.2 we will assume some ordering of the vertex set V . We illustrate the ideas
in this section using the 5× 5 grid graph, with R = 3, the value of X shown in Figure 2.1a
and the vertex ordering shown in Figure 2.1b.
We first construct a metric on the set V of vertices. For vertices vi and vj, the distance
d (vi, vj) is one less than the number of vertices in the shortest path in G from vi to vj. For
example, the shortest path from vi to vi is {vi}, so d (vi, vi) = 0. If vi and vj are connected
by an edge then the shortest path is {vi, vj} and d (vi, vj) = 1. As we assumed that G was
connected, such a path always exists.
Consider GenerateSubsetR−r (x) defined in Algorithm 2.2. This function begins by
selecting the smallest (with respect to the vertex ordering) vertex contained in x. It then
removes from x all vertices within distance R − r of the selected vertex, and selects the
smallest remaining vertex. This process repeats until x is empty and returns the set of all
selected vertices.
Let R be some positive integer. We define subsets Xr = GenerateSubsetR−r (X) of
X, for integers 0 ≤ r ≤ R. Note that the values Xr are generated by the deterministic
function GenerateSubsetR−r, but the input is random, so the output is also random. The
final random set is XR = GenerateSubset0 (X), and if r = R then Algorithm 2.2 returns
X, so XR = X. Example values of X1,X2 and X3 with R = 3 are shown in Figures 2.2a –
2.2c. The set of possible values of Xr is denoted by X r.
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(c) Value of X3.
Figure 2.2: Vertex subsets with R = 3 and the value of X shown in Figure 2.1a. The red
crosshatched vertices are up vertices contained in the specified vertex subset. Solid vertices
represent other vertices which will eventually be determined to be up.
Algorithm 2.2: GenerateSubsetR−r (x)
input : Set x ⊆ V , integers R ≥ r ≥ 0.
output: y ⊆ x.
1 y← ∅
2 while x 6= ∅ do
3 y ← min x
4 y← y ∪ {y}
5 x← x \ {v ∈ V : d (v , y) ≤ R− r}
6 return y
We now construct random supersets. The function GenerateSubsetR−r (X) is not in-
vertible, but we can consider the set
GenerateSubset−1R−r (xr) = {x ⊆ V : GenerateSubsetR−r (x) = xr} (2.4)
which is equal to the support of (X | Xr = xr). As shown in Proposition 2.2, the set in (2.4)
has a maximal element when ordered by inclusion, which is
Upr (xr) =
⋃
y∈xr
{v ∈ V : v ≥ y, d(v , y) ≤ R− r} , xr ∈X r. (2.5)
That is, Upr (xr) represents the largest set of vertices G that could possibly be up given that
Xr = xr. Define Xr = Upr (Xr). As the random set Xr is defined as the maximal element of
the support of (X | Xr = xr), it is clear that Xr is a superset of X. Although Xr is defined
as a deterministic function of Xr, Xr is a random set as Xr is itself random. To summarize,
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(b) Value of D2.
Figure 2.3: Values of D1 and D2 with R = 3 and the value of X shown in Figure 2.1a. The
red crosshatched vertices are contained in D1 or D2. Solid vertices represent other vertices
which will eventually be determined to be up.
we have
Xr ⊆ X ⊆ Xr, for all 0 ≤ r ≤ R. (2.6)
Finally, we take partial intersections and unions to define the supersets and subsets
Dr =
r⋃
t=0
Xt, and Pr =
r⋂
t=0
Xt. (2.7)
The mnemonics D and P are chosen because for a given sequence X1, . . . ,Xr of subsets of
X, the set Dr represents the set of vertices that are definitely up, and Pr represents the set
of vertices that are possibly up. The set of possible values of Dr will be denoted by Dr. Note
that
DR = XR = X = XR = PR.
Example values of D1 and D2 are shown in Figure 2.3a and 2.3b. Note that the value of
D0 is always equal to X0. The value of DR is always equal to X, which in this case is shown
in Figure 2.1a.
It is clear from (2.6) that Xr = xr implies that xr ⊆ X ⊆ Upr (xr). However, from
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Proposition 2.4 the converse is also true. So
P (Xr = xr) = P (xr ⊆ X ⊆ Upr (xr)) = P (xr ⊆ X,Upr (xr)c ⊆ Xc)
=
∏
v∈xr
p(v)
 ∏
v∈Upr(xr)c
(1− p(v))
 .
From (2.6) and (2.7) we see that Dr and Pr are subsets and supersets of X so that
Dr ⊆ X ⊆ Pr, 0 ≤ r ≤ R. (2.8)
For every 0 ≤ s ≤ r we know that
Xs ⊆ Dr ⊆ X ⊆ Pr ⊆ Ups (Xs) . (2.9)
Proposition 2.4 and (2.9) imply that knowledge of Dr completely determines the value of
Xs for 0 ≤ s ≤ r. Specifically, Xs = GenerateSubsetR−s (Dr). Consequently, Dr also
completely determines the values of Ds and Ps for 0 ≤ s ≤ r. We can interpret Dr and Pr
as being the application of deterministic functions to X, so that we can write Dr (X) and
Pr (X). With slight abuse of notation we will also write Pr as Upr (Dr).
This makes {Dr}Rr=0 a Markov chain, and in fact its state at any time completely deter-
mines its sample path up until that time. By contrast, {Xr}Rr=0 is not a Markov chain. For
example, consider Figure 2.2a and 2.2b. The value of X1 shows that vertex 20 of G is up,
but the value of X2 does not. So if X20 is the binary variable controlling the final state of
vertex 20, we have
P (X20 = 0 | X1 = x1) = P (X20 = 0 | X1 = x1,X2 = x2) = 1,
P (X20 = 0 | X2 = x2) 6= 1.
This implies that
P (20 ∈ X3 | X1 = x1) = P (20 ∈ X2 | X1 = x1,X2 = x2) = 1,
P (20 ∈ X3 | X2 = x2) 6= 1.
So the Markov property fails to hold.
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We are finally able to define the subsets F and Fr as
F = {x ∈ P (V ) : ϕ (x) = 1} ,
Fr = {x ∈ P (V ) : ∃y ∈ P (V ) s.t. Dr (x) ⊆ y ⊆ Pr (x) and ϕ (y) = 1} . (2.10)
Note that the subsets Dr are increasing and the supersets Pr are decreasing, so that {Fr}Rr=0
is a decreasing sequence of sets, with FR = F . We can determine whether Dr ∈ Fr by
performing a depth-first search of Pr, started from only one of the vertices of Dr. Let xDFS
be the vertex set traversed by the depth first search. Then xDFS is a connected graph, and
if xDFS contains Dr then xDFS has the properties required of y in (2.10).
2.3.2 Properties of the Markov Chain
Experimentally we observe that the conditional probability
P (DR ∈ FR | DR−1 ∈ FR−1) (2.11)
in (2.3) is extremely small, and therefore hard to estimate. One way to avoid this problem
would be to write this conditional probability as a product of larger terms, which can be
more easily estimated. We begin this section by showing that knowing DR−1 allows the
biconnected components of X to be essentially identified, even though the states of some
vertices are still unknown. This property can be used to decompose (2.11) as a product.
In graph theory a cut vertex or articulation vertex is a vertex which, when removed,
increases the number of connected components. Consider the set Vcut of cut vertices of
PR−1. If DR−1 ∈ FR−1 and v ∈ Vcut is not contained in DR−1, then v must be up if PR = X
is to be connected. For a proof of this statement see Proposition 2.5. Note that this only
applies at step R− 1, and not at any other step. Figure 2.4 gives a graphical representation
of this statement. Figure 2.4a shows P2, which is the set all of vertices that are possibly in
X. Figure 2.4b shows the smaller set D2, which is the set of all vertices that are definitely in
X. Figure 2.4c shows all the cut vertices of P2, and Figure 2.4d shows the single cut vertex
of P2 which is not in D2. If this vertex is down then X cannot be connected.
The probability of all vertices in Vcut being up is
P (Vcut ⊆ X | DR−1) =
∏
v∈Vcut\DR−1
p(v).
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(a) Value of P2. (b) Value of D2.
(c) Cut vertices of P2. (d) Cut vertices of P2 that are not in D2.
Figure 2.4: Visual representation of the result described in Proposition 2.5, with R = 3.
Figure 2.4d shows the single cut vertex of P2 that is not in D2. This vertex must be up in
order for X to be connected.
(a) The single biconnected component of the
value of P2 shown in Figure 2.4a which con-
tains more than two vertices.
(b) Another biconnected component of the
value of P2 shown in Figure 2.4a.
Figure 2.5: Biconnected components of the value of P2 shown in Figure 2.4a.
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So we can write (2.11) as
P (DR ∈ FR | DR−1 ∈ FR−1)
= P (DR ∈ FR | Vcut ⊆ X,DR−1 ∈ FR−1)P (Vcut ⊆ X | DR−1 ∈ FR−1) ,
where
P (Vcut ⊆ X | DR−1 ∈ FR−1) =
∏
v∈Vcut\DR−1
p(v).
The consequence of this for estimating (2.11) is that rather than simulating dR according to
DR | DR−1 ∈ FR−1 and using the estimator I {dR ∈ FR}, we can simulate dR according to
DR | Vcut ⊆ X,DR−1 ∈ FR−1 and use the estimator
I {dR ∈ FR}
∏
v∈Vcut\DR−1
p(v). (2.12)
These ideas can be extended further. A biconnected graph is a graph which has no
cut vertices, and therefore cannot be disconnected by the removal of a single vertex. A
biconnected component is a maximal biconnected subgraph of some underlying graph. The
cut vertices of a graph can be used to decompose it into biconnected components. The
value of P2 shown in Figure 2.4a has only one biconnected component with more than two
vertices. This subgraph is shown in Figure 2.5a, and another component is shown in Figure
2.5b. Note that the biconnected components are not disjoint and share vertices. Any vertex
contained in more than one biconnected component must be a cut vertex.
Proposition 2.6 shows that if FR−1 occurs, then X is connected if and only if Vcut ⊆ X
and the restriction X ∩Bi of X to every biconnected component Bi of PR−1 is a connected
graph. But the connectivity of X restricted to one biconnected component is independent
of the connectivity of X restricted to another. So if B = {Bi} is the set of biconnected
components of PR−1, where the number |B| of components is random, then (2.12) can be
rewritten as
|B|∏
i=1
I {ϕ (dR ∩Bi) = 1}
∏
v∈Vcut\DR−1
p(v).
A more efficient version of this estimator is to simulate iid random variables d(1), . . . ,d(K)
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Algorithm 2.3: BiconnectedDecomposition (K,dR−1), algorithm for estimating the
conditional probability P (DR ∈ FR | DR−1 = dR−1).
input : Sample size K, value dR−1 of DR−1 where dR−1 ∈ FR−1.
output: Estimate of P (DR ∈ FR | DR−1 = dR−1).
1 pR−1 ← Value of PR−1 associated with DR = dR
2 Vcut ← Articulation vertices of pR−1
3 B← {Bi} ← Biconnected components of pR−1
4 Y1, . . . , Y|B| ← 0
5 for j = 1 to K do
6 d
(j)
R ∼ DR | Vcut ⊆ X,DR−1 ∈ FR−1
7 for i = 1 to |B| do
8 if ϕ
(
d
(j)
R ∩ Bi
)
= 1 then Yi ← Yi + 1
9 return
(∏|B|
i=1
Yi
K
)(∏
v∈Vcut\DR−1 p(v)
)
according to DR | Vcut ⊆ X,DR−1 ∈ FR−1 , and use the estimator |B|∏
i=1
∑K
j=1 ϕ
(
d
(j)
R ∩Bi
)
K
 ∏
v∈Vcut\DR−1
p(v)
 .
The computation of this estimator is described in Algorithm 2.3.
We can also apply the same conditioning ideas at steps other than R − 1. This has the
additional complication that not every cut vertex of Pr−1 is in fact required to be up in order
for X to be connected. However, if vcut splits Pr−1 into components, at least two of which
contain vertices of Dr−1, then vcut must be up. The key part of this estimator is given as
Algorithm 2.4. If
(dr, w) = ArticulationConditioning (r,dr−1) ,
then w × I {dr ∈ Fr} is an estimate of P (Dr ∈ Fr | Dr−1 = dr−1). Testing whether a com-
ponent contains a vertex of dr (Line 6) can be checked by performing a depth-first search of
Ci which terminates as soon as a vertex of dr is found.
2.3.3 Importance Sampling Density
We are now ready to use the results from Sections 2.3.1 and 2.3.2 to define an importance
density for the Markov chain. Let f0 be the distribution of D0, and for 1 ≤ r ≤ R − 1
define fr (dr | dr−1) as the distribution of (Dr | Dr−1 = dr−1). We will define importance
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Algorithm 2.4: ArticulationConditioning (r,dr−1), algorithm for estimating the
conditional probability P (Dr ∈ Fr | Dr−1 = dr−1) (r 6= R).
input : Value of Dr−1 where dr−1 ∈ Fr−1.
output: Vertices that must be up in order for Dr ∈ Fr to occur, and the probability
of these vertices being up.
1 pr−1 ← Value pr−1 of Pr−1 associated with Dr−1 = dr−1
2 Vcut ← Articulation vertices of pr−1, w ← 1,Y ← ∅
3 for vcut ∈ Vcut do
4 C← {Ci} ← Connected components of pr−1 \ vcut, compCount← 0
5 for Ci ∈ C do
6 if dr−1 ∩ Ci 6= ∅ then compCount← compCount + 1
7 if compCount > 1 then Add vcut to Y , w ← w × p (vcut)
8 dr ∼ Dr | Y ⊆ X,Dr−1 = dr−1
9 return (dr, w)
densities {gr (dr | dr−1)}R−1r=1 . We will assume that dr−1 ∈ Fr−1. If this is not the case then
the Markov chain will not hit FR, making the importance density irrelevant.
Let Vcut be the set of articulation vertices of pr−1, recalling that pr−1 is completely
determined by dr−1. The density
gr (dr | dr−1) = fr (dr | dr−1, Vcut ⊆ X) (2.13)
is the one defined by Algorithm 2.4. That is, if
(Dr, w) = ArticulationConditioning (r,dr−1) ,
then Dr is a sample from gr (dr | dr−1) and w is the value of the ratio fr(Dr | dr−1)gr(Dr | dr−1) . Note that
we have not defined g0 or gR. The density g0 is just f0, and we use BiconnectedDecomposition
(Algorithm 2.3) at the last step of the Markov chain, instead of defining an importance den-
sity. Algorithm 2.5 describes the estimation of ` using a single run of this importance
sampling algorithm.
This importance sampling density has the nice property that it produces an estimator
with strictly smaller variance than the crude Monte Carlo estimator, even if parameter K
in the call to BiconnectedDecomposition is 1 (Proposition 2.7).
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Algorithm 2.5: Importance sampling algorithm used to estimate `.
input : Length R of the Markov chain.
output: Estimate of `.
1 D0 ∼ f0 (d0)
2 if D0 6∈ F0 then return 0
3 W ← 1 // Current importance weight
4 for r = 1 to R− 1 do
5 (Dr, w)← ArticulationConditioning (r,dr−1) // Call to Algorithm 2.4
6 if Dr 6∈ Fr then return 0
7 W ← w ×W // Update importance weight
// Estimate probability of hitting FR more efficiently
8 w ← BiconnectedDecomposition (K,DR−1) // Call to Algorithm 2.3
9 return W × w
Algorithm 2.6: StratifiedResample(X )
input : Set X = {(Xi,Wi)}Ni=1 of weighted particles.
output: Set Y of weighted particles.
1 W ← N−1∑Ni=1Wi,Y ← ∅
2 remaining← N
3 for i = 1 to N do
4 Add bWiW−1c copies of
(
Xi,W
)
to Y
5 Replace (Xi,Wi) in X by
(
Xi,Wi − bWiW−1cW
)
6 remaining← remaining − bWiW−1c
7 for i = 1 to remaining do
8 (Y, V )← random element of X , with prob. prop. to. {W : (X,W ) ∈X }
9 Add
(
Y,W
)
to Y
10 return Y
2.3.4 Importance Resampling Algorithm
It is well-known that the addition of a resampling step can improve the performance of an
importance sampling algorithm. The resampling step can help to remove samples which are
improbable under the true density, and will therefore make only a small contribution to the
final estimator. It can also duplicate samples which have a large importance weight, and
will therefore contribute significantly to the final estimator. We have chosen to use stratified
resampling, shown in Algorithm 2.6. In this case all the resampled particles have the same
weight, but there are other resampling steps for which this is not the case. Algorithm 2.7 is
the result of incorporating the stratified resampling step into Algorithm 2.5.
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Algorithm 2.7: Sequential Importance Resampling (SIR) algorithm
input : Length R of the Markov chain, sample size N , simulation effort K at the
final stage.
output: Estimate of `.
1 X ← ∅, ̂`← 0
2 for i = 1 to N do
3 D0 ∼ g0 (d0)
4 if D0 ∈ F0 then Add (D0, 1) to X
5 for r = 1 to R− 1 do
6 Y ← ∅
7 for (dr−1,W ) ∈X do
8 (Dr, w)← ArticulationConditioning (r,dr−1)
9 if Dr ∈ Fr then Add (Dr, w ×W ) to Y
10 X ← StratifiedResample (Y ) // Call to Algorithm 2.6
11 for (dR−1,W ) ∈X do
12 ̂`← ̂`+W × BiconnectedDecomposition (K,dR−1) // Call to Algorithm 2.3
13 return N−1̂`
2.4 Numerical Experiments
2.4.1 Description
We performed a simulation study to compare three Monte Carlo (MC) methods for the RCR
problem. The three methods were conditional MC (Shah et al., 2014), the RVR method
of (Cancela & Urquhart, 2002) and the sequential importance resampling algorithm with
stratified resampling, given as Algorithm 2.7 (SIR).
If the underlying graph G is a two-dimensional grid-graph then the exact value of the
RCR can in principle be computed using the transfer matrix method (Klein, Hite, & Schmalz,
1986; Kloczkowski & Jernigan, 1998; Clisby & Jensen, 2012). For this reason we compared
the three methods on square grid graphs with side lengths 8, 11 and 14. For simulations
involving grid graphs with side lengths 8 and 11 the exact RCR could be computed, but for
the graph with side length 14 this is computationally infeasible. Using examples where the
RCR is known exactly has significant advantages. Some of the methods we test still suffer
from the rare-event probability problem, and therefore significantly underestimate their own
variances. It can therefore be difficult to evaluate the performance of the various methods if
the true value is unknown.
The methods were compared on the basis of their estimated relative error (RE) and work
normalized relative variance (WNRV). For an estimator ̂` of a probability ` which takes on
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Figure 2.6: Expected proportion of up vertices for the 11× 11 grid graph, under the condi-
tional distribution, where all the p (v) = p are identical. The diagonal line represents y = p
and the vertical line represents p = 0.2454.
average time T to compute, these quantities are defined as
RE
(̂`) =
√
Var
(̂`)
`
, and WNRV
(̂`) = TVar
(̂`)
`2
.
In order to estimate the RE and WNRV, each method was run independently 500 times.
Applications of crude MC, the RVR method and conditional MC had sample size N = 106.
Applications of SIR (Algorithm 2.7) had sample size N = 105 with K = 103.
The simplest case is where all the p (v) = p are identical. We find experimentally that
if p = 0.25 then the estimation problem is particularly difficult. Assume that all the vertex
probabilities are equal to p, and let p∗ be the value of p that solves
p = E
[
|X| |V |−1
∣∣∣ F] . (2.14)
That is, p∗ is the value of p for which conditioning on having a single connected component
does not change the expected proportion of vertices which are up. It is assumed that the
solution of (2.14) is unique. For example, Figure 2.6 shows the expected proportion of up
vertices for the 11 × 11 grid graph, with a vertical line at p∗ = 0.2454. In the examples
we consider here we find that p∗ is approximately 0.25. As the number of up vertices is
unchanged by conditioning on F , methods that add or delete vertices (such as conditional
MC and SIR) will struggle in cases where p is close to p∗.
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Figure 2.7: Simulation results for the 8× 8 grid graph, with uniform probabilities.
We also ran a second set of simulation experiments on the same graphs, but with the
vertex probabilities simulated uniformly on [0, 1].
2.4.2 Results
The simulation study shows that the RVR method is not competitive with the other three
methods tested. For the 8 × 8 grid graph with uniform probabilities, the RVR method
performs poorly on the basis of both RE (Figure 2.7a) and WNRV (Figure 2.7b). The shading
in Figure 2.7a shows 95% confidence intervals obtained by bias-corrected and accelerated
(BCA) bootstrapping (Davison & Hinkley, 1997) using the R package boot (Canty & Ripley,
2014). Algorithm SIR performs better than conditional MC for p > p∗ ' 0.25 but this
advantage disappears when simulation effort is accounted for.
Figure 2.8a gives the relative errors of the three algorithms for the 11 × 11 grid graph.
The shaded regions indicate 95% confidence intervals for methods, obtained using BCA
bootstrapping. The conditional MC method outperforms SIR by a factor of up to 4.5 if
p ≤ p∗, but SIR outperforms conditional MC by a factor of up to 45 if p ≥ p∗. On a work
normalized basis (Figure 2.8b) conditional MC outperforms SIR by a factor of up to 60 for
p ≤ p∗, but SIR outperforms conditional MC by a factor of up to 200 for p ≥ p∗.
For the 11× 11 grid the rare event problem was encountered for the RVR method. That
is, the average estimate across 100 replications was found to be very different from the true
value, even though the estimated variance was small. This indicates that the variance was
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Figure 2.8: Simulation results for the 11× 11 grid graph, with uniform probabilities. Cases
where the WNRV or RE are poorly estimated (and believed to be large) are omitted.
significantly underestimated in this case.
For the 14× 14 grid, the RVR method had an extremely large variance and is not shown
in the plots. Figure 2.9a shows the relative errors of the SIR and conditional MC algorithms
for the 14×14 grid graph. The shaded regions indicate 95% confidence intervals for the RE,
obtained using BCA bootstrapping. In this case exact values for the reliability are unknown.
The conditional MC method outperforms SIR by a factor of up to 3.5 if p ≤ p∗, but SIR
outperforms conditional MC by a factor of up to 200 if p ≥ p∗. On a work normalized basis
(Figure 2.8b) conditional MC outperforms SIR by a factor of up to 60 for p ≤ p∗, but SIR
outperforms conditional MC by a factor of up to 3000 for p ≥ p∗.
The simulation results suggest that for uniform probabilities, different strategies must
be employed to estimate the RCR, depending on the value of p. For values of p slightly
smaller than p∗ the expected fraction of up vertices is much smaller than p, and for values
of p slightly larger than p∗ the expected fraction of up vertices is much larger than p. This
occurs because for p smaller than p∗ the most likely way to obtain a connected graph is to
delete all but one of the connected components obtained under the unconditional measure.
However if p is large then the most likely way to obtain a connected graph is to add extra
vertices, connecting up the components generated under the unconditional measure into a
single component. The SIR algorithm takes the approach of adding extra vertices, and
therefore works best when p ≥ p∗. Conditional MC can be interpreted as ‘deleting’ vertices,
and therefore works best when p < p∗.
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Figure 2.9: Simulation results for the 14× 14 grid graph, with uniform probabilities. Cases
where the WNRV or RE are poorly estimated (and believed to be large) are omitted.
̂` Var RE WNRV
Conditional 1.92× 10−3 6.29× 10−10 1.31× 10−2 3.37× 10−3
RVR 1.92× 10−3 1.23× 10−9 1.83× 10−2 2.85× 10−2
SIR 1.91× 10−3 5.21× 10−10 1.19× 10−2 6.38× 10−2
Table 2.2: Simulation results with vertex probabilities chosen uniformly from [0, 1], using
the 8× 8 grid graph.
We now turn to the simulations with non-uniform probabilities. Simulation results are
shown in Tables 2.2, 2.3 and 2.4. For the 8× 8 case the Conditional method performs best.
For the 11× 11 case Conditional MC and SIR perform equally well, with the RVR method
performing somewhat worse. For the 14×14 case the SIR method works best, outperforming
the other two methods by a factor of 10 in terms of RE and by a factor of 102 in terms of
WNRV. Note that in this case the RVR method appears to fail to give an accurate estimate,
even when averaged over 500 replications.
̂` Var RE WNRV
Conditional 4.54× 10−5 1.70× 10−11 9.08× 10−2 3.38× 10−1
RVR 4.54× 10−5 3.60× 10−11 1.32× 10−1 3.78× 100
SIR 4.52× 10−5 1.10× 10−12 2.31× 10−2 3.76× 10−1
Table 2.3: Simulation results with vertex probabilities chosen uniformly from [0, 1], using
the 11× 11 grid graph.
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̂` Var RE WNRV
Conditional 1.55× 10−9 1.33× 10−16 7.42× 100 3.91× 103
RVR 6.33× 10−12 8.91× 10−22 4.72× 100 1.11× 104
SIR 1.59× 10−9 4.02× 10−20 1.26× 10−1 1.45× 101
Table 2.4: Simulation results with vertex probabilities chosen uniformly from [0, 1], using
the 14× 14 grid graph.
2.5 Future Work
The SIR algorithm is not well suited to the situation where G is a large subset of a complete
graph. In that case every vertex is adjacent to every other vertex. So D0, . . . ,DR−1 represent
knowledge of only the first up vertex, and DR represents knowledge of the state of every
vertex. In this case the SIR algorithm is similar to crude MC or the RVR method. Further
work is required to find methods that behave well in this situation.
Conditional MC works acceptably well in the regime where p is small, but is somewhat
unsophisticated. For the special value p = p∗ (which appears to be around 0.25 in our
examples) none of the algorithms we tested work well. As shown in Figure 2.8a, the SIR and
conditional MC algorithms all had a relative error close to 1 in that case. This case appears
to be particularly difficult as methods based around increasing or decreasing the number of
up vertices will not be effective.
The Markov chain we describe can be applied to other estimation problems involving
vertex failures. For example, estimating the probability there are no components smaller
than some size, or estimating the probability there is a component larger than some size.
Appendix
2.A Proofs
Proposition 2.1. Let y = GenerateSubsetk (x) for some (non-random) x ∈ P (V ). Then
x ⊆
⋃
y∈y
{v ∈ V | v ≥ y, d(v , y) ≤ k} . (2.15)
Proof. At line 5 of Algorithm 2.2, the set {v ∈ V | d(v , y) ≤ k} is removed from x. It is clear
that replacing this set with {v ∈ V | v ≥ y, d(v , y) ≤ k} would not change the algorithm.
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The union of all the values removed from x is⋃
y∈y
{v ∈ V | v ≥ y, d(v , y) ≤ k} .
The algorithm only returns when x = ∅, which implies (2.15).
Proposition 2.2. The set GenerateSubset−1R−r (xr) defined in (2.4) has a maximal element
when ordered under set inclusion. This maximal element is equal to
Upr (xr) =
⋃
y∈xr
{v ∈ V | v ≥ y, d(v , y) ≤ R− r} .
Proof. Every x ∈ GenerateSubset−1R−r (xr) has the property that GenerateSubsetR−r (x) =
xr. Proposition 2.1 implies that
x ⊆
⋃
y∈xr
{v ∈ V | v ≥ y, d(v , y) ≤ R− r} = Upr (xr) .
As GenerateSubsetR−r (Upr (xr)) = xr, we have shown that Upr (xr) is the maximal ele-
ment.
Proposition 2.3. Assume that y = GenerateSubsetR−r (x), for some x. Then for any
z ∈ y, d(z, l) > R− r, for every l ∈ y ∩ (−∞, z).
Proof. Obvious from the definition of Algorithm 2.2.
Proposition 2.4. Take any 0 ≤ r ≤ R and xr ∈X r. Take any x so that xr ⊆ x ⊆ Upr (xr),
and let y = GenerateSubsetR−r (x). Then y = xr.
Proof. Assume xr 6= ∅. As min xr = min Upr (xr), min xr = min x too. Let
y = GenerateSubsetR−r (x), and assume that (y \ xr) ∪ (xr \ y) 6= ∅, where the minimal
element of the symmetric difference is z. As z is minimal, xr ∩ (−∞, z) = y ∩ (−∞, z). If
z ∈ y, then d(z, l) > R − r for every l ∈ xr ∩ (−∞, z). This implies that z /∈ Upr (xr) and
therefore that x 6⊆ Upr (xr), which is a contradiction. But if z ∈ xr then z ∈ x and z would
be retained in y, which is also a contradiction. So by contradiction such z must not exist,
so y = xr.
Proposition 2.5. Assume that dR−1 is a value of DR−1 so that dR−1 ∈ FR−1 and let pR−1
be the associated value for PR−1. If v is a cut vertex of pR−1 then
F ∩ {DR−1 = dR−1} ⊆ {DR−1 = dR−1} ∩ {v ∈ X} .
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Proof. If v ∈ DR−1 the statement is trivial as DR−1 ⊆ X. So assume that v 6∈ DR−1.
As v is a cut vertex, it separates pR−1 into two non-empty components, denoted by C1
and C2. Assume that component C1 does not contain any vertices of dR−1 and let w be a
vertex in C1. By the definition of PR−1 we must have w ∈ xR−1. This implies that there is
a vertex of xR−1 within distance 1 of w . Such a vertex must also be contained in C1 ∪ v . As
we assumed that v 6∈ xR−1, we must have a vertex of xR−1 contained in C1.
This implies that C1 contains a vertex of dR−1, and by an identical argument so does C2.
So there are vertices of X in both C1 and C2, and if v 6∈ X these vertices will lie in different
components of X.
Proposition 2.6. Let dR−1 be a value for DR−1 so that dR−1 ∈ FR−1. Let pR−1 be the
associated value for PR−1. Let Vcut be the set of cut vertices of pR−1, and let B = {Bi}|B|i=1
be the set of all biconnected components of pR−1. Define the events
A = {DR−1 = dR−1} , B = {Vcut ⊆ X} , C =
|B|⋂
i=1
{ϕ (X ∩Bi) = 1} .
The notation X ∩ Bi refers to the subgraph of X induced by the vertex set Bi. Then
F ∩ A = A ∩B ∩ C.
Proof. Let H be the graph with vertex set B, and edges between Bi and Bj if Bi ∩Bj 6= ∅.
Note that as pR−1 was connected, H must be too.
Assume now that events A,B and C all occur. Take any vertices Bi and Bj of H which
are connected by an edge, and pick arbitrary vertices vi ∈ Bi ∩X and vj ∈ Bj ∩X. Let c be
some vertex contained in Bi ∩ Bj. Note that the event B implies that in fact Bi ∩ Bj ⊆ X,
as all vertices in the intersection are cut vertices.
As Bi ∩X is a connected graph there exists a path Pi in Bi ∩X from vi to c and another
path Pj in Bj∩X from c to vj. This gives a path in X connecting vi and vj. The connectivity
of H means this argument can be extended to the case where Bi and Bj are not adjacent in
H. This proves that, given our assumptions, X is connected. We have therefore proved that
A ∩B ∩ C ⊆ F ∩ A.
Now assume that F and A occur. Proposition 2.5 implies that F ∩A ⊆ A∩B, so event B
must occur. Now pick any biconnected component Bi and any two vertices v1, v2 ∈ Bi ∩X.
As X is connected there exists a simple path in X between v1 and v2. If there is such a simple
path P that leaves Bi ∩X then the subgraph P ∪ Bi of PR−1 is a biconnected component
strictly larger than Bi. This would contradict Bi being maximal, so P must stay within
Bi ∩X, making Bi ∩X connected. Therefore event C must also occur.
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This proves that F ∩ A = A ∩B ∩ C.
Proposition 2.7. The importance sampling density in Section 2.3.3 results in an estimator
with lower variance than crude Monte Carlo, even if the parameter K in the application of
Algorithm 2.3 is 1.
Proof. Let f be the original distribution of the Markov chain {Dr}Rr=0 and let g be the distri-
bution under the importance sampling density. The condition for the importance sampling
estimator to have smaller variance than crude Monte Carlo is that
Eg
[
I {DR ∈ FR} f (D0, . . . ,DR)
2
g (D0, . . . ,DR)
2
]
= Ef
[
I {DR ∈ FR} f (D0, . . . ,DR)
g (D0, . . . ,DR)
]
(2.16)
should be smaller than ` = Ef [I {DR ∈ FR}]. It suffices to show that
I {DR ∈ FR} f (d0, . . . ,dR)
g (d0, . . . ,dR)
≤ I {DR ∈ FR} , (2.17)
for all possible values of d0, . . . ,dR. This is trivial when DR 6∈ FR. If DR ∈ FR note that
gr (dr | dr−1) ≥ fr (dr | dr−1) from the definition of gr in (2.13), making the ratio in (2.17)
smaller than or equal to 1. This also holds at step R for identical reasons. Apart from very
particular special cases (E.g. G has two vertices or is a complete graph), it will be possible to
produce a case where the ratio is strictly less than 1, implying that (2.16) is strictly smaller
than `.
Chapter 3
Without Replacement Sampling
3.1 Introduction
Importance sampling is a widely used Monte Carlo technique that involves changing the
probability distribution under which simulation is performed. Importance sampling algo-
rithms have been applied to a variety of discrete estimation problems, such as estimating
the locations of change-points in a time series (Fearnhead & Clifford, 2003), the permanent
of a matrix (Kou & McCullagh, 2009), the K-terminal network reliability (L’Ecuyer, Rubino,
Saggadi, & Tuffin, 2011) and the number of binary contingency tables with given row and
column sums (Y. Chen et al., 2005).
Sequential importance resampling algorithms (Doucet, de Freitas, & Gordon, 2001; Liu,
2001; Del Moral, Doucet, & Jasra, 2006; Rubinstein & Kroese, 2017) combine importance
sampling with some form of resampling. The aim of the resampling step is to remove samples
that have an extremely low importance weight. In the case that the random variables
of interest take on only finitely many values, forms of resampling that involve without-
replacement sampling can be used (Fearnhead & Clifford, 2003).
The resulting algorithms are similar to particle-based algorithms with resampling, but
the sampling and resampling steps are replaced by a single without-replacement sampling
step. In the approach of Fearnhead and Clifford (2003), the authors use what we charac-
terize as a probability proportional to size sampling design. These ideas have recently been
incorporated into quasi Monte Carlo (Gerber & Chopin, 2015), as sequential quasi Monte
Carlo. The stochastic enumeration algorithm of Vaisman and Kroese (2017) is another
without-replacement sampling method, based on simple random sampling.
Use of without-replacement sampling has a number of advantages. This type of sam-
pling tends to automatically compensate for deficiencies in the importance sampling density.
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If the importance sampling density wrongly assigns high probability to some values, then
the consequence of this mistake is limited, as those values can still only be sampled once.
This type of sampling can in principle reduce the effect of sample impoverishment (Gilks &
Berzuini, 2001), as there is a lower limit to the number of distinct particles.
The first contribution of this chapter is to highlight the links between the field of sampling
theory and sequential Monte Carlo, in the discrete setting. In particular, we view the use of
without-replacement sampling as an application of the famous Horvitz–Thompson estimator
(Horvitz & Thompson, 1952), unequal probability sampling designs (Brewer & Hanif, 1983;
Tille´, 2006) and multi-stage sampling. The links between these fields have received limited
attention in the literature (Fearnhead, 1998; Carpenter, Clifford, & Fearnhead, 1999; Douc,
Cappe´, & Moulines, 2005), and the link with the Horvitz-Thompson estimator has not been
made previously.
Our application of methods from sampling theory would likely be considered unusual
by practitioners in that field. For example, in the Monte Carlo context, physical data
collection is replaced by computation, so huge sample sizes become quite feasible. Also, it
has traditionally been unusual to apply multi-stage methods with more than three stages of
sampling, but in the Monte Carlo context we apply such methods with thousands of stages.
The second contribution of this chapter is to describe a new method of without-replacement
sampling, using results from sampling theory. Specifically, we use the Pareto design (Rose´n,
1997a, 1997b) as a computationally efficient unequal probability sampling design. Our use
of the Pareto design relies on results from Bondesson, Traat, and Lundqvist (2006).
The rest of this chapter is organized as follows. Section 3.2 describes importance sampling
and related particle algorithms. Section 3.3 gives an overview of sampling theory. Section 3.4
introduces the new sequential Monte Carlo method incorporating sampling without replace-
ment, and lists some advantages and disadvantages of the proposed methodology. Section 3.6
gives some numerical examples of the effectiveness of without-replacement sampling. Section
3.7 summarizes our results and gives directions for further research.
3.2 Sequential Importance Resampling
3.2.1 Importance Sampling
Let Xd = (X1, . . . , Xd) be a random vector in Rd, having density f with respect to a measure
µ, e.g., the Lebesgue measure or a counting measure. Let Xt = (X1, . . . , Xt) be the first t
components of Xd. We wish to estimate the value of ` = Ef [h (Xd)], for some real-valued
function h.
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The crude Monte Carlo approach is to simulate n iid copies X1d, . . . ,X
n
d according to f ,
and estimate ` by n−1
∑n
i=1 h (X
i
d). However, there is no particular reason to use f as the
sampling density. For any other density g such that g (x) = 0 implies h (x) f (x) = 0,
` =
∫
h (xd)
f (xd)
g (xd)
g (xd) dµ (xd) =
∫
h (xd)w (xd) g (xd) dµ (xd) ,
where w (xd)
def
= f(xd)
g(xd)
is the importance weight. If X1d, . . . ,X
n
d are iid with density g, then
the estimator
̂`
ub = n
−1
n∑
i=1
h
(
Xid
)
w
(
Xid
)
(3.1)
is unbiased. This estimator is known as an importance sampling estimator (Marshall, 1956),
with g being the importance density.
The quality of the importance sampling estimator depends on a good choice for the
importance density. If h is a non-negative function, then the optimal choice is
g (x) ∝ h (x) f (x) , (3.2)
and the estimator has zero variance.
If the normalizing constant of f is unknown, then we can replace the weight function w
with the unnormalized version wr (x) =
cf(xd)
g(xd)
, where cf is a known function but c and f are
unknown individually. In that case we use the asymptotically unbiased ratio estimator
̂`
ratio =
∑n
i=1 h (X
i
d)wr (X
i
d)∑n
i=1wr (X
i
d)
. (3.3)
The central limit theorem (CLT) implies that if ` < ∞ and Varg (h (Xd)w (Xd)) < ∞,
then
√
n
(̂`
ub − `
)
converges to a normal distribution as n→∞. By the strong law of large
numbers, 1
n
∑n
i=1wr (X
i
d)
a.s.−−→ c. By Slutsky’s theorem and the asymptotic normality of ̂`ub,√
n
(̂`
ratio − `
)
also converges to a normal distribution and is asymptotically unbiased.
Another context in which importance sampling can be applied is the estimation of the
constant c =
∫
cf (x) dx. Importance sampling can still be applied if it is unclear how to
simulate from f , and an unbiased estimator of c is
ĉ = n−1
n∑
i=1
wr
(
Xid
)
.
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3.2.2 Sequential Importance Sampling
Let xt = (x1, . . . , xt). We adopt Bayesian notation, so that the interpretation of f (· · ·)
depends on its arguments, e.g., f (x3 | x2) is the density of X3 conditional on X2 = x2. It
can be difficult to directly specify an importance density on a high-dimensional space. The
simplest method is often to build the distributions of the components sequentially. We first
specify g (x1), then g (x2 | x1) , g (x3 | x2), etc. If g is then used as an importance density,
the importance weight is
w (x) =
f (x1) f (x2 | x1) · · · f (xd | xd−1)
g (x1) g (x2 | x1) · · · g (xd | xd−1) .
Early applications of this type of sequential build-up include Hammersley and Morton (1954)
and Rosenbluth and Rosenbluth (1955). More recent uses include Kong, Liu, and Wong
(1994), Liu and Chen (1995). See Liu, Chen, and Logvinenko (2001) for further details.
It is often convenient to calculate the importance weights recursively as u1 (x1) =
f(x1)
g(x1)
and
ut (xt) = ut−1 (xt−1)
f (xt | xt−1)
g (xt | xt−1) , t = 2, . . . , d. (3.4)
It is clear that ud (xd) = w (xd). Note that computing ut requires the factorization of f (xt)
in order to compute f (xt | xt−1), which can be difficult. An alternative is to use a family
{ft (xt)}dt=1 of auxiliary densities, where it is required that fd = f . Using these densities we
can compute the importance weights as v1 =
f1(x1)
g(x1)
and
vt (xt) =
vt−1 (xt−1) ft (xt)
ft−1 (xt−1) g (xt | xt−1) , t = 2, . . . , d. (3.5)
Note that ud (xd) = vd (xd) = w (xd). We obtain ut as a special case of vt, where the
auxiliary densities are the marginals of f . As vt is more general, we use it to define our
importance weights (unless otherwise stated). If the auxiliary densities are only known up
to constant factors, then the unnormalized version of (3.5) involves setting v1 (x1) =
c1f1(x1)
g(x1)
and
vt (xt) =
vt−1 (xt−1) ctft (xt)
ct−1ft−1 (xt−1) g (xt | xt−1) , t = 2, . . . , d, (3.6)
where the functions {ctft (xt)} are known, but the normalized functions {ft (xt)} may be
unknown.
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If cd = 1 it is possible to evaluate fd, and we can use the estimator ̂`ub defined in (3.1),
regardless of whether ct 6= 1 for t < d. Otherwise, if fd is known only up to a constant
factor, we must use ̂`ratio. The variance of the corresponding importance sampling estimator
is independent of the choice of auxiliary densities and of the constants {ct}, but dependent
on g. This will change in Section 3.2.3 with the introduction of resampling steps.
Sequential importance sampling can be performed by simulating all d components of Xd
and repeating this process n times. Alternatively, we can simulate the first component of all
n copies of Xd. Then we simulate the second components conditional on the first, and so on.
We adopt the second approach, as it leads naturally to sequential importance resampling.
3.2.3 Sequential Importance Resampling
It is often clear before all d components have been simulated that the final importance
weight will be small. Samples with a small final importance weight will not contribute
significantly to the final estimate. It makes sense to remove these samples before the full d
components have been simulated. One way of achieving this is by resampling from the set of
partially observed random vectors. In this context the partially observed vectors are known
as particles.
Let {Xit}ni=1 be the set of particles for a sequential importance sampling algorithm, and
let W it = vt (X
i
t) be the importance weights in Section 3.2.2. Let {Yit}ni=1 be a sample of size
n chosen with replacement from {Xit}ni=1 with probabilities proportional to {W it }ni=1, and
let W t = n
−1∑n
i=1W
i
t . We can replace the variables {(Xit,W it )}ni=1 by
{(
Yit,W t
)}n
i=1
and
continue the sequential importance sampling algorithm. This type of resampling is called
multinomial resampling. The most famous use of multinomial resampling is in the bootstrap
filter (Gordon, Salmond, & Smith, 1993). There are numerous other types of resampling,
such as splitting or enrichment (Wall & Erpenbeck, 1959), stratified resampling and residual
resampling (Liu & Chen, 1995; Carpenter et al., 1999). See Liu et al. (2001) for a recent
overview.
3.3 Sampling Theory
Sampling theory aims to provide estimates about a finite population by examining a ran-
domly chosen set of elements of the population, known as a sample. The population consists
of N different objects known as units, denoted by the numbers 1, 2, . . . , N . We will assume
that the size N of the population is known.
We assume that for each unit i ∈ {1, . . . , N} there is a fixed scalar value y (i). These
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values are known only for the units selected in the sample. We wish to estimate some function
F (y (1) , . . . , y (N)) of the values, most often the mean y = N−1
∑N
i=1 y (i).
In its most abstract form, sampling theory is concerned with constructing random vari-
ables taking values in certain product sets. For example, a sample chosen with replacement
corresponds to a random vector taking values in
⋃∞
n=1 {1, . . . , N}n. A sample of fixed size
n chosen with replacement corresponds to a random variable taking values in {1, . . . , N}n.
Define the power set P (X) as the set of all subsets of the set X. A sample without replace-
ment corresponds to a random variable taking values in the power set P ({1, . . . , N}), and a
sample without replacement of fixed size n corresponds to a random variable taking values
in
Sn = {s ∈ P ({1, . . . , N}) : |s| = n} .
These random variables have some distribution, and these types of distribution are known
as sampling designs.
Units may be included in the sample with equal probability or unequal probability. Our
focus in this section is on without-replacement sampling with a fixed sample size n and
unequal probabilities. The probability of including unit i in the sample is called the inclusion
probability of unit i, and denoted by pi (i). We assume that all the inclusion probabilities
are strictly positive. The probability that both units i and j are included in the sample is
denoted by pi (i, j). This is referred to as the second-order inclusion probability.
In order to apply unequal probability sampling designs, we assume that there are positive
values {p (i)}Ni=1 (known as size variables). For reasons specific to the application domain,
these values are assumed to be positively correlated with the values in {y (i)}Ni=1. In tradi-
tional sampling applications, {p (i)}Ni=1 might correspond to (financially expensive) census of
the population at a previous time, or estimates of the {y (i)}Ni=1 which are easily obtainable
but highly variable. In our setting the {p (i)}Ni=1 play a similar role to the importance density
in traditional importance sampling.
Unlike the {y (i)}Ni=1, the {p (i)}Ni=1 are known before sampling is performed. We aim
to have {pi (i)}Ni=1 approximately proportional to {p (i)}Ni=1, and therefore approximately
proportional to the {y (i)}Ni=1. For these reasons unequal probability designs are also known
as probability proportional to size (PPS) designs. Calculation of the inclusion probabilities
for these designs is often difficult. See (Tille´, 2006) or (Cochran, 1977) for further details on
general sampling theory.
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3.3.1 The Horvitz–Thompson Estimator
Assume that we are using a without-replacement sampling design with fixed size n, and wish
to estimate the total Ny of the population values. If s ∈ Sn is the chosen sample, then the
Horvitz–Thompson estimator (Horvitz & Thompson, 1952) of the total is
ŶHT =
∑
i∈s
y (i) pi (i)−1 . (3.7)
This estimator is unbiased, and has variance
Var
(
ŶHT
)
=
N∑
i=1
N∑
j=1
a (i, j)
y (i) y (j)
pi (i) pi (j)
, (3.8)
where
a (i, i) = pi (i) (1− pi (i)) ,
a (i, j) = pi (i, j)− pi (i) pi (j) , i 6= j.
An unbiased estimator of the variance of the Horvitz–Thompson estimator is
V̂ar
(
ŶHT
)
=
∑
i∈s
∑
j∈s
b (i, j)
y (i) y (j)
pi (i) pi (j)
, (3.9)
where b (i, i) = 1− pi (i) and b (i, j) = a(i,j)
pi(i,j)
for i 6= j.
3.3.2 Sampling with Probability Proportional to Size
In the next section we discuss some common PPS designs. In order to apply PPS designs
we often need conditions on the size variables {p (i)}Ni=1. The most common condition is
0 < p (i) < 1, although some designs are more restrictive.
3.3.2.1 The Poisson and Conditional Poisson Designs
For the Poisson design we require 0 < p (i) < 1, and every unit i is included independently
with probability p (i). We emphasize that this design selects a sample with a random size.
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The density for the Poisson design is
fPoi (s) =
(∏
i∈s
p (i)
)(∏
i 6∈s
(1− p (i))
)
,
where s ∈ P ({1, . . . , N}). The inclusion probabilities are pi (i) = p (i). This design is trivial
to sample from.
The Conditional Poisson (CP) design is the Poisson design conditional on the sample
having size n. Assume that 0 < p (i) < 1. For 0 < x < 1 let logit(x) = log
(
x
1−x
)
, and let
λ = {λ (i)}Ni=1 = {logit (p (i))}Ni=1 ∈ RN .
The density of the conditional Poisson design is
fCP (s;n,λ) = exp
(∑
i∈s
λ (i)− α (λ, Sn)
)
, s ∈ Sn,
= exp (−α (λ, Sn))
∏
i∈s
p (i)
1− p (i) , s ∈ Sn,
where
α (λ, V ) = log
∑
s∈V
exp
(∑
i∈s
λ (i)
)
.
In order to calculate the value of α (λ, Sn), it is not necessary to exhaustively enumerate
the values in Sn; see Section 5.6.6 of Tille´ (2006) for further details. There are a number
of expressions for the inclusion probabilities, none of them simple. We use the following
equation from Section 5.6.2 of Tille´ (2006):
pi (i) =
exp (nλ (i))
exp (α (λ, Sn))
n∑
j=1
(−1)n−j exp (α (λ, Sj−1))
exp ((j − 1)λ (i)) .
It is non-trivial to sample from this design. One approach is to sample from the Poisson
design until a sample of size n is generated. Another approach is the draw-by-draw procedure
(Tille´, 2006, Section 5.6.11). If A is the set of units selected so far, let qi (A) be the probability
that the next selected unit is unit i. The probabilities of selection for the first unit are
qi (∅) = n−1pi (i). After each unit is chosen, the new selection probabilities can be written
as a function of the selection probabilities at the previous step. Let qi (A ∪ {j}) be the new
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selection probability of unit i 6∈ A after unit j has been selected. If qi (A) 6= qj (A) then
qi (A ∪ {j}) =
qi(A)
qj(A)
exp (λ (j))− exp (λ (i))
(n− |A| − 1) (exp (λ (j))− exp (λ (i))) . (3.10)
Otherwise
qi (A ∪ {j}) =
1−∑k 6∈A,qk(A)6=qj(A) qk (A ∪ {j})
|{k 6∈ A, qk (A) = qj (A)}| . (3.11)
Note that the expression qk (A ∪ {j}) in (3.10) is defined by (3.11). Equations (3.10) and
(3.11), originally from X.-H. Chen, Dempster, and Liu (1994), are given incorrectly in
Blanchet and Rudoy (2009). They are given correctly (although in somewhat confusing
notation) in Tille´ (2006).
Another approach is the sequential procedure (S. X. Chen & Liu, 1997) given in Section
5.6.9 of Tille´ (2006). Recall that by convention the units are denoted 1, . . . , N , and define
Si,jn = {s ∈ Sn : k 6∈ s if k < i or k > j} .
Then conditional on i of the units 1, . . . , j − 1 being contained in the sample s, unit j is
included in s with probability
(expλ (j))
expα
(
λ, Sj+1,Nn−i−1
)
expα
(
λ, Sj,Nn−i
) . (3.12)
Equation (3.12) allows the sequential simulation of the members of s. See Section 5.6.9 of
Tille´ (2006) for the outline of a computationally efficient implementation of this sampling
method.
3.3.2.2 The Pareto Design
The Pareto design was first proposed by Rose´n (1997a, 1997b). Assume that 0 < p (i) < 1.
We generate iid random variables U1, . . . , UN , distributed uniformly on [0, 1]. These are used
to generate the ranking variables
Qi =
Ui (1− p (i))
p (i) (1− Ui) , i = 1, . . . , N.
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The n units with the smallest ranking variables are selected as the sample of size n, making
this design trivial to implement. The computational complexity of generating a Pareto
sample is O (N logN).
The density of this design is given in (Bondesson et al., 2006) as
fPar (s) =
(∏
i∈s
p (i)
)(
N∏
i=1,i 6∈s
(1− p (i))
)∑
i∈s
c (i) , (3.13)
where s ∈ Sn, and
c (i) =
∫ ∞
0
xn−1
(
N∏
j=1
1
1− p (j) + p (j)x
)
1− p (i)
1− p (i) + p (i)xdx.
The inclusion probabilities are much more difficult to compute than for the previous designs.
3.3.2.3 The Sampford Design
Assume that 0 < p (i) < 1 and
∑N
i=1 p (i) = n. This condition is far more restrictive than
the conditions for the previously mentioned designs, and the {p (i)} cannot necessarily be
rescaled to satisfy this condition. The Sampford design (Sampford, 1967) has pdf
fSamp (s) ∝
(∏
i∈s
p (i)
)(∏
i 6∈s
(1− p (i))
)∑
i∈s
(1− p (i)) , (3.14)
where s ∈ Sn. This design has the advantage that pi (i) = p (i), so the inclusion probabilities
can be exactly specified. This design is difficult to sample from.
3.3.2.4 Systematic Sampling
Assume that 0 < p (i), and let K = n−1
∑N
i=1 p (i). We assume that all the p (i) are smaller
than K. Simulate U uniformly on [0, K]. The sample contains every unit j such that
∃ integer l ≥ 1, s. t.
j−1∑
i=1
p (i) ≤ U + lK ≤
j∑
i=1
p (i) .
We have described systematic sampling (Madow & Madow, 1944) using a fixed ordering of
units, in which case some pairwise inclusion probabilities are zero. Systematic sampling can
also be performed using a random ordering, in which case every pairwise inclusion probability
is positive.
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The complexity of generating a systematic sample is O (N) (Fearnhead & Clifford, 2003),
which is asymptotically faster than generation of a Pareto sample.
3.3.2.5 Adjusting the Population
The existence of units with large size variables may preclude the existence of a sampling
design with sample size n, for which pi (i) ∝ p (i). As ∑Ni=1 pi (i) = n, proportionality would
require
pi (i) =
np (i)∑N
i=1 p (i)
.
This may contradict pi (i) ≤ 1.
More generally, if a population does not satisfy the conditions for a particular design,
units can be removed from the population and the sample size adjusted, until the conditions
are satisfied. For example, consider the case where the Sampford design cannot be applied,
because even though the {p (i)}Ni=1 are positive, they cannot be rescaled to satisfy the condi-
tions in Section 3.3.2.3. We iteratively remove the units with the largest size variable from
the population, until the Sampford design can be applied with sample size n − k, where k
is the number of units removed. The k removed units are deterministically included in the
sample, and the Sampford design is applied to the remaining units, with sample size n− k.
3.4 Sequential Monte Carlo for Finite Problems
Our aim in this section is to develop a new sequential Monte Carlo technique that uses sam-
pling without replacement. The algorithms we develop are based on the Horvitz–Thompson
estimator and can be interpreted as an application of multistage sampling methods from the
field of sampling theory.
We begin in Section 3.4.1 by describing our new sequential Monte Carlo technique without
reference to any specific sampling design. In Section 3.4.2 we argue for the use of the Pareto
design, with the inclusion probabilities being approximated by the inclusion probabilities
of a related Sampford design. Section 3.4.5 gives some advantages and disadvantages of
without-replacement sampling methods.
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3.4.1 Sequential Monte Carlo Without Replacement
Assume that Xd = (X1, . . . , Xd) is a random vector in Rd, taking values in the finite set Sd
and having density f with respect to the counting measure on Sd. We wish to estimate the
value of
` = Ef [h (Xd)] =
∑
xd∈Sd
h (xd) f (xd) .
Let Si be a subset of the support of Xi = (X1, . . . , Xi). For d ≥ t > i ≥ 1, define St (Si) as
St (Si)
def
=
⋃
xi∈Si
Support (f (xt | xi)) = Support (Xt | Xi ∈ Si) .
That is, St (Si) is the set of all extensions of a vector in Si to a possible value for Xt. For
any value xi of Xi, let
St (xi) = Support (Xt | Xi = xi) .
It will simplify our algorithms to define
S1 (∅) = S1 = Support (X1) .
We begin by drawing a without-replacement sample from the set of all possible values
of the first coordinate, X1. That is, we select a sample S1 (of fixed or random size) from
S1 according to a sampling design. For any x1 ∈ S1 let pi1 (x1) be the inclusion probability
for element x1 under this design. The specific choice of the sampling design is deferred to
Section 3.4.2.
We now repeat this sampling process by drawing a without-replacement sample from the
possible values of X2, conditional on the value of X1 being contained in S1. That is, we select
a without-replacement sample S2 from S2 (S1) according to a second sampling design. If
x2 ∈ S2 (S1), let pi2 (x2) be the inclusion probability of element x2 under this second design,
and so on.
In general, we draw a without-replacement sample St from St (St−1) according to a
sampling design, and calculate the inclusion probabilities pit (xt). This process continues
until a sample from Sd (Sd−1) is generated.
Abusing notation slightly, if x is a vector of dimension greater than t, then pit (x) will
be interpreted as applying pit to the first t coordinates. The only way for (x1, . . . , xd) to be
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Algorithm 3.1: Sequential Monte Carlo without replacement
input : Density f , function h, sampling designs.
output: Estimate of `.
1 S0 ← ∅
2 for t = 1 to d do
3 St ← Sample from St (St−1) according to some design
4 ∀xt ∈ St compute the inclusion probability
pit (xt) of xt
5 return
∑
xd∈Sd h (xd) f (xd)
∏d
t=1 pi
t (xd)
−1
selected as a member of Sd is if x1 is contained inS1, (x1, x2) is contained in S2, (x1, x2, x3)
is contained in S3, etc. The final sample Sd is generated by a sampling design, for which
the inclusion probability of xd ∈ Sd is
∏d
t=1 pi
t (xd). The Horvitz–Thompson estimator (See
(3.7)) of ` is therefore
̂`= ∑
xd∈Sd
h (xd) f (xd)︸ ︷︷ ︸
y(i)
(
d∏
t=1
pit (xd)
)−1
︸ ︷︷ ︸
pi(i)−1
. (3.15)
Computation of this estimator is described in Algorithm 3.1. The inclusion probabilities pit
depend on the sampling designs at the intermediate steps and the chosen samples. So the
estimator is a function of the final set Sd and implicitly a function of S1, . . . ,Sd−1. Appendix
3.A shows that this estimator is unbiased. In practice, Algorithm 3.1 is implemented by
maintaining a weight for each particle, and updating the particle weights by multiplying by
f(xt | xt−1)
pit(xt)
every time sampling is performed. That is,
f (xt)∏t
i=1 pi
i (xt)︸ ︷︷ ︸
new weight
=
f (xt−1)∏t−1
i=1 pi
i (xt)︸ ︷︷ ︸
old weight
f (xt | xt−1)
pit (xt)︸ ︷︷ ︸
new term
. (3.16)
Note the similarities between (3.16) and (3.4). The only difference is that the inclusion
probabilities replace the importance density in the formula.
Example 3.1. To illustrate this methodology, assume that d = 3, that X3 is a random
vector in {0, 1, 2}3 with density f and that all our sampling designs select exactly two units.
One possible realization of our proposed algorithm is shown in Figure 3.1. There are three
possible values of X1, and there are three possible samples of size 2. We select a sample S1
according to some sampling design. Assume that units 0 and 1 are chosen. So the initial
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0 1 2
0, 0 0, 1 0, 2 1, 0 1, 1 1, 2
0, 1, 0 0, 1, 1 0, 1, 2 1, 1, 0 1, 1, 1 1, 1, 2
X1
X2
X3
S1
S2 (S1)
S3 (S2)
Figure 3.1: Illustration of the without-replacement sampling methodology, in the case that
d = 3 and X3 is a random vector in {0, 1, 2}3. The marked subsets of X1,X2 and X3 are S1,
S2 and S3.
sample S1 from S1 will be S1 = {0, 1}. We compute the inclusion probabilities pi1 (0) and
pi1 (1) of each of these units being contained in the sample S1.
Conditional on these values of X1 there are six possible values of X2, which are
S2 (S1) = {(0, 0) , (0, 1) , (0, 2) , (1, 0) , (1, 1) , (1, 2)} .
The next step is to select a sample S2 of size 2 from these six units, according to some
sampling design. Assume that the units (0, 1) and (1, 1) are chosen. We compute the
inclusion probabilities pi2 (0, 1) and pi2 (1, 1) of each of these units being contained in the
sample S2.
The final step is to sample X3 conditional on X2 being one of the values in S2. In this
case S3 (S2) is
{(0, 1, 0) , (0, 1, 1) , (0, 1, 2) , (1, 1, 0) , (1, 1, 1) , (1, 1, 2)} .
Assume that the sample of size 2 chosen is S3 = {(0, 1, 1) , (1, 1, 1)}, and compute the
inclusion probabilities pi3 (0, 1, 1) and pi3 (1, 1, 1).
The overall inclusion probabilities of the two units in S3 are pi
1 (0)pi2 (0, 1) pi3 (0, 1, 1) and
pi1 (1)pi2 (1, 1) pi3 (1, 1, 1). The Horvitz–Thompson estimator of ` is therefore
h (0, 1, 1) f (0, 1, 1)
(
pi1 (0) pi2 (0, 1) pi3 (0, 1, 1)
)−1
+ h (1, 1, 1) f (1, 1, 1)
(
pi1 (1) pi2 (1, 1) pi3 (1, 1, 1)
)−1
. 
We refer to the elements of the sets S1, . . . ,Sd as particles. A particle refers to an object
that is chosen in a sampling step. We refer to elements of the sets
S1, . . . ,Sd (Sd−1) as units to distinguish them from the particles. The term “unit” is tra-
ditional in survey sampling to refer to an element of a population, from which a sample is
3.4 Sequential Monte Carlo for Finite Problems 53
drawn.
If h is a non-negative function and
d∏
t=1
pit (xd) ∝ h (xd) f (xd) , ∀xd ∈ Sd,
we find that the estimator has zero variance. This formula is similar to the zero-variance
importance sampling density given in (3.2). An alternative method of obtaining a zero–
variance estimator is to choose the d sampling designs, such that at every sampling step,
with probability 1 all the possible units are sampled. In this case the estimator corresponds
to exhaustive enumeration of all the possible values of Xd.
We can generalize to the case where cf (xd) is known but the normalizing constant c
is unknown, and the aim is to estimate c. The final estimator returned by Algorithm 3.1
should be changed to ∑
xd∈Sd
cf (xd)
d∏
t=1
pit (xd)
−1 .
If the aim is to estimate Ef [hd (Xd)] but only cf (xd) is known for some unknown constant
c, then as in standard sequential Monte Carlo, we use the estimator(∑
xd∈Sd
h (xd) cf (xd)
d∏
t=1
pit (xd)
−1
)(∑
xd∈Sd
cf (xd)
d∏
t=1
pit (xd)
−1
)−1
. (3.17)
This estimator is no longer unbiased.
3.4.2 Choice of Sampling Design
So far we have not discussed the choice of the sampling design. Our preferred choice is to
simulate from the Pareto design, due to the ease of simulation. The inclusion probabilities
are difficult to calculate, but we use the connections to the Sampford design, for which the
inclusion probabilities are easy to calculate, to avoid this problem.
The pdfs of the Sampford and Pareto designs (Equations (3.13) and (3.14)) differ only
in the last term of the product. Bondesson et al. (2006) shows that if
D =
N∑
i=1
p (i) (1− p (i)) is large and
N∑
i=1
p (i) = n, (3.18)
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then the constants c (i) in (3.13) are approximately equal to 1 − p (i), which is the corre-
sponding term in (3.14). This implies that the Pareto and Sampford designs are almost
identical in this case. The condition that D be large is generally equivalent to requiring that
n and N −n are not small. More importantly, if (3.18) holds then the inclusion probabilities
of the Pareto design are approximately {p (i)}Ni=1.
We normalize the size variables to sum to n, simulate directly from the Pareto design and
assume that the inclusion probabilities are the normalized size variables. This choice has
very significant computational advantages. It allows for fast sampling and fast computation
of the inclusion probabilities.
In theory this approximation to the inclusion probabilities will introduce bias into our
algorithms, but empirically this bias is found to be negligible. We emphasize that it is the
approximation of the inclusion probabilities that is important. The fact that the designs
themselves are almost identical is only a means of obtaining this approximation for the
inclusion probabilities.
In general the condition
N∑
i=1
p (i) = n, and 0 < p (i) < 1, ∀1 ≤ i ≤ N (3.19)
required by the Sampford design will not hold, and this cannot always be fixed by rescaling
the {p (i)}. In these cases we take the approach outlined in Section 3.3.2.5. We determin-
istically select the unit corresponding to the largest size variable p (i). If the {p (i)} for the
remaining units (suitably rescaled to sum to n− 1) lie between 0 and 1 then the remaining
n − 1 units are selected according to the Pareto design. Otherwise, units are chosen deter-
ministically until these conditions are met, and the design can be applied. The units chosen
deterministically will have inclusion probability 1.
Example 3.2. We let N = 1000 and simulated the size variables {p (i)}Ni=1 uniformly on
[0, 1]. For a fixed value of n, these size variables were rescaled to sum to n and used as the
size variables for Pareto and Sampford designs. The inclusion probabilities
{
piPareton (i)
}N
i=1
of
the Pareto design were computed. Recalling that the inclusion probabilities of the Sampford
design are {p (i)}Ni=1, we calculated
max
1≤i≤N
∣∣p (i)− piPareton (i)∣∣
piPareton (i)
. (3.20)
This was repeated for different values of n, and the results are shown in Figure 3.2. It is clear
that the inclusion probabilities for the Pareto design and the Sampford design are extremely
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50 100 150 200
n
9.×10-7
9.5×10-7
1.×10-6
1.05×10-6
1.1×10-6
Relative Error
Figure 3.2: Maximum relative error (as measured by (3.20)) when approximating the Pareto
inclusion probabilities by {p (i)}Ni=1. The x-axis is the sample size n.
close. Calculating the Pareto inclusion probabilities out to n = 200 required 1000 base-10
digits of accuracy. As a result these calculations were extremely slow. 
It remains to specify the size variables {p (i)} for the design. If we wish to use an
importance sampling density g to specify the size variables, then for sampling at step t we
propose (with a slight abuse of notation) to use size variables
p (xt) =
g (xt)∏t−1
i=1 pi
i (xt−1)
. (3.21)
The size variables can also be written recursively as
p (xt) = p (xt−1)
g (xt | xt−1)
pit−1 (xt−1)
. (3.22)
Equation (3.22) is similar to (3.4).
These size variables give a straightforward method for converting an importance sampling
algorithm into a sequential Monte Carlo without replacement algorithm, shown in Algorithm
3.2. For simplicity, Algorithm 3.2 omits the details relating to the deterministic inclusion of
some units if (3.19) fails to hold. If the sample size n is greater than the number N of units,
then the entire population is sampled and every inclusion probability is 1.
3.4.3 Merging of Equivalent Units
When applying without-replacement sampling algorithms, there are often multiple values
which will have identical contributions to the final estimator. Let
h∗ (xt) = E [h (Xd) | Xt = xt]. That is, when the sample is taken on Line 3 of Algorithm
3.1, there may be values xt and x
′
t in St (St−1), for which h
∗
t (x
′
t) = h
∗
t (xt). In such a case
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Algorithm 3.2: Sequential Monte Carlo without replacement, using an approximate
Sampford design and an importance density
input : Density f , function h, importance density g, sample size n.
output: Estimate of `.
1 S0 ← ∅
2 for t = 1 to d do
3 Compute {p (xt) : xt ∈ St (St−1)} and
normalize to sum to n
4 St ← Pareto sample of min {n, |St (St−1)|}
from St (St−1) with size variables {p (xt)}
// The approx. inclusion probability of
// xt ∈ St is pit (xt) = p (xt) or pit (xt) = 1
5 return
∑
xd∈Sd h (xd) f (xd)
∏d
t=1 pi
t (xd)
−1
0 1 2
0, 0 0, 2 0, 1 + 1, 1 1, 0 1, 2
0, 0, 0 0, 0, 1 0, 0, 2 0, 1, 0 0, 1, 1 0, 1, 2
X1
X2
X3
S1
S2 (S1)
S3 (S2)
Figure 3.3: Illustration of merging of units in Example 3.3. Here d = 3 and X3 is a random
vector in {0, 1, 2}3. The merged unit is represented by (0, 1), but could also be represented
by (1, 1). The marked subsets of X1,X2 and X3 are S1, S2 and S3.
the units can be merged, reducing the set of units to which the sampling design is applied.
Before continuing, we give a short example illustrating how this idea works.
Example 3.3. Consider again the example shown in Figure 3.1 of a random vector taking
values in {0, 1, 2}3. For simplicity we use the conditional Poisson sampling design. Let
h (0, 1, 0) = 6, h (0, 1, 1) = h (0, 1, 2) = 0.1,
h (1, 1, 0) = 2, h (1, 1, 1) = h (1, 1, 2) = 2.1,
and let h be equal to 2 for all other values of X3. Assume that f is the uniform density
on {0, 1, 2}3, so that the value we aim to estimate is 2.015. Let g (x1) = 13 , g (x2) = 19 and
g (x3) =
1
27
. This implies that the inclusion probabilities at iteration t = 1 are 2
3
, and the
inclusion probabilities of all the units in S2 (S1) are
1
3
.
At iteration t = 2 the sampling design is applied to S2 (S1), which includes (0, 1) and
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(1, 1). In this example we have
h∗3 (0, 1) = h
∗
3 (1, 1) =
62
30
.
Both units have the same expected contribution to the final estimator, and if this was known,
we could replace the pair of units by a single unit (0, 1) + (1, 1), where the merged unit is
represented by (0, 1) or (1, 1). After the merging we have the situation shown in Figure 3.3,
where we have chosen to represent the merged unit as (0, 1). We could choose to represent
the merged unit by (1, 1), in which case the units underneath the merged unit would be
(1, 1, 0), (1, 1, 1) and (1, 1, 2). The value of the size variable for the merged unit is
g (0, 1)
pi1 (0)
+
g (1, 1)
pi1 (1)
=
1
3
.
We must also double the contribution of the merged unit to the final estimator, as it repre-
sents two units.
If units (0, 1, 0) and (0, 1, 1) are chosen in the third step, the value of the estimator is
12
27
(
pi1 (1)pi2 ((0, 1) + (1, 1))pi3 (0, 1, 0)
)−1
+
0.2
27
(
pi1 (1)pi2 ((0, 1) + (1, 1)) pi3 (0, 1, 0)
)−1
.
The bolded values are 2h (0, 1, 0) f (0, 1, 0) and 2h (0, 1, 1) f (0, 1, 1), where the factor of 2
accounts for the merging.
Assume that units 0 and 1 are initially selected. If no merging is performed, then the
variance of estimator is 0.52. If the merging step is performed, and the merged unit is
represented by (0, 1), then the variance of the estimator is 1.04. If the merged unit is
represented by (1, 1), then the variance of the estimator is 0.0048. 
As in Section 3.4.2, let g be the importance function, for simplicity assumed to be nor-
malized. In order to formalize the idea of merging equivalent units, we add additional
information to all the sample spaces and the samples chosen from them. The new units will
be triples, where the first entry xt represents the value of the unit, the second entry w can
be interpreted as the importance weight, and the third entry p can be interpreted as the size
variable.
With slight abuse of notation, we redefine the sets S0, . . . ,Sd to account for this extra
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Algorithm 3.3: Sequential Monte Carlo without replacement, with merging
input : Density f , function h, sampling designs.
output: Estimate of `.
1 S0 ← ∅
2 for t = 1 to d do
3 U ← Tt (St−1)
4 Modify U by merging pairs according to Proposition 3.1
5 St ← Sample from U according to some design, with size variables
{p : (xt, w, p) ∈ U}
6 ∀xt ∈ St compute the inclusion probability
pit (xt) of xt
7 return
∑
(xd,w,p)∈Sd
h(xd)w
pid(xd)
structure. Let
T1 = T1 (∅) = {(x1, f(x1), g(x1)) : x1 ∈ S1} .
The initial sample S0 is chosen from T1, with probability proportional to the third compo-
nent. Assume that sample St−1 has been chosen, and let
Tt (St−1) =
{(
xt, w
f (xt | xt−1)
pit−1 (xt−1)
, p
g (xt | xt−1)
pit−1 (xt−1)
)
:
(xt−1, w, p) ∈ St−1,xt ∈ Support (Xt | Xt−1 = xt−1)
}
. (3.23)
Note that (3.23) incorporates the recursive equations in (3.16) and (3.22). Using these
definitions, we can sample S2 from T2 (S1), S3 from T3 (S2), etc. We can now state Algorithm
3.3. If the merging step on Line 4 is omitted, then this algorithm is in fact a restatement of
Algorithm 3.1 using different notation. The merging rule on Line 4 is given in Proposition
3.1.
Proposition 3.1. If units (xt, w, p) and (x
′
t, w
′, p′) in
Tt (St−1) satisfy h∗ (xt) = h∗ (x′t), they can be removed and replaced by the unit
(xt, w + w
′, p+ p′) or (x′t, w + w
′, p+ p′) .
The final estimator is still unbiased.
Proof. See Appendix 3.B.
The value p + p′ in the third component of the merged unit can be replaced by any
positive value, without biasing the resulting estimator. We gave an example of this type of
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merging in Example 3.3. Example 3.3 is unusual, as it merges units for which the function
h takes very different values. A more common way for h∗ (xt) = h∗ (x′t) to occur is if
h (Xd) | Xt = xt d= h (Xd) | Xt = x′t . (3.24)
Example 3.4. We now continue Example 3.3, using the new definitions of T1 and Tt (St−1).
As shown in Figure 3.3, the six units in T2 (S1) become five after the merging step. Of these,
two units are chosen to be in S2; these units are(
(0, 0) ,
f (0, 0)
pi1 (0)
,
g (0, 0)
pi1 (0)
)
=
(
(0, 0) ,
1
6
,
1
6
)
and (
(0, 1) ,
f (0, 1)
pi1 (0)
+
f (1, 1)
pi1 (1)
,
g (0, 1)
pi1 (0)
+
g (1, 0)
pi1 (1)
)
=
(
(0, 1) ,
1
3
,
1
3
)
.
The other possible value for the merged unit is
(
(1, 1) , 1
3
, 1
3
)
. 
Algorithm 3.3 does not specify a sampling design. We suggest the use of a Pareto
design, with the inclusion probabilities being approximated by those of a Sampford design,
as discussed in Section 3.4.2. However, these types of merging step can applied with any
sampling design, including the systematic sampling suggested in Fearnhead and Clifford
(2003).
3.4.4 Links with the work of Fearnhead and Clifford (2003)
Carpenter et al. (1999) and Fearnhead and Clifford (2003) propose a resampling method
which they name “stratified sampling”. This method is systematic sampling (Section 3.3.2.4)
with probability proportional to size, with large units included deterministically. This
method has a long history in sampling theory (Madow & Madow, 1944; Madow, 1949;
Hartley & Rao, 1962; Iachan, 1982). That large units must be included deterministically
in a PPS design is well known in the sampling theory literature (Sampford, 1967; Rose´n,
1997b; Aires, 2000).
From a sampling theory point of view, the optimality result of Fearnhead and Clifford
(2003) can be paraphrased as “sampling with probability proportional to size is optimal”.
As the optimality criteria relates only to the inclusion probabilities, the Sampford design
satisfies this condition just as well as systematic sampling. The conditional Poisson and
Pareto designs will approximately satisfy this condition, especially when n is large.
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In the approach of Fearnhead and Clifford (2003), units with large weights are included
deterministically, and their weights are unchanged by the sampling step. All other units are
selected stochastically, and are assigned the same weight if they are chosen.
This can be interpreted as an application of the Horvitz–Thompson estimator. With
these observations, the approach of Fearnhead and Clifford (2003) can be interpreted as an
application of Algorithm 3.1 using systematic sampling.
3.4.5 Advantages and Disadvantages
Like many methods that involve interacting particles (e.g., multinomial resampling algo-
rithms), the sample size used to generate the estimator is fixed at the start and cannot be
increased without recomputing the entire estimator. By contrast, additional samples can
be added to an importance sampling estimator and some sequential Monte Carlo estimators
(Brockwell, Del Moral, & Doucet, 2010; Paige, Wood, Doucet, & Teh, 2014), if a lower
variance estimator is desired.
Without–replacement sampling allows the use of particle merging steps, which can dra-
matically improve the variance of the resulting estimators, while also lowering the simulation
effort required. Such merging steps are not possible with more classical types of resampling.
If particle merging is used then the resulting estimator is specialized to the particular
function h, as the units that can be merged depend on the function h. By contrast the
weighted sample generated by an importance sampling estimator can, in theory, be used to
estimate the expectation of a different function h. In practice, even importance sampling
estimators can be optimized by discarding particles as soon as they are known to make a
contribution of zero to the final estimator. In such cases even the importance sampling
algorithm is specialized to the function h.
The choice of the sample size is far more complicated than for traditional importance
sampling algorithms. A large enough sample size will return a zero–variance estimator, but
this sample size is generally impractical. However, it is unclear whether the variance of the
estimator must decrease as n decreases. This is particularly true when merging steps are
added to the algorithm. The following simple example illustrates this.
Example 3.5. Take the example shown in Figure 3.4, where X2 takes on eight values and
the values of h (x2) are as given. Assume that f (x2) =
1
8
for each of these values. Let the
size variables be p (x1) = p (x2) = 1. if n = 1 the estimator has zero variance. However
with n = 2 the estimator has non-zero variance; the value to be estimated is 18
8
, but if units
(0, 0) and (0, 1) are selected, the estimator is 2.8125 6= 18
8
. So increasing the sample size has
increased the variance from zero to some non-zero value.
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0 1 2
0, 0 0, 1 1, 0 1, 1 1, 2 2, 0 2, 1 2, 2
X1
X2
h (X2) 3 3 2 2 2 2 2 2
Figure 3.4: A pathological example, where increasing the sample size from 1 to 2 increases
the variance.
Despite the previous remarks about choice of sample size, in practice the variance of the
estimator decreases as n increases. As the variance of the estimator will reach 0 for finite n,
it must be possible to observe a better than n−1 decay in the variance of the estimator. This
is in some sense a trivial statement, as there exists a sample size k, such that the estimator
has non-zero variance with this sample size, but for sample size k+ 1 the estimator has zero
variance. However, we observe more rapid decreases in practical applications of these types
of estimators. For an example see the simulation results in Section 3.6.2.
3.5 Variance Computation and Estimation
Recall that in Section 3.3.1 we introduced an estimator V̂ar
(
ŶHT
)
of the variance of the
Horvitz–Thompson estimator. In this section we show that, in one very specific case, the es-
timator in (3.9) can be applied to the without-replacement sampling estimator. This allows
the estimation of the variance of a without-replacement sampling estimator, without com-
puting multiple independent estimates. In this section we assume that no particle merging
steps are used.
For any 1 ≤ t ≤ d and xt ∈ St, define
Z (xt) =
∑
xd∈Sd∩Sd(xt)
h (xd) f (xd)∏d
i=t+1 pi
i (xd)
,
so that Z (xt) is the contribution to the final estimator of particles of the form {xt, . . . , }.
This contribution will often be 0, because there will often be no such particle in Sd. If t = d,
then Z (xd) = h (xd) f (xd). If t 6= d then Z (xt) can be written recursively as
Z (xt) =
∑
xt+1∈St+1∩St+1(xt)
Z (xt+1)
pit+1 (xt+1)
. (3.25)
Note that ̂`= ∑x1∈S1 Z(x1)pi1(x1) .
Example 3.6. Consider again the scenario given in Example 3.1. Let d = 3, let X3 be a
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random vector in {0, 1, 2}3 with density f , and assume that all the sampling designs select
exactly two units. A realization of the proposed without-replacement sampling algorithm is
shown in Figure 3.1. Some values of Z are
Z (1) = h (1, 1, 1) f (1, 1, 1) pi2 (1, 1)−1 pi3 (1, 1, 1)−1 ,
Z (1, 1) = h (1, 1, 1) f (1, 1, 1) pi3 (1, 1, 1)−1 ,
Z (1, 0) = 0, Z (1, 2) = 0.
An illustration of the recursive relation in (3.25) is
Z (1, 0)
pi2 (1, 0)
+
Z (1, 1)
pi2 (1, 1)
+
Z (1, 2)
pi2 (1, 2)
=
h (1, 1, 1) f (1, 1, 1)
pi2 (1, 1) pi3 (1, 1, 1)
= Z (1) . 
Definition 3.1. Under multi-stage cluster sampling, the sample St+1 is the union of inde-
pendent samples chosen from the sets {St+1 (xt)}xt∈St , for every 1 ≤ t ≤ d− 1.
Note that multi-stage cluster sampling is a very restrictive choice of experimental design,
and is inconsistent with the use of a fixed sample size. For 1 ≤ t ≤ d, define
E (xt) = E [Z (xt) | xt ∈ St] =
∑
xd∈Sd(xt)
h (xd) f (xd) ,
V (xt) = Var (Z (xt) | xt ∈ St) .
The following proposition gives a recursive expression for values of the function V .
Proposition 3.2. Assume the use of multi-stage cluster sampling, with no particle merging.
Then for t 6= d, V (xt) is equal to
∑
xt+1∈St+1(xt)
V (xt+1)
pit+1 (xt+1)
+
∑
xt+1,x′t+1∈St+1(xt)
a
(
xt+1,x
′
t+1
) E (xt+1)E (x′t+1)
pit+1 (xt+1) pit+1
(
x′t+1
) ,
where
a (xt+1,xt+1) = pi
t+1 (xt+1)
(
1− pit+1 (xt+1)
)
,
a
(
xt+1,x
′
t+1
)
= pit+1
(
xt+1,x
′
t+1
)− pit+1 (xt+1) pit+1 (x′t+1) , xt+1 6= x′t+1.
The value pit+1
(
xt+1,x
′
t+1
)
represents the joint inclusion probability of xt+1 and x
′
t+1 in St+1.
Proof. See Proposition 3.4 in Section 3.C.
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Applying the ideas in Proposition 3.2 to Var
(̂`) rather than V (xt) gives
Var
(̂`) = ∑
x1∈S1
V (x1)
pi1 (x1)
+
∑
x1,x′1∈S1
a (x1, x
′
1)
E (x1)E (x
′
1)
pi1 (x1) pi1 (x′1)
.
These results are well-known in the sampling theory literature, although they are often
stated more narrowly. Cochran (1977) gives these types of results with d = 3; Sarndal,
Swensson, and Wretman (1992) gives the result in full generality in Section 4.4. There is
also an estimator of this variance.
Proposition 3.3. Assume the use of multi-stage cluster sampling, with no particle merging.
Then Var
(̂`) can be estimated by
∑
x1,x′1∈S1
b (x1, x
′
1)
Z (x1)Z (x
′
1)
pi1 (x1)pi1 (x′1)
+
∑
x1∈S1
V̂ (x1)
pi1 (x1)
, (3.26)
where V̂ (xt) is defined recursively for 1 ≤ t ≤ d− 2 by
∑
xt+1,x′t+1∈St+1∩St+1(xt)
b
(
xt+1,x
′
t+1
)
Z (xt+1)Z
(
x′t+1
)
pit+1 (xt+1)pit+1
(
x′t+1
) + ∑
xt+1∈St+1∩St+1(xt)
V̂ (xt+1)
pit+1 (xt+1)
, (3.27)
and
V̂ (xd−1) =
∑
xd,x
′
d∈Sd∩Sd(xd−1)
b (xd,x
′
d)Z (xd)Z (x
′
d)
pid (xd) pid (x′d)
, (3.28)
and b is defined by
b (xt+1,xt+1) = 1− pit+1 (xt+1) ,
b
(
xt+1,x
′
t+1
)
=
a
(
xt+1,x
′
t+1
)
pit+1
(
xt+1,x′t+1
) , xt+1 6= x′t+1.
Proof. See Proposition 3.5 in Section 3.C.
Propositions 3.2 and 3.3 are (technically) only applicable in very narrow circumstances.
However, we argue that when using sampling designs with a fixed sample size, they represent
useful approximations. The numerical results given later in Section 3.6.2.4 support this point
of view.
We turn now to the use of Proposition 3.3 in practice. After a without-replacement
64 Without Replacement Sampling
∅
0 1
0, 1 1, 1
0, 1, 1 1, 1, 1
Figure 3.5: The graph associated with the realization of the without-replacement sampling
estimator shown in Example 3.1 and Figure 3.1.
sampling estimator has been generated, the set of visited states can be arranged into a
directed acyclic graph. Although the definition of this graph is complicated, intuitively it
defines a graph similar to that shown in Figure 3.1, but with only the marked subsets shown.
It also adds an extra root vertex {∅}.
Definition 3.2. Assume that a without-replacement sampling estimator has been computed.
We define the graph G associated with the estimator as follows. The vertex set of G is
V = {∅} ∪⋃dt=1 St, which is the set of all sampled states, with an additional root vertex ∅.
There is an edge from v1 ∈ V to v2 ∈ V if the first |v1| values in v2 are equal to v1.
The value of (3.26) can be computed by performing a depth-first search of the graph
associated with the estimator, starting at the root vertex ∅.
Example 3.7. Consider the realization of the without-replacement sampling estimator
shown in Example 3.1 and Figure 3.1. The associated graph is shown in Figure 3.5. Assume
that
pi3 (0, 1, 1) = pi2 (0, 1) =
1
3
, pi3 (1, 1, 1) = pi2 (1, 1) =
1
3
,
pi1 (0) = pi1 (1) =
5
6
, f (0, 1, 1) = f (1, 1, 1) =
1
8
,
h (0, 1, 1) = 1, h (1, 1, 1) = 2.
Let the second order inclusion probability of 0 and 1 be pi1 (0, 1) = 2
3
. A depth-first search of
the graph is performed starting at vertex ∅. The vertices are visited in the following order:
{0, 1, 1} , {0, 1} , 0, {1, 1, 1} , {1, 1} , 1, ∅.
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Starting at {0, 1, 1}, we know Z (0, 1, 1) = h (0, 1, 1) f (0, 1, 1) = 1
8
. We continue to vertex
{0, 1}. By (3.25), Z (0, 1) = 3
8
, and by (3.28),
V̂ (0, 1) =
(
1− 1
3
) (
1
8
)2
1
9
=
3
32
.
We continue to vertex 0. By (3.25), Z (0) = 9
8
. By (3.27),
V̂ (0) =
(
1− 1
3
) (
3
8
)2
1
9
+ 3
3
32
=
9
8
.
Continuing the same process for vertices {1, 1, 1} , {1, 1} and 1 gives
Z (1, 1, 1) =
2
8
V̂ (1, 1) =
(
1− 1
3
) (
2
8
)2
1
9
=
12
32
Z (1, 1) =
3
4
V̂ (1) =
(
1− 1
3
) (
3
4
)2
1
9
+ 3
12
32
=
144
32
,
Z (1) =
9
4
.
The computation for the root vertex ∅ is given by (3.26). The first term is
(
1− 5
6
)(
9
4
)2(
6
5
)2
+
(
1− 5
6
)(
9
8
)2(
6
5
)2
+
2
3
− (5
6
)2
2
3
(
5
6
)2 98 94 = 21871600 .
The second term is 6
5
144
32
+ 6
5
9
8
= 27
4
. So V̂ar
(̂`) = 12987
1600
.
3.6 Examples
In this section we give two examples showing the use of without-replacement sampling. These
examples show that without-replacement sampling can outperform other methods by orders
of magnitude. In our examples we compare estimators using their work-normalized variance,
defined as
WNV
(̂`) = TVar(̂`) ,
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where T is the simulation time to compute the estimator. In practice the terms in the
definitions of WNRV are replaced by their estimated values.
3.6.1 Change Point Detection
We consider the discrete-time change-point model used in the example in Section 5 of Fearn-
head and Clifford (2003). In this model there is some underlying real-valued signal {Ut}∞t=1.
At each time-step, this signal may maintain its value from the previous time, or change
to a new value. The observations {Yt}∞t=1 combine {Ut}∞t=1 with some measurement error.
This measurement error will sometimes generate outliers, in which case Yt is conditionally
independent of Ut. This model is a type of hidden Markov model.
Let Xt = (Ct, Ot) be the underlying Markov chain, where both Ct and Ot take values in
{1, 2}, and let {Vt}∞t=1 and {Wt}∞t=1 be independent sequences of standard normal random
variables. Let
Ut =
{
Ut−1 if Ct = 1,
µ+ σVt if Ct = 2.
If Ct = 2, the signal changes to a new value, distributed according to N (µ, σ
2). Otherwise,
the signal maintains the previous value. Let
Yt =
{
Ut−1 + τ1Wt if Ot = 1,
ν + τ2Wt if Ot = 2.
If Ot = 2, the observed value is an outlier and is distributed according to N (ν, τ
2
2 ). Oth-
erwise, the measurement reflects the underlying signal, with error distributed according to
N (0, τ 21 ).
It remains to specify the distribution of the Markov chain {Xt}∞t=1. In the example given
in Fearnhead and Clifford (2003), the {Ct}∞t=1 are assumed iid, and {Ot}∞t=1 is a Markov
chain, with
P (Ot = 2 | Ot = 2) = 0.75,P (Ot = 2 | Ot = 1) = 1/250
P (Ct = 2) = 1/250.
In this example there is some integer d > 1, and the aim is to estimate the marginal
distributions of {Ct}dt=1 and {Ot}dt=1, conditional on Yd = {Yt}dt=1.
For the purposes of this example we apply a version of Algorithm 3.3 that involves
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Figure 3.6: The variances of the esti-
mated posterior outlier probabilities, us-
ing both methods, on a log scale.
Figure 3.7: The well-log data from O´ Ru-
anaidh and Fitzgerald (1996).
some minor changes. See Appendix 3.D for further details. The final algorithm is given
as Algorithm 3.6 in Appendix 3.D. This algorithm contains the merging steps outlined in
Fearnhead and Clifford (2003), which operate on principles similar to those described in
Section 3.4.3.
For this example we used the well-log data from O´ Ruanaidh and Fitzgerald (1996),
Fearnhead and Clifford (2003), and aimed to estimate the posterior probabilities
P (Ct = 2 | Yd = yd) and P (Ot = 2 | Yd = yd) ,
which are the posterior probabilities that there is a change or an outlier at time t, respectively.
For this dataset d = 4050. The data are shown in Figure 3.7.
We applied two methods to this problem. The first was the method of Fearnhead and
Clifford (2003), and the second was our without-replacement sampling method, using a
Pareto design as an approximation to the Sampford design. Both of these methods can
be viewed as specializations of Algorithm 3.6, where the method of Fearnhead and Clifford
(2003) uses systematic sampling. Both methods were applied 1000 times with n = 100.
Each run of either method produces 4050 outlier probability estimates and 4050 change-
point probability estimates, so we provide a summary of the results. Note that the sample
size required to produce a zero-variance estimator is on the order of 24050 in this case, which
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is clearly infeasible.
For the 4050 outlier probabilities, our method had a lower variance for 1656 estimates,
and a higher variance for 2393 estimates. For the 4050 change-point estimates, our method
had a lower variance for 1915 estimates, and a higher variance for 2121. This suggests
that systematic sampling performs better than our approximation. Figure 3.6 shows the
variances of every outlier probability estimate, under both methods. This plot suggests
that if systematic sampling performs better, the improvement is small. The results for the
change-points are similar.
Recall from Section 3.4.5 that the optimality condition of Fearnhead and Clifford (2003)
can be paraphrased as “sampling with probability proportional to size is optimal”. So, to
the extent that the approximation for the inclusion probabilities of the Pareto design (See
Section 3.4.2) holds, we expect that both methods should have similar performance. This
is reflected in the simulation results. There is some discrepancy for estimates of the outlier
probabilities, where systematic sampling performs slightly better. This may be due to the
somewhat small sample size.
Fearnhead and Clifford (2003) also applied the mixture Kalman filter (R. Chen & Liu,
2000) and a multinomial resampling algorithm. They showed that the without-out replace-
ment sampling approach significantly outperformed the alternatives. As our approach has
equivalent performance to the method of Fearnhead and Clifford (2003), we do not consider
these alternatives further.
3.6.2 Network Reliability
3.6.2.1 Without Particle Merging
We now give an application of without-replacement sampling to the K-terminal network
reliability estimation problem. Assume we have some known graph G with m edges, which
are enumerated as e1, . . . , em. We define a random subgraph X of G , with the same vertex
set. Let X1, . . . , Xm be independent binary random variables representing the states of the
edges of G . With probability θi variable Xi = 1, in which case edge ei of G is included in X.
For a fixed set K = {v1, . . . , vk} of vertices of G , the K-terminal network unreliability is the
probability ` that these vertices are not connected; that is, they do not all lie in the same
connected component of X. As computation of this quantity is in general #P complete,
it often cannot be computed and must be estimated. If the probabilities {θi} are close to
1 then the unreliability is close to zero, and the problem is one of estimating a rare-event
probability.
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One of the best methods currently available for estimating the unreliability ` is approx-
imate zero–variance importance sampling (L’Ecuyer et al., 2011). This method is based on
mincuts. In the K-terminal reliability context a cut of a graph g is a set c of edges of g such
that the vertices in K do not all lie in the same component of g \ c. A mincut is a cut c
such that no proper subset of c is also a cut.
In L’Ecuyer et al. (2011) the states of the edges are simulated sequentially using state-
dependent importance sampling. Assume that the values x1, . . . , xt of X1, . . . , Xt are already
known. Let G (x1, . . . , xt) be the subgraph of G obtained by removing all edges ei where
i ≤ t and xi = 0. Let C (x1, . . . , xt) be the set of all mincuts of G (x1, . . . , xt) that do not
contain edges e1, . . . , et. Let E (·) be the event that a set of edges is missing from X. Define
γ+ = max {P (E (c)) : c ∈ C (x1, . . . , xt, 1)} ,
γ− = max {P (E (c)) : c ∈ C (x1, . . . , xt, 0)} .
Under the importance sampling density, Xt+1 = 1 with probability
θt+1γ
+
θt+1γ+ + (1− θt+1) γ− ,
instead of θt+1 under the original distribution. We add a without-replacement resampling
step to this importance sampling algorithm by implementing Algorithm 3.2. We refer to this
algorithm as WOR. As this algorithm is a fairly straightforward specialization of Algorithm
3.2 we do not describe the details of the algorithm here.
3.6.2.2 With Particle Merging
In order to apply Algorithm 3.3, we only need to specify the particle merging step. We
do this by marking some of the missing edges in each unit as present, once it has been
determined that this change makes no difference to the connectivity properties of the graph.
An example of this situation is shown in Figure 3.8. In this case edge {3, 8} is known to
be missing, but vertices 3 and 8 are already known to be connected. So whether edge {3, 8}
is present or absent cannot change the connectivity properties of the final graph, regardless
of the states of the remaining edges.
Assume that we have some unit (xt, w, p), and for some 1 < i < t, xi = 0. Let {v, v′} = ei.
Assume that v and v′ are in the same connected component of G (x1, . . . , xt), so that these
vertices are already connected by a path that does not include edge ei. Regardless of the
states xt+1, . . . , xm of the remaining edges, setting xi = 1 will never change whether the
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Figure 3.8: Example of the merging approach for network reliability. Thick edges are known
to be present. Dashed edges are known to be absent. The states of all other edges are
unknown.
vertices in K to lie in the same connected component. So if
x′i = (x1, . . . , xi−1, 1, xi+1, . . . , xt) ,
it can be shown that h∗ (xt) = h∗ (x′t). This observation leads to the particle merging step
in Algorithm 3.4.
It is interesting to note that this algorithm is in some sense similar to the turnip (Lomonosov,
1994, 02), which is a variation on permutation Monte Carlo (Elperin et al., 1991). In the
case of the turnip, the states of some edges are ignored. In our case the merging step also
tends to ignore the states of certain edge.
3.6.2.3 Results
We performed a simulation study to compare four different methods, all based on the impor-
tance sampling scheme of L’Ecuyer et al. (2011). This importance sampling scheme by itself is
method IS. Adding without-replacement sampling (Algorithm 3.2) is method WOR. Adding
without-replacement sampling and particle merging (Algorithm 3.3) is method WOR-Merge.
Adding the resampling method of Fearnhead and Clifford (2003) is method Fearnhead. We
used sample sizes 10, 20, 100, 1000 and 10000.
We also implemented a residual resampling method (Carpenter et al., 1999). However,
this method was found to perform uniformly worse than vanilla importance sampling on all
the network reliability examples tested. The resampling step has the affect of “negating”
the importance sampling scheme. The results for this method are not shown in the figures
for this section, as they cannot reasonably be shown on the same scale.
The first graph tested was the dodecahedron graph (Figure 3.9), with K = {1, 20} and
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Algorithm 3.4: Merging step for network reliability example.
input : Set U of units of the form (xt, w, p).
output: Set M of merged units.
1 W,M ← ∅
2 for (xt, w, p) ∈ U do
3 for i = 1 to t do
4 {v, v′} ← ei
5 if xi = 0 and v, v
′ are in the same component of G (x1, . . . , xt) then
6 xi ← 1 // Modify entry i of xt
7 Add (xt, w, p) to W // Store modified values
8 W ′ ← {xt : (xt, w, p) ∈ W} // Extract unique values of the first component
9 for xt ∈ W ′ do
10 w ←∑(x′t,w′,p′)∈W,x′t=xt w′
11 p←∑(x′t,w′,p′)∈W,x′t=xt p′
12 Add (xt, w, p) to M
θi = 0.99. Results are given in Figure 3.11. In this case the true value of ` is known to be
2.061891× 10−6. All the without-replacement sampling methods have the property that the
WNRV decreases as the sample size increases. Method WOR-Merge clearly outperforms the
other methods. Application of a residual resampling algorithm to this problem resulted in an
estimator with a work normalized variance on the order of 10−9, many orders of magnitude
worse than the results for the other four methods.
The second graph tested was a modification of the 9×9 grid graph (Figure 3.10), where K
contains the highlighted vertices. The modified grid graph is a somewhat pathological case
for this importance sampling density, as in the limit as p→ 1 one of the 9 minimum cuts has
a very low probability of being selected. Results in Figure 3.12 show that the WOR-Merge
estimator significantly outperforms the other estimators.
The third graph tested was three dodecahedron graphs arranged in parallel (Figure 3.13),
with θi = 0.9999. Simulation results are shown in Figure 3.15. It is interesting to see that
the performance of method WOR-Merge does not change significantly when increasing the
sample size from 20 to 100.
The fourth graph tested was three dodecahedron graphs arranged in series (Figure 3.14),
with θi = 0.9999. Simulation results are given in Figure 3.16.
72 Without Replacement Sampling
12
9
17
7
15
8
20
13
5
2
19
14
4
11
6
18
10
1
16
3
Figure 3.9: Dodecahedron graph Figure 3.10: Modified 9 × 9 grid graph.
The vertices in K are highlighted.
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Figure 3.11: Work normalized variance
results for the dodecahedron graph, with
edge reliability θi = 0.99.
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Figure 3.12: Work normalized variance
results for the modified 9 × 9 grid graph
with edge reliability θi = 0.99.
3.6.2.4 Variance Estimation
As mentioned in Section 3.5, it is possible to estimate the variance of the without-replacement
sampling algorithm, if multi-stage cluster sampling is used. If a different sampling method
is used, the same variance estimation formula may represent a useful approximation.
To test this, we applied the variance estimate to the four network reliability scenarios
described in Section 3.6.2.3, with n = 10 and n = 20. The variance estimation formula (3.26)
in Section 3.5 require the computation of the joint inclusion probabilities of the sampling
design. We have therefore chosen to use Algorithm 3.1 with the conditional Poisson sampling
design, as the joint inclusion probabilities are simple to calculate for this design.
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Figure 3.13: Three dodecahedron graphs arranged in parallel. Vertices in K are highlighted.
Figure 3.14: Three dodecahedron graphs arranged in series. Vertices in K are highlighted.
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Figure 3.15: Work normalized variance
results for three dodecahedron graphs in
parallel, with edge reliability θi = 0.9999.
Figure 3.16: Work normalized variance
results for three dodecahedron graphs in
series, with θi = 0.9999.
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Figure 3.17: Histogram of the values of
the Horvitz-Thompson variance estima-
tor for the without-replacement sampling
estimator, for the dodecahedron graph,
with n = 20, θi = 0.9999 and 35, 000
replications. The vertical lines show vari-
ances estimated from all 35, 000 replica-
tions, using the empirical variance and
the Horvitz-Thompson variance estima-
tor.
Figure 3.18: Histogram of bootstrapped
values of the variance of the without re-
placement sampling estimator, for the
dodecahedron graph, with n = 20,
θi = 0.9999. We generated 35, 000 in-
dependent replications of the without-
replacement sampling estimator. From
these we generated 20, 000 sub-samples of
size 1, 000. Each sub-sample gives one
variance computation. The vertical lines
show variances estimated from all 35, 000
replications, using the empirical variance
and the Horvitz-Thompson variance esti-
mator.
The results are shown in Table 3.1. Each line in the table is an average of 10,000 in-
dependent replications, except for the dodecahedron graph with n = 20 and θi = 0.9999,
which is an average of 35,000 replications. The “Empirical Variance” is the empirical vari-
ance computed from independent runs of the without-replacement sampling estimator. The
“Horvitz-Thompson Variance” is the average of independent variance estimates using the
variance of the Horvitz-Thompson estimator, described in equation (3.26) in Section 3.5.
The large number of replications was necessary in order for the Horvitz-Thompson and
empirical variances to agree. With a smaller number of replications the empirical variance
tends to significantly under-estimate the true variance. This problem does not occur for the
estimator of the variance of the Horvitz-Thompson estimator.
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Graph n θi Horvitz-Thompson Variance Empirical Variance
dodecahedron 10 0.99 3.210× 10−14 2.372× 10−14
dodecahedron 20 0.99 9.764× 10−15 8.187× 10−15
grid9Mofidied 10 0.99 8.774× 10−35 7.888× 10−35
grid9Mofidied 20 0.99 4.199× 10−35 3.826× 10−35
dodecSeries 10 0.99 8.311× 10−9 5.438× 10−9
dodecSeries 20 0.99 3.750× 10−9 2.575× 10−9
dodecParallel 10 0.99 2.067× 10−23 1.057× 10−23
dodecParallel 20 0.99 9.569× 10−24 5.167× 10−24
dodecahedron 10 0.9999 1.696× 10−28 1.994× 10−28
dodecahedron 20 0.9999 2.848× 10−29 2.813× 10−29
grid9Mofidied 10 0.9999 2.932× 10−73 3.125× 10−73
grid9Mofidied 20 0.9999 1.141× 10−73 1.386× 10−73
dodecSeries 10 0.9999 1.040× 10−19 5.165× 10−20
dodecSeries 20 0.9999 4.977× 10−20 3.986× 10−20
dodecParallel 10 0.9999 1.997× 10−49 1.687× 10−49
dodecParallel 20 0.9999 5.141× 10−50 4.823× 10−50
Table 3.1: Simulation results for the Horvitz-Thompson estimate of the variance.
We illustrate this using the dodecahedron graph, with n = 20 and θi = 0.9999. This
is the case where under-estimation was found to be most significant. Figure 3.17 shows a
histogram of 35,000 replications of the estimator of the variance of the Horvitz-Thompson
estimator. Figure 3.18 shows the result of using bootstrapping on 35,000 independent values
of the without-replacement estimator. The bootstrapping used 20,000 sub-samples of size
1,000. From these plots, it is clear that the empirical variance frequently under-estimates
the true variance by a factor of over 100.
To put these results in context, 1,000 independent replications of the without-replacement
sampling estimator are inadequate to accurately estimate its variance. 35,000 independent
replications are adequate to estimate its variance. However, a single variance estimate,
computed using the ideas outlined in Section 3.5 provides a reasonable estimate.
3.7 Concluding Remarks
This article has described the incorporation of ideas from sampling theory into sequential
Monte Carlo methods. Taking a sampling theory approach provides a new perspective on
the use of without-replacement sampling methods. It shows how the inclusion probabilities
of the sampling designs take the place of the importance density in a standard importance
resampling algorithm.
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This article shows that the sampling method of Fearnhead and Clifford (2003) is sys-
tematic sampling, and that the optimality result of Fearnhead and Clifford (2003) relates to
probability proportional to size sampling. The stochastic enumeration algorithm of Vaisman
and Kroese (2017) is also a special case of the methods described in this chapter. It uses
simple random sampling without importance sampling, and introduces some merging ideas,
which they term tree reductions.
Adding a resampling step to an importance sampling algorithm has the potential to
increase the variance of the resulting estimator. If the importance sampling density is suf-
ficiently different from the zero–variance density, adding a without-replacement resampling
step can result in significant improvement. We illustrated this with reference to the K-
terminal network reliability problem, and a hidden Markov model.
In the case of the network reliability example, adding a without-replacement sampling
step improved the variance of the importance sampling estimator proposed by L’Ecuyer et al.
(2011) by an order of magnitude. The without-replacement algorithms have the property
that the work-normalized variance decreases as the sample size increases; the importance
sampling algorithm on which they are based do not have this property. In our experience
the importance sampling estimator was (previously) the best known estimation method for
this problem.
We also applied a residual resampling method to the network reliability example, and
found that its performance was an order of magnitude worse than the original importance
sampling scheme. This is because in this case the resampling step tends to “negate” the
importance sampling step. This highlights an important distinction between the without-
replacement sampling methods we describe, and more traditional forms of resampling. In
the methods we propose, the true density f does not enter into the resampling step. This
works extremely well, where the importance density is well designed. The true density could
be incorporated into the sampling step by changing the definition of the size variables.
In this article we suggested the use of a Pareto sampling design, where the inclusion
probabilities are approximated by those of a Sampford design. This results in a design which
is easy to simulate from, and which has inclusion probabilities which are easy to calculate.
In this sense the proposed design is similar to systematic sampling. The performance of
the Pareto approximation to the Sampford design is found to be similar to the systematic
sampling design suggested by Fearnhead and Clifford (2003).
The approximation we suggest has the advantage that the joint inclusion probability of
every pair of units is positive. This condition is known to be desirable in the sampling design
literature, as it can allow the estimation of the variance of the Horvitz–Thompson estimator.
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The estimation of the variance is only unbiased in the case that multi-stage cluster sampling
is used. Our numerical results show that even when the variance estimate is biased, it can
be extremely useful.
Caution is potentially needed when applying an approximation within an iterative pro-
cedure, as it is possible that approximation errors will accumulate. Our numerical results
suggest that such an accumulation of errors is not significant. Ultimately, such concerns
must be balanced against the advantages of the proposed methods. Further work in the field
of sampling design may make the use of approximations unnecessary.
When using without-replacement sampling, the merging of equivalent units can signifi-
cantly reduce the variance of the resulting estimators. However, this also has disadvantages.
When equivalent units are merged, it becomes even less certain that the variance of the
resulting estimator always decreases as n increases. Merging also specializes the resulting
algorithm to the function h; in general, it is not possible to use the final sample generated
by the algorithm to estimate the expectation of a different function.
Particle merging is a way of incorporating problem-specific information into a parti-
cle filtering algorithm, in a way that is similar to the design of an importance sampling
density. Proposition 3.1 is not the only way this can occur. Another possibility is that
h∗ (xt) = m (xt)h∗ (x′t), where m (xt) is some known function, but both h
∗ (xt) and h∗ (x′t)
are unknown.
Our examples also illustrated the extreme flexibility of without-replacement sampling
algorithms; the importance density, sampling design and merging steps can all be changed.
In both our examples, this allowed us to use problem-specific information in the resulting
algorithm. The downside is that customizing these algorithms to this extent is non-trivial;
it essentially requires the design of an entirely new algorithm for every application.
The sampling theory approach is a promising direction for future work on without-
replacement sampling methods; there is a large literature which probably contains many
more relevant ideas. As an example, recall that in order to apply these types of methods,
it must be possible to enumerate all the possible values of the particles at the next step. In
some cases this set may so large that this is impractical. In the field of sampling theory, this
is referred to as a case where the sampling frame (set of all possible units) is missing. These
types of problems have been studied in the relevant literature, so solutions to this problem
may already exist.
The sampling theory approach also provides some insight into the optimality result of
Fearnhead and Clifford (2003). The optimality result is given for only a single sampling step.
When multiple such resampling steps are performed, the variance of the resulting estimator
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will depend in a complicated way on the joint inclusion probabilities of the sampling designs
which are applied. These joint inclusion probabilities do not enter into the optimality result.
While the result of Fearnhead and Clifford (2003) is the strongest statement that can be
made in the general case, there may be specific cases where sampling designs that do not
satisfy the optimality condition result in a lower variance estimator.
Appendix
3.A Unbiasedness of Sequential Without-Replacement
Monte Carlo
Let h∗ (xt) = E [h (Xd) | Xt = xt]. Note that∑
xt∈St(xt−1)
h∗ (xt) f (xt) = h∗ (xt−1) f (xt−1) .
Consider the expression
∑
xt∈St
h∗ (xt) f (xt)∏t
i=1 pi
i (xt)
, (3.29)
where 1 ≤ t < d. Let I (xt) be a binary variable, where I (xt) = 1 indicates the inclusion of
element xt of St (St−1) in St. We can rewrite (3.29) as
∑
xt∈St(St−1)
It (xt)
h∗ (xt) f (xt)∏t
i=1 pi
i (xt)
. (3.30)
Recall that E [It (xt) | St−1] = pit (xt). So the expectation of (3.30) conditional on S1, . . . ,St−1
is
∑
xt∈St(St−1)
h∗ (xt) f (xt)∏t−1
i=1 pi
i (xt)
=
∑
xt−1∈St−1
∑
xt∈St(xt−1) h
∗ (xt) f (xt)∏t−1
i=1 pi
i (xt−1)
=
∑
xt−1∈St−1
h∗ (xt−1) f (xt−1)∏t−1
i=1 pi
i (xt−1)
.
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So
E
[∑
xt∈St
h∗ (xt) f (xt)∏t
i=1 pi
i (xt)
∣∣∣∣∣ S1, . . . ,St−1
]
=
∑
xt−1∈St−1
h∗ (xt−1) f (xt−1)∏t−1
i=1 pi
i (xt−1)
. (3.31)
Applying equation (3.31) d times to
̂`= ∑
xd∈Sd
h (Xd) f (Xd)∏d−1
i=1 pi
i (Xd)
=
∑
xd∈Sd
h∗ (Xd) f (Xd)∏d−1
i=1 pi
i (Xd)
shows that E
[̂`] = `.
3.B Unbiasedness of Sequential Without-Replacement
Monte Carlo, With Merging
The proof is similar to Appendix 3.A. In this case all the sample spaces and samples are sets
of triples. Consider any expression of the form∑
(xt,w,p)∈Tt(St−1)
h∗ (xt)w. (3.32)
It is clear that if the proposed merging rule is applied to Tt (St−1), then the value of (3.32)
is unchanged. Using the definition of Tt (St−1), equation (3.32) can be written as
∑
(xt−1,w,p)∈St−1
w
∑
xt∈St(xt−1)
h∗ (xt)
f (xt | xt−1)
pit−1 (xt−1)
=
∑
(xt−1,w,p)∈St−1
E [h∗ (Xt) | Xt−1 = xt−1]w
pit−1 (xt−1)
=
∑
(xt−1,w,p)∈St−1
h∗ (xt−1)w
pit−1 (xt−1)
. (3.33)
The expectation of (3.33) conditional on St−2 is∑
(xt−1,w,p)∈Tt−1(St−2)
h∗ (xt−1)w. (3.34)
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So
E
 ∑
(xt,w,p)∈Tt(St−1)
h∗ (xt)w
∣∣∣∣∣∣ St−2
 = ∑
(xt−1,w,p)∈Tt−1(St−2)
h∗ (xt−1)w. (3.35)
Applying equation (3.35) d− 1 times to
E
[̂`∣∣∣ Sd−1] = ∑
(xd,w,p)∈Td(Sd−1)
h∗ (xd)w
shows that ̂` is unbiased.
3.C Variance Computation and Estimation Proofs
Proposition 3.4. For 1 ≤ t ≤ d, define
Z (xt) =
∑
xd∈Sd∩Sd(xt)
h (xd) f (xd)∏d
i=t+1 pi
i (xd)
,
E (xt) = E [Z (xt) | xt ∈ St] =
∑
xd∈Sd(xt)
h (xd) f (xd) ,
V (xt) = Var (Z (xt) | xt ∈ St) .
Assume the use of multi-stage cluster sampling, with no particle merging. Then for t 6= d,
V (xt) is equal to
∑
xt+1∈St+1(xt)
V (xt+1)
pit+1 (xt+1)
+
∑
xt+1,x′t+1∈St+1(xt)
a
(
xt+1,x
′
t+1
) E (xt+1)E (x′t+1)
pit+1 (xt+1) pit+1
(
x′t+1
) , (3.36)
where
a (xt+1,xt+1) = pi
t+1 (xt+1)
(
1− pit+1 (xt+1)
)
,
a
(
xt+1,x
′
t+1
)
= pit+1
(
xt+1,x
′
t+1
)− pit+1 (xt+1) pit+1 (x′t+1) , xt+1 6= xt+1′ , (3.37)
and pit+1
(
xt+1,x
′
t+1
)
is the joint inclusion probability of xt+1 and x
′
t+1 in St+1
Proof. Note that
E (xd) = h (xd) f (xd) , Z (xd) = I {xd ∈ Sd}E (xd) , V (xd) = 0.
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If t 6= d,
Z (xt) =
∑
xt+1∈St+1∩St+1(xt)
Z (xt+1)
pit+1 (xt+1)
. (3.38)
Assuming t 6= d and applying the total variance formula,
V (xt) = Var (Z (xt) | xt ∈ St,St) =
E [Var (Z (xt) | St+1,xt ∈ St,St) | xt ∈ St,St] (3.39)
+ Var (E [Z (xt) | St+1,xt ∈ St,St] | xt ∈ St,St) . (3.40)
We will show that (3.39) and (3.40) are the two terms in (3.36). Using the recursive formula
(3.38) for Z (xt), the conditional variance in (3.39) is
Var
 ∑
xt+1∈St+1∩St+1(xt)
Z (xt+1)
pit+1 (xt+1)
∣∣∣∣∣∣ St+1,xt ∈ St,St

=
∑
xt+1∈St+1∩St+1(xt)
Var (Z (xt+1) | xt+1 ∈ St+1,St+1)
pit+1 (xt+1)
2
=
∑
xt+1∈St+1∩St+1(xt)
V (xt+1)
pit+1 (xt+1)
2 . (3.41)
Taking the conditional expectation of (3.41) results in
∑
xt+1∈St+1(xt)
V (xt+1)
pit+1 (xt+1)
,
which is the first term in (3.36). Consider the conditional expectation in (3.40).
E [Z (xt) | St+1,xt ∈ St,St, ] = E
 ∑
xt+1∈St+1∩St+1(xt)
Z (xt+1)
pit+1 (xt+1)
∣∣∣∣∣∣ St+1,xt ∈ St,St

=
∑
xt+1∈St+1∩St+1(xt)
E [Z (xt+1) | xt+1 ∈ St+1,St+1]
pit+1 (xt+1)
=
∑
xt+1∈St+1∩St+1(xt)
E (xt+1)
pit+1 (xt+1)
.
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This can be interpreted as a Horvitz-Thompson estimator, so its variance is
∑
xt+1,x′t+1∈St+1(xt)
a
(
xt+1,x
′
t+1
) E (xt+1)E (x′t+1)
pit+1 (xt+1) pit+1
(
x′t+1
) ,
which is the second term in (3.36).
Proposition 3.5. Assume the use of multi-stage cluster sampling, with no particle merging.
Then Var
(̂`) can be estimated by
∑
x1,x′1∈S1
b (x1, x
′
1)
Z (x1)Z (x
′
1)
pi1 (x1)pi1 (x′1)
+
∑
x1∈S1
V̂ (x1)
pi1 (x1)
,
where V̂ (xt) is defined recursively for 1 ≤ t ≤ d− 2 by
∑
xt+1,x′t+1∈St+1∩St+1(xt)
b
(
xt+1,x
′
t+1
)
Z (xt+1)Z
(
x′t+1
)
pit+1 (xt+1)pit+1
(
x′t+1
) + ∑
xt+1∈St+1∩St+1(xt)
V̂ (xt+1)
pit+1 (xt+1)
, (3.42)
and
V̂ (xd−1) =
∑
xd,x
′
d∈Sd∩Sd(xd−1)
b (xd,x
′
d)Z (xd)Z (x
′
d)
pid (xd) pid (x′d)
,
and b is defined by
b (xt+1,xt+1) = 1− pit+1 (xt+1) ,
b
(
xt+1,x
′
t+1
)
=
a
(
xt+1,x
′
t+1
)
pit+1
(
xt+1,x′t+1
) , xt+1 6= x′t+1,
and a (xt,x
′
t) is defined in (3.37).
Proof. It will suffice to show that E
[
V̂ (xt)
∣∣∣ xt ∈ St] = V (xt). As V̂ (xd−1) has the form
given in (3.9),
E
[
V̂ (xd−1)
∣∣∣ xd−1 ∈ Sd−1] = V (xd−1) .
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From the definitions of E and V , and the cluster sampling assumption,
E
[
Z (xt)
2
∣∣ xt ∈ St] = V (xt) + E (xt)2 , (3.43)
E [Z (xt)Z (x′t) | xt,x′t ∈ St] = E (xt)E (x′t) . (3.44)
We use induction to take the expectation of (3.42) conditional on St+1. The inductive
assumption is
E
[
V̂ (xt+1)
∣∣∣ xt+1 ∈ St+1] = V (xt+1) .
Using (3.43) and (3.44), the expectation of the first term of (3.42) conditional on St+1 is
∑
xt+1,x′t+1∈St+1∩St+1(xt)
b
(
xt+1,x
′
t+1
)
E (xt+1)E
(
x′t+1
)
pit+1 (xt+1) pit+1
(
x′t+1
) + ∑
xt+1∈St+1∩St+1(xt)
(1− pit+1 (xt+1))V (xt+1)
pit+1 (xt+1)
2 .
Using the inductive assumption, the expectation of the second term of (3.42) conditional on
St+1 is
∑
xt+1∈St+1∩St+1(xt)
V (xt+1)
pit+1 (xt+1)
.
So
E
[
V̂ (xt)
∣∣∣ St+1] = ∑
xt+1,x′t+1∈St+1∩St+1(xt)
b
(
xt+1,x
′
t+1
)
E (xt+1)E
(
x′t+1
)
pit+1 (xt+1)pit+1
(
x′t+1
)
+
∑
xt+1∈St+1∩St+1(xt)
V (xt+1)
pit+1 (xt+1)
2 .
Taking the expectation of this last expressions results in the expression in (3.36) for V (xt).
3.D Without-Replacement Sampling for the Change
Point Example
We now give the details of the application of without-replacement sampling to the change-
point example in Section 3.D. Recall that Xd = {Xt}dt=1 is a Markov chain and Yd = {Yt}dt=1
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are the observations. Let f be the joint density of Xd and Yd. Note that
f (xt | yt) = ctf (xt−1 | yt−1) f (xt | xt−1) f (yt | xt) , (3.45)
f (x1 | y1) = c1f (x1) f (y1 | x1) , (3.46)
for some unknown constants {ct}dt=1. Define the size variables recursively as
p (xt) = p (xt−1)
f (xt | xt−1) f (yt | xt)
pit−1 (xt−1)
, (3.47)
p (x1) = f (x1) f (y1 | x1) . (3.48)
This updating rule is slightly different from that given in (3.22). Equations (3.48) and (3.45)
require an initial distribution for X1 = (C1, O1), which we take to be
P (C1 = 2, O1 = 2) =
1
250
,P (C1 = 2, O1 = 2) =
249
250
.
Define
U1 = U1 (∅) = {(x1, f (x1) f (y1 | x1)) : x1 ∈ S1} ,
and let S1 be a sample chosen from U1, with probability proportional to the last component.
Assume that sample St−1 has been chosen, and let
Ut (St−1) =
{(
xt, w
f (xt | xt−1) f (yt | xt)
pit−1 (xt−1)
)
:
(xt−1, w) ∈ St−1,xt ∈ Support (Xt | Xt−1 = xt−1)} .
We account for the unknown normalizing constants in (3.45) by using an estimator of the
form (3.17). This results in Algorithm 3.5.
Proposition 3.D.6. The set Sd generated by Algorithm 3.5 has the property that
E
 ∑
(xd,w)∈Sd
h (xd)w
pid (xd)
 = E (h (Xd) | Yd) d∏
t=1
c−1t .
Proof. Define
H (xt) =
E [h (Xd) | Xt = xt,Yd = yd] f (xt | yd)
f (xt | yt)
∏d
i=t+1 ci
.
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Algorithm 3.5: Sequential Monte Carlo without replacement, for the change-point
problem
input : Density f , function h, sampling designs.
output: Estimate of E [h (Xd) | Yd].
1 S0 ← ∅
2 for t = 1 to d do
3 St ← Sample from Ut (St−1) according to some design, with size variables
{w : (xt, w) ∈ Ut (St−1)}
4 ∀xt ∈ St compute the inclusion probability
pit (xt) of xt
5 return
(∑
(xd,w)∈Sd
h(xd)w
pid(xd)
)(∑
(xd,w)∈Sd
w
pid(xd)
)−1
Using (3.45), ∑
xt∈St(xt−1)
H (xt) f (xt | xt−1) f (yt | xt)
=
∑
xt∈St(xt−1)
E [h (Xd) | Xt = xt,Yd = yd] f (xt | yd)
f (xt−1 | yt−1)
∏d
i=t ci
=
E [h (Xd) | Xt−1 = xt−1,Yd = yd] f (xt−1 | yd)
f (xt−1 | yt−1)
∏d
i=t ci
= H (xt−1) .
Consider any expression of the form ∑
(xt,w)∈Ut(St−1)
H (xt)w. (3.49)
Equation (3.49) can be written as
∑
(xt−1,w)∈St−1
∑
xt∈St(xt−1)
H (xt)w
f (xt | xt−1) f (yt | xt)
pit−1 (xt−1)
=
∑
(xt−1,w)∈St−1
wH (xt−1)
pit−1 (xt−1)
. (3.50)
The expectation of (3.50) conditional on St−2 is∑
(xt−1,w)∈Ut−1(St−2)
H (xt−1)w.
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So
E
 ∑
(xt,w)∈Ut(St−1)
H (xt)w
∣∣∣∣∣∣ St−2
 = ∑
(xt−1,w)∈Ut−1(St−2)
H (xt−1)w. (3.51)
Applying equation (3.51) d− 1 times to
E
 ∑
(xd,w)∈Sd
h (xd)w
pid (xd)
∣∣∣∣∣∣ Sd−1
 = ∑
(xd,w)∈Ud(Sd−1)
h (xd)w =
∑
(xd,w)∈Ud(Sd−1)
H (xd)w
completes the proof. 
We now describe the merging step outlined in Fearnhead and Clifford (2003), applied
to the estimation of the posterior change-point probabilities {P (Ct = 2 | Yd = yd)}dt=1. The
method we describe here can be extended to the estimation of {P (Ot = 2 | Yd = yd)}dt=1.
In order to perform this merging, we must add more information to all the sample spaces
and the samples chosen from then. The extended space will have xt as the first entry, the
particle weight w as the second entry, and a vector mt of t values as the third entry. The
last entry will be an estimate of {P (Ci = 2 | yt)}ti=1. Let
V1 = {(x1, f (x1) f (y1 | x1) ,P (C1 = 2 | x1)) : x1 ∈ S1} .
Note that the third component of every element of V1 is either 0 or 1. Let S1 be a sample
drawn from V1, with probability proportional to the second element. Assume that sample
St−1 has been chosen, and let Vt (St−1) be{(
xt, w
f (xt | xt−1) f (yt | xt)
pit−1 (xt−1)
, (mt−1,P (Ct = 2 | Xt = xt,Yd = yd))
)
:
(xt−1, w,mt−1) ∈ St−1,xt ∈ St (xt−1)
}
.
We can now define Algorithm 3.6, which uses the merging step outlined in Proposition 3.D.8.
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Algorithm 3.6: Sequential Monte Carlo without replacement, for the change-point
problem, for the marginal distributions of {Ct}dt=1.
input : Density f , function h, sampling designs.
output: Estimate of {P (Ct = 2 | yd)}dt=1.
1 S0 ← ∅
2 for t = 1 to d do
3 U ← Vt (St−1)
4 Merge elements in U according to Proposition 3.D.8
5 St ← Sample from Vt (St−1) according to some design, with size variables
{w : (xt, w) ∈ Vt (St−1)}
6 ∀xt ∈ St compute the inclusion probability
pit (xt) of xt
7 return
(∑
(xd,w,md)∈Sd
mdw
pid(xd)
)(∑
(xd,w,md)∈Sd
w
pid(xd)
)−1
Proposition 3.D.7. If the merging step is omitted, then the set Sd generated by Algorithm
3.6 has the property that
E
 ∑
(xd,w,md)∈Sd
mdw
pid (xd)
 = {P (Ct = 2 | Yd = yd)}dt=1∏d
t=1 ct
.
Proof. Define
G (xt,mt) = (mt,P (Ct+1 = 2 | Xt = xt,Yd = yd) , . . . ,P (Cd = 2 | Xt = xt,Yd = yd))
× f (xt | yd)
f (xt | yt)
∏d
i=t+1 ci
.
It can be shown that∑
xt∈St(xt−1)
G (xt, (mt−1,P (Ct = 2 | Xt = xt,Yd = yd))) f (xt | xt−1) f (yt | xt)
= G (xt−1,mt−1) .
Consider any expression of the form ∑
(xt,w,mt)∈Vt(St−1)
G (xt,mt)w. (3.52)
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Equation (3.52) can be written as∑
(xt−1,w,mt−1)∈St−1
w
∑
xt∈St(xt−1)
G (xt, (mt−1,P (Ct = 2 | Xt = xt,Yd = yd)))
× f (xt | xt−1) f (yt | xt)
pit−1 (xt−1)
=
∑
(xt−1,w,mt−1)∈St−1
w
G (xt−1,mt−1)
pit−1 (xt−1)
. (3.53)
The expectation of (3.53) conditional on St−2 is∑
(xt−1,w,mt−1)∈Vt−1(St−2)
wG (xt−1,mt−1) .
So
E
 ∑
(xt,w,mt)∈Vt(St−1)
G (xt,mt)w
∣∣∣∣∣∣ St−2
 = ∑
(xt−1,w,mt−1)∈Vt−1(St−2)
wG (xt−1,mt−1) . (3.54)
Applying equation (3.54) d− 1 times to
E
 ∑
(xd,w,md)∈Sd
mdw
pid (xd)
∣∣∣∣∣∣ Sd−1
 = ∑
(xd,w,md)∈Vd(Sd−1)
wG (xd,md)
completes the proof.
Proposition 3.D.8. Assume we have two units (xt, w,mt) and (x
′
t, w
′,m′t), both corre-
sponding to paths of the Markov chain with Ct = 2 and Ot = 2. Then we can remove these
units, and replace them with the single unit(
xt, w + w
′,
wmt + w
′m′t
w + w′
)
.
This rule also applies if both units correspond to Ct = 2 and Ot = 1.
Proof. Under the specified conditions on xt and x
′
t,
P (Ci = 2 | Xt = xt,Yd = Yd) = P (Ci = 2 | Xt = x′t,Yd = Yd) , ∀t+ 1 ≤ i ≤ d,
f (xt | yt) = f (xt | yd) , ∀t+ 1 ≤ i ≤ d,
f (x′t | yt) = f (x′t | yd) , ∀t+ 1 ≤ i ≤ d.
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This shows that
(w + w′)G
(
xt,
wmt + w
′m′t
w + w′
)
= wG (xt,mt) + w
′G (x′t,m
′
t) .
So replacement of this pair of units by the specified single unit does not bias the resulting
estimator.
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Chapter 4
Counting Binary Contingency Tables
4.1 Introduction
Assume that we are given row sums r = (r1, . . . , rl) and column sums c = (c1, . . . , cm), and
we wish to count the number of binary contingency tables with these row and column sums.
Let h be an indicator function that takes m× l binary parameters, returning 1 if the row and
column sums are r and c, and 0 otherwise. If f (x) = 2−ml, we can write the total number of
binary tables as ` = 2ml Ef [h (X)]. Given an importance sampling density g we can rewrite
` as
` = 2ml Eg
[
h (X)
f (X)
g (X)
]
= Eg
[
h (X)
g (X)
]
.
The optimal importance sampling density simulates uniformly from the set of all admis-
sible tables, and produces a zero-variance estimate. The problem of simulating uniformly
from the set of all admissible tables is therefore equivalent to the counting problem. The
simulation problem arises in the analysis of certain types of ecological data (Manly, 1995).
The counting problem can be interpreted as the problem of counting the number of bipartite
graphs with a known vertex sequence.
The problem of uniformly simulating from such binary contingency tables is one of the
most notable successes of the sequential importance sampling approach. Y. Chen et al.
(2005) describes an importance sampling approach that generally has excellent performance.
However, Beza´kova´ et al. (2012) demonstrated that there are instances of the counting
problem on which the importance sampling scheme can be made to perform arbitrarily
badly.
We show empirically that the addition of without-replacement sampling and particle
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2 2 2 2
2 X1 X5 X9 X13
2 X2 X6 X10 X14
2 X3 X7 X11 X15
2 X4 X8 X12 X16
(a) Bernoulli variables
2 2 2 2
2 1 0 X9 X13
2 0 1 X10 X14
2 1 0 X11 X15
2 0 1 X12 X16
(b) Values of X1, . . . , X4
2 2 2 2
2 0 1 X9 X13
2 1 0 X10 X14
2 0 1 X11 X15
2 1 0 X12 X16
(c) Values of X1, . . . , X4
Figure 4.1: Simulation of binary tables, where l = m = 4.
Algorithm 4.1: Gale–Ryser test for the existence of a binary contingency table with
row sums r and column sums c.
input : Row sums r = (r1, . . . , rl), column sums c = (c1, . . . , cm).
output: true if there exists a binary contingency table with row sums r and column
sums c; false otherwise.
1 for j = 1 to m do r∗j ← |{ri : ri ≥ j}|
2 Reorder
{
r∗j
}
and c to be in decreasing order
3 return
(
∀j ∈ {1, . . . ,m} ,∑ji=1 r∗i ≤∑ji=1 ci)
merging to the importance sampling approach of Y. Chen et al. (2005) results in an algorithm
that performs orders of magnitude better on problems of the sort described by Beza´kova´ et
al. (2012). It is likely that the resulting without-replacement algorithm does not perform
arbitrarily badly on these problems.
4.2 Application of without-replacement sampling
Y. Chen et al. (2005) describes an importance sampling density which simulates entire
columns sequentially. Assume the binary variables are arranged in column-major order,
as in Figure 4.1a. The binary values X1, . . . , Xl in column one are simulated as the inclu-
sion variables of a conditional Poisson design (See Section 3.3.2.1) with N = l, n = c1 and
λ = logit (rm−1). After the simulation of the first column, the row sums for the remaining
columns are
r′ = (r′1, . . . , r
′
l) = r− (X1, . . . , Xl) .
The binary values (Xl+1, . . . , X2l) in the second column are then simulated as the inclusion
variables of the conditional Poisson design with N = l, n = c2 and λ = logit
(
r′ (m− 1)−1).
This is repeated for the remaining columns. We use the sequential procedure (see Section
3.3.2.1) for simulating from the conditional Poisson design.
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Algorithm 4.2: IS algorithm for counting binary tables
input : Sample size n, row sums r, column sums c = (c1, . . . , cm).
output: Estimate of the number of binary tables with specified row and column sums.
1 for i = 1 to n do
2 r′ ← r, `i ← 1
3 for col = 1 to m do
// Gale-Ryser is Algorithm 4.1
4 if not Gale-Ryser(r′, (ccol, . . . , cm)) then
5 `i ← 0, break
6 p← r′(m− col + 1)−1
7 λ←
{
log p(i)
1−p(i)
}
8 Xcol ∼ fCP (s; ccol,λ) // Simulate (X(col−1)l+1, . . . , Xcol×l) as the inclusion
variables of a Conditional Poisson design
9 `i ← `ifCP (Xcol; ccol,λ)−1 // Update weight
10 r′ ← r′ −Xcol // Update row sums
11 return n−1
∑n
i=1 `i
The importance sampling density also incorporates a test (Algorithm 4.1) that gives a
necessary and sufficient condition for the existence of at least one binary contingency table
with given row sums and column sums (Gale, 1957; Ryser, 1957). This test allows simulations
which will eventually lead to a table with the wrong row or column sums to be abandoned.
We use an importance density that is slightly simpler than the final density given in
Y. Chen et al. (2005). Specifically we do not use what Y. Chen et al. (2005) term ‘knots’.
The importance sampling algorithm is given as Algorithm 4.2. See Section 3.3.2.1 for the
definition of the density fCP (s;n,λ) of the conditional Poisson design. We often find λi =∞
or λi = −∞, indicating a unit that is deterministically included or excluded. These cases
are straightforward to handle.
Algorithm 4.3 gives the same importance sampling algorithm, incorporating without-
replacement sampling. This algorithm is an implementation of Algorithm 3.2. Algorithm
4.3 is far more complicated than Algorithm 4.2, partly because it simulates individual binary
inclusion variables rather than entire columns. This means incorporating the sequential
procedure for simulating from the conditional Poisson distribution, into the algorithm.
Algorithm 4.3 maintains a set of particles, each of which is represented by five values:
1. The weight of the particle, denoted by w. The average of these values over all particles
at the final step t = m× l is returned as the estimate.
2. The size variable of the particle, denoted by p. No similar quantity was defined in
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Algorithm 4.2.
3. The row sums for use in simulating the current column, written as r′ in algorithms 4.2
and 4.3.
4. The rate vector used as input to the conditional Poisson design, written as λ in algo-
rithms 4.2 and 4.3.
5. The number of values of 1 which remain to be placed in the current column, written
as rem. No similar quantity was defined in Algorithm 4.2.
Algorithm 4.3: Without-replacement sampling algorithm for counting binary tables
input : Sample size n, row sums r, column sums c = (c1, . . . , cm).
output: Estimate of the number of binary tables.
1 S0 ← {(1, 1, r, logit (rm−1) , c1)} , t← 0
2 for col = 1 to m do
// Update rate parameter λ
3 St ←
{(
w, p, r′, logit
(
r′ (m− col + 1)−1) , rem) : (v, w, r′,λ, rem) ∈ St}
4 for row = 1 to l do
// Collect the possibilities St+1 (St) to be sampled from
5 St+1 (St)← ∅
6 for (w, p, r′,λ, rem) ∈ St do
7 Compute the probability k according to (3.12), accounting for ±∞ in λ
8 if k = 1 then
// erow is the vector with 1 in entry row and all other entries zero
9 Add (w, p, r′ − erow,λ, rem− 1) to St+1 (St)
10 else if k = 0 then Add (w, p, r′,λ, rem) to St+1 (St)
11 else
12 Add (w, pk, r′ − erow,λ, rem− 1) to St+1 (St)
13 Add (w, p(1− k), r′,λ, rem) to St+1 (St)
14 St+1 ← Pareto sample of min {|St+1 (St)| , n} units from St+1 (St), with size
variables {p : (w, p, . . .) ∈ St+1 (St)}
// pi is the inclusion probability of the sampled element
15 St+1 ←
{(
w
pi
, p
pi
, r′,λ, rem
)
: (w, p, r′,λ, rem) ∈ St+1
}
16 Optionally replace St+1 with merged set
17 t← t+ 1
18 if col = m then return
∑
(w,...)∈Sml w
// Remove particle which fail the Gale-Ryser test
19 St ← {x : x = (w, p, r′, . . .) ∈ St, Gale-Ryser (r′, (ccol+1, . . . , cm))}
// Generate parameters λ for the next column
20 St ←
{(
w, p, r′, logit
(
r′ (m− col− 1)−1) , ccol+1) : (w, p, r′, . . .) ∈ St}
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In the application of (3.12) in Algorithm 4.3, j = row, N = l and n−i = rem. Again, it will
often be the case that λi =∞ or λi = −∞, and this needs to be handled appropriately. We
can optionally add particle merging steps to this algorithm. The merging step (Algorithm
4.5) can be performed every k simulation steps. It orders the row sums of the particles
according to Algorithm 4.4, and merges all particles with the same ordered row sums and
the same number of remaining values of 1 in the current column.
Algorithm 4.4: Sorting of row sums
input : Row sums vector r, index row of the last simulated row.
output: Sorted row sums.
1 (r′1, . . . , r
′
row)← First row elements of r′ in
descending order
2
(
r′row+1, . . . , r
′
l
)← Last l − row elements of r′ in
descending order
3 return (r1, . . . , r
′
l)
Algorithm 4.5: Optional merging step in Algorithm 4.3
input : Set S of particles and the index row of the last simulated row.
output: Merged set T of particles.
1 T← ∅
2 for (w, p, r1,λ1, rem1) ∈ S do
3 weight← 0, size← 0
4 for (w′, p′, r2,λ2, rem2) ∈ S do
// Sorting refers to Algorithm 4.4
5 if sort (r1) = sort (r2) and rem1 = rem2 then
6 weight← weight + w′
7 size← size + p′
8 Remove (w′, p′, r2,λ2, rem2) from S
9 Add (weight, size, r1,λ1, rem1) to T
10 return T
In general, the without-replacement sampling estimator is found to perform worse than
the importance sampling estimator. For example, consider the values of r and c shown in
Figure 4.2. These are the same values used in one of the examples in Y. Chen et al. (2005).
The simulation results are shown in Table 4.1. Algorithm IS refers to the importance sam-
pling algorithm in Algorithm 4.2. Algorithm WOR refers to Algorithm 4.3 with no merging
step. Algorithm WOR-Merge-k refers to Algorithm 4.3 with merging performed every k
simulations steps. So WOR-Merge-1 involves applying the merging step every simulation
step.
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c = 10, 8, 11, 11, 13, 11, 10, 9, 7, 9, 10, 16, 11, 9, 12, 14, 12,
7, 9, 10, 10, 6, 11, 8, 9, 8, 14, 12, 5, 10, 10, 8, 7, 8, 10, 10, 14,
6, 10, 7, 13, 4, 6, 8, 9, 15, 11, 12, 10, 6,
r = 9, 6, 12, 11, 9, 8, 8, 11, 9, 11, 13, 7, 10, 8, 9, 7, 8, 3, 10,
11, 13, 7, 5, 11, 10, 9, 10, 13, 9, 9, 7, 7, 6, 8, 10, 12, 8, 12, 16,
12, 15, 12, 13, 13, 10, 7, 12, 13, 6, 11.
Figure 4.2: The row and column sums for the 50× 50 contingency table example.
Each method was replicated 400 times to estimate the variance. The results show that
without-replacement sampling estimator performs a factor of at least 14 worse than the
original importance sampling scheme, on a work-normalized basis. This is unsurprising,
given that the importance sampling density is known to be almost optimal for such examples.
Method n WNRV Average estimate
WOR 103 2.16× 10−2 7.720× 10432
IS 103 6.01× 10−4 7.819× 10432
WOR-Merge-1 103 8.46× 10−3 7.789× 10432
WOR-Merge-50 103 1.29× 10−2 7.826× 10432
WOR 104 2.20× 10−2 7.864× 10432
WOR-Merge-1 104 9.12× 10−3 7.820× 10432
WOR-Merge-50 104 1.11× 10−2 7.827× 10432
Table 4.1: Simulation results for counting the number of 50× 50 binary tables with row and
column sums as given in Figure 4.2.
Beza´kova´ et al. (2012) demonstrated that there are instances of this counting problem, on
which the importance sampling scheme can be made to perform arbitrarily badly. In these
cases the without-replacement sampling algorithm appears to outperform the importance
sampling algorithm by many orders of magnitude.
Proposition 4.1. Take β > 0 and γ ∈ (0, 1), with β 6= γ. Let n = m+ bβmc − bγmc and
r = (1, . . . , 1, bβmc) , c = (1, . . . , 1, bγmc) ,
where r is an m + 1 dimensional vector, and c is a n + 1 dimensional vector. Let Xk be
the estimate of the number ` of binary contingency tables with marginal sums r and c,
constructed using k trials of the importance sampling algorithm. Then there exist constants
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s1 ∈ (0, 1) and s2 > 1, so that for every sufficiently large m and for any t ≤ sm2 ,
P
(
Xt ≥ `
sm2
)
≤ 3sm1 .
That is, the importance sampling estimator tends to significantly underestimate `.
Proof. See Beza´kova´ et al. (2012).
We performed some simulations using these types of problems. We used β = 0.6, γ = 0.7
and m = 300, and applied algorithms IS, WOR, WOR-Merge-1 and WOR-Merge-300. For
every method, we considered sample sizes n = 300 and n = 100. In the case that n = 300,
we found that algorithm WOR-Merge-1 returned the exact answer. For n = 100, algorithm
WOR-Merge-1 was accurate, but not exact. The three remaining algorithms tended to give
much less accurate answers. The simulation results are shown in Table 4.2.
We also performed simulations using m = 100 and m = 200. All the simulation results
imply that Algorithm 4.3 with the merging step performs significantly better than the original
importance sampling algorithm, for this class of problems. It is not always the case that
WOR-Merge-1 has zero variance for n = m. The sample size necessary to produce the
zero-variance estimate is unclear, although it is expected to be O (m).
Method n Average estimate WNRV RE
WOR 100 4.83× 10306 8.71× 103 4.24
IS 100 1.99× 10289 3.72× 103 4.13
WOR-Merge-1 100 2.62× 10292 3.68× 100 0.10
WOR-Merge-300 100 1.61× 10298 6.27× 103 2.87
WOR 300 7.28× 10296 5.35× 103 1.60
IS 300 4.39× 10291 7.62× 103 2.82
WOR-Merge-1 300 2.69× 10292 0.00× 100 0
WOR-Merge-300 300 6.82× 10289 5.48× 102 0.52
Table 4.2: Simulation results for counting the number of binary tables with β = 0.6, γ = 0.7
and m = 300. The true number of tables is 2.69× 10292.
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Chapter 5
Counting Decomposable Graphs
5.1 Introduction
Estimation of the positive definite covariance matrix Σ of a p-dimensional real random vector
X is a common problem in applied statistics, particularly in genetics (Meyer & Kirkpatrick,
2008; Bickel & Levina, 2008). The estimated covariance matrix may be used for further
statistical analysis, such as principal components analysis. We focus specifically on the case
where X has a multivariate Gaussian distribution.
Estimation of Σ is challenging. Unless some additional structure is imposed, the number
of parameters to estimate grows quadratically in p. The estimated matrix should be positive
definite, which cannot be satisfied by the sample covariance matrix when p is larger than
the number of observations. It is also known that the eigenvectors and eigenvalues of Σ are
poorly estimated by the eigenvectors and eigenvalues of Σ̂ (Bickel & Levina, 2008).
Structure can be imposed by considering the matrix Σ−1, known as the concentration
or precision matrix. Let g be the graph on p vertices which has an edge for every non-
zero entry in Σ−1. In the case that X is multivariate Gaussian, g describes the conditional
independence structure of X, so estimating g may also be important. Every edge not present
in g is a constraint on the possible values of Σ, and reduces the dimension of the estimation
problem by 1 (Dempster, 1972). Conversely, an estimate of Σ can be used to estimate g by
testing whether the values of Σ−1 are non-zero (Drton & Perlman, 2004).
Ideally both Σ and g are estimated jointly. One method of achieving this is to take a
Bayesian approach, where g is a hyperparameter in a hierarchical Bayesian model. A prior
is then specified on g, and on (Σ | g). Traditionally it has been common to restrict g to be a
decomposable (also known as chordal) graph, and use the hyper inverse Wishart distribution
(Dawid & Lauritzen, 1993) for (Σ | g).
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Recently this restriction on g has been relaxed. The Generalized hyper inverse Wishart
distribution (Roverato, 2002; Dellaportas, Giudici, & Roberts, 2003; Atay-Kayis & Massam,
2005) is the extension of the hyper inverse Wishart distribution to the case where g is no
longer required to be decomposable. However, the normalizing constant for this distribution
is unknown unless g is a decomposable graph.
In what follows, we assume that g is decomposable. There have been a number of
suggestions for the prior on g, including uniform (Giudici & Green, 1999) and a volume-
based approximation (Wong, Carter, & Kohn, 2003). We focus here on the size-based prior
(Armstrong et al., 2009). This prior specifies an arbitrary distribution on the number of
edges of g, and then chooses uniformly from the decomposable graphs with that number of
edges. As the number of decomposable graphs with a given number of edges is unknown,
it must be estimated, if the value of the prior is to be computed. Armstrong et al. (2009)
perform this estimation using a Metropolis (Metropolis, Rosenbluth, Rosenbluth, Teller, &
Teller, 1953) Markov Chain Monte Carlo (MCMC) algorithm.
The contribution of this chapter is to develop a faster-mixing version of the MCMC
method described in Armstrong et al. (2009). The new Markov chain is more suitable for
estimation of the number of decomposable graphs with a given number of edges than the
original algorithm.
The rest of this chapter is outlined as follows. Section 5.2 gives background on graph
theory and decomposable Gaussian graphical models. Section 5.3 gives details on the vertex-
incremental algorithm. Section 5.4 describes the use of the vertex-incremental algorithm as
part of an MCMC scheme. Section 5.5 gives numerical results illustrating the performance
of the algorithm.
5.2 Background
5.2.1 Decomposable Graphs
A cycle in a graph g is a sequence v1, . . . , vk of distinct, adjacent vertices with v1 = vk and
k ≥ 3. A graph without any cycles is said to be acyclic. A connected acyclic graph is known
as a tree, and a (possibly disconnected) acyclic graph is known as a forest. A chord of a
cycle is an edge connecting two non-consecutive vertices in the cycle.
A complete graph is one where every vertex is adjacent to every other vertex. A clique
of a graph is a complete subgraph. Note that a clique can be interpreted as a subset of
the vertices of g that induce a complete graph as a subgraph of g. A maximal clique is a
complete subgraph which is not strictly contained within another complete subgraph.
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Figure 5.1: A graph (left) and two possible clique trees (center, right).
A vertex separator is a set of vertices whose removal disconnects the graph. A minimal
separator is a vertex separator such that no proper subset is also a vertex separator.
Definition 5.1. A graph is said to be a decomposable (also known as chordal) graph if any
of the following (equivalent) conditions hold:
1. Every cycle has a chord.
2. There exists a forest T (known as the clique forest or clique tree) having the maximal
cliques of g as its vertices, with the property that for every vertex v ∈ g, the set of
maximal cliques containing v induces a connected subtree of T .
3. Every minimal separator is a complete graph.
To avoid confusion between the vertices of the clique tree T and vertices of the graph g,
we will refer to the vertices of T as nodes.
A triangulation of an undirected graph g is a decomposable graph h containing all the
edges of g.
A minimal triangulation (MT) of a graph g is a triangulation h of g, such that if any
edge is removed from h, either h is no longer decomposable or h no longer contains g.
The representation of a decomposable graph as a clique tree is not unique. For example,
Figure 5.1 shows a graph and two possible clique trees.
5.2.2 The Inverse Wishart and Hyper Inverse Wishart Distribu-
tions
We begin with some common distributions used in Gaussian graphical models. Let M+p be
the set of all p × p positive definite matrices. For m ∈ M+p , let graph (m) = (V,E) be the
graph of m−1. That is, V = {1, . . . , p} and the edge set E is defined by the property that
{i, j} ∈ E if and only if (m−1)i,j 6= 0. For any undirected graph g on p vertices, let M+p (g)
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1 2
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Figure 5.2: The value of graph (m), where m is given in (5.1).
be the set of all positive definite symmetric matrices m so that graph (m) = g. For any
subset U ⊆ V let mU,U be the appropriate square submatrix of m.
Example 5.1. Assume that
m−1 =

9 0 0 3
0 4 0 2
0 0 1 0
3 2 0 3
 . (5.1)
Then graph (m) is shown in Figure 5.2.
Assume that m ∈ M+p (g), for some decomposable graph g. For any C ⊆ {1, . . . , p},
let
[
m−1C,C
]0
be the submatrix m−1C,C of m
−1, padded with zeros to obtain full dimension
p × p. Let C1, . . . , Cj be the set of maximal cliques of g, and let S1, . . . , Sk be the minimal
separators. Then
m−1 =
j∑
i=1
[
m−1Ci,Ci
]0 − k∑
i=1
[
m−1Si,Si
]0
. (5.2)
It follows that any distribution of a random matrix, with support in M+p (g) where g is
decomposable, is entirely defined by the distributions of the submatrices
{
m−1Ci,Ci
}j
i=1
, or of
the submatrices {mCi,Ci}ji=1 (Lauritzen, 1996).
The inverse Wishart (IW) distribution is a two-parameter family of distributions on
M+p . Parameter ν > p − 1 is real and Ψ is a p × p positive definite matrix. The density of
M ∼ IW (ν,Ψ) is
f (m | ν,Ψ) = det (Ψ)
ν
2 exp
(−1
2
trace (Ψm−1)
)
2
νp
2 Γp
(
ν
2
)
det (m)
ν+p+1
2
.
If y1, . . . ,yN ∼ N (µ,Σ) are iid, where µ is known, then the IW distribution is a conjugate
prior for Σ, if there is no restriction on the zeros of Σ−1.
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If g is a decomposable graph, then there is a generalization of the IW distribution, the
hyper inverse Wishart (HIW) distribution (Dawid & Lauritzen, 1993), which has support
on M+p (g). As before, let C1, . . . , Cj be the set of maximal cliques of g, and let S1, . . . , Sk
be the minimal separators. The random matrix B ∼ HIW (g, ν,Ψ), defined to have support
M+p (g), has density
f (b | g, ν,Ψ) =
∏j
i=1 f (bCi,Ci | ν,ΨCi,Ci)∏k
i=1 f (bSi,Si | ν,ΨSi,Si)
, (5.3)
where each density in the right-hand side of (5.3) is the density of an IW distribution. The
matrix parameter of each IW distribution is the relevant square submatrix of Ψ. Note that
not all the entries in b actually appear in the right-hand side of (5.3). As stated in (5.2),
this still suffices to completely define the density.
In the case that g is a complete graph, the HIW distribution reduces to the IW dis-
tribution. The HIW family of distributions is the set of all distributions that satisfy the
global Markov property with respect to the graph g, and have the IW distribution on every
subset of variables which correspond to a complete subgraph of g. Stating that Σ has the
HIW (g, ν,Ψ) distribution is equivalent to stating that Σ has the IW (ν,Ψ) distribution,
with the extra condition that graph (Σ) = g.
If y1, . . . ,yN ∼ N (µ,Σ), where µ is known, then the HIW distribution is a conjugate
prior for Σ, if it is known a priori that Σ ∈ M+p (g). For further details see Dawid and
Lauritzen (1993). The HIW distribution can be extended to non-decomposable graphs, but
the extension is non-trivial; see Roverato (2000, 2002) for further details.
5.2.3 Model and Specification of Priors
Assume that y1, . . . ,yn are iid p dimensional vectors, distributed according to N (µ,Σ). We
take a Bayesian approach, and specify that the parameters µ and Σ are independent under
the prior, and that f (µ) is constant. For Σ we specify a prior with hyperparameter g, where
g is a decomposable graph on p vertices. The distribution of Σ | g is HIW (g, ν,Ψ), so that
g = graph (Σ).
Let Y = (y1, . . . ,yN) be the matrix of observations. Accounting for conditional inde-
pendence, the joint density of Y and the hyperparameters is
f (Y,µ,Σ, g,Ψ) = f (Y | µ,Σ) f (µ) f (Σ | g,Ψ) f (g) . (5.4)
In (5.4), f (Y | µ,Σ) is the distribution of N independent normal distributions with mean
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µ and covariance matrix Σ, f (µ) ∝ 1 is an improper prior, and f (Σ | g,Ψ) is the density
of a HIW(g, ν,Ψ) distribution.
The final step is to specify the prior f (g) on g. There have been several priors suggested,
including the uniform prior on all decomposable graphs (Giudici & Green, 1999), a volume-
based approximation (Wong et al., 2003) and a size-based prior (Armstrong et al., 2009). A
disadvantage of the uniform prior is that most decomposable graphs have an intermediate
number of edges, and relatively few are very sparse or nearly complete. For example, Table
5.1 shows the numbers {A6,k}rk=0 of decomposable graphs with k edges and 6 vertices, where
r = 1
2
p(p− 1) = 15 is the maximum possible number of edges. Note that graphs are counted
without accounting for isomorphism.
# Edges # Decomposable graphs
0 1
1 15
2 105
3 455
4 1320
5 2526
6 3085
7 3255
8 3000
9 2235
10 1206
11 615
12 260
13 60
14 15
15 1
Table 5.1: The numbers {A6,k} of decomposable graphs with k edges and p = 6 vertices.
Our focus in this chapter is on the size-based prior, which has been shown to outperform
the uniform prior (Armstrong et al., 2009). This prior specifies some arbitrary distribution
on the number of edges of g, and then chooses uniformly from the decomposable graphs with
that number of edges.
5.2.4 Estimation of the Size-Based Prior
The disadvantage of the size-based prior is that the values {Ap,k} are unknown and must be
estimated. The approach taken by Armstrong et al. (2009) begins by noting that there are
exact formula for Ap,k for k ≤ 5 and r − 2 ≤ k ≤ r. Assume that for some j we already
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have estimates
{
Âp,k
}j−1
k=6
of {Ap,k}j−1k=6, and that Âp,j is some (possibly deterministic) guess
of the value of Ap,j.
Let E (g) denote the number of edges in the decomposable graph g. For j ≤ r− 3 define
the probability density fj on the set of decomposable graphs with p vertices and j or fewer
edges as
fj (g) ∝
{
A−1p,E(g) 0 ≤ E (g) ≤ 5
Â−1p,E(g) 6 ≤ E (g) ≤ j
. (5.5)
If g ∼ fj, then for 6 ≤ k ≤ j,
6Âp,k
Pfj (E (g) = k)
Pfj (E (g) ≤ 5)
= 6Âp,k
c
Ap,k
Âp,k
c
∑5
l=0
Ap,k
Ap,k
= 6Âp,k
c
Ap,k
Âp,k
c6
= Ap,k
If we can construct some estimates P̂fj (E (g) = k) of Pfj (E (g) = k) and P̂fj (E (g) ≤ 5) of
Pfj (E (g) ≤ 5), then
Bp,k = 6Âp,k
P̂fj (E (g) = k)
P̂fj (E (g) ≤ 5)
(5.6)
may be a good estimator of Ap,k. In particular, Bp,j will be a statistically valid estimator of
Ap,j, ever if Âp,j was a deterministic approximation of Ap,j.
Armstrong et al. (2009) proposes to estimate these two probabilities using a Metropolis
algorithm, where the state-space of the Markov chain is the set of all decomposable graphs
on p vertices. To generate the proposal, we take the current graph g and a random pair
{v, w} of vertices, and ‘flip’ the state of the corresponding edge to generate a (possibly non-
decomposable) graph h. That is, if {v, w} is an edge of g then g′ = g \ {v, w}, and if {v, w}
is not an edge of g then g′ = g ∪ {v, w}.
If g′ is generated by removing edge {v, w}, then g′ will be a decomposable graph if and
only if the pair of vertices {v, w} are contained in a single maximal clique of g. If g′ is
generated by adding an edge, then the conditions required for h to be decomposable are
more complicated. See Theorem 2 of Giudici and Green (1999) for further details. If g′ is
decomposable then h = g′, otherwise h = g so that the current graph will be retained. The
graph h is the proposal for the MCMC algorithm. This proposal is clearly symmetric. The
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acceptance probability of the proposal h is min
{
1,
fj(h)
fj(g)
}
. This MCMC algorithm is given
as Algorithm 5.1.
Once the MCMC has finished running, estimates {Bp,k}jk=6 of {Ap,k}jk=6 can be calculated
using (5.6). These estimates can then be used (together with a guess at the value of Ap,j+1)
to repeat the procedure for j + 1. Armstrong et al. (2009) proposes that α
Â2p,j−1
Â2p,j−2
is a good
guess of Ap,j+1, where α ∈ (0.5, 1). The iterative approach, using this guess for Ap,j, is given
as Algorithm 5.2.
Algorithm 5.1: MCMC algorithm for estimating the values {Ap,k}jk=6.
input : Number p of vertices, maximum number j < r − 2 of edges, approximations{
Âp,k
}j
k=6
of {Ap,k}jk=6, sample size N , burn-in b.
output: Estimates {Bp,k}jk=6 of {Ap,k}jk=6.
1 g ← Graph with p vertices and 0 edges // Initial state
2 c0, . . . , cj ← 0 // Occupancy times
3 for i = 1 to N + b do
4 {v, w} ← Random pair of vertices, v 6= w
5 if {v, w} ∈ g then h← g \ {v, w}
6 else h← g ∪ {v, w}
7 u ∼ Uniform [0, 1]
8 if h decomposable and u ≤ min
{
1,
fj(h)
fj(g)
}
then g ← h
9 if i > b then cE(g) ← cE(g) + 1
10 d← c1 + c2 + c3 + c4 + c5
11 return
{
6Âp,6
c6
d
, . . . , 6Âp,j
cj
d
}
// Compute estimates using (5.6)
5.2.5 The MCMC Method of Armstrong et al. (2009)
We implemented Algorithms 5.1 and 5.2, but were unable to reproduce the numerical results
of Armstrong et al. (2009). In particular, Armstrong et al. (2009) gives an example with
p = 34. Using estimates of {A34,k}r−3k=6 generated by Algorithm 5.2, they show that the
number of edges of the graphs generated by Algorithm 5.1 is approximately uniform on
6, . . . , r − 3. For the final MCMC run they use a sample size of 10, 000 and a burn-in of
2, 000. The value of α used in the original paper is unknown; we used α = 1
2
.
If no graphs with j vertices are sampled by the MCMC algorithm, then the estimate
of Bp,j returned on Line 4 of Algorithm 5.2 is 0, and the iterative algorithm fails. In our
experience this occurs for p = 34, even for sample sizes as large as 106.
5.2 Background 107
Algorithm 5.2: The iterative algorithm for estimating {Ap,k}rk=6.
input : Number p of vertices, maximum number j of edges, where j < r − 2,
approximations
{
Âp,k
}j
k=6
of {Ap,k}jk=6, sample size N , burn-in b, constant
α ∈ (1
2
, 1
)
.
output: Estimates of {Ap,k}rk=6.
1
{
Âp,0, . . . , Âp,5
}
← {Ap,0, . . . , Ap,5} // Exact
2 for j = 6 to r − 3 do
3 Âp,j ← α Â
2
p,j−1
Âp,j−2
// Guess value of Ap,j
4 {Bp,6, . . . , Bp,j} ← Estimates using Alg. 5.1
5
{
Âp,6, . . . , Âp,j
}
← {Bp,6, . . . , Bp,j}
6 return
{
Âp,6, . . . , Âp,r−3
}
As a further test of the existing MCMC method, we restricted ourselves to the estimation
of {A34,k}150k=6. Using the improved MCMC algorithm in Section 5.4, we computed estimates
Â34,6, . . . , Â34,150. These estimates are believed to be reasonable, as running the improved
MCMC scheme using these estimates results in a distribution for the number of edges (Figure
5.3b) that is not too different from the uniform distribution.
We ran the existing MCMC scheme with a burn-in period of 10, 000, a sample size of
200, 000, and the same estimates Â34,6, . . . , Â34,150. This resulted in a highly non-uniform
distribution for the number of edges (Figure 5.3a). The number of graphs generated with
69 edges was 127, while the number of graphs generated with 0 edges was almost 7, 000.
The discrepancy between the methods, when applied using the same initial estimates, is
believed to be due to the slow mixing of the original Markov chain. This is supported by
considering plots of the sample paths of both MCMC schemes, given in Figure 5.3c and 5.3d.
The improved MCMC scheme shows much greater exploration of the space.
Examination of the original Matlab implementation (Kohn, 2017) of the MCMC method
used in Armstrong et al. (2009) revealed a mistake in the implementation of the proposal
density. Under the correct proposal density an edge is chosen at random and the state of
that edge is flipped. In the Matlab implementation the state of a random edge is flipped,
where that edge is chosen uniformly from those edges, such that flipping the edge results in
a decomposable graph. This (incorrect) proposal is shown in Algorithm 5.3. This may have
been intended as an optimization, but the resulting proposal density is non-symmetric. This
proposal density is then used with an incorrect acceptance probability, as the acceptance
probability in Armstrong et al. (2009) assumes symmetry.
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This explains our numerical results with the existing MCMC method. The sample size
necessary to obtain the accuracy claimed in Armstrong et al. (2009) using a correct imple-
mentation is at least 107, and likely orders of magnitude larger. Using the incorrect proposal
distribution, the limiting distribution of the Markov chain will be wrong, but close enough
the desired distribution to appear reasonable. Our overall conclusion is that the existing
MCMC algorithm may not be suitable for estimating the values of the size-based prior, due
to the large sample size required.
Algorithm 5.3: The incorrect proposal density from Armstrong, Carter, Wong, and
Kohn (2009).
input : Graph g with vertices v1, . . . , vp and edges e1, . . . , ene .
output: Proposal graph h.
1 Eadd ← {e ∈ E : e 6∈ g, e ∪ g is decomposable }
2 Eremove ← {e ∈ E : e ∈ g, g \ e is decomposable }
3 eselected ← Random element of Eadd ∪ Eremove
4 if eselected ∈ Eadd then h← g ∪ eselected
5 else h← g \ eselected
6 return h
5.3 Modifying Decomposable Graphs
The previous MCMC approach to estimating {Ap,k}r−3k=6 relied on adding or removing only
single edges. In Section 5.4 we will describe an MCMC algorithm that adds or removes
multiple edges in a single step. The following considerations were important in designing
the improved MCMC scheme.
1. The modifications to the current decomposable graph g must, where possible, result
in a graph h that is also decomposable.
2. If h is decomposable, then we will need to be able to modify a clique tree T for g, in
such a way that the result is a clique tree for h.
In this section we describe modifications of a decomposable graph that meet these conditions.
5.3.1 Adding Edges
Let (v, w) be an ordered pair of vertices, such that {v, w} is not an edge of the current
decomposable graph g. The graph g∪{v, w} will not necessarily be decomposable. However,
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(a) Histogram of the number of edges, for the
original MCMC scheme of Armstrong (2009).
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Figure 5.3: Simulation results with p = 34 and j = 150, using the original MCMC scheme
of Armstrong, Carter, Wong, and Kohn (2009) and the improved MCMC scheme given in
Section 5.4.
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there is a minimal set R (g, v, w) of edges incident to v, such that g∪{v, w}∪R (g, v, w) is a
decomposable graph. We generate the set R (g, v, w) using the ideas of Berry et al. (2006).
See Section 5.A for further details. As R (g, v, w) is a set of edges incident to v, in general
R (g, v, w) 6= R (g, w, v), unless both sets are empty.
Once R (g, v, w) has been computed, it is possible to modify the clique tree T so that the
result is a clique tree of g ∪ {v, w} ∪R (g, v, w). See Section 5.B.
5.3.2 Removing Edges
An edge {v, w} can be removed from g if it is contained in only a single node of the clique
tree T of g. Updating the clique tree to account for this change corresponds to taking the
single node N of T containing {v, w}, and splitting it into two nodes N \ {v} and N \ {w}.
Further changes are necessary if one of the two new nodes represents a non-maximal clique.
See Section 5.C for further details.
5.4 Improved MCMC
Our improved MCMC scheme is a Metropolis-Hastings scheme based on the incremental
algorithm; unlike the MCMC scheme of Armstrong et al. (2009), our proposal distribution
is non-symmetric. As in Section 5.2.3, assume that for some j we already have estimates{
Âp,k
}j−1
k=6
of {Ap,k}j−1k=6. We also assume that Bp,j is some (possibly deterministic) estimate
of Ap,j, and aim to estimate Ap,j using (5.6).
Let T (g, h) be the proposal distribution, where g is the current graph. Throughout this
section we will illustrate the proposed MCMC scheme using the graphs in Figure 5.4. We
begin by deciding whether to attempt to add or remove edges. If E (g) = 0 then we add an
edge. If E (g) = j then we remove edges. Otherwise, we decide to remove or add edges with
probability 0.5.
If we decide to add an edge, we select a random pair (v, w) of vertices, such that {v, w} 6∈
g. If we decide to remove an edge, we select a random pair (v, w) of vertices, such that
{v, w} ∈ g. Similar to the MCMC algorithm of Armstrong et al. (2009), the pair (v, w) will
be used to change the current graph. Unlike that MCMC algorithm, the order of this pair
will be important, because edges incident to u (the first vertex of the pair) will be changed.
For notational simplicity, in this section we refer to Ap,0, . . . , Ap,6 as Âp,0, . . . , Âp,6.
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(f) Graph g6.
Figure 5.4: Graphs used as examples in Section 5.4.
5.4.1 Addition of Edges
The proposed graph is h = g ∪ {v, w} ∪ R (g, v, w). That is, the proposal is the smallest
decomposable graph that contains g, {v, w} and some extra edges incident to v. Note that
the order of the vertices v and w is important, because R (g, v, w) 6= R (g, w, v), unless both
sets of edges are empty. For example, if the current graph is g1 in Figure 5.4a, and v = 2
and w = 6, then the proposed graph is g6 in Figure 5.4f. If v are w are reversed, then the
proposed graph changes.
We now consider the values of the transition density T (g, h), where h has more edges
than g. We prove in Section 5.D that if R (g, v, w) 6= ∅, then there is only one value for the
pair (v, w) capable of producing the proposal graph h. So if R (g, v, w) 6= ∅, the transition
probability is the probability of selecting that pair of vertices, in the correct order. So
T (g, h) =
1
2
(p(p− 1)− 2E (g))−1 .
If R (g, v, w) = ∅, then the transition occurs for two specific values of the pair (v, w); the
same transition occurs if the order is reversed. In this case the transition density is
T (g, h) = (p(p− 1)− 2E (g))−1 , E (g) 6= 0,
T (g, h) = 2p−1 (1− p)−1 , E (g) = 0.
The proposed graph h may have more than j edges, in which case it will never be accepted.
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5.4.2 Removal of Edges
The transition density is more complicated when removing edges. We cannot simply propose
the graph g \ {v, w}, as in Armstrong et al. (2009); as we have allowed transitions involving
the addition of multiple edges in a single step, we must allow the removal of multiple edges
in a single step, too. For example, considering the graphs in Figure 5.4, it must be possible
to transition directly from g6 to g1.
So if {v, w} is an edge of g, we begin by checking whether g \ {v, w} is a decomposable
graph. This graph is decomposable if and only if edge {v, w} is contained in a single maximal
clique of g. If this graph is not decomposable, then the proposal is h = g.
So assume that g \ {v, w} is decomposable. Define
S (g, v, w) = {h : h is decomposable, {v, w} 6∈ h, h ∪ {v, w} ∪R (h, v, w) = g} .
This is the set of all graphs h with p vertices, not containing edge {v, w}, so that it is possible
to transition directly from h to g, with the specified values of v and w. The mnemonic S is
used, as each graph in this set is smaller than g. For example, consider graph g1 given in
Figure 5.4a. In this case S (g1, 2, 4) = {g2, g3, g4, g5}. This is not the same as S (g1, 2, 4).
We defer the details of computing S (g, v, w) to the next section. Define
min (g, v, w) = min
h∈S(g,v,w)
E (h) ,
max (g, v, w) = max
h∈S(g,v,w)
E (h) .
These are the maximum and minimum number of edges, over all the graphs in S (g, v, w).
The number of edges of the proposal h is simulated according to a density f (n | g, v, w) on
the integers
min (g, v, w) , . . . ,max (g, v, w) ,
where
f (n | g, v, w) = Â
−1
p,n∑max(g,v,w)
k=min(g,v,w) Â
−1
p,k
. (5.7)
Once the number of edges has been selected, the proposal h is selected uniformly from the
graphs in S (g, v, w) which have that number of edges.
Now we turn to evaluating the value of the transition densities T (g, h), in the case that
h has fewer edges than g. We begin with the case that h = g \ {v, w}. Like the similar
5.4 Improved MCMC 113
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Figure 5.5: Representation of the set S (g1, 2, 4) as a graph, where g1, . . . , g5 are shown in
Figure 5.4.
case in Section 5.4.1, there are two specific values of the pair (v, w) which can lead to this
transition; the same transition is possible with v and w reversed. If h = g \ {v, w} has j − 1
edges, then
T (g, h) =
1
2j
(f (E (h) | g, v, w) + f (E (h) | g, w, v)) .
Otherwise,
T (g, h) =
f (E (h) | g, v, w) + f (E (h) | g, w, v)
2× 2E (g) .
Now consider the case where generating h from g involves deleting two or more edges.
As proved in Section 5.D, this transition is only possible for one value of the pair (v, w). Let
N (n, g, v, w) be the number of graphs in S (g, v, w) which have n edges. Then if g has j
edges,
T (g, h) =
1
2j
f (E (h) | g, v, w)N (E (h) , g, v, w)−1 .
Otherwise T (g, h) = (4E (g))−1 f (E (h) | g, v, w)N (E (h) , g, v, w)−1.
5.4.3 Computing S (g, v, w)
The elements of S (g, v, w) can themselves be arranged as a directed acyclic graph, where
there is an edge from h ∈ S (g, v, w) to h′ ∈ S (g, v, w) if h′ = h \ e, for some edge e. For
example, the graph associated with S (g1, 2, 4) is shown in Figure 5.5. As shown in Section
5.E, it is always the case that a depth-first search of the graph of S (g, v, w), started at
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Algorithm 5.4: Depth first search for identifying the set S (g, v, w).
input : Graph g, vertices v and w.
output: The set S (g, v, w).
1 h← g \ {v, w}
2 S ← {h} , T ← clique tree of h, stack← {(w, 1)}
3 while |stack| > 0 do
4 (previous, current)← last element of stack
5 Remove last element of stack
6 while current ≤ p do
7 e← {v, current}
8 if e ∈ g, e ∈ h, (h \ e) is decomposable, (g \ e) is not decomposable, (h \ e) 6∈ S
then
9 Add h \ e to S
10 Add (previous, current + 1) to the end of stack
11 Add (current, 1) to the end of stack
12 h← h \ e
13 Update T to account for removal of e from h
14 break
15 current← current + 1
16 if current > p then
17 h← h ∪ {v, previous}
18 Update T to account for addition of e to h
19 return S
g \ {v, w}, will reach every element of S (g, v, w).
The set can therefore be identified using a depth-first search, as in Algorithm 5.4. The
idea of this algorithm is to iteratively remove edges from the current graph h, starting at
g \ {v, w}. An edge e ∈ h incident to v can be removed from h, provided that the resulting
graph is still decomposable, and g \ e is not decomposable. Note that this algorithm copies
g only once, on line 1.
The test of whether h \ e ∈ S on line 8 of Algorithm 5.4 can also be done efficiently. All
the graphs in this algorithm differ only in the set of edges incident to v. This set of edges can
be interpreted as a binary number, and used as the input to a hash function. For example,
consider S (g1, 2, 6) = {g2, . . . , g5}, where g1, . . . , g5 are given in Figure 5.4. In the case of
g2, the vertices adjacent to 2 are 0, 1 and 3. This can be represented as the binary number
0001011, which is 11 in base 10.
We can now state the improved MCMC algorithm, which is given as Algorithm 5.5.
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Algorithm 5.5: Improved MCMC algorithm for estimating Ap,0, . . . , Ap,k.
input : Number p of vertices. Integer j giving the maximum number of edges.
Estimates
{
Âp,k
}j
k=0
of {Ap,k}jk=0, where
{
Âp,k
}6
k=0
= {Ap,k}6k=0. The
estimate of Ap,j may be deterministic. Sample size N and burn-in period b.
output: Estimates of {Ap,k}jk=0.
1 g ← graph with p vertices and 0 edges
2 c0, . . . , cj ← 0
3 for i = 1 to N + b do
4 adding ∼ Bernoulli(0.5)
5 if (adding or E (g) = 0) and E (g) 6= j then
6 (v, w)← random (ordered) edge that is not in g
7 h← g ∪ {v, w} ∪R (g, v, w)
8 else
9 (v, w)← random (ordered) edge of g
10 if g \ {v, w} is decomposable then
11 Compute S (g, v, w) using Algorithm 5.4
12 max (g, v, w)← maxg′∈S(g,v,w) E (g′)
13 min (g, v, w)← ming′∈S(g,v,w) E (g′)
14 nEdges ∼ f (n | g, v, w) /* See equation (5.7) */
15 edges← random element of {s ∈ S (g, v, w) : |s| = nEdges}
16 h← g \ edges
17 else h← g
18 ratio← T (h,g)fj(h)
T (g,h)fj(g)
/* See (5.5) and sections 5.4.1 and 5.4.2 */
19 u ∼ Uniform[0, 1]
20 if u ≤ min {1, ratio} then g ← h
21 if i > N then cE(g) ← cE(g) + 1
22 d← c1 + c2 + c3 + c4 + c5
23 return
{
6Âp,6
c6
d
, . . . , 6Âp,j
cj
d
}
// Compute estimates using (5.6)
5.5 Numerical Results
We used the improved MCMC algorithm to estimate the constants {Ap,k}rk=0, where 10 ≤ p ≤
24 and r = 1
2
p (p− 1). These estimates are available as part of the R package chordalGraph
(Shah, 2017). All these estimates are generated using the iterative algorithm, but at the final
stage we use the exact values of {Ap,k}6k=0 and {Ap,k}rk=r−2. These estimates took significant
computational time to generate; the final step to estimate A24,276 required over a day. All
estimates were generated with a burn-in period of 10,000 and a sample size of 2,000,000.
We show here the results for p = 24. The estimates are shown in Figure 5.6. The
empirical distribution of the number of edges, using the MCMC samples, is shown in Figure
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Figure 5.6: Estimates of the constants
{A24,k}276k=0.
Figure 5.7: Empirical distribution of the
number of edges, using the MCMC sam-
ples.
5.7. This empirical distribution is clearly non-uniform. In our experience, the estimates used
to construct the Markov chain are reasonable if the Markov chain can shift between the two
extreme states (the graph with zero edges, and the complete graph with every possible edge)
with relative ease. In this sense the empirical distribution shown in Figure 5.7 is acceptable,
and indicates that the estimates of {Ap,k}r−3k=7 are accurate.
5.6 Discussion
When performing Bayesian estimation of a covariance matrix Σ of p variables, it is reasonable
to specify a prior distribution for the number of edges of the hyperparameter g of the hyper
inverse Wishart distribution. The specification of this prior (uniform or otherwise) requires
the estimation of the number Ap,k of decomposable graphs with p vertices and k edges, for
0 ≤ k ≤ 1
2
p (1− p).
Armstrong et al. (2009) showed that there can be significant benefits to the use of such a
size-based prior, and provided an MCMC method for estimating these constants. A flaw in
their implementation led to a drastic under-estimate of the number of samples required for
accurate estimation, using a correct implementation. They also did not publish any of the
required constants, making their suggested prior difficult to use in applications; the required
constants would still need to be estimated, and this is a challenging task.
We have provided estimates (Shah, 2017) of the constants {Ap,k}rk=0 where r = 12p (p− 1),
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for all p ≤ 24. These estimates were generated using an improved MCMC method, with a
sample size of N = 2, 000, 000. These accurate estimates will allow the use of the size-based
prior in applications. They are also a starting point for any future attempt to estimate these
constants more accurately.
Appendix
5.A Computing R(g, v, w)
We refer to vertices of the clique tree T as tree nodes. We first identify tree nodes Kv and
Kw which contain vertices v and w respectively. These nodes are not unique. We attempt
to identify a path in T between Kv and Kw using a depth-first search. If Kv and Kw lie in
different connected components of T then R (g, v, w) = ∅. Otherwise, we identify the shortest
sub-path P which starts at a node K ′v containing v and ending at a node K
′
w containing w.
We traverse the path P until we identify three consecutive nodes Kk−1, Kk and Kk+1, so
that Kk−1 ∩ Kk ⊆ Kk ∩ Kk+1 or Kk ∩ Kk+1 ⊆ Kk−1 ∩ Kk. For simplicity assume the first
case occurs. Then edge {Kk−1, Kk} is removed from T and tree edge {Kk−1, Kk+1} is added.
The path P is also updated to account for the change. We repeat these modifications to the
clique tree until no more such changes are possible. At this point, if P =
{
K1, . . . , K|P |
}
is
the path then the set R (g, v, w) of required edges can be written as
R (g, v, w) = {{v, u} | ∃1 ≤ k < |P | , u ∈ Kk ∩Kk+1} .
See Section 5.1 of Berry et al. (2006) for further details.
Example 5.2. Assume that the graph g is the graph given in Figure 5.8a. A clique tree
for this graph is given in Figure 5.8b. Assume we wish to calculate R (g, 1, 6), and that we
initially choose the path in the clique tree from {5, 6} to {0, 1, 2}. We begin by shortening
this path to the path between {5, 6} and {0, 1, 3}.
Starting at {4, 5}, we traverse the path, and note that
{4, 5} ∩ {4, 7, 9} ⊆ {4, 7, 9} ∩ {4, 7, 8} . (5.8)
This indicates that the clique tree should be restructured, resulting in the clique tree given in
Figure 5.8c. The direction of the subset relation in (5.8) requires that {4, 7, 9} be connected
to {4, 7, 8} and not {4, 5}.
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(a) The graph g.
0,1,20,1,30,3,44,54,7,84,7,94,55,6
(b) Clique tree for the graph in Figure 5.8a.
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(c) Another clique tree.
0,1,20,1,30,3,4
4,7,8
4,7,9
4,55,6
(d) Another clique tree.
Figure 5.8: Graph and clique trees for Example 5.2.
We then traverse the path again, and note that
{4, 5} ∩ {4, 7, 8} = {4, 7, 8} ∩ {0, 3, 4} . (5.9)
We restructure the clique tree again, resulting in the clique tree given in Figure 5.8d. Because
the sets in (5.9) are equal, we could equally have attached {4, 7, 8} to {0, 3, 4}. Because no
further restructuring is possible, the union of minimal separators is
{5, 6} ∪ {4, 5} ∪ {0, 3, 4} ∪ {0, 1, 3} = {0, 1, 3, 4, 5, 6} . (5.10)
We ignore vertices 1 and 6 in (5.10). We also ignore vertices 0 and 3, as they are already
adjacent to 1. The remaining vertices are 4 and 5, so R (g, 1, 6) = {{1, 4} , {1, 5}},
5.B Updating the Clique Tree when Adding {v, w} ∪
R (g, v, w)
We again identify tree nodes Kv and Kw which contain vertices v and w respectively. We
begin with the case that Kv and Kw lie in different connected components of T . If Kv
and Kw contain only a single vertex each, then they are both deleted and a new tree node
containing v and w is added. Otherwise if Kv contains only v, then vertex w is added to Kv
and the tree edge {Kv, Kw} is added to T . The case where Kw contains only w is similar.
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If both Kv and Kw contain multiple vertices then a new tree node K
′ = {v, w} is added to
T , and edges {Kv, K ′} and {Kw, K ′} are added.
We consider now the case where Kv and Kw lie in the same connected component. As
previously, we identify the shortest path P =
{
K1, . . . , K|P |
}
which starts at a tree node
containing v and ending at a tree node containing w. Vertex v is added to every tree node
on the path. We then consider every triple Kk−1, Kk, Kk+1 of consecutive vertices of P . If
Kk 6⊆ Kk−1∪Kk+1, then the clique tree is modified. The vertex K ′ = Kk ∩ (Kk−1 ∪Kk+1) is
added, and so are the edges {K ′, Kk−1} , {K ′, Kk+1} and {K ′, Kk}. The edges {Kk, Kk−1}
and {Kk, Kk+1} are removed, and the path P is updated. The effect of this modification is
that K ′ replaces Kk in the path.
The modification rules at the start and end of the path are slightly different. If K1 6⊆
K2 ∪ {u}, then a new tree node K ′ = (K1 ∩K2) ∪ {u} is added, as are edges {K ′, K1} and
{K ′, K2}. The node K ′ is now the first node of the path P . The updating rule for the other
end of the path is similar.
Continuing the case where Kv and Kw lie in the same connected component, the final
step is to identify cliques that are no longer maximal. We again traverse the path, until we
identify nodes Kk and Kk+1 so that Kk ⊆ Kk+1 or Kk+1 ⊆ Kk. For simplicity we assume
the first case. Then for every node K ′ adjacent to Kk we add the edge {K ′, Kk+1}. The
node Kk is then removed from the clique tree, and the path P is updated.
See Section 5.2 of Berry et al. (2006) for further details
5.C Updating the Clique Tree when Removing {v, w}
Let K be the unique tree node of the clique tree T , which contains {v, w}. We consider first
the case where K contains only two vertices, so we are breaking one connected component
into two.
Assume that there are two other tree nodes Kv and Kw, containing v and w respectively.
Then edges from any other node N to K in T are redirected to either Kv or Kw (depending
on whether v ∈ N or w ∈ N), and vertex K is removed. If tree node Kv can be found but
Kw cannot, then all edges incident to K in T are redirected to Kv. Tree node K is deleted,
and node {w} is added. The case where Kw can be found but Kv cannot is similar. If neither
Kv or Kw can be found, K is deleted and tree nodes {v} and {w} are added.
Assume now that K contains more than two vertices. Let Kw = K \ {v} and Kv =
K \ {w}. We consider first the case where there exist tree nodes K ′v and K ′w, such that
Kv ⊆ K ′v and Kw ⊆ K ′w. Edges from any other node N to K are redirected to K ′v or K ′w
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(depending on whether v ∈ N or w ∈ N).
Assume that such a K ′w cannot be found. Then v is removed from K. Edges from any
other node N 6= K ′v with v ∈ N to K are redirected to K ′v. The case where K ′v cannot be
found but K ′w can is similar.
Assume that such a K ′w cannot be found, and neither can K
′
v. Then add node Kw to T
and remove vertex w from K. Edges from any other node N with w ∈ N to K are redirected
to Kw. Finally edge {Kw, K} is added to T .
5.D Proof that Transitions are Unique
Assume that there is some graph g, so that {v, w} is not an edge of g. Assume that
R (g, v, w) 6= ∅, and let v′ and w′ be vertices so that v′ 6= v or w 6= w′. If
h = g ∪ {v, w} ∪R (g, v, w) ,
h′ = g ∪ {v′, w′} ∪R (g, v′, w′) ,
then h 6= h′. This implies that for any transition that involves adding more than one edge,
the only way for this transition to occur is by selecting one specific pair of values for (v, w).
Proof. Assume that h = h′. The edges added to g must be the same for both h and h′.
From the definition of R (g, v, w), the additional edges for h are all incident to v. For h′ the
additional edges are all incident to v′. So we must have v = v′.
Now consider the graph h. Edge {v, w} must be the only edge added to g, which can
be removed from h to give a decomposable graph. If this was true of any other edge, then
this would contradict the minimality of R (g, v, w). Applying the same argument to h′ shows
that the same edge can be written as {v′, w′}. So as v = v′, for these edges to be identical
we must have w = w′.
5.E A Depth-First Search Can Traverse S (g, v, w)
Proposition 5.1. Let G = (V,E) and G′ = (V,E ′) be decomposable graphs with the same
vertex set, where E ⊆ E ′. Then there is a decreasing sequence of decomposable graphs going
from E ′ to E, such that consecutive graphs in the sequence differ by only one edge.
Proof. See Frydenberg and Steffen (1989).
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Proposition 5.2. Assume that there are graphs g and h, and vertices v and w, so that
g = h∪{v, w}∪R (h, v, w). Then for any graph g′ such that h ⊆ g′ ⊆ g, g′∪{v, w}∪R (g′, v, w)
must also be equal to g.
Proof. We know that
g′ ∪ {v, w} ∪R (g′, v, w) = h ∪ {v, w} ∪ (R (g′, v, w) ∪ (g′ \ h)) . (5.11)
Assume that there is an edge e ∈ R (h, v, w), which is not contained in g′ or R (g′, v, w). As
e ∈ R (h, v, w) we know that e ∈ g, e 6= {v, w} and e 6∈ h. The right-hand side of (5.11) is
a decomposable graph containing h and {v, w}, which does not contain e, and is therefore
strictly smaller than g. This contradicts the minimality of g, so such an edge e must not
exist. This implies
R (g′, v, w) ∪ (g′ \ h) = R (h, v, w) .
So (5.11) is equal to g.
Take any h ∈ S (g, v, w), h 6= g\{v, w}. By Proposition 5.1, there is a decreasing sequence
of decomposable graphs starting at g \ {v, w} and ending at h, such that consecutive graphs
in the sequence differ by only one edge. By Proposition 5.2, each of these graphs must also
be in S (g, v, w). This sequence is therefore a path in the graph of S (g, v, w), starting at
g \ {v, w} and ending at h. So a depth first search of the graph of S (g, v, w) will reach every
element.
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