We prove that an associative algebra A is isomorphic to a
Introduction
There are well-know characterizations of Banach algebras bi-continuously isomorphic to closed subalgebras in the algebra B(H) of bounded linear operators on Hilbert space H due to Varopoulos [21] and P. G. Dixon [8] . In sequel subalgebras of B(H) will be called operator algebras.
With an advent of operator space theory a useful characterization of operator algebras was given by Blecher, Ruan ans Sinclair [5] . We will collect some necessary definitions and facts from the theory below. Let B be a unital operator algebra in B(H). The algebra M n (B(H)) of n × n matrices with 0 2000 Mathematics Subject Classification: 46L07, 46K50 (Primary) 16S15, 46L09, 16W10 (Secondary) entries in B(H) has a norm · n via the identification of M n (B(H)) with B(H n ), where H n is the direct sum of n copies of a Hilbert space H. The algebra M n (B) inherits a norm · n via natural inclusion into M n (B(H)). The norms · n are called matrix norms on the operator algebra B. If φ : B → B 1 is a linear bounded map between two operator algebras then φ (n) = id ⊗ φ maps M n (B) into M n (B 1 ) and φ cb = sup
is called completely bounded norm of φ. The map φ is called completely bounded if φ cb < ∞. An abstract operator algebra A is an associative algebra with a given collection of norms · m,n on M m,n (A) satisfying certain axioms (see [5] ). The BRS Theorem states that every unital abstract operator algebra with the unit of norm 1 is completely isometric to an operator algebra in B(H).
For non-normed associative algebras no characterization seems to be known. Not every associative algebra is isomorphic to a subalgebra of a Banach algebra. To see this consider the quotient A of the free algebra on two generators x and y by the ideal generated by xy − yx − x. Then for every n ≥ 1 we will have the relation x n y−yx n = nx n . Thus for every algebra norm on A we will have n x n ≤ 2 x n y . Hence x n should be zero for some n which can be easily checked to be false. This contradiction shows that A can not be embedded into a Banach algebra. The algebra B(l 1 (Z)) gives an example of an algebra which admits a norm but which is not embeddable in B(H). A proof can be deduced from the well know fact that all subalgebras of B(H) are Arens regular.
For * -algebras there are several criteria of representability in B(H) and a number of sufficient conditions (see [15, 18] ). We will recall some of them in Section 3. In present paper we propose a functor D * from the category of associative algebras with homomorphisms to the category of * -algebras with * -homomorphisms. The functor D * maps an associative algebra to its * -double A * A * (see Section 2 for more details). This functor has been used in [4] to define maximal C * -algebra of an operator algebra A. To be more precise, to each completely contractive homomorphism θ : A → B(H) there corresponds a * -homomorphism θ * θ * of A * A * into B(H). Let J denote the intersection of kernels of all θ * θ * . One can obtain a C * -algebra by completing A * A * /J with respect to the C * -norm x = sup θ * θ * (x) . This C * -algebra denoted by C the free product amalgamated over the diagonal subalgebra A ∩ A * . Thus J contains ker π. No conditions are known which ensure that J is trivial (however some description of J can be found in [10] ). We will prove that if in the above construction θ is not required to be completely contractive but only completely bounded with θ cb ≤ 1 + ǫ then J is always trivial (see Theorem 11) .
The main property of the functor D * established in the present paper is that an algebra A is isomorphic to a subalgebra in B(H) if and only if D * (A) is isomorphic to a * -algebra in B(H). We also give several applications of the representability result in the theory of operator algebras. For example we show that each operator algebra A is completely boundedly isomorphic to a concrete operator algebra B with the property that each element x is determined by its module (x * x) 1/2 up to a scalar multiple and such that B ∩ B * = Ce. Here B * is the set of adjoint operators to those in B. The subalgebra B ∩ B * depends on the embedding of B into B(H) and could be characterized as a maximal C * -subalgebra of B. If we consider all cb embeddings with cb inverses we obtain a family of subalgebras of B of the form B ∩ B * . The above result shows that the minimal subalgebra in this family is C. In the last section we study the opposite question, i.e. what are the maximal subalgebras in this family.
2 Algebraic properties of * -Doubles.
All algebras in the paper will be assumed unital and the units will be denoted by e. Let A be an associative algebra (over the field of complex numbers). There exists an associative algebra A * and anti-isomorphism φ : A → A * , i.e. φ is an additive bijection and for all a, b ∈ A and λ ∈ C, φ(ab) = φ(b)φ(a) and φ(λa) = λa. It is easy to see that A * is unique up to isomorphism. The existence of A * follows from the following construction. Consider any corepresentation A = F (X)/I where F (X) is the free associative algebra with a generating set X. The algebra F (X) is a subalgebra in the free * -algebra on the generating set X ∪X * . The involution of the free * -algebra maps ideal I to an ideal I * contained in F (X * ) and the quotient algebra F (X * )/I * is clearly anti-isomorphic to A. Definition 1. The * -double of A, denoted by D * (A), is the free product A * A * with an involution defined on the generators by the rule a * = φ(a),
where a ∈ A and b ∈ A * and φ : A → A * is a fixed antiisomorphism.
It is easy to show that * -double of A is unique up to * -isomorphism. In sequel we will reserve the notation A * B for the free product in the category of associative algebras and will use A ⋆ B to denote the free product in the category of * -algebras.
The * -double of A has the following universal property. There are injective homomorphisms i : A → D * (A) and j : A * → D * (A) such that for any * -algebra B and any homomorphism π : A → B there exists a unique * -homomorphismπ : D * (A) → B such that the following diagram is commutative:
Here π * denotes (π • φ −1 ) * . By the universal property of the free product every homomorphism ρ between the algebras A and B defines the homomorphism ρ * ρ * : A * A * → B * B * which coincides with ρ when restricted to the first factor and with ρ * = ψ • ρ • φ −1 when restricted to the second one. Here φ : A → A * and ψ : B → B * are fixed anti-isomorphisms. Below we will collect a few simple properties of D * .
Proposition 2. Let A and B be associative algebras. Then the following properties hold.
is a * -homomorphism which is injective provided ρ is such. Thus ρ → ρ * ρ * can be considered as an action of the functor D * on the morphisms.
3. Decompose A = Ce ⊕ A 0 as a direct sum of vector spaces where A 0 is a subspace in A. Then A * = C ⊕ A * 0 and D * (A) as a vector space is
Proof. Statements 1-4 are straightforward. To show the last one we will represent A by generators and relations
Here p(x) denote an element of the free algebra F ({x α }). For another alphabet y = {y α } indexed by the same set Λ we will denote by p β (y) the element of F ({y α }) obtained by substitution y α for x α in p β (x). For simplicity we will write x = {x α } α∈Λ and y = {y α } α∈Λ . In these notations
Fix some decomposition A = Ce ⊕ A 0 as in Proposition 2. The elements c 1 c 2 . . . c n , where c j ∈ A 0 ∪ A * 0 , and such that c j ∈ A 0 iff c j+1 ∈ A * 0 for all j correspond to elementary tensors c 1 ⊗ . . . ⊗ c n in decomposition (2) and will be called words.
Fix a linear basis {e λ } λ∈Λ in A 0 (we will assume that 0 lies in Λ and e 0 = 1 and that Λ is well-ordered). The set Ω of words ω = e i 1 e * jn e i 2 e * j n−1
where i k = 0 and j k = 0 for k = 1 is a linear basis for D * (A). The number l(ω) of factors not equal to e 0 will be called the length of ω. We can consider Ω to be well-ordered by introducing homogenous lexicographic ordering on the set of multi-indices (i 1 j n . . . i n j 1 ).
Thus arbitrary x ∈ D * (A) is a finitely supported sum x = ω∈Ω α ω ω (α ω ∈ C). We can define the leading monomial to be λ ω 0 ω 0 where ω 0 ξ for all ξ ∈ Ω with α ξ = 0 and the leading coefficient to be α ω 0 . Define the degree deg(x) of x to be l(ω 0 ). For every ω ∈ Ω we have ωω * ∈ Ω. This fact will be frequently used in sequel. Recall the following definition from [15] . We will prove below that all partial isometries in D * (A) are scalar multiples of the unit. This fact will require the use of non-commutative Gröbner basis theory. We refer the reader to the appendix for necessary definitions and facts from this theory.
Proposition 4. Let A be an associative algebra with the unit e and B = D * (A). Then the following statements hold.
1. The * -algebra B is ordered.
2. B contains no non-scalar algebraically bounded element, i.e. equality n j=1 x * j x j = e for some x j ∈ B implies that x j ∈ Ce.
3. If x ∈ A and y ∈ B are such that
Proof. To prove the first and the second statements take arbitrary
Then for every w ∈ M the coefficient in front of w * w in the decomposition of n j=1 x * j x j into a linear combination of elements of BW is equal to w j,k =w |α j,k | 2 and hence is not zero. In particular from this follows item 1.
Moreover, deg(
Since deg e = 0 the equality
Let us prove the last statement. If x = 0 then y = 0 since B is ordered. Suppose that x is not a scalar multiple of the unit e. We can choose a generating set X for A containing x and well-ordered in such a way that for every y ∈ X \ {x}, y ≤ x implies y = e. By the general theory of Gröbner bases there exists a Gröbner basis S ⊆ F (X) for A. In particular, x can not be a greatest word of any s ∈ S. Then, clearly, S ∪ S * is a Gröbner basis for B. Let BW denote the linear basis of B consisting of words in X (see appendix). Clearly, the word x * x can not appear as a term with a non-zero coefficient in elements of S ∪ S * . Each of the words x and x * can not be the greatest word of any element s ∈ S ∪ S * . Thus x * x ∈ BW . Decomposing y by the basis we get y = α 1 w 1 + . . . + α n w n for some α j ∈ C \ {0} and distinct w j ∈ BW . Hence y * y = i,j α i α j w * i w j . Assume that y is not a scalar multiple of e. Put M = {j| l(w j ) = deg(y)}. For any i ∈ M the word w * i w i lies in BW and has the coefficient |α i | 2 in the decomposition of y * y by the linear basis BW . From this and from the equality x * x = y * y follows that M is a singleton M = {j} and w j = x. In particular, deg y = 1 and y = αe + βx (α, β ∈ C). Thus we have
Since e, x, x * , x * x lie in BW we get α = 0, |β| = 1. Thus x and y are proportional as claimed.
We are left with the case x = γe for some γ ∈ C. Let A 1 denote the unitization of A which is C ⊕ A as a vector space with a multiplication given by (λ, a)(µ, b) = (λµ, λb + µa + ab). The subalgebra A is an ideal in A 1 of codimension one. Then the fact that x as an element of A 1 is not a multiple of the unit and equality
Hence by the first part of the proof x = λy for some y ∈ C.
Remark 5. A much stronger fact than statement 1 in the above theorem was established in [18] . Namely, it was proved that
is isomorphic to a * -subalgebra in the * -algebra L(H) of all linear operators acting on a pre-Hilbert space H. Proof. A proof can be derived from the above proposition and the known fact that partial isometries, projections and unitaries are algebraically bounded elements. But we will give a short direct proof.
Assume that y ∈ D * (A) is unitary then y * y = e * e. Hence by the above proposition y is scalar. If y is projection then z = 2y − e is unitary and thus scalar. If y is partial isometry then y * y and yy * are projections which can be only 0 or e. If y * y = 0 or yy * = 0 then y = 0 since D * (A) is ordered * -algebra. Otherwise y * y = 1 and yy * = 1. Hence y is unitary and consequently scalar.
3 Faithful representations of * -algebras.
In this section we present conditions for a * -algebra to have a faithful * -representation by bounded operators acting on a Hilbert space. A * -algebra with this property will be called C * -representable.
For a * -algebra A the reducing ideal denoted by Rad(A) is the intersection of the kernels of all * -representations of A on Hilbert spaces. There is a connection between the problem of finding reducing ideals and finding closures of ideals in the C * -algebra of a free group. This connection was not noticed before and we will present it here. If a * -algebra A is generated by unitary elements then A is a quotient of the group * -algebra F * = C[F(X)] by a * -ideal J . Here F(X) denotes the free group with a generating set X. We will identify A with F * /J . Let C * (F) be the group C * -algebra which is the universal enveloping C * -algebra of F * . In particular, F * is a dense * -subalgebra in C * (F). We will consider F * as a topological space with topology induced from C * (F) and will denote by J cl the closure of J in F * .
We will consider π as a * -representation π : F * /J → B(H) on some Hilberst space H. From the universal property of the enveloping C * -algebra follows that Rad(A) = ker π. Clearly, π • q is a * -representation of F * . Thus by the universal property of the enveloping C * -algebra π • q can be extended to the * -representation of C * (F * ). Hence there is an extension of q to a surjective * -homomorphismq : C * (F * ) → C * (F * /J ). Thus J ⊆ kerq. Since kerq is closed the closure J of J in C * (F * ) is also contained in kerq. To show the converse inclusion note that the quotient C * (F * )/J is a C * -algebra. It can be regarded as a C * -subalgebra in B( H) for a Hilbert space H. Hence the quotient map
Restriction of τ to F * maps J to zero and thus can be regarded as a * -representation τ of the quotient F * /J . We will denote by the same symbol its unique extension to the C * -algebra C * (F * /J ). A moment reflection reveals that the following diagram is commutative
B( H)
Thus kerq ⊆ ker τ = J which gives Rad(F * /J ) = (J ∩ F * )/J .
Remark 8. The similar description can be obtained for any algebraically bounded * -algebra (for the definition see for example [18] ) with a C * -algebra generated by a free family of contractions in place of C * (F * ).
Let us recall a criterium for a * -algebra to have a trivial reducing ideal in terms of cones of self-adjoint elements.
Firstly we give necessary definitions and fix notations. Let A sa denote the set of self-adjoint elements in A. A subset C ⊂ A sa containing the unit e of A is an algebraically admissible cone (see [19] ) provided that (i) C is a cone in A sa , i.e. λx + βy ∈ C for all x, y ∈ C and λ ≥ 0, β ≥ 0, λ, β ∈ R;
(ii) C ∩ (−C) = {0};
We call e ∈ A sa an order unit if for every x ∈ A sa there exists r > 0 such that re + x ∈ C. An order unit e is Archimedean if re + x ∈ C for all r > 0 implies that x ∈ C. The following theorem was proved in [14] .
Theorem 9. Let A be a * -algebra with the unit e and C ⊆ A sa be a cone containing e. If xCx * ⊆ C for every x ∈ A and e is an Archimedean order unit then there is a unital * -representation π : A → B(H) such that π(C) = π(A sa ) ∩ B(H) + where B(H) + is the set of positive operators. Moreover
In particular a unital * -algebra A which possess an algebraically admissible cone such that the algebra unit is an Archimedean order unit has a faithful * -representation by bounded operators on a Hilbert space.
In the next section we will use in essential way the free product construction. Let A 1 and A 2 be two unital * -algebras and φ 1 , φ 2 be linear unital functionals on A 1 and A 2 respectively. Let
• A j = ker φ j (j = 1, 2). The algebraic free product A 1 ⋆ A 2 as a linear space is a quotient of the space 
The projection onto C associated with the above direct sum is a free product φ 1 ⋆ φ 2 . It is known that the free product of two faithful states is a faithful one (see [2] ) which implies that the free product of two C * -algebras is C * -representable. Another proof can be deduced from Theorem 9 by defining an algebraically admissible cone as
Where A 1 and A 2 are C * -algebras, S(A j ) is the set of states on A j and (A 1 ⋆ A 2 ) + is the set of finite sums of elements of the form x * x with x ∈ A 1 ⋆ A 2 .
4 Faithful Representations of * -Doubles.
In this section we will prove that each operator algebra is completely boundedly isomorphic to an operator algebra which generates its * -double. In particular, this enables one to recast existing criteria of C * -representability of * -algebras (for example those presented in the previous section) as criteria of representability of associative algebras in B(H).
We are going to prove that the * -double of every operator algebra is representable in B(H) but first we need the following.
Proof. Fix some presentation by generators and relations
Here x = {x α } α∈Λ , x * = {x * α } α∈Λ . Then, clearly, A * = C y, y * |p β (y, y * ) = 0, β ∈ ∆ (≃ A) with antiisomorphism between A and A * given by x α → y * α . Hence
The involution on D * (A) is given by
be the group algebra of the group Z and g its invertible generator. Let us define a map γ on the set of generators of D * (A) with values in the free product of * -algebras A ⋆ D * (G) by the rule
Thus γ can be extended to a * -homomorphism between D * (A) and B = A ⋆ D * (G). Clearly, the image of γ is a * -subalgebra of B generated by g −1 ag and g * ag * −1 where a ∈ A. Denote this image by D. We will show that γ is injective.
Let S ⊂ F (X) (where X = {x α } α ∪ {x * α } α ) be a Gröbner basis for A and W A be the set BW (S) of basis words corresponding to S (see appendix). Then the set of basis words W B corresponding to B will be exactly the set of words in generators x α , x * α , g, g −1 , g * and g * −1 which contain no wordŝ s (s ∈ S) and no words gg −1 , g −1 g, g * g * −1 , g * −1 g * as sub-words. Hence the word
is in W B whenever u j , w j ∈ W A (1 ≤ j ≤ n), u k = e for k ≥ 2 and w s = e for s ≤ n − 1. Using the relations p β (g −1 xg, g −1 x * g) = 0 and p β (g
can be reduced to a linear combination of the words of the form ( * ) which is a canonical form in B. Indeed, to see this it is enough to consider words in generators g −1 xg, g −1 x * g, g * xg * −1 , g * x * g * −1 and in this case the claim is obvious.
. This proves that map φ given on generators as
can be extended to a homomorphism between D and D * (A). Clearly, φ is inverse to γ. Thus D * (A) can be regarded as a * -subalgebra in the free product of * -algebras A ⋆ D * (G).
The * -algebra D * (G) is isomorphic to a * -subalgebra generated by s 1 s 2 in the free product D * (C s 1 |s
The main result of this section is the following.
Theorem 11. Let A be an associative algebra. Then there is a pre-Hilbert space H and an injective * -homomorphism φ from D * (A) into the * -algebra L(H) of the linear operators on H.
If A is an operator algebra then H can be chosen to be a Hilbert space. More precisely, there exists an operator algebra A 1 ⊆ B(H), a completely isometric isomorphism φ : A → A 1 and an invertible S ∈ B(H) such that D * (A) is * -isomorphic to the * -subalgebra generated by S −1 A 1 S. Moreover, for every ε > 0 operator S can be chosen s.t. S
Proof. The first statement is equivalent to D * (A) being O * -representable which was proved in [18] .
If A is an operator algebra then A is completely isometrically isomorphic to a subalgebra in a C * -algebra B. By Lemma 10, * -algebra
= e is C * -representable. Indeed, the linear basis of this algebra consists of the words e, s, s * , (ss * ) k , (s * s) k where k ≥ 1. Decomposing arbitrary element by the above basis it is easy to check that the direct sum of two dimensional representations of the form
where |λ| ≤ ε (for any fixed ε > 0) is a faithful * -representation.
) described in Lemma 10 the algebra A is mapped onto (s 1 s 2 ) −1 A(s 1 s 2 ). Setting S = π(s 1 s 2 ) we have that the operator algebra S −1 A 1 S generates * -subalgebra * -isomorphic to D * (A).
Corollary 12.
An associative algebra A is isomorphic to a subalgebra in a C * -algebra if and only if D * (A) is isomorphic to a * -subalgebra in a C * -algebra.
Corollary 13. Every unital operator algebra A is cb isomorphic to an operator algebra B ⊂ B(H) such that 1. B ∩ B * = Ce (here B * is the set of adjoint operators to elements of B).
2. * -Algebra generated by B contains no non-scalar partial isometries.
Proof. Let B be as in Theorem 11. Then, clearly, B ∩ B * = Ce. The second statement follows directly from Proposition 4. In 1955 R. Kadison raised the following problem. Is any bounded homomorphism π of a C * -algebra A into B(H) similar to a * -representation? The similarity above means that there exists an invertible operator S ∈ B(H) such that x → S −1 π(x)S is a * -representation of A. The affirmative answer to the above question is equivalent to the statement that for every C * -algebra A and every * -representation π of D * (A) such that π is bounded when restricted to A, π has an extension to * -representation of A ⋆ D * (C[Z]). Let us note that Kadison's Similarity problem has affirmative answer for nuclear algebras A or in the case when π| A has a cyclic vector (see [7, 11] ). Further results and reformulations of Kadison's similarity problem can be found in [17, 12, 13] .
One of the main approaches to study an operator algebra A (initiated by W. Arveson [1] ) prescribes to study those properties of the C * -algebra C * (A) generated by the image of A under completely isometric embedding A ֒→ B(H) which are invariant with respect to such embeddings.
However, the C * -algebras C * (A) themselves can be quite different depending on the embeddings the operator system A + A * and, in particular, C * -algebra A ∩ A * are invariants of completely isometric embeddings. The situation becomes different if we consider completely bounded embeddings. Theorem 11 shows that for every operator algebra A there exists a completely bounded embedding (with cb inverse) such that the image A 1 has trivial intersection with A * 1 , i.e. A 1 ∩ A * 1 = Ce. We will use this observation to show that in the following theorem one can not replace completely contractive homomorphism with completely isometric one in case of embeddings.
The following result can be found in [16] .
Theorem (V. Paulsen). Let B be an operator algebra. Assume that a unital homomorphism ρ : B → B(H) is completely bounded. Then there exists invertible S ∈ B(H) s.t. S −1 ρ(·)S is completely contractive.
If in the above theorem B is a C * -algebra and ρ is injective then S −1 ρ(·)S is necessarily completely isometric. The following example shows that this is no longer true for general operator algebras.
Example 15. Let A be the algebra of lower triangular matrices T n (C) (n ≥ 2). By Theorem 11 there exists an operator algebra B ∈ B(H) s.t. B ∩ B * = Ce and a completely bounded unital isomorphism φ : B → A with cb inverse. We want to show that there is no invertible S ∈ M n (C) s.t. S −1 φ(·)S is completely isometric. If such S exists then
Take a matrix Z ∈ (S −1 AS)∩(S −1 AS) * . Then there are lower triangular matrices A, B s.t. Z = S −1 AS = S * B * S * −1 . Note that Z is a scalar multiple of the identity matrix iff A = B * and A is a scalar multiple of the identity matrix. With C = S * S we have
Consider Cholesky decomposition of the positive matrix C, C = LL * where L is a lower triangular matrix with positive elements on the diagonal. Equation (4) is equivalent to
Take arbitrary diagonal matrix T = diag(d 1 , . . . , d n ) with at least two distinct entries. Then the lower triangular matrices A = LT L −1 and B = LT * L −1
are not scalar multiples of the identity matrix and they satisfy (4). Thus (S −1 AS) ∩ (S −1 AS) * = Ce for any S.
In the above example we can consider bounded lower triangular operators on infinite dimensional Hilbert space instead of T n (C).
Another consequence of Theorem 11 is that the * -doubles of C * -algebras possesses two natural structures of C * -algebras. Fix an anti-homomorphism φ : A → A * . If A is a * -algebra then A * A * possesses two involutions. The first one is given by a ♯ = φ(a), b ♯ = φ −1 (b) for a ∈ A and b ∈ A * and the second one by a
With the first involution A * A * is the * -double D * (A) whereas with the second one we get the free product of * -algebras A ⋆ A. Let ψ : A * A * → A * A * be an isomorphism such that
By direct verification we get the following proposition.
Proposition 16. The following properties hold.
For all
3. ψ is * -automorphism of A * A * with respect to each of the involutions ♯ and ⋆.
Proposition 17. Let A be a C * -algebra and B = A * A * . Then there is a pre-C * -norm · 1 on (B, ⋆) and pre-C * -norm · 2 on (B, ♯) such that for all
Proof. Clearly (A * A * , ⋆) is * -isomorphic to the free product A ⋆ A of * -algebras. The * -algebra A ⋆ A is * -isomorphic to a * -subalgebra in some B(H) as noted at the end of section 4. Moreover, since any C * -algebra is generated by the unitary elements the same holds for A ⋆ A and hence there exists the universal enveloping C * -algebra C * (B) of (B, ⋆). The canonical homomorphism from (B, ⋆) to C * (B) is injective and thus induces a pre-C * -norm · 1 on (B, ⋆). Since ψ is a * -automorphism of (B, ⋆) it extends to a * -automorphism of C * (B) and hence is isometric. From this follows that x 5 The maximal C * -subalgebras of operator algebras.
Let A be an operator algebra. If φ : A → B is an injective homomorphism onto the operator algebra B ⊆ B(H) such that φ cb < ∞ and φ −1 cb < ∞ then A and B will be called cb isomorphic. Subalgebra B ∩B
* is a C * -algebra and we denote by A φ its pre-image φ −1 (B ∩ B * ). Denote by Φ(A) the set of all such φ and by Φ(A) r its subset of those φ such that φ cb ≤ r and φ −1 cb ≤ r. We are interested in a description of all possible subalgebras of A of the form A φ . The following proposition shows that a description of the maximal subalgebras of this form should be important.
Proposition 18. If A ⊆ B(H) is an operator algebra then for every von Neumann algebra W of B(H) and every r > 1 there exists φ ∈ Φ r (A) such that
Proof. Fix r > 1. Consider a collection {S α } ⊆ B(H) such that S α S −1 α ≤ r for every α and put K = H ⊕ ⊕ α H α where H α is a copy of H. Define
For x ∈ A the operator φ(x) is self-adjoint iff x * = x and C α x = xC α for all α and
* is a linear span of its self-adjoint elements we get
For any von Neumann algebra W its commutant W ′ is a von Neumann algebra and thus it is generated by its self-adjoint elements C such that
A maximal subalgebra A ψ in the family {A φ |φ ∈ Φ(A)} will be called Φ-maximal and in the family {A φ |φ ∈ Φ r (A)} will be called Φ r -maximal. The homomorphism ψ as above will be called Φ-maximal or respectively Φ rmaximal. The existence of Φ-or Φ r -maximal subalgebras is not obvious. If A is finite dimensional then clearly Φ-maximal and Φ r -maximal algebras exists. In infinite dimensional case we have the following: Theorem 19. Let A be a separable operator algebra, r > 0 and ψ ∈ Φ r (A) then there exists φ ∈ Φ r (A) such that A ψ ⊆ A φ and A φ is Φ r -maximal.
Proof. By Zorn's lemma and because A is separable it is suffices to show that for any increasing sequence A φn ⊆ A φ n+1 , where φ k ∈ Φ r (A) there exists φ ∈ Φ r (A) such that A φn ⊆ A φ for all n ≥ 1.
Let B n = φ n (A) and C n = C * (B n ). Let F be any free ultrafilter on N.
It is known that ultraproducts of C * -algebras are again C * -algebras. Consider the homomorphism
We will show that A φn ⊆ A φ for all n ≥ 1. Since A φn is a linear span of those a ∈ A such that φ n (a) * = φ n (a) it is suffices to show for such a ∈ A that φ(a) is self-adjoint. Recall that an element x in a C * -algebra is self-adjoint if and only if for every α ∈ R, exp(iαx) = 1 (see [9, Prop. 44 .1]). Since φ n (a) * = φ n (a) and A φ k is an increasing family we have exp(iαφ m (a)) = 1 for all m ≥ n. Thus exp(iαφ(a)) = lim If A is an operator algebra in B(H) and φ : A → B lies in Φ(A) then φ −1 : B ∩ B * → A φ is a cb homomorphism of C * -algebra B ∩ B * . By the famous Haagerup theorem (see [11] ) there is an invertible S ∈ B(H) such that S −1 φ(·)S is a * -representation and hence S −1 A φ S is a C * -subalgebra in B(H). Thus for every φ ∈ Φ(A) there exists an invertible S ∈ B(H) such that A φ ⊆ A AdS . In particular every Φ-maximal or Φ r -maximal subalgebra A φ is of the form A AdS . However the subalgebra Ce in the following example is of the form A φ with φ ∈ Φ(A) but not of the form A AdS .
Example 20. Let A = α β 0 γ |α, β, γ ∈ C be an operator algebra in M 2 (C). For every c ∈ C \ {0} consider the subalgebra
Let V 0 denote the algebra of diagonal matrices in M 2 . The algebras V c are clearly commutative. Since A is not semisimple A is not of the form A φ . Hence any two-dimensional subalgebra of the form A φ (φ ∈ Φ(A)) is maximal. It is easy to show that the class of maximal subalgebras A φ coincides with the class {V c | c ∈ C}.
Lemma 21. For every c ∈ C and every φ : A → B ⊆ B(H) such that A φ = V c we have
Proof. Note that A as a linear space is V c ⊕ Cη where η = 0 1 0 0 and V c is a linear span of I and ξ = 0 1 0 c . Denote A = φ(ξ), X = φ(η). Since
From this follows that A * is a linear combination of I and A. Thus A is a normal operator with two-point spectrum {0, c}. It is also easy to check the following relations
Thus there are Hilbert spaces H 1 , H 2 and a unitary operator U :
In the above matrices zero denotes zero operators between H i and H j and Y :
Taking α = γ = 0, β = 1 we obtain
Hence φ φ −1 ≥ 1 |c| .
In the following example we show that the arguments used to prove Theorem 19 could not be carried out in the case of Φ-maximal subalgebras. we see that ψ n ∈ Φ(B) and B ψn = B n . But there is no τ ∈ Φ(B) such that B ψn ⊆ B τ for all n. Indeed otherwise denote τ 1/n the restriction of τ on A n . Then τ 1/n ∈ Φ(A n ) and (A n ) τ 1/n = V 1/n . The letter equality follows from the fact that V 1/n ⊆ (A n ) τ 1/n (since B n ⊆ B τ ) and maximality of V 1/n . Thus If S is closed under compositions then S is a minimal Gröbner basis for the ideal I generated by S (see [6] ). Henceforth we will consider only minimal Gröbner bases. Thus we will say that S is a Gröbner basis of an associative algebra A = F (X)/I if S is closed under composition and generates I as an ideal of F (X). It could be proven using Zorn's lemma that for any generating set X of A and any admissible ordering there exists a Gröbner basis of A in F (X).
Let S be a Gröbner basis for A and letŜ = {ŝ|s ∈ S}. Denote by BW (S) the subset of those words in W that contain no word fromŜ as a subword. It is a well known fact that BW (S) is a linear basis for A.
If S ⊆ F (X) is closed under compositions and I is an ideal generated by S then each element f + I of the factor algebra F (X)/I is the unique linear combination of basis vectors {w + I} w∈BW f + I = n i=1 c i (w i + I).
We can define an operator R S : F (X) → F (X) by the following rule R S (f ) = n i=1 c i w i . The element R S (f ) is called a canonical form of the element f in the factor algebra F (X)/I.
