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Faults in heating, ventilation and air conditioning (HVAC) systems affect the energy
efficiency of buildings. Fault detection that is both economical and automated is of interest.
Obtaining suitable data sets where the fault types and time points are known in real
measurements to develop fault detection methods is very difficult, time-consuming, and
costly.
This master thesis demonstrates the feasibility to use simulated data to train meth-
ods for detecting faults in buildings. The main objective of the thesis is to compare the
simulated data with the measured data in detail using different methods to test the ap-
plicability. These methods distinguish between data-based approaches and model-based
approaches. The focus of this work is on model-based approaches. Methods with standard
errors, bootstrapping, and Bayesian approaches check if the simulated building behaves
similarly to the real building. This work analyzes whether there is a relationship between
the similarity of the data and the fault prediction accuracy. Different versions of data
sets for both measured data sets and simulated data sets are available to this work and are
studied for their influence on fault detection. Thus, artificial and real users were measured,
and different building faults, periods of faults and climate data were considered. This thesis
answers the question of what influence these factors have on similarity and fault detection
and shows the difficulties in practice.
The study shows that it is possible to detect faults in real buildings using simulated
data. The presented fault detection models have high specificity, whereas the sensitivity
varies enormously. However, it is challenging to find the faults if the effects of the fault in
simulation and measurement are too different. Overall the fault detection results fit well
with the model-based similarity results.
In total, fault detection with simulation data and model-based comparisons are two
feasible concepts with great potential for future improvements.
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Due to the climate crisis, it is also necessary to implement energy savings for buildings.
Detecting faults in HVAC Systems (Heating, Ventilation and Air Conditioning) is one of
many components to achieve the goal of having energy efficient buildings. Faults of HVAC
Systems are faults in the building control system, such as a defective ventilation unit,
a stuck thermostatic valve on the heating radiator, or a stuck summer bypass. For this
reason, the Technical University of applied sciences in Rosenheim (THRo) carries about
fault detection in the project In Situ Detection Methods [TH-17] funded by the BMWI
[Bun15]. In this project, THRo deals with fault detection using statistical models. The
statistical models need training data with faults already observed. A data set with observed
faults is rarely available in practice. By simulating the building and its faults in the HVAC
System, we can avoid this problem. The simulation includes fault and fault-free periods
and is labeled accordingly. Thus, the simulation data train statistical models to detect
actual building HVAC faults.
One question that arises is how accurately these models can detect the faults in actual
buildings. The answer to this question depends on how similar the simulated and the
measured building are. Therefore the focus of this thesis is how to evaluate the similarity
between a building simulation and building measurements.
Figure 1.1 shows the fault detection process. Physical models generate the simulation
data, and in an actual building, installed sensors provide the measurement data. Then
different methods, including statistical models, bootstrapping, and credibility intervals,
are used to check these data sets for similarity. The simulation data can be used as
training data to obtain a prediction model for the faults. The measurement data serves as
test data by using it as input for the prediction model. Finally, the fault detection method
predicts the faults in the actual building.





















Figure 1.1: Fault detection scheme
1.2 Related work
In the past, the THRo studied another fault detection approach in cooperation with Annex
71 [Ann21]. In this approach, the measuring data of an actual building was split into two
time periods. The first period was fault-free, and during the second period, some faults
were included. The goal was to learn the behavior of the fault-free building by using the
first period then to detect the faulty hours during the second phase. This fault detection
method can be found in Parzinger et al. [PHS+20]. The disadvantage of this process is
that it can only be used when there is a long fault-free period in the measured data set.
There are also other methodological approaches for fault detection. However, most
papers about fault detection focus on the method itself and less on Data extraction. For
example, Yan et al. [YSMA14] proposed a combination of SVM and ARX models or
Luo et al. [LWL+19] who focused on deep learning. This work focuses on evaluating the
simulation data and fault detection results using simulation data rather than on the fault
detection methods themselves.
For the comparison between simulation and measurement data, Robert G. Sargent
2013 [Sar13] discussed four approaches. Other approaches can be found in Maile et al.
[MBF12] he describes a method to compare simulated and measured data to assess building
energy performance. Two other papers that specialize in building simulation evaluation
are Figueiredo et al. [FKV+18], and Kleijnen 1995 [Kle95]. The interaction of simulated
and real data is not only helpful for buildings. Under the keyword, sim2real works can be
found, which deal with the solution of robot problems by simulation. A workshop summary
can be found in [HBH+20].
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1.3 Thesis structure
This thesis is structured as follows. One part of the thesis outlines all theoretical basics
necessary for the comparison of simulation and measurement as well as fault detection
(Chapters 2-7). The other part of this thesis describes the implemented concepts (Chapters
8-10).
The first chapter of the theory describes the data used to get a better idea of the
challenges. Three theoretical chapters follow this. One chapter on time series since the
simulated and measured data are time series - another on statistical models that uses the
definitions. Moreover, a third chapter talks about evaluating binary classifiers because they
are relevant for one model. Two following chapters describe the comparison of simulation
and measurement data. The first one focuses on data-based comparison, while the other
one introduces model-based methods.
For the implementation of the concept, there is an insert describing how missing climate
data can be estimated and evaluated with the help of simulations. In the ninth chapter,
the implementation of model-based comparison follows. This work reviewed two measured
data and six simulations. The later chapter describes building fault detection. Finally,




2.1 Experimental setup and measured data
The Laboratory for Intelligent Building Technology (LiGT) was used to generate data sets
in this project. The abbreviation LiGT is derived from the German designation ”Labor für
intelligente Gebäudetechnik”. Figure 2.1 shows a photo of the LiGT. The LiGT consists of
a large, air conditionable container (service room) in which three rooms (A, B, and C) are
located. The rooms are thermally decoupled from each other and from their surroundings.
Each of the rooms has only one external facade. If the temperature in the rooms and in
the service room is the same, heat exchange occurs only through the facade element. The
energy brought into the room for heating and cooling corresponds to the heat flow through
the outer facade. Rooms A and B have the same floor area of 9.85m2. Room C is slightly
larger at 12.17m2, see figure 2.2.
The LiGT can be heated by an electric continuous heater type ”Stiebel Eltron DHZ
15 E” with a maximum power of 15 kW. The power can be switched on in three stages.
For ventilation, a central ventilation unit with supply and exhaust air of the ”Wolf CGL”
type was selected, with which all rooms, as well as the service room, can be simultaneously
ventilated and deaerated.
In order to determine the possible influence of the user on the quality of the results,
all three rooms were operated with the same boundary conditions. Only the type of user
was determined differently for each room. The use of the rooms is determined in table 2.1.
For the artificial user, a sedentary activity was assumed according to VDI 2078 [VDI]. At
20◦C indoor temperature, the sensible heat emission of an adult is 90 W, and the moisture
emission is 50 g/h/person. An adult person emits 22 l/h carbon dioxide (CO2) [SSB19]
during a light activity.
In addition to the heat emitted by the people, there were heat sources in the rooms
such as building automation, lights, and computers. The heat sources of the rooms are
listed in table 2.2.
A fixed schedule was set for the building services (ventilation and lighting), as well as
for the users. Users were present on weekdays from 8 am to 12 am and from 1 pm to 5
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Figure 2.1: LiGT (= Labor für intelligente Gebäudetechnik = Laboratory for intelligent
building technology) at the Technical University of Applied Sciences in Rosenheim.
Room Description
Room A Room with real user.
Room B Room with artificial user.
Room C Room without user.
Table 2.1: Use of the rooms
pm. No users were present on weekends. Emissions from the artificial user were controlled
according to the specified times. A maximum permissible deviation from the schedule
of 30 minutes was specified for the real user. The ventilation and light were switched
on simultaneously in all rooms at 6 a.m. and switched off at 8 p.m. on weekdays. On
weekends, the ventilation and light were not switched on. According to DIN EN 13779
[DIN], 35m3/h per person is required in order not to exceed a CO2 concentration of 1000
ppm above the ambient concentration. The supply and exhaust air volume flow for each
room was set at 35m3/h.
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Figure 2.2: LiGT floor plan
Heat output in Watt
Light Room controller PC + Display Person
Room A 60 55 80 90
Room B 60 55 80 90
Room C 60 55 0 0
Table 2.2: Heat sources LiGT rooms
Three faults were incorporated for the series of experiments, which are described in
table 2.3.
Name Fault Impact
Bypass fault Bypass ventilation system failure. There is no heat recovery.
Ventilation fault Ventilation system failure There is no ventilation.
Heating fault Heating radiator valve is stuck. There is no heating.
Table 2.3: Fault description
The bypass and ventilation faults quickly affect the supply air temperature or the CO2
concentration in the room. The effects of the heating fault are expected to be significantly
delayed due to thermal inertia, internal heat sources, and solar radiation. Based on these
assumptions, bypass and ventilation faults were scheduled for a maximum of one day, but
three times each during the experimental period. Due to the delayed effects in the heating
trial, this was scheduled for three continuous days, but only once in the trial period. The
temporal distribution of the faults in the test period is shown in table 2.4.
Many sensors were installed to record the condition of all building components and all
2.2 Simulation data 7
Fault Start End
Bypass 24.11.20 17:00 25.11.20 17:05
Heating 30.11.20 07:30 02.12.20 17:00
Ventilation 07.12.20 10:00 07.12.20 18:00
Bypass 09.12.20 17:00 10.12.20 15:00
Bypass 15.12.20 09:18 15.12.20 19:03
Ventilation 17.12.20 17:37 18.12.20 17:00
Ventilation 22.12.20 12:30 22.12.20 16:40
Table 2.4: Temporal distribution of the faults in the test series.
energy flows in the LiGT and climate data. From these, a selection was made to measure
the most important variables for fault detection. These quantities are listed in table 2.5.
The only measurements that were not measured within this setup are the diffuse and direct
radiation. These were provided by Dr. Professor Schulze of the Technical University of
Applied Sciences in Rosenheim. Further radiation data can be found, for example, in
[Cop21].
Room data Air temperature, relative humidity,
CO2 and heating power
Climate data Air temperature, relative humidity,
direct and diffuse radiation
Table 2.5: Measured variables for fault detection.
The period from 23/11/2020 to 23/12/2020 is used for the analysis. Measurements
were taken at a frequency of 10 seconds. Only on 01/12/2020 are the six hours between
3:00 am and 7:59 am missing. For the analysis, the data are averaged to hours. This is
because the simulated data is hourly, and the measurement frequency must match with
these.
Note that the radiations, the people, and the computer affect the room temperature of
the LiGT more than in ordinary buildings.
2.2 Simulation data
The simulation-based data is generated by a building performance simulation (BPS) tool
IDA Indoor Climate and Energy (IDA-ICE). IDA ICE is an NMF-language-based multizone
simulation tool that was validated in several studies like [MOd+21], [KZ03] and [Equ04].
A virtual physical model of the real-built LiGT was created to obtain artificial data which
an acceptable accuracy. Figure 2.3 shows how the LiGT is represented in IDA-ICE.
For the simulation, input parameters are required, and these can be divided into three
types. The first of these is the building model, which contains all the given information
about the building. This includes the size of the rooms, the heating, and the fan. It also
2.2 Simulation data 8
Figure 2.3: LiGT in IDA-ICE
contains information about the CO2 emissions of a person and the energy consumption.
For this purpose, the information from section 2.1 is transferred directly to IDA-ICE, where
the room with the artificial user is taken as a reference.
Another parameter determines the event periods, which gives when which fault is active
and when someone is present. The presence times are taken from section 2.1 for each
simulation. For the fault periods, four different variants are simulated. One of these is
based on the periods that were also used for the measurements. In the other three variants,
the time periods differ from the original. The exact fault periods for the simulation can be
found in appendix C. The faults were implemented by deactivating the heating, ventilation,
or bypass.
The remaining input is the climate data. More detailed outdoor air temperature, diffuse
radiation, direct radiation, relative humidity, wind force, and wind direction are required.
The wind direction and speed are ignored in the following since they play an insignificant
role. Therefore three different climate data sets are applied for the simulations. One of
these is the climate data described in section 2.1. The other two climate data are example
data sets that can be found in IDA-ICE. One data set is from Berlin [ASH01a], and the
other is from Vienna [ASH01b].
The individual input parameters are combined to form the simulation model in which
the physical relationships are calculated. An overview is shown in figure 2.4. In total, there
are nine simulations, three of which are only relevant for chapter 8. Of the remaining six
simulations, one uses the climate data measured at THRo as well as the real fault periods.
Therefore, these simulation data will be referred to as original in the future. Three other
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simulations use the measured THRo climate data but different fault periods. These will
be referred to as Shift1, Shift2, and Shift3 in the following. The remaining two simulations
have the same fault periods as the Shift3 simulation but additionally use different climate
data. Due to these climate data, these simulations will be called Berlin and Vienna in the
future.
  Building model 








Figure 2.4: Simulation scheme
More information about IDA-ICE can be found in [EQU95].
2.3 Overview
While the other sections described how the data was generated, here is a summary of the
essential information. For this purpose, table 2.6 shows an overview of crucial sizes and
the shortcut used in the future. Below this, the units ◦C for degree Celsius, ppm for parts
per million, and Wh/m2 for watt-hour per squared meter are used. Note that relative
air humidity is a dimensionless measure. The outdoor relative humidity was only used
to create the simulation data and not for the analysis. For that reason, it is not listed
separately here.
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Shortcut Description Unit Climate
RTt Room temperature
◦C False
THPt Total heating power Watt False
CO2t Carbon dioxide ppm False
RHt Relative humidity False
Pret Presence False
OTt Outdoor air temperature
◦C True
difRt Diffuse radiation Wh/m
2 True
dirRt Direct radiation Wh/m
2 True




A time series is a sequence of successive observations over time [BJRL15, Page 1]. Typically,
these observations are made at regular time intervals. In this thesis, it is primarily hourly
observations. From a statistical point of view, an observation at time t is a realization of
a random variable yt where t represents the time point. Therefore a time series is defined
in definition 3.1.1 as a realization of a stochastic process. Whereby the beginning of the
process lies infinitely far in the past. Theoretically, the stochastic process exists at any
time of the real number line, but it is sufficient to limit oneself to the integers. In this
definition, the times between one and n are those at which the observations are available.
Definition 3.1.1 (Stochastic process, time series). Let (yt) a sequence of random
variables and the index t ∈ Z represents the time point. Then (yt) is called a stochastic
process.
The sequence of n observations which are distributed like y1, . . . , yn is called time
series [Sch20, Page 4].
Due to the relationship between stochastic processes, it is a task of time series analysis
to determine whether a time series can be called a realization of a specific stochastic
process. One example of a necessary process is the so-called white noise process which can
be found in definition 3.1.2. For this process, the distribution F can be chosen arbitrarily.
In this thesis, principally, a normal distribution with expected value zero and variance σ2
is assumed for each εt. These processes are helpful because it is possible to check whether
the residuals follow a white noise after successful modeling. If this is the case, then it
can be assumed that all relevant components of the time series have been captured in the
model [Sch20, Page 5].
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Definition 3.1.2 (White noise process). Let (εt) is a stochastic process and F a
distribution. If εt ∼ F is independent identically distributed for each time point t,
then (εt) is called a white noise process.
There are also processes that result in white noise after a transformation. One example
is the random walk from definition 3.1.3. If yt is a random walk where Var(εt) = σ
2 then
Var(yt) = (t+ 1)σ
2 6= tσ2 = Var(yt−1). This shows that yt is not white noise process. But
it holds that yt − yt−1 = εt which is a white noise process by definition.






is called a random walk.
If E(εt) = 0 then yt is a random walk without drift and for E(εt) 6= 0 a random
walk with drift.
In order to better characterize stochastic processes or time series, the concept of sta-
tionary is introduced in definition 3.1.4. This property means that the distribution of the
process does not depend on the time t. This makes it easier to analyze the process. If the
moments exist, then stationarity also means that the expected value and the variance are
identical for each time point. Also the covariance between yt and yt′ does only depend on
the difference between t and t′ and not on t and t′ itself. In some books, the combination
of these three properties is called stationary [Sch20, Page 16].
Definition 3.1.4 (Stationary process). Let (yt) be a stochastic process. If (yt, . . . , yt+s)
′
has the same distribution as (yt′ , . . . , yt′+s)
′. For each t, s and t′ then (yt) is a stationary
process.[HA18, 8.1]
Stationarity is an important property for analyzing time series. If a time series cannot
be assumed to be stationary, then it is often necessary to decompose the time series to
obtain a stationary part. This leads to the additive component model from definition 3.1.5.
Definition 3.1.5 (Additive component model). Let yt a stochastic process. Then a
additive component model can be written as
yt = St + Tt +Rt,
where St is the seasonal component, Tt is the trend-cycle component and Rt is the
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remainder component each to the time point t see [HA18, 6.1] and [Sch20, Page 26].
In this case, a time series or a stochastic process can be decomposed into a seasonal
component, a trend component, and the remaining component. The goal is then to estimate
trends and seasonal components to be able to analyze the remaining part. Note that there
is no granite that the remaining part is stationary, but if season and trend existent, then the
remainder analysis is usually more straightforward than the analysis of the complete time
series. There are many ways to estimate the components in an additive component model
like moving average, X11 decomposition, and STL decomposition, see [HA18, Chapter 6].
In this thesis, however, component decomposition does not play a major role, which is why
it will not be discussed in detail.
3.2 ARIMA-Processes
For the following definitions (yt) is a stochastic process and (εt) is a white noise process
for which εt ∼ N (0, σ2) hold for each t. The main goal is now to model the target variable
yt by using past values of that variable. In an autoregressive process, yt is assumed to be
composed as a linear combination of past observations [HA18]. In future this process is
called AR(p) process see definition 3.2.1.
Definition 3.2.1 (AR(p) process). Let (yt) be a stochstic process and (εt) a white
noise process then a autoregressive process or AR(p) process is given by




where β0 ∈ R and φi ∈ R for each i = 1, . . . , p.
This process can also be written by using the backshift notation. Therefore the backshift
operator is defined in definition 3.2.2. Then a AR(p) process can be represented as
Φ(B)yt = β0 + εt,




Definition 3.2.2 (Backshift operator). Let yt a observation or a random variable at
time t. Then a backshift operator is defined as B for which Byt = yt−1 holds for each
t.
(By this definition, it follows directly that Blyt = yt−l for each l ∈ N.)
One important point about AR processes is the conditions for the parameters φ1, . . . , φp.
Therefore theorem 3.2.1 specifies these conditions. This also shows that for an AR(1)
process |φ1| < 1 must hold.
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Φ(B)yt = εt then yt is only stationary if the solutions of Φ(B) = 0 are greater than
one in absolute value [BJRL15, Page 9]. Where Φ(B) is considered a polynomial in B
of degree p.
In order to better understand AR processes, the simplified case p=1 and β0 = 0 is
considered in the following. This means that yt = φyt−1 + εt holds for each t ∈ Z. If yt−1
is given then yt|yt−1 ∼ N (φyt−1, σ2) obviously holds. If yt−2 is given instead of yt−1 then
the model equation can be used to replace yt−1 by φyt−2 + εt. As long as the stationarity
condition of Theorem 3.2.1 is fulfilled, this procedure can theoretically be repeated infinitely
often. In this case yt ∼ N (0, σ
2
1−φ2 ) is valid which is shown in (3.1). This also shows the
importance of theorem 3.2.1.
yt = φyt−1 + εt
= φ(φyt−2 + εt−1) + εt = φ
2yt−2 + φεt−1 + εt






















These distributions can now be used to set up the (log-)likelihood function and is shown
in equation (3.2).
p(y1, y2, . . . , yn) = p(yn|y1, . . . , yn−1)p(y1, . . . , yn−1)
= p(yn|yn−1) p(yn−1|y1, . . . , yn−2)︸ ︷︷ ︸
=p(yn−1|yn−2)











In backshift notation there are two ways to denote a AR(1) process without intercept
yt(1−Bφ) = εt and yt = εt1−Bφ . If
1
1−Bφ is replaced by
∑∞
i=0 φ
iBi, the representation from
equation (3.1) is obtained [BJRL15][Page 9]. By that yt(1 − Bφ) = εt can be seen as the
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representation conditional to the past and yt =
εt
1−Bφ is the marginal form. This can also
be extended for general AR(p) processes see definition 3.2.3.
Definition 3.2.3 (Backshift division). Let Φ(B) = 1 −
∑p
i=1 φiB
i be a backshift












Instead of using past values of the target variable, it is also possible to use a linear
combination of past errors. This process is then called moving average and is defined in
definition 3.2.4.
Definition 3.2.4 (MA(q) process). Let (yt) be a stochastic process and (εt) a white
noise process then a moving average process or MA(q) process is given by








The equation (3.1) shows that each AR(1) process can be written as MA(∞) process.
On the other hand, a MA(1) process can be written as AR(∞) process, which is shown in
equation (3.3). This only makes sense if |θ| < 1 holds since this means the newest obser-
vations have the greatest influence on the current observation [HA18, Sec. 8.4]. Whereas
|θ| > 1 would mean that the further back in time the observations are, the more important,
and θ = 1 would mean that each observation has the same influence [HA18, Sec. 8.4]. For
stationarity, on the other hand, it is true that finite MA(q) processes are always stationary
while MA(∞) processes are only stationary if
∑∞
i=1 |θi| <∞ [Sch20, Page 87].
yt = εt − θεt−1 ⇔ εt = yt + θεt−1
⇒ εt = yt + θεt−1 = yt + θ(yt−1 + θεt−2)
= yt + θyt−1 + θ
2εt−2
= yt + θyt−1 + θ
2(yt−2 + θεt−3)










It is also possible to combine AR(p) and MA(q) processes. This leads to autoregressive-
moving average processes or, in short, ARMA(p,q) processes and are defined in definition
3.2.5. Note that ARMA(p,q) processes are here defined for φi ∈ R and θj ∈ R but
for stationarity, both the AR(p) part and the MA(q) part must have the appropriate
properties, such as those from theorem 3.2.1, see [Sch20, Page 92].
Definition 3.2.5 (ARMA(p,q) process). Let (yt) be a stochastic process and (εt) a
white noise process then a autoregressive-moving average processes or ARMA(p,q)




φiyt−i = β0 + εt −
q∑
j=1
θiεt−i ⇔ Φ(B)yt = β0 + Θ(B)εt




i and Φ(B) := 1−
∑p
i=1 φiB
i [HA18, Chapter 8.5] or [Sch20, Page 92].
If a process itself does not follow a stationary ARMA(p,q) process, then it is still possible
to obtain a stationary ARMA(p,q) after difference formation. This can occur, for example,
when there is a trend component [Sch20, Page 100]. For this reason the autoregressive
integrated moving average or ARIMA(p,d,q) model is defined in 3.2.6. This process is
similar to the ARMA(p,q) process but yt gets replaced by (1− B)dyt. Which means that
for d = 1 the target yt gets replaced by yt− yt−1 and for d = 2 by (yt− yt−1)− (yt−1− yt−2)
and so on. Obviously a ARIMA(p,0,q) process is identical to a ARMA(p,q) process.
Definition 3.2.6 (ARIMA(p,d,q) process). Let (yt) be a stochastic process and (εt)
a white noise process then a autoregessive-moving average processes or ARMA(p,q)
process is given by
Φ(B)(1−B)dyt = β0 + Θ(B)εt




i and Φ(B) := 1−
∑p
i=1 φiB
i [HA18, Chapter 8.5].
It is also possible to extend ARIMA(p,d,q) processes even further. This can be done,
among other things, by adding seasonal components, see [BJRL15, Chapter 9]. This is
often called a seasonal ARIMA or SARIMA model. Other extensions are the autoregressive
fractionally integrated moving average (ARFIMA) model introduced by Granger [GJ08] or
vector autoregression models like VARMA [HA18, Chapter 11].
Chapter 4
Statistical Models
This chapter describes the models used for the analysis. Among them are models that can
be used to compare the simulation data and the measurement data and models that can
be used for fault detection. The goal is to establish a link between a response variable yt
and exogenous variables (xt1, . . . , xtn) which are also called covariates for all t = 1, . . . , n.
In the following, the error term εt is mostly assumed to be normally distributed. This is
not mandatory, but it facilitates the representation of the (log)-likelihood.
4.1 Linear regression
A classical approach to establish a relationship between yt and (xt1, . . . , xtn) is given by
(multiple) linear regression. This model is described among others in [RC12], [HA18, 5.1]
and [Woo06].
Definition 4.1.1 (Linear regression). Let yt ∈ R be the response variable to the time
point t and Xt = (1, xt1, xt2, . . . , xtp) ∈ R1×(p+1) the vector of exogenous variables to
the time point t. Then the linear regression model is given by
yt = Xtβ + εt,
where β ∈ Rp+1 and εt
iid∼ N (0, σ2).
Due to the normal distribution assumption, yt
iid∼ N (Xtβ, σ2) holds for all t = 1, . . . , n.
Furthermore, due to the independence of the error term, the joint log-likelihood can be
derived without major problems which is shown in equation (4.1).
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The independence of the errors simplifies the construction of the (log)-likelihood, but this
assumption is unrealistic for time series data [FKL07, Page 67]. For this reason, ARMAX
and dynamic regression models are introduced in the following. Linear regression models
are also unsuitable for fault detection since the assumption of linearity is not meaningful
for binary response variables. Therefore, logistic regression will be introduced later. Nev-
ertheless, this model was defined here because the other models mentioned here can be
considered extensions of linear regression.
4.2 ARMAX
In this section a way to combine ARMA models and linear regression is presented. Namely
in the form of an autoregressive–moving-average with exogenous inputs model short AR-
MAX model.
Definition 4.2.1 (ARMAX). Let yt be the response variable to the time point t and
Xt = (1, xt1, xt2, . . . , xtp) ∈ R1×(p+1) the vector of exogenous variables to the time point








where β ∈ Rp+1, φi ∈ R, θj ∈ R for all i = 1, . . . , p and j = 1, . . . , q and εt
iid∼ N (0, σ2).
This model can be also written by using a backshift polynomials. Let Φ(B) = 1 −∑p
i=1 φiB
i and Θ(B) = 1−
∑q
i=1 θiB
i then ARMAX is given by
ytΦ(B) = Xtβ + Θ(B)εt ⇔ yt =
1
Φ(B)
(Xtβ + Θ(B)εt) (4.2)
An ARMAX model has a similar form as an ARMA process from definition 3.2.5 only
that additional exogenous variables are added. Therefore, the conditions for stationarity
described for the ARMA process also apply like theorem 3.2.1. If yt is replaced by (1−B)dyt,
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then the model is also called an ARIMAX model. However, this will not be discussed
further since the theory of ARMAX also covers the theory of ARIMAX models.
For now let p = 1, q = 0 and |φ| < 1. Then a ARMAX model is given by
yt = φyt−1 +Xtβ + εt,
which is also called a ARX Model. Then the conditional distribution of yt is given by
yt|yt−1 ∼ N (φyt−1 +Xtβ, σ2). (4.3)
For the marginal distribution it holds that
yt = φyt−1 +Xtβ + εt︸ ︷︷ ︸
=:γt
= φ(φyt−2 + γt−1) + γt = φ
2yt−2 + φγt−1 + γt


















These distributions can be used to calculate the (log)-likelihood. For the derivation of
the joint density, the steps from (3.2) can be used again. Substituting the distributions
(4.3) and (4.4) into the equation (3.2) yields the following likelihood given by (4.5), (4.6)
and (4.7). The term (4.7) can be written in the form of a linear regression. The term 4.6
is more complicated mainly because of two reasons. First it is not linear in φ. Second




jX1−j by using some past exogenous inputs. It can also be argued
that for large sample size n the influence of (4.6) is so small that it is negligible. In this




























(yi − (φyi−1 +Xtβ))2 (4.7)
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4.3 Dynamic regression models
In addition to the ARMAX model, the dynamic regression model offers another possibility
to combine ARMA or ARIMA models and regression. Dynamic regression models are often
called regression with ARIMA errors [HA18]. Therefore, dynamic regression models are
defined in definition 4.3.1 as regression models in which the error term follows an ARIMA
process.
Definition 4.3.1 (Dynamic regression models). Let yt be the response variable to the
time point t and Xt = (1, xt1, xt2, . . . , xtp) ∈ R1×(p+1) the vector of exogenous variables
to the time point t. Then dynamic regression models are given by
yt = Xtβ + νt ∧ Φ(B)(1−B)dνt = Θ(B)εt,
where Φ(B) = 1−
∑p
i=1 φiB
i, Θ(B) = 1−
∑q
i=1 θiB
i, β ∈ Rp+1 and εt
iid∼ N (0, σ2).
To estimate the coefficients, the sum of squared errors εt must be minimized. If, on the other
hand, the sum of squared νt is minimized, then the autocorrelation in the errors is ignored
[HA18, Sec. 9.1]. It is also possible to perform the estimations via maximum likelihood
[HA18, Sec. 9.1]. An iterative procedure for estimating the coefficients is described in
Schlittgen 2020 [Sch20, Pages 226-227]. First, the coefficients β are estimated as in a
linear regression model via minimizing the sum of the squared errors. In the next step,
the coefficients φ1, . . . , φp and θ1, . . . , θq are estimated by maximum likelihood using the
residuals. This gives the dependency structure, which will be considered in the next pass.
These steps are then repeated until the results hardly change. If this procedure is continued,
the standard errors of the coefficients are also obtained [Sch20, Page 227]. The proof that
this procedure is suitable to estimate the coefficients is shown in [OK74].
According to [HA18, Sec. 9.1], an important condition for dynamic regression models
is stationarity of all variables. This refers to yt as well as to all exogenous variables
(xt1, . . . , xtp. Otherwise, the estimates of the coefficients are not consistent. Except if there
is a linear combination of non-stationary yt and exogenous variables, then the estimated
coefficients are consistent even though not all variables are stationary, see [HA18, Sec. 9.1]
or [RH03].
In the following it is assumed that p = 1, q = d = 0 and |φ| < 1. In this case, it is a
regression with AR(1) error. Then a dynamic regression model can be written as
yt = Xtβ + νt (4.8)
νt = φνt−1 + εt. (4.9)
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Under these assumptions the conditional distribution is given by
νt|νt−1 ∼ N (φνt−1, σ2) (4.10)
yt|νt−1 ∼ N (Xtβ + φνt−1, σ2) (4.11)
yt|yt−1 ∼ N (Xtβ + φ(yt−1 −Xt−1β), σ2)
= N (φyt−1 + (Xt − φXt−1)β, σ2).
(4.12)
In (4.10) the fact that νt follows an AR process is used. For the equation (4.11) the
regression part regression part was added. By replacing t with t − 1 the equation (4.8)
can be written as νt−1 = yt−1 −Xt−1β. This νt−1 is inserted into the distribution (4.11) to
obtain the distribution in (4.12). This shows that yt|νt−1 = yt|yt−1.
For the marginal distribution the fact that νt ∼ N (0, σ
2
1−φ2 ) from equation (3.1) can be
used. For the distribution of yt only the regression part has to be added to get equation
4.13.







As with the ARMAX model, these results can be used together with equation (3.2) to
establish the (log)-likelihood. The equations (4.14), (4.15) and (4.16) show the resulting
log-likelihood. Unlike ARMAX, there are no problems for the term of observation at time
t = 1, see (4.15), in terms of the exogenous variables needed. The equation (4.16) cannot
simply be represented in the form of linear regression, so another numerical procedure is
needed to maximize the log-likelihood - for example, the procedure described on page 20.
This is mainly due to the fact that in (Xt − φXt−1)β = Xtβ −Xt−1βφ two parameters φ





















(yi − (φyi−1 + (Xt − φXt−1)β))2 (4.16)
When comparing ARMAX and Dynamic Regression models, the question arises: which
models should be used and when. Rob J. Hyndman, the creator of the R package forecast
[HAB+21] and one author of the fable [OWHW20] package, has a clear answer to this
question. In his blog called ”The ARIMAX model muddle” [Rob] he recommends to use the
dynamic regression model. This is mainly since in ARMAX the coefficient β does not have
the same interpretation as in linear regression but can only be interpreted conditionally
on the last time points. For the marginal form, the criticism is that when represented
with backshift operators, the AR term is mixed with the error term and the covariates,
see equation (4.2). These problems do not occur with the dynamic regression model. In
addition, since no model is superior to the other in terms of predictive quality [Rob], the
dynamic regression model is recommended.
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4.4 Logistic regression
The previous models require a real valued response variable. However, these models are
not suitable for binary questions such as whether a fault is present or not. For this reason,
logistic regression is introduced in this section.
Definition 4.4.1 (Logistic regression). Let yt ∈ {0, 1} be the response variable to the
time point t and Xt = (1, xt1, xt2, . . . , xtp) ∈ R1×(p+1) the vector of covariates to the
time point t. Then the logistic regression model is given by
logit(P (yt = 1|Xt)) := log
P (yt = 1|Xt)
1− P (yt = 1|Xt)
= Xtβ ⇔ P (yt = 1|Xt) =
exp(Xtβ)
1 + exp(Xtβ)
where β ∈ Rp+1 and P (yt = 1|Xt) denotes the probability that yt = 1 given the
covariates Xt.
The estimation of the coefficients β can be done by maximizing the log-likelihood. The







is given in equation (4.17). For the estimation it is necessary to use a numerical procedure
like the Newton–Raphson algorithm [HTF09, Page 120].
log p(y1, . . . , yn) =
n∑
i=1
(yiXiβ − log(1 + eXtβ)) (4.17)
Notice that a logistic regression model estimates the probability for yt = 1 given Xt.
By setting a threshold between zero and one, these probabilities can be used to estimate
whether yt = 1 or yt = 0 holds. There are different approaches for determining these
thresholds which will be discussed in Chapter 5.
Even more details about this model can be found in [JWHT14, Sec. 4.3] and [HTF09,
Sec. 4.4] among others.
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4.5 Akaike information criterion (AIC)
Akaike information criterion or AIC is a method to estimate the quality for statistical
models and is defined in definition 4.5.1. A lower AIC here indicates a better model. The
AIC can also be applied step by step to find an optimal model. This procedure is then
called stepwise AIC and works as follows. In the first step, a simple intercept model is
assumed. In the next step, the covariate that reduces the AIC the most is added. This
results in a model consisting of an intercept and a covariate. Next, the covariate that
reduces the AIC the most is added again. The process is repeated until the addition of
more variables would only increase the AIC. It is also possible to start with a model that
uses all available covariates and reduce it to each step, then it is the Backward stepwise
AIC. More information about the stepwise AIC is given in [FKL07, S.165], [BAH10] and
[YYK07], among others.
Definition 4.5.1 (AIC). Let L be the maximum likelihood and ρ the number of
independently adjusted parameters within the model then the AIC is given by,
AIC = −2 log(L) + 2ρ,
see [Aka74].
Chapter 5
Evaluation of binary classifiers
In fault detection, there are four possible outcomes at each time point. Either a fault
is correctly suspected, correctly no fault is suspected, incorrectly a fault is suspected, or
incorrectly no fault is suspected. Binary classification often distinguishes between positive
and negative classifications. That is, in this thesis, time points that are classified as faults
are called positive, and time points that are classified as fault-free are called negative. Also,
correct classification is drawn as true and an incorrect one as false. Therefore the number
of time points that are correctly classified as a fault is called true positive (TP) and the
number of time points that are incorrectly classified as a fault is called false positive (FP).
The same is applied with the fault-free time points, only that they are then called negative.
These definitions are summarized in definition 5.0.1 and more general definitions can be
found in [Pow08].
Definition 5.0.1 (TP, FP, TN, FN). Let time points that are classified as faults be
positive and time points that are classified as fault-free be negative then:
• TP = True positive = Number of time points that are correctly classified as fault.
• FP = False positive = Number of time points that are incorrectly classified as
fault.
• TN = True positive = Number of time points that are correctly classified as
fault-free.
• FN = False positive = Number of time points that are incorrectly classified as
fault-free.
The division into TP, FP, TN, and FN can derive other measures, making it easier
to compare the classification results. An example of such a measure is the True Positive
Rate, also called sensitivity. In this measure, only the points in time that were classified as
positive are considered. From these, the proportion of correct classifications is calculated.
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In contrast, specificity is the proportion of correct classifications within the time points
classified as negative. Ideally, both sensitivity and specificity are close to one, but binary
classification often requires a choice between high sensitivity and high specificity. Some
measures consider both negative and positive classifications, such as accuracy, which de-
scribes the proportion of correct classifications. In the case of accuracy, the characteristic
that occurred less frequently is also considered to a lesser extent. Other measures take
both positive and negative values into account and avoid this problem, which will not be
discussed further. These can be found in [Pow08], among others. Definition 5.0.2 lists the
three definitions discussed.
Definition 5.0.2 (Sensitivity, specificity, accuracy). Given the definition 5.0.1 then:
• Sensitivity := TP
TP+FP
• Specificity := TN
TN+FN
• Accuracy := TP+TN
TP+TN+FP+FN
Suppose the probability of a positive value is modeled for binary classification. In
that case, it is possible to estimate the quality of the model using a Receiver Operating
Characteristics (ROC) curve. Further information about the ROC curve can be found in
[Pow08] and [HM82] among others. Simplified, we first assume a sensitivity of zero and a
specificity of one. In the next step, the actual labels are sorted according to the modeled
probabilities for positive. Now, these labels are gone through one by one, starting with the
one that has the highest probability. For each positive observation, the sensitivity is then
increased by 1
TP+FN
. For each negative observation, the specificity is decreased by 1
FP+TN
.
The resulting curve is the ROC curve. The technique of sorting by probabilities can also be
used to derive different thresholds. These can be applied to the training data, and finally,
the threshold can be selected which is the most appropriate according to a given measure.
Chapter 6
Data-based comparison
This chapter discusses methods for data-based comparison. The term data-based is to
be understood as the contrast to model-based, which is discussed in Chapter 7. The
main difference between these two concepts is that in model-based comparison, models
are created with the data, which are then compared. In data-based comparison, however,
the data sets are compared directly or after a time shift. For this purpose, let x1, . . . , xn
and y1, . . . , yn be two time series which are to be compared. As a simplification x =
(x1, . . . , xn)
′ ∈ Rn and y = (y1, . . . , yn)′ is defined.
6.1 Methods
Mean suqared error and mean absolute error
Simple examples for data-based comparisons are the mean squared error (MSE) and the
mean absolute error (MAE), which are defined in definition 6.1.1. When the MSE is
referred to in the following, the MAE is also meant. It is also possible to divide the time
series x and y into equal blocks. Then two blocks can be compared with each other using
the MSE. In this way, it is possible to examine when the distance between x and y is
high and when it is low. This can also be done between two observations xi and yi using
(xi − yi)2.
Definition 6.1.1 (MSE, MAE). Let x = (x1, . . . , xn)
′ ∈ Rn and y = (y1, . . . , yn)′ ∈ Rn














A disadvantage of the MSE is that time shifts are not taken into account. For example, if
xi = yi+1 holds, then the MSE would not detect that x and y are identical except for time
shift. It is of course possible to try different time delays when using the MSE. Means the






(xi − yi+l)2, (6.1)
where l ∈ N. Then the l for which (6.1) gets minimized can be used.
Dynamic Time Warping
Instead, the method Dynamic Time Warping (DTW) can be used in such a case. DTW
was introduced by Vintsyuk 1968 [Vin68]. It was used for speech recognition, but this
approach is also applicable for time series in general. An advantage of DTW is that this
algorithm is practical to compare two time series of different lengths and can be helpful for
reel valued data and discrete data. In simple terms, a distance measure and possible steps
are required in addition to the two time series. These steps define which points in time
may be compared with each other. These steps are then applied to find the path where
the distance becomes minimized. This distance is then the result of the algorithm. For
the implementation, the R package dtw [Gio09] can be used, for example. However, since
DTW is not applied in this thesis, it will not be discussed in detail in the following. More
information on Dynamic Time Warping is discoverable in [TGQS08] and [M0̈7], among
others.
Cross-correlation
Another option is to determine the similarity by cross-correlation. Cross-correlation is
identical to the basic correlation with the difference that an additional time delay is built-
in see the definition 6.1.2. The advantage of this method is that the results are always
between -1 and 1. On the other hand, the disadvantage is that only the linear relationship
is tested and not the distance between two time series. For example, if yi = 100xi for all
i = 1, . . . , n, then the result of the (cross)-correlation would be one. In this case, it is easy
to establish the similarity between yi and xi. However, the cross-correlation does not give
any information about whether the data have to be normalized or not.
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Definition 6.1.2 (Cross-correlation and cross-covariance). Let x = (x1, . . . , xn)
′ ∈ Rn
and
y = (y1, . . . , yn)








(xi+l − x̄)(yi − ȳ).





See [Mad07, Page 150].
Further methods
Prof. Dr. Kriegel provided an overview of other methods for similarity search of time
series see [Kri07]. These include Dynamic Time Warping, Whole-Matching, Subsequence
Matching, Singular Value Decomposition, and many more.
6.2 Discussion
The disadvantage of data-based comparisons is that they cannot represent the interrelation-
ships within a building. For example, assume that climate data is used for the simulation,
which differs significantly from measured climate data. In this case, the difference in cli-
mate data already explains the difference between the simulated and the measured heating
power. This means that data-based comparison is only helpful if there are identical condi-
tions between simulation and measurement, such as similar climatic conditions and similar
attendance and fault periods. In order to be able to compare simulation and measurement,




In model-based comparisons, the data are not compared with each other directly. Instead,
separate models are trained on the simulation data and the measurement data. These
models should describe the relationships within a building or any system. Subsequently,
the coefficients estimated with the simulated data are compared with those estimated with
the measured data. If these coefficients are similar, then the simulation data appears to
be similar to the measured data. Overall the time points themselves are not relevant in
model-based comparisons - much more important are the relationships within a system.
For example, the carbon dioxide content of a room depends on whether there are people
in the room or not. If the room is long enough without users, then the carbon dioxide
content is relatively constant. As long as a person is in the room, the carbon dioxide
content increases, and when the person leaves the room, the carbon dioxide content should
decrease. In such a case, a data-based comparison between the simulated and the measured
carbon dioxide only makes sense if the periods for the presence are identical. In contrast,
the model-based comparison first models the relationships between presence and carbon
dioxide change in the room. Thereby, the model equations are identical for the simulation
and the measurement data. After the estimation of the coefficients, they can be compared
with each other. In this way, differences between simulation and measurement can be
detected even if the presence periods differ.
Another example would be the heating capacity of a building. The lower the outside
air temperature, the higher the required heating capacity. This means that a data-based
comparison only makes sense if the temperature in the simulation and in the measurement
period are identical. On the other hand, only the relationship between power and outside
air temperature is essential with a model-based comparison.
This principle can also used to compare two stochastic processes with each other. Let
for example be yt = φyyt−1 + εt and xt = φxxt−1 + ε̃t where (εt) and (ε̃t) are two white noise
processes. In data-based comparison pairs (x1, y1), (x2, y2), . . . , (xn, yn) would be compared
with each other. In model-based comparison, it would be checked whether φx ≈ φy holds.
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7.1 A note to model-based comparisons
Let S ∈ Rn×p be a design matrix created with simulation data and M ∈ Rn×p a design
matrix created with measurement data. In addition let YS = (Y1S, . . . , YnS)
′ ∈ {0, 1}n be
the vector of the simulated binary target variables and YM = (Y1M , . . . , YnM)
′ ∈ {0, 1}n the
vector of the measured target variables. The question is whether the relationship between
S and YS is similar to the relationship between M and YM . To analyze this, the two
models (logit(π1S), . . . , logit(πnS))
′ = SβS and (logit(π1M), . . . , logit(πnM))
′ = MβM are
created where πtS := P (YtS = 1|SβS) ∈ (0, 1) and πtM := P (YtM = 1|MβM) ∈ (0, 1). For
this purpose, let β̂S be the estimator of βS and β̂M the estimator of βM . If β̂S and β̂M are
similar then the simulation of YS seems to reflect the reality well. The problem is, however,
that this approach is only possible if all information is present. Therefore, the question
arises how to apply this method when YM is not given.
One idea would be to estimate YM with the model trained by simulation data. This
means at first β̂S is estimated. Then (logit(π̂1M , . . . , logit(π̂nM))
′ := Mβ̂S is calculated to
estimate ŶM . Where ŶM is one in components where π̂tM ∈ (0, 1) is bigger than some
threshold value and zero otherwise. Now that an estimator for YM is available, the remain-
ing steps can be performed as before to compare β̂S and β̂M . The question that remains
is how useful this approach actually is.
There is a clear answer to this question, and it is that this approach is not mean-
ingful at all. For one β̂S is used to estimated β̂M and β̂S depends on the design matrix
S. Therefore β̂M also depends on S, which means that this approach does not check how
similar S and M are. That this procedure is not useful can be shown especially within the
linear regression. For this, YS ∈ Rn and YM ∈ Rn are redefined for a regression problem.
The equations (7.1) up to (7.4) proof that β̂M = β̂S if this procedure is done in a linear
regression model. Where (7.1) shows the model equation and the estimation of βS using
the simulation. In the next step (7.2) β̂S is used to estimate ŶM . In equation (7.3) ŶM is
used to build a model and estimate βM using the measured data. The equation (7.4) is
identical to the equation (7.3) but ŶM is replaced by the ŶM from the equation (7.2). Then
(MTM)−1 and (MTM) cancel each other out, which means that β̂M does not depend on
the measured data.
YS = SβS ⇒ β̂S = (STS)−1STYS (7.1)
ŶM = Mβ̂S (7.2)
ŶM = MβM ⇒ β̂M = (MTM)−1MT ŶM (7.3)
⇒ β̂M
(7.2)(7.3)
= (MTM)−1MTMβ̂S = β̂S  (7.4)
In summary, this shows that mixing simulation and measured data or models should
be avoided in model-based comparisons. If it is nevertheless considered necessary, then the
extent to which the results influence each other should be examined.
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7.2 Comparison by standard error
Most statistical models require coefficients. These coefficients will be estimated by using
data. For this purpose, let β̂S ∈ R be an estimated coefficient, which was estimated by
simulation data. While β̂M ∈ R represents the estimation using real measurement data. It
is almost impossible that β̂S = β̂M holds even if the simulation is nearly perfect. For this
reason, it is necessary to replace the point estimators β̂S and β̂S with interval estimators.
Therefore let ŜES :=
√
Var(β̂S) be the standard error of β̂S and ŜEM :=
√
Var(β̂M)
the standard error of β̂M . These standard errors can now be used to construct interval
estimators by IS := (β̂S − ŜES, β̂S + ŜES) and IM := (β̂M − ŜEM , β̂M + ŜEM). The
coefficients β̂S and β̂M can now be considered similar if IS ∩ IM 6= ∅. All steps are
summarized in algorithm 7.2.1.
Input: DataS, DataM , Model-Formula
Input: R
1 Estimate β̂S with DataS and the Model-Formula












Algorithm 7.2.1: Comparison with standard error
This method can also be extended by replacing ŜES and ŜEM with λ·ŜES and λ·ŜEM
where λ ∈ R≥0. Through this, the strictness for the similarity can be determined. In the
one extreme case, λ = 0, the coefficients are similar only if they are identical. On the other
hand, for λ→∞, all coefficients are similar.
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7.3 Parametric bootstrapping
Another way to generate intervals for the coefficients of a model is by bootstrapping. The
idea of bootstrapping can be found, for example, in Efron 1994 [ET94] or in Hall 2013
[Hal13]. Let x = (x1, . . . , xn)
′ be a random sample with x ∼ F . The approach is to draw B
times new samples of length n where each should be distributed like F . Then, a statistic
T can be applied to each of these samples. This gives B suggestions for the statistic T on
data that are distributed like F . These suggestions can now be used to generate standard
deviations or intervals for T (x). The difficulty is that the true distribution F is mainly
unknown in practice. For this reason, there are two main approaches to implement this
procedure. These are the parametric and the non-parametric bootstrapping. This section
describes a model-based comparison method using a variant of parametric bootstrapping.
A non-parametric variant is presented in the section 7.4.
Therefore let Y = Xβ + ν be a regression model. Where β = (β0, β1, . . . , βp)
′ ∈ Rp+1,
Y is the response vector, X is a n× (p+ 1) design matrix and ν ∼ F (ϑ) is the error term.
The distribution of that error F depends on a parameter ϑ ∈ Θ ⊆ Rk where k ∈ N. In a
linear regression model, F follows a multivariate normal distribution where all components
are independent in a dynamic regression model F is a ARMA process.
After the parameters of the model have been estimated using training data, β̂ and ϑ̂
can be used to perform parametric bootstrapping. For this reason, let Ŷ := Xβ̂ be an
estimation of Y . Now new noises ν∗ can be drawn from F (ϑ̂) to add up to Ŷ . This generates
a new response vector Y ∗ := Ŷ + ν∗. Now the coefficients β can be estimated again, but
Y from the train data will be replaced by Y ∗. This process can be repeated many times,
and after each pass, a new estimation for β and ϑ is obtained. These estimations can be
used to calculate intervals for each βj and each component in ϑ where j = 0, 1, . . . , p. The
algorithm 7.3.1 shows all steps the parametric bootstrapping steps for regression models.
In this algorithm β̂(Y,X) and ϑ̂(Y,X) denotes the estimation function for β and ϑ using
Y and X as train data.
There are several ways to create intervals using bootstrapping. One way lead to
the percentile intervals suggested in Efron 1994 [ET94, Page 170]. Therefore let β̂∗j :=
(β̂∗j1, . . . , β̂
∗
jB)
′ be the vector of the bootstrap estimations for βj after B iterations. Also let
β̂
∗(α)










Obviously, this procedure can be done for every βj and each component in ϑ.
These bootstrap intervals must be performed once with the simulation data and once
with the real data. Then, as in section 7.2, these intervals can be compared with each
other. If the intersection between the interval generated with simulation data and the
interval generated with real data is equal to the empty set, then the influence to Y differs.
Suppose the intersection is not equal to the empty set. In that case, the influence of
that exogenous variable on the response variable Y can be assumed to be similar in the
simulation and the real data.
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Input: Y ∈ Rn, X ∈ Rn×(p+1), B ∈ N
Output: (β̂∗, ϑ̂∗)
1 β̂ ← β̂(Y,X)
2 ϑ̂← ϑ̂(Y,X)
3 Ŷ ← Xβ̂
4 for b = 1, . . . , B do
5 Sample ν∗b ∈ Rn from F (ϑ̂)
6 Y ∗b ← Ŷ + ν∗b
7 β̂∗b ← β̂(Y ∗b , X)
8 ϑ̂∗b ← ϑ̂(Y ∗b , X)
9 end
10 β̂∗ ← (β̂∗1 , . . . , β̂∗B)′
11 ϑ̂∗ ← (ϑ̂∗1, . . . , ϑ̂∗B)′
Algorithm 7.3.1: Parametric bootstrapping for a regression model
7.4 Non-parametric bootstrapping
Besides parametric bootstrapping for regression there also exists also a non-parametric
version. This time the focus will be directly on dynamic regression models. Let Yt =
Xtβ + νt be a dynamic regression model where Yt ∈ R, Xt is the t-th row of a n× (p+ 1)




j=1 θjεt−j + εt follows an
ARMA(p,q) process. Non-parametric bootstrapping is supposed to draw from the data. In
the case of a linear regression model, which means that φ1 = · · · = φp = θ1 = · · · = θq = 0
holds, it is possible to randomly draw pairs (Yi, Xi) or draw residuals ν̂i := Yi −Xiβ̂, see
[ET94, Page 113]. In [ET94, Page 113] it is also suggested to bootstrap from the pairs
because it is less sensitive to the model assumptions then bootstrapping the residuals. But
in a dynamic regression model the noise to a time point t may depend on the past noise
and this structure would be ignored by bootstrapping the pairs (Yi, Xi). For this reason a
method for bootstrapping from a AR(1) process is suggested in Effron 1994 [ET94, Pages
95-99]. This proposal is in principle drawing from the residuals and is expandable for
dynamic regression models.
Overall this means that at first the parameters β̂, φ̂ = (φ̂1, . . . , φ̂p) and θ̂ = (θ̂1, . . . , θ̂q)
will be estimated. Afterwards Ŷ := Xβ̂ and the residuals ν̂ = (ν̂1, . . . , ν̂n)
′ = Yi − Xiβ̂
can be calculated. Since the residuals depend on each other it is not really appropriate





j=1 θ̂j ε̂t−j for t = 1, . . . , n. Note that min(t− 1, p) and
min(t− 1, q) in the end of the sums are only relevant for the time points for which t+ 1 <
max(p, q) holds for the time points after that min(t−1, p) = p and min(t−1, q) = q is true.
Now it is possible to draw n times from these independent residuals ε̂t with replacement
to get new bootstrapped independent residuals ε̂∗ = (ε̂∗1, . . . , ε̂
∗
n)
′. These can be used to
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The remaining steps are similar to the non-parametric version. The bootstrapped response
vector Y ∗ := Ŷ + ν̂∗ will be calculated where (ν̂∗1 , . . . , ν̂
∗
n)
′. Concluding the estimations of
β, φ and θ can be repeated but with Y ∗ instead of Y . These steps can be repeated as often
as desired to subsequently generate intervals for the coefficients, which can be used for
model-based comparisons. Algorithm 7.4.1 shows all bootstrapping steps where β̂(Y,X),
φ̂(Y,X) and θ̂(Y,X) denotes the estimation functions for β, φ and θ.
Input: Y ∈ Rn, X ∈ Rn×(p+1), B ∈ N
Output: (β̂∗, φ̂∗, θ̂∗)
1 β̂ ← β̂(Y,X)
2 (φ̂1, . . . , φ̂p)← φ̂(Y,X)
3 (θ̂1, . . . , θ̂q)← θ̂(Y,X)
4 Ŷ ← Xβ̂
5 (ν̂1, . . . , ν̂n)← Y −Xβ̂
6 for t = 1, . . . , n do






9 ε̂← (ε̂1, . . . , ε̂n)
10 for b = 1, . . . , B do
11 Draw n times with replacement from ε̂ to get (ε̂∗1b, . . . , ε̂
∗
nb)













15 ν̂∗b ← (ν̂∗1b, . . . , ν̂∗nb)
16 Y ∗b ← Ŷ + ν̂∗b
17 β̂∗b ← β̂(Y ∗b , X)
18 φ̂∗b = (φ̂
∗
1b, . . . , φ̂
∗
nb)← φ̂(Y ∗b , X)
19 θ̂∗b = (θ̂
∗
1b, . . . , θ̂
∗
nb)← θ̂(Y ∗b , X)
20 end
21 β̂∗ ← (β̂∗1 , . . . , β̂∗B)
22 φ̂∗ ← (φ̂∗1, . . . , φ̂∗B)
23 θ̂∗ ← (θ̂∗1, . . . , θ̂∗B)
Algorithm 7.4.1: Non-parametric bootstrapping for a dynamic regression model
7.5 Posterior cut area comparison
In statistics, there are two main philosophical approaches [BC16, Page 5]. One of them is
often called the frequentest approach. In this approach, parameters are assumed to be fixed,
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but unknown constants and probabilities are interpreted as relative frequency [BC16, Pages
5-6]. The other approach is the Bayesian approach, in which random variables express the
uncertainty about the true parameter. The probabilities in the Bayesian statistics are
interpreted as a degree of belief [BC16, Pages 6-7]. These different interpretation concepts
lead to different methodological approaches. Usually, a Bayesian approach starts with a
subjective prior distribution of the parameter, which is to be estimated. In the second step,
data is used to update the belief by using Bayes’ theorem to obtain a posterior distribution
for that parameter. The posterior distribution can now be used for the analysis. In the
case of model-based comparison, the simulation data and the real data can be used to
derive a posterior distribution. These posterior distributions can now be compared with
each other.
This leads to the question of how to compare the distributions. One way is by using
the density function of the distribution. Therefore let g1(x) and g2(x) be two continuous
univariate density functions. Each density function is non-negative everywhere, and it
holds that the integral is equal to one [Sti99, Page 170]. Therefore∫
R
min(g1(x), g2(x))dx (7.5)
is a value between zero and one. If g1(x) = g2(x) for each x ∈ R then the integral in (7.5)
is equal to one. If however g1(x) > 0⇔ g2(x) = 0 then (7.5) is equal to zero. Graphically,
the integral in (7.5) is the cut area between two density functions. If the densities are
replaced by the posterior distributions obtained from the simulation and the measured
data, then the posterior cut area from definition 7.5.1 is obtained. If the posterior cut area
is bigger than some threshold between zero and one, then the posteriors can be assumed
to be similar.
Definition 7.5.1 (Posterior cut area). Let p(ϑ) be a univariate and continuous prior
distribution, p(ϑ|S) the posterior distribution given by the simulation data and p(ϑ|M)
the posterior given by the measured data. Then the posterior cut area is given by∫
R
min(p(ϑ|S), p(ϑ|M))dϑ.
The problem, however, is the fact that the true posteriors are analytically mostly hard
to derive. For that reason, numerical Markov Chain Monte Carlo Methods, or short MCMC
Methods, are used to sample from these posteriors. Examples of these methods are the
EM algorithm, Gibbs-sampler, and the Metropolis-Hastings algorithm. Explanations of
these methods can be found in Lee 2012 [Lee12, Ch. 9]. The exact method is irrelevant for
the further procedure. It is only important that (pseudo-)random numbers can be drawn
from the desired posteriors. These samples will now be used to estimate densities.
Therefore, a kernel function is needed. Examples of kernel functions are trackable in
Table 7.1. These are usable to define the kernel density estimator in Definition 7.5.2.
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Table 7.1: Kernel functions
See [HMS06].
Definition 7.5.2 (Kernel density estimator). Let x1, x2, . . . , xn be independent sam-











is a kernel denstiy estimator to the bandwidth h [Par62].
Now by replacing the posteriors in definition 7.5.1 with the kernel density estimator a
estimator for the posterior cut area in definition 7.5.3 can be derived.
Definition 7.5.3 (Estimated posterior cut area). Let f̂S(ϑ) and f̂M(ϑ) be arbitrary
kernel density estimator generated with samples drawn by a posterior distribution
p(ϑ|S) and p(ϑ|M) where S are simulation data and M are measurement data. Then
the estimated posterior cut area is given by∫
R
min(f̂S(ϑ), f̂M(ϑ|M))dϑ.
All steps for the posterior cut area comparison are summarized in the algorithm 7.5.1.
A major drawback to this approach is that it can cause numerical problems. Since first
numerically samples are drawn from posterior densities to subsequently generate the kernel
density estimators to numerically integrate over them. These are three possible sources
of potential numerical problems that build on each other. In practice, it has been shown
that especially kernel density estimation can lead to problems. Especially if the standard
deviation of the posterior samples is too small, for this reason, a Bayesian method is
proposed in the following section 7.6, which is numerically more stable.
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Input: S,M , p(ϑ), α ∈ [0, 1), I ∈ N
Output: R
1 Sample ϑ1|S, . . . , ϑI |S from p(ϑ|S) via MCMC
2 Sample ϑ1|M, . . . , ϑI |M from p(ϑ|M) via MCMC
3 Calculate the kernel density estimator f̂S(ϑ) with ϑ1|S, . . . , ϑI |S









Algorithm 7.5.1: Posterior cut area comparison
7.6 Credible interval comparison
In addition to the method presented in section 7.5, posteriors can also be compared using
credibility intervals. These intervals are defined in definition 7.6.1.
Definition 7.6.1 (Credible Interval). Let p(ϑ|x) be a posterior distribution. Then for
a fixed α ∈ (0, 1), a α · 100% credible Interval is defined through two real numbers L
and U , that fulfill ∫ U
L
p(ϑ|x)dϑ = α.
The quantity α is called the credible level of the credible interval [L,U ]. See also
[HB13, Page 172].
There are several ways to set the lower and upper bound for the confidence intervals. A
simple way to specify L and U would be via quantiles. If the α
2
-quantile is used for L and
the (1− α
2
)-quantile of posterior densities for U , it gives a possible credibility interval to the
credibility level α. These quantiles can now be used to compare posterior densities of the
simulation and the measured data. Therefore two credibility intervals will be created. One
of these is generated with the simulation data posterior and the other one with measured
data posterior. For the lower and upper bound, the α
2
- and the 1 − α
2
-quantile is used in
each case. If the intersection of these two intervals is not equal to the empty set, then the
parameter can be assumed to be similar. See also definition 7.6.2.
Definition 7.6.2 (Credible interval comparison). Let qα(ϑ|S) be a α-quantile of the
posterior distribution p(ϑ|S) and qα(ϑ|M) be a α-quantile of the posterior distribution
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p(ϑ|M). Where p(ϑ) is a univariate prior distribution for ϑ. Then p(ϑ|S) and p(ϑ|M)
















As described in section 7.5, it is mainly necessary to use MCMC algorithms to sample
from the posteriors. In this case, the quantiles can be replaced by the empirical quantiles.
From a numerical point of view, empirical quantiles are not problematic. That is the
primary advantage of this method compared to the method described in section 7.5. All
steps of this method are summarized in algorithm 7.6.1.
Input: S,M , p(ϑ), α ∈ (0, 1), I ∈ N
Output: R
1 Sample ϑ1|S, . . . , ϑI |S from p(ϑ|S) via MCMC





(ϑ|S) as the empirical α
2
- and (1− α
2
)-quantile of the





(ϑ|M) as the empirical α
2
- and (1− α
2
)-quantile of the
samples ϑ1|M, . . . , ϑI |M














Algorithm 7.6.1: Credible Interval comparison
7.7 Discussion
Note that neither concept is superior when comparing model-based and data-based com-
parisons. In model-based comparison, information about individual points in time is lost,
which can be an advantage or disadvantage, depending on the context. However, the main
problem with model-based comparison is the modeling itself. If important influencing vari-
ables are not taken into account, the result will not be meaningful. Especially with time
series, it can be unclear how many hours of time lags should be considered to get a conclu-
sive impact. Furthermore, it is unclear which covariates must match for global similarity to
occur. However, there is the possibility to derive global metrics like the number of matches
or a weighting of them, for example. Nevertheless, it is not clear how meaningful weights
can be derived.
Chapter 8
Check unmeasured climate data
This chapter is an insertion and shows that building simulations and measured data are
helpful to evaluate missing climate data. Here it is assumed that the simulation is suit-
able to represent the building. Now it is investigated which radiation data best fit the
measurement.
8.1 Estimate Radiations
Assuming only the global radiation was measured, but for the simulation, diffuse and direct
radiations are needed. Then the global radiation can be used to estimate the required
radiations. These estimates are derivable by using the radiations from another location.
Such radiation data can be found, for example, at the homepage of Deutscher Wetterdienst
(DWD) [Deu]. The Rosenheim radiation data is not available on their site. Therefore the
data from the nearest location with available radiation data is used. This location is
Weihenstepan. The measurements available at the DWD are the global radiation, the
diffuse radiation, and the zenith angle in degrees. The following goal is to estimate the
diffuse and direct radiation from Rosenheim with the given Weihenstephan values and the
global radiation from Rosenheim.
In the first step, it is necessary to adjust the units. The Rosenheimer radiation was
measured in Watt-hour per square meter. In contrast, the DWD uses the hourly sum in
Joule per square centimeter. For this reason, the DWD radiations are multiplied with the
value 25
9





















Figure 8.1 shows the comparison between the Rosenheimer global radiation and the
Weihenstephan global radiation.
In the case of the Weihenstepan radiation, the division into diffuse and direct is known.
The division for the Rosenheimer radiation is unknown but needed. For this reason, three
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Figure 8.1: Comparison of global radiation
approaches are presented for splitting the Rosenheimer radiation using the Weihenstepan
radiations. Therefore the radiations are defined by in definition 8.1.1.
Definition 8.1.1 (Diffuse, direct and global radiation). Let difRl,t be the diffuse ra-
diation, dirRl,t the direct radiation and gloRl,t the gloabal radiation, each to the hour
t at the location l.
Where t ∈ {1, . . . , 744} and l ∈ {Ro,Ws} = {Rosenheim,Weihenstephan}
Also the solar zenith angle at mid of interval are needed.
Definition 8.1.2 (Zenith angle). Let ZWWs,t ∈ [0; 180] be the zenith angle at mid of
interval of Weihenstepan to the time t. Where t ∈ {1, . . . , 744}.
This value is related to the solar height by Zenith = 90◦ − solar height [Deu].
Now the tools to estimate the radiations in Rosenheim are defined. For the first esti-
mator, the Weihenstephan values are used for Rosenheim. For this reason, this estimator
is called the Weihenstephan-Estimator, see definition 8.1.3.
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Definition 8.1.3 (Weihenstepan-Estimation). Let the terms from definition 8.1.1 be
given and let sin be the sine function in angular measure. Then the Weihenstephan-
Estimator is given by,





For the second estimator, the main idea is to split the Rosenheimer global radiation
like the Weihenstepan radiation for each hour. This means that the relative proportion of
diffuse- and direct radiation from Weihenstephan is calculated for each point in time. This
proportion is then used for the Rosenheimer radiations.
Definition 8.1.4 (Time-Proportional-Estimation). Let the terms from definition 8.1.1
be given and let sin be the sine function in angular measure. Then the















For each t where gloRRo,t > 0. For the hours t where gloRRo,t = 0 the medians of
difRWs,t
gloRWs,t
during the remaining hours is used instead.
One disadvantage of this estimator is that if the global radiation differs significantly
at one point, it is probably not meant to use the same proportion. For this reason, the
following estimator sorts both global radiations from smallest to biggest. Then for each
position, the proportion of Weihenstephan is used for Rosenheim. Then finally, the values
are sorted again according to time.
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Definition 8.1.5 (Rank-Proportional-Estimation). Let the terms from definition 8.1.1
be given and let sin be the sine function in angular measure. Then the














Where r1, . . . , r744 and w1, . . . , w744 are time points for which
gloRRo,r1 ≤ · · · ≤ gloRRo,r744 and gloRWs,w1 ≤ · · · ≤ gloRWs,w744 . For hours where
gloRWs,wt = 0 the median of the remaining hours, the median of the remaining pro-
portion is used.
8.2 Evaluation
The simulated room temperatures are compared with the measured one to evaluate the
estimations. Since the fault periods in the measurement and simulations are identical, the
mean squared error (MSE) from section 6.1 is used as the measure. For a better comparison,
the simulation with the original climate data is also included in the evaluation. The results
are presented in the table 8.1, showing both the MSE between the room temperature and
the MSE between the actual and estimated radiations. It can be seen that the better the
radiations were estimated, the better the room temperature was simulated.
Simulation MSE-RT MSE-Diffuse MSE-Direct
Weihenstepan 1.32 474.29 16114.89
Time-prop 1.04 969.25 12133.41
Rank-prop 0.95 451.38 7468.55
Original 0.62 0 0
Table 8.1: Evaluation of the estimators for the radiations by MSE
Chapter 9
Comparison between simulation and
real data
In this chapter, the simulation data and the real measured data are compared. Six simu-
lations are tested. In one simulation, the fault periods and the climate data are identical
to those in the measured data. In the other five simulations, the periods of the faults are
shifted. In two of these, external climate data was also used.
Because of this, model-based comparison is used here since the shift of the fault pe-
riods should not play a decisive role. To be more precise, the four methods comparison
by standard error (section 7.2), parametric bootstrapping (section 7.3), non parametric
bootstrapping (section 7.4) and credible interval comparison (section 7.6) are applied. The
method posterior cut area comparison was omitted due to numerical problems, which were
also described in section 7.5. In each case, the change in the target variable at the time
before is modeled. This is because it makes it easier to justify stationarity. The ”d” at the
beginning of the model designations stands for difference.
In addition to the data, further inputs are required for these methods - these are
described in the following. The two bootstrap algorithms 7.3.1 and 7.4.1 need the number
of bootstrap iterations B. These are set to 1000 in each run. For the comparison, a α
of 0.05 was selected. The same α is also chosen for the credible interval comparison from
algorithm 7.6.1. For the number of draws from the a-posterior density, I = 10000 is used.
For the prior densities, distributions with high variance are chosen to express low prior
knowledge. More precisely, the following a priori distributions are chosen: φ ∼ N (0, 1000),




) and βi ∼ N (0, 1000) for each i = 0, 1, . . . , p.
The results are presented in tables. The four columns St.E, P.BS, BS and Bayes
represent the four methods used for the comparison. The rows, on the other hand, represent
the parameters. Each cell is either TRUE if there is a similarity between parameters by
corresponding method or FALSE if not. The column Sum indicates how many methods
assume a similarity between simulation and measurement.
In this chapter, periods with faults have been removed if they affect the corresponding
target variable. For the change in carbon dioxide, two weeks without the ventilation fault
were used in each data set. In contrast, the bypass and heating fault periods were removed
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for the room temperature and heating power. This means that a comparison between
simulation and measurement in the fault-free state is investigated because it is closer to
practice.
Note that if several simulations provide identical results tables, only one of them is
shown for the sake of clarity.
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9.1 Carbon dioxide
Definition 9.1.1 (dCO2-Model). The dCO2-Model is given by,
CO2t − CO2t−1 = β0 + β1Pret + β2Pret−1β3Pret−2 + νt
νt = φνt−1 + εt,
where εt ∼ N (0, σ2), σ2 ∈ R>0, φ ∈ [0, 1) and βi ∈ R for all i = 0, 1, 2, 3.
Definition 9.1.1 shows the model used to compare the simulated change of carbon
dioxide and the measured. The results of the model-based comparison are shown in the
tables 9.1, 9.2 and 9.3. The tables 9.1 and 9.2 show the results of Room B and the table
9.3 show the results for Room A. The graphical representation of the results are shown in
Figure 9.2 for Room B and in Figure 9.2 for Room A.
Simulation vs. Room B
The results for Room B are identical for the simulation with the same climate data. Here,
all four methods assume similarity for the intercept and the influence of the presence from
two hours ago. For the effect of the autoregressive error, the two bootstrapping methods
bear similarity, while the other two methods do not. For the two data sets with different
climate data, there is a difference with the method standard error, in the influence of the
presence of two hours ago. The method using standard errors does not assume similarity
here.
St.E P.BS BS Bayes Sum
ar1 FALSE TRUE TRUE FALSE 2
Pre FALSE FALSE FALSE FALSE 0
L1 Pre FALSE FALSE FALSE FALSE 0
L2 Pre TRUE TRUE TRUE TRUE 4
intercept TRUE TRUE TRUE TRUE 4
Table 9.1: dCO2 comparison results: Original, Shift1, Shift2, Shift3 vs. Room B
St.E P.BS BS Bayes Sum
ar1 FALSE TRUE TRUE FALSE 2
Pre FALSE FALSE FALSE FALSE 0
L1 Pre FALSE FALSE FALSE FALSE 0
L2 Pre FALSE TRUE TRUE TRUE 3
intercept TRUE TRUE TRUE TRUE 4
Table 9.2: dCO2 comparison results: Vienna, Berlin vs. Room B
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Figure 9.1: Change in carbon dioxide: Simulation vs. Room B
Simulation vs. Room A
In Room A, the results are identical for each simulation. According to the method via stan-
dard error, there is no similarity between simulation and measurement for any parameter.
According to the two bootstrap methods, on the other hand, there is a similarity in the
autoregressive error in the intercept and the presence of two hours ago. When comparing
by credibility intervals, the results are similar to bootstrapping with the difference that no
similarity is assumed for the autoregressive error.
St.E P.BS BS Bayes Sum
ar1 FALSE TRUE TRUE FALSE 2
Pre FALSE FALSE FALSE FALSE 0
L1 Pre FALSE FALSE FALSE FALSE 0
L2 Pre FALSE TRUE TRUE TRUE 3
intercept FALSE TRUE TRUE TRUE 3
Table 9.3: dCO2 comparison results: Simulation vs. Room A
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Figure 9.2: Change in carbon dioxide: Simulation vs. Room A
9.2 Room temperature
Definition 9.2.1 (dRT-Model). The dRT-Model is given by,
RTt − RTt−1 = β0 + β1OTt + β2dirRt + β3difRt + β4Pret + νt
νt = φνt−1 + εt,
where εt ∼ N (0, σ2), σ2 ∈ R>0, φ ∈ [0, 1) and βi ∈ R for all i = 0, 1, 2, 3, 4.
Definition 9.2.1 shows the model used to compare the simulated change of room temper-
ature and the measured. The tables 9.4 to 9.8 show the results comparing the simulation
with Room B and the tables 9.9 to 9.11 the comparisons with Room A. The graphical
representation of the results are shown in Figure 9.3 for Room B and in Figure 9.4 for
Room A.
Simulation vs. Room B
When comparing Room B and the simulations, there are many different results, even if
these differences are not particularly large. For the influence of direct and diffuse radiation,
all methods assume similarity for each data set. With the outdoor air temperature, three
to four methods assume similarity, depending on the data set. The presence influence is
assumed to be similar only for the Berlin data set in the non-parametric bootstrap. For
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the autoregressive term, the similarity depends on whether the original climate dataset
was used. For the intercept, all possible results are provided.
Figure 9.3: Room temperature change: Simulation vs. Room B
St.E P.BS BS Bayes Sum
ar1 FALSE TRUE TRUE TRUE 3
OT FALSE TRUE TRUE TRUE 3
DirRad TRUE TRUE TRUE TRUE 4
DiffRad TRUE TRUE TRUE TRUE 4
Pre FALSE FALSE FALSE FALSE 0
intercept FALSE FALSE TRUE TRUE 2
Table 9.4: dRT comparison results: Original vs. Room B
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St.E P.BS BS Bayes Sum
ar1 FALSE TRUE TRUE TRUE 3
OT FALSE TRUE TRUE TRUE 3
DirRad TRUE TRUE TRUE TRUE 4
DiffRad TRUE TRUE TRUE TRUE 4
Pre FALSE FALSE FALSE FALSE 0
intercept FALSE FALSE TRUE FALSE 1
Table 9.5: dRT comparison results: Shift1, Shift2 vs. Room B
St.E P.BS BS Bayes Sum
ar1 FALSE TRUE TRUE TRUE 3
OT TRUE TRUE TRUE TRUE 4
DirRad TRUE TRUE TRUE TRUE 4
DiffRad TRUE TRUE TRUE TRUE 4
Pre FALSE FALSE FALSE FALSE 0
intercept FALSE FALSE TRUE FALSE 1
Table 9.6: dRT comparison results: Shift3 vs. Room B
St.E P.BS BS Bayes Sum
ar1 FALSE FALSE FALSE TRUE 1
OT TRUE TRUE TRUE TRUE 4
DirRad TRUE TRUE TRUE TRUE 4
DiffRad TRUE TRUE TRUE TRUE 4
Pre FALSE FALSE FALSE FALSE 0
intercept FALSE FALSE TRUE FALSE 1
Table 9.7: dRT comparison results: Vienna vs. Room B
St.E P.BS BS Bayes Sum
ar1 FALSE FALSE FALSE FALSE 0
OT TRUE TRUE TRUE TRUE 4
DirRad TRUE TRUE TRUE TRUE 4
DiffRad TRUE TRUE TRUE TRUE 4
Pre FALSE FALSE TRUE FALSE 1
intercept FALSE TRUE TRUE TRUE 3
Table 9.8: dRT comparison results: Berlin vs. Room B
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Simulation vs. Room A
Compared with Room A, the similarity seems lower than with Room B, especially since
there is no similarity for direct radiation, presence, and autoregressive error for any method.
Interestingly, the Berlin dataset has the most similarities with the simulation, even if the
differences between the datasets are minor.
Figure 9.4: Room temperature change: Simulation vs. Room A
St.E P.BS BS Bayes Sum
ar1 FALSE FALSE FALSE FALSE 0
OT FALSE TRUE TRUE TRUE 3
DirRad TRUE TRUE TRUE TRUE 4
DiffRad FALSE FALSE FALSE FALSE 0
Pre FALSE FALSE FALSE FALSE 0
intercept FALSE TRUE TRUE TRUE 3
Table 9.9: dRT comparison results: Original vs. Room A
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St.E P.BS BS Bayes Sum
ar1 FALSE FALSE FALSE FALSE 0
OT TRUE TRUE TRUE TRUE 4
DirRad TRUE TRUE TRUE TRUE 4
DiffRad FALSE FALSE FALSE FALSE 0
Pre FALSE FALSE FALSE FALSE 0
intercept FALSE TRUE TRUE TRUE 3
Table 9.10: dRT comparison results: Shift1, Shift2, Shift3, Vienna vs. Room A
St.E P.BS BS Bayes Sum
ar1 FALSE FALSE FALSE FALSE 0
OT TRUE TRUE TRUE TRUE 4
DirRad TRUE TRUE TRUE TRUE 4
DiffRad FALSE FALSE FALSE FALSE 0
Pre FALSE FALSE FALSE FALSE 0
intercept TRUE TRUE TRUE TRUE 4
Table 9.11: dRT comparison results: Berlin vs. Room A
9.3 Total heating power
Definition 9.3.1 (dTHP-Model). The dTHP-Model is given by,
THPt − THPt−1 = β0 + β1OTt + β2dirRt + β3difRt + β4Pret + νt
νt = φνt−1 + εt,
where εt ∼ N (0, σ2), σ2 ∈ R>0, φ ∈ [0, 1) and βi ∈ R for all i = 0, 1, 2, 3, 4.
Definition 9.3.1 shows the model used to compare the simulated change of room temper-
ature and the measured. The tables 9.12 to 9.14 show the results comparing the simulation
with Room B and the tables 9.15 to 9.17 the comparisons with Room A. The graphical
representation of the results are shown in Figure 9.5 for Room B and in Figure 9.6 for
Room A.
Simulation vs. Room B
When looking at the results, it is noticeable that the influence of the autoregressive error
varies greatly depending on the data set. There is no similarity in the autoregressive error
for the data sets with external climate data and Shift2. Whereas for the original data
set, all methods assume a similarity at this point. The data sets Shift1 and Shift3 are
in-between. For the influence of the two radiations and the presence, the similarity is not
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assumed. Unlike the intercept here, there seem to be no significant differences between
simulation and measurement.
Figure 9.5: Change in total heating power: Simulation vs. Room B
St.E P.BS BS Bayes Sum
ar1 TRUE TRUE TRUE TRUE 4
OT FALSE TRUE TRUE TRUE 3
DirRad FALSE FALSE FALSE FALSE 0
DiffRad FALSE FALSE FALSE FALSE 0
Pre FALSE FALSE FALSE FALSE 0
intercept TRUE TRUE TRUE TRUE 4
Table 9.12: dTHP comparison results: Original vs. Room B
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St.E P.BS BS Bayes Sum
ar1 FALSE TRUE TRUE TRUE 3
OT FALSE FALSE TRUE TRUE 2
DirRad FALSE FALSE FALSE FALSE 0
DiffRad FALSE FALSE FALSE FALSE 0
Pre FALSE FALSE FALSE FALSE 0
intercept TRUE TRUE TRUE TRUE 4
Table 9.13: dTHP comparison results: Shift1, Shift3 vs. Room B
St.E P.BS BS Bayes Sum
ar1 FALSE FALSE FALSE FALSE 0
OT FALSE TRUE TRUE TRUE 3
DirRad FALSE FALSE FALSE FALSE 0
DiffRad FALSE FALSE FALSE FALSE 0
Pre FALSE FALSE FALSE FALSE 0
intercept TRUE TRUE TRUE TRUE 4
Table 9.14: dTHP comparison results: Shift2, Vienna, Berlin vs. Room B
Simulation vs. Room A
The Results from Room A are comparable to those from Room B. With the difference that
the simulations with the original climate data have no agreement in the autoregressive
part, the simulations with external climate data do.
St.E P.BS BS Bayes Sum
ar1 FALSE FALSE FALSE FALSE 0
OT FALSE TRUE TRUE TRUE 3
DirRad FALSE FALSE FALSE FALSE 0
DiffRad FALSE FALSE FALSE FALSE 0
Pre FALSE FALSE FALSE FALSE 0
intercept TRUE TRUE TRUE TRUE 4
Table 9.15: dTHP comparison results: Original, Shift1, Shift2, Shift3 vs. Room A
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Figure 9.6: Change in total heating power: Simulation vs. Room A
St.E P.BS BS Bayes Sum
ar1 FALSE TRUE TRUE TRUE 3
OT FALSE TRUE TRUE TRUE 3
DirRad FALSE FALSE FALSE FALSE 0
DiffRad FALSE FALSE FALSE FALSE 0
Pre FALSE FALSE FALSE FALSE 0
intercept TRUE TRUE TRUE TRUE 4
Table 9.16: dTHP comparison results: Vienna vs. Room A
St.E P.BS BS Bayes Sum
ar1 FALSE TRUE TRUE FALSE 2
OT FALSE TRUE TRUE TRUE 3
DirRad FALSE FALSE FALSE FALSE 0
DiffRad FALSE FALSE FALSE FALSE 0
Pre FALSE FALSE FALSE FALSE 0
intercept TRUE TRUE TRUE TRUE 4
Table 9.17: dTHP comparison results: Berlin vs. Room A
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9.4 Overview
Finally, the table 9.18 shows an overview for Room B, and 9.19 shows a summary for
Room A. The values in the table are the number of matches for each data set and per
measurement. The number of matches for Room B is almost always lower than those for
Room A. The only exception is the change in total heat power for the Vienna and Berlin
data sets. It seems like there is little difference between the simulations. This is not a
bad sign since the same building was simulated each time. The usefulness of model-based
comparisons is discussed at the end of the following chapter.
Furthermore, when looking at the individual results, it is noticeable that if three out
of four methods find a similarity, the method uses standard error whose result does not
agree with the others. This means this method seems to be more stringent than the others.
That is probably because the other methods compare an interval at the 95% level, while the
standard error method uses an interval at the 68% level, assuming a normal distribution.
Theoretically, this could be adjusted, but it is not problematic to combine different strict
methods.
Simulation dCO2 dRT dTHP
Original 10 16 11
Shift1 10 15 9
Shift2 10 15 7
Shift3 9 16 9
Vienna 9 14 7
Berlin 9 16 7
Table 9.18: Number of matches with Room B
Simulation dCO2 dRT dTHP
Original 8 10 7
Shift1 8 11 7
Shift2 8 11 7
Shift3 8 11 7
Vienna 8 11 10
Berlin 8 12 9
Table 9.19: Number of matches with Room A
Chapter 10
Fault Detection
In the following chapter, models for fault detection are presented one by one. These are
first trained with the original simulation data. In a separate section, a comparison is made
with the other simulations. The goal is to detect the faults in Room B and Room A. Quick
reminder Room B is the room with the artificial user, and Room A is the room with the
real user.
The three faults are, firstly, the fault on the ventilation unit. Models that start with V
for ventilation are to detect this fault. Models to detect the fault on the heating unit start
with H for heating, and accordingly, models for the bypass fault begin with B.
The results are first presented in figures in these true predictions are colored green and
wrong orange. In addition, the positive predictions (the model does assume a fault) are
colored light, and the negative predictions (the model does not assume a fault) are colored
dark. This means that a light green point means that the decision for the fault is correct,
and a dark orange point means that a fault is overlooked at this point.
Each of the following models is a logistic regression see section 4.4. For each model,
the threshold is chosen by maximizing the sum of sensitivity and specificity in the training
data.
10.1 Ventilation Fault
The ventilation fault strongly affects the carbon dioxide (CO2) of a room. Therefore the
Figure 10.1 shows the CO2 curve in the simulation compared to the CO2 curve in Room
B, while Figure 10.2 shows Room A (real user) compared with Room B (artificial user).
In the simulation, it can be seen that the CO2 content rises to approximately 1200 ppm
five days in a row and then falls again. Afterward, the CO2 is relatively constant for two
days at about 500 ppm. This means that in the fault-free state, the presence areas are
recognizable. As soon as a fault occurs, which can be seen in Figure 10.1 and Figure 10.2
by the orange color gradient, the CO2 content increases significantly higher than in the
usual case. After fault correction, it takes a few hours for the CO2 to normalize again.
This delay must be taken into account for the modeling.
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Figure 10.1: CO2 simulation and CO2 Room B
Figure 10.2: CO2 Room A and CO2 Room B
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V-CO2
The first approach tries to detect the fault with the help of the CO2 concentration and the
presence. This model is defined in definition 10.1.1.
Definition 10.1.1 (V-CO2). Let πt ∈ (0, 1) be the probability for the ventilation fault
to the time point t. Then the V-CO2 model is given by,
logit(πt) = β0 + β1CO2t + β2CO2t−1 + β3Pret−1,
where βi ∈ R for all i = 0, 1, 2, 3.
The coefficients were trained with the simulated data. Then, the trained model is used
to detect the faults on the same simulated data in Room B and Room A. The graphical
results of this model are shown in Figure 10.3, 10.4 and 10.5. The relevant results are
the results for Room A and Room B, but the result on the simulation data is helpful to
identify what the model considers as a fault.
Figure 10.3: Results V-CO2: Simulation
The V-CO2 model has a high sensitivity. Therefore the periods with faults are also
detected as a fault with high accuracy. Unfortunately, this is at the expense of specificity.
When looking at the graphs, it is noticeable that many presence periods are detected falsely
as faults. That is why this model is not problematic for practical use. Finally, table 10.1
shows the estimated coefficients.
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Figure 10.4: Results V-CO2: Room B
Figure 10.5: Results V-CO2: Room A
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Estimate Std. Error z value Pr(> |z|)
(Intercept) -5.1604 0.3956 -13.04 0.0000
CO2 0.0099 0.0016 6.02 0.0000
L1 CO2 -0.0068 0.0016 -4.34 0.0000
L1 Pre1 -1.8789 0.5804 -3.24 0.0012
Table 10.1: Estimated coefficients for the V-CO2 model
L1 is short for time lag of one hour.
V-Categorical
The second approach attempts to explain the ventilation fault using categorical variables.
One category indicates whether the CO2 content is above a certain threshold. Since the
ventilation fault is not present in the first two weeks, this period is helpful to define
a threshold value. An appropriate value would be 1200 ppm because CO2 is constantly
below this value within this period. In addition, a second variable is needed, which indicates
whether the CO2 content in the room has decreased compared to the last time. The full
model is defined in definition 10.1.2.
Definition 10.1.2 (V-Categorical). Let πt ∈ (0, 1) be the probability for the ventila-
tion fault to the time point t. Then the V-Categorical model is given by,
logit(πt) = β0 + β1BCt + β2DCt,
where βi ∈ R for all i = 0, 1, 2 and
BCt :=
{
1, CO2t > 1200




1, CO2t > CO2t−1
0, CO2t ≤ CO2t−1
.
Figure 10.6 shows the results by using this model to detect the faults on the simulation
data, whereas Figure 10.7 and 10.8 show the results in Room B and Room A, respectively.
In contrast to the V-CO2 model, the specificity of this model is very high, whereas the
sensitivity is fragile. To put it simply, the V-Categorical model recognizes the periods
without faults very well, but many faults are not recognized. A problematic region is the
period around 600 hours. There the ventilation fault is present while no person is in the
room. Therefore, the threshold value of 1200 ppm is not exceeded, and the fault is not
detected.
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Figure 10.6: Results V-Categorical: Simulation
Figure 10.7: Results V-Categorical: Room B
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Figure 10.8: Results V-Categorical: Room A
Unlike the V-CO2 model, however, the V-Categorical model is applicable in practice. If
no one is in the room, it is questionable if the detection of the ventilation fault is relevant.
The other periods, however, are detected well even if the characteristics do not reflect this
directly. Nevertheless, an attempt is made to find a model with similarly high specificity
and good sensitivity in the following. Table 10.2 shows the estimated coefficients.
Estimate Std. Error z value Pr(> |z|)
(Intercept) -3.9525 0.2986 -13.23 0.0000
BC1 4.4770 0.5077 8.82 0.0000
DC1 0.6012 0.4533 1.33 0.1847
Table 10.2: Estimated coefficients for the V-Categorical model
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Carbon dioxide presence category (CPC)
Since the categorical variables have been shown to be helpful in V-Categorical, this idea
is extended here. This time, categories are created that reflect the relationship between
presence and the change in CO2. For this, five categories are defined. The first category
indicates whether the CO2 content has remained unchanged since the last time. The other
categories indicate whether the CO2 content increased or decreased while no person or one
person was present see definition 10.1.3. Since this model considers the interaction between
the presence and CO2 change, it will be called the carbon dioxide presence category model
or short CPC model. In addition, the CO2 at the current time and from an hour ago is
also included.
Definition 10.1.3 (V-CPC). Let πt ∈ (0, 1) be the probability for the ventilation








where I is the indicator function, βi ∈ R for all i = 0, 1, 2, 3, 4, 5 and
CPCt =

C1, CO2t = CO2t−1
C2, CO2t > CO2t−1 ∧ Pret = 1
C3, CO2t > CO2t−1 ∧ Pret = 0
C4, CO2t < CO2t−1 ∧ Pret = 1
C5, CO2t < CO2t−1 ∧ Pret = 0
.
(Note that C1 is part of the intercept.)
Figure 10.9 shows the results for the simulation data. It can be seen that both the
fault periods and the fault-free periods are learned very well. This is reflected in the high
sensitivity of 94.4% and specificity of 96.5%. So by looking at the simulation data only, it
seems like this is an excellent model.
However, looking at the figures 10.10 and 10.11, this model seems to be very weak.
Therefore, the question arises why the results are so different. To examined this question,
the coefficients in table 10.3 are used. Noticeable are the high standard errors of the
intercept and the CPC categories, which lead to p-values close to one. Thus, none of the
CPC categories is significant. The question arises, what is the problem with the CPC
categories? For this purpose, the table 10.4 can be considered. This table indicates how
many times with fault and how many times without fault the respective category contains.
Most categories rarely occur at fault-free periods. This creates numerical problems, which
is why the standard error becomes so large. Furthermore, the difference between the
simulation and measurement data indicates overfitting.
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Figure 10.9: Results V-CPC: Simulation
Figure 10.10: Results V-CPC: Room B
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Figure 10.11: Results V-CPC: Room A
Estimate Std. Error z value Pr(> |z|)
(Intercept) -21.8323 1154.1488 -0.02 0.9849
CO2 0.0151 0.0030 5.09 0.0000
L1 CO2 -0.0119 0.0028 -4.23 0.0000
cpcC2 13.9067 1154.1491 0.01 0.9904
cpcC3 12.6448 1154.1499 0.01 0.9913
cpcC4 16.4350 1154.1492 0.01 0.9886
cpcC5 17.7070 1154.1488 0.02 0.9878
Table 10.3: Estimated coefficients for the V-CPC model






Table 10.4: Simulation data CPC-Categories during fault and fault free time periods.
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V-RH
The next attempt tries to use relative humidity (RH) instead of carbon dioxide. Definition
10.1.4 shows the model. The presence periods have worsened the AIC, which is why it is
not considered here. The figures 10.12, 10.13 and 10.14 show the results on the simulation
the Room B and Room A. The fault-free period is detected with an accuracy of over 97%
each. Nevertheless, the accuracy of the faulty period is not even 50% for Room A and B.
These results show that relative humidity can be helpful to detect the ventilation fault.
However, it seems complicated to detect these faults using relative humidity alone.
Definition 10.1.4 (V-RH). Let πt ∈ (0, 1) be the probability for the ventilation fault
to the time point t. Then the V-RH model is given by,
logit(πt) = β0 + β1RHt + β2RHt−1,
where βi ∈ R for all i = 0, 1, 2.
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Figure 10.12: Results V-RH: Simulation
Figure 10.13: Results V-RH: Room B
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Figure 10.14: Results V-RH: Room A
Stepwise AIC
For the last models for the ventilation fault, the forwarded stepwise AIC is used. It starts
with the intercept model, and after each step, it searches for the variable that minimizes
the AIC the most. If the AIC cannot be further minimized by adding more covariates,
the algorithm stops. So far, only time lags of one hour have been used. Now, time lags
of several hours are also to be tested. Therefore two models are defined in definition
10.1.5 and definition 10.1.6. These are not the models used but the maximum possible for
each maximum time lag l using the stepwise AIC. V-AIC can only use the CO2 content
at different times and the presence, while V-AIC-RH can also use relative humidity. So
overall, 20 models are tried in this section.
Definition 10.1.5 (V-AIC-RH). Let πt ∈ (0, 1) be the probability for the ventilation
fault to the time point t and l ∈ {1, . . . , 10}. Then the V-AIC-RH models are given
by,




where xt = (CO2t,Pret,RHt), α ∈ R, βi ∈ R3 for all i = 0, 1, . . . , l.
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Definition 10.1.6 (V-AIC). Let πt ∈ (0, 1) be the probability for the ventilation fault
to the time point t and l ∈ {1, . . . , 10}. Then the V-AIC models are given by,




where xt = (CO2t,Pret), α ∈ R βi ∈ R2 for all i = 0, 1, . . . , l.
The tables 10.5 and 10.6 show the results of the V-AIC-RH models in Room B and
Room A. On the measured data, one must again choose between high sensitivity and high
specificity for each model. The results for the V-AIC model can be seen in the tables
10.7 and 10.8. The question of the best model can only be answered subjectively. Since
sensitivity is considered more important than specificity in our case, the models with a
maximum time lag between seven and nine without relative humidity seem like a good
choice.
Sim Sensitivity Sim Specificity RoomB Sensitivity RoomB Specificity
Lag 1 0.9722 0.7624 1.0000 0.3462
Lag 2 0.9722 0.7309 0.9714 0.7729
Lag 3 0.9444 0.7319 0.9143 0.7851
Lag 4 0.9444 0.7315 0.9143 0.7848
Lag 5 0.9722 0.7525 0.8571 0.7824
Lag 6 0.9444 0.8120 0.7143 0.7861
Lag 7 0.8889 0.8417 0.6857 0.8232
Lag 8 1.0000 0.7829 0.8571 0.7471
Lag 9 0.9167 0.8498 0.7143 0.7609
Lag 10 0.8611 0.8668 0.7429 0.7997
Table 10.5: Results: V-AIC-RH - Room B
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Sim Sensitivity Sim Specificity RoomA Sensitivity RoomA Specificity
Lag 1 0.9722 0.7624 1.0000 0.2821
Lag 2 0.9722 0.7309 0.9143 0.6903
Lag 3 0.9444 0.7319 0.7714 0.7783
Lag 4 0.9444 0.7315 0.7714 0.7783
Lag 5 0.9722 0.7525 0.6571 0.7985
Lag 6 0.9444 0.8120 0.6857 0.8053
Lag 7 0.8889 0.8417 0.6571 0.8370
Lag 8 1.0000 0.7829 0.6857 0.7452
Lag 9 0.9167 0.8498 0.6857 0.7947
Lag 10 0.8611 0.8668 0.6571 0.8281
Table 10.6: Results: V-AIC-RH - Room A
Sim Sensitivity Sim Specificity RoomB Sensitivity RoomB Specificity
Lag 1 0.9722 0.7624 1.0000 0.3462
Lag 2 0.9722 0.8683 0.9714 0.4151
Lag 3 0.9167 0.8723 0.9714 0.4341
Lag 4 0.8889 0.8722 0.9714 0.4612
Lag 5 0.6389 0.9303 0.9714 0.8689
Lag 6 0.7500 0.9017 0.7143 0.8268
Lag 7 0.6944 0.9558 0.6286 0.9565
Lag 8 0.6944 0.9257 0.6571 0.9549
Lag 9 0.6667 0.9542 0.7429 0.9300
Lag 10 0.7778 0.8481 0.7714 0.7368
Table 10.7: Results: Stepwise AIC - V-Fault - Room B
Sim Sensitivity Sim Specificity RoomA Sensitivity RoomA Specificity
Lag 1 0.9722 0.7624 1.0000 0.2821
Lag 2 0.9722 0.8683 1.0000 0.3338
Lag 3 0.9167 0.8723 1.0000 0.3854
Lag 4 0.8889 0.8722 1.0000 0.3951
Lag 5 0.6389 0.9303 0.8286 0.8372
Lag 6 0.7500 0.9017 0.6857 0.8384
Lag 7 0.6944 0.9558 0.6857 0.9304
Lag 8 0.6944 0.9257 0.6857 0.9172
Lag 9 0.6667 0.9542 0.6857 0.9475
Lag 10 0.7778 0.8481 0.6857 0.7632
Table 10.8: Results: Stepwise AIC - V-Fault - Room A
10.2 Heating fault 71
V-Fault overview
Table 10.9 and 10.10 show another overview of the models for the ventilation fan. The
models by the Stepwise AIC are not represented for reasons of clarity. Overall, it seems
that a choice must be made between high sensitivity and high specificity. As mentioned
before, for this problem, the sensitivity is more relevant for practical use because a system
that decides too often on faults is no longer taken seriously by the user. Therefore the
V-Categorical model seems like a suitable choice.
Sim Sensitivity Sim Specificity RoomB Sensitivity RoomB Specificity
CO2 0.97 0.76 1.00 0.35
RH 0.58 0.96 0.49 0.98
Cat. 0.56 0.99 0.51 0.99
CPC 0.94 0.96 0.91 0.50
Table 10.9: Ventilation fault results overview: Room B
Sim Sensitivity Sim Specificity RoomA Sensitivity RoomA Specificity
CO2 0.97 0.76 1.00 0.28
RH 0.58 0.96 0.37 0.98
Cat. 0.56 0.99 0.49 0.98
CPC 0.94 0.96 0.91 0.45
Table 10.10: Ventilation fault results overview: Room A
10.2 Heating fault
In this section, the fault on the heating radiator valve, or in short the heating fault, is
investigated. As the name suggests, this fault primarily affects the total heating power
(THP) and thus also the room temperature (RT). Therefore figure 10.15 shows the room
temperature during the simulation and in Room B, while figure 10.16 shows the room
temperature of Room A and B. As before, the time points with fault are orange, and the
time points without being green. Unlike the ventilation fault, a suitable model is derived
step by step on the simulation data, and this model is then applied to the measured data.
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Figure 10.15: Heating fault: Room temperature simulation and room temperature in Room
B
Figure 10.16: Heating fault: Room temperature Room A and room temperature in Room
B
10.2 Heating fault 73
Figure 10.17: Heating fault: THP simulation and THP in Room B
Figure 10.18: Heating fault: THP in Room A and THP in Room B
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H-RT
Figure 10.19: Results H-RT: Simulation
The first heating fault model focuses on the room temperature. Therefore it is called
H-RT and is defined in definition 10.2.1. Figure 10.19 shows the result on the simulation
data. The correct fault period is detected, but there are also many misclassifications.
Definition 10.2.1 (H-RT). Let πt ∈ (0, 1) be the probability for the heating fault to
the time point t. Then the H-RT model is given by,
logit(πt) = β0 + β1RTt + β2RTt−1 + β3Pret−1
where βi ∈ R for all i = 0, 1, 2, 3.
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H-THP
Figure 10.20: Results H-THP: Simulation
In the following approach, the total heating power is used instead of the room temper-
ature see definition 10.2.2. Figure 10.20 shows that this model assumes a fault as soon as
the heating power is at zero. However, there are also times when the heating power is zero,
although there is no fault.
Definition 10.2.2 (H-THP). Let πt ∈ (0, 1) be the probability for the heating fault
to the time point t. Then the H-THP model is given by,
logit(πt) = β0 + β1THPt
where βi ∈ R for all i = 0, 1.
(Adding time lags or the presence has barely changed the model.)
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H-Climate
Figure 10.21: Results H-Climate: Simulation
The room temperature and heating power depending on the climate, which was not
considered in the previous models. This changes with the H-Climate model from definition
10.2.3. This model has a sensitivity over 95% and specificity over 87% on the simulation
data. The results are shown in figure 10.21. Therefore it seems like this model can detect
the heating fault. The only question is how many hours of time delay should be considered
and which coefficients should be included in the model. This question will be addressed in
the following H-AIC model.
Definition 10.2.3 (H-Climate). Let πt ∈ (0, 1) be the probability for the heating fault
to the time point t. Then the H-THP model is given by,
logit(πt) = α + xtβ1 + xt−1β2
where xt = (RTt,THPt,OTt, difRt, dirRt,Pret), α ∈ R, βi ∈ R6 for all i = 1, 2.
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Stepwise AIC
As with the ventilation fault, the forwarded stepwise AIC is used to find an appropriate
model. The models defined in definition 10.2.4 would be the model if all covariates were
included. The results are shown in table 10.11 and 10.12.
Definition 10.2.4 (H-AIC). Let πt ∈ (0, 1) be the probability for the heating fault to
the time point t and l ∈ {1, . . . , 10}. Then the H-AIC models are given by,




where xt = (RTt,THPt,OTt, difRt, dirRt,Pret), α ∈ R, βi ∈ R6 for all i = 0, 1, . . . , l.
The question of the best model is very subjective. However, it is a good sign that the
specificity is very high in each case. Interestingly, the specificity in the room with real
users (Room A) is even better than in the room with artificial users (Room B). However,
this does not apply to the sensitivity. As an example, figure 10.11 shows the results of the
model with a time lag of five for Room B and figure 10.12 for Room A.
Sim Sensitivity Sim Specificity RoomB Sensitivity RoomB Specificity
Lag 1 0.9583 0.8733 0.8372 0.9621
Lag 2 0.9583 0.8761 0.8293 0.9591
Lag 3 0.9306 0.9088 0.8000 0.9795
Lag 4 0.9444 0.9311 0.7949 0.9824
Lag 5 0.9722 0.9295 0.7895 0.9839
Lag 6 0.9722 0.9369 0.6486 0.9794
Lag 7 0.9861 0.9398 0.6389 0.9794
Lag 8 0.9722 0.9518 0.6389 0.9794
Lag 9 0.9861 0.9879 0.6000 0.9838
Lag 10 0.9861 0.9849 0.6364 0.9897
Table 10.11: Results: Stepwise AIC - H-Fault - Room B
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Sim Sensitivity Sim Specificity RoomA Sensitivity RoomA Specificity
Lag 1 0.9583 0.8733 0.6047 0.9942
Lag 2 0.9583 0.8761 0.6098 0.9956
Lag 3 0.9306 0.9088 0.4750 0.9971
Lag 4 0.9444 0.9311 0.4615 0.9971
Lag 5 0.9722 0.9295 0.4737 0.9956
Lag 6 0.9722 0.9369 0.4595 0.9941
Lag 7 0.9861 0.9398 0.4444 0.9912
Lag 8 0.9722 0.9518 0.4167 0.9926
Lag 9 0.9861 0.9879 0.3143 0.9912
Lag 10 0.9861 0.9849 0.3030 0.9970
Table 10.12: Results: Stepwise AIC - H-Fault - Room A
Figure 10.22: Results H-AIC: Room B with a with a maximum time lag of five hours.
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Figure 10.23: Results H-AIC: Room A with a with a maximum time lag of five hours.
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10.3 Bypass fault
Finally, the bypass fault is examined. Similar to the heating fault, this one affects the
room temperature and the heating power. For this reason, the 10.24 and 10.25 figures
show the room temperatures and the figures 10.26 and 10.27 show the total heating powers.
However, hardly any difference between fault and fault-free can be seen on the graphs at
room temperature. The difference in heating power is only visible in the simulation (figure
10.26), but not in the measurements. This difference between simulation and measured
data makes it hard to detect the fault on the measured data using the simulation data.
Nevertheless, an attempt is made to detect the fault. For this, the forwarded stepwise AIC
is used again to try out ten different models. The full models are defined in definition
10.3.1. The results given in table 10.13 and 10.14. For Room B, the sensitivity is usually
just under 50% and the specificity about 80%, whereas for Room A, the specificity is
sometimes over 90%. In these models, however, the sensitivity does not even reach 25%.
Overall it seems like these models are not suitable to detect the fault on the measured
data.
Definition 10.3.1 (B-AIC). Let πt ∈ (0, 1) be the probability for the bypass fault to
the time point t and l ∈ {1, . . . , 10}. Then the B-AIC models are given by,




where xt = (RTt,THPt,OTt, difRt, dirRt,Pret), α ∈ R, βi ∈ R6 for all i = 0, 1, . . . , l.
Sim Sensitivity Sim Specificity RoomB Sensitivity RoomB Specificity
Lag 1 0.8333 0.9871 0.3929 0.8009
Lag 2 0.8750 0.9957 0.3393 0.8405
Lag 3 0.8750 0.9942 0.3036 0.8458
Lag 4 0.8750 0.9986 0.3571 0.8486
Lag 5 0.9375 0.9465 0.4643 0.7771
Lag 6 0.9375 0.9551 0.4643 0.7961
Lag 7 0.9375 0.9579 0.4643 0.7818
Lag 8 0.9583 0.9549 0.4464 0.7872
Lag 9 1.0000 1.0000 0.4821 0.8095
Lag 10 1.0000 1.0000 0.4821 0.8049
Table 10.13: Results: Stepwise AIC - B-Fault - Room B
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Sim Sensitivity Sim Specificity RoomA Sensitivity RoomA Specificity
Lag 1 0.8333 0.9871 0.2143 0.9212
Lag 2 0.8750 0.9957 0.1964 0.9165
Lag 3 0.8750 0.9942 0.2143 0.9222
Lag 4 0.8750 0.9986 0.1607 0.9280
Lag 5 0.9375 0.9465 0.1964 0.9157
Lag 6 0.9375 0.9551 0.2143 0.9063
Lag 7 0.9375 0.9579 0.2857 0.8879
Lag 8 0.9583 0.9549 0.2857 0.8967
Lag 9 1.0000 1.0000 0.3750 0.8902
Lag 10 1.0000 1.0000 0.4107 0.8476
Table 10.14: Results: Stepwise AIC - B-Fault - Room A
Figure 10.24: Bypass fault: Room temperature simulation and room temperature in Room
B
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Figure 10.25: Bypass fault: Room temperature in Room A and room temperature in Room
B
Figure 10.26: Bypass fault: THP simulation and THP in Room B
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Figure 10.27: Bypass fault: THP in Room A and THP in Room B
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10.4 Comparison with different simulations
For the comparison with differences simulations, one model is used for each of the three
faults. These models are the V-Categorial for the ventilation fault and the models via
stepwise AIC for the other two faults.
Connection with model-based comparison
Comparing the results of the fault detection with the results of the model-based comparison.
See the tables 9.18 and 9.19. Then it is noticeable that the Room A results are worse than
the Room B results in each case except for the Berlin data set. If the Berlin data set
detects the heating fault, then a better result is obtained for Room A than for Room B.
Also, for the similarity in the change of the total heating power, the similarity for Room A
is higher with the Berlin data set. Therefore, however, it does not necessarily have to be a
connection. The Vienna data set also has a higher similarity for Room A, but the results
for fault detection are significantly worse.
Overall, it is difficult to draw a connection between model-based similarity and accuracy
in fault detection. On the one hand, because the fault periods for the similarity were
ignored. If these were not ignored, there would be problems for the realization in practice
since the fault periods are unknown. On the other hand, there are still many ambiguities
in model-based comparison. For example, whether the parameters should be weighted
differently and, if so, how. Another question would be how to find the most suitable
models for the comparison.
However, the model-based comparison still seems to be helpful. When using it, it should
be clear what the limits are, i.e., the results should not be overinterpreted. Nevertheless,
it is feasible to check how close the simulation is to reality.
Room B results
The results for Room B are given in table 10.15, 10.16 and 10.17. The models for the
ventilation fault all seem to be relatively identical, which is to be expected since time
shifts and climate data should not affect the model. The models for the ventilation fault
all appear to be relatively identical, which is to be expected since time shifts and climate
data should not affect the model.
The models for the heating fault even seem to be more appropriate overall. However,
there are different results here depending on the simulation. Since heating performance
depends on climate data, this result is not surprising. It is even a good sign that the result
is still usable with external climate data (Berlin/Vienna).
All the models for the bypass fault are unusable. This shows how important it is that
the effects of the fault in the simulation are as close as possible to reality.
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Data Sim Sensitivity Sim Specificity RoomB Sensitivity RoomB Specificity
Original 0.55 0.99 0.51 0.99
Shift1 0.56 1.00 0.51 0.99
Shift2 0.56 1.00 0.51 0.99
Shift3 0.53 1.00 0.51 0.99
Vienna 0.53 1.00 0.51 0.99
Berlin 0.53 1.00 0.51 0.99
Table 10.15: V-Categorical model: Different simulations vs. Room B
Data Sim Sensitivity Sim Specificity RoomB Sensitivity RoomB Specificity
Original 0.93 0.91 0.80 0.98
Shift1 0.93 0.92 0.65 1.00
Shift2 0.85 0.97 0.68 1.00
Shift3 0.90 0.98 0.60 1.00
Vienna 0.94 0.99 0.62 1.00
Berlin 0.94 0.96 0.57 0.98
Table 10.16: H-Fault model: Different simulations vs. Room B
Data Sim Sensitivity Sim Specificity RoomB Sensitivity RoomB Specificity
Original 0.46 0.03 0.93 0.19
Shift1 0.18 0.47 0.00 0.89
Shift2 0.09 0.47 0.00 0.91
Shift3 0.00 0.41 0.00 0.87
Vienna 0.00 0.31 0.00 0.87
Berlin 0.50 0.50 0.50 0.50
Table 10.17: B-Fault model: Different simulations vs. Room B
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Room A results
There are no notable differences in the detection of the ventilation and the bypass fault
for Room A.
For the detection of the heating fault, the sensitivity has again significantly deterio-
rated compared to Room B. Interestingly, the Berlin data set is the one with the highest
sensitivity, even though it had the lowest sensitivity in Room B.
Data Sim Sensitivity Sim Specificity RoomA Sensitivity RoomA Specificity
Original 0.55 0.99 0.49 0.98
Shift1 0.56 1.00 0.49 0.98
Shift2 0.56 1.00 0.49 0.98
Shift3 0.53 1.00 0.49 0.98
Vienna 0.53 1.00 0.49 0.98
Berlin 0.53 1.00 0.49 0.98
Table 10.18: V-Categorical model: Different simulations vs. Room A
Data Sim Sensitivity Sim Specificity RoomA Sensitivity RoomA Specificity
Original 0.93 0.91 0.47 1.00
Shift1 0.93 0.92 0.30 1.00
Shift2 0.85 0.97 0.32 1.00
Shift3 0.90 0.98 0.20 1.00
Vienna 0.94 0.99 0.28 1.00
Berlin 0.94 0.96 0.65 0.95
Table 10.19: H-Fault model: Different simulations vs. Room A
Data Sim Sensitivity Sim Specificity RoomA Sensitivity RoomA Specificity
Original 0.46 0.03 0.59 0.51
Shift1 0.18 0.47 0.05 0.88
Shift2 0.09 0.47 0.04 0.88
Shift3 0.00 0.41 0.11 0.83
Vienna 0.00 0.31 0.09 0.88
Berlin 0.50 0.50 0.50 0.50
Table 10.20: B-Fault model: Different simulations vs. Room A
Chapter 11
Outlook
The previous chapters have shown the potential to use simulated data to identify actual
problems in the building system. This chapter shows possibilities for the optimization of
fault detection with simulated and measured data. These improvements can concern the
measurements, the simulation, the methods for comparisons, and the fault detection.
Fault Monitoring Set-Up
Optimization of the fault monitoring set-up can be achieved by initially measuring the
building for about two weeks without faults to validate the simulation models better. In
practice, an expert who checks the building for faults within this period can implement
the fault-free period. After that, the statistical models take over the role of the expert.
Another suggestion for optimization would be to extend the experiment by examining a
whole year or buildings instead of individual rooms.
Simulation
The results show that the simulation of real people needs to be improved. One possibility is
first to measure two weeks without a fault. Then gradually optimize real users’ simulation
during this period by measuring the usual CO2 and their heat emission and use these for
the simulation. In addition, further studies should simulate more variants to check how
detailed the simulation must be to detect faults successfully. One research question is:
What is the effect if the room is simulated too large or too small compared to reality? So
far, the studies used one-hour values, and the measurement interval should be increased in
future studies, as time delays are easier to detect. Smaller time steps will allow a better
check of the similarity between simulation and measurement. In addition, the faults should
not only be activated or not activated but simulated on different levels, since the question
is not only whether a fault is present but how intensively a fault is pronounced.
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Comparison
The following shows some adaptation possibilities for the comparisons between simulation
and measurement. One approach could first check data-based if the distance between sim-
ulation and measurement is considerable. In the next step, a model-based check can then
be made for these periods to see if there are only different events or problems in the simu-
lation. With model-based comparison, there is still the question of how to find the optimal
models. This thesis creates simple models with low time lags for the exogenous variables
and AR(1) error terms. Future studies can use stepwise AIC or other techniques to test
better predictive models than this study. However, it is unclear whether better prediction
automatically means better similarity testing. The model-based comparison only tested if
the impact of individual variables was identical in the simulation and the measurement.
It would be interesting, by contrast, to use one-dimensional normalized parameters that
indicate how similar the two data sets are. Research could use a stepwise AIC, an optimal
simulation model, and search the measurement data. Then, it can be checked how high
the agreement between these two models is. Another simple approach,already used indi-
rectly in this thesis, counts how many parameters match in simulation and measurement
match. This approach can be extended by weighting important parameters higher than less
relevant parameters. To obtain the importance of the influencing variables, the machine
learning method Random Forest can be used [Bre01]. These importance measures can also
be used directly for comparison. Overall, the goal is to derive future metrics that indicate
the similarity between simulated and real data between zero and one. A high similarity
means that fault detection can use the simulation data without problems, and a low one
suggests that these data are unsuitable.
Fault detection
In addition to Logistic Regression, future studies can use other methods. The question
arises whether specific methods are particularly well suited to be trained with simulated
data. A similar question arises for setting the threshold. For example, techniques that value
the sensitivity higher than the specificity are more critical for the application. However, it
was not necessary for this thesis since the models still provided a very high sensitivity, but
it could be helpful for research with other faults. New techniques can take into account
that the data observed for each fault has fewer periods than without them. The same
applies to the time series structure and the fact that the method initially detects many
faults with difficulty, and the state is not normalized directly after correction. Another
approach would be to combine different simulation data or predictive models. For this
purpose, simulation data with high similarity to the measured data could be weighted
higher than data with low similarity. More generally, techniques should be developed that
directly transfer the results from the model-based comparison for modeling the faults.
Chapter 12
Summary
This thesis dealt with the applicability of statistical models from simulated data to real
data using automated fault detection in buildings. The Technical University of Applied
Sciences in Rosenheim performed the data collection experiments at the test facility LiGT.
The study presented both data-based and model-based methods to compare simulation
and measured data. Data-based methods evaluated the quality of estimated radiations.
However, the focus of this thesis was on the model-based comparison methods. The meth-
ods compared six different simulation data sets with two measurement data sets. The
simulation generated one data set with the same fault periods and climate data as the
measurements. The other five simulations used periods with shifted faults, and two of
these five simulations used external climate data. The experiment took place in the test
facility with a real user and with an artificial user. It turned out that hardly any differences
were found between the simulation data sets when compared with the measured data sets
on a model basis. However, when comparing the two measurement data sets with real and
artificial users, it was found that the simulation showed a higher similarity with artificial
users in most cases. These are precisely the expected results since the model-based com-
parison was defined to compensate for time shifts and different climate data as long as the
rest of the simulation is identical.
This thesis tried different models for each fault type to perform fault detection. In
most cases, it is necessary to decide between high sensitivity and high specificity for the
detection. This study found at least one model with a specificity close to one and a
sensitivity high enough to detect faults for the ventilation and heating unit faults. For
the model used to detect the fault in the ventilation unit, there was hardly any difference
between the detection with artificial users and with real users. The lack of differences could
be since a simple model with categorical variables was used here. The detection results
on the heating fault were less precise for the data with real users than for the data with
artificial users. However, the specificity was still high for both cases. The models for this
fault were generated using stepwise AIC and has used time lags. These time lags could
explain the difference between the data sets. The methods used were not able to model the
Bypass successfully. The reason was due to the differences in the effect between simulation
and measurement. The study shows how vital the correct implementation of the fault is.
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It could be shown that it is difficult to draw a connection between model-based similarity
and accuracy in fault detection. The results with real users are worse than with artificial
users for both cases. In addition, for both fault detection and model-based comparison,
there were few differences within a measurement data set. An exception was the fault in
the heating system. There was one simulation data set for each measured data set, which
gave different results than the others.
The results presented in this study show that there is potential in the approach of
using simulation data to find the faults in buildings. Future studies should develop the




The digital appendix consists of the following contents:
• Data: Folder with the used data.
• Fkt: Folder with the R functions used.
• Plot: Folder with Figures.
• R Analytics: Folder with the R programs used to compare simulation and measure-
ment.
• R Climate customize: Folder with the R programs to clean the climate data. There-
fore these can be used for the simulation.
• R Datenanpassungen: Folder with R programs to smooth the measured data to
hourly observations.
• R Fault detection: Folder with R programs to train and apply the models for fault
detection.
• R Plots: Folder with R programs to generate Figures.
• R Saves: Storage location for the results.
• Masterarbeit.Rproj: R Project file, which combines the other programs.
• Results.R: Overview of the final results.
Appendix B
R-Packages
The analyses were implemented with the programming language R. The following table
shows the packages used.
Package Reference Usage
Fable [OWHW20] Estimation of coefficients for Dynamic Regression Models.
ggplot2 [Wic16] Creation of figures.
grid [R C20] Extension to ggplot2.
gridExtra [Aug17] Extension to grid.
MASS [VR02] Stepwise AIC
pROC [RTH+11] Find thresholds for logistic regression.
rjags [Plu19] MCMC for Bayesian analysis.
tsibble [WCH20] Create time series tables.
xtable [DSR+19] Export Tables to LaTeX.
Table B.1: R packages which were used for the analysis
Appendix C
Fault periods for simulation
Here are the periods for the faults in the different simulations.
Fault Start End
Ventilation 07.12.20 10:00 07.12.20 17:00
Ventilation 17.12.20 18:00 18.12.20 17:00
Ventilation 22.12.20 09:00 15.12.20 14:00
Heating 30.11.20 00:00 02.12.20 23:00
Bypass 24.11.20 17:00 25.11.20 17:00
Bypass 09.12.20 17:00 10.12.20 14:00
Bypass 15.12.20 08:00 15.12.20 12:00
Table C.1: Temporal distribution of the faults in the Original simulation.
Fault Start End
Ventilation 02.12.20 19:00 03.12.20 18:00
Ventilation 08.12.20 11:00 08.12.20 18:00
Heating 11.12.20 01:00 14.12.20 00:00
Bypass 17.12.20 18:00 18.12.20 15:00
Table C.2: Temporal distribution of the faults in the Shift1 simulation.
Fault Start End
Ventilation 01.12.20 11:00 01.12.20 18:00
Ventilation 14.12.20 19:00 15.12.20 18:00
Heating 17.11.20 01:00 30.11.20 00:00
Bypass 03.12.20 18:00 04.12.20 15:00
Table C.3: Temporal distribution of the faults in the Shift2 simulation.
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Fault Start End
Ventilation 04.12.20 11:00 04.12.20 18:00
Ventilation 20.12.20 19:00 21.12.20 18:00
Heating 04.12.20 01:00 07.12.20 00:00
Bypass 13.12.20 18:00 14.12.20 15:00
Table C.4: Temporal distribution of the faults in the Shift3, Vienna and Berlin simulation.
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