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We show how, with a suitable choice of a “free” parameter, period to delay ratios 
near stability boundaries may be found for delay-differential systems with a single 
delay, and with a characteristic equation of the form F(I) + G(l)e-“’ = 0. When F 
and G do not depend on the delay, r itself is a natural choice for the free parameter, 
and the the period to delay ratio can be easily found for given values of the 
parameters of F and G. It is shown that if more than one stability switch occurs for 
such a system as r is increased, then the period to delay ratio will become 
progressively smaller with each stable-unstable change. By considering a model 
with a variable delay, we demonstrate how to determine period to delay ratios 
when the characteristic equation is such that F and G themselves depend on T, and 
show that for the model considered, the period must always lie between r and 25. 
An Appendix considers the appearance of zero eigenvalues in such characteristic 
equations. !&? 1988 Academic Press, Inc. 
1. INTRODUCTION 
Systems of delay differential equations often exhibit periodic or limit 
cycle solutions+stimating the period of any such solutions can be of use 
in many applications. Population models in which regulation is “delayed” 
usually show periods in excess of twice the delay. For a suite of simple 
insect population models, Gurney and Nisbet [6] showed that the size of 
the period to delay ratio (the delay being the larval maturation time) could 
be used to distinguish between two broad classes of competition. For those 
models in which competition was delayed, this ratio lay between 2 and 4. 
However, for those models in which competition had an immediate effect, 
the period to delay ratio invariably lay between 1 and 2. Thus, the period 
to delay ratio provides a potentially useful means of discriminating between 
regulatory mechanisms. 
Many biological models exhibiting periodic solutions have characteristic 
equations of the form 
F(1) + G(A)e-“’ = 0, (1) 
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where F and G are analytic functions of A (e.g., Busenberg and Cooke [2], 
Cushing [S], MacDonald [S]). Equations of this form in which F and G 
are low order polynomials have been studied in detail by Cooke and 
Grossman [3], and more recently Cooke and van den Driessche [4] deal 
with analytic F and G. Mahaffy [9] shows that when F and G are 
polynomials of a particular form the period to delay ratio at the stability 
boundary will be greater than 2. 
In this paper, we seek to evaluate the size of the period to delay ratio ar 
the stability boundary or boundaries, for systems having a characteristic 
equation of the form (1). We choose r or one of the parameters of F and G 
to be a “free” parameter. For any values of the remaining parameters, the 
free parameter is given a value which will ensure that the point in 
parameter space lies on the stability boundary. 
In Section 2 we consider characteristic equations (1) in which F and G 
are independent of the delay r. In this case, r itself is a natural choice for 
the free parameter, and the period to delay ratio T/t may be easily found 
for any given values of the parameters of F and G. We also establish the 
conditions for which T/z will take values in the ranges (1,2), (2,4), and 
(4, a). 
When characteristic equations of this form arise from the linearization 
about a steady state of a non-linear system, the functions F and G may 
depend on the delay-or, when such systems have a variable delay, the 
steady state delay. In this case, the particular form of the equation will 
determine the most convenient choice of the free parameter; T is not 
necessarily the most suitable; and such equations should be considered 
individually. In Section 3, we consider the Gurney-Nisbet [6] maturation 
time model, whose characteristic equation is of this form, and show how 
with a suitable choice of the free parameter, many of the methods of 
Section 2 may be adapted. We find the period to delay ratio for given 
parameter values, and show that T/t must lie between 1 and 2 for all 
parameter values. 
2. LINEAR SYSTEMS WITH ONE DELAY 
We consider linear systems which have a characteristic equation of the 
form 
F(A) + G(A)e-“‘= 0, (2) 
where F and G are regular functions of A and do not depend on the delay r. 
The regular functions F and G will, in general, contain (groups of) 
parameters of the linear system-we call these “coefficients” ci of F and G. 
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Even for simple equations of this form, the stability properties can be 
complicated, with the possibility of several changes between stability and 
instability as the delay T is increased (Cooke and Grossman [3], Cooke 
and van den Driessche [4]). We assume F and G are such that 
F(-iw)=F(iw), G( - io) = G( io), 
for real w, so that purely imaginary solutions occur as complex conjugate 
pairs. 
We seek to evaluate the ratio of the period of oscillations to the delay, 
T/z, at bifurcation points where solutions become unstable, that is, at the 
stability boundary or boundaries. The stability boundary defines a 
relationship between the coefficients ci of F and G and the delay t, implying 
that at any point on the boundary, it is possible to evaluate T/z in terms 
of the ci alone; at each point T is given a value which ensures that the 
characteristic equation has a purely imaginary solution. 
We begin by writing (2) in the form 
P(A) + iQ(i) - [A(L) + iB(A)] e-“’ = 0, (3) 
where A, B, P, and Q are real-valued functions of L and ci. As solutions of 
(3) will occur as complex conjugate pairs, we seek only solutions A= io 
where w > 0. For Eq. (3) having a zero solution, see the Appendix. 
Substituting L = iw into Eq. (3) yields a pair of simultaneous equations 
A, cos COT + B, sin OT = P, 
B, cos cm-A, sin WT = Q,, 
(4) 
where A, = A(h), B, = B(h), P, = P(io), and Q, = Q(h) are functions 
of o and ci. Equations (4) have solutions 
X2-1 . 2x 
cos0T=X2+1, smoz=X2+1Y 
where X ( z cot(oT/2)) is given by 
X= &P, -A,Qw 
AZ,+BZ,--A,P,-B,Q; 
(5) 
(6) 
From Eqs. (4) it can be seen that if w E R solutions exist, then 
A;+Bt,=Pt,+Q;. (7) 
If no values of the coelhcients give o E R solutions to Eq. (7), then no 
changes in stability can occur. If such solutions do exist, then Eq. (7) 
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defines a relationship between w and ci, and can therefore be used to 
eliminate o from the expressions A,, B,, P,, Qw, so that X can now be 
found knowing only the values of ci. 
It can be seen from Eqs. (5) that as X increases from -cc to co, cos or 
will decrease from 1 to - 1 and then increase to 1 (cf. Fig. 1); moreover, 
-&or)=&<0 for all X. 
That is, as X increases from -co to co, wz must decrease monotonically 
from 2mn to 2(m - 1 )rr for some m E N, and is therefore given by 
x<o 
XBO 
where 
and m = 1, 2, 3, . . . 
Figure 2 shows the first three of these curves (i.e., m = 1, 2, 3). Roots cross 
the imaginary axis when Eqs. (6), (7), and (9) are all satisfied; as X and w 
may be found in terms of ci using Eqs. (6) and (7), it follows that Eq. (9) 
defines a relationship between r and ci. For any given values of ci, there 
exist a number of values of r (given by m = 1, 2, 3, . ..) which will ensure 
that the characteristic equation (2) will have purely imaginary solutions. It 
is this multiplicity of values of r for given ci which can in some cases give 
rise to stability switching. Cooke and Grossman [3] show that if (2) is 
stable for r = 0 and if 
FIG. 1. Variation of cos WT with X. 
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FIG. 2. Variation of m with X for o > 0 and M = 1, 2, 3. 
is positive for m = 1, 3, . . . . 2k + 1 and negative for m = 2, 4, . . . . 2k (for some 
k) then changes in stability will occur as the delay parameter is increased. 
However, if the system is stable for z = 0 and Z is positive for UN values of 
m, then the system will become unstable when T reaches a value given by 
Eq. (9) for m = 1, and remain unstable as r is increased further. The 
solutions m = 2, 3, . . . then correspond to new roots 1 crossing the 
imaginary axis from left to right. 
The period to delay ratio, T/z, is related to wr, for w > 0, by 
and is thus given by 
i 
1 x<o, 
T/t = 
m - t1/271 
1 X20, 
m - 1 + u/2n 
where 
a=cospl E [0, n] and m = 1, 2, 3, . . . . 
(10) 
We have only considered the positive root A = io, where o>O. For the 
conjugate root A = --io, X will change sign and or will lie in the interval 
( - 2mz, - 2(m - 1)rc) for some m E N. We have confirmed that the period 
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FIG. 3. Variation of the period to delay ratio, T/r, with X for m = 1, 2, 3. For each m E N 
T/r lies in the interval (l/m, l/(m- 1)). 
to delay ratio T/z is exactly the same for both roots and is given by 
Eq. (lo), where X is evaluated at the positive root. 
The above procedure makes use of the fact that r only appears in the 
exponential term of the characteristic equation, so that X is independent of 
z at the stability boundary, making r a natural choice for the free 
parameter. However, it should be emphasized that all the above equations 
hold at a stability boundary even when F and G depend on the delay 7. In 
particular, Eq. (10) defining the relationship between T/z and X holds at a 
boundary. It can be seen that for any particular value of m, that is, for a 
given stability boundary, T/7 will lie in the interval 
so that periods exceeding the delay are only possible for m = 1 (cf. Fig. 3). 
Furthermore, it can be seen that X must be negative for T/z to lie in the 
interval (1, 2), T/r will be between 2 and 4 when X is between 0 and 1, and 
T/7 will be greater than 4 for X> 1, so that calculating the range of X can 
provide bounds on the period to delay ratio. Figure 3 also shows that when 
stability switching (in the sense of Cooke and Grossman) occurs, the 
period will exceed the delay only at the first stable-unstable change, and 
that the period to delay ratio becomes progressively smaller with each 
further stable-unstable change. 
3. A MODEL OF LARVAL COMPETITION 
We now illustrate how to deal with the general case of characteristic 
equations of the form (1) in which F and G depend on 7 by considering a 
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particular example-the Gurney-Nisbet [6] maturation time model. This 
model describes a simple life cycle consisting of just two stages-the larval 
and adult stages. Uniform competition between larvae results in a density 
dependent growth rate. Larvae mature into adults on reaching a fixed 
weight, so that the length of time larvae spend in the stage is variable. Lar- 
vae and adults are exposed to constant, but different, per capita death 
rates. A full description of the model and underlying assumptions is given 
by Gurney and Nisbet [6]: we have simplified the model by assuming that 
the threshold feeding rate (below which no growth is possible) is zero. We 
neglect the innoculation term J(t), used by Gurney and Nisbet [6] to 
initialize the calculation as it does not affect the local stability of the 
system. 
Equations describing the model may be written, in scaled form, as 
&, - = b*(t) -M(t) -h(t) dt 
4, 
- = M(t) - PA(f) dt 
s f Twin = g( r’) dt’ 1-T(1) 
g(t) = 
1 
1 + Pdf) 
M(t) = LpA(t - T(t))e-Jr(t) g(rcy(t))’ 
where 
(11) 
pL( t) = density of larvae at time t 
pA( t) = density of adults at time t 
r(t) = time spent in stage by a larva muturing at time t 
M(t) = maturation rate out of the larval stage at time t 
g(t) = larval growth rate at time t 
L = number of offspring produced per adult per unit time 
6 = larval per capita death rate 
t,in = minimum possible maturation time 
and time is scaled by the mean adult lifetime, so that the parameter L is the 
mean number of offspring produced per adult lifetime. The model has a 
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single non-trivial steady state, which is positive provided values of the 
parameters are such that it is possible for each adult to produce at least 
one surviving offspring. This condition is satisfied provided L > 1 and 
T > tmin: in the following we assume these conditions hold. 
It can be shown that linearization about this steady state yields the 
characteristic equation 
Jti2+I(l -r)+f(L- l)- [E”(l -LJ+T(L-l)]e-->‘=o, (12) 
where 
In(L) 1 -- r=(L-l)T 1-F 
( > 
(13) 
and T is the steady state larval maturation time. This equation is of the 
form (1 ), but F and G now depend on the delay T. Equation (12) has the 
solution 1. = 0 for all values of the parameters: we show in the Appendix 
that this is not a valid eigenvalue for the model, and hence seek only non- 
zero imaginary eigenvalues 1= iw. Equations (4) and (5) become 
f(L-l)cosor+o(l-~)sinoz=~(L-1)-02 
o(l-r)coso~--T(L-l)sinwz=o(l-f) 
(14) 
and 
02=2IyL- 1). (15) 
Solving Eqs. (14) for cos WT and sin CDT enables us to calculate X (cf. 
Eq. (5)) as 
X= 
sin OT o(T- 1) 
1-cosos=~(L-1)’ (16) 
We use Eqs. (15), (16), and (9) to find those curves in parameter space 
where the characteristic equation has purely imaginary solutions. Figure 4 
shows the first three of these curves (i.e., m = 1, 2, 3) for one particular 
value of L. To determine if each of these curves represents a change in 
stability, we use a slight variation of the Cooke and Grossman technique: 
we observe that for a given value of L, contours of constant r (the dashed 
lines in Fig. 4) cover the whole region of parameter space, and so we find 
the rate of change of Re(1) with z along an arbitrary r=constant curve 
when J. = iw. It can be shown that 
>o 
409 135 l-24 
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FIG. 4. Curves where Re(I.) = 0 for L = 100 and m = 1, 2, 3. The dashed lines are curves of 
constant I? I is r= 0.001, II is f =0.003. 
for all values of m, L, and r, implying (see Fig. 4) that it is the curve m = 1 
which is the local stability boundary-other values of m correspond to new 
roots crossing the imaginary axis from left to right, and not to a further 
change in stability. It follows (Eq. (10) and Fig. 3) that periods will, as 
expected, exceed the delay. 
Figure 5 shows the local stability boundary for L = 5, L = 10, L = 50, 
and L = 200. For each given value of L and points (Zaps, t) lying below the 
boundary, the steady state is locally stable; above the boundary it is locally 
unstable. It can be seen from Fig. 5 that the delay must be above a certain 
minimum value zL (which depends on L and is the value of 7 at which the 
boundary meets the t-axis) for instability to be possible. 
0 15 30 
7 - ml!” 
FIG. 5. Local stability boundaries for L = 5, 10, 50, 200. For each L, the steady state is 
locally stable for points (T,,,, T) lying below the boundary. 
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When calculating the period to delay ratio at the stability boundary, we 
may use one of two methods. By eliminating o from Eqs. (15) and (16) it 
can be seen that X depends on all three parameters L, r, and rmin. Hence, 
for any given values of L, r, and z,,,~” which lie on a stability boundary we 
may find X and therefore T/z. Alternatively, following the approach of Sec- 
tion 2, we may choose one of L, r, or z,~” to be a free parameter. As rmi,, 
only appears in the parameter group r, we choose this as our free 
parameter. For each value of L and any value of T above the threshold 
value rL, a value of rmin (and therefore r) can be found which will ensure 
that the point in parameter space lies on the local stability boundary (cf. 
Fig 5); for values r <TV no such value of rmin can be found and the steady 
state is always locally stable. 
With rmln, or r, as our free parameter, we eliminate f from Eqs. (15) 
and (16) to give 
2 ji&-E--- 
L-l w 
or, writing f = or, 
Z?+Xfi-$0, 
where 
x= sin f 
1 -cosf 
(17) 
(18) 
Thus, it is possible to use Eqs. (17) and (18) to calculate the period to 
delay ratio 
for any given values of L and z. In Fig. 6 we plot contours of constant T/r 
in the L - r plane. Below the boundary curve (dashed line) the values of L 
and r are such that r is below the threshold value rL, i.e., the steady state is 
always stable in this region. It can be seen from Fig. 6 that period to delay 
ratios significantly exceeding 1 can, as reported by Gurney and Nisbet [6], 
only occur at “extreme” values of the parameters (for example, T/t < 1.41 
when L < 300). 
It can be seen from Eq. (10) that, as m = 1, the period to delay ratio will 
lie between 1 and 2 when XdO. We now show that Eqs. (15), (16), and (9) 
can have no valid solutions for X > 0. 
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FIG. 6. Contours of constant period to delay ratio. A is the curve T/T = 1.1, B is T/T = 1.2, 
C is T/T = 1.3, and D is T/T = 1.4. For values of L and T lying below the boundary curve 
(---I, the steady state is always locally stable. 
By eliminating r from (15) and (16), and remembering that we consider 
only solutions o > 0, it can be seen that 
and when X> 0, Eq. (9) becomes 
wz=cos-’ 
x2-1 ( > F-c+ 
(19) 
(20) 
However, in order to ensure that T,,,~” >0, it follows from Eq. (13) that 
In(L) 
rG(L- 1)T 
which implies, from Eqs. (15) and (19), that solutions must satisfy the 
inequality 
It may be shown that 
(21) 
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for all X> 0 and that 
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Thus, it follows that Eq. (20) and the inequality (21) cannot both be 
satisfied for any values X> 0 and L 3 1. Hence, for valid parameter values, 
the characteristic equation will only have purely imaginary solutions when 
X60, proving the Gurney and Nisbet [6] conjecture that for this model 
the period to delay ratio must lie between 1 and 2. 
APPENDIX: A SOURCE OF ZERO EICENVALUES 
Linearization about the single positive steady state of the model in 
Section 3 yields a characteristic equation (12) which has a zero solution for 
all values of the parameters. We show that a linear system having a zero 
eigenvalue cannot have a unique steady state. 
Consider the nth order linear system 
~(t)=Ax(t)+Bx(t-t), (22) 
where A and B are n x n constant matrices; this system has the trivial 
steady state solution 
x*=0 
and characteristic equation 
det(A + Bep2’-lZ) =0 (23) 
which has a zero eigenvalue if and only if 
det(A + B) = 0. 
Now if x(t) = x* is a steady state of (22), then 
(A+B)x*=O 
and so it can be seen that the linear system (22) has a zero eigenvalue if 
and only if x* is an eigenvector (eigenvalue zero) of A + B, and as such 
x* can, at best, only be determined to within a scalar multiple (see, for 
example, Hildebrand [7, p. 31 I). Thus, if the linear system (22) has a zero 
eigenvalue, this implies a non-unique steady state solution-there must 
exist an infinite number of non-zero steady states. 
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It can be shown (Bellman and Cooke Cl]), that (22) has the solution 
x(t) = c c,ei’z, 
where the 1, are the roots of Eq. (23) and the C, are constant vectors. In 
the case of a zero eigenvalue this becomes 
x(r) =c, + c Cid” 
I,#0 
and so it can be seen that it is the size of the real parts of non-zero eigen- 
values which determine whether the solution will converge to or diverge 
from one of the steady states. In the case of convergence, the steady state 
ultimately reached will depend on the initial history. 
Zero eigenvalues are relevant to the model considered in Section 3. It 
follows from Eqs. (11) that the unique steady state is given by 
Le-*T* = 1, 
1 
g*=1+pz*: 
(24) 
(L- 1)Px=m, g*T* = Zrn,” 
(* denotes a steady state value). To investigate the (local) stability of the 
model steady state, we consider a small deviation 
Pdf) = PZ + l(f) 
PA(f) = PX + a(r) 
z(t) = T.* + q(t). 
Substituting these expressions into Eqs. (11) and neglecting terms higher 
than first order yields the equations 
dl 
;i;=La(t)-a(t-i*)+6p:q(t) 
+g*&[l(t)-l(r-t*)]-61(t) (25) 
$z(f--r*)-6y:y(f)-g*p:[l(f)-l(l--r*)]--a(r) (26) 
(27) 
where 4 PX, pL*, and g* may be found in terms of L, r*, and tmin from 
Eqs. (24). 
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The characteristic equation (12) is obtained by writing this last equation 
in differential equation form as 
4 z = g*[/(t)-/(t-T*)]. (28) 
By seeking constant solutions r(t) = I,, a(t) = aO, q(t) = qo, it can be shown 
that Eqs. (25), (26) and (28) admit the non-trivial solution 
1 
l(t) 
m 
a(t) =k & 3 
4(t) 
0 
where k is an arbitrary constant, and so this system will have a 
characteristic equation with a zero eigenvalue. It can be shown that 
the characteristic equation is given by 
r(A+ 1 -L)(l -eeL’*)=%(A+ 1 -e-l’*) 
where 
In(L) r=g*p;=-(L-l)T* I-9 . 
( > 
However, by seeking constant solutions to Eq. (25), (26), and (27), it can 
be shown that these equations have only the trivial constant solution 
i 
and that the corresponding characteristic equation is 
Irl.+l-L)(l-r~i”)=i+l-e-“‘* i 
which does not have a zero eigenvalue. We conclude that it is the conver- 
sion of the integral equation (27) into the differential equation (28) which 
“produces” the zero eigenvalue (see also Busenberg and Cooke [2]), and 
as Eq. (27) is a proper statement of the model, the A = 0 solution of 
Eq. (12) is of no significance. 
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