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Zusammenfassung
Es gibt viele Gru¨nde in der Mathematik, Na¨herungen zu untersuchen.
In der Geometrie lassen sich komplizierte Objekte oft durch Polygone na¨hern. So
berechnete zum Beispiel Archimedes eine Na¨herung fu¨r die Kreiszahl pi, indem er
einen Kreis durch regelma¨ßige Vielecke mit immer mehr Ecken anna¨herte.
Von besonderem Interesse ist die Na¨herung von Funktionen, Kurven, Fla¨chen oder
anderen Gebilden. Die numerische Approximation von Kurven mit Polynomen ist
dabei ein zentraler Punkt. Das theoretische Grundgeru¨st dafu¨r schuf Karl Weier-
straß mit seinem Approximationssatz.
In der vorliegenden Arbeit, die auf der Basis einer Vorlesung in der Ausbildung
von Ingenieuren und Informatikern an der TU Ilmenau entstand, werden Aspek-
te der Approximation mittels Be´zier-Kurven und Splines fu¨r Kurven und Fla¨chen
behandelt. Sie spielen beim rechnerunterstu¨tzten Entwerfen (Computer Aided De-
sign) in vielen Bereichen des Ingenieurwesens eine wichtige Rolle.
Godfrey Harold Hardy 1940
Das entscheidende Kriterium ist Scho¨nheit;
fu¨r ha¨ssliche Mathematik ist auf dieser Welt
kein besta¨ndiger Platz.
Albrecht Beutelspacher
Mathematik ist eine basisdemokratische
Wissenschaft. Jeder kann eine logische
Argumentation nachvollziehen.
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1 Einfu¨hrung
1.1 Vorbemerkungen
Rechnerunterstu¨tztes Entwerfen ist eine Disziplin, die in vielen Bereichen des Ingenieur-
wesens von zunehmender Bedeutung ist.
Man bezeichnet diesen Prozess als Computer Aided Design (CAD) oder bei Schwer-
punktlegung auf seine mathematische Seite als Computer Aided Geometric Design
(CAGD). Man versteht unter CAD bzw. CAGD all die Techniken, bei denen Computer
zum Entwurf von Produkten Verwendung finden.
Diese Produkte (Modelle) basieren auf einer mathematischen Beschreibung der geome-
trischen Form, die es beispielsweise erlaubt, Zeichnungen zu erstellen oder Befehle fu¨r
numerisch gesteuerte Werkzeugmaschinen (CNC-Maschinen) zu erzeugen. Wa¨hrend der
konventionelle Entwurf am zweidimensionalen Zeichenbrett durchgefu¨hrt wird, mu¨ssen
fu¨r den Einsatz des Computers spezifische Methoden entwickelt werden.
Computer-Grafik spielt dabei eine große Rolle. Im CAGD werden mathematische Grund-
lagen fu¨r die Computer-Grafik bereitgestellt.
Typische Anwendungen von CAD und CAGD
• Grafische Darstellung großer Daten zur U¨bersicht
• Digitale Darstellung von Modellen im Anlagebau zur strukturellen Optimierung
von Leitungssystemen
• Beschreibung und Gestaltung von Teilen/Oberfla¨chen im Automobil-, Flugzeug-,
Schiffs- und Bergbau, Schuhindustrie und anderen Industriezweigen
• Numerisch gesteuerte Fertigung von Formen und Werkteilen
• Kartographie
• Planung und U¨berwachung von Operationsergebnissen in der Medizin
• Fernsehen, Werbung, Media, Computeranimation
• Beschreibung von Roboterbahnen und Bewegungen, Mikromechanik, Raumfahrt
• Typische mathematische Anwendungen:
Darstellung von Lo¨sungen von Differentialgleichungen, Topologie, Differentialgeo-
metrie, Darstellung von Mannigfaltigkeiten, Variationsrechnung, Konstruktion von
Minimalfla¨chen (Plateau-Problem)
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CAD-System aus der Automobilindustrie
als ein Baustein eines aufwendigen Entwicklungsprozesses zur Erstellung eines Modells
Ein Designer oder Konstrukteur sitzt an seinem Terminal und entwirft das Modell als
Prototyp unter Zuhilfenahme des CAD-Systems. Anschließend mo¨chte er gerne eine Vi-
sualisierung seines Modells, um auch einen optischen Eindruck seines Prototypen zu
erhalten.
Das bedeutet, dass das CAD-System eine sogenannte Objektdatei herausschreiben muss,
in der alle Daten des Modells enthalten sind. Diese Datei wird dann von einem Gra-
fikpaket eingelesen und visuell umgesetzt. Eine mehrdimensionale Ansicht des Objektes
ist nun mo¨glich. Die Qualita¨t des Bildes ha¨ngt stark von der Gu¨te des CAD-Systems
sowie des Grafikpaketes ab.
Sollte das Modell noch fehlerhaft sein, so ko¨nnen vom Designer oder Konstrukteur noch-
mals A¨nderungen vorgenommen, danach werden die Daten wieder u¨ber die Objektdatei
an das Grafikpaket gegeben, um das Resultat der A¨nderung zu betrachten. Dieser Vor-
gang wird so lange wiederholt, bis das Modell die erwartete Qualita¨t und Eigenschaften
besitzt. Das korrekte Modell kann jetzt hergestellt werden. Die Daten (Objektdatei) wer-
den weitergeleitet an die Labors/Entwicklungs-/Produktionsabteilungen, die ihrerseits
die Herstellungsroboter mit diesen Daten speisen. Oder, ein anderer Weg, Zulieferfirmen
bekommen die Daten und stellen die gewu¨nschten Teile dann danach her.
Problem: Visualisierung eines Objektes
Designer
und/oder
Konstrukteur
CAD-
System
Objekt-
file
Grafik-
paket
Bild
Labor
Entwicklung
Produktionsabteilung
Zulieferfirmen
-
ﬀ
-

U
-
?
Diese kurze Schilderung zeigt deutlich die zentrale Bedeutung der Objektdateien, denn
nur dadurch ko¨nnen verschiedene Systeme sinnvoll ihre Daten austauschen.
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Ein weiterer, sich stetig ausweitender Bereich, ist die Computeranimation, womit die
Erzeugung von Filmsequenzen unter Verwendung des Computers gemeint ist. Hier wird
mit einem Modelliersystem ein Objekt entwickelt und animiert, um anschließend Bild
fu¨r Bild zu berechnen. Das Ergebnis ist eine n-dimensionale Darstellung (n = 1, 2) einer
(n + 1)-dimensionalen Szene bzw. auch dreidimensionale Bilder im zeitlichen Ablauf.
Auch hier bildet der Datensatz des Objektes eine zentrale Rolle.
Was nun aber sind die Anforderungen an ein mathematisches Modell, das die bereits
geschilderten Mo¨glichkeiten erbringt?
Die Verarbeitung der geometrischen Informationen ist ein zentraler Punkt beim Com-
putereinsatz im Entwurfsbereich. Man versteht darunter das mathematische Modell, die
Manipulation, die Analyse und Synthese von Gestaltinformationen im Computer. Dabei
ist das cornputerorientierte Objekt vom Verwendungszweck abha¨ngig. Bei Anwendungen
in der Luftfahrttechnik oder im Automobil- und Schiffbau braucht man oft Kurven und
Fla¨chen, wa¨hrend im konventionellen Maschinenbau eine Zeichnung hauptsa¨chlich aus
Geraden und Bo¨gen besteht. Es ist unausweichlich, dass eine Autokarosserie eine recht
komplexe Topologie aufweist, weshalb die Verwendung von Fla¨chen ho¨herer Ordnung
notwendig wird. Eine Motorwelle hingegen besteht im Allgemeinen aus geometrisch ein-
fachen Fla¨chen (Zylinder, Kreis usw.).
Außerdem muss das geometrische Modell eine komplette Definition des Objekts erlau-
ben, die fu¨r alle nachfolgenden Manipulationen oder Verwendungen des Objektes die
Grundlage bildet.
Ein Computermodell soll passend fu¨r alle zwei- und dreidimensionalen Objekte sein.
Hierbei treten, wie am Beispiel des Visualisierens eines Modells beschrieben, verschie-
dene Komplikationen auf, denn die Welt, in der wir leben, ist dreidimensional, hingegen
ist der Speicher eines Computers im Allgemeinen eindimensional (sequentiell) angelegt.
Zusa¨tzlich ist die Visualisierung der Modelle mehrdimensional. Diese Transformationen
erho¨hen die Anforderungen an die Beschreibungen der Modelle im Computer.
Wichtig ist, dass sich in den CAD-Systemen einheitliche mathematische Formate zur
Beschreibung (Standardisierung, Normierung) herausbilden, um eine große Portabilita¨t
der Modelle zu ermo¨glichen.
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1.2 Punkte und Vektoren
Die Darstellung von Objekten erfordert ein Koordinatensystem.
DieMethoden der Darstellung sollen aber unabha¨ngig von Wahl des Koordinatensy-
stems sein. Deshalb ist eine Unterscheidung zwischen Punkten und Vektoren notwendig.
Punktraum lEn (euklidischer Raum, affiner Raum): Elemente a = (a1, a2, . . . , an)
T , b,
c,x, ... beschreiben Position von Punkten (Ortsvektoren) bez. eines festen Koordinaten-
systems, manchmal auch Notation mit lEd, d = 2, 3,
Vektorraum lRn: Elemente x = (x1, x2, . . . , xn)
T , y,w, ... beschreiben relative Positio-
nen von Ortsvektoren, Verschiebungen usw.
(1.2) Rechenoperationen
(1) Zu x,y ∈ lRn sind definiert x+ y, x− y sowie die Skalarmultiplikation cx, c ∈ lR.
Abb. 1.1 Vektoroperationen im lR2
-
6
x1
x2
:

>
>
:
R
x
y
x+y
d(x+y)
x-y
cx
(2) Zu a,b ∈ lEn ist a−b ∈ lRn definiert. Jeder Vektor x ∈ lRn kann als Differenz a−b
mit a,b ∈ lEn dargestellt werden.
(3) Zu a,b ∈ lEn ist nicht definiert a+ b.
Abb. 1.2 Punktoperationen im lE2
-
6
µ1
µ2
s
s
O
-
6
ξ1
ξ2
a
b
a-b
a+b?
a+b?
c
c
0
0
Eine einfache Verschiebung des Koordinatensystems sollte die Operation a + b nicht
vera¨ndern.
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(4) Zu a ∈ lEn und w ∈ lRn ist a+w ∈ lEn definiert (Translation, Verschiebung).
Abb. 1.3 Translationen im lE2
-
6
a1
a2
s

s

Y
Y
a
b
w
wa-b
a+w-(b+w)
Vektoren sind invariant bez. einer Translation, denn x = a− b = a+w − (b+w).
(5) Baryzentrische Kombination (affine Kombination)
Zu a0, . . . , ak ∈ lEn und reellwertigen Koeffizienten c0, . . . , ck mit
k∑
j=0
cj = 1 ist
a =
k∑
j=0
cjaj
als Element in lEn definiert, denn
a =
k∑
j=0
cjaj + a0 −
(
k∑
j=0
cj
)
a0 =
k∑
j=0
cj(aj − a0︸ ︷︷ ︸
∈ lRn
) + a0︸︷︷︸
∈ lEn
= a0 +w.
Diese Summe ist nach (4) definiert, da a0 ∈ lEn und wegen (2) und (1) gilt die Beziehung
k∑
j=0
cj(aj − a0) ∈ lRn.
Abb. 1.4 Baryzentrische Kombination und konvexe Hu¨lle im lE2
-
6
a1
a2
s
s
s
s
c
a0
a1
a2
a3
a
w c:
b
Geometrische Interpretation: Je sta¨rker ein Gewicht cj ist, desto mehr zieht aj die Kom-
bination an. Ist ein ck = 1, so verschwinden die anderen Gewichte und a = ak.
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Der Punkt b ist auch eine baryzentrische Kombination.
Es gilt
b =
k∑
j=0
djaj = −a0 + 2a3 = a3 + (a3 − a0),
k∑
j=0
dj = 1,
aber b liegt nicht in der konvexen Hu¨lle der Punkte aj .
(1.3) Definition Gegeben seien a0, . . . , ak ∈ lEn. Die Menge aller Punkte der Form
a =
k∑
j=0
cjaj
mit cj ≥ 0 und
k∑
j=0
cj = 1 heißt konvexe Hu¨lle von a0, . . . , ak.
Wir notieren diese als H = [a0, ..., ak].
(1.4) Beispiel (a) Es seien a,b, c ∈ lEn. Der Punkt
g =
1
3
a+
1
3
b+
1
3
c
ist der Schwerpunkt dreier gleicher Punktmassen in den Punkten a,b, c.
g ha¨ngt nur von der relativen Lage zu a,b und c ab.
Herkunft des Namens: barycenter heißt Gravitationszentrum bzw. Schwerpunkt.
Abb. 1.5 Schwerpunkt g eines Dreiecks
g = a+
1
2
(b− a) + 1
3
(c− a− 1
2
(b− a)) = a+ 1
3
(b− a) + 1
3
(c− a)
-
6
a1
a2
s
s
s
a
c
bgc
c-a
s
1
2
(b− a)
1
3
(b− a)
r
r
(b) Liegen die Punkte a0, a1 und a2 ∈ lE2 nicht auf einer Geraden, so ist die konvexe
Hu¨lle wohl definiert, ansonsten degeneriert.
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Abb. 1.6 Konvexe Hu¨llen H = [a0, ..., ak] im lE
2
-
6
a1
a2
s
s
s
a0
a1
a2a
konv. H.
c
s
s
s s
ss
a5
a4
a0 a3
a1 a2
konvexe Hu¨lle
Jeder Punkt a ∈ lE2 im Dreieck la¨sst sich eindeutig darstellen als
a =
2∑
j=0
cjaj mit
2∑
j=0
cj = 1.
Interpretation als Massensystem: Die Gro¨ßen cj repra¨sentieren Gewichte.
Die Verschiebung zugunsten des Gewichts cj bedeutet eine Anna¨herung (Anziehung) an
den Punkt aj .
(c) Die baryzentrische Kombination liefert einen Punkt als gewichtete Summe von Punk-
ten, wobei
∑
Gewichte = 1 ist. Bei der Hu¨lle sind die Gewichte nicht negativ.
Wollen wir aber einen Vektor x aus einer Punktmenge generieren, so erinnern wir uns
an den einfachen Fall
x = a− b = 1 · a− 1 · b, 1− 1 = 0.
Also gilt generell
x =
k∑
j=0
cjaj mit
k∑
j=0
cj = 0.
(d) Betrachten wir nun allgemein eine Linearkombination zur Erzeugung eines Punktes
a gema¨ß
a =
k∑
j=0
djaj mit
k∑
j=0
dj 6= 1.
Ihre rechte Seite spalten wir auf in zwei Anteile
a =
∑
dj∑
dj=1
djaj +
∑
restliche dk
dkak.
Der erste Summand ist eine baryzentrische Kombination aus Punkten aj und ergibt
einen Punkt, der zweite Summand kann dann nur ein Vektor sein, so dass auch die
darin enthalten Komponenten ak selber Vektoren sein mu¨ssen, damit das Ganze Sinn
macht.
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1.3 Affine Abbildungen
(1.5) Definition Eine Transformation Φ : lEn → lEn heißt affine Abbildung, wenn sie
von der Form ist
x −→ Φx = Ax+ v
mit einem Vektor v ∈ lRn und einer reellen (n× n)-Matrix A.
Manchmal verwendet man auch die Notation Φ = Φ(x).
(1.6) Bemerkung (a) Affine Kombinationen sind invariant unter affinen Abbildungen.
Ist
a =
k∑
j=0
cjaj
eine affine Kombination von aj , j = 0, . . . , k, so ist Φa die affine Kombination von Φaj ,
j = 0, . . . , k, mit den gleichen Gewichten cj , denn es gilt wegen der Linearita¨t von Φ
Φa = Aa+ v = A
(
k∑
j=0
cjaj
)
+ v =
k∑
j=0
cjAaj + v
k∑
j=0
cj︸ ︷︷ ︸
=1
=
k∑
j=0
cj (Aaj + v) =
k∑
j=0
cjΦaj .
(b) Es gilt auch die Umkehrung. Jede Abbildung Φ, welche affine Kombinationen inva-
riant la¨sst, ist affin.
(1.7) Beispiel Affine Abbildungen mit x ∈ lEn
(a) Identische Abbildung v = 0, A = I (Einheitsmatrix in lRn×n), d.h. Φx = x.
(b) Translation A = I, d. h. Φx = x+ v.
Abb. 1.7 Translation eines Punktes aus lE2
-
6
x1
x2
:
s v
x
Φx
(c) Skalierung v = 0, A Diagonalmatrix, d. h.
A =
 a11 0. . .
0 ann
 ,
Φx = Ax =
n∑
j=0
ajjxj .
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(d) Drehung v = 0, A Drehmatrix.
(1.8) Beispiel (a) Fu¨r n = 3 erfolgt eine Drehung entgegen dem Uhrzeigersinn um
z-Achse durch
A =
 cosα − sinα 0sinα cosα 0
0 0 1
 .
(b) Fu¨r n = 2 beschreibt man die Drehungen der Einheitspunkte (damit Einheitsvekto-
ren) durch
A =
(
cosα − sinα
sinα cosα
)
, Ae1 =
(
cosα
sinα
)
, Ae2 =
( − sinα
cosα
)
.
Abb. 1.8 Drehungen von Punkten aus lE3 bzw. lE2
-
6

x
z
y
s
Y
i
x
Φx = Ax
α
0
-
6
s
s
x1
x2
e1
e2
Φe1
Φe2
0
α
(e) Scherung v = 0,
A =
 1 ∗. . .
0 1
 .
(1.9) Beispiel (a) Fu¨r n = 2 ist A =
(
1 α
0 1
)
, α > 0, und eine rechteckiges Gebiet
von Punkten unterliegt einer Scherung nach rechts.
Abb. 1.9 Scherung eines rechteckigen Gebietes H ⊆ lE2
-
6
x1
x2
-
6
x1
x2
α
H ΦH
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(b) Anschaulich kann man den Effekt unter Verwendung von Zeichenfonts (Zeichensatz-
design) zeigen. Aus einem Text mit vertikalen Zeichen macht man einfach kursive.
Abb. 1.10 Kursivschrift “r ⇒ r“ als Scherung in lE2
-
6
x1
x2
-
6
x1
x2
(1.10) Bemerkung (a) Jede reelle Matrix A la¨sst sich schreiben als A = QDS mit
einer Drehmatrix Q, einer Diagonalmatrix D und einer Schermatrix S.
(b) Jede affine Abbildung x → Ax + v kann man zusammensetzen aus Translation,
Scherung, Skalierung und Drehung.
1.4 Typen von Fla¨chen- bzw. Kurvendarstellungen
Wir erla¨utern verschiedene Arten zur Darstellung von Kurven und Fla¨chen.
(a) Darstellung als Funktionen
Skalarwertige Funktion f : Ω→ lR mit dem Parametergebiet=Intervall Ω ⊆ lR.
Kurve K = {(x, f(x))T ∈ lR2 : x ∈ Ω} ⊂ lE2.
Skalarwertige Funktion f : Ω→ lR mit dem Parametergebiet Ω ⊆ lR2.
Fla¨che F = {(x, y, f(x, y))T ∈ lR3 : (x, y) ∈ Ω} ⊂ lE3.
Hier bedeutet (x, f(x))T ∈ lR2 bzw. (x, y, f(x, y))T ∈ lR3 nur, dass die einzelnen Kom-
ponenten reellwertig sind.
Abb. 1.11 Kurven und Fla¨chen
-
6
x
f(x)
-
6

x
y
f(x, y)
Ω = [a, b]
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Diese Art der Beschreibung stellt eine große Einschra¨nkung an die Topologie der Fla¨che
dar. Zum Beispiel sind damit keine geschlossenen Kurven oder Fla¨chen darstellbar. Dies
ha¨ngt auch mit der Eindeutigkeit der Abbildung zusammen.
Abb. 1.12 Implizit darstellbare Kurven
-
6
x
f(x)
-
6
x
y
Ω = [a, b]
r
(x− x0)2 + (y − y0)2 = r2
(b) Parametrische Darstellung
Vektorwertige Abbildung
x : Ω→ lEn, n = 2, 3, u→ x(u) = (x1(u), ..., xn(u))T
mit dem Parametergebiet Ω ⊆ lE oder Ω ⊆ lE2.
(1.11) Beispiel (a) Parabelgleichungen
x(t) = (t, ct2)T ,
x(t) = (±ct2, t)T mit Ω = [0, T ], c > 0.
(b) Kreisgleichung bzw. Kreisring
x(r, ϕ) = (x0 + r cosϕ, y0 + r sinϕ)
T
mit Ω = [ri, ra]× [0, 2pi),
(c) Einheitskreis
x(t) = (cos t, sin t)T = (1, 0)T cos t+ (0, 1)T sin t
mit x : Ω→ lE2, Ω = [0, 2pi) ⊆ lE.
(d) Kugeloberfla¨che (Einheitsspha¨re)
x(θ, φ) = (cos θ cos φ, cos θ sinφ, sin θ)T
mit Ω = [−pi/2, pi/2]× [0, 2pi) ⊆ lE2.
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Abb. 1.13 Halbkugel mit Punkt auf der Spha¨re
-
6
	x1
x2
x3
s x(θ, φ)
φ
θ
Anforderungen an Abbildung x(u)
– Darstellung soll mo¨glichst unabha¨ngig von einem Koordinatensystem sein.
– Freiheitsgrade in der Darstellung sollen geometrische Signifikanz haben.
– A¨nderungen in den Koeffizienten sollen Werte in einem vorhersehbaren Werte-
bereich liefern.
(c) Beschreibung mit Hilfe von Ansatzfunktionen
x(u) =
n∑
j=0
cjBj(u), cj ∈ lEd, d = 2, 3, Bj : Ω→ lR, j = 0, . . . , n,
mit den Ansatzfunktionen Bj(u) und den Kontrollkoeffizienten cj.
Anforderungen an Bj(u)
– Affine Invarianz, d. h. fu¨r affine Transformationen Φ gilt
x =
n∑
j=0
Bjcj =⇒ Φx =
n∑
j=0
BjΦcj .
Dies ist wegen
Φx =
n∑
j=0
BjΦcj
Φx(u) =
n∑
j=0
Bj(u) · Φcj
Ax(u) + v =
n∑
j=0
Bj(u)(Acj + v)
n∑
j=0
Bj(u) · Acj + v !=
n∑
j=0
Bj(u) ·Acj + v
n∑
j=0
Bj(u)
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genau dann erfu¨llt, wenn Bj(u), j = 0, . . . , n, eine Zerlegung der Eins bilden.
Somit muss gelten
n∑
j=0
Bj(u) ≡ 1.
– Geometrische Signifikanz: x(u) soll in der konvexen Hu¨lle H = [c0, . . . , cn] liegen.
Dies gilt fu¨r eine Zerlegung der Eins mit Bj(u), wenn zusa¨tzlich fu¨r alle u ∈ Ω die
Bedingung Bj(u) ≥ 0 erfu¨llt ist.
(d) Implizite Darstellung
Fla¨che als Nullstellenmenge einer Funktion f : lRn → lR
F = {x ∈ lEn : f(x) = 0}.
Ha¨ufig wird f als Polynom in x = (x1, . . . , xn)
T gewa¨hlt, also als Funktion der Form
f(x) =
∑
0≤|i|≤k
aix
i
mit dem Multiindex i = (i1, . . . , in)
T ∈ lNn, dem Betrag |i| = i1+ · · ·+in und der Potenz
xi =
n∏
l=1
xill .
(1.12) Beispiel Fu¨r n = 3 und f(x) = x21 + x
2
2 + x
2
3−R2 ist F eine Kugeloberfla¨che.
Darstellung von f(x1, x2, x3) in der Polynomform mit Multiindex bei k = 2
(Notation von i als (i1, i2, i3)).
f(x) =
∑
0≤|i|≤2
aix
i
= a(000) + a(100)x
(100) + a(010)x
(010) + a(001)x
(001) + a(110)x
(110) + a(101)x
(101)
+a(011)x
(011) + a(200)x
(200) + a(020)x
(020) + a(002)x
(002)
= a(000) + a(100)x1 + a(010)x2 + a(001)x3 + a(110)x1x2 + a(101)x1x3 + a(011)x2x3
+a(200)x
2
1 + a(020)x
2
2 + a(002)x
2
3
mit
a(000) = −R2,
a(100) = a(010) = a(001) = a(110) = a(101) = a(011) = 0, a(200) = a(020) = a(002) = 1.
(1.13) U¨bung Za¨hlen Sie im Fall n = 3 einige Fla¨chen auf, welche sich implizit mittels
Polynomen ersten bzw. zweiten Grades darstellen lassen.
Hinweis: Kegelschnitte.
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2 Be´zier-Kurven
2.1 Parametrische Kurven
Betrachten wir die parametrische Darstellung einer Kurve in lE3
x = x(t) = (x1(t), x2(t), x3(t))
T
mit dem Zeitparameter t ∈ Ω = [a, b] = [t0, t1] ⊆ lE. Hieraus ergibt sich die Kurve als
Punktmenge
K = {x(t) : t ∈ [a, b]}.
(2.1) Definition Die Darstellung x(t) von K heißt regula¨r, falls x stetig differenzierbar
ist und falls fu¨r alle t ∈ [a, b] gilt
x˙(t) = (x˙1(t), x˙2(t), x˙3(t))
T 6= 0.
Der Vektor x˙(t) bezeichnet die Tangente an die Kurve im Punkt x(t). Anschaulich be-
deutet das die Geschwindigkeit beim Durchlaufen der Kurve.
Abb. 2.1 Parametrische Kurve im lE2 mit Tangente
-
6
x1
x2
7
s
x(t)
x˙(t)
(2.2) Bemerkung Parameterdarstellungen von Kurven sind nicht eindeutig.
Ist t : [c, d]→ [a, b] eine bijektive Abbildung (eineindeutig sowie “von“ und “auf“), so ist
mit x(t), t ∈ [a, b], auch x˜(θ) := x(t(θ)), θ ∈ [c, d], eine Parameterdarstellung derselben
Kurve.
Zwischen den Geschwindigkeitsvektoren besteht im Fall stetig differenzierbarer Funk-
tionen nach der Kettenregel der Zusammenhang
˙˜x(θ) =
d
dθ
x˜(θ) =
dx
dt
· dt
dθ
,
d. h. die Geschwindigkeit a¨ndert sich um den Faktor dt/dθ.
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(2.3) Beispiel Eine kanonische Art der Parametrisierung einer Kurve ist die Parame-
trisierung u¨ber die Bogenla¨nge: Ist x(t) eine regula¨re Parameterdarstellung einer Kurve,
so beschreibt
s = s(t) =
t∫
a
‖x˙(τ)‖2 dτ
die La¨nge der Kurve zwischen x(a) und x(t), d. h. die Bogenla¨nge der Kurve.
Dabei verwenden wir mit ‖ · ‖2 die euklidische Norm
‖x‖2 =
√
x21 + . . .+ x
2
n.
(2.4) U¨bung Gegeben sei die Parameterdarstellung der Schraubenlinie
x(t) = (cos(t), sin(t), t)T , t ∈ [0, 2pi].
– Skizzieren Sie die zugeho¨rige Kurve K und zeigen Sie, dass x(t) regula¨r ist.
– Bestimmen Sie zu K eine weitere regula¨re und eine nichtregula¨re Parameterdarstellung.
Hinweis: Untersuchen Sie z. B. die Bereichstransformationen t = αu, t = u2.
– Parametrisieren Sie die Kurve u¨ber die Bogenla¨nge s = s(t) = 2
√
t. Beobachten Sie
hierbei, dass die Bogenla¨nge von der urspru¨nglichen Parametrisierung unabha¨ngig ist.
(2.5) Bemerkung Unterschiedliche Darstellungsformen von Kurven
(a) Monome 1, t, t2, . . . , tn als Ansatzfunktionen in
x(t) = a0 + a1t+ · · ·+ antn.
Nachteile
– Die Koeffizienten ai haben keine geometrische Signifikanz.
– Die affine Invarianz ist nicht erfu¨llt, denn
n∑
i=0
Bi(t) =
n∑
i=0
ti 6≡ 1.
(b) Lagrange-Interpolationspolynom
Zu gegebenen Knoten (ti,xi) definiert man dieses als
Ln(t) =
n∑
i=0
xiϕi(t),
mit den Lagrange-Knotenpolynomen (Lagrange-Terme)
ϕi(t) =
n∏
j=0
j 6=i
t− tj
ti − tj .
Es gilt zwar
n∑
i=0
ϕi(t) = 1, aber wegen ϕi(t) 6≥ 0 ist die affine Invarianz nicht gegeben.
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(2.6) Beispiel Lagrange-Interpolation
1. Referenz mit 4 Punkten aus lE (n = 3) auf dem Intervall [−2, 4].
ti − 2 1 2 4
xi 3 1 −3 8
Abb. 2.2 Lagrange-Basispolynome ϕi(t), i = 0, 1, 2, 3, auf [−2, 4]
phi2(t)
phi1(t)phi0(t)
1.00
.50
0 4.3.2.1.0–1.–2.
1.
0
–1.
4.3.2.1.0–1.–2.
1.
0 4.3.2.1.0–1.–2.
1.00
.50
0 4.3.2.1.0–1.–2.
phi3(t)
–3
–2
–1
1
2
3
4
5
6
7
8
–2 –1 1 2 3 4
Lagrange-IP L3(t)
Abb. 2.3 Lagrange-Interpolationspolynom
L3(t) =
3∑
i=0
xi ϕi(t) =
2
3
t3 − 3
2
t2 − 25
6
t+ 6
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2. Referenz mit 4 Punkten aus lE (n = 3) auf dem Intervall [−2, 4].
ti − 2 1 2 4
xi −2 1 2 4
Das Lagrange-Interpolationspolynom lautet
L3(t) =
3∑
i=0
xiϕi(t) = t.
Im Fall xi = c = const erhalten wir L3(t) ≡ c.
(c) Be´zier-Darstellung
Hier dienen die Bernstein-Polynome als Ansatzfunktionen. Affine Invarianz und geome-
trische Signifikanz sind erfu¨llt. Nicht erfu¨llt ist dagegen z. B. die Interpolationseigen-
schaft der Lagrange-Darstellung.
2.2 Bernstein-Polynome
(2.7) Definition Fu¨r n = 0, 1, 2, . . . heißen die Polynome
Bnj (t) =
(
n
j
)
tj(1− t)n−j, j = 0, . . . , n,
auf dem Intervall [0,1] Bernstein-Polynome.
(2.8) Beispiel (a) Bernstein-Polynome bei n = 4
B40(t) = (1− t)4 = 1− 4t+ 6t2 − 4t3 + t4,
B41(t) = 4t(1− t)3 = 4t− 12t2 + 12t3 − 4t4,
B42(t) = 6t
2(1− t)2 = 6t2 − 12t3 + 6t4,
B43(t) = 4t
3(1− t) = 4t3 − 4t4,
B44(t) = t
4.
(b) Bernstein-Polynome bei n = 8 unter Beachtung der Symmetrieeigenschaft
B80(t) = (1− t)8 = B88(1− t),
B81(t) = 8t(1− t)7 = B87(1− t),
B82(t) = 28t
2(1− t)6 = B86(1− t),
B83(t) = 56t
3(1− t)5 = B85(1− t),
B84(t) = 70t
4(1− t)4.
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Abb. 2.4 Bernstein-Polynome Bnj (t), j = 0, 1, ..., n = 8, t ∈ [0, 1]
0
0.2
0.4
0.6
0.8
1
1
Somit kann man die Bernstein-Polynome in der Monombasis {ti} ausdru¨cken.
Bnj (t) =
(
n
j
)
tj(1− t)n−j
=
(
n
j
)
tj
n−j∑
k=0
(
n− j
k
)
1n−j−k(−t)k
=
n−j∑
k=0
(
n
j
)(
n− j
k
)
(−1)ktj+k, j + k = i
=
n∑
i=j
(
n
j
)(
n− j
i− j
)
(−1)i−jti
=
n∑
i=j
(
n
i
)(
i
j
)
(−1)i−jti,
wobei die Beziehung (
n
j
)(
n− j
i− j
)
=
(
n
i
)(
i
j
)
einfach nachzurechnen ist.
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(2.9) Ausgewa¨hlte Eigenschaften der Bernstein-Polynome
(a) Bnj (t), j = 0, . . . , n, ist eine Basis des Raums Pn aller Polynome bis zum Grad n.
Somit la¨sst sich jedes Polynom ho¨chstens n-ten Grades eindeutig als Linearkombination
der Bnj (t) schreiben.
(b) Fu¨r t ∈ [0, 1] ist Bnj (t) ≥ 0.
Die Bnj (t) bilden eine Zerlegung der Eins, d.h.
n∑
j=0
Bnj (t) ≡ 1.
(c) Bnj (t) hat in [0,1] genau ein Maximum. Dieses liegt bei t = j/n.
(d) Es gilt die Symmetrieeigenschaft
Bnj (t) = B
n
n−j(1− t).
(e) Es gilt die Rekursionsformel
Bnj (t) = tB
n−1
j−1 (t) + (1− t)Bn−1j (t) fu¨r j = 0, 1, . . . , n, n ≥ 1,
B00(t) = 1, B
0
1(t) = 0, B
n
−1(t) = 0, und t ∈ lR.
(f) Unterteilung
Bnj (ct) =
n∑
i=0
Bij(c)B
n
i (t).
(g) Gradanhebungsformeln
(1− t)Bnj (t) =
n + 1− j
n+ 1
Bn+1j (t), tB
n
j (t) =
j + 1
n+ 1
Bn+1j+1 (t) sowie Summe beider.
Beweisskizzen zu einigen Eigenschaften
Zu (a): Zu zeigen ist nur, dass sich jedes Monom ti, i = 0, . . . , n, als Linearkombination
der Bnj (t) schreiben la¨sst. Man spricht in diesem Zusammenhang auch von der Bernstein-
Basis {Bnj (t)}.
Es gilt
ti = ti · 1 = ti (t+ (1− t))n−i
= ti
n−i∑
j=0
(
n− i
j
)
tn−i−j(1− t)j
=
n−i∑
j=0
[(
n− i
j
)
/
(
n
n− j
)] (
n
n− j
)
tn−j(1− t)j ,
(
n
n− j
)
=
(
n
j
)
=
n∑
j=0
cijB
n
n−j(t)
mit
cij =
{ (
n−i
j
)
/
(
n
j
)
fu¨r j ≤ n− i,
0 fu¨r j > n− i.
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Tab. 2.1 Koeffizienten cij, i, j = 0, ..., n = 1, 2, ..., 5
j
i 0 1
0 1 1 1 = B11(t) +B
1
0(t)
1 1 0 t1 = B11(t)
j
i 0 1 2
0 1 1 1 1 =
2∑
j=0
B22−j(t)
1 1 1
2
0
2 1 0 0 t2 = B22(t)
j
i 0 1 2 3
0 1 1 1 1 1 =
3∑
j=0
B33−j(t)
1 1 2
3
1
3
0
2 1 1
3
0 0
3 1 0 0 0 t3 = B33(t)
j
i 0 1 2 3 4
0 1 1 1 1 1 1 =
4∑
j=0
B44−j(t)
1 1 3
4
2
4
1
4
0
2 1 2
4
= 6
12
= 1
2
2
12
= 1
6
0 0
3 1 1
4
0 0 0
4 1 0 0 0 0 t4 = B44(t)
j
i 0 1 2 3 4 5
0 1 1 1 1 1 1 1 =
5∑
j=0
B55−j(t)
1 1 4
5
3
5
2
5
1
5
0
2 1 3
5
= 12
20
6
20
= 3
10
2
20
= 1
10
0 0
3 1 2
5
2
20
0 0 0
4 1 1
5
0 0 0 0
5 1 0 0 0 0 0 t5 = B55(t)
Es gilt cij = cji.
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Man kann die Potenz ti auch in einer zweiten Gestalt darstellen.
ti = ti · 1 = ti ((1− t) + t)n−i
= ti
n−i∑
k=0
(
n− i
k
)
(1− t)n−i−ktk
=
n−i∑
k=0
(
n− i
k
)
(1− t)n−i−ktk+i, k + i = j
=
n∑
j=i
(
n− i
j − i
)
(1− t)n−jtj
=
n∑
j=i
[(
n− i
j − i
)
/
(
n
j
)] (
n
j
)
tj(1− t)n−j
=
n∑
j=i
dijB
n
j (t),
wobei dij =
(
n−i
j−i
)
/
(
n
j
)
=
(
j
i
)
/
(
n
i
)
, j = i, ..., n, gilt.
Zu (b): n∑
j=0
Bnj (t) =
n∑
j=0
(
n
j
)
tj(1− t)n−j = ((1− t) + t)n = 1n = 1.
Zu (c): 1. Fall 0 < j < n:
d
dt
(
tj(1− t)n−j) = tj−1(1− t)n−j−1[j(1− t)− (n− j)t]
= tj−1(1− t)n−j−1 (j − nt)
= 0 genau dann, wenn t = j/n.
Weiterhin ist
d2
dt2
(
tj(1− t)n−j) ∣∣t=j/n = −n tj−1(1− t)n−j−1|t=j/n < 0,
was die hinreichende Bedingung fu¨r das Maximum bedeutet.
2. Fall j = 0 oder j = n
Bn0 (t) = (1− t)n, Bnn(t) = tn ⇒ Bn0 (0) = Bnn(1) = 1 und Maximumstellen 0 bzw. 1.
Zu (d):
Bnk (s) =
(
n
k
)
sk(1− s)n−k,
Bnn−j(1− t) =
(
n
n− j
)
(1− t)n−j(1− (1− t))n−(n−j)
=
(
n
n− j
)
tj(1− t)n−j =
(
n
j
)
tj(1− t)n−j
= Bnj (t).
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Zu (e): Die Aussage folgt unmittelbar aus(
n
i
)
=
(
n− 1
i
)
+
(
n− 1
i− 1
)
, n ≥ 1,
(
n
0
)
=
(
n
n
)
= 1.
2
(2.10) Bemerkung Ist f : [0, 1]→ lR stetig, so heißt
Bnf(t) =
n∑
j=0
f
(
j
n
)
Bnj (t)
das n-te Bernstein-Polynom von f(t). Es gilt
‖Bnf − f‖∞ = sup
t∈[0,1]
|Bnf(t)− f(t)| −→ 0 fu¨r n→∞.
Damit la¨sst sich jede stetige Funktion auf einfache Weise beliebig genau durch Bernstein-
Polynome approximieren (⇒ Weierstraßscher Approximationssatz).
(2.11) Beispiel Sei f(t) = sin(2pit), t ∈ [0, 1].
Betrachten wir fu¨r n = 2, 4, 6, 8 die Bernstein-Polynome von f(t) gema¨ß
Bnf(t) =
n∑
j=0
f
(
j
n
)
Bnj (t), tj = j/n, (tj, f(tj)), j = 0, ..., n.
Abb. 2.5 Bernstein-Polynome Bnf(t), n = 2, 4, 6, 8, mit wachsender Genauigkeit
–1
–0.5
0
0.5
1
1
t
f(t) und Bernstein-Polynome Bn(t), n=2,4,6,8
Die Bernstein-Polynome Bnf(t) sind n-ten Grades. Da aber die Ausgangsfunktion un-
gerade ist, wird bei n gerade der effektive Grad von Bnf(t) um Eins kleiner sein.
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B2f(t) = 0,
B4f(t) = 4t(1− t)3 − 4t3(1− t) = 8t3 − 12t2 + 4t = 8t(t− 1/2)(t− 1),
B6f(t) = 3
√
3t(1− t)5 + 7.5
√
3t2(1− t)4 − 7.5
√
3t4(1− t)2 − 3
√
3t5(1− t)
= −3
√
3t5 + 7.5
√
3t4 − 7.5
√
3t2 + 3
√
3t
= −3
√
3(t+ 1)t(t− 1/2)(t− 1)(t− 2),
B8f(t) = 4
√
2t(1− t)7 + 28t2(1− t)6 + 28
√
2t3(1− t)5
−28
√
2t5(1− t)3 − 28t6(1− t)2 − 4
√
2t7(1− t)
= (−112 + 80
√
2)t7 + (392− 280
√
2)t6 + (−560 + 392
√
2)t5
+(420− 280
√
2)t4 + (−168 + 112
√
2)t3 + (28− 28
√
2)t2 + 4
√
2t
= 4(5
√
2−7)(t−2−
√
2)(2t−2−
√
2)(t+ 1 +
√
2)(2t+
√
2)t(t− 1/2)(t−1).
Abb. 2.6 f(t) mit Interpolationspolynom Ln(t) und Bernstein-Polynom Bnf(t), n = 8
–1
–0.5
0
0.5
1
1
  f(t)=sin(2*Pi*t), Interpolation Pn(t) und Bernstein-Polynom Bn(t)
Das Interpolationspolynom L8(t) mit der Referenz (tj , f(tj)), j = 0, ..., n = 8, ist effek-
tiv vom Grad 7 und kann grafisch kaum von f(t) unterschieden werden.
L8(t) =
(
262144
63
√
2− 262144
45
)
t7 +
(
917504
45
− 131072
9
√
2
)
t6
+
(
905216
45
√
2− 253952
9
)
t5 +
(
176128
9
− 124928
9
√
2
)
t4
+
(
44800
9
√
2− 318016
45
)
t3 +
(
55136
45
− 7808
9
√
2
)
t2
+
(
6016
105
√
2− 224
3
)
t.
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2.3 Be´zier-Darstellungen von Kurven
(2.12) Definition Gegeben seien n+1 Kontrollpunkte bi ∈ lEd, d = 2, 3, i = 0, . . . , n.
Das Polynom
P(t) = Pn(t) =
n∑
j=0
bjB
n
j (t) =
n∑
j=0
bj
(
n
j
)
tj(1− t)n−j
heißt die durch die Punkte bj erzeugte Be´zier-Kurve, Be´zier-Polynom oder Be´zier-
Funktion.
(2.13) Eigenschaften
(a) Die Be´zier-Kurve hat bei n + 1 Kontrollpunkten maximal den Grad n.
(b) Invarianz unter affinen Parametertransformationen
Soll eine Be´zier-Kurve anstatt u¨ber dem Intervall [0, 1] u¨ber einem anderen Intervall
[a, b] abgebildet werden, so folgt mit der affinen Transformation t = (u− a)/(b− a) die
Darstellung
n∑
j=0
bjB
n
j (t) =
n∑
j=0
bjB
n
j
(
u− a
b− a
)
.
(c) Endpunkt-Interpolationseigenschaft
Es ist P(0) = b0 und P(1) = bn.
Der Nachweis durch elementares Nachrechnen. Es ist Bnj (0) = δj,0 und B
n
j (1) = δj,n.
(d) Konvexe-Hu¨lle-Eigenschaft
Jeder Punkt P(t), t ∈ [0, 1], liegt in der konvexen Hu¨lle H = [b0, . . . ,bn].
Dies ist klar, da Bnj (t), j = 0, . . . , n, eine Zerlegung der Eins bilden und außerdem gilt
Bnj (t) ≥ 0 fu¨r t ∈ [0, 1] (vgl. Abschnitt 1.4 (c)).
(e) Reproduktion von Geradenstu¨cken
Liegen b0, . . . ,bn auf einer Geraden, so liegt die Be´zier-Kurve auf dem diese Punkte
verbindenden Geradenstu¨ck. Man nennt dies auch lineare Pra¨zision.
Beweis U¨bung.
(f) Symmetrie
Es gilt mit j = n− k
n∑
j=0
bjB
n
j (t) =
0∑
k=n
bn−kB
n
n−k(t) =
0∑
k=n
bn−kB
n
k (1− t) =
n∑
j=0
bn−jB
n
j (1− t).
Dies ist also eine unmittelbare Folge der Symmetrieeigenschaft von Bnj (t).
(2.14) Bemerkung Wird einer der Kontrollpunkte bj gea¨ndert, so a¨ndert sich in der
Be´zier-Darstellung lediglich der zugeho¨rige j-te Summand. Da Bnj (t) in t = j/n das
Maximum hat, wirkt sich die A¨nderung am sta¨rksten in einer kleinen Umgebung von
t = j/n, also lokal aus.
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(2.15) Beispiel Illustration zu Be´zier-Kurven
(a) Bei 2 Kontrollpunkten (n = 1) ist das Polynom
P(t) =
1∑
j=0
bjB
1
j (t) = (1− t)b0 + tb1
und somit die Be´zier-Kurve die die Punkte b0 und b1 verbindende Strecke.
Sie fa¨llt mit der konvexen Hu¨lle der beiden Punkte zusammen und stellt natu¨rlich auch
eine baryzentrische Kombination dar.
(b) Gegeben seien die 3 Kontrollpunkte (n = 2) in lE2
b0 = (−1, 1)T , b1 = (0, 3)T , b2 = (1, 1)T .
Das Interpolationspolynom ho¨chstens 2. Grades durch diese Punkte als Referenz
{(xj , yj), j = 0, 1, 2} ist L2(x) = 3− 2x2.
Die Be´zier-Kurve P(t) = (p1(t), p2(t))
T zu den drei Punkten liegt in ihrer konvexen
Hu¨lle (Dreieck).
Abb. 2.7 Kontrollpunkte bj , j = 0, 1, 2, und ihre konvexe Hu¨lle
-
6
p1
p2
s
s
sb0
b1
b2
0-1 1
1
3
Man kann die Be´zier-Kurve nun schrittweise und punktweise konstruieren.
Sei t ein beliebiger Wert aus [0,1]. Dann liegt der Punkt
b10(t) = (1− t)b0 + tb1
auf der Strecke b0b1, analog der Punkt
b11(t) = (1− t)b1 + tb2
auf der Strecke b1b2. Nimmt man nun die baryzentrische Kombination
b20(t) = (1− t)b10(t) + tb11(t),
so erha¨lt man den entsprechenden Punkt der Be´zier-Kurve.
Die Gro¨ßen b10(t) und b
1
1(t) sind zugleich parametrische Geradengleichungen, und b
2
0(t)
stellt ein Polynom 2. Grades in Parameterform dar. Nach Einsetzen folgt
b10(t) = (t− 1, 2t+ 1)T ,
b11(t) = (t,−2t+ 3)T ,
P(t) = b20(t) = (2t− 1,−(2t− 1)2 + 2)T .
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Abb. 2.8 Konstruktion einiger Punkte der Be´zier-Kurve P(t) = b20(t)
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Kontrolle von Punkten auf der Be´zier-Kurve P(t) = (p1(t), p2(t))
T = b20(t)
t 0 1
2
1
p1(t) −1 0 1
p2(t) 1 2 1
Es folgt noch der Nachweis einer allgemeinen Beziehung P(t) = bn0 (t) bei n+1 Punkten.
Darstellung der Be´zier-Kurve P(t) als Funktion y = f(x) mittels der Transformation
x = 2t− 1, x ∈ [−1, 1].
P(t) =
(
2t− 1
−(2t− 1)2 + 2
)
=
(
x
−x2 + 2
)
= P˜(x),
y = f(x) = − x2 + 2.
Wir bemerken noch, dass der Anstieg f ′(x) = −2x der Be´zier-Kurve an den Endpunkten
f ′(−1) = 2 und f ′(1) = −2 betra¨gt sowie im Zusammenhang steht mit der ersten und
letzten Kontollpunktsteigung b1 − b0 bzw. b2 − b1.
Wir betrachten spa¨ter auch Ableitungen von Be´zier-Kurven.
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Eine besonders anschauliche Form der Be´zier-KurveP(t) = (p1(t), p2(t), p3(t), ...)
T erha¨lt
man, wenn in den Kontrollpunkten die ersten Komponenten eine Folge von a¨quidistan-
ten Werten aus dem Intervall [0,1] bilden.
Wir notieren dies als bj,1 = tj = j/n, j = 0, 1, ..., n. Diese ersten Punktkoordinaten
fu¨hren dann zur ersten Be´zier-Koordinatenfunktion p1(t) = t.
Arbeiten wir im Punktraum lE2 und werden die 2. Komponenten der Kontrollpunk-
te durch eine Funktion f(t) generiert, also bj,2 = f(tj), j = 0, 1, ..., n, dann ist die
Be´zier-Kurve
P(t) = (p1(t), p2(t))
T = (t, p2(t))
T ) = (x, p2(x))
T
wie eine Funktionsdarstellung im (x, y)-Koordinatensystem.
Aber gerade diese Vorgehensweise ist die Grundlage fu¨r die Konstruktion der n-ten
Bernstein-Polynome Bnf(t) einer Funktion gewesen (vgl. Bemerkung (2.10)). Damit
gilt p2(t) ≡ Bnf(t).
(2.16) Beispiel Sei f(t) = sin(2pit), t ∈ [0, 1].
Im Beispiel (2.11) haben wir fu¨r n = 2, 4, 6, 8 die Bernstein-Polynome Bnf(t) von f(t)
und ihre Konvergenz untersucht.
Sei n = 8. Wir berechnen nun die Be´zier-Kurve P(t) zu den Kontrollpunkten
bj = (tj , f(tj))
T , tj = j/n, j = 0, ..., n = 8,
{tj} = {j/8},
{f(tj)} = {0, 0.5
√
2, 1, 0.5
√
2, 0,−0.5
√
2,−1,−0.5
√
2, 0}.
Das Ergebnis ist
P(t) = (t, B8f(t))
T mit B8f(t) aus Beispiel (2.11).
Abb. 2.9 Kontrollpolygon mit f(tj) = sin(2pij/n), j = 0, ..., n = 8, und zugeho¨rige
Be´zier-Kurve
-1
-0.5
0
0.5
1
0.2 0.4 0.6 0.8 1
Kontrollpunkte, -polygon und Bezier-Kurve P(t)
Prof. Dr. H. Babovsky, PD Dr. W. Neundorf, Numerische Approximation 30
In Bemerkung (2.10) haben wir die Approximationseigenschaft der n-ten Bernstein-
Polynome von f(t) formuliert.
Analog ist zu erwarten, dass bei durch Funktionen gegebene Kontrollpunkte die zu-
geho¨rigen Be´zier-Kurven Pn(t) mit wachsender Anzahl n dieser Punkte (durch die Funk-
tionen bestimmt!) immer “besser“ werden, also
‖Pnf − f‖ ≥ ‖Pn+1f − f‖ ≥ ‖Pn+2f − f‖ ≥ ...
Erfolgt die Hinzunahme von neuen Kontrollpunkten auf den Funktionen gema¨ß gewissen
Regeln, d.h. werden die Kontrollpolygone immer feiner und damit genauer, so gilt sogar
‖Pnf − f‖ −→ 0 fu¨r n→∞.
Diese Situation la¨sst sich grafisch gut nachvollziehen.
(2.17) Beispiel Zu den Kontrollpunkten
bj = (cos(jpi/n), sin(jpi/n))
T , j = 0, 1, ..., n,
sind die Be´zier-Kurven Pn(t) fu¨r wachsende Werte von n darzustellen.
Abb. 2.10 Kontrollpolygone zu {bj}nj=0, n = 5, 10, 15, 20, und zugeho¨rige Be´zier-
Kurven
Kontrollpolygon und Bezier-Kurve Pn(t), n=5
n=15
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2.4 Ableitungen von Be´zier-Kurven
Wir bilden die erste Ableitung einer Be´zier-Kurve.
Hierzu bemerken wir, dass fu¨r die Bernstein-Polynome Bnj (t), 0 < j < n, gilt
d
dt
Bnj (t) =
d
dt
(
n
j
)
tj(1− t)n−j
=
n!
(j − 1)!(n− j)!t
j−1(1− t)n−j − n!
j!(n− j − 1)!t
j(1− t)n−j−1
= n
(
(n− 1)!
(j − 1)!(n− 1− (j − 1))!t
j−1(1− t)n−1−(j−1)
− (n− 1)!
j!(n− 1− j)!t
j(1− t)n−1−j
)
= n
(
Bn−1j−1 (t)− Bn−1j (t)
)
.
Ferner ist
d
dt
Bn0 (t) = −nBn−10 (t) und
d
dt
Bnn(t) = nB
n−1
n−1(t).
Es folgt fu¨r die Ableitung der Be´zier-Kurve
P˙(t) =
d
dt
P(t) = n
n−1∑
j=1
bj
(
Bn−1j−1 (t)−Bn−1j (t)
)− b0nBn−10 (t) + nbnBn−1n−1(t)
= n
n∑
j=1
bjB
n−1
j−1 (t)− n
n−1∑
j=0
bjB
n−1
j (t)
= n
n−1∑
j=0
bj+1B
n−1
j (t)− n
n−1∑
j=0
bjB
n−1
j (t)
= n
n−1∑
j=0
(bj+1 − bj)Bn−1j (t)
= n
n−1∑
j=0
∆1bj B
n−1
j (t), ∆
1bj ∈ lRd.
Ganz analog beweist man fu¨r die zweite Ableitung
d2
dt2
P(t) = n(n− 1)
n−2∑
j=0
(∆1bj+1 −∆1bj)Bn−2j (t) = n(n− 1)
n−2∑
j=0
∆2bj B
n−2
j (t).
Ho¨here Ableitungen ko¨nnen ebenso durch Induktion berechnet werden.
Wir fassen zusammen.
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(2.18) Satz Die k-te Ableitung (0 ≤ k ≤ n) der Be´zier-Kurve
P(t) =
n∑
j=0
bjB
n
j (t)
ist gegeben durch
dk
dtk
P(t) =
n!
(n− k)!
n−k∑
j=0
∆kbj B
n−k
j (t).
Hierbei ist ∆kbj die k-te iterierte Vorwa¨rtsdifferenz, rekursiv definiert durch
∆0bj = bj ,
∆kbj = ∆
k−1bj+1,−∆k−1bj , k ≥ 1, ∆1 = ∆.
(2.19) Bemerkung (a) Wegen Bn−1j (0) = δj,0 und B
n−1
j (1) = δj,n−1 folgt aus der
Formel fu¨r die erste Ableitung in den Endpunkten
P˙(0) = n(b1 − b0), P˙(1) = n(bn − bn−1).
Die Tangente von P(t) zeigt in den Endpunkten also in Richtung der entsprechenden
Differenzenvektoren, vorausgesetzt die Punkte sind verschieden. Fallen die Punkte zu-
sammen, wird der na¨chste Nachbarpunkt einbezogen.
Abb. 2.11 Be´zier-Kurve P(t) mit 5 Kontrollpunkten bj , j = 0, ..., 4, Endpunkteigen-
schaft P(0) = b0, P(1) = b4, Differenzen (Vektoren) ∆bj und Ableitungseigenschaft
an den Endpunkten

R
7
-
b0
b1
b2 b3
b4
P˙(0)||∆b0
∆b1
∆b2
∆b3||P˙(1)
c
c c
s
s
-
6
(b) Wichtige Spezialfa¨lle sind
dk
dtk
P(0) =
n!
(n− k)!∆
kb0,
dk
dtk
P(1) =
n!
(n− k)!∆
kbn−k.
Dies zeigt, dass die k-te Ableitung einer Be´zier-Kurve P(t) an einem Endpunkt nur von
den dem Endpunkt am na¨chsten liegenden k Kontrollpunkten abha¨ngt.
Fu¨r k = 0 erhalten wir die schon erwa¨hnte Eigenschaft der Endpunktinterpolation, fu¨r
k = 1 die Bemerkung (2.19) (a).
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(c) Die Vorwa¨rtsdifferenzen lassen sich durch folgendes Schema bestimmen.
b0
ց
b1 → ∆1b0
...
. . .
...
. . .
bk → ∆1bk−1 → · · · ∆kb0
...
. . .
...
. . .
bn−1 → ∆1bn−2 → · · · ∆kbn−k−1 · · · → ∆n−1b0
ց ց ց ց
bn → ∆1bn−1 → · · · ∆kbn−k · · · → ∆n−1b1 → ∆nb0.
(d) Die Ableitungskurve ist eine Linearkombination von Vektoren. Um daraus eine
Be´zier-Kurve zu machen, definiert man die Kontrollpunkte a +∆bj , j = 0, ..., n − 1.
Hierbei kann a beliebig gewa¨hlt werden, sinnvoll ist z. B. a = 0. Die Ableitungskurve
wird manchmal Hodograph genannt. Sie a¨ndert sich nicht, wenn auf die Originalkurve
eine Translation angewendet wird.
Abb. 2.12 Ableitungskurve P˙(t) mit 4 Kontrollpunkten a+∆bj , j = 0, ..., 3, a = 0,
Punkte bj aus Abb. 2.11
-
6

R
7
-
s s
s
s
∆b0
∆b1
∆b2
∆b3
0
P˙(t)
(2.20) U¨bung (a) Berechnen Sie fu¨r k = 1, 2, 3 explizit die k-te iterierte Vorwa¨rtsdif-
ferenz. Zeigen Sie mittels Induktion, dass allgemein gilt
∆kbi =
k∑
j=0
(
k
j
)
(−1)k−jbi+j.
(b) Benutzen Sie die Taylor-Reihenentwicklung einer Funktion um den Punkt t = 0, um
Folgendes zu zeigen.
Die Be´zier-Kurve P(t) la¨sst sich mit Hilfe der Vorwa¨rtsdifferenzen darstellen in der Form
P(t) =
n∑
j=0
(
n
j
)
∆jb0 t
j .
Das entspricht der Normalform eines Polynoms P(t) =
n∑
j=0
an−jt
j mit den die Vorwa¨rts-
differenzen einbeziehenden Koeffizienten an−j =
(
n
j
)
∆jb0.
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2.5 Weierstraßscher Approximationssatz
Bezeichnen wir mit Pn den (n + 1)-dimensionalen Vektorraum aller Polynome vom
Ho¨chstgrad n u¨ber dem Ko¨rper lR,
Pn =
{
p ∈ C(−∞,+∞) : p(t) =
n∑
i=0
ait
n−i, ai ∈ lR
}
.
(2.21) Satz
Gegeben sei eine beliebige stetige Funktion f ∈ C[a, b], −∞ < a < b < +∞. Dann
gibt es zu jedem ε > 0 ein n ∈ lN und ein Polynom p ∈ Pn, so dass ‖f − p‖∞ < ε ist.
Beweis
Da jedes Intervall [a, b] linear auf [0, 1] transformiert werden kann, beschra¨nken wir uns
auf den Fall [a, b] = [0, 1].
Wir zeigen, dass die Folge der Bernstein-Polynome von f(t), also
Bnf(t) =
n∑
j=0
f
(
j
n
)
Bnj (t), n = 1, 2, ...,
auf [0, 1] gleichma¨ßig gegen f konvergiert. Damit gilt die Approximationseigenschaft
auch fu¨r Polynome in Normalform.
Wir beachten einige Eigenschaften der Bernstein-Polynome n-ten Grades
Bnj (t) =
(
n
j
)
tj(1− t)n−j,
u.a. die Zerlegung der Eins
1 = (t+ (1− t))n =
n∑
j=0
Bnj (t),
und die Endpunkteigenschaften Bnj (0), B
n
j (1).
Man bemerkt somit, dass
Bnf(0) = f(0), Bnf(1) = f(1) ∀n ist.
Daraus folgt fu¨r alle t ∈ [0, 1]
f(t)− Bnf(t) = f(t)
n∑
j=0
Bnj (t)−
n∑
j=0
f
(
j
n
)
Bnj (t)
=
n∑
j=0
[
f(t)− f
(
j
n
)]
Bnj (t),
|f(t)−Bnf(t)| ≤
n∑
j=0
∣∣∣∣f(t)− f ( jn
)∣∣∣∣Bnj (t).
Wegen der gleichma¨ßigen Stetigkeit von f gibt es fu¨r jedes ε > 0 einen von t unabha¨ngi-
gen Wert δ, so dass |f(t)− f( j
n
)| < ε
2
fu¨r alle Teilpunkte gilt, die |t− j
n
| < δ erfu¨llen.
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Fu¨r jedes t ∈ [0, 1] lassen sich die Mengen
M1 = {j ∈ {0, 1, ..., n} : |t− j/n| < δ} und
M2 = {j ∈ {0, 1, ..., n} : |t− j/n| ≥ δ}
bilden. Damit zerlegt man die Summe
n∑
j=0
=
∑
j∈M1
+
∑
j∈M2
,
deren Teilsummen wir nun einzeln abscha¨tzen.
(a)
∑
j∈M1 ∑
j∈M1
∣∣∣∣f(t)− f ( jn
)∣∣∣∣Bnj (t) ≤ ε2 ∑
j∈M1
Bnj (t) ≤
ε
2
n∑
j=0
Bnj (t) =
ε
2
.
(b)
∑
j∈M2
Mit M = max
t∈[0,1]
|f(t)| und |t−j/n|
δ
≥ 1 gilt weiter
∑
j∈M2
∣∣∣∣f(t)− f ( jn
)∣∣∣∣Bnj (t) ≤ ∑
j∈M2
∣∣∣∣f(t)− f ( jn
)∣∣∣∣Bnj (t)(t− j/n)2δ2
≤ 2M
δ2
∑
j∈M2
Bnj (t)(t− j/n)2
≤ 2M
δ2
n∑
j=0
Bnj (t)(t− j/n)2
=
2M
δ2
n∑
j=0
Bnj (t)[t
2 − 2tj/n+ (j/n)2]
=
2M
δ2
[
t2
n∑
j=0
Bnj (t)︸ ︷︷ ︸
=1
−2t
n∑
j=0
Bnj (t) j/n︸ ︷︷ ︸
=t, lineare Pra¨z.
+
n∑
j=0
Bnj (t) (j/n)
2
︸ ︷︷ ︸
=t2+t(1−t)/n
]
=
2M
δ2
[
t2 − 2t · t+ t2 + t(1− t)/n]
=
2M
δ2
[t(1− t)/n]
≤ 2M
4nδ2
≤ ε
2
,
falls nur n > M/(δ2ε) gewa¨hlt wird.
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Insgesamt ergibt sich damit die Abscha¨tzung
|f(t)−Bnf(t)| ≤ ε
2
+
ε
2
= ε
fu¨r alle t ∈ [0, 1], so dass die gleichma¨ßige Konvergenz der Folge Bnf gesichert ist.
Als Erga¨nzung sollen noch der 2. Anteil der Abscha¨tzung (lineare Pra¨zision)
n∑
j=0
Bnj (t) j/n = t
sowie der 3. Anteil der Abscha¨tzung
n∑
j=0
Bnj (t) (j/n)
2 = t2 + t(1− t)/n
detailliert gezeigt werden.
n∑
j=0
Bnj (t) j/n =
n∑
j=0
(
n
j
)
tj(1− t)n−j j
n
,
(
n
j
)
=
n!
j!(n− j)!
= t
n∑
j=1
(n− 1)!
(j − 1)!(n− 1− (j − 1))!t
j−1(1− t)n−1−(j−1), j − 1 = k
= t
n−1∑
k=0
(n− 1)!
k!(n− 1− k)!t
k(1− t)n−1−k
= t
n−1∑
k=0
Bn−1k (t)
= t · 1
= t.
n∑
j=0
Bnj (t) (j/n)
2 =
n∑
j=0
(
n
j
)
tj(1− t)n−j
(
j
n
)2
,
(
n
j
)
=
n!
j!(n− j)!
=
t
n
n∑
j=1
j
(n− 1)!
(j − 1)!(n− 1− (j − 1))!t
j−1(1− t)n−1−(j−1)
=
t
n
[
1− 1 +
n∑
j=1
j
(n− 1)!
(j − 1)!(n− 1− (j − 1))!t
j−1(1− t)n−1−(j−1)
]
=
t
n
[
1−
n−1∑
j=0
Bn−1j (t) +
n∑
j=1
j
(
n− 1
j − 1
)
tj−1(1− t)n−1−(j−1)
]
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=
t
n
[
1−
n∑
j=1
Bn−1j−1 (t) +
n∑
j=1
j
(
n− 1
j − 1
)
tj−1(1− t)n−1−(j−1)
]
=
t
n
[
1 +
n∑
j=1
(j − 1)
(
n− 1
j − 1
)
tj−1(1− t)n−1−(j−1)
]
=
t
n
[
1 + t(n− 1)
n∑
j=2
(
n− 2
j − 2
)
tj−2(1− t)n−2−(j−2)
]
=
t
n
[
1 + t(n− 1)
n−2∑
j=0
Bn−2j (t)
]
=
t
n
[1 + t(n− 1)]
= t2 +
1
n
t(1− t).
2
Die lineare Pra¨zision ist auch fu¨r Kontrollpunkte auf einer Geraden gu¨ltig.
Seien bj = (1− jn)b0 + jnbn, j = 0, 1, ..., n, und
g(t) = b0 + t(bn − b0), t ∈ [0, 1],
die Gerade durch diese Punkte.
Die Be´zier-Kurve dazu ist
P(t) =
n∑
j=0
bjB
n
j (t)
=
n∑
j=0
[b0 + j/n (bn − b0)]Bnj (t)
= b0
n∑
j=0
Bnj (t) + (bn − b0)
n∑
j=0
j/nBnj (t)
= b0 · 1 + (bn − b0) · t
= g(t).
Wegen der Konvexen-Hu¨lle-Eigenschaft gilt das auch allgemein fu¨r die Kontrollpunkte
bj = (1− tj)b0 + tjbn, 0 = t0 ≤ t1 ≤ t2 ≤ ... ≤ tn = 1.
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3 Der Algorithmus von de Casteljau
3.1 Parametrisierung einer Parabel
Erinnern wir uns an die Rekursionseigenschaft der Bernstein-Polynome (vgl. (2.9) (e))
Bnj (t) = tB
n−1
j−1 (t) + (1− t)Bn−1j (t).
Der de Casteljau-Algorithmus stellt ein rekursives Verfahren dar zur Berechnung von
Be´zier-Kurven. Im Beispiel (2.15) (b) haben wir das schrittweise Vorgehen unter Ver-
wendung von “Zwischenpolynomen“ schon angedeutet.
Gegeben seien die Kontrollpunkte b0, b1, b2 ∈ lE3.
Man setze
b0i (t) ≡ bi, i = 0, 1, 2,
und bilde Polynome ho¨heren Grades durch die Rekursion
b10(t) = (1− t)b0 + tb1,
b11(t) = (1− t)b1 + tb2,
b20(t) = (1− t)b10(t) + tb11(t).
Einsetzen ergibt das Polynom 2. Grades
b20(t) = (1− t)2b0 + 2(1− t)tb1 + t2b2 =
2∑
j=0
bjB
2
j (t).
Dies ist die Be´zier-Kurve zu den Punkten b0, b1, b2.
Abb. 3.1 Grafische Darstellung des rekursiven Polynomaufbaus mit Be´zier-Kurve
P(t) = b20(t) bei 3 Kontrollpunkten bj, j = 0, 1, 2
c
c
s
b0
b1
b2
b10(t)
b11(t)
b20(t)
b20(0.5)
s
s
s
-
6
Prof. Dr. H. Babovsky, PD Dr. W. Neundorf, Numerische Approximation 39
3.2 De Casteljau’s Algorithmus
Gegeben seien die Punkte b0, . . ., bn ∈ lE3.
Die zugeho¨rige Be´zier-Kurve ist
P(t) =
n∑
j=0
bjB
n
j (t)
Der Algorithmus von de Casteljau erzeugt zu den Punkten eine Hierarchie von Polyno-
men nach folgendem Schema.
(3.1) Algorithmus von Casteljau
(a) Setze b0j (t) ≡ bj , j = 0, . . . , n.
(b) Berechne fu¨r r = 1, . . . , n und j = 0, . . . , n− r
brj(t) = (1− t)br−1j (t) + tbr−1j+1(t).
Wir erkennen hierin folgendes Aufbauschema.
b0
ց
b1 → b10(t)
...
. . .
...
. . .
br → b1r−1(t) → · · · br0(t)
...
. . .
...
. . .
bn−1 → b1n−2(t) → · · · brn−r−1(t) · · · → bn−10 (t)
ց ց ց ց
bn → b1n−1(t) → · · · brn−r(t) · · · → bn−11 (t) → bn0 (t).
Die Polynome brn−r(t), r < n, werden auch Subpolynome genannt.
(3.2) Beispiel Gegeben seien die Punkte
(t0, x0) = (0, 0), (t1, x1) = (1, 1), (t2, x2) = (3, 1) und (t3, x3) = (4, 0).
Berechnen Sie das durch diese Punkte verlaufende Polynom ho¨chsten 3. Grades.
Untersuche 3 Varianten der Ermittlung der Be´zier-Kurve.
– Fu¨hre den Algorithmus von de Casteljau aus.
– Notiere das zugeho¨rige Be´zier-Polynom mittels Bernstein-Polynome.
– Notiere das zugeho¨rige Be´zier-Polynom mittels Vorwa¨rtsdifferenzen.
Wie a¨ndert sich die Be´zier-Kurve, wenn der Wert x2 gea¨ndert wird?
Das Interpolationspolynom von Lagrange ho¨chstens 3. Grades hat die Gestalt
L3(t) = −1
3
t2 +
4
3
t =
1
3
t(4− t)
und ist effektiv vom Grad 2.
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Berechnung des Be´zier-Polynoms nach dem Algorithmus von de Casteljau mit
brj(t) = (1− t)br−1j (t) + tbr−1j+1(t).
b0=
(
0
0
)
ց
b1=
(
1
1
)
→ b10(t)=
(
t
t
)
ց ց
b2=
(
3
1
)
→ b11(t)=
(
2t+ 1
1
)
→ b20(t)=
(
t2 + 2t
−t2 + 2t
)
ց ց ց
b3=
(
4
0
)
→ b12(t)=
(
t+ 3
−t+ 1
)
→ b21(t)=
(−t2 + 4t+ 1
−t2 + 1
)
→ b30(t)=
(−2t3 + 3t2 + 3t
−3t2 + 3t
)
b30(t) =
(−2t3 + 3t2 + 3t
−3t2 + 3t
)
Berechnung des Be´zier-Polynoms mit Bernstein-Polynomen
Bnj (t) =
(
n
j
)
tj(1− t)n−j , n = 3,
B30(t) = (1− t)3,
B31(t) = 3t(1− t)2,
B32(t) = 3t
2(1− t),
B33(t) = t
3.
P(t) = (p1(t), p2(t))
T =
3∑
j=0
bjB
3
j (t)
=
(
0 · B30(t) + 1 ·B31(t) + 3 · B32(t) + 4 ·B33(t)
0 · B30(t) + 1 ·B31(t) + 1 · B32(t) + 0 ·B33(t)
)
=
(−2t3 + 3t2 + 3t
−3t2 + 3t
)
= b30(t).
Die Berechnung des Be´zier-Polynoms erfolgt nun mittels Vorwa¨rtsdifferenzen und Nor-
malform
P(t) =
n∑
j=0
(
n
j
)
∆jb0 t
j , n = 3.
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Schema der Vorwa¨rtsdifferenzen
b0=
(
0
0
)
ց
b1=
(
1
1
)
→ ∆1b0=
(
1
1
)
ց ց
b2=
(
3
1
)
→ ∆1b1=
(
2
0
)
→ ∆2b0=
(
1
−1
)
ց ց ց
b3=
(
4
0
)
→ ∆1b2=
(
1
−1
)
→ ∆2b1=
(−1
−1
)
→ ∆3b0=
(−2
0
)
P(t) =
(
3
0
)
∆0b0 +
(
3
1
)
∆1b0 t
1 +
(
3
2
)
∆2b0 t
2 +
(
3
3
)
∆3b0 t
3
= 1 ·
(
0
0
)
+ 3 ·
(
1
1
)
t+ 3 ·
(
1
−1
)
t2 + 1 ·
(−2
0
)
t3
=
(−2t3 + 3t2 + 3t
−3t2 + 3t
)
Abb. 3.2 Kontrollpunkte mit Be´zier-Kurve
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 Kontrollpunkte, -polygon und Bezierkurve P(t) 
Variation der Ordinate des 3. Kontrollpunktes b2 = (t2, x2)
T = (3, 1)T mit entsprechen-
der Vera¨nderung der Be´zier-Kurve.
Sei x2 = 1, 1.3, 0.7, 0.4, 0.1, − 0.2 .
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Abb. 3.3 Verlauf der Be´zier-Kurve bei Vera¨nderung des Kontrollpunktes b2
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(3.3) U¨bung Erstellen Sie ein Computerprogramm zur Durchfu¨hrung des Algorith-
mus von de Casteljau. Stellen Sie die Polynome grafisch dar fu¨r die Kontrollpunkte
b0 = (0, 0)
T , b1 = (1, 2)
T , b2 = (4, 3)
T , b3 = (5,−1)T .
Zwischen der zu den Punkten b0, . . . ,bn geho¨rigen Be´zier-Kurve P(t) und den im Al-
gorithmus (3.1) konstruierten Polynomen bestehen die folgenden Zusammenha¨nge.
(3.4) Satz (a) bn0 (t) ist gleich der Be´zier-Kurve, d. h. es gilt b
n
0 (t) = P(t).
(b) P(t) la¨sst sich aus den Subpolynomen brj(t), r < n, wie folgt konstruieren.
bn0 (t) =
n−r∑
j=0
brj(t)B
n−r
j (t).
Beweis
Zu (a): Wir betrachten fu¨r beliebiges, aber festes t ∈ [0, 1] die Funktionenmenge
{brj(t) : 0 ≤ r < n, 0 < j ≤ n− r}
als Funktionen der Kontrollpunkte bj , j = 0, . . . , n.
Darauf definieren wir die Operatoren σ, I und Rt durch
σbrj = b
r
j+1, Ib
r
j = b
r
j , Rt = (1− t)I + tσ fu¨r t ∈ [0, 1] beliebig, aber fest.
Es gilt
Rtb
r−1
j (t) = (1− t)br−1j (t) + tbr−1j+1(t) = brj(t)
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und wegen σ(c · brj(t)) = c · σbrj(t) ist
(Rt)
nb0 = ((1− t)I + tσ)nb0
=
n∑
j=0
(
n
j
)
tj(1− t)n−jσjb0
=
n∑
j=0
bjB
n
j (t)
= P(t).
Andererseits sind die Funktionen (Rt)
rbj identisch mit den Subpolynomen b
r
j(t), denn
Rtbj = (1− t)bj + tbj+1 = b1j(t),
und durch Induktion folgt
(Rt)
rbj = Rt((Rt)
r−1bj) = (1− t)br−1j + tbr−1j+1 = brj(t).
Damit gilt insbesondere fu¨r r = n und j = 0 die Beziehung bn0 (t) = (Rt)
nb0 = P(t).
Der Beweis von (b) kann z.B. u¨ber Induktion erfolgen. 2
(3.5) Bemerkung Mit der Formel aus Satz (2.18) gilt fu¨r die k-te Ableitung
dk
dtk
P(t) =
n!
(n− k)!
n−k∑
j=0
∆kbjB
n−k
j (t)
=
n!
(n− k)!∆
k
(
n−k∑
j=0
bjB
n−k
j (t)
)
=
n!
(n− k)!∆
kbn−k0 (t).
(3.6) U¨bung (a) Leiten Sie mit Hilfe der Vorwa¨rtsdifferenzen (vgl. U¨bung (2.20) (a))
die folgende Darstellung von Ableitungen der Be´zier-Kurve mit Hilfe von Subpolynomen
her.
dk
dtk
P(t) =
n!
(n− k)!
k∑
j=0
(
k
j
)
(−1)k−jbn−kj (t).
(b) Bemerkungen zur Implementation
Diskutieren Sie Speicherbedarf und Rechenaufwand des de Casteljau-Algorithmus fu¨r
das numerische Verfahren aus U¨bung (3.3).
(c) Schreiben Sie ein Unterprogramm zur Umwandlung einer Be´zier-Kurve in ein Po-
lynom in Monom-Darstellung (vgl. U¨bung (2.20) (b)) sowie ein Unterprogramm zur
Berechnung von Funktionswerten des Polynoms nach dem Horner-Schema. Vergleichen
Sie den Speicher- und Rechenaufwand mit dem Verfahren in (b).
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4 Designtechniken fu¨r Be´zier-Kurven
Der Rechenaufwand zur Konstruktion einer Be´zier-Kurve ist in starkem Maß abha¨ngig
von der Anzahl der Kontrollpunkte. Aus praktischen Gru¨nden ist es daher erforderlich,
einen Kompromiss zu finden zwischen den Freiheitsgraden und Gestaltungsmo¨glichkei-
ten (viele Kontrollpunkte) und hoher Recheneffizienz (wenige Kontrollpunkte). Des wei-
teren ist es wichtig, verschiedene Be´zier-Kurven miteinander koppeln zu ko¨nnen.
4.1 Graderho¨hung
Graderho¨hung bzw. Gradanhebung ist von Bedeutung, wenn man praktisch zum Bei-
spiel quadratische Polynome hat, aber das Grafiksystem als Eingabegro¨ßen kubische
Funktionen verlangt oder alle Teilpolynome den gleichen Grad haben mu¨ssen..
Problemstellung
Gegeben seien n + 1 Punkte b0, . . . ,bn ∈ lE3 sowie die zugeho¨rige Be´zier-Kurve
P(t) =
n∑
j=0
bjB
n
j (t).
Ko¨nnen jetzt n + 2 Punkte Eb0, . . . ,Ebn+1 so gewa¨hlt werden, dass die zugeho¨rige
Be´zier-Kurve identisch ist mit P(t)?
Eine geschickte Nebenrechnung zeigt einen Weg dazu. Es gilt
P(t) =
n∑
j=0
bjB
n
j (t)
= (t+ (1− t))
n∑
j=0
bj
(
n
j
)
tj(1− t)n−j
=
n∑
j=0
bj
(
n
j
)
tj+1(1− t)n−j +
n∑
j=0
bj
(
n
j
)
tj(1− t)n−j+1
=
n+1∑
j=1
bj−1
(
n
j−1
)(
n+1
j
)Bn+1j (t) + n∑
j=0
bj
(
n
j
)(
n+1
j
)Bn+1j (t)
=
n+1∑
j=0
EbjB
n+1
j (t),
wobei die Ebj wie folgt gewa¨hlt werden.
Ebj =

b0 fu¨r j = 0,
bn fu¨r j = n+ 1,
j
n+1
bj−1 +
(
1− j
n+1
)
bj fu¨r j = 1, . . . , n.
Bei letzterer Definition beachte man, dass gelten(
n
j−1
)(
n+1
j
) = n! · j! · (n + 1− j)!
(j − 1)! · (n+ 1− j)! · (n− 1)! =
j
n+ 1
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und (
n
j
)(
n+1
j
) = n! · j! · (n+ 1− j)!
(n + 1)! · j! · (n− j)! =
n + 1− j
n + 1
= 1− j
n+ 1
.
Die neuen Ecken Ebj werden aus dem alten Polygon mittels stu¨ckweiser linearer Inter-
polation an den Parameterwerten j/(n+ 1) gewonnen. Die Linearkombinationen haben
damit auch die Eigenschaft einer konvexen Hu¨lle.
Abb. 4.1 Be´zier-Kurve mit Graderho¨hung des Kontrollpolygons
-
6
s
s
s
s
c
c
c
Eb4 = b3
Eb3
b2
Eb2
b1
Eb1
Eb0 = b0
Das neue Kontrollpolygon aus Ebj liegt in der konvexen Hu¨lle der originalen Kontroll-
punkte bj und ist na¨her an der Be´zier-Kurve.
Obige U¨berlegung kann nun wiederholt werden, um den Polynomgrad sukzessiv zu
erho¨hen und sich der Be´zier-Kurve weiter anzuna¨hern. Anschaulich entspricht die Gra-
derho¨hung dem “Abschneiden von Ecken“ des Kontrollpolygons.
Durch Induktion folgt
(4.1) Satz Zur Erho¨hung des Polynomgrads um r definiert man die Kontrollpunkte
Erbj =
r∑
i=0
bj−i
(
n
j − i
)
·
(
r
i
)(
n+r
i+j
) , j = 0, . . . , n+ r.
(Man beachte:
(
n
m
)
= 0 falls m < 0 oder m > n.) Dann ist
P(t) =
n+r∑
j=0
ErbjB
n+r
j (t).
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(4.2) Beispiel Gegeben sei die Be´zier-Kurve (n = 3)
P(t) =
3∑
j=0
bjB
3
j (t)
zu den Kontrollpunkten
b0 =
(
0
0
)
, b1 =
(
8
6
)
, b2 =
( −1
−4
)
, b3 =
(
6
−1
)
, bj = E
0bj .
Die Be´zier-Kurve ist P(t) = P3(t) = (33t
3 − 51t2 + 24t, 29t3 − 48t2 + 18t)T .
Abb. 4.2 Kontrollpunkte, -polygon und Be´zier-Kurve P(t)
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Bezier-Kurve P(t)=P3(t)=(p1(t),p2(t))
Auf die Kurve soll nun eine zweimalige Graderho¨hung angewendet werden. Dabei wird
die Anzahl der Kontrollpunkte um jeweils Eins erho¨ht. Die Endpunkte sowie die Tan-
gentenrichtungen in den Endpunkten a¨ndern sich dabei nicht. Natu¨rlich bleibt auch die
Be´zier-Kurve unvera¨ndert.
1. Erweiterung auf n = 4
Eb0 = b0 = (0, 0)
T , Ebj = E
1bj ,
Eb1 =
1
4
b0 +
3
4
b1 = (6, 4.5)
T ,
Eb2 =
2
4
b1 +
2
4
b2 = (3.5, 1)
T ,
Eb3 =
3
4
b2 +
1
4
b3 = (0.75,−3.25)T ,
Eb4 = b3 = (6,−1)T .
2. Erweiterung auf n = 5
E2b0 = Eb0 = b0 = (0, 0)
T ,
E2b1 =
1
5
Eb0 +
4
5
Eb1 = (4.8, 3.6)
T ,
E2b2 =
2
5
Eb1 +
3
5
Eb2 = (4.5, 2.4)
T ,
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E2b3 =
3
5
Eb2 +
2
5
Eb3 = (2.4,−0.7)T ,
E2b4 =
4
5
Eb3 +
1
5
Eb4 = (1.8,−2.8)T ,
E2b5 = Eb4 = b3 = (6,−1)T .
Abb. 4.3 Kontrollpunkte, -polygone und Be´zier-Kurve P(t) fu¨r die 1. und 2.
Graderho¨hung
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Bezier-Kurve P(t)=P4(t)=(p1(t),p2(t))
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Bezier-Kurve P(t)=P5(t)=(p1(t),p2(t))
Eine A¨nderung der Kontrollpunkte b1 und b2, Eb1 und Eb3 oder E
2b1 und E
2b4
vera¨ndert i. Allg. die Tangenten in den Randpunkten.
Dagegen la¨sst eine A¨nderung von E1b2 oder E
2b2 und E
2b3 in P(t) die Tangenten
unvera¨ndert.
Wir beobachten, dass durch Hinzufu¨gen weiterer Punkte die Kontrollpunkte na¨her an
die Be´zier-Kurve heranru¨cken.
Abb. 4.4 Kontrollpunkte, -polygone und Be´zier-Kurve P(t) fu¨r Original sowie 1. und
2. Graderho¨hung
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Bezier-Kurve P(t) zu 3 Kontrollpolygonen
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U¨berpru¨fen wir, wie die Konvergenz der Kontrollpolygone gegen die Be´zier-Kurve
P(t) = (p1(t), p2(t)) abla¨uft.
Mit einem TP-Programm berechnen wir die Punkte Erbj , j = 0, 1, ..., n+ r, aufeinan-
derfolgender Graderho¨hungen, also r = 1, 2, ..., und dazu den Abstand
An,r = max
j=0,1,...,n+r
max
i=1,2
|Erbj,i − pi(j/(n+ r))| .
Wir untersuchen An,r fu¨r wachsendes r und ermitteln empirisch die Abnahmerate.
TP-Programm
program BEZIER_GRAD2;
{ (C) W. Neundorf IfMath TUIlmenau 2001
Bezier-Kurven mit Graderhoehung um jeweils Grad 1
und Bestimmung des Abstandes
BEZ_GRA2.PAS }
uses crt;
type float =real;
vector2=array[1..2] of float;
const n =3;
rmax =1000;
nmax =n+rmax;
b:array[0..n] of vector2=
(( 0, 0),
( 8, 6),
(-1,-4),
( 6,-1));
dname=’bez2.dat’;
type vector=array[0..nmax] of vector2;
var a :vector;
r,k:integer;
ab1:float;
res:text;
function p1(t:float):float;
begin
p1:=b[0,1]*(1-t)*(1-t)*(1-t)+b[1,1]*3*t*(1-t)*(1-t)+
b[2,1]*3*t*t*(1-t)+b[3,1]*t*t*t;
end;
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function p2(t:float):float;
begin
p2:=b[0,2]*(1-t)*(1-t)*(1-t)+b[1,2]*3*t*(1-t)*(1-t)+
b[2,2]*3*t*t*(1-t)+b[3,2]*t*t*t;
end;
function max(x,y:float):float;
begin
if x<y then max:=y else max:=x;
end;
function abstand(n:integer; a:vector):float;
var k :integer;
hv:float;
begin
hv:=0;
for k:=1 to n-1 do
begin
hv:=max(hv,abs(a[k,1]-p1(k/n)));
hv:=max(hv,abs(a[k,2]-p2(k/n)));
end;
abstand:=hv;
if (n<=10) and (n in [3,4,5,6,8,9,10]) then
begin
writeln(’n=’,n,’ Abstand=’,hv:7:3);
writeln(res,’n=’,n,’ Abstand=’,hv:7:3);
for k:=0 to n do
begin
writeln(’(’,a[k,1]:6:3,’,’,a[k,2]:6:3,’)’,
’ (’,p1(k/n):7:3,’,’,p2(k/n):6:3,’)’);
writeln(res,’(’,a[k,1]:6:3,’,’,a[k,2]:6:3,’)’,
’ (’,p1(k/n):6:3,’,’,p2(k/n):6:3,’)’);
end;
readln;
end;
end;
procedure grad_elev(n:integer; var a:vector);
var k,l:integer;
as :vector;
begin
as[0]:=a[0];
as[n+1]:=a[n];
for k:=1 to n do
for l:=1 to 2 do
as[k,l]:=k/(n+1)*a[k-1,l]+(n+1-k)/(n+1)*a[k,l];
for k:=0 to n+1 do a[k]:=as[k];
end;
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begin
clrscr;
assign(res,dname); rewrite(res);
writeln(’Bezier-Kurven mit Graderhoehung um jeweils Grad 1’);
writeln(’und Abstandsbestimmung’);
writeln;
writeln(res,’Bezier-Kurven mit Graderhoehung um jeweils Grad 1’);
writeln(res,’und Abstandsbestimmung’);
writeln(res);
for k:=0 to n do a[k]:=b[k];
ab1:=abstand(n,a);
writeln(’n= ’,n:4,’ Abstand= ’,ab1:8:6);
writeln;
writeln(res,’n= ’,n:4,’ Abstand= ’,ab1:8:6);
writeln(res);
for r:=1 to rmax do
begin
grad_elev(n+r-1,a);
abstand(n+r,a);
if (r div 100)*100=r then
begin
ab1:=abstand(n+r,a);
writeln(’n= ’,n+r:4,’ Abstand= ’,ab1:8:6,
’ ...*n= ’, ab1*(n+r):6:3);
writeln(res,’n= ’,n+r:4,’ Abstand= ’,ab1:8:6,
’ ...*n= ’, ab1*(n+r):6:3);
end;
end;
writeln;
writeln(’Abnahmerate ca ’,ab1*(n+r):3:1,’/n’);
writeln(res);
writeln(res,’Abnahmerate ca ’,ab1*(n+r):3:1,’/n’);
close(res);
readln;
end.
Aus der Ergebnisdatei bez2.dat zeigen wir zuna¨chst die Ausgangssituation und erste
Graderho¨hungen mit der Angabe von n, Abstand An,r sowie Tabellen mit den Spalten
(Erbj,1, E
rbj,2) (p1(j/(n+ r))), p2(j/(n+ r))), j = 0, 1, ..., n+ r.
Ausgangskontrollpunkte und entsprechende Werte auf der Bezier-Kurve
n=3 Abstand= 4.444
( 0.000, 0.000) ( 0.000, 0.000)
( 8.000, 6.000) ( 3.556, 1.741)
(-1.000,-4.000) ( 3.111,-0.741)
( 6.000,-1.000) ( 6.000,-1.000)
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Graderhoehungen
n=4 Abstand= 2.672
( 0.000, 0.000) ( 0.000, 0.000)
( 6.000, 4.500) ( 3.328, 1.953)
( 3.500, 1.000) ( 3.375, 0.625)
( 0.750,-3.250) ( 3.234,-1.266)
( 6.000,-1.000) ( 6.000,-1.000)
n=5 Abstand= 1.776
( 0.000, 0.000) ( 0.000, 0.000)
( 4.800, 3.600) ( 3.024, 1.912)
( 4.500, 2.400) ( 3.552, 1.376)
( 2.400,-0.700) ( 3.168,-0.216)
( 1.800,-2.800) ( 3.456,-1.472)
( 6.000,-1.000) ( 6.000,-1.000)
...
n=10 Abstand= 0.643
( 0.000, 0.000) ( 0.000, 0.000)
( 2.400, 1.800) ( 1.923, 1.349)
( 3.667, 2.533) ( 3.024, 1.912)
( 4.075, 2.442) ( 3.501, 1.863)
( 3.900, 1.767) ( 3.552, 1.376)
( 3.417, 0.750) ( 3.375, 0.625)
( 2.900,-0.367) ( 3.168,-0.216)
( 2.625,-1.342) ( 3.129,-0.973)
( 2.867,-1.933) ( 3.456,-1.472)
( 3.900,-1.900) ( 4.347,-1.539)
( 6.000,-1.000) ( 6.000,-1.000)
Weitere Graderho¨hungen geben Aufschluss u¨ber das doch recht langsame Konvergenz-
verhalten und die entsprechende Abnahmerate.
n= 3 Abstand= 4.444444
n= 103 Abstand= 0.049780 ...*n= 5.127
n= 203 Abstand= 0.024984 ...*n= 5.072
n= 303 Abstand= 0.016676 ...*n= 5.053
n= 403 Abstand= 0.012515 ...*n= 5.044
n= 503 Abstand= 0.010016 ...*n= 5.038
n= 603 Abstand= 0.008349 ...*n= 5.034
n= 703 Abstand= 0.007157 ...*n= 5.032
n= 803 Abstand= 0.006263 ...*n= 5.029
n= 903 Abstand= 0.005568 ...*n= 5.028
n= 1003 Abstand= 0.005012 ...*n= 5.027
Abnahmerate ca 5.0/n
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Die Beobachtung aus dem vorhergehenden numerischen Experiment entspricht einem
allgemeinen Ergebnis, welches im folgenden Satz beschrieben ist, den wir ohne Beweis
wiedergeben. 1
(4.3) Satz Sei
P(t) =
n∑
j=0
bjB
n
j (t)
die zu den Kontrollpunkten bj , j = 0 . . . , n, geho¨rige Be´zier-Kurve. Dann gilt
lim
r→∞
max
j=0,...,n+r
‖Erbj −P(j/(n+ r))‖ = 0.
Als Norm kann man die euklidische oder die Maximumnorm wie im Beispiel (4.2) wa¨hlen.
(4.4) U¨bung Schreiben Sie ein Unterprogramm zur Berechnung der Kontrollpunkte ei-
ner Be´zier-Kurve bei Graderho¨hung. Berechnen Sie mit Hilfe eines Computerprogramms
fu¨r wachsendes r die Abweichungen
max
j=0,...,n+r
‖Erbj −P(j/(n+ r))‖.
4.2 Gradreduktion
Problemstellung
Kann eine zu den n + 1 Kontrollpunkten b0, . . . ,bn geho¨rige Be´zier-Kurve P(t) auch
durch n Punkte bˆ0, . . . , bˆn−1 beschrieben werden?
Voru¨berlegung
P(t) ist i. Allg. ein Polynom n-ten Grades und kann daher in der Regel durch n Punk-
te nicht exakt repra¨sentiert werden. Durch Gradreduktion (auch Gradreduzierung ge-
nannt) kann somit ho¨chstens eineApproximation vonP(t) erreicht werden, eine exakte
Gradreduktion ist i. Allg. nicht mo¨glich.
(4.5) Beispiel Eine kubische Kurve mit einem Wendepunkt kann nicht als quadrati-
sche Kurve dargestellt werden.
Seien die Kontrollpunkte fu¨r die kubische Be´zier-Kurve
b0 = (0, 0)
T , b1 = (2, 4)
T , b2 = (4,−2)T , b3 = (6, 0)T .
Bei Gradreduktion will man i. Allg. die Eigenschaft der Endpunktinterpolation erhalten.
So werden die beiden Endpunkte u¨bernommen und ein Zwischenpunkt definiert, das ist
b˜0 = b0, b˜1 =
1
2
(b1 + b2) = (3, 1)
T , b˜2 = b3.
1Eine Beweisskizze befindet sich beispielsweise in Satz 2.2.4.1 von [W. Dahmen und A. Kunoth.
Mathematische Methoden in der geometrischen Datenverarbeitung (CAGD). Vorlesungsausarbeitung
Freie Universita¨t Berlin (1990)]. Der Satz 2.2.5.1 gibt eine quantitative Abscha¨tzung des Abstandes der
Kontrollpunkte von der Kurve.
Prof. Dr. H. Babovsky, PD Dr. W. Neundorf, Numerische Approximation 53
Die Be´zier-Kurve zu den 3 neuen Kontrollpunkten b˜j kann nur ein quadratisches Poly-
nom sein, unabha¨ngig von der Wahl eines sinnvollen Zwischenpunkts.
Abb 4.5 Gradreduktion einer kubischen Be´zier-Kurve
–2
–1
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2
3
4
1 2 3 4 5 6
Kontrollpunkte, -polygon und Bezier-Kurve P3(t)
–2
–1
0
1
2
3
4
1 2 3 4 5 6
Kontrollpunkte, -polygon und Bezier-Kurve P2(t)
Die entsprechenden Be´zier-Kurven sind
P3(t) =
(
6t
12t− 30t2 + 18t3
)
, P2(t) =
(
6t
2t− 2t2
)
.
Die Approximation mit der Gradreduktion ist formal die Umkehrung der Graderho¨hung.
Modifizierte Graderho¨hung
Eb0 = b0, Ebn+1 = bn, Ebj =
j
n
bj−1 +
(
1− j
n
)
bj , j = 1, . . . , n.
Hieraus ergeben sich die Gleichungen
bj =
n Ebj − j bj−1
n− j =
(
1 +
j
n− j
)
Ebj − j
n− jbj−1,
bj−1 =
n Ebj − (n− j) bj
j
=
n
j
Ebj −
(
n
j
− 1
)
bj .
Daraus ekennt man die Idee und eine rekursive Vorgehensweise zum Gradreduktions-
prozess von links nach rechts bzw. von rechts nach links.
Gradreduktion
1. Versuch “von links nach rechts“
Zu b0, . . . ,bn definiert man
bˆ0 = b0, bˆj =
n bj − j bˆj−1
n− j , j = 1, . . . , n− 1.
Dies liefert die Anfangspunktu¨bereinstimmung und eine gute Approximation in der Na¨he
des Anfangspunkts, ist aber schlecht in der Na¨he des Endpunkts.
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2. Versuch “von rechts nach links“
Zu bn, . . . ,b0 definiert man
b¯n−1 = bn, b¯j−1 =
n bj − (n− j) b¯j
j
, j = n− 1, . . . , 1.
Damit erha¨lt man gute Ergebnisse am Endpunkt, schlechte am Anfangspunkt.
Beide Versuche verwenden baryzentrische Kombinationen und sind Extrapolationsme-
thoden, haben aber nicht die Eigenschaft einer konvexen Hu¨lle. Damit neigen sie zu
instabilem Verhalten.
3. Versuch 1. Kopplung bzw. 1. Mischung der beiden ersten Versuche
Man definiert
b˜0 = b0, b˜n−1 = bn,
b˜j =
(
1− j
n− 1
)
bˆj +
j
n− 1 b¯j, j = 1, . . . , n− 2.
Die konvexe baryzentrische Kombination der beiden ersten Versuche liefert in vielen
Fa¨llen brauchbare Ergebnisse.
Ungu¨nstiger erweist sich zum Beispiel folgende Mischungsvariante.
4. Versuch 2. Mischung der beiden ersten Versuche
b˜0 = b0, b˜n−1 = bn,
b˜j =
1
2
bˆj +
1
2
b¯j, j = 1, . . . , n− 2.
Bei allen Mischungen vera¨ndern sich jedoch die Anfangs- und Endsteigung der reduzier-
ten Be´zier-Kurve im Vergleich zur originalen.
(4.6) Beispiel Gegeben seien die Kontrollpunkte
b0 =
(
0
0
)
, b1 =
(
3
3
)
, b2 =
(
5
2
)
, b3 =
(
4.5
0
)
.
Die kubische Be´zier-Kurve ist
P3(t) =
(
9t− 3t2 − 1.5t3
9t− 12t2 + 3t3
)
.
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Abb 4.6 Kontrollpolygon mit kubischer Be´zier-Kurve
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Kontrollpunkte, -polygon und Bezier-Kurve P3(t)
(a) 1. Versuch “von links nach rechts“
bˆ0 = b0 =
(
0
0
)
, bˆ1 =
3b1 − bˆ0
2
=
(
4.5
4.5
)
, bˆ2 =
3b2 − 2bˆ1
1
=
(
6
−3
)
.
Der linke Anstieg bˆ0 → bˆ1 ist wie b0 → b1.
Quadratische Be´zier-Kurve
P2(t) =
(
9t− 3t2
9t− 12t2
)
.
(b) 2. Versuch “von rechts nach links“
b¯2 = b3 =
(
4.5
0
)
, b¯1 =
3b2 − b¯2
2
=
(
5.25
3
)
, b¯0 =
3b1 − 2b¯1
1
=
(−1.5
3
)
.
Der rechte Anstieg b¯1 → b¯2 ist wie b2 → b3.
Quadratische Be´zier-Kurve
P2(t) =
( −1.5 + 13.5t− 7.5t2
3− 3t2
)
.
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Abb 4.7 Gradreduktion von links/rechts mit den quadratischen Be´zier-Kurven
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Kontrollpunkte, -polygon und Bezier-Kurve P2(t)
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Kontrollpunkte, -polygon und Bezier-Kurve P2(t)
(c) 1. Mischung
b˜0 =
(
0
0
)
, b˜2 =
(
4.5
0
)
, b˜1 = 0.5 · (bˆ1 + b¯1) =
(
4.875
3.75
)
.
Bei n = 3 ist die 2. Mischung mit dieser identisch.
Abb 4.8 Polygone mit Be´zier-K. P3(t) und quadratischer Be´zier-K. der Mischung
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–2 –1 1 2 3 4 5 6
Kontrollpunkte, -polygone und Bezier-Kurven P3(t), P2(t)
Bei der Mischung bleibt die Anfangs- und Endpunktinterpolationseigenschaft erhalten,
aber die Anstiege dort weichen etwas ab von den Originalanstiegen.
Die quadratische Be´zier-Kurve aus der Mischung hat die Form
P2(t) =
(
9.75t− 5.25t2
7.5t− 7.5t2
)
.
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(4.7) U¨bung (a) Wie a¨ndern sich in jedem der drei Versuche die Endpunkte sowie die
Tangenten in den Endpunkten?
(b) Fu¨hren Sie die reduzierten Be´zier-Kurven des Beispiels (4.6) durch Graderho¨hung
wieder auf Polynome dritten Grades zuru¨ck. Vergleichen Sie diese mit dem Ausgangspo-
lynom. Vergleichen Sie das quadratische Be´zier-Polynom aus Beispiel (4.6)(c) mit dem
Interpolationspolynom zur Ausgangs-Be´zier-Kurve zu den Knoten t = 0, 0.5, 1.
(c) Fu¨hren Sie fu¨r die graderweiterten Polynome des Beispiels (4.2) eine bzw. zwei
Gradreduktionen durch und vergleichen Sie die so entstandenen Kontrollpunkte mit
denen der Ausgangs-Be´zier-Kurve. Erkla¨ren Sie die Ergebnisse.
4.3 Zusammengesetzte Be´zier-Kurven
Problemstellung
Seien b0, . . . ,bn und c0, . . . , cm die Kontrollpunkte der Be´zier-Kurven
P(t) = Pn(t) =
n∑
j=0
bjB
n
j (t), Q(t) = Qm(t) =
m∑
j=0
cjB
m
j (t).
P(t) und Q(t) sollen hintereinander zu einer Kurve zusammengefu¨gt werden. Welche
Bedingungen an die Kontrollpunkte mu¨ssen erfu¨llt sein, damit die Kurve an der Schnitt-
stelle entsprechend glatt ist?
Die zusammengesetzten Stu¨cke nennt man auch Segmente.
(4.8) Beispiel Stetige und stetig differenzierbare zusammengesetzte Be´zier-Kurven
Mit den zwei Segmenten der Kontrollpunkte
b0 = (0, 0)
T , b1 = (1, 1)
T , b2 = (2, 0)
T ,
und
c0 = (2, 0)
T , c1 = (10/3, 0)
T , c2 = (11/3,−1/2)T , c3 = (3,−1)T .
erha¨lt man eine Gesamtkurve R(t), die im Anknu¨pfungspunkt b2 = c0 nur stetig ist.
Abb 4.9 Zusammengesetzte stetige Be´zier-Kurve
s
s
s c
c
c
P(t)
Q(t)
1
10
Wir wa¨hlen nun im ersten Segement noch den Zusatzpunkt (1, 0)T und somit die Kon-
trollpunktfolge
b0 = (0, 0)
T , b1 = (1, 1)
T , b2 = (1, 0)
T , b3 = (2, 0)
T .
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Dadurch erzwingen wir, dass zusa¨tzlich die Tangentenanstiege am Ende des 1. Segments
und am Anfang des 2. Segments u¨bereinstimmen. Die Kurve ist somit stetig differen-
zierbar.
Abb 4.10 Zusammengesetzte stetig differenzierbare Be´zier-Kurve
s
s
s c
c
c
P(t)
Q(t)
s
1
10
Es ist natu¨rlich nicht zu erwarten, dass die zusammengesetzte Be´zier-Kurve mit der
Be´zier-Kurve u¨bereinstimmt, die sich aus der Zusammenfassung aller Kontrollpunkte
ergibt. Insbesondere werden an der Schnittstelle i. Allg. weder Funktionswert noch Ab-
leitungswerte die gleichen sein.
Die zusammengelegte Kontrollpunktfolge ist
(0, 0)T , (1, 1)T , (1, 0)T , (2, 0)T , (10/3, 0)T , (11/3,−1/2)T , (3,−1)T .
–1
–0.5
0
0.5
1
1 2 3 4
Kontrollp., zusammenges. BK R(t) und BK P(t)=Bzn(t)
Abb 4.11 Zusammengesetzte stetig differenzierbare Be´zier-Kurve mit zwei Segmenten
gema¨ß b = [[0, 0], [1, 1], [1, 0], [2, 0]], c = [[2, 0], [10/3, 0], [11/3,−1/2], [3,−1]]
sowie Be´zier-Kurve 6. Grades mit allen Kontrollpunkten b ∪ c
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Die zugeho¨rige Be´zier-Kurve 6. Grades ergibt sich mit den Bernstein-Polynomen
B60(t) = (1− t)6, B61(t) = 6t(1− t)5,
B62(t) = 15t
2(1− t)4, B63(t) = 20t3(1− t)3,
B64(t) = 15t
4(1− t)2, B65(t) = 6t5(1− t),
B66(t) = t
6,
gema¨ß den beiden Koordinatenfunktionen
p1(t) = 6t− 15t2 + 40t3 − 40t4 + 12t5,
p2(t) = 6t− 30t2 + 60t3 − 60t4 + 27t5 − 4t6.
Um aufeinanderfolgende Segmente zu einer Gesamtkurve zu verbinden, muss man eine
geeignete Parametrisierung der Kurve einfu¨hren.
(4.9) Definition der zusammengesetzten Kurve R(t)
Man wa¨hle τ ∈ (0, 1) fest.
Transformation von P(t) : [0, 1]→ lE3 auf P˜(t) : [0, τ ]→ lE3:
P˜(t) = P(t/τ);
Transformation von Q(t) : [0, 1]→ lE3 auf Q˜(t) : [τ, 1]→ lE3:
Q˜(t) = Q((t− τ)/(1− τ)).
Fu¨r t ∈ [0, 1] definiert man nun
R(t) =
{
P˜(t) falls t ∈ [0, τ),
Q˜(t) falls t ∈ [τ, 1].
Glattheit von R(t)
– Stetigkeit: R(t) ist stetig in t = τ , wenn P˜(τ) = Q˜(τ), wenn also
bn = P(1) = P˜(τ) = Q˜(τ) = Q(0) = c0.
– Differenzierbarkeit: Damit R(t) in t = τ differenzierbar ist, muss R(t) stetig sein und
dtP˜(τ) =
d
dt
P˜(τ) muss in dieselbe Richtung zeigen wie dtQ˜(τ).
Insbesondere ist die U¨bereinstimmung der Tangentenrichtungen im Punkt τ zu sichern,
was als
∆bn−1 ∼ d
dt
P˜(τ) ∼ d
dt
Q˜(τ) ∼∆c0
notiert wird.
– Bedingungen fu¨r ho¨here Ableitungen ko¨nnen entsprechend mit Hilfe ho¨herer Vorwa¨rts-
differenzen formuliert werden.
– Bei weiteren Segmenten wa¨hlt man z. B. eine monoton wachsende Folge von a¨quidi-
stanten Zwischenpunkten τ aus (0,1).
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Die Glattheit von R(t) kann wie folgt aus den Vorwa¨rtsdifferenzen hergeleitet werden.
(4.10) Satz Die zusammengesetzte Be´zier-Kurve R(t) ist genau dann k-mal stetig
differenzierbar (k ≤ n und k ≤ m), wenn gilt
bn = c0,
und wenn Konstanten λj > 0, j = 1, . . . , k, existieren mit
∆jbn−j = λj ∆
jc0.
(4.11) Beispiel Gegeben sei eine Be´zier-Kurve mit den Kontrollpunkten
. . . , bn−2 =
(−1
1
)
, bn−1 =
(
2
4
)
, bn =
(
3
3
)
.
Angefu¨gt werden soll eine Kurve mit den Kontrollpunkten c0, c1, . . . , cm.
(a) Wie sind die Parameter zu wa¨hlen, damit die zusammengesetzte Kurve zweimal
differenzierbar ist?
– Stetigkeit
c0 = bn = (3, 3)
T .
– Differenzierbarkeit
c1 − c0 = λ1(bn − bn−1), λ1 > 0, also
c1 = (3, 3)
T + λ1 (1,−1)T .
– Zweimalige Differenzierbarkeit
c2 − 2c1 + c0 = λ2 (bn − 2bn−1 + bn−2), λ2 > 0, also
c2 = 2c1 − c0 + λ2 (bn − 2bn−1 + bn−2)
= −(3, 3)T + 2λ1(1,−1)T − λ2(2, 4)T .
Fu¨r λ1 = λ2 = 1 erhalten wir im 2. Segment die anfa¨nglichen Kontrollpunkte
c0 =
(
3
3
)
, c1 =
(
4
−1
)
, c2 =
(
3
−3
)
.
(b) Wie sind die Parameter zu wa¨hlen, damit die zusammengesetzte Kurve stetig ist
und die Anknu¨pfungsstelle ein Ru¨ckkehrpunkt ist?
– Stetigkeit wie in (a)
c0 = bn = (3, 3)
T .
– Ru¨ckkehrpunkt ⇒ Ableitungen mit verschiedenen Vorzeichen
c1 − c0 = λ1(bn − bn−1), λ1 < 0, also
c1 = (3, 3)
T + λ1 (1,−1)T .
Fu¨r λ1 = −2 erhalten wir im 2. Segment die ersten beiden Kontrollpunkte
c0 =
(
3
3
)
, c1 =
(
1
5
)
.
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5 Interpolation
5.1 Polynominterpolation im lR1
Zur Beschreibung der Polynominterpolation verwendet man folgende Gro¨ßsen und Be-
zeichnungen.
• Grundintervall I
I= [a, b] ⊂ lR mit −∞ < a < b < ∞ und (bekannte oder unbekannte) reelle
Funktion f : I→ lR.
• Stu¨tzstellen xi und Stu¨tzwerte yi sowie
R0 = {(xi, yi) | a ≤ x0 < x1 < x2 < ... < xn ≤ b}
als Referenz (Punktfolge, Knotenfolge) mit n+1 paarweise verschiedenen Stu¨tz-
stellen xi und den n+1 zugeho¨rigen Stu¨tzwerten yi. Falls eine Funktion f(x) zu
Grunde liegt, definiert man die Stu¨tzwerte i. Allg. gema¨ßyi = f(xi), i = 0, ..., n.
• Interpolationspolynom
pn(x) = a0x
n + a1x
n−1 + ...+ an−1x+ an, ai ∈ lR.
Das ist der Ansatz als Polynom vom Grad ≤ n mit den Basisfunktionen
xn, xn−1, ..., x, 1 (monomiale Basis).
Pn sei der Raum der Polynome vom Grad ≤ n, so dass pn(x) ∈ Pn.
• Interpolationsforderung (Interpolationsbedingung)
pn(xi) = yi = f(xi), i = 0, ..., n.
• Interpolationsaufgabe (IA1)
Gesucht sind Koeffizienten a0, a1, ..., an, so dass die Interpolationsforderung erfu¨llt
ist.
Weitere Interpolationsaufgaben ergeben sich durch verschiedene Varianten der Wahl der
Basisfunktionen.
(1) Allgemeine lineare Interpolation
φ(x) = a0φ0(x) + a1φ1(x) + ... + anφn(x)
mit den Basisfunktionen φi(x).
(2) Trigonometrische Interpolation
φ(x) = a0 + a1 cos(x) + b1 sin(x) + a2 cos(2x) + b2 sin(2x)+
...+ am cos(mx) + bm sin(mx).
(3) Zweidimensionale Polynominterpolation
φ(u, v) = a00 + a10u+ a11v + a20u
2 + a21uv + a22v
2+
...+ am0u
m + ...+ ammv
m.
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4 Fragestellungen
bzw. Probleme sind bei der Lo¨sung der Interpolationsaufgabe (IA1) von Bedeutung.
1. Existiert zu jeder gegebenen Referenz R0 mit n+ 1 Punkten ein Interpolations-
polynom pn(x) vom Grad ≤ n?
2. Ist pn(x) eindeutig bestimmt?
3. Wie kann pn(x) effektiv und numerisch stabil konstruiert werden?
4. Wie erha¨lt man eine Scha¨tzung des Interpolationsfehlers
Rn(x) = f(x)− pn(x)
fu¨r alle x ∈ I?
(5.1) Satz Existenz und Eindeutigkeit
Die Interpolationsaufgabe (IA1) ist fu¨r beliebiges Intervall I und beliebige Referenzen
R0 ⊂I×lR stets eindeutig lo¨sbar.
5.1.1 Lagrange-Interpolation
Allgemeine Referenz aus Stu¨tzstellen xi, i = 0, ..., n, mit Stu¨tzwerten yi
R = {(xi, yi) | a ≤ xi ≤ b, i = 0, ..., n, und xi 6= xj fu¨r i 6= j}.
Ansatz des Lagrange-Interpolationspolynoms
Ln(x) =
n∑
k=0
ykϕk(x), ϕk(x) =
n∏
i = 0
i 6= k
x− xi
xk − xi ,
ϕk(x) = L
(k)
n (x) Lagrange-Basispolynome, Knotenpunktpolynome, Lagrange-Terme.
Die Basispolynome genu¨gen der Bedingung
ϕk(xi) = δik, δik Kronecker-Symbol.
Damit ist einfach nachzurechnen, dass das Lagrange-Interpolationspolynom
Ln(x) =
n∑
k=0
yk
n∏
i = 0
i 6= k
x− xi
xk − xi ,
ho¨chstens n-ten Grades ist und die Bedingung Ln(xj) = yj erfu¨llt, also das eindeutig
bestimmte Interpolationspolynom darstellt.
(5.2) Satz Interpolationsfehler
Sei f(x) (n+ 1)-mal stetig differenzierbar auf dem Intervall I= [a, b]. Das eindeutig be-
stimmte Interpolationspolynom vom Grad ≤ n zur Referenz R ist Ln(x).
Dann existiert eine Stelle ξ ∈ int(x0, x1, ..., xn) = I1 ⊂ I, so dass fu¨r den Interpolations-
fehler (Restglied der Interpolation) gilt
Rn(x) = f(x)− Ln(x) = f
(n+1)(ξ)
(n + 1)!
(x− x0)(x− x1) · ... · (x− xn).
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(5.3) Satz Eigenschaften der Lagrange-Basispolynome
(1) 1 =
n∑
k=0
ϕk(x) ≤
n∑
k=0
|ϕk(x)|.
(2)
n∑
k=0
ϕk(0)x
j
k =

1 fu¨r j = 0,
0 fu¨r j = 1, 2, . . . , n,
(−1)n x0 · ... · xn fu¨r j = n + 1.
(3) Die Polynome ϕk(x) bilden ein Orthogonalsystem und damit eine Basis in Pn mit
dem Skalarprodukt
(P,Q) =
n∑
i=0
P (xi)Q(xi), d. h. (ϕk, ϕj) =
n∑
i=0
ϕk(xi)ϕj(xi) = δkj .
(4) Das Lagrange-Interpolationspolynom Ln(x) fu¨r a¨quidistante Stu¨tzstellen basiert auf
den Beziehungen
xi = x0 + ih, x = x0 + th, h > 0,
ϕk(x) = ϕk(x0 + th) = lk(t) =
(−1)n−k
k!(n− k)!
n∏
i = 0
i 6= k
(t− i),
Ln(x) =
n∑
k=0
yklk
(
x− x0
h
)
=
n∑
k=0
yk
(−1)n−k
k!(n− k)!
n∏
i = 0
i 6= k
(
x− x0
h
− i
)
.
5.1.2 Newton-Interpolation
Lineare und quadratische Interpolation
Geometrisch bedeutet dies die Konstruktion einer Geraden durch zwei Punkte bzw. einer
quadratischen Parabel durch drei.
(1) Lineare Interpolation: 2 Stu¨tzstellen x0 < x1 mit fi = f(xi).
Die Geradengleichung hat die Gestalt
p1(x) = f0 +
f1 − f0
x1 − x0 (x− x0).
Abb. 5.1 Lineares Interpolationspolynom durch 2 Punkte (xi, fi), i = 0, 1
-
6
s
s
s
0 x0 x1 x2 x
f0
f1
f2
y
f(x)
p1(x)
a b
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(2) Quadratische Interpolation: 3 Stu¨tzstellen x0 < x1 < x2 mit fi = f(xi).
Die Gleichung der quadratischen Parabel hat die Gestalt
p2(x) = f0 +
f1 − f0
x1 − x0 (x− x0) +
f2 − f1
x2 − x1 −
f1 − f0
x1 − x0
x2 − x0 (x− x0)(x− x1).
In diesen Darstellungen verwenden wir Differenzen und dividierte Differenzen (Differen-
zenquotienten).
Wir notieren die Beziehungen fu¨r a¨quidistante Stu¨tzstellen.
Sei xi = xi−1 + h, fi = f(xi).
(5.4) Definition Vorwa¨rtsdifferenzen ∆k bzw. Ru¨ckwa¨rtsdifferenzen ∇k
∆0f(x) = f(x),
∆1f(x) = ∆f(x) = f(x+ h)− f(x), h > 0,
∆nf(x) =∆(∆n−1f(x)),
∇0f(x) = f(x),
∇1f(x) = ∇f(x) = f(x)− f(x− h) = ∆f(x− h),
∇nf(x) = ∇(∇n−1f(x)).
Dann gilt ∇kfi = ∆kfi−k.
(5.5) Definition Dividierte Differenzen
f [x1, x0] =
f(x1)− f(x0)
x1 − x0
heißt 1. dividierte Differenz von x1 und x0 bezu¨glich f .
f [x2, x1, x0] =
f [x2, x1]− f [x1, x0]
x2 − x0
heißt 2. dividierte Differenz von x2, x1, x0 bezu¨glich f .
Sei die k-te dividierte Differenz bereits definiert. Dann ist
f [xk+1, xk, ...x1, x0] =
f [xk+1, ..., x2, x1]− f [xk, ..., x1, x0]
xk+1 − x0
(k + 1)-te dividierte Differenz von xk+1, ..., x1, x0 bezu¨glich f .
Dividierte Differenzen sind symmetrisch in Bezug auf die Argumente.
Sie werden auch Steigungen genannt. Es gilt ebenfalls
f [xk+1, xk, ..., x1, x0] =
f [xk+1, xk−1, ..., x2, x1, x0]− f [xk, ..., x1, x0]
xk+1 − xk .
Um die dividierten Differenzen f [x0] = f(x0), f [x1, x0], ..., f [xk+1, ..., x1, x0] syste-
matisch und geschickt zu berechnen, bietet sich folgendes Schema an.
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Schema der dividierten Differenzen (n = 3)
x0 f0
x1 − x0 f [x1, x0]
x2 − x0 x1 f1 f [x2, x1, x0]
x3 − x0 x2 − x1 f [x2, x1] f [x3, x2, x1, x0]
x3 − x1 x2 f2 f [x3, x2, x1]
x3 − x2 f [x3, x2]
x3 f3
(5.6) Folgerung Fu¨r das lineare und quadratische Interpolationspolynom erha¨lt man
mit den dividierten Differenzen die Darstellungen
p1(x) = f(x0) + f [x1, x0](x− x0),
p2(x) = f(x0) + f [x1, x0](x− x0) + f [x2, x1, x0](x− x0)(x− x1).
(5.7) Satz Newton-Interpolationspolynom
(1) Das Polynom ho¨chstens n-ten Grades
Nn(x) = f(x0) +
n∑
j=1
f [xj , xj−1, ..., x0](x− x0)(x− x1) · ... · (x− xj−1)
=
n∑
k=0
δkf0ωk(x), ωk(x) =
k−1∏
i=0
(x− xi),
heißt Newton-Interpolationspolynom.
ωk(x) sind die Newton-Basispolynome, Knotenpunktpolynome oder Newton-Terme,
f [xk, ..., x1, x0] = δ
kf0 die k-te dividierte Differenz.
(2) Nn(x) lo¨st die Interpolationsforderungen Nn(xi) = f(xi), i = 0, ..., n, und stellt das
eindeutig bestimmte Interpolationspolynom der Interpolationsaufgabe (IA1) dar.
(3) Der Interpolationsfehler lautet
Rn(x) = f(x)−Nn(x)
= f [x, xn, xn−1, ..., x1, x0](x− x0)(x− x1) · ... · (x− xn)
=
f (n+1)(ξ)
(n+ 1)!
(x− x0)(x− x1) · ... · (x− xn).
mit ξ ∈ (x0, xn), vorausgesetzt f ∈ Cn+1[a, b].
(5.8) Folgerung Fehlerabscha¨tzung
|Rn(x)| = |f(x)−Nn(x)| ≤
max
x∈[a,b]
|f (n+1)(x)|
(n+ 1)!
|(x−x0)(x−x1) · ... · (x−xn)|.
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(5.9) Beispiel Newton-Interpolationspolynom
Referenz mit 4 Punkten (n = 3).
xi 1 3 4 6
yi 4 6 4 12
Schema der dividierten Differenzen
1 4
2 1
3 3 6 −1
5 1 −2 3
5
3 4 4 2
2 4
6 12
Interpolationsformel
N3(x) = f(x0) + f [x1, x0](x− x0)
+f [x2, x1, x0](x− x0)(x− x1) + f [x3, x2, x1, x0](x− x0)(x− x1)(x− x2)
= 4 + 1(x− 1)− 1(x− 1)(x− 3) + 3
5
(x− 1)(x− 3)(x− 4) (obere Zeile)
= 12 + 4(x− 6) + 2(x− 6)(x− 4) + 3
5
(x− 6)(x− 4)(x− 3) (untere Zeile)
=
3
5
x3 − 29
5
x2 +
82
5
x− 36
5
(inverses HS).
5.1.3 Hermite-Interpolation
Es handelt dabei um eine verallgemeinerte Polynominterpolation mit der Einbe-
ziehung von Funktions- und Ableitungswerten.
• Grundintervall I
I= [a, b] ⊂ lR mit −∞ < a < b < ∞ und (bekannte oder unbekannte) reelle
Funktion f ∈ Cα(I), α ≥ 0.
• Referenz R mit Stu¨tzstellen xi und Stu¨tzwerten yi sowie weiteren in Form von
Ableitungswerten.
• Interpolationspolynom vom Grad ≤ m (Ansatz)
pm(x) = a0x
m + a1x
m−1 + ... + am−1x+ am, ai ∈ lR.
• Interpolationsforderung (Interpolationsbedingung)
pm(x0) = f(x0), p
′
m(x0) = f
′(x0), ..., p
(α0−1)
m (x0) = f
(α0−1)(x0),
pm(x1) = f(x1), p
′
m(x1) = f
′(x1), ..., p
(α1−1)
m (x1) = f
(α1−1)(x1),
. . .
pm(xn) = f(xn), p
′
m(xn) = f
′(xn), ..., p
(αn−1)
m (xn) = f
(αn−1)(xn).
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Dabei sind αi ≥ 1 Vielfachheiten, m = −1 +
n∑
i=0
αi, α = −1 + max
i=0(1)n
αi.
Somit stimmt die Anzahl der unbekannten Koeffizienten im Ansatz mit der Anzahl
der Bedingungen u¨berein.
• Interpolationsaufgabe (IA2)
Gesucht sind Koeffizienten a0, a1, ..., am, so dass die Interpolationsforderung erfu¨llt
ist.
Mit der Vorgabe von Ableitungswerten werden diese als Steigungen im Schema der
dividierten Differenzen beru¨cksichtigt. Das fu¨hrt dann dort auf Initialisierungsanteile, wo
die entsprechenden Stu¨tzstellen mehrfach aufgelistet werden. Deshalb ist die Definition
der dividierten Differenzen zu erweitern auf die mit mehrfachen Argumenten. Am besten
zeigen wir dies fu¨r eine Referenz.
Bestimmung des Hermite-Interpolationspolynoms
Gegeben seien die Werte
x0 f(x0), f
′(x0), f
′′(x0)
x1 f(x1), f
′(x1)
Die Vielfachheiten sind α0 = 3, α1 = 2, somit m = 4. Zu berechnen ist H4(x).
Entsprechend den Vielfachheiten ist das Ausgangsschema der dividierten Differenzen so
zu erga¨nzen, dass die Paare (xi, fi) αi-mal aufzunehmen sind und dazu die entsprechen-
den Steigungen
f [xi, xi] = f
′(xi), f [xi, xi, xi] =
f ′′(xi)
2!
, ..., f [xi, ..., xi︸ ︷︷ ︸
αi−mal
] =
f (αi−1)(xi)
(αi − 1)! .
(1) Ausgangsschema der dividierten Differenzen (Initialisierung)
x0 f0
−− f [x0, x0]
−− x0 f0 f [x0, x0, x0]
−− f [x0, x0]
x0 f0
x1 f1
−− f [x1, x1]
x1 f1
mit den speziellen dividierten Differenzen
f [x0, x0] =
f ′(x0)
1!
, f [x1, x1] =
f ′(x1)
1!
, f [x0, x0, x0] =
f ′′(x0)
2!
.
Die erweiterte Stu¨tzstellenfolge ist xj , j = 0, 1, ..., 4 (bei gleicher Bezeichnung der
Gro¨ßen).
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(2) Vervollsta¨ndigtes Schema der dividierten Differenzen
x0 f0
−− f [x0, x0]
−− x0 f0 f [x0, x0, x0]
x1 − x0 −− f [x0, x0] f [x1, x0, x0, x0]
x1 − x0 x1 − x0 x0 f0 f [x1, x0, x0] f [x1, x1, x0, x0, x0]
x1 − x0 x1 − x0 f [x1, x0] f [x1, x1, x0, x0]
x1 − x0 x1 f1 f [x1, x1, x0]
−− f [x1, x1]
x1 f1
(3) Interpolationspolynom
H4(x) = f0 + f [x0, x0](x− x0) + f [x0, x0, x0](x− x0)2
+ f [x1, x0, x0, x0](x− x0)3 + f [x1, x1, x0, x0, x0](x− x0)3(x− x1).
(5.10) Beispiel Gegeben sind
f(1) = 2, f ′(1) = 6, f ′′(1) = 0,
f(0) = 1, f ′(0) = −10.
Schema der dividierten Differenzen
1 2
−− 6
−− 1 2 0
−1 −− 6 − 5
−1 −1 1 2 5 1
−1 −1 1 −6
−1 0 1 11
−− −10
0 1
Hermite-Interpolationspolynom
H4(x) = 2 + 6(x− 1) + 0(x− 1)2 − 5(x− 1)3 + 1(x− 1)3x
= x4 − 8x3 + 18x2 − 10x+ 1.
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5.1.4 Allgemeine Referenz
Das Aufstellen des Schemas der dividierten Differenzen im Fall vorhandener Ableitungs-
werte verlangt die entsprechende Wiederholung der Stu¨tzstellen. Oben wurde dies de-
monstriert.
Gu¨nstiger ist es, eine allgemeine Stu¨tzstellenfolge zu konstruieren, die diese Wieder-
holungen entha¨lt. Die Bezeichnung xi fu¨r die Stu¨tzstellen behalten wir bei. Mit der
Neuindizierung vergro¨ßert sich der maximale Index n.
(5.11) Definition Allgemeine Referenz fu¨r f(x)
Es ist die Darstellung der erweiterten Referenz in Form von Tripeln.
RH = {(xi, di, µi(f)), i = 0, 1, ..., n, x0 ≤ x1 ≤ ... ≤ xn},
mit di = max(j : xi = xi−j), i = 0, 1, ..., n,
µi(f) = f
(di)(xi), µi : Cn[a, b]→ lR.
(5.12) Beispiel Konstruktion der Referenz RH
f(1) = 2, f ′(1) = 6, f ′′(1) = 0 x0 = x1 = x2 = 1.
f(0) = 1, f ′(0) = −10 x3 = x4 = 0, n = 4.
xi, i = 0, 1, 2, 3, 4 = n 1 1 1 0 0
di 0 1 2 0 1
µi(f) 2 6 0 1 −10
f(x0) f
′(x1) f
′′(x2) f(x3) f
′(x4)
Die Interpolationsaufgabe besteht im Auffinden eines Polynoms p(x) ∈ Pn mit
µi(p) = µi(f), i = 0, 1, ..., n.
Spezialfa¨lle
1. Lagrange- bzw. Newton-Interpolation mit x0 < x1 < ... < xn, di = 0.
2. Taylor-Interpolation mit x0 = x1 = ... = xn, di = i.
3. Hermite-Interpolation mit x0 = x1 < x2 = x3 < ... < xn−1 = xn, d2k=0, d2k+1=1.
4. Kubische Hermite-Interpolation mit x0 = x1 < x2 = x3, n = 3.
Abb. 5.2 Kubische Hermite-Interpolation bei einem Intervall
-
6
s
s
x0 = x1 x2 = x3 x
f0
f2
f ′0
f ′2
Mit dem letzten Fall machen wir den U¨bergang zum na¨chsten Abschnitt.
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5.1.5 Kubische Hermite-Basis
Betrachten wir die allgemeine Referenz RH im Fall n = 3, x0 = x1 < x2 = x3.
Mit der Auswahl von entsprechenden Funktions- und Ableitungswerten kann man soge-
nannte Standardpolynome 3. Grades definieren.
(5.13) Definition Kubische Hermite-Polynome
H
(i)
3 (x) ∈ P3, i = 0, 1, 2, 3, [H(i)3 (xk)]′ = [H(i)3 (x)]′|x=xk , wobei
H
(0)
3 (x0) = 1, [H
(0)
3 (x0)]
′ = 0, H
(0)
3 (x2) = 0, [H
(0)
3 (x2)]
′ = 0,
H
(1)
3 (x0) = 0, [H
(1)
3 (x0)]
′ = 1, H
(1)
3 (x2) = 0, [H
(1)
3 (x2)]
′ = 0,
H
(2)
3 (x0) = 0, [H
(2)
3 (x0)]
′ = 0, H
(2)
3 (x2) = 1, [H
(2)
3 (x2)]
′ = 0,
H
(3)
3 (x0) = 0, [H
(3)
3 (x0)]
′ = 0, H
(3)
3 (x2) = 0, [H
(3)
3 (x2)]
′ = 1.
(5.14) Beispiel Kubische Hermite-Polynome auf dem Intervall [0,1]
x0 = x1 = 0, x2 = x3 = 1,
H
(0)
3 (x) = 2x
3 − 3x2 + 1, H(2)3 (x) = −2x3 + 3x2, H(0)3 (x) +H(2)3 (x) = 1,
H
(1)
3 (x) = x
3 − 2x2 + x, H (3)3 (x) = x3 − x2, H(1)3 (x) +H(3)3 (x) = 2x(x− 12)(x− 1).
Abb. 5.3 Die 4 kubischen Hermite-Basispolynome auf dem Intervall [0,1]
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Kubische Hermite-Basis H3i(x) auf [0,1]
Analog kann man die kubischen Hermite-Polynome H
(i)
3 (x), i = 0, 1, 2, 3, auf dem Inter-
vall [a, b] angeben. Diese sind linear unabha¨ngig und bilden somit eine Basis im Raum
P3, die sogenannte kubische Hermite-Basis. Damit gilt
p(x) = f(a)H
(0)
3 (x) + f
′(a)H
(1)
3 (x) + f(b)H
(2)
3 (x) + f
′(b)H
(3)
3 (x).
Diese Basis wird bei der intervallweisen Hermite-Interpolation, also bei der Spline-
Interpolation angewandt. Das Zusammensetzen von solchen Teilstu¨cken gestattet die
Konstruktion einer stetigen und differenzierbaren Gesamtfunktion.
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5.2 Fehler und Konvergenz
(1) Das Beispiel von Bernstein
Schon Anfang des 20. Jahrhunderts wurde die Frage der punktweisen und gleichma¨ßigen
Konvergenz von Interpolationspolynomen gegen die interpolierte Funktion fu¨r den Fall,
dass die Anzahl der Stu¨tzstellen anwa¨chst, ausfu¨hrlich untersucht.
Fu¨r die stetige Funktion f(x) = |x| konvergiert die Folge der a¨quidistanten Interpolati-
onspolynome auf [−1, 1] in keinem Punkt außer den Randpunkten ±1.
Abb. 5.4 Interpolation von f(x) = |x|, x ∈ [−1, 1],
durch Polynome mit a¨quidistanten Stu¨tzstellen (3 Fa¨lle)
–3
–2
–1
1
2
Maple-Anweisungen dazu
> restart:
> with(plots):
> ffejer:=x->abs(x); Intervall:=-1..1:
r:=3;
> a:=op(1,Intervall): b:=op(2,Intervall):
> for i from 1 to r do
> n:=8+2*i;
> x:=[seq(a+(b-a)/n*k,k=0..n)];
> y:=map(ffejer,x);
> pol.i:=unapply(interp(x,y,t),t);
> od:
> plot([ffejer,seq(pol.i,i=1..r)],-1..1,thickness=[2,1$r],
xtickmarks=[a,b],color=black);
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(2) Bernstein-Polynome
Im Jahre 1912 bewies Sergei Natanowitsch Bernstein, dass es zu jeder stetigen Funktion
f auf einem abgeschlossenen, beschra¨nkten Intervall eine Folge von Polynomen gibt, die
gleichma¨ßig gegen f konvergiert.
Fu¨r das Intervall [0,1] la¨sst sich eine solche Folge explizit angeben.
Die Folge der Bernstein-Polynome {Bn(x)}n∈ lN
Bnf(x) = Bn(x) =
n∑
k=0
f
(
k
n
) (
n
k
)
xk(1− x)n−k
hat fu¨r die stetige Funktion f die Eigenschaft
lim
n→∞
‖f − Bn‖∞ = lim
n→∞
max
x∈[0,1]
|f(x)−Bn(x)| = 0.
Die Bernstein-Polynome interpolieren nicht in den Stu¨tzstellen k
n
, k = 0, 1, ..., n, sie
approximieren die Funktion f nur. Wegen ihrer guten Formerhaltungseigenschaften
(Invarianz unter affinen Abbildungen) spielt diese polynomiale Approximation steti-
ger Funktionen eine große praktische Rolle. Naheliegend war daher die Fragestellung,
ob auch die Folge der Interpolationspolynome zu a¨quidistanten Stu¨tzstellen punktwei-
se oder gar gleichma¨ßig konvergiert. Mit dem Beispiel aus Abschnitt (1) beanwortete
Bernstein selbst diese Frage negativ.
(3) Das Beispiel von Runge
Von Carl D.T. Runge (1856-1927) stammt der Beweis, dass die Interpolationspolyno-
me pn zu n+ 1 a¨quidistant verteilten Stu¨tzstellen fu¨r die unendlich oft differenzierbare
Funktion
f(x) =
1
1 + x2
auf dem Intervall [−5, 5] nur auf dem Teilstu¨ck I = [−3.63..., 3.63...] punktweise gegen
f konvergieren und außerhalb von I in jedem Punkt, außer den Randpunkten -5 und 5,
divergieren.
Dieses Beispiel wird auch heute noch oft benutzt, um das mo¨gliche ungu¨nstige Verhalten
von Interpolationspolynomen hohen Grades zu demonstrieren.
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Abb. 5.5 Das Beispiel von Runge mit f(x) = 1/(1 + x2), x ∈ [−5, 5],
mit n = 10 bzw. 12 Interpolationsstu¨tzstellen
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Maple-Anweisungen dazu
> restart:
> with(plots):
> r:=3:
> frunge:=x->1/(1+x^2);
> for i from 2 to r do
> n:=6+2*i;
> x:=[seq(-5+10/n*k,k=0..n)];
> y:=map(frunge,x);
> pol.i:=unapply(interp(x,y,t),t);
> od:
> plot([frunge,pol.2,pol.3],-5..5,thickness=[2,1,1],
xtickmarks=[-5,5],color=black);
Tatsa¨chlich wurde schon 1914 von Bernstein und Faber bewiesen, dass es zu jeder Stu¨tz-
stellenfolge eine stetige Funktion gibt, fu¨r welche die Folge der Interpolationspolynome
nicht punktweise konvergiert.
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Fu¨r die Grundtypen der Interpolation einer Funktion ist der Interpolationsfehler
Rn(x) = f(x)− pn(x) = f
(n+1)(ξ)
(n + 1)!
(x− x0)(x− x1) · ... · (x− xn)
mit ξ ∈ I=[a, b], vorausgesetzt f ∈ Cn+1(I).
Man hofft, dass mit wachsendem n bei hinreichend glatter Funktion das Interpolations-
polynom pn(x) immer genauer wird, d.h.
‖f − pn‖∞ = max
x
|f(x)− pn(x)| → 0 fu¨r n→∞.
Dabei sind natu¨rlich einige Aspekte zu beru¨cksichtigen.
- Glattheit der zu interpolierenden Funktion und Beschra¨nkt heit ihrer Ableitungen,
- Endlichkeit des Intervalls [a, b] mit Stu¨tzstellen xi,
- Verteilung der Stu¨tzstellen xi verbunden mit der Kondition der Interpolation.
(5.15) Beispiel f(x) = |x|, x ∈ [−1, 1], x0 = −1, xn = 1, xi a¨quidistant.
Abb. 5.6 f(x) = |x| und ausgewa¨hlte Interpolationspolynome auf [−1, 1]
p4(x)
p8(x)
p2(x)
p10(x)
1.00
.50
1.0–1.
1.
1.0–1.
1.
1.0–1.
1.00
.50
1.0–1.
Interpolationspolynome
n = 2, p2(x) = x
2,
n = 4, p4(x) = −43x4 + 73x2,
n = 8, p8(x) = −102463 x8 + 140845 x6 − 1729 x4 + 533105x2,
n = 10, p10(x) =
390625
5184
x10 − 1015625
6048
x8 + 221875
1728
x6 − 13375
324
x4 + 1627
252
x2.
Weiter gilt |f(x)− p20(x)| ≈ 100 fu¨r x nahe Eins.
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Ein Grund fu¨r das wachsende oszillierende Verhalten der Interpolationspolynome ist,
dass die Funktion im Punkt 0 keine Ableitung besitzt. Das ist aber nicht die alleinige
Ursache.
Man bemerke, dass in der Mitte des Intervalls eine gute Na¨herung vorliegt, wa¨hrend
zu den Ra¨ndern hin die Approximation immer schlechter wird. Diese Eigenschaft wird
Gibbsscher oder Rungescher Effekt bzw. Pha¨nomen genannt.
(5.16) Beispiel f(x) =
1
1 + 25x2
, x ∈ [−1, 1], x0 = −1, xn = 1, xi a¨quidistant.
Trotz Glattheit der Funktion tritt auch hier bei a¨quidistanten Stu¨tzstellen der Gibbssche
Effekt auf. Also ist eine andere Stu¨tzstellenverteilung zu wa¨hlen.
5.2.1 Konvergenzsa¨tze
Entscheidend bei der Abscha¨tzung des Interpolationsfehlers und damit der Konvergenz
sind die Beschra¨nkheit der Ableitungen der zu interpolierenden Funktion sowie die Wahl
der Stu¨tzstellen.
(5.17) Satz Konvergenz
Ist die Funktion f aus C∞(I), I=[a, b], und genu¨gen ihre sa¨mtlichen Ableitungen der
Bedingung |f (n)(x)| ≤ M, x ∈ I, n = 1, 2, ..., so gilt fu¨r die Interpolationspolynome
pn(x) mit zugeho¨riger Referenz
∀x ∈ I lim
n→∞
|f(x)− pn(x)| = 0.
Beweis Man betrachte den Interpolationsfehler Rn(x) mit |x−xi| ≤ b−a und beachte
lim
n→∞
(b− a)n+1/(n+ 1)! = 0. 2
(5.18) Bemerkung (a) Die obige Konvergenz ist auch gleichma¨ßig in der Norm.
(b) Die Funktionen sin(x), cos(x), ex, ... haben auf [a, b] gleichma¨ßig beschra¨nkte Ablei-
tungen beliebig hoher Ordnung.
(c) f ∈ C∞[a, b] ist oft nicht erfu¨llt.
(d) f ∈ C∞ kann ersetzt werden durch die Voraussetzung, dass f eine ganze Funktion
ist, d. h. darstellbar fu¨r jedes x als konvergente Potenzreihe
f(x) =
∞∑
k=0
ak(x− x0)k.
(e) Der Weierstraßsche Approximationssatz gilt fu¨r eine stetige Funktion.
Warum werden hier solche scharfen Bedingungen an die Glattheit gestellt?
Die ungu¨nstige Variante, die an zwei Beispielen schon demonstriert wurde, beschreibt
folgender Satz.
(5.19) Satz G. Faber
Zu jeder Stu¨tzstellenfolge {Rn} la¨sst sich eine auf [a, b] stetige Funktion f angeben, fu¨r
die Folgendes nicht gilt.
max
x∈[a,b]
|f(x)− pn(x)| → 0 fu¨r n→∞
Prof. Dr. H. Babovsky, PD Dr. W. Neundorf, Numerische Approximation 76
(5.20) Beispiel
[a, b] = [−1, 1], Rn = {xi}ni=0 = {−1,−1 + 2n ,−1 + 4n , ..., 1− 2n , 1}, xi a¨quidistant.
Fu¨r diese Rn ist f(x) = |x| eine solche Funktion.
Mehr noch. Nach S.N. Bernstein gilt sogar:
Fu¨r kein x ∈ (−1, 1)\{0} gilt | |x| − pn(x)| → 0 fu¨r n→∞.
Nun gibt es aber auch eine gu¨nstige Situation fu¨r stetige Funktionen.
Aus dem Weierstraßschen Approximationssatz und dem Satz von Tschebyscheff u¨ber
Alternanten (Punktfolge mit Polynom, das “sich um die Funktion legt“) folgt eine po-
sitive Antwort.
(5.21) Satz J. Marcinkiewicz, J.M. Jankowscy
Zu jeder stetigen Funktion f auf [a, b] gibt es mindestens eine Folge von Stu¨tzstellen
{Rn}, so dass die zugeho¨rigen Interpolationspolynome pn fu¨r n→∞ gleichma¨ßig gegen
f streben.
Das Problem ist somit die Angabe solcher Folgen, zumal fu¨r andere Stu¨tzstellenfolgen
genau das Gegenteil eintreten kann.
(5.22) Satz Ist f ∈ C1[−1, 1], so konvergiert die Folge der Interpolationspolynome pn
mit der Tschebyscheff-Referenz, das sind die Stu¨tzstellen
xi = − cos
(
2i+ 1
2n+ 2
pi
)
∈ (−1, 1), i = 0, 1, ..., n,
und zugeho¨rigen Stu¨tzwerte fu¨r n→∞ gleichma¨ßig gegen f auf [−1, 1].
(5.23) Bemerkung (a) Im Produktpolynom ωn+1(x) =
n∏
i=0
(x−xi), das in den “Rand-
bereichen“ des Intervalls zu starker Oszillation neigt, ist dort eine Verdichtung der Stu¨tz-
stellen vorzunehmen. Das gelingt mit der Tschebyscheff-Referenz.
(b) Fu¨r das Intervall [a, b] sind die Stu¨tzstellen nach Transformation
xi =
a+ b
2
− b− a
2
cos
(
2i+ 1
2n+ 2
pi
)
.
(c) Die Tschebyscheff-Stu¨tzstellen − cos((2i + 1)pi/(2n + 2)) sind die Nullstellen des
Tschebyscheff-Polynoms Tn+1(x).
(d) Die Tschebyscheff-Stu¨tzstellenfolge {xi} auf [a, b] erfu¨llt fu¨r das Produktpolynom
die Bedingung
max
x∈[a,b]
|ωn+1(x)| → min .
Man nennt diese auch Minimax-Eigenschaft der Tschebyscheff-Polynome.
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6 Splinekurven
6.1 Splineinterpolation im lR1
Das ist eine intervallweise Interpolation, wo man stu¨ckweise Polynome niedrigen Grades
zu einer glatten Gesamtfunktion zusammensetzt.
• Grundintervall I
I= [a, b] ⊂ lR mit −∞ < a < b < ∞ und (bekannte oder unbekannte) reelle
Funktion f : I→ lR.
• Stu¨tzstellen xk, Stu¨tzwerte yk und Schrittweite hk = xk+1 − xk sowie R0 als Re-
ferenz mit n+1 paarweise verschiedenen Stu¨tzstellen und den n+ 1 zugeho¨rigen
Stu¨tzwerten. Falls eine Funktion f(x) zu Grunde liegt, definiert man die Stu¨tz-
werte i. Allg. gema¨ß yk = f(xk), k = 0, 1, ..., n.
• Splinefunktion als zusammengesetztes Polynom s(x) = s(x,R0) vom Grad m
(m ≥ 1) mit folgenden Eigenschaften.
(a) s(x) ist ein Polynom vom Grad ≤ m auf jedem der Teilintervalle, d.h.
s(x) ∈ Sm(R0) und
s(x) = s(k)(x) = αk0 + αk1x+ ...+ αkmx
m, x ∈ [xk, xk+1],
(b) Glattheit s(x) ∈ Cm−1(I).
• Interpolationsforderung (Interpolationsbedingung)
(1) s(xk) = yk = f(xk), k = 0, 1, ..., n.
(2) An den inneren Punkten x1, x2, ..., xn−1 ist s(x) stetig differenzierbar
bis zur Ordnung m− 1, d. h. fu¨r k = 1, 2, ..., n− 1 gilt
s(k−1)(xk) = s
(k)(xk),
s(k−1)(xk)
′ = s(k)(xk)
′,
. . .
s(k−1)(xk)
(m−1) = s(k)(xk)
(m−1).
• Interpolationsaufgabe (IA3)
Gesucht sind auf n Teilintervallen insgesamt n(m+ 1) Koeffizienten αkl,
k = 0, 1, ..., n− 1, l = 0, 1, ...m, so dass die Interpolationsforderung erfu¨llt ist.
Zuna¨chst stellt man fest, dass man fu¨r die n(m+1) = n+1+mn− 1 Unbekannten nur
n+ 1 +m(n− 1) = n+ 1+mn−m Interpolationsbedingungen (1)+(2) zur Verfu¨gung
hat. Damit hat s(x) die m− 1 freien Parameter. Zwecks Eindeutigkeit sind diese durch
zusa¨tzliche Bedingungen zu binden.
m = 1: kein freier Parameter, eindeutige Lo¨sung als Polygonzug, linearer Spline,
m = 2: 1 freier Parameter, quadratische Splines,
m = 3: 2 freie Parameter, kubische Splines.
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6.2 Einfache Typen von Splines
(1) Linearer Spline
Fu¨r x ∈ [xk, xk+1] sei s(k)(x) = ak + bk(x− xk), k = 0, 1, ..., n− 1.
Die 2n Bedingungen sind
Interpolationseigenschaft : s(k)(xk) = fk, k = 0, 1, ..., n− 1, s(n−1)(xn) = fn,
Stetigkeit : s(k)(xk) = s
(k−1)(xk), k = 1, 2, ..., n− 1.
Ergebnis: Newtonsche und lagrangesche Form auf Teilintervall mit
s(k)(x) = fk +
fk+1 − fk
xk+1 − xk (x− xk),
=
xk+1 − x
xk+1 − xk fk +
x− xk
xk+1 − xk fk+1, k = 0, 1, ..., n− 1.
(2) Quadratische Splines
Fu¨r x ∈ [xk, xk+1] sei s(k)(x) = ak + bk(x− xk) + ck(x− xk)2, k = 0, 1, ..., n− 1.
Die 3n Bedingungen sind
Interpolationseigenschaft : s(k)(xk) = fk, k = 0, 1, ..., n−1, s(n−1)(xn) = fn,
Stetigkeit : s(k)(xk) = s
(k−1)(xk), k = 1, 2, ..., n− 1,
stetige Differenzierbarkeit : s(k)(xk)
′ = s(k−1)(xk)
′, k = 1, 2, ..., n− 1,
s(0)(x0)
′ = m0 (m0 gegeben oder approximiert).
Anstelle der letzten Bedingung s(0)(x0)
′ = m0 sind auch andere mo¨glich. Sie werden
auch Endbedingungen genannt, falls sie am Ende des untersuchten Bereichs definiert
werden.
Andere Zusatzbedingungen sind
- s(k)(x¯) = y¯, x¯ zusa¨tzliche Stelle,
- s(n−1)(xn)
′ = mn,
- s(0)(x0)
′ = s(n−1)(xn)
′, Periodizita¨t verbunden mit f0 = fn,
- s(0)(x0)
′ = − s(n−1)(xn)′, Antiperiodizita¨t verbunden mit f0 = fn,
- K(s) =
xn∫
x0
ω(x)[s′′(x)]2dx → min, ω(x) > 0 Gewichtsfunktion,
damit wird die Gesamtkru¨mmung der Kurve minimal.
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(6.1) Beispiel Gegeben sei die Referenz mit 4 Knoten (n = 3)
xk 0 1 3 4
yk 0 1 2 1
(a) Linearer Spline
Die stetige aus Geradenstu¨cken zusammengesetzte Funktion ist
s(x) =

x fu¨r x ∈ [0, 1],
1 + 1
2
(x− 1) fu¨r x ∈ [1, 3],
2− (x− 3) fu¨r x ∈ [3, 4].
Abb. 6.1 Lineare Splinefunktion
-
6
s
s
s
s
0 1 2 3 4 x
1
2
y
s(x) ∈ S1(R0)
(b) Quadratischer Spline
Wir suchen die aus Parabelstu¨cken zusammengesetzte differenzierbare Funktion.
Als modifizierten Ansatz fu¨r das Teilintervall [xk, xk+1] nehmen wir
s(k)(x) = ak + bkx+ ckx
2, k = 0, 1, ..., n− 1.
Der Ansatz fu¨r das erste Parabelstu¨ck der Kurve ist s(0)(x) = a0 + b0x+ c0x
2.
Aus den Bedingungen s(0)(0) = 0 und s(0)(1) = 1 folgt a0 = 0 und b0 = 1 − c0. Damit
ist
s(0)(x) = (1− c0)x+ c0x2.
Außerdem gilt d
dx
s(0)(1) = 1 + c0.
Der Ansatz fu¨r das zweite Parabelstu¨ck s(1)(x) = a1 + b1x+ c1x
2 fu¨hrt mit den Bedin-
gungen s(1)(1) = 1, s(1)(3) = 2 und d
dx
s(1)(1) = 1 + c0 auf die Teillo¨sung
s(1)(x) = −(0.25 + 1.5c0) + (1.5 + 2c0)x− (0.25 + 0.5c0)x2.
Es ist d
dx
s(1)(3) = −c0.
Mit dem Ansatz fu¨r das dritte Parabelstu¨ck s(2)(x) = a2 + b2x + c2x
2 und den Bedin-
gungen s(2)(3) = 2, s(2)(4) = 1 und d
dx
s(2)(3) = −c0 erhalten wird die Lo¨sung
s(2)(x) = (−7 + 12c0) + (6− 7c0)x+ (−1 + c0)x2.
Damit die Gesamtlo¨sung eindeutig wird, muss eine weitere Bedingung gestellt werden,
z. B. d
dx
s(0)(0) = 0.
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Dann ist c0 = 1 und
s(x) =

x2 fu¨r x ∈ [0, 1],
−7
4
+ 7
2
x− 3
4
x2 fu¨r x ∈ [1, 3],
5− x fu¨r x ∈ [3, 4].
Abb. 6.2 Quadratische Splinefunktion
-
6
s
s
s
s
0 1 2 3 4 x
1
2
y
s(x) ∈ S2(R0)
Zum selben Ergebnis gelangt man auch mit dem Ansatz
s(k)(x) = ak + bk(x− xk) + ck(x− xk)2, k = 0, 1, ..., n− 1,
fu¨r das Teilintervall [xk, xk+1], der sofort die Lo¨sung fu¨r den Koeffizienten ak nach sich
zieht, na¨mlich ak = fk.
Außerdem vereinfacht die Darstellung der Ableitung s(k)(x)′ = bk + 2ck(x − xk) die
Berechnung von s(k)(xk)
′ = bk, s
(k)(xk+1)
′ = bk+2ckhk. Wir erhalten die nicht ausmul-
tiplizierte Form der Splinefunktion
s(x) =

0 + 0(x− 0) + 1(x− 0)2 fu¨r x ∈ [0, 1],
1 + 2(x− 1)− 3
4
(x− 1)2 fu¨r x ∈ [1, 3],
2− 1(x− 3) + 0(x− 3)2 fu¨r x ∈ [3, 4].
Varianten zur Bestimmung der quadratischen Splinefunktion
(1) Lo¨sung als LGS
s(k)(x) = ak + bkx+ ckx
2, x ∈ [xk, xk+1], k = 0, 1, ..., n− 1,
s(k)(x)′ = bk + 2ckx.
Zusammenfassung der Interpolationsbedingungen
Bedingungen Anzahl
s(0)(x0)
′ = m0 1
s(k)(xk) = fk, k = 0, 1, ..., n− 1 n
s(k)(xk+1) = fk+1, k = 0, 1, ..., n− 1 n
s(k−1)(xk)
′ = s(k)(xk)
′, k = 1, 2..., n− 1 n− 1
Σ = 3n
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Regula¨res LGS Aα = β mit Blockstruktur fu¨r den Fall n = 4
0 1 2x0 0
1 x0 x
2
0
1 x1 x
2
1
0 1 2x1 0 −1 −2x1
1 x1 x
2
1
1 x2 x
2
2
0 1 2x2 0 −1 −2x2
1 x2 x
2
2
1 x3 x
2
3
0 1 2x3 0 −1 −2x3
1 x3 x
2
3
0 1 x4 x
2
4


a0
b0
c0
a1
b1
c1
a2
b2
c2
a3
b3
c3

=

m0
f0
f1
0
f1
f2
0
f2
f3
0
f3
f4

.
(2) Rekursive Berechnung
Man fu¨hrt die zusa¨tzlichen Unbekannten s′(xk) = dk ein. Damit sind die Interpolations-
bedingungen fu¨r s(x) = s(k)(x) = ak + bkx+ ckx
2
s(k)(xj) = fj , j = k, k + 1,
s(k)(xk)
′ = f ′k = dk.
Die Transformation des Intervalls [xk, xk+1] auf das Standardbezugsintervall [0,1] ergibt
hk = xk+1 − xk, x = xk + thk, t ∈ [0, 1],
s(k)(x) = s(k)(xk + thk) = q
(k)(t),
q(k)(t) = a˜k + b˜kt+ c˜kt
2, q(k)(t)′ = b˜k + 2c˜kt,
s(k)(xk) = q
(k)(0) = a˜k,
s(k)(xk+1) = q
(k)(1) = a˜k + b˜k + c˜k,
s(k)(xk)
′ =
ds(k)(x)
dx
∣∣∣∣
x=xk
=
ds(k)(xk + thk)
dt
∣∣∣∣
t=0
dt
dx
=
dq(k)(t)
dt
∣∣∣∣
t=0
1
hk
=
q(k)(0)′
hk
=
b˜k
hk
.
Die Koeffizienten von q(k)(t) ergeben sich aus den Bedingungen
a˜k = fk,
b˜k = hkf
′
k = hkdk,
a˜k + b˜k + c˜k = fk+1 ⇒ c˜k = fk+1 − fk − hkdk,
die wir nun in der Darstellung von s(k)(x) anwenden.
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s(k)(x) = s(k)(xk + thk) = q
(k)(t)
= fk + hkdkt+ (fk+1 − fk − hkdk)t2
= fk + hkdkt+ hk
( fk+1 − fk
hk︸ ︷︷ ︸
gk (Steigung)
−dk
)
t2
= fk + hkdkt+ hk(gk − dk)t2.
Die Anwendung der Stetigkeitsbedingungen fu¨r die 1. Ableitung
s(k−1)(xk)
′ = s(k)(xk)
′, k = 1, 2, ..., n− 1,
liefert
s(k−1)(xk−1 + 1 · hk−1)′ = s(k)(xk + 0 · hk)′,
q(k−1)(1)′
hk−1
=
q(k)(0)′
hk
,
b˜k−1 + 2c˜k−1
hk−1
=
b˜k
hk
.
Das Einsetzen von b˜k, b˜k−1, c˜k−1 fu¨hrt zu
1
hk−1
[hk−1dk−1 + 2hk−1(gk−1 − dk−1)] = hkdk
hk
,
dk−1 + 2(gk−1 − dk−1) = dk,
dk−1 + dk = 2gk−1, k = 1, 2, ..., n− 1.
Jetzt brauchen wir die Zusatzbedingung, die gema¨ß s(0)(x0)
′ = f ′0 = d0 den Wert d0
bereitstellt. Damit ko¨nnen mit der aufsteigenden Rekursion
dk = 2gk−1 − dk−1, k = 1, 2, ..., n− 1,
die fehlenden Gro¨ßen dk ermittelt werden. Endlich haben wir
s(k)(x) = fk + hkdkt+ (gk − dk)hkt2, t = x− xk
hk
,
= fk + dk(x− xk) + gk − dk
hk
(x− xk)2.
Das Ergebnis zeigt große A¨hnlichkeit zur Newton-Interpolationsformel mit der 1. und
2. Steigung, vergleichbar mit dk bzw. (gk − dk)/hk.
Andere Zusatzbedingungen sind auf a¨hnliche Weise zu behandeln, wobei bei Periodizita¨t
und Antiperiodizita¨t mit d0 = ±dn fu¨r die Lo¨sbarkeit der Interpolationsaufgabe eine
Fallunterscheidung bez. n gerade/ungerade erforderlich ist, aber das ev. zu lo¨sende LGS
auch eine einfache Struktur hat.
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6.3 Kubische Splines
(6.2) Definition Natu¨rliche kubische Splinefunktion
Eine natu¨rliche kubische Splinefunktion s(x) zur Referenz R0, yk = f(xk), ist eine reelle
Funktion mit folgenden drei Eigenschaften.
(a) s(x) ist in jedem Teilintervall [xk, xk+1], k = 0, 1..., n− 1, ein Polynom ho¨chstens
3. Grades.
(b) s(x) ist in den Intervallen (−∞, x0) und (xn,∞) ein Polynom 1. Grades.
Das heißt, dass die Kru¨mmung von s(x) an den Stellen x0, xn Null ist.
(c) s(x), s′(x), s′′(x) sind stetig in lR und s(x) interpoliert f(x) an den n+1 Stu¨tzstellen
xk.
Darstellung des Splines s(x)
Sei s(x) = s(k)(x) fu¨r x ∈ [xk, xk+1] mit
s(k)(x) = ak + bk(x− xk) + ck(x− xk)2 + dk(x− xk)3, k = 0, 1, ..., n− 1.
Formulierung der Bedingungen mit fk = f(xk)
(a) s(k)(xk) = fk, k = 0, 1, ..., n,
(b) s(k)(xk) = s
(k−1)(xk), k = 1, 2, ..., n,
s(k)(xk)
′ = s(k−1)(xk)
′, k = 1, 2, ..., n,
s(k)(xk)
′′ = s(k−1)(xk)
′′, k = 1, 2, ..., n,
(c) s(0)(x0)
′′ = 0 (2 Zusatzbedingungen),
s(n)(xn)
′′ = 0,
und mit der zusa¨tzlichen Funktion auf [xn,∞)
s(n)(x) = an + bn(x− xn) + cn(x− xn)2.
Die Funktion s(n)(x) wurde ku¨nstlich hinzugefu¨gt, ohne die Aufgabenstellung zu vera¨ndern,
so dass die Anzahl der unbekannten Koeffizienten gleich der Anzahl der Bedingungen
4n+ 3 betra¨gt.
Weitere Typen kubischer Splines
• Eingespannter Spline (clamped spline)
s′(x0) = m0, s
′(xn) = mn (m0, mn gegeben).
• Periodischer Spline
s′(x0) = s
′(xn), s
′′(x0) = s
′′(xn),
wobei f0 = fn sinnvoll ist.
• Spline mit Not-a-knot-Bedingung
s(x) ist auf [x0, x1] und [x1, x2] sowie [xn−2, xn−1] und [xn−1, xn] identisch.
Damit erweisen sich die Knoten x1 und xn−1 als u¨berflu¨ssig (“keine eigentlichen
Knoten“).
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Berechnung der Koeffizienten des natu¨rlichen kubischen Splines
1. Rechte Seiten der Bestimmungsgleichungen
Seien die Schrittweiten hk = xk+1 − xk definiert und
ek = 3
(
fk+1 − fk
hk
− fk − fk−1
hk−1
)
, k = 1, 2, ..., n− 1.
2. Die Bestimmungsgleichungen fu¨r ck sind
hk−1ck−1 + 2(hk−1 + hk)ck + hkck+1 = ek, k = 1, 2, ..., n− 1,
wobei c0 = cn = 0.
3. Die restlichen Splinekoeffizienten ergeben sich zu
ak = fk, k = 0, 1, ..., n,
bk =
1
hk
(fk+1 − fk)− 1
3
(2ck + ck+1)hk, k = 0, 1, ..., n− 1,
dk =
1
3hk
(ck+1 − ck), k = 0, 1, ..., n− 1.
4. Algorithmus zur Lo¨sung der Bestimmungsgleichungen fu¨r ck
Dies ist ein LGS mit einer diagonaldominanten Tridiagonalmatrix, das mit einer spe-
ziellen Variante des Gauß-Algorithmus gelo¨st werden kann.
(1) γ0 = 1, γ1 = 2(h0 + h1), g1 = e1,
(2) γk = 2(hk−1 + hk)−
h2k−1
γk−1
,
gk = ek − hk−1
γk−1
gk−1, k = 2, 3, ..., n− 1,
(3) γn = 1, gn = 0,
(4) cn = 0,
ck =
1
γk
(gk − hkck+1), k = n− 1, n− 2, ..., 1,
c0 = 0.
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Herleitung der Beziehungen fu¨r ak, bk, ck, dk
• Einsetzen in die Interpolationsbedingungen (a)-(c)
(a) ak = fk, k = 0, 1, ..., n,
(b1) ak = ak−1 + bk−1hk−1 + ck−1h
2
k−1 + dk−1h
3
k−1, k = 1, 2, ..., n,
(b2) bk = bk−1 + 2ck−1hk−1 + 3dk−1h
2
k−1,
(b3) 2ck = 2ck−1 + 6dk−1hk−1,
(c) c0 = cn = 0.
• Umstellung
(b3) dk =
1
3hk
(ck+1 − ck), k = 0, 1, ..., n− 1,
dk−1 in (b2), (b1) einsetzen,
(b2) bk = bk−1 + (ck + ck−1)hk−1, k = 1, 2, ..., n,
(b1) bk =
1
hk
(ak+1 − ak)− 1
3
(2ck + ck+1)hk, k = 0, 1, ..., n− 1,
(c) c0 = cn = 0.
• (b1) in (b2) einsetzen
1
hk
(ak+1−ak)−1
3
(2ck + ck+1)hk =
1
hk−1
(ak−ak−1)−1
3
(2ck−1 + ck)hk−1
+(ck + ck−1)hk−1,
hk−1
(
ck + ck−1 − 2
3
ck−1 − 1
3
ck
)
+
hk
3
(2ck + ck+1) =
1
hk
(ak+1 − ak)− 1
hk−1
(ak − ak−1),
hk−1ck−1 + 2(hk−1 + hk)ck + hkck+1 =
3
hk
(fk+1 − fk)− 3
hk−1
(fk − fk−1) = ek,
k = 1, 2, ..., n− 1,
c0 = cn = 0.
Lo¨sung des Systems mit Tridiagonalmatrix ⇒ ck ⇒ dk, bk.
(6.3) Satz Existenz und Eindeutigkeit der kubischen Splinefunktion
Zu paarweise verschiedenen Stu¨tzstellen xk existiert stets genau eine natu¨rliche kubische
Splinefunktion.
(6.4) Satz Holladay zur Optimalita¨t kubischer Splines
In der Klasse C2[x0, xn] der Funktionen f(x), die auf der Referenz R0 die Interpolati-
onsbedingung f(xk) = yk, k = 0, 1, ..., n, erfu¨llen, minimiert die natu¨rliche kubische
Splinefunktion s(x) das Integral fu¨r die Gesamtkru¨mmung
xn∫
x0
[f ′′(x)]2dx.
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Beweis
Die Aussage des Satzes heißt auch: Unter allen zweimal stetig differenzierbaren und
interpolierenden Funktionen f(x) hat die kubische natu¨rliche Spline-Funktion s(x) die
geringste Biegeenergie, d. h.
xn∫
x0
[s′′(x)]2 dx ≤
xn∫
x0
[f ′′(x)]2 dx.
Dazu untersucht man den Ausdruck
xn∫
x0
[f ′′(x)− s′′(x)]2 dx
und verwendet die zusammengesetzte und partielle Integration fu¨r
xn∫
x0
∆′′(x) s′′(x) dx, wobei ∆(x) = s(x)− f(x).
Es gilt
xn∫
x0
f ′′2 =
xn∫
x0
(s−∆)′′2
=
xn∫
x0
s′′2 +
xn∫
x0
∆′′2
︸ ︷︷ ︸
≥0
−2
xn∫
x0
s′′∆′′
︸ ︷︷ ︸
Is=0
≥
xn∫
x0
s′′2,
wobei nur noch Is = 0 zu zeigen ist.
Is =
xn∫
x0
s′′∆′′ =
n−1∑
k=0
xk+1∫
xk
s′′∆′′
=
n−1∑
k=0
{[
s′′∆′
]xk+1
xk
−
xk+1∫
xk
s′′′∆′
}
=
n−1∑
k=0
{
s′′k+1∆
′
k+1 − s′′k∆′k −
xk+1∫
xk
s′′′∆′
}
, s′′′ = const
= s′′n∆
′
n − s′′0∆′0 −
n−1∑
k=0
6dk
xk+1∫
xk
∆′, s′′0 = 0, s
′′
n = 0
= −
n−1∑
k=0
6dk
[
∆
]xk+1
xk
, ∆(xk) = s(xk)− f(xk) = 0
= 0.
2
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(6.5) Beispiel Natu¨rlicher kubischer Spline
n = 2, hk = h = 0.5,
xk 0 0.5 1
fk 1 −0.5 2
Bestimmung von ck
c0 = c2 = 0,
2(h0 + h1)c1 = e1 =
3
h
(f2 − 2f1 + f0),
ak = fk ⇒ c1 = 12.
Bestimmung von bk
b0 = 2(a1 − a0)− 13(2c0 + c1)12 = −5,
b1 = b0 + (c1 + c0)
1
2
= 1,
b2 = b1 + (c2 + c1)
1
2
= 7.
Bestimmung von dk
d0 =
1
3· 1
2
(c1 − c0) = 8,
d1 =
1
3· 1
2
(c2 − c1) = −8,
xs2xmxs1
1
2
3
0.5 1
x
Kubischer Spline s(x)
Abb. 6.3 Kubische Splinefunktion
Eigenschaften des Splines mit den Nullstellen x∗1,2
x∗1 ≈ 0.216, x∗2 ≈ 0.675, xmin ≈ 0.456, s(xmin) ≈ −0.521.
Damit ist
s(x) =

1− 5x, x ∈ (−∞, 0],
s(0)(x) = 1− 5x+ 8x3, x ∈ [0, 0.5],
s(1)(x) = −1
2
+ (x− 1
2
) + 12(x− 1
2
)2 − 8(x− 1
2
)3, x ∈ [0.5, 1],
s(2)(x) = 2 + 7(x− 1), x ∈ [1,∞).
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Berechnung der Koeffizienten verschiedener kubischer Splines mittels Auf-
stellen des zugeho¨rigen LGS
Wir nehmen fu¨r den Spline s(x), x ∈ [a, b] = [x0, xn], auf dem Teilintervall [xk, xk+1]
den modifizierten Ansatz
s(k)(x) = ak + bk(x− xk) + ck(x− xk)2 + dk(x− xk)3, k = 0, 1, ..., n− 1.
Wir werden nun fu¨r die Koeffizienten ck das zu lo¨sende LGS aufstellen und dabei einige
der genannten Typen von Zusatzbedingungen beru¨cksichtigen.
Wir haben pro Teilintervall 4 Unbekannte und insgesamt 4n unbekannte Koeffizienten.
Die Gro¨ßen ak folgen unmittelbar aus den Interpolationsbedingungen s
(k)(xk) = fk als
ak = fk, k = 0, 1, . . . , n− 1.
Die Beziehungen zwischen den u¨brigen Koeffizienten erhalten wir aus den Stetigkeits-
bedingungen fu¨r s(x), s′(x) und s′′(x) an den Knotenpunkten xk+1.
(I) s(k)(xk+1) = s
(k+1)(xk+1), k = 0, 1, . . . , n− 1, wobei s(n)(xn) ≡ fn,
(II) s(k)
′
(xk+1) = s
(k+1)′(xk+1), k = 0, 1, . . . , n− 2,
(III) s(k)
′′
(xk+1) = s
(k+1)′′(xk+1), k = 0, 1, . . . , n− 2.
Die Gleichung (I) bei k = n− 1 bedeutet insbesondere s(n−1)(xn) = fn.
Ausgeschrieben folgt somit
(I) dkh
3
k + ckh
2
k + bkhk + fk = fk+1, k = 0, 1, . . . , n− 1,
(II) 3dkh
2
k + 2ckhk + bk = bk+1, k = 0, 1, . . . , n− 2,
(III) 6dkhk + 2ck = 2ck+1, k = 0, 1, . . . , n− 2.
Mit Hilfe der Gleichungen (III) und (I) lassen sich die Gro¨ßen dk und bk durch ck und
ck+1 ausdru¨cken gema¨ß
(i) dk =
ck+1 − ck
3hk
,
(ii) bk = −hk
3
(ck+1 + 2ck) +
fk+1 − fk
hk
, k = 0, 1, . . . , n− 2.
Einsetzen in (II) fu¨hrt schließlich auf die n− 2 Gleichungen
(iii) rkck + 2ck+1 + (1− rk)ck+2 = qk, k = 0, 1, . . . , n− 3,
fu¨r die n Unbekannten ck, k = 0, 1, . . . , n− 1, wobei zur Abku¨rzung
rk =
hk
hk+1 + hk
,
qk =
3
hk + hk+1
(
fk+2 − fk+1
hk+1
− fk+1 − fk
hk
)
verwendet wurde.
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Man beachte, dass auch bn−1 mit Hilfe der Gleichung (II) (k = n − 2) und der Bezie-
hungen (i), (ii) durch die Koeffizienten ck beschrieben werden kann als
bn−1 = 3dn−2h
2
n−2 + 2cn−2hn−2 + bn−2
=
hn−2
3
(2cn−1 + cn−2) +
fn−1 − fn−2
hn−2
.
Durch Einsetzen in (I) (k = n− 1) folgt außerdem
(iv)
dn−1h
3
n−1 = −cn−1h2n−1 − bn−1hn−1 − fn−1 + fn,
dn−1h
2
n−1 = −cn−1hn−1 − bn−1 +
fn − fn−1
hn−1
,
dn−1 =
1
h2n−1
[
−cn−1
(
hn−1 +
2
3
hn−2
)
− 1
3
cn−2hn−2 +
hn−1 + hn−2
3
qn−2
]
.
Damit ko¨nnen alle Koeffizienten berechnet werden, sobald die ck bestimmt sind.
Fu¨r ein vollsta¨ndiges LGS fehlen nun die zwei weiteren Bedingungen, welche ha¨ufig in
Form zusa¨tzlicher Randbedingungen erga¨nzt werden.
A – Natu¨rliche Randbedingungen
Hier wird gefordert, dass die zweiten Ableitungen der Splinefunktion an den Randpunk-
ten verschwinden.
(i) s′′(a) = 0, (ii) s′′(b) = 0.
Diese Randbedingungen fu¨hren auf das folgende diagonaldominante Tridiagonalsystem.
(6.6) Satz Unter den natu¨rlichen Randbedingungen ist der Vektor (c1, c2, . . . , cn−1)
T
Lo¨sung des LGS
2 1−r0 0
r1 2 1−r1 0
0 r2 2 1−r2 0
. . .
. . .
. . .
. . .
. . .
0 rn−4 2 1−rn−4 0
0 rn−3 2 1−rn−3
0 rn−2 2


c1
c2
c3
...
cn−3
cn−2
cn−1

=

q0
q1
q2
...
qn−4
qn−3
qn−2

Beweis
Bis auf die erste und letzte sind die Gleichungen des LGS identisch mit den Gleichungen
(iii) (k = 1, 2, . . . , n− 3).
Die natu¨rlichen Randbedingungen sind nach dem Ansatz fu¨r die Teilpolynome s(k) a¨qui-
valent zu s(0)
′′
(a) = s(0)
′
(x0) = 0 und s
(n−1)′′(b) = s(n−1)
′′
(xn) = 0, d. h.
(1) c0 = 0, (2) 3dn−1hn−1 + cn−1 = 0.
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Aus (1) und der Gleichung (iii) (k = 0) folgt die erste Gleichung des LGS.
Die letzte Gleichung folgt, wenn dn−1 mit Hilfe der Beziehung (2) aus Gleichung (iv) (3.
Formel) eliminiert wird, d. h.
− 1
3hn−1
cn−1 = dn−1 =
1
h2n−1
[
−cn−1
(
hn−1+
2
3
hn−2
)
− 1
3
cn−2hn−2 +
hn−1+hn−2
3
qn−2
]
,
−hn−1cn−1 = −(3hn−1 + 2hn−2)cn−1 − hn−2cn−2 + (hn−1 + hn−2)qn−2,
hn−2cn−2 + 2(hn−1 + hn−2)cn−1 = (hn−1 + hn−2)qn−2,
hn−2
hn−1 + hn−2
cn−2 + 2cn−1 = qn−2,
rn−2cn−2 + 2cn−1 = qn−2,
die letzte Beziehung unter Verwendung der Formel fu¨r rk. 2
B – Vollsta¨ndige Randbedingungen
In diesem Fall werden Werte m0 und mn fu¨r die Steigungen der Splinefunktion an den
Randpunkten vorgegeben. Man nennt sie auch eingespannter Spline.
(i) s′(a) = m0, (ii) s
′(b) = mn.
Zur Aufstellung des LGS fu¨hren wir zusa¨tzlich zu den Unbekannten c0, c1, . . . , cn−1 eine
weitere unbekannte Hilfsvariable
cn = 3dn−1hn−1 + cn−1
ein. Wir erhalten wieder ein diagonaldominantes Tridiagonalsystem.
(6.7) Satz Unter vollsta¨ndigen Randbedingungen ist der Vektor (c0, c1, . . . , cn−1, cn)
T
Lo¨sung des LGS
2 1 0
r0 2 1−r0 0
0 r1 2 1−r1 0
. . .
. . .
. . .
. . .
. . .
0 rn−3 2 1−rn−3 0
0 rn−2 2 1−rn−2
0 1 2


c0
c1
c2
...
cn−2
cn−1
cn

=

3
h0
(g0 −m0)
q0
q1
...
qn−3
qn−2
−3
hn−1
(gn−1−mn)

,
wobei gk =
fk+1−fk
hk
.
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Beweis
Die Gleichungen 2, 3, . . . , n−1 des LGS entsprechen wieder den Gleichungen (iii) (k =
0, 1, . . . , n− 3).
Die vollsta¨ndigen Randbedingungen sind nach dem Ansatz fu¨r die Teilpolynome s(k)
a¨quivalent zu s(0)
′
(a) = s(0)
′
(x0) = m0 und s
(n−1)′(b) = s(n−1)
′
(xn) = mn, d. h.
(1) b0 = m0, (2) 3dn−1h
2
n−1 + 2cn−1hn−1 + bn−1 = mn.
Die Beziehung (1) fu¨hrt zusammen mit Gleichung (ii) (k = 0) auf die erste Gleichung
des LGS.
Die n-te Gleichung folgt durch Einsetzen der Definition von cn, also umgeschrieben als
dn−1 =
1
3hn−1
(cn − cn−1) , in (iv).
1
3hn−1
(cn−cn−1) = dn−1 = 1
h2n−1
[
−cn−1
(
hn−1+
2
3
hn−2
)
−1
3
cn−2hn−2+
hn−1+hn−2
3
qn−2
]
,
hn−1(cn − cn−1) = −(3hn−1 + 2hn−2)cn−1 − hn−2cn−2 + (hn−1 + hn−2)qn−2,
hn−2
hn−1 + hn−2
cn−2 + 2cn−1 +
hn−1
hn−1 + hn−2
cn = qn−2,
rn−2cn−2 + 2cn−1 + (1− rn−2)cn = qn−2,
die letzte Beziehung unter Verwendung der Formel fu¨r rk.
Nun nehmen wir die mittlere Formel von (iv), ersetzen den Wert bn−1 durch den aus
der Randbedingung (2) und beru¨cksichtigen zum Schluss dn−1 =
1
3hn−1
(cn − cn−1) aus
der Definition von cn.
dn−1h
2
n−1 = −cn−1hn−1 − bn−1 +
fn − fn−1
hn−1
,
bn−1 = mn − 3dn−1h2n−1 − 2cn−1hn−1,
dn−1h
2
n−1 = −cn−1hn−1 − (mn − 3dn−1h2n−1 − 2cn−1hn−1) +
fn − fn−1
hn−1
,
−2h2n−1dn−1 − hn−1cn−1 =
fn − fn−1
hn−1
−mn,
2h2n−1
3hn−1
(cn − cn−1) + hn−1cn−1 = −
(
fn − fn−1
hn−1
−mn
)
,
cn−1 + 2cn = − 3
hn−1
(
fn − fn−1
hn−1
−mn
)
.
2
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C – Periodische Randbedingungen
Ist f0 = fn, so dienen periodische Randbedingungen zur Konstruktion einer Splinefunk-
tion, welche u¨ber das Intervall [a, b] hinaus periodisch fortgesetzt werden kann.
(i) s′(a) = s′(b), (ii) s′′(a) = s′′(b).
Das hierdurch entstehende LGS ist nun nicht mehr tridiagonal.
(6.8) Satz Unter periodischen Randbedingungen ist der Vektor (c0, c1, . . . , cn−1)
T
Lo¨sung des LGS
2 1−r−1 0 r−1
r0 2 1−r0 0
0 r1 2 1−r1 0
. . .
. . .
. . .
. . .
. . .
0 rn−4 2 1−rn−4 0
0 rn−3 2 1−rn−3
1−rn−2 0 rn−2 2


c0
c1
c2
...
cn−3
cn−2
cn−1

=

q−1
q0
q1
...
qn−4
qn−3
qn−2

,
wobei
r−1 =
hn−1
h0 + hn−1
und q−1 =
3
h0 + hn−1
(
f1 − f0
h0
− fn − fn−1
hn−1
)
.
Beweis
Die Gleichungen 2, 3, . . . , n− 1 entsprechen den Gleichungen (iii) (k = 0, 1, . . . , n− 3).
Die periodischen Randbedingungen sind nach dem Ansatz fu¨r die Teilpolynome s(k)
a¨quivalent zu s(0)
′
(a) = s(n−1)
′
(b) und s(0)
′′
(a) = s(n−1)
′′
(b) = s(n)
′′
(b), d. h. a¨quivalent
zu den Bedingungen an die Koeffizienten
(1) b0 = 3dn−1h
2
n−1 + 2cn−1hn−1 + bn−1, (2) c0 = 3dn−1hn−1 + cn−1 = cn.
Die Herleitung der ersten Gleichung des LGS erfolgt durch Einsetzen der Beziehungen
(iv) (mittlere Formel) und (2) sowie der Identita¨ten (ii) fu¨r b0 und bn−1 in die Randbe-
dingung (1).
b0 = 3dn−1h
2
n−1 + 2cn−1hn−1 + bn−1,
wobei
dn−1h
2
n−1 = −cn−1hn−1 − bn−1 +
fn − fn−1
hn−1
,
b0 = −h0
3
(c1 + 2c0) +
f1−f0
h0
, bn−1 = −hn−1
3
(cn + 2cn−1) +
fn−fn−1
hn−1
, cn = c0.
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Somit gilt nach Einsetzen
−h0
3
(c1+2c0) +
f1−f0
h0
= −cn−1hn−1−2bn−1 + 3fn−fn−1
hn−1
=
2hn−1
3
c0+
hn−1
3
cn−1+
fn−fn−1
hn−1
,
2
3
(h0 + hn−1)c0 +
1
3
h0c1 +
1
3
hn−1cn−1 =
f1 − f0
h0
− fn − fn−1
hn−1
,
2c0 +
h0
h0 + hn−1
c1 +
hn−1
h0 + hn−1
cn−1 =
3
h0 + hn−1
(
f1 − f0
h0
− fn − fn−1
hn−1
)
,
2c0 + (1− r−1)c1 + r−1cn−1 = q−1.
Die letzte Gleichung des LGS folgt durch Einsetzen von (iv) (3dn−1hn−1 aus der dritten
Gleichung) in die Randbedingung (2).
c0 = 3dn−1hn−1 + cn−1,
3dn−1hn−1 = − cn−1
(
3 +
2hn−2
hn−1
)
− cn−2hn−2
hn−1
+
hn−1 + hn−2
hn−1
qn−2,
c0 = −2
(
1 +
hn−2
hn−1
)
cn−1 − hn−2
hn−1
cn−2 +
hn−1 + hn−2
hn−1
qn−2,
hn−1
hn−1 + hn−2
c0 +
hn−2
hn−1 + hn−2
cn−2 + 2cn−1 = qn−2,
(1− rn−2)c0 + rn−2cn−2 + 2cn−1 = qn−2. 2
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6.4 B-Splines
Wir verwenden nun einen etwas anderen Zugang zu den Splinekurven.
Er beruht auf der Konstruktion von entsprechend glatten Basispolynomen und ihrer
Linearkombination.
(6.9) Definition Gegeben seien das Intervall I=[a, b] ∈ lR und die Unterteilung
∆ = {x0, x1, . . . , xl+1} mit a = x0 < x1 < . . . < xl+1 = b.
Ein Spline vom Grad k − 1 (Spline der Ordnung k) u¨ber ∆ ist eine (k − 2)-mal stetig
differenzierbare Funktion, welche in jedem Intervall [xi, xi+1] mit einem Polynom vom
Grad ≤ k − 1 u¨bereinstimmt.
Der Raum aller Splines u¨ber ∆ vom Grad k − 1 wird mit Sk,∆ bezeichnet.
(6.10) Bemerkung Sk,∆ ist ein linearer Vektorraum der Dimension l + k. Insbeson-
dere sind also l + k unabha¨ngige Bedingungen no¨tig, um einen Spline vom Grad k − 1
eindeutig zu bestimmen.
S2,∆ entha¨lt den Polygonzug mit l + 2 Bedingungen.
S3,∆ entha¨lt die quadratischen Splines mit l + 3 Bedingungen.
S4,∆ entha¨lt die kubischen Splines mit l + 4 Bedingungen.
Die Begru¨ndung der Dimension l + k des Vektorraums Sk,∆ und damit der Anzahl der
unabha¨ngigen Bedingungen erfolgt spa¨ter.
Eine effiziente Mo¨glichkeit, eine Menge von Datenpaaren durch Splinekurven zu inter-
polieren, bietet die Verwendung von Basis-Splines, auch B-Splines genannt.
Dazu nehmen wir eine vorla¨ufige Umbenennung der Stu¨tzstellen vor.
(6.11) Definition B-Splines
Sei ξ1 ≤ ξ2 ≤ . . . ≤ ξn ≤ ξn+1 eine Folge ∆1 von Stu¨tzstellen.
B-Splines Nik(x) der Ordnung k (k = 1, 2, . . . , n, n + 1) sind fu¨r i = 1, 2, . . . , n + 1− k
wie folgt rekursiv definiert.
k = 1:
Ni,1(x) = χ[ξi,ξi+1)(x) =
{
1, falls ξi ≤ x < ξi+1,
0, sonst,
k > 1:
Nik(x) =
x− ξi
ξi+k−1 − ξiNi,k−1(x) +
ξi+k − x
ξi+k − ξi+1Ni+1,k−1(x).
Die Vereinbarung fu¨r zusammenfallende Stu¨tzstellen ξi = ξj ist, dass dann Quotienten
der Form “0/0“ als Null interpretiert werden.
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(6.12) Beispiel Betrachten wir B-Splines bei paarweise verschiedenen Stellen ξi.
Zusa¨tzlich geben wir auf einem “inneren“ Standardintervall der Form [ξi, ξi+k] = [0, k]
den B-Spline mit diesem Tra¨ger sowie seine grafische Darstellung an.
k = 1: Ni,1(x) = χ[ξi,ξi+1)(x), i = 1, 2, ..., n, stu¨ckweise konstant,
suppNi,1 = [ξi, ξi+1] ist Tra¨ger.
Ni,1(x) =
{
1, x ∈ [0, 1)
0, sonst
,
n−1∑
i=1
Ni,1(x) = 1.
Abb. 6.4 B-Splines Ni,1(x) auf der Unterteilung ∆1
-
6
1
0 1 2 3 4 x
Ni,1(x)
k = 2: Ni,2(x) =
x− ξi
ξi+1 − ξiNi,1(x) +
ξi+2 − x
ξi+2 − ξi+1Ni+1,1(x), i = 1, 2, ..., n− 1,
stetig und stu¨ckweise linear, suppNi,2 = [ξi, ξi+2].
Ni,2(x) =

x, x ∈ [0, 1]
2− x, x ∈ [1, 2]
0, sonst
,
n−2∑
i=1
Ni,2(x) = 1.
Abb. 6.5 B-Splines Ni,2(x) im Innern der Unterteilung ∆1
-
6
1
0 1 2 3 4 x
Ni,2(x)
allgemein
Ni,2(x) =

x− ξi
ξi+1 − ξi , x ∈ [ξi, ξi+1],
ξi+2 − x
ξi+2 − ξi+1 , x ∈ [ξi+1, ξi+2],
0, sonst.
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k = 3: Ni,3(x) =
x− ξi
ξi+2 − ξiNi,2(x) +
ξi+3 − x
ξi+3 − ξi+1Ni+1,2(x), i = 1, 2, ..., n− 2,
differenzierbar und stu¨ckweise quadratisch, supp Ni,3 = [ξi, ξi+3].
Ni,3(x) =

1
2
x2, x ∈ [0, 1]
−x2 + 3x− 3
2
, x ∈ [1, 2]
1
2
(x− 3)2, x ∈ [2, 3]
0, sonst
,
n−3∑
i=1
Ni,3(x) = 1.
Abb. 6.6 B-Splines Ni,3(x) im Innern der Unterteilung ∆1
-
6
1
0 12 1
3
2 2 3 4 x
3/4
1/2
1/8
Ni,3(x)
allgemein
Ni,3(x) =

1
ξi+2 − ξi
(x− ξi)2
ξi+1 − ξi , x ∈ [ξi, ξi+1],
1
ξi+2−ξi+1
[
(x−ξi)(ξi+2−x)
ξi+2 − ξi +
(x−ξi+1)(ξi+3−x)
ξi+3 − ξi+1
]
, x ∈ [ξi+1, ξi+2],
1
ξi+3 − ξi+1
(ξi+3 − x)2
ξi+3 − ξi+2 , x ∈ [ξi+2, ξi+3],
0, sonst.
k = 4: Ni,4(x) =
x− ξi
ξi+3 − ξiNi,3(x) +
ξi+4 − x
ξi+4 − ξi+1Ni+1,3(x), i = 1, 2, ..., n− 3,
zweimal differenzierbar und stu¨ckweise kubisch, supp N1,4 = [ξi, ξi+4].
Ni,4(x) =

1
6
x3, x ∈ [0, 1]
1
6
+ 1
2
(x− 1) + 1
2
(x− 1)2 − 1
2
(x− 1)3, x ∈ [1, 2]
4
6
− (x− 2)2 + 1
2
(x− 2)3, x ∈ [2, 3]
1
6
− 1
2
(x− 3) + 1
2
(x− 3)2 − 1
6
(x− 3)3
= 1
6
(4− x)3, x ∈ [3, 4]
0, sonst
,
n−4∑
i=1
Ni,4(x) = 1.
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Abb. 6.7 B-Splines Ni,4(x) im Innern der Unterteilung ∆1
-
6
1
0 1 2 3 4 x
2/3
1/6
Ni,4(x)
allgemein
Ni,4(x) =

(x− ξi)3
(ξi+1 − ξi)(ξi+2 − ξi)(ξi+3 − ξi) = g1, x ∈ [ξi, ξi+1],
g1 − (x− ξi+1)3
[ 1
(ξi+2 − ξi+1)(ξi+3 − ξi+1)(ξi+4 − ξi+1)
+
1
(ξi+2 − ξi+1)(ξi+3 − ξi+1)(ξi+3 − ξi)
+
1
(ξi+2 − ξi+1)(ξi+2 − ξi)(ξi+3 − ξi)
+
1
(ξi+1 − ξi)(ξi+2 − ξi)(ξi+3 − ξi)
]
= g2, x ∈ [ξi+1, ξi+2],
g2 + (x− ξi+2)3
[ 1
(ξi+3 − ξi+2)(ξi+4 − ξi+2)(ξi+4 − ξi+1)
+
1
(ξi+3 − ξi+2)(ξi+3 − ξi+1)(ξi+4 − ξi+1)
+
1
(ξi+2 − ξi+1)(ξi+3 − ξi+1)(ξi+4 − ξi)
+
1
(ξi+3 − ξi+2)(ξi+3 − ξi+1)(ξi+3 − ξi)
+
1
(ξi+2 − ξi+1)(ξi+3 − ξi+1)(ξi+3 − ξi)
+
1
(ξi+2 − ξi+1)(ξi+2 − ξi)(ξi+3 − ξi)
]
, x ∈ [ξi+2, ξi+3]
(ξi+4 − x)3
(ξi+4 − ξi+1)(ξi+4 − ξi+2)(ξi+4 − ξi+3) , x ∈ [ξi+3, ξi+4],
0, sonst.
(6.13) U¨bung Schreiben Sie die Splinekurven des Beispiels (6.1) als Linearkombina-
tionen der zugeho¨rigen B-Splines Nik.
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Im Folgenden betrachten wir die erweiterte Stu¨tzstellenfolge ∆2, in welcher der
Anfangsknoten und der Endknoten k-mal vorkommen.
a = ξ1 = . . . = ξk < ξk+1 < . . . < ξn < ξn+1 = . . . = ξn+k = b.
Man beachte hier die neue Nummerierung der Stu¨tzstellen.
(6.14) Satz Marsden-Identita¨t
Fu¨r x ∈ [a, b], s ∈ lR und ∆2 gilt
(x− s)k−1 =
n∑
i=1
φik(s)Nik(x) mit φik(s) =
k−1∏
j=1
(ξi+j − s).
Beweis Fu¨r k = 1 ist die Behauptung richtig wegen φi,1(s) = 1,
n∑
i=1
Ni,1(x) = 1.
Es sei k > 1. Die Behauptung sei bewiesen fu¨r alle l ≤ k − 1.
Durch Einsetzen der Rekursionsformel der B-Splines folgt
n∑
i=1
φik(s)Nik(x) =
=
n∑
i=2
(
x− ξi
ξi+k−1 − ξiφik(s) +
ξi+k−1 − x
ξi+k−1 − ξiφi−1,k(s)
)
Ni,k−1(x)
=
n∑
i=2
k−2∏
j=1
(ξi+j − s)
(
x− ξi
ξi+k−1 − ξi (ξi+k−1 − s) +
ξi+k−1 − x
ξi+k−1 − ξi (ξi − s)
)
︸ ︷︷ ︸
x−s
Ni,k−1(x)
= (x− s)
n∑
i=2
φi,k−1(s)Ni,k−1(x)
= (x− s)(x− s)k−2
= (x− s)k−1.
2
(6.15) Folgerung (a) Jedes Polynom vom Grad ≤ k − 1 la¨sst sich als Linearkombi-
nation der B-Splines N1,k, N2,k, . . . , Nnk schreiben.
Beweis Die l-te Ableitung von f(s) = (x− s)k−1 an der Stelle 0 ist
f (l)(0) = (k − 1) · ... · (k − l) · (−1)lxk−l−1 =
n∑
i=1
φ
(l)
ik (0)Nik(x).
Mit m = k − l − 1 ≤ k − 1 folgt bei Umstellung nach xm daraus
xm =
(−1)k−m−1
(k − 1) · ... · (m+ 1)
n∑
i=1
φ
(k−m−1)
ik (0)Nik(x).
Somit ist eine beliebige Potenz xm, m = 0, 1, ..., k − 1, eine Linearkombination der
B-Splines Nik(x) und damit auch jedes Polynom vom Grad ≤ k − 1. 2
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(b) Wie im Beispiel (6.12) schon angedeutet, bilden die B-Splines eine Zerlegung der
Eins.
n∑
i=1
Nik(x) = 1 fu¨r x ∈ [a, b].
Beweis Mit m = 0, d. h. l = k − 1 folgt aus dem Beweis von Teil (a) der Folgerung
1 = x0 =
(−1)k−1
(k − 1)!
n∑
i=1
φ
(k−1)
ik (0) Nik(x).
Außerdem ist
φ
(k−1)
ik (s) =
[
k−1∏
j=1
(ξi+j − s)
](k−1)
=
[
(−1)k−1sk−1 + ...](k−1)
= (−1)k−1(k − 1)!
und somit auch
φ
(k−1)
ik (0) = (−1)k−1(k − 1)!.
Dies eingesetzt in die Summenformel, ergibt damit die Bedingung fu¨r die Zerlegung der
Eins. 2
(c) Die B-Splines sind lokal linear unabha¨ngig.
Ist (c, d) ⊂ [a, b] ein Intervall, c < d, und gilt fu¨r alle x ∈ (c, d)
n∑
i=1
ciNik(x) = 0,
so ist ci = 0, falls (c, d) ∩ (ξi, ξi+k) 6= ∅.
Nur die Nik(x), die in (c, d) einen Beitrag liefern, haben ci = 0.
Beweis Wa¨hle (c0, d0) ⊆ (c, d) so, dass keine Stu¨tzstelle ξj in (c0, d0) enthalten ist. Der
Raum Pk−1(c0, d0) der Polynome vom Grad ≤ k − 1 auf (c0, d0) hat die Dimension k
und wird gema¨ß (a) von den B-Splines Nik(x) aufgespannt. Auf (c0, d0) sind aber nur k
B-Splines von Null verschieden. Diese mu¨ssen daher linear unabha¨ngig sein, also ci = 0
fu¨r die entsprechenden Koeffizienten. 2
(d) Jeder Spline s(x) ∈ Sk,∆2 besitzt eine eindeutige Darstellung als Linearkombination
s(x) =
n∑
i=1
diNik(x).
Hier ist der Index n aus der Stu¨tzstellenfolge ∆2 die Dimension des Vektorraums und
gleichzeitig die Anzahl der unabha¨ngigen Bedingungen.
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Die Gro¨ße n soll nun in Bezug auf die anfa¨ngliche Unterteilung
∆ = {x0, x1, ..., xl+1} mit a = x0 < x1 < ... < xl+1 = b
sowie deren Modifikationen ∆1 und Erweiterungen ∆2,∆erw bestimmt werden. Dabei
werden wir in der Verteilung ∆erw die k-malige Wiederholung der 1. Stu¨tzstelle links
sowie der letzten Stu¨tzstelle rechts mit fortlaufenden Indizes versehen.
Folgendes Schema soll die Zuordnung der Stu¨tzstellen demonstrieren.
∆1 : a = ξ¯1 < ξ¯2 < ... < ξ¯n¯ < ξ¯n¯+1 = b
↓ ↓ ............... ↓ ↓
∆2 : ξ1 = ... = ξk−1 = ξk < ξk+1 < ... < ξn < ξn+1 = ξn+2 = ... = ξn+k
↓ ↓ ............... ↓ ↓
∆erw : x−(k−1) = ... = x−1 = x0︸ ︷︷ ︸
k−mal
< x1 < ... < xl < xl+1 = xl+2 = ... = xl+k︸ ︷︷ ︸
k−mal
Dimension
= Anzahl der Komponenten ξ1, ξ2, ..., ξn: n = n¯ + k − 1,
= Anzahl der Komponenten x−(k−1), x−(k−2), ..., xl: l + k.
Somit erhalten wir die eingangs genannte Dimensionsgro¨ße dim = l + k.
Bei Beispielrechnungen hat man somit zwei Mo¨glichkeiten der Bezeichnung der erwei-
terten Stu¨tzstellenfolge. Entweder nimmt man eine Umindizierung wie bei ∆2 vor, oder
man la¨sst ausgehend von ∆ bzw. ∆1 die Nummerierung nach “links“ und “rechts“ fort-
laufen. Der 1. Index im B-Spline k-ter Ordnung Nik(x) bewegt sich dann entsprechend
in der erweiterten Stu¨tzstellenfolge.
Tab. 6.1 Varianten der Unterteilung und Stu¨tzstellenindizierung bei B-Splines
Var. Unterteilung Indizierung i in Nik(x) Dimension
(V1) ∆2 1, 2, ..., n n
(V2) ∆ = {ξ1, ξ2, ..., ξn} −(k − 1) + 1,−(k − 1) + 2, ..., n− 1 n+ k − 2
(V3) ∆ = {ξ1, ξ2, ..., ξn+1} −(k − 1) + 1,−(k − 1) + 2, ..., n n+ k − 1
(V4) ∆ = {ξ0, ξ1, ..., ξn} −(k − 1),−(k − 1) + 1, ..., n− 1 n+ k − 1
(V5) ∆ = {x0, x1, ..., xl+1} −(k − 1),−(k − 1) + 1, ..., l l + k
Bevorzugte Anwendung finden die beidseitige Indexerweiterung in den Varianten (V2)
und (V5).
(6.16) Beispiel Gegeben sei die Referenz mit 4 Knoten (n = 4, l = 2)
ξj = xj−1, j = 1, 2, 3, 4 0 1 2 3
yj 2 3 3 5
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1. Linearer Spline, Polygonzug der Ordnung k = 2
Erweiterte Stu¨tzstellenfolge {ξ0, ξ1, ..., ξ4, ξ5}, ξ0 = ξ1, ξ4 = ξ5, dim = 4.
s(x) =
3∑
i=0
diNi,2(x),
N0,2(x) =
{
1− x, x ∈ [0, 1]
0, sonst
N1,2(x) =

x, x ∈ [0, 1]
2− x, x ∈ [1, 2]
0, sonst
N2,2(x) =

0, sonst
x− 1, x ∈ [1, 2]
3− x, x ∈ [2, 3]
N3,2(x) =
{
0, sonst
x− 2, x ∈ [2, 3].
Interpolationsforderung
yj = s(ξj) =
3∑
i=0
diNi,2(ξj), j = 1, 2, 3, 4, ⇒ di = yi+1.
Linearer Spline s(x) = 2N0,2(x) + 3N1,2(x) + 3N2,2(x) + 5N3,2(x).
2. Quadratischer Spline der Ordnung k = 3
Erweiterte Stu¨tzstellenfolge {ξ−1, ξ0, ξ1, ..., ξ4, ξ5, ξ6},
ξ−1 = ξ0 = ξ1, ξ4 = ξ5 = ξ6, dim = 5.
s(x) =
3∑
i=−1
diNi,3(x),
N−1,3(x) =
{
(1− x)2, x ∈ [0, 1]
0, sonst
N0,3(x) =

x
2
(4− 3x), x ∈ [0, 1]
1
2
(2− x)2, x ∈ [1, 2]
0, sonst
N1,3(x) =

x2
2
, x ∈ [0, 1]
x2
2
− 3
2
(x− 1)2, x ∈ [1, 2]
1
2
(3− x)2, x ∈ [2, 3]
N2,3(x) =

0, sonst
1
2
(x− 1)2, x ∈ [1, 2]
1
2
(3− x)(3x− 5), x ∈ [2, 3]
N3,3(x) =
{
0, sonst
(x− 2)2, x ∈ [2, 3].
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Interpolationsforderung
yj = s(ξj) =
3∑
i=−1
diNi,3(ξj), j = 1, 2, 3, 4.
Daraus folgt unter Beru¨cksichtigung der Funktionswerte der B-Splines Ni,3(x) an den
Stu¨tzstellen das unterbestimmte LGS
y1 = d−1,
y2 =
1
2
(d0 + d1),
y3 =
1
2
(d1 + d2),
y4 = d3,
bzw. in Matrixform
1 0
1 1
1 1
0 1


d−1
d0
d1
d2
d3
 =

2
6
6
5
 .
Seine Lo¨sung ist
d−1 = 2, d3 = 5, d0 = d, d1 = 6− d, d2 = d.
Der eine freie Parameter d muss wie bekannt durch eine zusa¨tzliche Bedingung gebun-
den werden. Dazu verwenden wir die Endbedingung “links“ mit der verschwindenden
Ableitung s′(ξ1) = s
′(0) = 0.
Die beno¨tigten Ableitungen der B-Splines auf dem ersten Teilintervall [0,1] sind
N ′−1,3(x) = −2(1− x), N ′0,3(x) = 2− 3x, N ′1,3(x) = x, N ′2,3(x) = N ′3,3(x) = 0.
Somit erha¨lt man
0 = s′(0) = 2N ′−1,3(0) + dN
′
0,3(x) + (6− d)N ′1,3(0) + 0 = −4 + 2d ⇒ d = 2,
und als endgu¨ltige Lo¨sung den quadratischen Spline
s(x) = 2N−1,3(x) + 2N0,3(x) + 4N1,3(x) + 2N2,3(x) + 5N3,3(x)
=

x2 + 2, x ∈ [0, 1]
−2x2 + 6x− 1, x ∈ [1, 2]
4x2 − 18x+ 23, x ∈ [2, 3].
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3. Kubischer Spline der Ordnung k = 4
Erweiterte Stu¨tzstellenfolge {ξ−2, ξ−1, ξ0, ξ1, ..., ξ4, ξ5, ξ6, ξ7},
ξ−2 = ξ−1 = ξ0 = ξ1, ξ4 = ξ5 = ξ6 = ξ7, dim = 6.
Der Ansatz ist
s(x) =
3∑
i=−2
diNi,4(x).
Mit der Interpolationsforderung
yj = s(ξj), j = 1, 2, 3, 4,
und den zwei Zusatzbedingungen s′′(ξ1) = 0, s
′′(ξ4) = 0 erha¨lt man das LGS fu¨r die
Gro¨ßen di. 
6 −9 3 0 0 0
1 0 0 0 0 0
0 1
4
7
12
1
6
0 0
0 0 1
6
7
12
1
4
0
0 0 0 0 0 1
0 0 0 3 −9 6


d−2
d−1
d0
d1
d2
d3

=

0
2
3
3
5
0

.
Seine Lo¨sung ist
d−2 = 2, d−1 =
37
15
, d0 =
17
5
, d1 =
12
5
, d2 =
62
15
, d3 = 5.
Der natu¨rliche kubische Spline ist
s(x) =

2 +
7
5
x− 2
5
x3, x ∈ [0, 1]
3
5
+
28
5
x− 21
5
x2 + x3, x ∈ [1, 2]
67
5
− 68
5
x+
27
5
x2 − 3
5
x3, x ∈ [2, 3].
Natu¨rlich kann man die Unbekannten d−2 und d3 auch gleich eliminieren, so dass das
LGS zwei Gleichungen weniger hat.
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Wir wollen noch eine weitere Form der Unterteilung betrachten.
Gegeben sei die Referenz mit n + 1 Knoten
∆ = {x0, x1, ..., xl+1 = xn} mit a = x0 < x1 < ... < xn = b.
Wir konstruieren die kubischen B-Splines Ni,4, indem wir die modifizierte Erweiterung
∆′erw benutzen. Dabei werden wir in der Verteilung ∆
′
erw die 1. Stu¨tzstelle links sowie
die letzte Stu¨tzstelle rechts vierfach za¨hlen, sie mit fortlaufenden Indizes versehen und
eine Indexverschiebung um 1 vornehmen, also
∆′erw = {ξ1, ξ2, ..., ξn+7}.
Es ist damit
ξi =

x0 fu¨r i = 1, 2, 3, 4,
xi−4 fu¨r i = 5, 6, ..., n+ 3,
xn fu¨r i = n+ 4, ..., n+ 7.
Als na¨chstes definieren wir die stu¨ckweise konstanten Funktionen Ni,1 durch
N1,1 = N2,1 = N3,1 = 0 ∀x,
Ni,1 =
{
1 fu¨r x ∈ [ξi, ξi+1)
0 sonst
fu¨r i = 4, ..., n+ 3,
Nn+4,1 = Nn+5,1 = Nn+6,1 = 0 ∀x.
Schließlich fu¨hren wir die fu¨r k = 2, 3, 4 die Rekursion durch mit der speziellen Verein-
barung bei zusammen fallenden Stellen ξi
Nik(x) =
x− ξi
ξi+k−1 − ξiNi,k−1(x) +
ξi+k − x
ξi+k − ξi+1Ni+1,k−1(x).
Eigenschaften der Ni,4(x)
(a) Fu¨r i = 1, 2, ..., 6 ist Ni,4 ∈ S4,∆. Sie bilden eine Basis dieses Raums.
(b) Am linken Rand ist N1,4(ξ1) = N1,4(x0) = 1. Außerdem ist Ni,4(ξ1) = 0 fu¨r i > 1,
d
dx
Ni,4(ξ1) = 0 fu¨r i > 2 sowie
d2
dx2
Ni,4(ξ1) = 0 fu¨r i > 3.
Ersetzen wir i durch n+ 7− i, so erhalten wir entsprechende Aussagen fu¨r den rechten
Rand.
(c) Der Tra¨ger von Ni,4(x) erstreckt sich ho¨chstens auf vier Teilintervalle.
Ist x 6∈ [ξi, ξi+4], so ist Ni,4(x) = 0.
Fu¨r den interpolierenden kubischen Spline wa¨hlen wir auf ∆′erw den Ansatz
s(x) =
n+3∑
i=1
diNi,4(x).
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Als Zusatzbedingungen beschra¨nken wir uns auf die natu¨rlichen Randbedingungen
s′′(x0) = 0, s
′′(xn) = 0.
Aus der Interpolationsforderung s(xj) = yj, j = 0, 1, ..., n, erhalten wir mit den Eigen-
schaften der B-Splines die Gleichungen fu¨r die Unbekannten di.
s(x0) = d1N1,4(x0) = d1 = y0,
s(xi) = di+1Ni+1,4(xi) + di+2Ni+2,4(xi) + di+3Ni+3,4(xi) = yi, i = 1, 2, ..., n− 1,
s(xn) = dn+3Nn+3,4(xn) = dn+3 = yn.
Die Randbedingungen fu¨hren auf
s′′(x0) = d1N
′′
1,4(x0) + d2N
′′
2,4(x0) + d3N
′′
3,4(x0) = 0,
s′′(xn) = dn+1N
′′
n+1,4(xn) + dn+2N
′′
n+2,4(xn) + dn+3N
′′
n+3,4(xn) = 0.
Zusammengefasst erhalten wir d1 = y0, dn+3 = yn sowie das LGS fu¨r d2, d3, ..., dn+2
N ′′2,4(x0) N
′′
3,4(x0)
N2,4(x1) N3,4(x1) N4,4(x1)
. . .
. . .
. . .
Nn,4(xn−1) Nn+1,4(xn−1) Nn+1,4(xn−1)
N ′′n+1,4(xn) N
′′
n+2,4(xn)


d2
d3
...
dn+1
dn+2

=

−d1N ′′1,4(x0)
y1
...
yn−1
−dn+3N ′′n+3,4(xn)

.
(6.17) Beispiel Gesucht ist der interpolierende kubische Spline zu den Wertepaaren
(xj , yj), j = 0, 1, 2, 3, gegeben durch (0, 0), (1, 2), (3, 1), (4, 4).
Der Ansatz
s(x) =
6∑
i=1
diNi,4(x), n = 3,
mit d1 = y0 = 0, d6 = y3 = 4 und
N1,4(x) =

0 x < 0
−(x− 1)3 x < 1
0 1 ≤ x
N6,4(x) =

0 x < 3
(x− 3)3 x < 4
0 4 ≤ x
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N2,4(x) =

0 x < 0
13
9
x3 − 4x2 + 3x x < 1
10
9
− 2x
3
+
(x− 1)2
3
− (x− 1)
3
18
x < 3
0 3 ≤ x
N3,4(x) =

0 x < 0
−19
36
x3 + x2 x < 1
1
18
+
5x
12
− 7(x− 1)
2
12
+
5(x− 1)3
36
x < 3
5
6
− x
4
+
(x− 3)2
4
− (x− 3)
3
12
x < 4
0 4 ≤ x
N4,4(x) =

0 x < 0
x3
12
x < 1
−1
6
+
x
4
+
(x− 1)2
4
− 5(x− 1)
3
36
x < 3
31
18
− 5x
12
− 7(x− 3)
2
12
+
19(x− 3)3
36
x < 4
0 4 ≤ x
N5,4(x) =

0 x < 1
(x− 1)3
18
x < 3
−14
9
+
2x
3
+
(x− 3)2
3
− 13(x− 1)
3
9
x < 4
0 4 ≤ x
fu¨hrt auf das LGS
−8 2 0 0
4
9
17
36
1
12
0
0 1
12
17
36
4
9
0 0 2 −8


d2
d3
d4
d5
 =

−0 · 6
2
1
−4 · 6
 =

0
2
1
−24
 .
mit dem Ergebnis
d2 =
43
48
, d3 =
43
12
, d4 = −13
12
, d5 =
131
48
.
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Da die B-Splines Nik(x) vom Grad k − 1 = 1, 2, 3 des o¨fteren verwendet werden, ver-
schaffen wir uns einen U¨berblick mit einer Standardunterteilung
n = 5, ∆ = {ξ1, ξ2, ξ3, ξ4, ξ5} = {x0, x1, x2, x3, x4} = {0, 1, 2, 3, 4},
∆erw = {ξ−(k−1)+1, ξ−(k−1)+2, ..., ξ5+(k−1)}.
Wir verwenden dazu das CAS Maple.
Maple V (a¨hnlich bei den weiteren Maple-Versionen) bietet dafu¨r die hilfreiche Funk-
tion
bspline(k-1,x,[x(1),x(2),...,x(k+1)]) ,
wobei k−1 der Grad (Ordnung k) ist, x das Argument in der Funktionsdarstellung sowie
die x(1), ..., x(k + 1) die k + 1 Stu¨tzstellenwerte. Damit ist das Intervall [x(1), x(k + 1)]
der aus k Teilintervallen bestehende Tra¨ger des B-Splines Nik(x) mit ξi = x(1). Die
Berechnung erfolgt mit den Rekursionsbeziehungen.
Einige Berechnungen und Grafik in Maple V
Man beachte die Symmetrie der Splines bez. der Mitte des Intervalls der Stu¨tzstellen.
> restart:
> with(plots):
> readlib(spline):
> readlib(bspline):
# Splineinterpolation mit B-Splines
# ausgewaehlte B-Splines
> n := 5:
> xi := [0, 1, 2, 3, 4]:
> bspline(1,x,[0,0,1]);
> plot(bspline(1,x,[0,0,1]),x=-1..5,title=‘N02(x)‘);
0 x < 0
1− x x < 1
0 otherwise
> bspline(2,x,[0,0,1,2]);
> plot(bspline(2,x,[0,0,1,2]),x=-1..5,title=‘N03(x)‘);
0 x < 0
−3
2
x2 + 2x x < 1
3
2
− x+ 1
2
(x− 1)2 x < 2
0 otherwise
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> bspline(3,x,[0,0,1,2,3]);
> plot(bspline(3,x,[0,0,1,2,3]),x=-1..5,title=‘N04(x)‘);
0 x < 0
−11
12
x3 +
3
2
x2 x < 1
1
3
+
1
4
x− 5
4
(x− 1)2 + 7
12
(x− 1)3 x < 2
7
6
− 1
2
x+
1
2
(x− 2)2 − 1
6
(x− 2)3 x < 3
0 otherwise
k = 1: ∆erw = {0, 1, 2, 3, 4}.
k = 2: ∆erw = {0, 0, 1, 2, 3, 4, 4}, dim = 5.
Ni,2(x) Tra¨ger 3. Parameter in bspline()
N0,2(x) [ξ0, ξ2] = [0, 1], ξ0 = ξ1 [0,0,1]
N1,2(x) [ξ1, ξ3] = [0, 2] [0,1,2]
N2,2(x) [ξ2, ξ4] = [1, 3] [1,2,3]
N3,2(x) [ξ3, ξ5] = [2, 4] [2,3,4]
N4,2(x) [ξ4, ξ6] = [3, 4], ξ6 = ξ5 [3,4,4]
Die “Hu¨tchenfunktionen“ Ni,2(x) sind im Beispiel (6.9) schon einmal gezeigt worden.
Abb. 6.8 B-Splines 1. Grades Ni,2(x), i = 0, 1, 2, 3, 4
0.2
0.4
0.6
0.8
1
–1 1 2 3 4 5
x
B-Splines N(i,2)(x), i=0,1,2,3,4
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k = 3: ∆erw = {0, 0, 0, 1, 2, 3, 4, 4, 4}, dim = 6.
Ni,3(x) Tra¨ger 3. Parameter in bspline()
N−1,3(x) [ξ−1, ξ2] = [0, 1], ξ−1 = ξ1 [0,0,0,1]
N0,3(x) [ξ0, ξ3] = [0, 2], ξ0 = ξ1 [0,0,1,2]
N1,3(x) [ξ1, ξ4] = [0, 3] [0,1,2,3]
N2,3(x) [ξ2, ξ5] = [1, 4] [1,2,3,4]
N3,3(x) [ξ3, ξ6] = [2, 4], ξ6 = ξ5 [2,3,4,4]
N4,3(x) [ξ4, ξ7] = [3, 4], ξ7 = ξ5 [3,4,4,4]
N−1,3(x) =
{
(1− x)2, x ∈ [0, 1]
0, sonst
N4,3(x) =
{
(x− 3)2, x ∈ [3, 4]
0, sonst
N0,3(x) =

−32x2 + 2x, x ∈ [0, 1]
3
2 − x+ 12(x− 1)2, x ∈ [1, 2]
0, sonst
N3,3(x) =

1
2(x− 2)2, x ∈ [2, 3]
−52 + x− 32(x− 3)2, x ∈ [3, 4]
0, sonst
N1,3(x) =

1
2x
2, x ∈ [0, 1]
1
2x
2 − 32 (x− 1)2, x ∈ [1, 2]
1
2(3− x)2, x ∈ [2, 3]
0, sonst
N2,3(x) =

1
2(x− 1)2, x ∈ [1, 2]
1
2(x− 1)2 − 32(x− 2)2, x ∈ [2, 3]
1
2(4− x)2, x ∈ [3, 4]
0, sonst.
Abb. 6.9 B-Splines 2. Grades Ni,3(x), i = −1, 0, 1, 2, 3, 4
0.2
0.4
0.6
0.8
1
–1 1 2 3 4 5
x
B-Splines N(i,3)(x), i=–1,0,1,2,3,4
k = 4: ∆erw = {0, 0, 0, 0, 1, 2, 3, 4, 4, 4, 4}, dim = 7.
Ni,4(x) Tra¨ger 3. Parameter in bspline()
N−2,4(x) [ξ−2, ξ2] = [0, 1], ξ−2 = ξ1 [0,0,0,0,1]
N−1,4(x) [ξ−1, ξ3] = [0, 2], ξ−1 = ξ1 [0,0,0,1,2]
N0,4(x) [ξ0, ξ4] = [0, 3], ξ0 = ξ1 [0,0,1,2,3]
N1,4(x) [ξ1, ξ5] = [0, 4] [0,1,2,3,4]
N2,4(x) [ξ2, ξ6] = [1, 4], ξ7 = ξ5 [1,2,3,4,4]
N3,4(x) [ξ3, ξ7] = [2, 4], ξ7 = ξ5 [2,3,4,4,4]
N4,4(x) [ξ4, ξ8] = [3, 4], ξ8 = ξ5 [3,4,4,4,4]
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Abb. 6.10 B-Splines 3. Grades Ni,4(x), i = −2,−1, 0, 1, 2, 3, 4
0.2
0.4
0.6
0.8
1
–1 1 2 3 4 5
x
B-Splines N(i,4)(x), i=–2,–1,0,1,2,3,4
N−2,4(x) =
{
(1− x)3, x ∈ [0, 1]
0, sonst
N−1,4(x) =

7
4
x3 − 9
2
x2 + 3x, x ∈ [0, 1]
1
4
− 3
4
(x− 1) + 3
4
(x− 1)2 − 1
4
(x− 1)3, x ∈ [1, 2]
0, sonst
N0,4(x) =

−11
12
x3 + 3
2
x2, x ∈ [0, 1]
7
12
+ 1
4
(x− 1)− 5
4
(x− 1)2 + 7
12
(x− 1)3, x ∈ [1, 2]
1
6
− 1
2
(x− 2) + 1
2
(x− 2)2 − 1
6
(x− 2)3, x ∈ [2, 3]
0, sonst
N1,4(x) =

1
6
x3, x ∈ [0, 1]
1
6
+ 1
2
(x− 1) + 1
2
(x− 1)2 − 1
2
(x− 1)3, x ∈ [1, 2]
4
6
− (x− 2)2 + 1
2
(x− 2)3, x ∈ [2, 3]
1
6
− 1
2
(x− 3) + 1
2
(x− 3)2 − 1
6
(x− 3)3 = 1
6
(4− x)3, x ∈ [3, 4]
N2,4(x) =

1
6
(x− 1)3, x ∈ [1, 2]
1
6
+ 1
2
(x− 2) + 1
2
(x− 2)2 − 7
12
(x− 2)3, x ∈ [2, 3]
7
12
− 1
4
(x− 3)− 5
4
(x− 3)2 + 11
12
(x− 3)3, x ∈ [3, 4]
0, sonst
N3,4(x) =

1
4
(x− 2)3, x ∈ [2, 3]
1
4
+ 3
4
(x− 3) + 3
4
(x− 3)2 − 7
4
(x− 3)3, x ∈ [3, 4]
0, sonst
N4,4(x) =
{
(x− 3)3, x ∈ [3, 4]
0, sonst.
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In Maple 8 ist die entsprechende Funktion etwas vera¨ndert worden.
Basisspline (B-Spline)
> restart:
with(plots):
with(CurveFitting):
The functions BSpline(k,v) or BSpline(k,v,opt) compute the segment polynomials
for the B-spline of order k (degree=k − 1) in the symbol v on the knot sequence in opt.
If opt is not specified, the uniform knot sequence [0, 1, ..., k] is used.
B-Spline der Ordnung k = 2 (Grad k − 1 = 1), “Huetchen“
Unterteilung {0, 1, 2, 3, 4}
> BSpline(2,t);
BSpline(2,t,knots=[0,1,2]): # analog
BSpline(2,t,knots=[a,b,c]); 
0 t < 0
t t < 1
2− t t < 2
0 2 ≤ t
0 t < a
−−t+ a
b− a t < b
−t+ b
c− b −
−b+ a
b− a t < c
0 c ≤ t
> plot(BSpline(2,t),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 1.Grades "Mitte"‘);
> # Kontrolle der Zerlegung der 1
simplify(sum(BSpline(2,t,knots=[k,k,k]+[0,1,2]),
k=-infinity..infinity));
simplify(sum(BSpline(2,t,knots=[k,k,k]+[0,1,2]),k=-10..10));
∞∑
k=−∞


0 t < k
t− k t < 1 + k
2− t+ k t < 2 + k
0 2 + k ≤ t


0 t < -10
10 + t t < -9
1 t < 11
12− t t < 12
0 12 ≤ t
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> BSpline(2,t,knots=[0,0,1]);
plot(BSpline(2,t,knots=[0,0,1]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 1.Grades "links"‘);
0 t < 0
1− t t < 1
0 1 ≤ t
> BSpline(2,t,knots=[3,4,4]);
plot(BSpline(2,t,knots=[3,4,4]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 1.Grades "rechts"‘);
0 t < 3
−3 + t t < 4
0 4 ≤ t
B-Spline der Ordnung k = 3 (Grad k − 1 = 2), “quadratische Parabel“
Unterteilung {0, 1, 2, 3, 4}
> BSpline(3,t);
plot(BSpline(3,t),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 2.Grades "Mitte"‘);
0 t < 0
t2
2
t < 1
−1
2
+ t− (t− 1)2 t < 2
5
2
− t+ (−2 + t)
2
2
t < 3
0 3 ≤ t
> BSpline(3,t,knots=[0,0,0,1]);
plot(BSpline(3,t,knots=[0,0,0,1]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 2.Grades "links"‘);
0 t < 0
t2 − 2t+ 1 t < 1
0 1 ≤ t
> BSpline(3,t,knots=[0,0,1,2]);
plot(BSpline(3,t,knots=[0,0,1,2]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 2.Grades "fast links"‘);
0 t < 0
−3
2
t2 + 2t t < 1
3
2
− t+ (t− 1)
2
2
t < 2
0 2 ≤ t
Prof. Dr. H. Babovsky, PD Dr. W. Neundorf, Numerische Approximation 113
> BSpline(3,t,knots=[2,3,4,4]);
plot(BSpline(3,t,knots=[2,3,4,4]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 2.Grades "fast rechts"‘);
0 t < 2
(−2 + t)2
2
t2 + 2t t < 3
−5
2
+ t− 3(−3 + t)
2
2
t < 4
0 4 ≤ t
> BSpline(3,t,knots=[3,4,4,4]);
plot(BSpline(3,t,knots=[3,4,4,4]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 2.Grades "rechts"‘);
0 t < 3
(−3 + t)2 t < 4
0 4 ≤ t
Unterteilung {0, 1, 2, 3}
> BSpline(3,t,knots=[1,2,3,3]);
plot(BSpline(3,t,knots=[1,2,3,3]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 2.Grades "fast rechts"‘);
0 t < 1
(t− 1)2
2
t < 2
−3
2
+ t− 3(−2 + t)
2
2
t < 3
0 3 ≤ t
> BSpline(3,t,knots=[2,3,3,3]);
plot(BSpline(3,t,knots=[2,3,3,3]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 2.Grades "rechts"‘);
0 t < 2
(−2 + t)2 t < 3
0 3 ≤ t
B-Spline der Ordnung k = 4 (Grad k − 1 = 3), “kubische Parabel“ Unterteilung
{0, 1, 2, 3, 4}
> BSpline(4,t);
plot(BSpline(4,t),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 3.Grades "Mitte"‘);
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
0 t < 0
t3
6
t < 1
−1
3
+
t
2
+
(t− 1)2
2
− (t− 1)
3
2
t < 2
2
3
− (−2 + t)2 + (−2 + t)
3
2
t < 3
5
3
− t
2
+
(−3 + t)2
2
− (−3 + t)
3
6
t < 4
0 4 ≤ t
> BSpline(4,t,knots=[0,0,0,0,1]);
plot(BSpline(4,t,knots=[0,0,0,0,1]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 3.Grades "links"‘);
0 t < 0
−t3 + 3t2 − 3t+ 1 t < 1
0 1 ≤ t
> t := ’t’:
b3 := BSpline(4,t,knots=[0,0,0,1,2]);
plot(BSpline(4,t,knots=[0,0,0,1,2]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 3.Grades "fast links"‘);
t :=1;
b3;
b3 :=

0 t < 0
7
4
t3 − 9
2
t2 + 3t t < 1
1− 3t
4
+
3(t− 1)2
4
− (t− 1)
3
4
t < 2
0 2 ≤ t
t := 1
1
4
> t := ’t’:
b3 := BSpline(4,t,knots=[0,0,1,2,3]);
plot(BSpline(4,t,knots=[0,0,1,2,3]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 3.Grades "noch weniger links"‘);
t := 1; b3; # Funktionswerte
t := 2; b3;
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b3 :=

0 t < 0
−11
12
t3 +
3
2
t2 t < 1
1
3
+
t
4
− 5(t− 1)
2
4
+
7(t− 1)3
12
t < 2
7
6
− t
2
− (−2 + t)
2
2
− (−2 + t)
3
6
t < 3
0 3 ≤ t
t := 1
7
12
t := 2
1
6
> t := ’t’:
BSpline(4,t,knots=[1,2,3,4,4]);
plot(BSpline(4,t,knots=[1,2,3,4,4]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 3.Grades "noch weniger rechts"‘);
0 t < 1
(t− 1)3
6
t < 2
−5
6
+
t
2
+
(−2 + t)2
2
− 7(−2 + t)
3
12
t < 3
4
3
− t
4
− 5(−3 + t)
2
4
+
11(−3 + t)3
12
t < 4
0 4 ≤ t
> BSpline(4,t,knots=[2,3,4,4,4]);
plot(BSpline(4,t,knots=[2,3,4,4,4]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 3.Grades "fast rechts"‘);
0 t < 2
(−2 + t)3
4
t < 3
−2 + 3t
4
+
3(−3 + t)2
4
− 7(−3 + t)
3
4
t < 4
0 4 ≤ t
> BSpline(4,t,knots=[3,4,4,4,4]);
plot(BSpline(4,t,knots=[3,4,4,4,4]),t=-1..5,0..1,thickness=3,
scaling=constrained,title=‘B-Spline 3.Grades "rechts"‘);
0 t < 3
(−3 + t)3 t < 4
0 4 ≤ t
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Die k-fache Wiederholung der ersten und letzten Stu¨tzstelle kann man auch umgehen.
Der “innere“ Standard-B-Spline Nik(x) mit seinem Tra¨ger [ξi, ξi+k] wird einfach nach
links und rechts verschoben, so dass an den Ra¨ndern keine Extraformeln zu berechnen
sind. Was von diesen B-Splines u¨ber das Stu¨tzstellenintervall hinausgeht, wird einfach
abgeschnitten. Man spricht dann auch von abgebrochenen B-Splines.
Fu¨r den Fall a¨quidistanter Stu¨tzstellen
xi = x0 + ih, x0 = a, h =
b− a
n
,
vergro¨ßert man die Unterteilung um die Punkte x−3, x−2, x−1 links und xn+1, xn+2, xn+3
rechts und definiert somit modifizierte Basisfunktionen 3. Grades.
(6.18) Definition Globale kubische Basissplines
Der globale kubische Basisspline N˜i,4(x) ∈ C2(−∞,∞) mit seinem kompakten Tra¨ger
[xi−2, xi+2] ist intervallweise definiert und hat die Form
N˜i,4(x) =
1
h3

(x− xi−2)3, x ∈ [xi−2, xi−1],
h3 + 3h2(x− xi−1) + 3h(x− xi−1)2
− 3(x− xi−1)3, x ∈ [xi−1, xi],
h3 + 3h2(xi+1 − x) + 3h(xi+1 − x)2
− 3(xi+1 − x)3, x ∈ [xi, xi+1],
(xi+2 − x)3, x ∈ [xi+1, xi+2],
0, sonst.
Man kann nachpru¨fen, dass N˜i,4(x) folgende Funktions- und Ableitungswerte an den
Stu¨tzstellen hat.
Tab. 6.2 N˜i,4(x) und seine ersten Ableitungen bei xj
xi−2 xi−1 xi xi+1 xi+2 sonst
N˜i,4(xj) 0 1 4 1 0 0
[N˜i,4(xj)]
′ 0 3/h 0 −3/h 0 0
[N˜i,4(xj)]
′′ 0 6/h2 −12/h2 6/h2 0 0
Die Funktionen N˜i,4(x), i = −1, 0, ..., n, n+1, stellen eine Basis fu¨r den Raum S4,∆ dar.
Es gilt
s(x) =
n+1∑
i=−1
ciN˜i,4(x).
Die n+ 3 Unbekannten ci ergeben sich aus der Interpolationsforderung
yj = s(xj) =
n+1∑
i=−1
ciN˜i,4(xj), j = 0, 1, ..., n,
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sowie 2 zusa¨tzlichen Bedingungen, wie z.B. bei natu¨rlichen Splines, der Gestalt
0 = s′′(x0) =
n+1∑
i=−1
ci[N˜i,4(x0)]
′′, 0 = s′′(xn) =
n+1∑
i=−1
ci[N˜i,4(xn)]
′′.
Somit gelangen wir auf die Lo¨sung eines LGS mit einer Koeffizientenmatrix in “Fast“-
Tridiagonalform.
6
h2
− 12
h2
6
h2
0
1 4 1
1 4 1
. . .
. . .
. . .
1 4 1
0 6
h2
− 12
h2
6
h2


c−1
c0
c1
· · ·
cn
cn+1

=

0
y0
y1
· · ·
yn
0

.
Man eliminiert die beiden Nichtnullkomponenten außerhalb des Tridiagonalbandes und
lo¨st dann das LGS mit Gauß-Elimination.
Fu¨r jedes Teilintervall [xi, xi+1] ergibt sich der lokale kubische Spline
s(i)(x) = ci−1N˜i−1,4(x) + ciN˜i,4(x) + ci+1N˜i+1,4(x) + ci+2N˜i+2,4(x), i = 0, 1, ..., n− 1.
Die vier Beitra¨ge der B-Splines auf diesem Intervall bezeichnet man als lokale kubische
Basisfunktionen.
Auch die anderen Endbedingungen kann man analog einbeziehen.
Abschließend noch die Formel fu¨r eine lokale kubische Splinefunktion auf der Basis von
Funktionswerten und 1. Ableitungen.
(6.19) Satz Ein interpolierender kubischer Spline la¨sst sich auf dem Intervall [xi, xi+1]
wie folgt darstellen.
s(i)(x) = yi + λi(x− xi) +
yi+1 − yi
xi+1 − xi − λi
xi+1 − xi (x− xi)
2
+
λi+1 − 2 yi+1 − yi
xi+1 − xi + λi
(xi+1 − xi)2 (x− xi)
2(x− xi+1), i = 0, 1, ..., n− 1.
Bei dem angegebenen Polynom handelt es sich um das kubische Hermitesche Interpola-
tionspolynom zu den Daten (xi, yi, λi), (xi+1, yi+1, λi+1) , d. h. es gilt
s(i)(xi) = yi, s
(i)(xi+1) = yi+1
s(i)(xi)
′ = λi, s
(i)(xi+1)
′ = λi+1
}
i = 0, 1, ..., n− 1.
Beweis Man pru¨fe die Interpolationsbedingungen nach. 2
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6.5 Kru¨mmung einer Kurve
Gegeben sei eine zweimal stetig differenzierbare Kurve f : [a, b]→ lR und ein x ∈ (a, b)
mit f ′′(x) 6= 0.
Hergeleitet werden soll die Definition des Kru¨mmungsradius an f in x.
Konstruktion des Schmiegekreises an f in x
Sei y = f(x), y′ = f ′(x), y′′ = f ′′(x). Man wa¨hle h > 0 und bestimme den Kreis
durch die Punkte {P−1,P0,P1} = {(x− h, f(x− h)), (x, f(x)), (x+ h, f(x+ h))}
mit dem Mittelpunkt M .
Abb. 6.12 Geometrische Erla¨uterung zum Schmiegekreis, hier durch
die Punkte {P−1,P0,P1} = {(x− h1, f(x− h1)), (x, f(x)), (x+ h2, f(x+ h2))}
-
6
s
s
s
c
c
q
q
s
P0
P1
P−1
x0
y=f(x)M
M˜
pi1
pi2
g1
g2
RK P˜1
P˜−1
Dann ist
P−1 = (x− h, f(x− h)) ≈ (x− h, y − hy′ + h2/2 y′′) = P˜−1,
P1 = (x+ h, f(x+ h)) ≈ (x+ h, y + hy′ + h2/2 y′′) = P˜1.
Die Geraden g1 und g2 seien die Mittelsenkrechten auf den Verbindungsstrecken
P˜−1P0 und P0P˜1, also
g1 = pi1 + λ · v1, g2 = pi2 + µ · v2
mit
pi1 =
1
2
(P˜−1 +P0) =
1
2
(2x− h, 2y − hy′ + h2/2 y′′),
pi2 =
1
2
(P0 + P˜1) =
1
2
(2x+ h, 2y + hy′ + h2/2 y′′),
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und senkrechten Vektoren v1, v2, z. B.
P˜−1P0 ⊥ v1, P0P˜1 ⊥ v2,
v1 = (y
′ − h/2 y′′,−1), v2 = (y′ + h/2 y′′,−1),
P0 − P˜−1 = (h, hy′ − h2/2 y′′) = h(1, y′ − h/2 y′′) ⊥ (y′ − h/2 y′′,−1).
M˜ als Schnittpunkt der Geraden g1 und g2 fu¨hrt auf die zwei Bedingungen
1
2
(2x− h) + λ(y′ − h
2
y′′) =
1
2
(2x+ h) + µ(y′ +
h
2
y′′),
1
2
(2y − hy′ + h
2
2
y′′)− λ = 1
2
(2y + hy′ +
h2
2
y′′)− µ.
Die zweite Gleichung liefert λ = µ− hy′. Durch Einsetzen in die erste Gleichung erha¨lt
man
−µy′′ − y′2 − h
2
y′y′′ = 1.
Im Limes h → 0 folgt M˜ → M und µ = (1 + y′2)/(−y′′). Der Schnittpunkt der
Geraden g1, g2 liegt dann bei
M = (M1,M2) = (x0, y0) = (x+ µy
′, y − µ).
Der Radius des gesuchten Kreises ist
RK = [(M1 −P0,1)2 + (M2 −P0,2)2]1/2
= |µ|
√
y′2 + 1
=
(
1 + y′2
)3/2
|y′′| .
(6.20) Definition Schmiegekreis mit seinen Eigenschaften
Der Kreis mit dem Mittelpunkt M und Radius RK heißt Schmiegekreis an f in x.
RK ist der Kru¨mmungsradius, die inverse Gro¨ße
K =
1
RK
=
|y′′|(
1 + y′2
)3/2
die Kru¨mmung von f in x.
Prof. Dr. H. Babovsky, PD Dr. W. Neundorf, Numerische Approximation 120
Gla¨ttungseigenschaften kubischer Splines
Als Maß fu¨r die Kru¨mmung von f in x kann also f ′′(x) betrachtet werden.
Ein Maß fu¨r die Kru¨mmung im Intervall [a, b] ist die integrale Gro¨ße
‖f ′′‖2 =
 b∫
a
[f ′′(x)]
2
dx
1/2 .
Diese wird durch gewisse kubische Splines minimiert, wie der nachfolgende Satz zeigt.
(6.21) Satz Gegeben seien eine Unterteilung ∆ = {a = ξ0, ξ1, . . . , ξl+1 = b} und eine
zweimal stetig differenzierbare Funktion f : [a, b]→ lR.
p : [a, b] → lR sei eine f interpolierende Funktion, d. h. es gelte p(ξi) = f(ξi), i =
0, 1, . . . , l + 1.
Ist s ein interpolierender kubischer Spline von f mit der zusa¨tzlichen Eigenschaft
[s′′(x)(p′(x)− s′(x))]bx=a = 0,
so ist ‖s′′‖2 ≤ ‖p′′‖2.
Beweis Aus p′′ = s′′ + (p′′ − s′′) folgt
b∫
a
(p′′)2dx =
b∫
a
(s′′)2dx+ 2
b∫
a
s′′(p′′ − s′′)dx
︸ ︷︷ ︸
(∗)
+
b∫
a
(p′′ − s′′)2dx
︸ ︷︷ ︸
≥0
≥
b∫
a
(s′′)2dx,
falls (∗) verschwindet. Mittels partieller Integration und nach Voraussetzung gilt
∫ b
a
s′′(p′′ − s′′)dx = [s′′(p′ − s′)]ba −
∫ b
a
s′′′(p′ − s′)dx = −
b∫
a
s′′′(p′ − s′)dx.
Nach Definition ist s′′′ stu¨ckweise konstant und s′′′(x) = σi fu¨r x ∈ (ξi, ξi+1).
Daher ist
b∫
a
s′′(p′′ − s′′)dx = −
l∑
i=0
σi
ξi+1∫
ξi
(p′ − s′)dx = −
l∑
i=0
σi[p(x)− s(x)]ξi+1ξi = 0
wegen der Interpolationseigenschaft. 2
(6.22) Folgerung Sei s ein kubischer Interpolationsspline. Ist p eine weitere zweimal
stetig differenzierbare interpolierende Funktion, und erfu¨llt s die erga¨nzenden natu¨rli-
chen Randbedingungen oder erfu¨llen s und p gleichzeitig eine der Bedingungen s′′(a) =
s′′(b) = 0 oder s′(a) = p′(a), s′(b) = p′(b), so ist ‖s′′‖2 ≤ ‖p′′‖2.
Beweis Analog zum Beweis des vorherigen Satzes.
Nach Voraussetzung gilt [s′′(x)(p′(x)− s′(x))]bx=a = 0. 2
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6.6 Parametrische kubische Splines
Sie dienen zur Kurvendarstellung. Ziel ist dabei die Interpolation mit entsprechenden
Glattheit der punktweise gegebenen Kurve in lR2
C = {Pk | Pk = (xk, yk), k = 0, 1, ..., n}.
Die Parameterdarstellung von C sei
x = x(t), y = y(t), a ≤ t ≤ b.
Abb. 6.13 Offene bzw. geschlossene Kurven in der Ebene mit Parametrisierung
- -
6 6
s
s
s
s
yk
y
xk x
P0
Pk
Pk+1
Pn
τk
C
ﬃ
s
s
s

x
y
C
P0 = Pn
Pk
Pk+1
Algorithmus fu¨r parametrische Splines
1. Bestimmung der t-Werte tk zu xk = x(tk), yk = y(tk).
Approximation der Bogenla¨nge zwischen Pk = (xk, yk) und Pk+1 = (xk+1, yk+1) durch
die Verbindungsstrecke
τk = tk+1 − tk =
√
(xk+1 − xk)2 + (yk+1 − yk)2,
tk+1 = tk + τk, k = 0, 1, ..., n− 1, t0 = 0.
2. Interpolation der zwei Funktionen x(t), y(t) durch kubische Splinefunktionen sx(t), sy(t)
mit
sx(tk) = xk, sy(tk) = yk, k = 0, 1, ..., n,
und den Glattheitsforderungen fu¨r kubische Splines.
(6.23) Bemerkung (a) Sinnvoll ist die Approximation offener Kurven durch natu¨rli-
che Splines sowie die Approximation geschlossener Kurven durch periodische Splines.
(b) Die Approximation von Raumkurven (x(t), y(t), z(t)), a ≤ t ≤ b, kann analog erfol-
gen unter Einbeziehung der Werte zk.
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6.7 Berechnung kubischer Splines mittels Be´zier-Kurven
Wir bestimmen den kubischen Spline der Ordnung k = 4 mit der Stu¨tzstellenfolge
∆1 = {ξ1, ξ2, ..., ξn}.
Die zugeho¨rige erweiterte Stu¨tzstellenfolge ist
∆erw = {ξ−2, ξ−1, ξ0, ξ1, ..., ξn, ξn+1, ξn+1, ξn+3},
wobei ξ−2 = ξ−1 = ξ0 = ξ1, ξn = ξn+1 = ξn+2 = ξn+3, dim = n− 1− (−3) = n+ 2.
Zu einer gegebenen Funktion f : [a, b]→ lR finde man den kubischen Spline s(t), der an
den Stu¨tzstellen ξi, i = 1, . . . , n, die n Interpolationsbedingungen s(ξi) = f(ξi) erfu¨llt.
(A) Der erste Ansatz ist die B-Spline-Darstellung
s(t) =
n−1∑
i=−2
diNi,4(t)
mit den dim = n+2 unbekannten Koeffizienten di. Die verbleibenden zwei Freiheitsgrade
sind, wie schon erwa¨hnt, durch zwei zusa¨tzliche Forderungen zu binden.
Tab. 6.3 Tra¨gerintervalle der B-Splines Ni,4(t)
Ni,4(t) kompakte Tra¨ger
N−2,4(t) [ξ−2, ξ2] = [ξ1, ξ2]
N−1,4(t) [ξ−1, ξ3] = [ξ1, ξ3]
N0,4(t) [ξ0, ξ4] = [ξ1, ξ4]
N1,4(t) [ξ1, ξ5]
... ...
Ni,4(t) [ξi, ξi+4]
... ...
Nn−2,4(t) [ξn−2, ξn+2] = [ξn−2, ξn]
Nn−1,4(t) [ξn−1, ξn+3] = [ξn−1, ξn]
(B) Die Berechnung kubischer Splines erfolgt nun als zusammengesetzte Be´zier-Kurve
unter Verwendung von zusa¨tzlichen Punkten in den Teilintervallen.
Mit [ξi, ξi+4] als Tra¨ger von Ni,4 ist Ni,4(ξi) = Ni,4(ξi+4) = 0. Man definiere
αi = Ni−3,4(ξi), βi = Ni−2,4(ξi), γi = Ni−1,4(ξi).
Sei weiterhin ∆ξi = ξi+1 − ξi und die ∆ξi alle gleich, d. h. eine a¨quidistante Parametri-
sierung ist gegeben.
Der allgemeine Ansatz
s(t) =
n−1∑
i=−2
diNi,4(t)
mit den Hilfspunkten di fu¨hrt wegen der Endpunkteigenschaften auf
x1 =
n−1∑
k=−2
dkNk,4(ξ1) = d−2, xn =
n−1∑
k=−2
dkNk,4(ξn) = dn−1,
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und fu¨r die inneren Koeffizienten bei t = ξi auf die Gleichung
xi =
n−1∑
k=−2
dkNk,4(ξi).
Davon bleiben nur drei Summanden u¨brig.
xi = αidi−3 + βidi−2 + γidi−1.
Diese Hilfspunkte di bezeichnet man auch als de Boor-Ordinaten. Sie bilden das B-
Spline-Polygon.
Die Koeffizienten αi, βi, γi sollen indirekt bestimmt werden, um dann im na¨chsten Schritt
die Punkte di mittels eines LGS zu ermitteln.
Andererseits kennt man die formale Darstellung von s(t) als zusammengesetzte Be´zier-
Kurve. Auf jedem Teilintervall [ξi, ξi+1], i = 1, . . . , n−1, kann man mittels der kubischen
Bernstein-Polynome die Formel
s(t) =
3∑
j=0
b3(i−1)+jB
3
j
(
t− ξi
∆ξi
)
notieren.
Die hierbei verwendeten Kontrollkoeffizienten bk, k = 0, 1, . . . , 3(n− 1), aus allen Teil-
intervallen nennt man auch de Boor-Punkte.
Abb. 6.14 Lage der ersten Kontrollkoeffizienten bj
t
t
t
c
c
c
c
c
b0
b3
b6
b1
b2
b4
b5
b7
ξ1 ξ2 ξ3
(a) Aus der Interpolationsbedingung folgt s(ξi) = b3(i−1) = xi.
(b) Stetige erste Ableitung in t = ξi heißt
b3(i−1) − b3(i−1)−1 = λ(b3(i−1)+1 − b3(i−1)), λ = 1,
und daraus folgt mit (a)
b3(i−1)−1 + b3(i−1)+1 = 2b3(i−1),
1
2
(b3(i−1)−1 + b3(i−1)+1) = xi.
Der Punkt xi ist damit der Mittelpunkt der Verbindungslinie von b3(i−1)−1 nach b3(i−1)+1.
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Abb. 6.15 Mittelpunkteigenschaft von Kontrollkoeffizienten xi = b3(i−1)
s
s
s
b3(i−1)−1
b3(i−1)+1
b3(i−1) = xi
ξi
(c) Die stetige zweite Ableitung gema¨ß
b3(i−1)−2 − 2b3(i−1)−1 + b3(i−1) = µ(b3(i−1)+2 − 2b3(i−1)+1 + b3(i−1)), µ = 1,
ergibt
2b3(i−1)−1 − b3(i−1)−2 = 2b3(i−1)+1 − b3(i−1)+2 = di−2.
Damit sind die Punkte b3(i−1)±1 die Mitten der Verbindungsstrecken von di−2 nach
b3(i−1)±2.
b3(i−1)−1 =
1
2
(b3(i−1)−2 + di−2),
b3(i−1)+1 =
1
2
(b3(i−1)+2 + di−2).
Abb. 6.16 Lage von Kontrollkoeffizienten b3(i−1)±l und Punkten di−2
s
s
s
s
c
b3(i−1)−2
b3(i−1)−1
di−2
b3(i−1)+1
b3(i−1)+2
(6.24) Bemerkung Die Punkte di−2 sind die Kontrollpunkte der B-Spline-Darstellung.
Aus der Definition der di−2 folgen mit den Beziehungen
di−2 = 2b3(i−1)−1 − b3(i−1)−2,
di−2 = 2b3(i−1)+1 − b3(i−1)+2 i→i−1=⇒ di−3 = 2b3(i−1)−2 − b3(i−1)−1
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ihre Linearkombination
2di−2 + di−3 = 3b3(i−1)−1,
a¨hnlich mit
di−2 = 2b3(i−1)+1 − b3(i−1)+2,
di−2 = 2b3(i−1)−1 − b3(i−1)−2 i→i+1=⇒ di−1 = 2b3(i−1)+2 − b3(i−1)+1
die Beziehung
2di−2 + di−1 = 3b3(i−1)+1.
Wiederum durch Addition der beiden Kombinationen erha¨lt man unter Beru¨cksichtigung
der Beziehung fu¨r die erste Ableitung fu¨r die inneren Punkte i = 3, 4, ..., n − 2 die
Gleichung
di−3 + 4di−2 + di−1 = 3(b3(i−1)−1 + b3(i−1)+1) = 6b3(i−1) = 6xi.
Die beiden Be´zier-Punkte b1, b3(n−1)−1 wa¨hlt man zuna¨chst beliebig, und man setzt
d−1 = b1, dn−2 = b3(n−1)−1.
An diese werden die Zusatzbedingungen gekoppelt.
In den beiden a¨ußeren Intervallen gelten spezielle Formeln, die noch zu beschreiben sind.
Insgesamt erhalten wir ein lineares Gleichungssystem der Form

1
1
∗ ∗ ∗
1 4 1
1 4 1
. . .
. . .
. . .
1 4 1
∗ ∗ ∗
1
1


d−2
d−1
d0
d1
d2
...
dn−4
dn−3
dn−2
dn−1

=

x1 = b0
b1
∗
6x3
6x4
...
6xn−2
∗
b3(n−1)−1
xn = b3(n−1)

.
Die Zeilen mit den Sternen geho¨ren zu den a¨ußeren Intervallen.
Die Zeilen mit b1, b3(n−1)−1 ha¨ngen von den zu erga¨nzenden Randbedingungen ab.
(1) Betrachtung der beiden a¨ußeren Intervalle
Dazu verwenden wir die verschiedenen Mittelpunkteigenschaften der Kontrollkoeffizien-
ten, so “links“ die Beziehungen
b3(i−1)−1 =
1
2
(b3(i−1)−2 + di−2),
3b3(i−1)+1 = 2di−2 + di−1.
Prof. Dr. H. Babovsky, PD Dr. W. Neundorf, Numerische Approximation 126
Bei i = 2 folgen daraus
b2 =
1
2
(b1 + d0) =
1
2
(d−1 + d0),
3b4 = 2d0 + d1,
6x2 = 3(b2 + b4) =
3
2
d−1 +
7
2
d0 + d1.
Analog gilt
6xn−1 = 3(b3(n−2)−1 + b3(n−2)+1) = dn−4 +
7
2
dn−3 +
3
2
dn−2.
(2) Einbeziehung der natu¨rlichen Randbedingungen
Dazu betrachten wir die zweiten Differenzen am Rand, die wegen Kru¨mmung=0 ver-
schwinden.
“links“ 0 = ∆2b0 = b2 − 2b1 + b0,
b0 = x1 = d−2,
b2 =
1
2
(d−1 + d0),
0 =
1
2
(d−1 + d0)− 2b1 + x1,
2b1 =
1
2
d−1 +
1
2
d0 + x1,
d−1 = b1 =
1
2
(1
2
d−1 +
1
2
d0 + x1
)
,
3
2
d−1 − 1
2
d0 = x1,
“rechts“ 0 = ∆2b3(n−1) = b3(n−1) − 2b3(n−1)−1 + b3(n−1)−2,
b3(n−1) = xn = dn−1,
b3(n−1)−2 =
1
2
(dn−2 + dn−3),
0 = xn − 2b3(n−1)−1 + 1
2
(dn−2 + dn−3),
2b3(n−1)−1 =
1
2
dn−2 +
1
2
dn−3 + xn,
dn−2 = b3(n−1)−1 =
1
2
(1
2
dn−2 +
1
2
dn−3 + xn
)
,
−1
2
dn−3 +
3
2
dn−2 = xn.
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Somit ersetzen wir die zweite und vorletzte Gleichung durch die neuen.

1
3
2
−1
2
3
2
7
2
1
1 4 1
1 4 1
. . .
. . .
. . .
1 4 1
1 7
2
3
2
−1
2
3
2
1


d−2
d−1
d0
d1
d2
...
dn−4
dn−3
dn−2
dn−1

=

x1
x1
6x2
6x3
6x4
...
6xn−2
6xn−1
xn
xn

.
Abb. 6.17 Eine kubische B-Spline-Kurve und ihr Kontrollpolygon im lE2
(6.25) Beispiel B-Spline-Darstellung mit Kontrollpunkten di zum Beispiel (6.16).
ξj, j = 1, 2, 3, 4 0 1 2 3
xj 2 3 3 5
Das LGS fu¨r die de Boor-Ordinaten lautet
1
3
2
−1
2
3
2
7
2
1
1 7
2
3
2
−1
2
3
2
1


d−2
d−1
d0
d1
d2
d3

=

x1
x1
6x2
6x3
x4
x4

mit der Lo¨sung
d−2 = 2, d−1 =
37
15
, d0 =
17
5
, d1 =
12
5
, d2 =
62
15
, d3 = 5.
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(6.26) Beispiel Weitere Notation der natu¨rlichen Randbedingungen
Die Ausgangsbeziehungen sind
s(t) =
n−1∑
i=−2
diNi,4(t),
s′′(t) =
n−1∑
i=−2
diN
′′
i,4(t),
Ni,4(t) mit Tra¨ger [ξi, ξi+4].
Am linken Rand t = ξ1 des Intervalls gilt
s′′(ξ1) =
n−1∑
i=−2
diN
′′
i,4(ξ1)
= d−2N
′′
−2,4(ξ1) + d−1N
′′
−1,4(ξ1) + d0N
′′
0,4(ξ1) + d1N
′′
1,4(ξ1).
Auf Grund der Eigenschaften der B-Spline gema¨ß Abschnitt 6.4 und unter Beru¨cksich-
tigung der Intervalltransformation
x ∈ [0, 1] −→ t ∈ [ξ1, ξ2], x = t− ξ1
ξ2 − ξ1 ,
und a¨quidistanter Stellen erha¨lt man fu¨r die zweiten Ableitungen der vier B-Splines
folgende Werte.
N−2,4(x) =
{
(1− x)3, x ∈ [0, 1]
0, sonst
N−2,4(t) =

(ξ2 − t)3
(ξ2 − ξ1)3 , t ∈ [ξ1, ξ2]
0, sonst
N ′′−2,4(t) =

6(ξ2 − t)
(ξ2 − ξ1)3 , t ∈ [ξ1, ξ2]
0, sonst
N ′′−2,4(ξ1) =
6(ξ2 − ξ1)
(ξ2 − ξ1)3 =
6
(ξ2 − ξ1)2 .
N−1,4(x) =

7
4
x3 − 9
2
x2 + 3x, x ∈ [0, 1]
sonst
N−1,4(t) =

7
4
(t− ξ1)3
(ξ2 − ξ1)3 −
9
2
(t− ξ1)2
(ξ2 − ξ1)2 + 3
t− ξ1
ξ2 − ξ1 , t ∈ [ξ1, ξ2]
sonst
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N ′′−1,4(t) =

7
4
6(t− ξ1)
(ξ2 − ξ1)3 −
9
2
2
(ξ2 − ξ1)2 , t ∈ [ξ1, ξ2]
sonst
N ′′−1,4(ξ1) = −
9
2
2
(ξ2 − ξ1)2 =
−9
(ξ2 − ξ1)2
N0,4(x) =
 −
11
12
x3 +
3
2
x2, x ∈ [0, 1]
sonst
N0,4(t) =
 −
11
12
(t− ξ1)3
(ξ2 − ξ1)3 +
3
2
(t− ξ1)2
(ξ2 − ξ1)2 , t ∈ [ξ1, ξ2]
sonst
N ′′0,4(t) =
 −
11
12
6(t− ξ1)
(ξ2 − ξ1)3 +
3
2
2
(ξ2 − ξ1)2 , t ∈ [ξ1, ξ2]
sonst
N ′′0,4(ξ1) =
3
2
2
(ξ2 − ξ1)2 =
3
(ξ2 − ξ1)2
N1,4(x) =

1
6
x3, x ∈ [0, 1]
sonst
N1,4(t) =

1
6
(t− ξ1)3
(ξ2 − ξ1)3 , t ∈ [ξ1, ξ2]
sonst
N ′′1,4(t) =

1
6
6(t− ξ1)
(ξ2 − ξ1)3 , t ∈ [ξ1, ξ2]
sonst
N ′′1,4(ξ1) = 0.
Somit ist die Zusatzgleichung “links“
0 = s′′(ξ1) = d−2
6
(ξ2 − ξ1)2 + d−1
−9
(ξ2 − ξ1)2 + d0
3
(ξ2 − ξ1)2 + d1 · 0,
0 = 2d−2 − 3d−1 + d0.
Analog erha¨lt man “rechts“
0 = dn−3 − 3dn−2 + 2dn−1.
(6.27) U¨bung Vervollsta¨ndigen Sie das LGS fu¨r andere erga¨nzende Randbedingungen.
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(C) Die Berechnung des natu¨rlichen kubischen Splines erfolgt wiederum als zusammen-
gesetzte Be´zier-Kurve unter Verwendung von zusa¨tzlichen Punkten in den Teilinterval-
len. Dabei vereinfacht sich die Darstellung, da es sich ja um eine eindeutige Funktion
handelt.
Auf jedem Teilintervall [ξi, ξi+1], i = 1, . . . , n− 1, hi = ∆ξi = ξi+1 − ξi, verwendet man
die kubischen Bernstein-Polynome mit den de Boor-Punkten bk und den Ansatz
s(t) =
3∑
j=0
b3(i−1)+jB
3
j
(
t− ξi
hi
)
.
Wir setzen b3(i−1) = f(ξi) = fi, i = 1, 2, ..., n, die anderen Kontrollkoeffizienten (Punk-
te) b3(i−1)+1, b3(i−1)+2 sind zuna¨chst unbekannt und mu¨ssen so gewa¨hlt werden, dass
die Stetigkeit der ersten beiden Ableitungen und die Randbedingungen erfu¨llt sind.
In den inneren Gitterpunkten ξi, i = 2, 3, ..., n− 1, ist mit der geforderten Glattheit
s′(ξi) =
3
hi−1
(b3(i−1) − b3(i−1)−1) = 3
hi
(b3(i−1)+1 − b3(i−1)),
woraus folgt
hib3(i−1)−1 + hi−1b3(i−1)+1 = (hi−1 + hi)b3(i−1).
Die zweiten Ableitungen sind
s′′(ξi) =
6
h2i−1
(b3(i−1) − 2b3(i−1)−1 + b3(i−1)−2) = 6
h2i
(b3(i−1)+2 − 2b3(i−1)+1 + b3(i−1))
mit der Folgerung
−h2ib3(i−1)−2 + 2h2ib3(i−1)−1 − 2h2i−1b3(i−1)+1 + h2i−1b3(i−1)+2 = (h2i − h2i−1)b3(i−1).
Die Randbedingungen lauten
s′′(ξ1) =
6
h21
(b2 − 2b1 + b0) = 0,
s′′(ξn) =
6
h2n−1
(b3(n−1) − 2b3(n−1)−1 + b3(n−1)−2) = 0,
bzw.
2b1 − b2 = b0,
−b3(n−1)−2 + 2b3(n−1)−1 = b3(n−1).
Damit sind alle Bedingungen fu¨r die unbekannten Kontrollpunkte
b1,b2, b4,b5, ..., b3(n−1)−2,b3(n−1)−1 formuliert.
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(6.28) Beispiel Gesucht ist der natu¨rliche kubische Spline zur Referenz
{(0, 0), (1, 2), (3, 1), (4, 4)}, (Beispiel (6.17)).
Die Gleichungen des Systems sind
2b1 − b2 = b0,
h2b2 + h1b4 = (h1 + h2)b3,
−h22b1 + 2h22b2 − 2h21b4 + h21b5 = (h22 − h21)b3,
h3b5 + h2b7 = (h2 + h3)b6,
−h23b4 + 2h23b5 − 2h22b7 + h22b8 = (h23 − h22)b6,
−b7 + 2b8 = b9.
Das LGS ist
2 −1
2 1
−4 8 −2 1
1 2
−1 2 −8 4
−1 2


b1
b2
b4
b5
b7
b8

=

b0
3b3
3b3
3b6
−3b6
b9

=

0
6
6
3
−3
4

mit der Lo¨sung
b1 =
43
48
, b2 =
43
24
, b4 =
29
12
, b5 =
1
12
, b7 =
35
24
, b8 =
131
48
.
Abb. 6.18
Kontrollpolygon und Be´zier-Kurve P(t) = (3t+ 3t2 − 2t3, 6t− 9t2 + 7t3)T , t ∈ [0, 1]
Kontrollpolygon und Bezier-Kurve P(t)
0
1
2
3
4
1 2 3 4
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Abb. 6.19
Kubisches Interpolationspolynom p3(x) =
1
2
t3 − 17
6
t2 + 13
3
t zur gegebenen Referenz
Interpolationspunkte und -polynom P3(t)
0
1
2
3
4
1 2 3 4
Abb. 6.20
Interpolationspolynom p3(x), interpolierender Spline und
Kontrollpunkte bk, k = 0, 1, ..., 9
IP P3(t), interpolierender Spline und KP b[k],k=0,...,9
b[0]
b[9]
b[2]
b[4]
b[3]
0
1
2
3
4
1 2 3 4
Zum Vergleich noch einmal die Koeffizienten von B-Spline- (Beispiel (6.17)) und Be´zier-
Kurven-Ansatz.
d1, d2, ..., d6 0,
43
48
, 43
12
, − 13
12
, 131
48
, 4
b0, b1, ...,b9 0,
43
48
, 43
24
, 2, 29
12
, 1
12
, 1, 35
24
, 131
48
, 4
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7 Tensorprodukt-Be´zier-Fla¨chen
7.1 Bilineare Interpolation
Die Idee der Be´zier-Kurven soll nun verwendet werden, um Fla¨chen aus kleinen Fla¨chen-
stu¨cken, auch Patches genannt, in Be´zier-Form zusammenzusetzen.
Im Unterschied zu Kurven (ein Parameter t) werden zur Darstellung von Fla¨chen in lE3
zwei Parameter u, v beno¨tigt.
Gegeben seien vier Punkte
b00, b01, b10, b11 ∈ lE3.
Man betrachtet die Funktion
x(u, v) =
1∑
i=0
1∑
j=0
bijB
1
i (u)B
1
j (v), u, v ∈ [0, 1]
= b00B
1
0(u)B
1
0(v) + b01B
1
0(u)B
1
1(v) + b10B
1
1(u)B
1
0(v) + b11B
1
1(u)B
1
1(v),
wobei die Bernstein-Polynome
B10(t) = 1− t, B11(t) = t, Bnj (t) =
(
n
j
)
tj(1− t)n−j
verwendet werden.
Eigenschaften der Be´zier-Fla¨che x(u, v)
(1) x ist bilineare Interpolierende der bij ,
d.h. x erfu¨llt die Interpolationseigenschaft. Es ist
x(0, 0) = b00, x(0, 1) = b01, x(1, 0) = b10, x(1, 1) = b11.
Fu¨r festes u0 ist x(u0, v) als Funktion von v linear, fu¨r festes v0 ist x(u, v0) linear.
Die Kurven x(u0, v) und x(u, v0) heißen isoparametrische Kurven.
(2) x besitzt die Matrix-Darstellung
x(u, v) =
(
1− u u )( b00 b01
b10 b11
)(
1− v
v
)
.
Der Beweis erfolgt durch Nachrechnen.
(3) x ist ein hyperbolisches Paraboloid.
Das sind zum Beispiel Fla¨chen mit Sattelpunkt (vgl. nachfolgendes Beispiel (7.1)).
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(7.1) Beispiel Die vier Kontrollpunkte aus lE3 sind
b00 =
 00
0
 , b10 =
 10
0
 , b01 =
 01
0
 , b11 =
 11
1
 .
Es folgt
x(u, v) = B10(u)
1∑
j=0
b0jB
1
j (v) +B
1
1(u)
1∑
j=0
b1jB
1
j (v)
= (1− u)[(1− v)b00 + vb01] + u[(1− v)b10 + vb11]
= (1− u)v
 01
0
 + u(1− v)
 10
0
+ vu
 11
1

=
 uv
uv
 .
Da die ersten zwei Komponenten von x den Koordinatenachsen entsprechen, kann man
die Fla¨che auch als Funktion
w(u, v) = uv, (u, v) ∈ [0, 1]× [0, 1]
definieren.
Wir verschaffen uns eine Vorstellung von der Funktion
x(u, v) = (x1(u, v), x2(u, v), x3(u, v))
T = (u, v, uv)T ,
indem wir sie zuna¨chst aus verschiedenen Blickpunkten (Augpunkten) betrachten.
Zugeho¨rige Maple-Grundbefehle
> restart:
> with(plots):
> x1:=(u,v)->u;
> x2:=(u,v)->v;
> x3:=(u,v)->u*v;
> plot3d([x1(u,v),x2(u,v),x3(u,v)],u=0..1,v=0..1,
> scaling=constrained,color=gray,axes=normal,thickness=1,
> orientation=[45,45], # Standard
> labels=[‘x1‘,‘x2‘,‘x3‘],
> title=‘x(u,v)=(x1(u,v),x2(u,v),x3(u,v)), u=0..1,v=0..1‘);
Weitere Orientierungen sind [0, 90], [−45, 90], [−20, 75].
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Abb. 7.1 Ansichten der Fla¨che x(u, v)
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Abb. 7.2 Fla¨che x(u, v) mit der Orientierung [−60, 45]
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Das ist eine Draufsicht auf die Fla¨che mit zusa¨tzlich eingezeichneten Linien.
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Der hyberbolische Charakter der Fla¨che ist zu erkennen, indem man das Bild der Ni-
veaulinien, also Schnittkurven der Fla¨che mit horizontalen Ebenen, sowie Schnittkurven
der Fla¨che mit den vertikalen Ebenen der Form v = c − u, c = 1, 1 + h, 1 + 2h, ...,
betrachtet.
Abb. 7.3 Niveaulinien w(u, v) = uv = c, c = 0.1(0.1)0.9, im Quadrat [0, 1]× [0, 1]
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Abb. 7.4 Schnittkurven der Fla¨che w(u, v) = uv mit den vertikalen Ebenen
v = c−u, c = 1(0.1)1.9, als nach unten geo¨ffnete Parabeln v(u) = u(c−u), u ∈ [c−1, 1]
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Schnittkurven der Flaeche mit Ebenen v=c-u
Maple-Befehle
> contourplot(u*v,u=0..1,v=0..1,view=[0..1,0..1],contours=10,thickness=2,
color=black,axes=boxed,title=‘Niveaulinien uv=c in (0,1)‘);
> q:=seq(plot(u*(1+0.1*i-u),u=0.1*i..1,color=black,thickness=2),i=0..9):
> plots[display](q,title=‘Schnittkurven der Flaeche mit Ebenen v=c-u‘);
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Schnitt der Fla¨che (u, v, w(u, v))T
(a) mit der Ebene v = au, 0 < a ≤ 1.
Die Schnittmenge ist die Parabel (u, au, au2)T , speziell fu¨r a = 1 die Kurve (u, u, u2)T .
Abb. 7.5 Parabel (u, au, au2)T als Schnittmenge von w(u, v) mit pi1
-
6 
s
s
1
10
1
v
u
w
pi1
v = au
u2
au2
pi1 : v = au
(b) mit der Ebene w = w0 = const.
Die Schnittmenge ist die Hyperbel v = w0/u.
Abb. 7.6 Hyperbel (u, w0/u, w0) als Schnittmenge von w(u, v) mit pi2
-
6 
s
1
10
1
v
u
w
pi2 s
w0
u2 v= w0u
pi2 : w(u, v) = w0 = const
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Idee der Verallgemeinerung
Statt bilinearer Interpolanten wa¨hlt man allgemeinere Ansatzfunktionen.
Sind Bi(u), i = 0, . . . , n, und B˜j(v), j = 0, . . . , m, Zerlegungen der Eins in [a, b] bzw.
[c, d], so bilden die Ansatzfunktionen
Bij(u, v) = Bi(u) B˜j(v)
eine Zerlegung der Eins in [a, b]× [c, d], denn es gilt
n∑
i=0
m∑
j=0
Bij(u, v) =
(
n∑
i=0
Bi(u)
)(
m∑
j=0
B˜j(v)
)
= 1 fu¨r alle (u, v) ∈ [a, b]× [c, d].
7.2 Be´zier-Fla¨chen
Wa¨hlen wir als Ansatzfunktionen erneut die Funktionen Bi(u) = B
n
i (u), B˜j(v) =
Bmj (v), so beschreibt
x(u, v) =
n∑
i=0
m∑
j=0
bijBij(u, v) =
n∑
i=0
m∑
j=0
bij
(
n
i
)(
m
j
)
uivj(1− u)n−i(1− v)m−j
das Tensorprodukt-Be´zier-Patch zu den Kontrollpunkten bij .
Die Menge {bij , i = 0, . . . , n, j = 0, . . . , m} heißt Be´zier-Netz oder Kontrollnetz der
Fla¨che.
Der direkte Algorithmus von de Casteljau
Der eindimensionale Algorithmus (Abschnitt 3.2) kann auf Fla¨chen u¨bertragen werden.
Be´zier-Kurven entstehen aus wiederholter Anwendung linearer Interpolationen. Wir wer-
den nun Fla¨chen aus wiederholter Anwendung bilinearer Interpolationen gewinnen.
Hierzu schreiben wir x in der Form
x(u, v) =
n∑
i=0
b0mi0 (v)B
n
i (u)
mit
b0mi0 (v) =
m∑
j=0
bijB
m
j (v), i = 0, ..., n.
Analog ist der Ansatz
x(u, v) =
m∑
j=0
bn00j (u)B
m
j (v), b
n0
0j (u) =
n∑
i=0
bijB
n
i (u), j = 0, ..., m,
mo¨glich.
Zur Berechnung von x in einem Punkt (u, v) sind zwei Schleifen zu durchlaufen.
Beide Durchlaufrichtungen v → u und u→ v fu¨hren auf das gleiche Ergebnis.
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(i) v-Schleife: s = 1, 2, ..., m
Setze b00il (v) = bil, l = 0, . . . , m, i = 0, . . . , n,
berechne b0sil (v) = (1− v)b0,s−1il + vb0,s−1i,l+1 (v), l = 0, . . . , m−s.
(ii) u-Schleife: r = 1, 2, ..., n
Setze b0ml0 (u, v) = b
0m
l0 (v), l = 0, . . . , n,
berechne brml0 (u, v) = (1− u)br−1,ml0 (u, v) + ubr−1,ml+1,0 (u, v), l = 0, . . . , n−r.
Dann ist x(u, v) = bnm00 (u, v). Das ist der Punkt auf der Be´zier-Fla¨che mit den Parame-
terwerten (u, v).
(7.2) Bemerkung Mit Hilfe von Subpolynomen (vgl. Satz (3.4)) kann das Verfahren
in der folgenden kompakten oder direkten Form dargestellt werden. Es ist
x(u, v) =
n∑
i=0
(
m−s∑
j=0
b0sij (v)B
m−s
j (v)
)
Bni (u)
=
m−s∑
j=0
(
n∑
i=0
b0sij (v)B
n
i (u)
)
Bm−sj (v)
=
m−s∑
j=0
n−r∑
i=0
brsij (u, v)B
n−r
i (u)B
m−s
j (v)
mit
b00ij (u, v) = b
0
ij(u) = b
0
ij(v) = bij ,
brsij (u, v) =
(
1− u u )
 br−1,s−1ij (u, v) br−1,s−1i,j+1 (u, v)
br−1,s−1i+1,j (u, v) b
r−1,s−1
i+1,j+1 (u, v)
( 1− v
v
)
, (∗)
i = 0, ..., n− r, j = 0, ..., m− s,
r = 1, ..., n, s = 1, ..., m.
(7.3) Beispiel (a) Ein Be´zier-Kontrollnetz bei m = n = 2 sei gegeben durch die
Punkte bij
(0, 0, 0)T , (2, 0, 0)T , (4, 0, 0)T ,
(0, 2, 0)T , (2, 2, 0)T , (4, 2, 2)T ,
(0, 4, 0)T , (2, 4, 4)T , (4, 4, 4)T .
Nach einem Schritt des de Casteljau-Algorithmus (∗) fu¨r (u, v) = (0.5, 0.5) erhalten wir
(1, 1, 0)T , (3, 1, 0.5)T ,
(1, 3, 1)T , (3, 3, 2.5)T .
Der Punkt auf der Fla¨che ist (2, 2, 1)T .
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Die Anwendung des Schleifenalgorithmus v → u ergibt die folgenden Formeln.
u : n, i; v : m, j.
u = v = 1/2
v-Schleife:
b0100(v) = (1− v)
 00
0
+ v
 20
0
 , b0101(v) = (1− v)
 20
0
+ v
 40
0
 ,
b0200(v) = (1− v)b0100(v) + vb0101(v) = (2, 0, 0)T ,
b0110(v) = (1− v)
 02
0
+ v
 22
0
 , b0111(v) = (1− v)
 22
0
+ v
 42
2
 ,
b0210(v) = (1− v)b0110(v) + vb0111(v) = (2, 2, 1/2)T ,
b0120(v) = (1− v)
 04
0
+ v
 24
4
 , b0121(v) = (1− v)
 24
4
+ v
 44
4
 ,
b0220(v) = (1− v)b0120(v) + vb0121(v) = (2, 4, 3)T ,
u-Schleife:
b02i,0(u, v) = b
02
i,0(v), i = 0, 1, 2,
b1200(u, v) = (1− u)b0200(v) + ub0210(v) =
 21
1/4
 ,
b1210(u, v) = (1− u)b0210(v) + ub0220(v) =
 23
7/4
 ,
b2200(u, v) = (1− u)b1200(v) + ub1210(v) =
 22
1
 .
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(b) Der direkte Algorithmus von de Casteljau fu¨r Be´zier-Fla¨chen im Fall m = n = 3
Abb. 7.7 Der Punkt auf der Fla¨che wird durch wiederholte bilineare Interpolationen
berechnet
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(c) Der Algorithmus von de Casteljau fu¨r Be´zier-Fla¨chen im Fall n = 2, m = 3
Abb. 7.8 Bei m 6= n fa¨hrt man auf univariate Weise in der verbleibenden Richtung
fort, nachdem keine direkten de Casteljau-Schritte mehr durchgefu¨hrt werden ko¨nnen.
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(7.4) U¨bung (a) Begru¨nden Sie die Rekursionsformel (∗).
(b) Begru¨nden Sie, dass im Fall m = n der Wert x(u, v) durch fortgesetzte bilineare
Interpolation berechnet werden kann. Skizzieren Sie den Algorithmus.
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7.3 Ableitungen
Gehen wir von der obigen Darstellung von x(u, v) aus.
x(u, v) =
n∑
i=0
m∑
j=0
bijB
n
i (u)B
m
j (v).
Erste partielle Ableitungen
xu =
∂x(u, v)
∂u
=
m∑
j=0
Bmj (v)
∂
∂u
(
n∑
i=0
bijB
n
i (u)
)
= n
n−1∑
i=0
m∑
j=0
∆1,0bijB
n−1
i (u)B
m
j (v)
mit ∆1,0bij = bi+1,j − bij ,
xv =
∂x(u, v)
∂v
= n
n∑
i=0
m−1∑
j=0
∆0,1bijB
n
i (u)B
m−1
j (v)
mit ∆0,1bij = bi,j+1 − bij .
Normalenvektor
Die Vektoren xu(u, v) und xv(u, v) liegen in der Tangentialebene der Fla¨che x um den
Punkt (u, v). Damit steht der Vektor (Kreuzprodukt) xu(u, v)× xv(u, v) in (u, v) senk-
recht auf der Fla¨che.
Der Vektor
n(u, v) =
xu(u, v)× xv(u, v)
‖xu(u, v)× xv(u, v)‖
heißt Normalenvektor an x in (u, v).
An den vier Ecken der Fla¨che sind die vorkommenden partiellen Ableitungen einfach
Differenzen von Randpunkten, z.B. ist
n(0, 0) =
∆1,0b00 ×∆0,1b00
‖∆1,0b00 ×∆0,1b00‖
Entartete Fla¨chen sind besonders zu behandeln.
So ist n(0, 0) an der Ecke nicht definiert, falls die Vektoren ∆1,0b00 und ∆
0,1b00 linear
abha¨ngig sind. Das kann damit zusammenha¨ngen, das eine ganze Randkurve in einen
Punkt zusammenfa¨llt, d.h. b00 = b10 = ... = bn0.
Dann wu¨rde die Randkurve b(u, 0) zu einem einzigen Punkt entarten. In solchen Fa¨llen
kann der Normalenvektor trotzdem an der Stelle v = 0 definiert sein, muss es aber nicht.
Andere Varianten beru¨cksichtigen in den Betrachtungen an den Ecken kollineare partielle
Ableitungen, Tangentialebenen mit Normalen dazu oder das Einschieben von Dreiecks-
teilfla¨chen zwischen die Vierecke.
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Abb. 7.9 Bei Ableitungen quer zum Rand, entlang der Kanten u = 0 oder v = 0
ha¨ngen diese nur von 2 Kontrollpunkten ab.
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Twistvektor
Der Twistvektor an die Fla¨che x(u, v) ist die gemischte zweite Ableitung
∂2
∂u∂v
x(u, v) = nm
n−1∑
i=0
m−1∑
j=0
∆1,1bijB
n−1
i (u)B
m−1
j (v)
mit
∆1,1bij = ∆
1,0(∆0,1bij) = bi+1,j+1 − bi+1,j − bi,j+1 + bij .
Die Twistvektor-Fla¨che ist also eine Be´zier-Fla¨che vom Grad (n − 1, m − 1) und ihre
Vektorkoeffizienten haben die Form nm∆1,1bij .
Geometrische Interpretation der Koeffizienten
Zu den drei Punkten bi+1,j+1, bi+1,j ,bi,j+1 gibt es einen Punkt P gegenu¨ber von bi+1,j+1,
der die drei Punkte zu einem Parallelogramm erga¨nzt.
Abb. 7.10 Parallelogrammpunkt P mit Abweichung von bij
s
s
s
ss
?
P
bij
bi+1,j
bi+1,j+1bi,j+1
Es gilt also bi,j+1 −P = bi+1,j+1 − bi+1,j.
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Durch Einsetzen in die Definition von ∆1,1bij folgt
∆1,1bij = bi+1,j+1 − bi+1,j − bi,j+1 + bij
= bi+1,j+1 − bi+1,j − (P+ bi+1,j+1 − bi+1,j) + bij
= bij −P.
Der Twistvektor misst demnach in jedem Teilviereck die Abweichung des Be´zier-Netzes
von einem Parallelogramm.
So misst der Twistvektor, wie stark b11 von der Tangentialebene an b00 abweicht.
Interessant sind Fla¨chen, bei denen alle Teilvierecke selbst Parallelogramme sind. Dort
verschwinden die Twistvektoren u¨berall.
(7.5) Beispiel
(a) Schiebefla¨chen
c1(u) und c2(v) seien C1-Kurven, welche sich im Punkt a ∈ lE3 schneiden. Die Fla¨che
x(u, v) = c1(u) + c2(v)− a
heißt Schiebefla¨che.
Abb. 7.11 Schiebefla¨che bez. a
c2(v)
c1(u)
a s
Fla¨chen dieser Form haben immer den Twistvektor
∂2
∂u∂v
x(u, v) = 0.
(b) Coons-Pflaster
Es seien ui−1 < ui < ui+1 und vj−1 < vj < vj+1.
Gegeben sei ein Netz von zu interpolierenden Punkten xij = x(ui, vj).
Gegeben seien weiter die Randkurven c±1(u), welche xi−1,j±1 und xi+1,j±1 verbinden,
und d±1(v), welche xi±1,j−1 und xi±1,j+1 verbinden. Insbesondere ist also
c−1(ui−1) = xi−1,j−1, c−1(ui+1) = xi+1,j−1,
d−1(vj−1) = xi−1,j−1, d−1(vj+1) = xi−1,j+1,
c+1(ui−1) = xi−1,j+1, c+1(ui+1) = xi+1,j+1,
d+1(vj−1) = xi+1,j−1, d+1(vj+1) = xi+1,j+1.
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Abb. 7.12 Lage der Punkte xkl der Teilfla¨che
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Gesucht ist eine Fla¨che F(u, v), welche c±1 und d±1 als Randkurven besitzt.
Im Allgemeinen gibt es unendlich viele Lo¨sungen. Eine Lo¨sung ist das bilineare Coons-
Pflaster bzw. bilinear gebundene Coons-Pflaster
F(u, v) =
(
1− s s )( d−1(v)
d+1(v)
)
+
(
c−1(u) c+1(u)
)( 1− t
t
)
− ( 1− s s )( c−1(ui−1) c+1(ui−1)
c−1(ui+1) c+1(ui+1)
)(
1− t
t
)
mit den lokalen Koordinaten
s =
u− ui−1
ui+1 − ui−1 , t =
v − vj−1
vj+1 − vj−1 .
Mit
∂2
∂u∂v
(g(u) h(v)) = gu(u) hv(v) = g˙(u)h˙(v)
ist die Berechnung des Twistvektors
∂2
∂u∂v
F(u, v) =
∂
∂u
(
1− s s ) ∂
∂v
(
d−1(v)
d+1(v)
)
+
∂
∂u
(
c−1(u) c+1(u)
) ∂
∂v
(
1− t
t
)
− ∂
∂u
(
1− s s ) ( c−1(ui−1) c+1(ui−1)
c−1(ui+1) c+1(ui+1)
)
∂
∂v
(
1− t
t
)
=
d˙+1(v)− d˙−1(v)
ui+1 − ui−1 +
c˙+1(u)− c˙−1(u)
vj+1 − vj−1
−c+1(ui+1)− c+1(ui−1)− c−1(ui+1) + c−1(ui−1)
(ui+1 − ui−1)(vj+1 − vj−1) .
Dieser Wert wird zur Scha¨tzung des Twistvektors im Punkt x(ui, vj) herangezogen.
(7.6) U¨bung Weisen Sie fu¨r das Beispiel (7.5) (b) nach, dass die Kurven c±1 und d±1
innerhalb der Fla¨che F verlaufen.
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8 Zusammengesetzte Fla¨chen
8.1 Glatte U¨berga¨nge
Im Folgenden seien x(u, v) und y(u, v) zwei Teilfla¨chen, die u¨ber [uI−1, uI ] × [vJ , vJ+1]
bzw. [uI , uI+1]× [vJ , vJ+1] definiert sind. Beide Teilfla¨chen seien in Be´zier-Form gegeben.
Das Kontrollnetz der linken Teilfla¨che sei bij , 0 ≤ i ≤ m, 0 ≤ j ≤ n, dasjenige der
rechten Teilfla¨che bij , m ≤ i ≤ 2m, 0 ≤ j ≤ n. Die Be´zier-Darstellungen lauten damit
x(u, v) =
m∑
i=0
n∑
j=0
bijB
m
i
(
u− uI−1
uI − uI−1
)
Bnj
(
v − vJ
vJ+1 − vJ
)
,
y(u, v) =
m∑
i=0
n∑
j=0
bi+m,jB
m
i
(
u− uI
uI+1 − uI
)
Bnj
(
v − vJ
vJ+1 − vJ
)
.
Beide Teilfla¨chen sind durch die gemeinsame Kurve
x(uI , v) = y(uI , v) =
n∑
j=0
bmjB
n
j
(
v − vJ
vJ+1 − vJ
)
miteinander verbunden. Die Parameterdarstellung der zusammengesetzten Fla¨che ist
damit stetig.
Abb. 8.1 Zusammengesetzte Fla¨che mit x(u,v) und y(u,v)
s
s s
s
s
s
6
-
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Verbindungslinie bei u = uI
uI
vJ
x(u, v)
y(u, v)
Ein Kriterium dafu¨r, dass die Parameterdarstellung bez. u bei u = uI r-mal stetig
differenzierbar ist, erhalten wir aus den Aussagen des Satzes (2.18) und der Anwendung
der Kettenregel. Fu¨r r = 1 gilt beispielsweise unter Verwendung der ersten Ru¨ckwa¨rts-
und Vorwa¨rtsdifferenzen an der Beru¨hrungslinie
∂
∂u
x(uI , v) =
m
uI − uI−1
m−1∑
i=0
∆1,0bm−1,jB
n
j
(
v − vJ
vJ+1 − vJ
)
,
∂
∂u
y(uI , v) =
m
uI+1 − uI
m−1∑
i=0
∆1,0bmjB
n
j
(
v − vJ
vJ+1 − vJ
)
.
Da die Bnj (v), j = 0, . . . , n, linear unabha¨ngig sind, ist die Gleichheit der linksseitigen
und rechtsseitigen Ableitung fu¨r alle v genau dann erfu¨llt, wenn die einander entspre-
chenden Summanden der Ableitungen gleich sind.
1
uI − uI−1∆
1,0bm−1,j =
1
uI+1 − uI∆
1,0bmj .
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Entsprechendes gilt fu¨r die ho¨heren Ableitungen.
(8.1) Satz Die Parameterdarstellung der zusammengesetzten Fla¨che ist bei u = uI
genau dann r-mal stetig differenzierbar bez. u, wenn fu¨r s = 1, . . . , r gilt(
1
uI − uI−1
)s
∆s,0bm−s,j =
(
1
uI+1 − uI
)s
∆s,0bm,j .
(8.2) Bemerkung Damit die Fla¨che bez. u und v stetig differenzierbar sind, genu¨gt
es nicht, dass fu¨r alle j die Punkte bm−1,j , bm,j und bm+1,j kollinear sind. Sie mu¨ssen in
einem festen Verha¨ltnis stehen, d.h. es muss eine Konstante ρ > 0 geben mit
bm+1,j − bmj = ρ (bmj − bm−1,j), j = 0, . . . , n.
8.2 Bikubische C1-Fla¨chen
Gegeben sei ein rechteckiges Netzwerk von Punkten
xIJ , I = 0, . . . ,M, J = 0, . . . , N.
Zu diesen soll eine glatte interpolierende Fla¨che erzeugt werden. Gesucht ist eine C1-
Fla¨che, welche aus bikubischen Patches zusammengesetzt ist. Man verwendet also die
kubischen Bernstein-Polynome B3j (t).
(8.3) Bemerkung Die Forderung bikubischer Polynome la¨sst erwarten, dass a¨hnlich
zu den Eigenschaften kubischer Splines auch C2-Fla¨chen konstruiert werden ko¨nnen.
Mehr Flexibilita¨t und weniger nichtlokale sto¨rende Effekte sind aber zu erwarten, wenn
die Glattheitsanforderungen abgeschwa¨cht werden.
Zur Konstruktion der Fla¨che
(a) Erstellung eines Wireframe-Modells (Drahtmodell)
Zu jeder isoparametrischen Gitterlinie
xI,J0, I = 0, . . . ,M, (J0 fest) bzw.
xI0,J , J = 0, . . . , N, (I0 fest)
wird wie in Abschnitt 6.7 ein C2-Spline erzeugt.
Hierdurch werden die 4 Be´zier-Kontrollpunkte
b3I,3J = xIJ
sowie die 8 Hilfspunkte
b3I±1,3J , b3I±2,3J , b3I,3J±1, b3I,3J±2
festgelegt.
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Die Definition jedes Patches erfolgt durch den Ansatz
x(IJ)(u, v) =
3∑
i=0
3∑
j=0
b3I+i,3J+jB
3
i
(
u− uI
uI+1 − uI
)
B3j
(
v − vJ
vJ+1 − vJ
)
.
Unbestimmt bleiben somit in jedem Patch die vier “inneren“ Punkte
b3I+1,3J+1, b3I+2,3J+1, b3I+1,3J+2 und b3I+2,3J+2.
Abb. 8.2 Kontrollpunkte im Patch der Fla¨che x(u, v)
s
s s
s
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c c
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In Zusammenhang mit Ableitungen bedeutet dies, dass wir noch die Eck-Twistvektoren
einer jeden Teilfla¨che bestimmen mu¨ssen, also durch die Vorgabe der Twistvektoren in
den Punkten xIJ .
(b) Festlegung der Twistvektoren
Hierfu¨r ergeben sich mehrere Mo¨glichkeiten.
1. Null-Twists
Die fehlenden Kontrollpunkte ergeben sich aus der Forderung
xuv(uI , vJ) = 0.
Diese Annahme ist sinnvoll, wenn die Kurven des Wireframe-Modells vermuten lassen,
dass die Patches nahezu Schiebefla¨chen sind (vgl. Beispiel (7.5) (a)).
Damit hat man eine C1-stetige globale Fla¨che. Dies ist eine mathematisch “sichere“
Wahl. Sie garantiert aber keine scho¨nen Formen, denn Null-Twistvektoren ko¨nnen un-
erwu¨nschte Verzerrungen erzeugen.
2. Adini-Twists
Die Grundidee ist die Folgende. Bei einer Teilfla¨che bestimmen die 4 kubischen Rand-
kurven ein bilinear gebundes Coons-Pflaster, was eine bikubische Funktion ist. Man
nimmt die Eck-Twistvektoren dieser Teilfla¨che als die gesuchten Twistvektoren.
Betrachtet man jedoch das Netzwerk aller Teilfla¨chen, so wu¨rden diese Adini-Twistvektoren
keine C1-stetige Fla¨che garantieren.
Eine einfache Modifikation ist notwendig. Man nimmt 4 benachbarte Teilfla¨chen zusam-
men und la¨sst sie an den Punkt (uI , vJ) aufeinander zulaufen. Die 4 a¨ußeren Randkurven
dieser Viererfla¨che definieren wieder ein bilinear gebundenes Coons-Pflaster. Dieses hat
dann einen wohldefinierten Twistvektor an dem Parameterwert (uI , vJ).
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Abb. 8.3 Adinis Twistvektor: Die a¨ußeren Randkurven von 4 benachbarten Teilfla¨chen
definieren eine Coons-Fla¨che. Ihr Twistvektor am“Mittelpunkt“ ist der Adini-Twistvektor.
xIJ t
s
s
s
s
Das ist der gesuchte Wert
xuv(uI , vJ) =
xv(uI+1, vJ)− xv(uI−1, vJ)
uI+1 − uI−1
+
xu(uI , vJ+1)− xu(uI , vJ−1)
vJ+1 − vJ−1
−x(uI+1, vJ+1)− x(uI−1, vJ+1)− x(uI+1, vJ−1) + x(uI−1, vJ−1)
(uI+1 − uI−1)(vJ+1 − vJ−1) .
Als Twistvektor in xIJ wird also der Twistvektor des bilinearen Coons-Pflasters gewa¨hlt,
welches aus den vier isoparametrischen Verbindungslinien zwischen den Punkten xI±1,J±1
bestimmt wird (vgl. Beispiel (7.5) (b)).
3. Bessel-Twists
Zu den neun Punkten xI+r,J+s, −1 ≤ r, s ≤ 1, bestimme den biquadratischen Inter-
polanten Q(u, v) = a0u
2v2 + a1u
2v + a2uv
2 + a3u
2 + a4v
2 + a5uv + a6u+ a7v + a8.
Sind Pi, i = 1, . . . , 4, die bilinearen Interpolanten zu den vier benachbarten Patches
(vgl. Abschnitt 7.1), so ist Q gegeben durch
Q(u, v) =
(
1− s s )( P1(u, v) P2(u, v)
P3(u, v) P4(u, v)
)(
1− t
t
)
,
s =
u− uI−1
uI+1 − uI−1 , t =
v − vJ−1
vJ+1 − vJ−1 .
Als Twistvektor in xIJ wird der Twistvektor von Q gewa¨hlt.
xuv(u, v) = Quv(u, v),
xuv(uI , vJ) =
(
1− sI sI
)( qI−1,J−1 qI−1,J
qI,J−1 qIJ
)(
1− tJ
tJ
)
,
qIJ =
∆1,1x(uI , vJ)
∆I∆J
, ∆I = uI+1 − uI , ∆J = vJ+1 − vJ ,
sI =
∆I−1
uI+1 − uI−1 , tJ =
∆J−1
vJ+1 − vJ−1 .
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8.3 Dreieckspatches
Ha¨ufig ist es sinnvoll, als zu interpolierende Punkte ein Dreiecks-Be´zier-Netz zu verwen-
den und eine glatte Kurve aus Dreieckspatches zusammenzusetzen. Um eine geeignete
Darstellung herzuleiten, erinnern wir uns an die Be´zier-Form von Kurven u¨ber dem
Parameterintervall [a, b].
P(u) =
k∑
j=0
bj
(
k
j
)(
u− a
b− a
)j (
1− u− a
b− a
)k−j
=
k∑
j=0
bj
k!
(k − j)! j!
(
u− a
b− a
)j (
b− u
b− a
)k−j
.
In lokalen Koordinaten
λ0 =
b− u
b− a ≥ 0, λ1 =
u− a
b− a ≥ 0
und mit ck−j,j = bj erhalten wir mit i = k − j die symmetrische Form
P(u) =
∑
i+j=k
cij
k!
i!j!
λi0λ
j
1.
Wegen λ0 + λ1 = 1 und
λ0a + λ1b =
(b− u)a+ b(u− a)
b− a = u
sind λ0 und λ1 baryzentrische Koordinaten (vgl. (1.1) (5)) des Parameterintervalls.
Verallgemeinerung auf Dreiecke
Sei V = {v0,v1,v2} ⊂ lE3 eine Menge affin unabha¨ngiger Punkte (d.h. die Punkte liegen
nicht auf einer Geraden, sind nicht kollinear).
Man definiert den Standard-Simplex
Σ2 = {(λ0, λ1, λ2) | λ0 + λ1 + λ2 = 1, λj ≥ 0}
als die Menge der baryzentrischen Koordinaten. Die Verallgemeinerung des Parameter-
intervalls [a, b] ist der 2-Simplex
[V ] =
{
u =
2∑
j=0
λjvj
∣∣∣∣∣ (λ0, λ1, λ2) ∈ Σ2
}
.
Das entspricht der konvexen Hu¨lle H = [v0,v1,v2] der Punkte vj .
Mit dieser Definition kann die obige Be´zier-Kurvendarstellung auf Dreieckspatches ver-
allgemeinert werden.
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Zu allen Tripeln
α = (α0, α1, α2) ∈ lN3 mit |α| = α0 + α1 + α2 = k
seien die Kontrollpunkte cα ∈ lE3 gegeben.
Man definiert
P(u) =
∑
|α|=k
cα
k!
α!
λα =
∑
|α|=k
cαBα(λ)
mit
λα = λα00 λ
α1
1 λ
α2
2 und α! = α0!α1!α2!
sowie den modifizierten Bernstein-Polynomen
Bα(λ) =
k!
α!
λα.
Die bisher entwickelte Theorie fu¨r Be´zier-Kurven la¨sst sich auf Dreieckspatches u¨ber-
tragen.
(8.4) Beispiel (a) k = 1.
Gegeben seien die Punkte c100, c010, c001. Dann ist
P(u) = c100λ0 + c010λ1 + c001λ2.
(b) Fu¨r k = 2 ist
P(u) = λ20c200 + λ
2
1c020 + λ
2
2c002 + 2λ0λ1c110 + 2λ0λ2c101 + 2λ1λ2c011.
Ist z. B. λ0 = 0, so ist λ2 = 1− λ1 und die fu¨r λ1 ∈ [0, 1] definierte Kurve
λ1 −→ λ21︸︷︷︸
B2
0
(λ1)
c020 + 2λ1(1− λ1)︸ ︷︷ ︸
B2
1
(λ1)
c011 + (1− λ1)2︸ ︷︷ ︸
B2
2
(λ1)
c002
ist die zu den Punkten b0 = c020, b1 = c011 und b2 = c002 geho¨rende Be´zier-Kurve.
Abb. 8.4 Be´zier-Dreiecke: Ein kubisches Fla¨chenstu¨ck zusammen mit Kontrollnetz
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9 U¨bungsserien
Serie 1
1. Gegeben seien die affin unabha¨ngigen Punkte a0, a1, a2 ∈ E2 sowie ein x ∈ E2 in
der konvexen Hu¨lle der ai.
Es gilt also
(a) 0 ≤ λi ≤ 1 und
2∑
i=0
λi = 1,
(b) x = λ0a0 + λ1a1 + λ2a2.
Zeige, dass die Koeffizienten λi, i = 1, 2, 3, definiert sind durch
λ0 =
F (a1, a2,x)
F (a1, a2, a3)
, λ1 =
F (a0, a2,x)
F (a1, a2, a3)
, λ2 =
F (a0, a1,x)
F (a1, a2, a3)
,
wobei F (a,b, c) die Fla¨che des durch die Punkte a,b, c gebildeten Dreiecks sei.
2. Gegeben seien die kollinearen Punkte a,b, c ∈ E3.
Man zeige:
Unter einer affinen Abbildung bleibt das Verha¨ltnis
ratio(a,b, c) =
‖b− a‖2
‖c− b‖2
invariant, wobei ‖ · ‖2 die euklidische Vektornorm ist.
3. Man zeige:
Eine Abbildung Φ : E3 → E3 , die fu¨r beliebige Punkte a,b, c ∈ E3 das Verha¨ltnis
ratio(a,b, c) invariant la¨sst, ist affin.
4. Gegeben sei eine Funktion Φ : E3 → E3 , die fu¨r beliebige Punkte a,b, c ∈ E3
das Verha¨ltnis ratio(a,b, c) invariant la¨sst. Außerdem gelte Φ(0) = 0.
Man zeige:
(a) Fu¨r beliebige x,y ∈ E3 und λ ∈ [0, 1] ist
Φ(λ · x + (1− λ) · y) = λ · Φ(x) + (1− λ) · Φ(y).
(b) Fu¨r beliebige Punkte x,y ∈ E3 ist Φ(x+ y) = Φ(x) + Φ(y).
5. Fu¨r n = 3 und f(x) = x21 + x
2
2 + x
2
3 − R2 ist die Menge
F = {x ∈ En|f(x) = 0}
eine Kugeloberfla¨che.
(a) Schreibe f in der formalen Polynomform mit Multiindex.
(b) Gebe Fla¨chen im Fall n = 3 an, welche sich implizit mittels Polynomen 1.
bzw. 2. Grades darstellen lassen.
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(c) Gebe Kurven Fall n = 2 an, welche sich implizit mittels Polynomen 1. bzw.
2. Grades darstellen lassen. Wie lautet das formale Polynom?
6. Gegeben sei die Parameterdarstellung der Schraubenlinie
x(t) = (cos(t), sin(t), t)T , t ∈ [0, 2pi].
(a) Skizziere die zugeho¨rige Kurve K und zeige, dass x(t) regula¨r ist.
(b) Bestimme zu K eine weitere regula¨re sowie nichtregula¨re Parameterdarstel-
lung.
(c) Parametrisiere die Kurve u¨ber die Bogenla¨nge.
Beobachte hierbei, dass die Bogenla¨nge von der Parametrisierung unabha¨ngig
ist.
Serie 2
1. Beweise fu¨r die Bernstein-Polynome Bnj (t) die
(a) Symmetrieeigenschaft
Bnj (t) = B
n
n−j(1− t),
(b) Rekursionsformel
Bnj (t) = tB
n−1
j−1 (t) + (1− t)Bn−1j (t), j = 1, 2..., n− 1, B00(t) ≡ 1,
(c) Beziehung (lineare Pra¨zision)
n∑
j=0
j
n
Bnj (t) = t.
2. Das n-te Bernstein-Polynom von f(t), t ∈ [0, 1], ist
Bnf(t) =
n∑
j=0
f
(
j
n
)
Bnj (t).
Untersuche die Gu¨te der Approximation von f(t) = sin(2pit) mittels Bernstein-
Polynomen mit wachsendem Grad n.
3. Gegeben seien die Punkte
(t0, x0) = (0, 0), (t1, x1) = (1, 1), (t2, x2) = (3, 1) und (t3, x3) = (4, 0).
Benutze ein Graphikprogramm, um folgende Kurven zu zeichnen.
(a) Das durch die Punkte (ti, xi) verlaufende Polynom ho¨chsten 3. Grades.
(b) Das zu den Punkten (ti, xi) geho¨rige Be´zier-Polynom.
Wie a¨ndern sich beide Kurven, wenn der Wert x2 gea¨ndert wird?
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4. Zeige durch Nachrechnen.
Die durch die Punkte b0, bn (b0 6= bn), sowie bj = (1− jn)b0 + jnbn,
j = 1, 2, ..., n − 1, verlaufende Gerade wird durch die Be´zier-Darstellung n-ten
Grades exakt reproduziert.
Die Aussage gilt auch allgemein fu¨r bj = (1− tj)b0 + tjbn.
5. Man zeige.
Eine nichtplanare kubische Kurve P(t), t ∈ [0, 1], in Be´zier-Darstellung ist regula¨r,
d.h. P˙(t) 6= 0 fu¨r alle t.
6. Gegeben seien die Punkte bi, i = 0, 1, ..., 4, in E
2, gema¨ß
b0 = (0, 0)
T , b1 = (1, 1)
T , b2 = (3, 1)
T , b3 = (2,−1)T , b4 = (0, 0)T ,
sowie das dazugeho¨rige Polynom P(t) 4. Grades in Be´zier-Darstellung.
(a) Skizziere die qualitativen Verla¨ufe von P(t) und P˙(t).
(b) Berechne alle Ableitungen von P(t).
(c) Finde ein Polynom in Be´zier-Form 5. Grades, welches denselben Kurvenver-
lauf hat wie P(t).
7. Benutze ein Grafikprogramm, um die Be´zier-Polynome zu den Punkten
bj = (cos(
jpi
n
), sin( jpi
n
))T , j = 0, 1, ..., n, fu¨r wachsende Werte von n darzustellen.
Welche Kurven sind fu¨r große n zu erwarten?
8. Konstruiere durch “intelligentes Probieren“ eine Kurve in Be´zier-Darstellung ho¨chstens
5. Grades mit qualitativen Verlauf wie in der Skizze angegeben, wo folgende Vor-
gaben erfu¨llt sein sollen.
(a) Die Kurve ist symmetrisch bezu¨glich der x-Achse.
(b) Anfangs- und Endpunkt der Kurve ist (0, 0)T .
(c) Die beiden Tangenten im Punkt (0, 0)T sind gegeben durch durch die Vekto-
ren (−1,±1)T .
(d) Die Kurve verla¨uft durch das kleine Quadrat [0.98, 1.02]2.
-
6
Skizze der Be´zier-Darstellung 5. Grades
t1
t2
0
1
1
Prof. Dr. H. Babovsky, PD Dr. W. Neundorf, Numerische Approximation 155
Serie 3
1. Die Vorwa¨rtsdifferenzen lassen sich durch folgendes Schema bestimmen.
b0
ց
b1 → ∆1b0
...
. . .
...
. . .
bk → ∆1bk−1 → . . . ∆kb0
...
. . .
...
. . .
bn−1 → ∆1bn−2 → . . . ∆kbn−1−k . . . → ∆n−1b0
ց ց ց ց
bn → ∆1bn−1 → . . . ∆kbn−k . . . → ∆n−1b1 → ∆nb0
(a) Berechne fu¨r k = 1, 2, 3 explizit die k-te iterierte Vorwa¨rtsdifferenz und zeige
mittels vollsta¨ndiger Induktion
∆kbj =
k∑
i=0
(
k
i
)
(−1)k−i bi+j .
(b) Benutze die Taylor-Reihenentwicklung um den Punkt t = 0, um zu zeigen:
Die Be´zier-Kurve P(t) la¨sst sich mit Hilfe der Vorwa¨rtsdifferenz darstellen in
der Form
P(t) =
n∑
j=0
(
n
j
)
∆jb0 t
j .
(c) Erstelle eine Prozedur zur Berechnung der k-ten Vorwa¨rtsdifferenzen
∆kbj, j = 0, 1, ..., n− k.
2. Erstelle ein Programm zur Durchfu¨hrung des Algorithmus von de Casteljau.
Stelle die Polynome P(t) = (p1(t), p2(t))
T grafisch dar.
(a) b0 = (0, 1)
T , b1 = (1/3, 4)
T , b2 = (2/3, 7/2)
T , b3 = (1, 3/2)
T
Was folgt aus der A¨quidistanz der 1. Komponenten der Punkte bj fu¨r die
Be´zier-Koordinatenfunktion p1(t)?
Berechne das Schema von de Casteljau mit t = 7/20 und skizziere die Zwi-
schenschritte.
(b) b0 = (0, 0)
T , b1 = (1, 2)
T , b2 = (4, 3)
T , b3 = (5,−1)T .
3. Man zeige mittels Induktion.
Die Be´zier-Kurve P (t) la¨sst sich fu¨r festes t aus den Subpolynomen brj(t), r < n,
wie folgt konstruieren.
P(t) = bn0 (t) =
n−r∑
j=0
brj(t) B
n−r
j (t).
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4. Man zeige.
Fu¨r die Polynome P(t) vom Grade n gilt
∆n+l P(
j
n+ r
) = 0 fu¨r l > 0.
5. Leite unter Verwendung von 1(a) die Darstellung der Ableitung der Be´zier-Kurve
mit Hilfe von Subpolynomen her.
dk
dtk
P(t) =
n!
(n− k)!
k∑
j=0
(
k
j
)
(−1)k−j bn−kj (t).
Serie 4
1. Gegeben seien die Punkte
b0 = (0, 0)
T , b1 = (1, 4)
T , b2 = (3, 5)
T , b3 = (4, 3)
T
sowie die zugeho¨rige Be´zier-Kurve P(t).
(a) Skizziere den zu b0, ...,b3 geho¨rigen Polygonzug (Kontrollpolygon).
Fu¨hre dreimal hintereinander eine Graderho¨hung um einen Grad durch gema¨ß
b˜0 = b0
b˜k =
k
n + 1
bk−1 +
n+ 1− k
n + 1
bk, k = 1, 2, ..., n
b˜n+1 = bn.
Zeichne die dazugeho¨rigen Polygonzu¨ge.
(b) Schreibe ein Programm zur Berechnung der Punkte Erbj , j = 0, 1, ..., n+ r,
aufeinanderfolgender Graderho¨hungen, also r = 1, 2, ..., und zur Berechnung
des Abstandes
An,r = max
j=0,1,...,n+r
∥∥∥∥Erbj −P( jn+ r
)∥∥∥∥ .
(c) Untersuche An,r fu¨r wachsendes r. Welche Abnahmerate ermittelt man auf
diese Art empirisch?
2. Konstruiere durch Zusammenfu¨gen zweier Be´zier-Kurven eine glatte Kurve mit
folgenden Eigenschaften.
(a) Anfangspunkt ist b0 = (0, 0)
T , die Tangente ist durch T0 = (1, 1)
T gegeben.
(b) Endpunkt ist (3,−1)T mit der Tangente (−1,−1)T . gegeben.
(c) Die Kurve verla¨uft durch den Punkt (2, 0)T mit der Tangente (1, 0)T .
Fu¨hre im zweiten Kurvenabschnitt eine Graderho¨hung durch um einen Grad 1.
Welche Freiheitsgrade werden hierdurch gewonnen?
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3. Gegeben seien drei Punkte b0,b1,b2 ∈ E2 und der zugeho¨rige Polygonzug Z
sowie die Be´zier-Kurve P(t), t ∈ [0, 1].
Man zeige.
Ist g eine beliebige Gerade, so schneidet P(t) die Gerade nicht o¨fter als Z.
4. Gegeben seien die Punkte
b0 = (0, 0)
T , b1 = (2, 1)
T , b2 = (3,−1)T
sowie die zugeho¨rige Be´zier-Kurve b20(t).
Leite die Formeln her fu¨r die Punkte ci, i = 0, 1, 2, so dass die aus b
2
0(t) und der
zu den Punkten ci geho¨rige Be´zier-Kurve c
2
0(t) zusammengesetzte Kurve zweimal
differenzierbar ist.
Wieviel Freiheitsgrade gibt es?
5. Gegeben seien die Punkte
b0 = (0, 0)
T , b1 = (
1
2
, 5
4
)T , b2 = (1,
7
4
)T , b3 = (
7
4
, 5
4
)T , b4 = (
5
2
, 3
4
)T , b5 = (
15
4
, 7
4
)T
sowie die zugeho¨rige Be´zier-Kurve b50(t).
U¨berpru¨fe verschiedene Mo¨glichkeiten, b50(t) durch Be´zier-Kurven 4. Grades zu
approximieren. Stelle b50(t) und die Approximationen grafisch dar.
6. Gegeben sei die Funktion y : [a, b]→ R sowie eine Parameterdarstellung
f = (f1, f2) : [−1, 1]→ R2 des Graphen dieser Funktion
{(x, y(x)) : x ∈ [a, b]} = {f(t) : t ∈ [−1, 1]}.
(a) Berechne die Ableitung dy
dx
mit Hilfe der Ableitungen df1
dt
und df2
dt
.
Welche Bedingungen mu¨ssen die Ableitungen dfi
dt
erfu¨llen, damit dy
dx
definiert
ist?
(b) Es seien
y =
{
1 + x fu¨r x ∈ [−1, 0]
1− x fu¨r x ∈ [ 0, 1] sowie f(t) = (t
3, y(t3)).
Man zeige.
f(t) ist differenzierbar, aber y(x) ist nicht differenzierbar.
7. Konstruiere durch Zusammenfu¨gen zweier Be´zier-Kurven eine stetige Kurve. Die
Kontrollpunkte der beiden Segmente seien
b0 = (0, 0)
T , b1 = (1, 1)
T , b2 = (2, 0)
T
und
c0 = (2, 0)
T , c1 = (10/3, 0)
T , c2 = (11/3,−1/2)T , c3 = (3,−1)T .
(a) Um welchen Punkt ist das erste Segment zu erweitern, um eine stetig diffe-
renzierbare zusammengesetzte Be´zier-Kurve zu erhalten? Konstruiere diese.
(b) Konstruiere eine Gesamt-Be´zier-Kurve aus der Zusammenfassung aller Kon-
trollpunkte von (a), wobei b0 Anfangs- und c3 Endpunkt sind, und vergleiche
das Ergebnis mit (a).
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8. An die Be´zier-Kurve P(t) =
3∑
j=0
bjB
3
j (t), t ∈ [0, 1], mit den Kontrollpunkten
b0 = (0, 0)
T , b1 = (2, 2)
T , b2 = (5, 2)
T , b3 = (7, 1)
T
soll eine Be´zier-Kurve Q(t) =
3∑
j=0
cj B
3
j (t− 1), t ∈ [1, 2], mit den Punkten
c0 = b3, c1 = (9, 0)
T , c2 = (10, α)
T , c3 = (15, 0)
T
und dem freien reellen Parameter α angefu¨gt werden.
(a) Zeige, dass der U¨bergang im Punkt (7, 1)T stetig differenzierbar ist.
(b) Bestimme α so, dass der U¨bergang dort zweimal stetig differenzierbar wird.
(c) Berechne zum oben ermittelten Wert α die de Boor-Punkte der Kurve und
stelle die Be´zier-Kurve mit Hilfe von B-Splines dar.
9. Gegenstand der Untersuchungen ist die Be´zier-Kurve
P(t) = (p1(t), p2(t))
T =
4∑
j=0
bjB
4
j (t)
zu den Kontrollpunkten
b0 = (0, 0)
T , b1 = (4, 3)
T , b2 = (8, α)
T , b3 = (11,−4)T , b4 = (14, 0)T
mit dem freien reellen Parameter α.
(a) Zeichne fu¨r α = −5 einen konvexen geschlossenen Polygonzug, innerhalb dem
P(t) verla¨uft. Skizziere P(t). Aus der Skizze soll insbesondere das Verhalten
von P(t) in der Na¨he der Endpunkte b0 und b4 hervorgehen.
(b) Bestimme sa¨mtliche Ableitungen von P(t) in Be´zier-Form.
(c) Wa¨hle α so, dass
‖P′′(0)‖2 =
√
p′′1(0)
2 + p′′2(0)
2
minimiert wird.
10. Konstruiert werden soll eine Be´zier-Kurve
P(t) = (p1(t), p2(t))
T =
n∑
j=0
bjB
n
j (t), t ∈ [0, 1],
mo¨glichst niedrigen Grades n mit folgenden Eigenschaften.
(1) P(0) = P(1) = (0, 0)T .
(2) Die Kurve verla¨uft symmetrisch zur Abszisse (x-Achse).
(3) Die Tangente im Anfangs- und Endpunkt sollen gleich sein, d.h. die ge-
schlossene Kurve sei stetig differenzierbar.
(4) Die Kurve verla¨uft durch den Punkt (1, 0)T .
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(a) Skizziere qualitativ die Kontrollpunkte, das Kontrollpolygon sowie die Kurve,
welche die Bedingungen (1)− (4) erfu¨llen.
Welche ist die kleinstmo¨gliche Anzahl von Kontrollpunkten?
(b) Bestimme einen Satz von Kontrollpunkten, fu¨r die (1)− (4) erfu¨llt sind.
11. Sei P(t) =
3∑
j=0
bjB
3
j (t) die zu den Kontrollpunkten
b0 = (0, 0, 0)
T , b1 = (0, 1, 0)
T , b2 = (1, 1, α)
T , b3 = (1, 0, 1)
T ,
α reeller Parameter, geho¨rende Be´zier-Kurve.
Konstruiert werden soll eine Be´zier-Kurve Q(t) 2. Grades, die mo¨glichst glatt an
P(t) angefu¨gt werden kann und als Endpunkt den Punkt (−2,−3, 1)T hat.
(a) Wieviel Kontrollpunkte hat Q(t)?
(b) Gebe alle Mo¨glichkeiten an fu¨r die Wahl der Kontrollpunkte, fu¨r die die zu-
sammengesetzte Kurve stetig differenzierbar ist.
(c) Kann eine zweimal stetig differenzierbare zusammengesetzte Kurve erzeugt
werden?
12. Erzeuge in der (x, y)-Ebene eine bezu¨glich der x-Achse symmetrische geschlossene
Be´zier-Kurve mo¨glichst niedrigen Grades mit den folgenden Eigenschaften.
(1) Anfangs- und damit auch Endpunkt sei (0, 0)T .
(2) Die Kurve sei stetig differenzierbar.
(3) Die Kurve kreuze die x-Achse nur in den Punkten (0, 0)T und (10, 0)T .
(4) Die Kurve verlaufe im Streifen −1 ≤ y ≤ 1.
13. Gegeben seien die Be´zier-Kurven P(t) und Q(t) zu den Kontrollpunkten
b0 = (0, 0)
T , b1 = (2, 1)
T , b2 = (3,−1)T fu¨r P
und
c0 = (3,−1)T , c1 = (4, 0)T , c2 = (2, 2)T fu¨r Q.
(a) Man zeige.
Beide Be´zier-Kurven ko¨nnen zu einer stetigen Kurve zusammengesetzt wer-
den. Die daraus resultierende Kurve sit nicht stetig differenzierbar.
(b) Fu¨hre fu¨r die Be´zier-Kurve P(t) eine Graderho¨hung durch.
Berechne insbesondere die neuen Kontrollpunkte Ebi, i = 0, 1, 2, 3.
(c) Vera¨ndere die y-Koordinate von Eb2 so, dass die zusammengesetzte Kurve
stetig differenzierbar wird.
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Serie 5
1. Gegeben seien die Punkte (0,0), (1,1), (3,2), (4,1).
Der lineare Spline aus S2,∆ ist der Polygonzug
S1(t) =

t , t ∈ [0, 1]
0.5(t+ 1) , t ∈ [1, 3]
−t+ 5 , t ∈ [3, 4]
Der quadratische Spline aus S3,∆ mit dem Anstieg 0 an der linken Intervallgrenze
0 ist die Funktion
S2(t) =

t2 , t ∈ [0, 1]
−0.75t2 + 3.5t− 1.75 , t ∈ [1, 3]
−t+ 5 , t ∈ [3, 4]
(a) Gebe die Unterteilung ∆ = {ξ0, ξ1, ..., ξl+1} an.
(b) Welches sind die unabha¨ngigen Bedingungen fu¨r den Spline 1. Grades (k=2)?
Gebe die Basisfunktionen fu¨r den linearen Vektorraum S2,∆ an.
(c) Charakterisiere die Basis fu¨r den Vektorraum S3,∆ mit der Bedingung fu¨r die
Ableitung am linken Intervallende.
2. Gegeben ist
f(t) =

t , t ∈ [0, 2]
−0.5t2 + 3t− 2 , t ∈ [2, 6]
−3t+ 16 , t ∈ [6, 9]
(a) Man zeige.
Mit der Unterteilung ∆ = {0, 2, 6, 9} ist f ∈ S3,∆.
(b) Schreibe f(t) als Linearkombination von Monomen und abgebrochenen Po-
tenzen
(t− s)k+ =
{
0 , falls t < s
(t− s)k , falls t ≥ s
3. Der quadratische Spline S2(t) aus S3,∆ mit der Unterteilung ∆ = {ξ0, ξ1, ..., ξl+1}
setzt sich aus Polynomen ho¨chstens 2. Grades auf den Teilintervallen [ξi, ξi+1]
zusammen.
S
(i)
2 (t) = ait
2 + bit+ ci, t ∈ [ξi, ξi+1], i = 0, 1, ..., l.
(a) Gebe alle Bedingungen fu¨r die Konstruktion dieses Splines an.
Diskutiere die Wahl fu¨r die Hinzunahme der einen fehlenden Bedingung.
(b) Notiere alle Bedingungen in Form eines Gleichungssystems.
4. Finde zur Unterteilung ∆ = {0, 2, 3} eine Funktion f(t) aus S3,∆ mit
f(0) = 0, f(2) = 2, f(3) = 1.
Wieviele Mo¨glichkeiten gibt es?
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5. Bestimme zu den Stu¨tzstellen
(a) 0,1,2,3
(b) 0,1,3,6
die B-Splines Nik(t) bis zur Ordnung k = 3.
Stelle das Polynom P (t) = 3t2 − 2t+ 1 mit Hilfe dieser B-Splines Ni,3 dar.
6. Bestimme zu den Punkten (0,2), (1,3), (2,3), (3,5) Splines der Ordnung 2, 3 (Zu-
satzbedingung s′2(0) = 0) und 4 (natu¨rliche kub. Splines) als Linearkombinationen
von B-Splines.
Berechne den kubischen Spline auch mittels Be´zier-Kurve.
7. Erzeuge die Lagrangeschen Basispolynome (Lagrange-Terme, Knotenpunktpoly-
nome (KPP)) zu den Stu¨tzstellen {1, 2, 5, 6} und stelle sie grafisch dar.
8. Gegeben sei die Maple-Prozedur
interpol:=proc(stst::list,stw::list,var::name,typ::string)
zur Erzeugung des Interpolationspolynoms in folgenden Darstellungen:
Newton, Lagrange, baryzentrische.
Verwende diese zu ihrer Berechnung bei gegebener Referenz (1, 2), (2, 4), (5, 0), (6, 1).
9. (a) Bestimme die B-Splines der Ordnung 3 zum Gitter ξ1 = 0, ξ2 = 1 und ξ3 = 3.
Wie sind die Knoten Θi des erweiterten Gitters zu wa¨hlen?
(b) Bestimme die Menge der Splines S(t) der Ordnung 3 mit den Interpolations-
eigenschaften S(ξ1) = −2, S(ξ2) = 0 und S(ξ3) = 3.
Wieviele Freiheitsgrade gibt es?
(c) Bestimme alle Splines der Ordnung 3, welche eine gegebene Parabel P (t) =
at2+ bt+ c an den Punkten ξ1 = 0, ξ2 = 1 und ξ3 = 3 interpolieren. Welcher
dieser Splines reproduziert die Parabel exakt?
(d) Finde diejenigen Splines der Ordnung 3 zum oben definierten Gitter, welche
alle Parabeln der Form P (t) = at2 − 2ct+ c exakt reproduzieren.
10. Gesucht ist eine stetig differenzierbare Kurve P (t), welche sich stu¨ckweise aus
Polynomen ho¨chstens 2. Grades zusammensetzt und folgende Bedingungen erfu¨llt.
(1) P (0) = 1, P (1) = 1, P (3) = 0.
(2) P ′(0) = 1.
(a) Konstruiere die zugeho¨rige Splinefunktion und zeige ihren Graf.
(b) Stelle die Splinefunktion als zusammengesetzte Be´zier-Kurve dar.
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Serie 6
1. Ein interpolierender kubischer Spline la¨sst sich auf dem Intervall [ti, ti+1] wie folgt
darstellen
pi(t) = yi + λi(t− ti) +
yi+1−yi
ti+1−ti
− λi
ti+1 − ti (t− ti)
2
+
λi+1 − 2yi+1−yiti+1−ti + λi
(ti+1 − ti)2 (t− ti)
2(t− ti+1), i = 0, 1, ..., n− 1.
Bei dem angegebenen Polynom handelt es sich um das kubische Hermitesche In-
terpolationspolynom zu den Daten (ti, yi, λi), (ti+1, yi+1, λi+1) , d.h. es gilt
pi(ti) = yi, pi(ti+1) = yi+1
p′i(ti) = λi, p
′
i(ti+1) = λi+1
}
i = 0, 1, ..., n− 1.
Pru¨fe diese Interpolationsbedingungen mit Hilfe von Maple nach.
2. Der kubische Basis-Spline Ni,4(x) ∈ C2(−∞,∞) mit seinem kompakten Tra¨ger
[xi−2, xi+2], xi = x0 + ih, ist intervallweise definiert und hat die Form
Ni,4(x) =
1
h3

(x− xi−2)3 , x ∈ [xi−2, xi−1]
h3+3h2(x−xi−1)+3h(x−xi−1)2−3(x−xi−1)3 , x ∈ [xi−1, xi]
h3+3h2(xi+1−x)+3h(xi+1−x)2−3(xi+1−x)3 , x ∈ [xi, xi+1]
(xi+2 − x)3 , x ∈ [xi+1, xi+2]
0 sonst
Pru¨fe die entsprechenden Bedingungen nach.
3. Berechne zu f(t) = 2t die Interpolationspolynome
(a) P (f |1, 2, 4),
(b) P (f |1, 1, 3),
(c) P (f |1, 1, 1).
4. (a) Gebe die dividierte Differenz f [Θ1,Θ2] an fu¨r Θ1 6= Θ2 sowie fu¨r Θ1 = Θ2.
(b) Berechne zu f(t) = cos(t) die dividierte Differenz f [0, pi/2, pi, 3pi/2] mit Hilfe
der
- Rekursionsformel,
- Formel fu¨r die Lagrange-Interpolation.
5. Beweise die Darstellungsformel fu¨r die B-Splines
Nik(t) = (Θi+k −Θi)[Θi, ...,Θi+k]( . − t)k−1+ , falls Θi < Θi+k.
6. Interpoliere eine Polynom 4. Grades auf dem Intervall [0,1] durch eine natu¨rliche
kubische Spline-Funktion auf einem a¨quidistanten Gitter mit 6 Stu¨tzstellen.
Diskutiere auch andere Randbedingungen des Splines.
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7. Unter allen zweimal stetig differenzierbaren Funktionen f , welche die Datenpunkte
(ti, yi), i = 0, 1, ..., n, t0 = a, tn = b, interpolieren, hat die interpolierende
kubische natu¨rliche Spline-Funktion s die geringste Biegeenergie
b∫
a
s′′(t)2 dt ≤
b∫
a
f ′′(t)2 dt.
Hinweis: Untersuche
b∫
a
(f ′′(t) − s′′(t))2 dt und verwende die zusammengesetzte
und partielle Integration fu¨r
b∫
a
∆′′(t)s′′(t) dt mit ∆(t) = s(t)− f(t).
8. Gesucht ist ein Polynom P (t) ho¨chstens 3. Grades mit mo¨glichst geringer Kru¨mmung,
welches die Eigenschaften erfu¨llt
P (0) = P (1) = 0, P ′(0) = 1.
(a) Bestimme P (t) so, daß ‖P ′′‖2 =
√∫ 1
0
P ′′(t)2 dt minimiert wird.
(b) Bestimme P (t) so, daß ‖P ′′‖∞ = max
t∈[0,1]
|P ′′(t)| minimiert wird.
(c) Man u¨berlege sich ein numerisches Verfahren, welches ausgehend von der
Lo¨sung in (b) ein P (t) bestimmt, fu¨r das die maximale Kru¨mmung
max
[0,1]
|κ(t)| = max
[0,1]
∣∣∣∣ |P ′′(t)|(1 + P ′(t)2)3/2
∣∣∣∣
minimiert wird.
9. (a) Bestimme zu dem Polynom P (t) = αt2 + βt+ γ die maximale Kru¨mmung
im Intervall [a, b], also max
[a,b]
|κ(t)|.
(b) Finde unter den Splines der Ordnung 3 zu den Punkten (0,2), (1,3), (2,3),
(3,5) denjenigen, der max
[0,3]
|κ(t)| minimiert.
10. Gesucht ist der kubische Spline S(t) mit den Interpolationseigenschaften
S(0) = 0, S(1) = 4, S(2) = 1, S(3) = 0
und den natu¨rlichen Randbedingungen S ′′(0) = S ′′(3) = 0.
(a) Stelle ein lineares Gleichungssystem fu¨r die de Boor-Punkte auf und lo¨se
dieses.
(b) Stelle S(t) als Linearkombination von B-Splines dar.
(c) Stelle S(t) als zusammengesetzte Be´zier-Kurve dar.
11. Berechne zu den Bedingungen
S(0) = 0, S ′(0) = 6, S(1) = 4, S ′(1) = 0, S(2) = 1, S ′(2) = 2, S(3) =
0, S ′(3) = 0
die kubische Hermite-Interpolierende.
Was a¨ndert sich, wenn eine zusa¨tzliche Stu¨tzstelle bei t = 0.5 eingefu¨hrt wird?
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12. Gegeben seien die Punkte xi, i = 0, 1, ..., l + 1, so dass (ti, xi) auf einer Geraden
liegen.
Unter welchen Bedingungen reproduzieren Splines der Ordnungen 2 und 4 exakt
diese Gerade?
13. Man zeige.
Die Abbildung
x(u, v) =
n∑
i=0
m∑
j=0
bijB
n
i (u)B
m
j (v)
ist affin invariant.
14. Man zeige.
Die Funktion x(u, v) : [0, 1]2 → Ek mit
x(u, v) =
n∑
i=0
m∑
j=0
bijB
n
i (u)B
m
j (v)
bildet die Werte (u, v) ∈ [0, 1]2 auf die konvexe Hu¨lle der Punkte bij ab.
15. Sei
x(u, v) =
n∑
i=0
m∑
j=0
bijB
n
i (u)B
m
j (v).
Charakterisiere die Randkurven x(u0, v) und x(u, v0) fu¨r u0 ∈ {0, 1} und v0 ∈
{0, 1}.
16. Gegeben sei die Kurve P(t) = (t, t2 + 3t− 2), t ∈ [0, 1].
Stelle P in Be´zier-Form mo¨glichst niedrigen Grades dar.
17. Gegeben sei die Fla¨che
Q(u, v) =
(
1
0
)
B10(u) +
(
0
v
)
B11(u), (u, v) ∈ [0, 1]2.
Q soll in Be´zier-Form
Q(u, v) =
1∑
i,j=0
bij B
1
i (u)B
1
j (v)
dargestellt werden. Bestimme die Kontrollpunkte bij.
18. Gegeben sei die Fla¨che
Q(u, v) =
(
0
−2
)
B20(v) +
1
2
(
u2
−2
)
B21(v) + 3
(
u2
0
)
B22(v), (u, v) ∈ [0, 1]2.
Q soll in Be´zier-Form
Q(u, v) =
2∑
i,j=0
bij B
2
i (u)B
2
j (v)
dargestellt werden. Bestimme die Kontrollpunkte bij.
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19. Untersucht werden soll das Polynom
P (u, v) = u3v + v3u2 + u2v2 − 3v3.
(a) Beschreibe die Funktionen (Monome) 1, t, t2, t3 : [0, 1] → R als Linearkom-
bination der Bernstein-Polynome B3j (t), j = 0, 1, 2, 3.
(b) Benutze die eindimensionalen Formeln aus (a), um das zweidimensionale Po-
lynom P (u, v) in Be´zier-Form darzustellen.
20. (a) Bestimme die Be´zier-Kurve c(u) 2. Grades mit den folgenden Eigenschaften.
(1) Anfangspunkt ist (0, 0)T und Endpunkt ist (4, 0)T .
(2) Die Tangenten an Anfangs- und Endpunkt verlaufen in die Richtungen
(1, 1)T bzw. (1,−2)T .
(b) Bestimme die Be´zier-Kurve d(v) 2. Grades mit den folgenden Eigenschaften.
(1) Anfangspunkt ist (0, 0)T und Endpunkt ist (1, 3)T .
(2) Die Tangenten an Anfangs- und Endpunkt verlaufen in die Richtungen
(0, 1)T bzw. (1, 1)T .
(c) Stelle die Schiebefla¨che zu c(u) und d(v) als biquadratische Be´zier-Fla¨che
Q(u, v) dar.
21. Bestimme zur Fla¨che x(u, v) = (u, v, u2− v2)T , (u, v) ∈ [0, 1]2, die biquadratische
Be´zier-Form 2∑
i,j=0
bij B
2
i (u)B
2
j (v)
mit den Kontrollpunkten bij ∈ E3.
Verwende zur Konstruktion auch die Endknoteneigenschaft und die Randkurven.
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