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a b s t r a c t
This paper is concerned with the estimation of integrals of 2pi-periodic functions with
respect to the Hermite weight function by passing to the unit circle of the complex plane
and considering Szegő and interpolatory-type quadrature formulas with respect now to
the Rogers–Szegő weight function. Several numerical experiments are given along with
estimations of the error.
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1. Introduction
When dealing with the approximate calculation of integrals of the form
Iσ (f ) =
∫ b
a
f (x)σ (x)dx (−∞ ≤ a < b ≤ +∞),
σ being a positive weight function on (a, b) (i.e. σ(x) > 0 a.e. on (a, b) and
∫ b
a σ(x)dx <∞), n-point quadrature rules like
Iσn (f ) =
n∑
j=1
Ajf (xj), {xj}nj=1 ⊂ [a, b], xj 6= xk if j 6= k
have become one of the most commonly used procedures in Numerical Integration. Usually, the nodes {xj}nj=1 and weights
{Aj}nj=1 are determined so that Iσn (f ) exactly integrates polynomials of degree as high as possible. In this respect, the well
known Gauss–Christoffel or Gaussian formulas appear and they are optimal in the sense that they satisfy Iσn (P) = Iσ (P) for
any polynomial of degree 2n−1 and there exists a polynomial Q of degree 2n such that Iσ (Q ) 6= Iσn (Q ). In the sequel, Pn will
denote the space of polynomials of degree n at most and P the space of all polynomials. As it is known, in the construction
of the Gaussian formulas for σ , orthogonal polynomials represent the basic tool. Indeed, let {Pn(x)}∞n=0 denote the sequence
of orthonormal polynomials with respect to the inner product induced by σ , i.e.
〈Pn, Pm〉σ =
∫ b
a
Pn(x)Pm(x)σ (x)dx = δn,m,
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δn,m being the Kronecker delta symbol (observe that {Pn(x)}∞n=0 is uniquely determined if we assume that for each n,
the leading coefficient of Pn(x) is taken positive). Then, {xj}nj=1 are the zeros of Pn(x) and {Aj}nj=1 can be computed by
Aj =
(∑n−1
k=0 P
2
k (xj)
)−1
for all j = 1, . . . , n (see e.g. [1] for further details).
In this paper we fix σ(x) = e−λx2 with λ > 0 and we shall be concerned with the computation of integrals of the form
Iσ (f ) =
∫ ∞
−∞
f (x)σ (x)dx
under the assumption that f is a 2pi-periodic function such that f σ is integrable on R. Certainly, one could try to use the
correspondingGauss formula forσ(x) = exp(−λx2), knownasGauss-Hermite rule andwhichhave been extensively studied
for many years. However, because of the periodicity of f , it seems advisable to design some kind of particular strategy
taking into account this assumption. This will be done by passing to the unit circle and considering certain quadrature
rules exactly integrating trigonometric polynomials up to degree as large as possible: the so-called Szegő formulas. In
this case, the family of Rogers–Szegő polynomials, orthogonal with respect to a measure on the unit circle related to the
weight function σ(x) = exp(−λx2), will play the fundamental role. For further details concerning such polynomials and
applications, see [2–6].
The paper has been organized as follows. In Section 2, some results concerning quadrature formulas on the unit circle
are summarized while in Section 3, these results are applied in order to compute certain weighted integrals on the real
line. Different error bounds for these quadratures are given in Section 4 along with some numerical illustrations. Finally, in
Section 5, numerical experiments are presented making a comparison among the proposed methods.
2. Preliminary results
In this section, some of the most relevant aspects concerning the estimation of integrals of the form Iω(f ) =∫ pi
−pi f (θ)ω(θ)dθ , f being a 2pi-periodic function and ω a weight function on [−pi, pi]will be revised.
Taking into account the density of the space of trigonometric polynomials in the class of the 2pi-periodic continuous
functions with respect to the uniform norm, an n-point quadrature like
Iωn (f ) =
n∑
j=1
λjf (θj), {θj}nj=1 ⊂ [−pi, pi), θj 6= θk if j 6= k
such that Iωn (T ) = Iω(T ) for all trigonometric polynomials of degree as high as possible seems to be more appropriate. Here,
by a (real) trigonometric polynomial of exact degreemwe mean a function like
T (θ) =
m∑
k=0
ak cos(kθ)+ bk sin(kθ), |am| + |bm| > 0, ak, bk ∈ R.
This type of quadrature rules appear in [7, pp. 73–74] for ω(θ) ≡ 1 and in [8] for a general weight function (for recent
contributions on this topic see [9,10]). In this context and making use of certain bi-orthogonal systems of trigonometric
functions, it is proved that once fixed a natural number n, there exist distinct nodes θ1, . . . , θn on [−pi, pi) and positive
weights λ1, . . . , λn depending both on a parameter such that
Iωn (T ) =
n∑
j=1
λjf (θj) = Iω(T ) (1)
for all trigonometric polynomial T of degree n− 1. Furthermore, it does not matter how the nodes and weights are chosen,
there always exists a trigonometric polynomial S of degree n such that Iωn (S) 6= Iω(S). For this reason, Iωn (T ) given by (1) is
called an n−point quadrature formula with the maximum degree of trigonometric precision.
Now, taking into account that any 2pi-periodic function f is equivalent to a function g defined on the unit circle
T = {z ∈ C : |z| = 1} and that any trigonometric polynomial T of degree m can be written as T (θ) = ∑mj=−m αjz j
with z = eiθ and αj ∈ C, we can reformulate our problem by passing to T as follows: ‘‘given the integral on the unit circle
Iω(f ) =
∫ pi
−pi f (e
iθ )ω(θ)dθ , find n distinct nodes z1, . . . , zn on T and positive weights λ1, . . . , λn such that Iωn (f ) = Iω(f ) for
all f ∈ Λ−(n−1),(n−1)’’. Here, we set Λ = span{zk : k ∈ Z} (space of Laurent polynomials) and given r and s integers with
r ≤ s, Λr,s = span{zk : r ≤ k ≤ s} (observe that dim(Λr,s) = s − r + 1). It should be remarked now the density of Λ in
Lωp (T) = {f : T→ C/
∫ pi
−pi |f (eiθ )|pω(θ)dθ < +∞} for p ≥ 1; recall that this fact cannot be assured in general for the space
P, see [11,12].
The sequence {ϕn(z)}∞n=0 of polynomials which are orthonormal on T with respect to the inner product induced by ω
(orthonormal Szegő polynomials), i.e.
〈ϕn, ϕm〉ω =
∫ pi
−pi
ϕn(z)ϕm(z)ω(θ)dθ = δn,m, z = eiθ
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represent the key in the construction of the above formulas; sometimes we will also make use of the corresponding
monic sequence that we will denote by {ρn(z)}∞n=0. However, unlike the situation for intervals of the real line, the zeros
of ϕn(z) for n ≥ 1 cannot be used as nodes since it is known (see e.g. [13, pp. 292–293] or [14, pp. 184]) that they lie in
D = {z ∈ C : |z| < 1}. This drawback can be overcome with the following result (see [15] and also [16,17] and [18,
Chapter 4]):
Theorem 2.1. (1) Let {Qn(z)}∞n=1 be a sequence of Szegő polynomials for ω(θ) and let Q ∗n (z) denote its reciprocal defined by
Q ∗n (z) := znQn(1/z). Take τ ∈ T and set
Bn(z, τ ) = Bn(z) = C[Qn(z)+ τQ ∗n (z)], C 6= 0. (2)
Then, Bn(z) has exactly n distinct zeros on T.
(2) Let z1, . . . , zn be the n distinct zeros of Bn(z) as given by (2). Then, there exist positive weights λ1, . . . , λn such that
Iωn (f ) =
∑n
j=1 λjf (zj) = Iω(f ) for all f ∈ Λ−(n−1),(n−1). 
Remark 2.2. The quadrature rules given in Theorem 2.1 were introduced by Jones et al. in [15]. They are called Szegő
quadratures and represent the analogue on the unit circle of the Gaussian formulas. However, two specific features should
be noted:
(i) They are not uniquely determined because in (2), τ ∈ T is arbitrary.
(ii) The zeros of the orthogonal polynomials {Qn(z)}∞n=1 cannot be used as nodes.
Furthermore, Szegő quadratures are optimal in the sense that there cannot exist an n-point quadrature rule with nodes
on T to be exact either in Λ−n,n−1 or in Λ−(n−1),n For this reason, Λ−(n−1)(n−1) is called a ‘‘maximal domain of validity’’ for
ω (see also the recent paper [19]).
As for the weights {λj}nj=1 one has the following (see [20,21]).
Theorem 2.3. Let {ϕn(z)}∞n=0 be the sequence of orthonormal Szegő polynomials for ω, take τ ∈ T and set Bn(z) = ϕn(z) +
τϕ∗n (z). Then, the weights of an n-point Szegő formula can be expressed for all j = 1, . . . , n as:
(1) λj = z
p
j
B
′
n (zj)
∫ pi
−pi
Bn(z)
(z−zj)zpω(θ)dθ, p being an arbitrary non-negative integer such that 0 ≤ p ≤ n− 1,
(2) λj = 1|B′n(zj)|2
∫ pi
−pi
∣∣∣ Bn(z)(z−zj) ∣∣∣2 ω(θ)dθ,
(3) λ−1j =
∑n−1
k=0
∣∣ϕk(zj)∣∣2 ,
(4) λ−1j = 2R
[
zjϕ′n(zj)ϕn(zj)
]
+ n ∣∣ϕn(zj)∣∣2 . 
Thus, the effective construction of these rules (Szegő formulas) requires the computation of a sequence of Szegő
polynomials starting from the initial available information on ω, that is, its trigonometric moments, namely µk =∫ pi
−pi e
−ikθω(θ)dθ for all k ∈ Z.
Explicit expressions for Szegő polynomials are available only in very exceptional cases (see [6]) and ifwewant to compute
them we can make use of the following (Szegő) forward recurrence relation (see e.g. [13, Chapter 11] or [6, Chapter 1.5]):(
ρn(z)
ρ∗n (z)
)
=
(
z δn
δnz 1
)(
ρn−1(z)
ρ∗n−1(z)
)
, n ≥ 1 (3)
with initial conditions ρ0(z) = ρ∗0 (z) ≡ 1 and where δn := ρn(0) for all n ≥ 0 are the so-called Verblunsky coefficients forω.
Since the zeros of ρn(z) lie in D, they satisfy δ0 = 1 and |δn| < 1 for all n ≥ 1. From (3) it is also deduced how to compute
δn recursively from δn−1 and {µ−k}nk=0. Indeed, if ρn−1(z) =
∑n−1
k=0 rkzk, then
δn = −〈zρn−1(z), 1〉ω〈ρ∗n−1(z), 1〉ω
= −
n−1∑
k=0
rk〈zk+1, 1〉ω
n−1∑
k=0
rn−1−k〈zk, 1〉ω
= −
n−1∑
k=0
rkµ−(k+1)
n−1∑
k=0
rn−1−kµ−k
. (4)
Moreover, it also holds that√
1− |δn|2 = ‖ρn(z)‖ω‖ρn−1(z)‖ω , n ≥ 1. (5)
Once the sequence of Szegő polynomials has been computed, an n-point Szegő formula can be constructed making use
of Theorems 2.1 and 2.3 (for an alternative procedure concerning an eigenvalue finding problem of certain Hessenberg or
five-diagonal matrices, see [22,16,17]).
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In short, in order to reach the ‘‘maximal domain of validity’’ we have tomake a certain computational effort. So, onemight
wonder if it would be worthy to deal with ‘‘smaller domains’’ getting nodes and weights more easily computable. On the
other hand, it could also happen that the initial functionω is not a weight function but a signed ormore generally a complex
function. In this case, the construction of Szegő quadratures becomesmeaningless. In the rest of the sectionwewill consider
n-point quadratures rules with prescribed nodes and being exact in subspaces of Laurent polynomials of dimension n, as
stated in the following (see [21]).
Proposition 2.4. Given n distinct nodes {z˜j}nj=1 ⊂ T and r and s non-negative integers such that r + s = n− 1, then there exist
weights λ˜1, . . . , λ˜n such that
I˜ωn (f ) =
n∑
j=1
λ˜jf (z˜j) = Iω(f ), ∀f ∈ Λ−r,s.  (6)
Formula (6) is called of interpolatory-type inΛ−r,s since it can be shown that I˜ωn (f ) = Iω (Ln−1(f , ·)), Ln−1(f , z) being the
unique interpolant inΛ−r,s of f at the nodes z˜j for all j = 1, . . . , n. Hence, it follows that λ˜j = Iω(lj,n−1) with lj,n−1 ∈ Λ−r,s
such that lj,n−1(z˜k) = δj,k.
Now, a question immediately arises: how to chose the nodes {z˜j}nj=1 onT so that I˜ωn (f ) provides an appropriate estimation
for Iω(f )?
Concerning convergence a partial answer is given in the following (see e.g. [23,24] concerning a more general setting
involving rational functions with prescribed poles)
Theorem 2.5. Let ω be a function (possibly complex) andα aweight function both on [−pi, pi], so that ∫ pi−pi |ω(θ)|2α(θ) dθ < +∞. Let
{τn}∞n=0 ⊂ T and consider the zeros {z˜j,n}nj=1 of Bn(z, τn) = Qn(z)+ τnQ ∗n (z), {Qn(z)}∞n=0 being a sequence of Szegő polynomials
for α. Let {rn}∞n=1 and {sn}∞n=1 be two non-decreasing sequences of non-negative integers such that rn + sn = n − 1, n ≥ 1 and
that limn→∞ rn = limn→∞ sn = ∞. Let I˜ωn (f ) =
∑n
j=1 λ˜j,nf (z˜j,n) = Iω(f ) for all f ∈ Λ−rn,sn . Then, limn→∞ I˜ωn (f ) = Iω(f ) for
any bounded function f defined on T such that f (eiθ )ω(θ) is integrable on T. 
From Theorem 2.5 it can be seen that under the same hypothesis, there exists for all n ≥ 1 a positive constantM such that∑n
j=1 |λ˜j,n| < M . Even more, it also holds that, limn→∞
∑n
j=1 |λ˜j,n| =
∫ pi
−pi |ω(θ)|dθ. This fact is fundamental when dealing
with the stability of the sequence {I˜ωn (f )}∞n=1. Certainly, the true scope of Theorem 2.5 is constrained by the computational
facilities of the sequence {Qn(z)}∞n=0 of Szegő polynomials for the ‘‘auxiliar’’ weight function α. In this respect, when taking
α(θ) ≡ 1 it is known that Qn(z) = zn so that for τ ∈ T the zeros of Bn(z, τ ) = Qn(z)+ τQ ∗n (z) = zn+ τ are the n-th roots of−τ . Interpolatory-type quadrature rules based upon the roots of unity (or rotations of these) will be considered in the next
section.
3. Quadratures
Let f be a 2pi-periodic and bounded function on R so that f (x)e−γ x2 with γ > 0 is integrable. In this section we shall be
concernedwith the construction of n−point quadrature rules in order to approximate the integral Iγ (f ) =
∫∞
−∞ f (x)σγ (x)dx
where
σγ (x) =
√
γ
pi
e−γ x
2
, γ > 0. (7)
As already said in Section 1,wewill pass from the real line to the unit circleT. For this purpose,wewill consider the following
weight function on [−pi, pi] associated with σγ (x):
ω(θ) =
√
γ
pi
∞∑
j=−∞
e−γ (θ−2pi j)
2
. (8)
Theorem 3.1. Let f be a 2pi-periodic function on R. Then, it holds that∫ pi
−pi
f (θ)ω(θ)dθ =
∫ ∞
−∞
f (x)σγ (x)dx (9)
with σγ (x) and ω(θ) given by (7) and (8), respectively.
Proof. For any θ ∈ [−pi, pi], it clearly follows that
∞∑
j=−∞
f (θ)e−γ (θ−2pi j)
2 ≤ max
θ∈[−pi,pi ]
|f (θ)|
(
1+ 2
∞∑
j=1
e−γ (2pi(j−1))
2
)
. (10)
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From the quotient criterium, the series in the right-hand side is convergent since
lim
j→∞
e−γ (2pi(j−1))2
e−γ (2pi(j−2))2
= lim
j→∞ e
−γ 8pi2j = 0 < 1. (11)
Furthermore, it can be checked that the series is also uniformly convergent on [−pi, pi] so that the integral and summation
symbols can be interchanged, yielding∫ pi
−pi
f (θ)
∞∑
j=−∞
e−γ (θ−2pi j)
2
dθ =
∞∑
j=−∞
∫ pi
−pi
f (θ)e−γ (θ−2pi j)
2
dθ. (12)
Thus, the proof is concludedmaking the change of variable x = θ−2pi j in each of the above integrals and taking into account
that f is a 2pi-periodic function. 
Setting q = q(γ ) = e− 12γ , the normalized weight function ω (i.e. ∫ pi
pi
ω(θ)dθ = 1) can be expressed as the wrapped
Gaussian measure (Rogers–Szegő weight function)
ω(θ, q) = ω(θ) = 1√
2pi log(1/q)
∞∑
j=−∞
exp
(
− (θ − 2pi j)
2
2 log(1/q)
)
, 0 < q < 1. (13)
Properties of Rogers–Szegő polynomials, the family of orthogonal polynomials on Twith respect toω(θ) given by (13), have
been recently studied (see e.g. [6, Chapter 1.6] and references therein found). Here we will concentrate on the construction
of quadratures on the unit circle for the integral
Iω(f ) =
∫ pi
−pi
f (eiθ )ω(θ)dθ (14)
in order to estimate the integral Iγ (f ). For this purpose, it becomes crucial the fact the sequence of trigonometric moments
for ω is easily computable. First, from (9) the following can be immediately deduced
Corollary 3.2. The sequence {µk}∞k=−∞ of trigonometric moments for ω is given by
µk =
∫ pi
−pi
e−ikθω(θ)dθ = q k22 , k ∈ Z.  (15)
We define now for all 0 < q < 1 the usual q-binomial coefficients by
(n)q := (1− q)(1− q2) · · · (1− qn),[
n
j
]
q
:= (n)q
(j)q(n− j)q =
(1− qn) · · · (1− qn−j+1)
(1− q) · · · (1− qj)
(16)
and where (0)q =
[
n
0
]
q
=
[
n
n
]
q
≡ 1. As already said, few weight functions give rise to explicit expressions for the family
of Szegő polynomials. However, from Corollary 3.2 we can deduce the following (see [6, Theorem 1.6.7] for an alternative
proof).
Theorem 3.3. The family of monic and orthonormal Rogers–Szegő polynomials are explicitly given by
ρn(z) =
n∑
j=0
(−1)n−j
[
n
j
]
q
q
n−j
2 z j (17)
and
ϕn(z) = 1√
(1− q) · · · (1− qn)ρn(z), (18)
respectively.
Proof. We proceed by induction. It is clear that δ0 = ρ0(z) = ϕ0(z) ≡ 1 and for n = 1, from (4) we have δ1 = −µ−1/µ0 =
−√q, hence ρ1(z) = z −√q and from (5), ‖ρ1(z)‖q = √1− q. Suppose now that (17) and (18) holds. Now, from (4) and
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since
[
n
k
]
q
=
[
n
n− k
]
q
it follows that
δn+1 = −
n∑
k=0
(−1)n−k
[
n
k
]
q
q
n−k
2 q
(k+1)2
2
n∑
k=0
(−1)k
[
n
n− k
]
q
q
k
2 q
k2
2
= (−1)n+1q n+12 . (19)
From (17) we have that ρ∗n (z) = (−1)nq−
n
2 ρn(qz) and hence, from (3) and (19),
ρn+1(z) = zρn(z)+ δn+1ρ∗n (z) = zn+1 + δn+1 +
n∑
k=1
skzk,
being
sk = −√q(−1)n−k
[
n
k
]
q
q
n+k
2 + (−1)n−k+1
[
n
k− 1
]
q
q
n−k+1
2 .
From (16) it is easily checked also by induction that
[
n
k− 1
]
q
+ qk
[
n
k
]
q
=
[
n+ 1
k
]
q
and hence sk = (−1)n+1−k
[
n+ 1
k
]
q
q
n+1−k
2 .
Finally, from (5) and (19) it is proved that ‖ρn+1(z)‖ω =
√
1− qn+1‖ρn(z)‖ω . 
As for the nodes and weights of an n-point Szegő quadrature rule for Iωn (f ), it follows from Theorems 2.1, 2.3 and 3.3 the
following characterization result.
Theorem 3.4. Let ρn(z) be the n-th monic Rogers–Szegő polynomial given by (17) and let Iωn (f ) =
∑n
j=1 λjf (zj) be an n-point
Szegő formula for ω. Then,
(1) The nodes {zj}nj=1 are the roots of
Bn(z) =
n∑
j=0
aj
[
1+ τ(−1)nqj− n2
]
z j, |τ | = 1 (20)
where aj = (1)n−j
[
n
j
]
q
q
n−j
2 .
(2) The weights {λj}nj=1 are given by
λj = (1− q) . . . (1− q
n)
2R
[
zjρ ′n(zj)ρn(zj)
]
+ n ∣∣ρn(zj)∣∣2 , j = 1, . . . , n.  (21)
In short, we can say that the Szegő quadrature formulas for ω are explicitly given in terms of the Rogers–Szegő
polynomials, which can be computed either directly from (17) or recursively by means of Szegő’s recursion (3) and (4).
In both cases, given τ ∈ T, we need to solve the algebraic equation of degree n given by (20).
As an illustration, on Tables 1 and 2 we show the nodes and weights of a Szegő formula (τ = 1) with ten nodes and
corresponding to different values of the parameter q. Here, the Rogers–Szegő polynomials were computed by (17) and
Szegő’s recursion (3), respectively. Differences can be appreciated as q approaches to one.
From Theorem 3.4 it follows that the construction of Szegő formulas for ω implies a certain computational effort along
with a numerical instability, specially when q is close to one. As an alternative we propose to approximately calculate Iω(f )
by means of an n-point interpolatory-type quadrature rule with nodes the n-th roots of τ ∈ T and exact in Λ−r,s where
n = r + s+ 1. In this situation, it is deduced in [25] that the following expression for the weights:
λ˜j = 1n
s∑
k=−r
µ−k
ν(1−j)k
z˜k1
, j = 1, . . . , n (22)
where z˜1 is a root of zn = τ , ν = e 2pi in and µk are the trigonometric moments for an arbitrary weight function ω (note that
the j-th node is z˜j = ν j−1z˜1). Taking into account now that we can rewrite formula (22) as,
λ˜j = 1n
r∑
k=−s
µkν
(j−1)kz˜k1 =
1
n
r∑
k=−s
µkz˜kj =
1
nτ
r∑
k=−s
µkz˜kj z˜
n
j , j = 1, . . . , n, (23)
by replacing t = k+ s+ 1 in the last expression we deduce the following
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Table 1
Nodes and weights for the Szegő quadrature rule (n = 10) by applying (17)–(21).
Nodes Weights Nodes Weights
q = 0.1 q = 0.25
−0.940400± 0.34007i 0.0459602 −0.922051± 0.387069i 0.0195773
−0.531157± 0.847273i 0.0669775 −0.473103± 0.881007i 0.0466391
0.0668824± 0.997761i 0.100057 0.119954± 0.992779i 0.0947585
0.624424± 0.781086i 0.133157 0.650270± 0.759703i 0.150362
0.955949± 0.293533i 0.153848 0.959239± 0.282596i 0.188665
q = 0.5 q = 0.75
−0.842988± 0.537932i 0.00312009 −0.517559± 0.855648i 0.000196919
−0.333209± 0.942853i 0.0207928 0.0096185± 0.999954i 0.00541542
0.234605± 0.972091i 0.0737936 0.467501± 0.883993i 0.0439839
0.703537± 0.710659i 0.163017 0.801825± 0.597559i 0.158275
0.965879± 0.258994i 0.239274 0.977622± 0.210369i 0.292128
Table 2
Nodes and weights for the Szegő quadrature rule (n = 10) by applying (3) and (4) along with (20) and (21).
Nodes Weights Nodes Weights
q = 0.1 q = 0.25
−0.940400± 0.34007i 0.0459602 −0.922051± 0.387069i 0.0195773
−0.531157± 0.847273i 0.0669775 −0.473103± 0.881007i 0.0466391
0.0668824± 0.997761i 0.100057 0.119954± 0.992779i 0.0947585
0.624424± 0.781086i 0.133157 0.650270± 0.759703i 0.150362
0.955949± 0.293533i 0.153848 0.959239± 0.282596i 0.188665
q = 0.5 q = 0.75
−0.842979± 0.537946i 0.00312018 −0.523284± 0.852158i 0.000185103
−0.333206± 0.942854i 0.0207934 0.00649177± 0.999979i 0.00522294
0.234611± 0.972089i 0.0737988 0.465990± 0.884790i 0.0427937
0.703531± 0.710665i 0.163026 0.801309± 0.598250i 0.154655
0.965876− 0.259005i 0.239258 0.977531± 0.210793i 0.285684
Proposition 3.5. Let I˜ωn (f ) =
∑n
j=1 λ˜jf (z˜j) be the n-th interpolatory-type quadrature rule in Λ−r,s with n = r + s + 1 and
nodes the zeros of Qn(z) = zn − τ , |τ | = 1. Then, λ˜j = z˜
r
j
nτ
∑n
k=1 µk−s−1z˜
k
j for all j = 1, . . . , n. 
If we consider now the weight function ω given by (13) it follows
Corollary 3.6. Let I˜ωn (f ) =
∑n
j=1 λ˜jf (z˜j) be the n-th interpolatory-type quadrature rule inΛ−r,s with n = r + s+ 1 and nodes
the zeros of Qn(z) = zn − τ , |τ | = 1. Then,
λ˜j =
z˜rj
nτ
n∑
k=1
q
(k−s−1)2
2 z˜kj , j = 1, . . . , n.  (24)
In general, the weights λ˜j in (24) are complex, as shown in Table 3 for different values of r, s, τ and a fixed value q = 0.8.
So, it seems interesting to find conditions making the weights real. First, we have the following general result,
Proposition 3.7. Under the same assumptions as in Proposition 3.5, set m = min{r, s}. Then, the weights λ˜j are real for all
j = 1, . . . , n, if and only if, either r = s or r 6= s, µk = τµn−k for m+ 1 ≤ k < n/2 and also µn/2√τ ∈ R when n is even.
Proof. From (23) and takingM = max{r, s}we have that
λ˜j = 1n
{
µ0 + 2R
[
m∑
k=1
µkz˜kj
]
+
M∑
k=m+1
A(k)
}
, j = 1, . . . , n
where as usual
∑q
j=p αj = 0 if q < p and
A(k) =
{
µkz˜kj ifm = s,
µkz˜kj ifm = r.
Hence, the proof when r = s is trivial and the case r 6= s is equivalent to prove that B(z˜j) = ∑Mk=m+1 µkz˜kj ∈ R for all
j = 1, . . . , n.
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Table 3
Weights computed from (24).
r = 3, s = 1, τ = 1 r = 1, s = 3, τ = i
λ˜1 0.7590423518 λ˜1 −0.07977404066+ 0.01595864337i
λ˜2 0.1477252365+ 0.0321686194i λ˜2 0.01983869415− 0.099093103i
λ˜3 −0.0272464129− 0.0520499197i λ˜3 0.3010529561+ 0.1443773658i
λ˜4 −0.0272464129+ 0.0520499197i λ˜4 0.6868823906− 0.1345143819i
λ˜5 0.1477252365− 0.0321686194i λ˜5 0.07199999965+ 0.07327147598i
r = 3, s = 1, τ = 1 r = 1, s = 3, τ = −i
λ˜1 0.7590423518 λ˜1 0.7763085726− 0.1131370850i
λ˜2 0.1477252373+ 0.0321686197i λ˜2 0.3080041488+ 0.113137085i
λ˜3 −0.0272464126− 0.0520499191i λ˜3 −0.0500344026− 0.113137085i
λ˜4 −0.0272464126+ 0.0520499191i λ˜4 −0.03427831878+ 0.1131370850i
λ˜5 0.1477252373− 0.0321686197i
Note that z˜n−kj = τ z˜−kj . Now, B(z˜j) =
∑b n2 c
k=m+1 µkz˜
k
j + τµn−kz˜−kj if n is odd and for all j = 1, . . . , n,
B(z˜j) ∈ R ⇐⇒ =(B(z˜j)) = 0
⇐⇒
b n2 c∑
k=m+1
µkz˜kj + τµn−kz˜−kj − µkz˜−kj − τµn−kz˜kj = 0
⇐⇒
b n2 c∑
k=m+1
(µk − τµn−k)z˜kj + (τµn−k − µk)z˜−kj = 0
⇐⇒
b n2 c∑
k=m+1
(µk − τµn−k)z˜k+b
n
2 c
j + (τµn−k − µk)z˜b
n
2 c−k
j = 0.
Note that since B(z) is a polynomial of degree at most n−1with n distinct roots, then B(z) ≡ 0 andµk = τµn−k. In a similar
way when n is even, we conclude the same form+ 1 < k < n/2 and µn/2√τ ∈ R. 
We see from Proposition 3.7 that when r = s the weights λ˜j are real. Hence for the case of the Rogers–Szegő weight
function, the weights should be real too. When r 6= swe have the following,
Corollary 3.8. Under the same assumptions as in Proposition 3.5, if the trigonometric moments are real, τ = 1 and |r − s| ≤ 1,
then the weights λ˜j are real for j = 1, . . . , n. 
Corollary 3.9. Let In(f ) =∑nj=1 λ˜jf (z˜j) = Iω(f ) for all f ∈ Λ−r,s, ω being the weight function (13) and {z˜j}nj=1 the n-th roots of
τ ∈ T. Assume that |r − s| > 1, then some of the weights λ˜j cannot be real. 
Finally, as for the computation of the weights λ˜j in (22) we can deduce
λ˜j = 1n
[
µ0 +
s∑
k=1
µ−k
(
ν
z1
)k
ν−jk + τ
n−1∑
k=s+1
µn−k
(
ν
z1
)k
ν−jk
]
, j = 1, . . . , n
and we see that the weights {λ˜j}nj=1 can be efficiently computed by means of the well known Fast Fourier Transform (FFT)
algorithm (see [26, pp. 78-83]) when applied to the sequence{
µ0, µ−1
(
ν
z1
)
, . . . , µ−n
(
ν
z1
)n
, τµn
(
ν
z1
)n+1
, . . . , τµ1
(
ν
z1
)2n}
, ν = e 2pi in .
For simplicity, we will restrict ourselves to interpolatory-type rules inΛ−m,m so that the nodes are the zeros of Q2m+1(z) =
z2m+1 − τ with τ ∈ T (observe that from Theorem 2.5, these quadrature rules are stable and convergent). On Table 4 we
show the computational time which has been required in order to produce the weights {λ˜j}2m+1j=1 when computed either
directly by formula (24) or by the FFT algorithm for different values ofm and q = 0.5. Here it should be remarked that when
τ = ±1, then one half of the total numbers of weights needs to be computed since the nodes appear in conjugate pairs.
This fact is reflected on Table 5, where the weights of the interpolatory-type quadrature rule with the 11-th roots of unity
as nodes are displayed for different values of the parameter q. Observe that from Corollary 3.8 all the weights are real and
that only some weights are negative when q = 0.9.
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Table 4
Computational time.
Nodes Formula (24) FFT (s)
20 0.062 s 0.0469
40 1.41 s 0.048
100 0.656 s 0.063
200 2.437 s 0.075
1000 58.36 s 0.203
2000 4 min 1.953 s 0.375
4000 15 min 33.15 s 0.711
10000 Around 2 h 1.732
Table 5
Weights of the 11-th interpolatory-type quadrature rule.
λ q
0.1 0.3 0.5 0.7 0.9
λ11 0.140032 0.1813611 0.21630848 0.24181 0.18309
λ10 0.113598 0.1207870 0.10676598 0.060995 −0.012621
λ9 0.080984 0.0613808 0.03291400 0.0063894 0.0060068
λ8 0.053003 0.0240326 0.00633946 0.00015646 −0.0026607
λ7 0.037268 0.0085998 0.00081937 0.00003542 0.00077199
λ6 0.037268 0.0085998 0.00081937 0.00003542 0.00077199
λ5 0.053003 0.0240326 0.00633946 0.00015646 −0.0026607
λ4 0.080984 0.0613808 0.03291400 0.0063894 0.0060068
λ3 0.113598 0.120787 0.10676598 0.060995 −0.012621
λ2 0.140032 0.1813611 0.21630848 0.24181 0.18309
λ1 0.150229 0.2076773 0.27370543 0.38123 0.65082
4. Error bounds
In this Section we shall be concerned with the estimation of the error
Rn(f ) = Iω(f )− Iωn (f ) (25)
with Iω(f ) the integral (14), ω(θ) the Rogers–Szegő weight function given by (13) and Iωn (f ) a certain n-point quadrature
rule. For this purpose, throughout this Section we will assume that f is an analytic function on a region G of the complex
plane containing the unit circle. Thus, assume that Γ is the boundary of G and set for all z 6∈ T the Herglotz–Riesz Transform
Fω(z) =
∫ pi
−pi
eiθ+z
eiθ−zω(θ)dθ .
Then, making use of the Cauchy and Fubini’s Theorem it can be proved (see [21]) the following
Theorem 4.1. Let In(f ) = ∑nj=1 Ajf (xj) be an n-point quadrature rule for Iω(f ) with distinct nodes on T. Then, Rn(f ) =
1
2pi i
∫
Γ
(
Fω(z)−∑nj=1 Aj xj+zxj−z ) g(z)dz with Rn(f ) given by (25), g(z) = − f (z)2z , f being an analytic function on G such that T ⊂ G
and Γ the boundary of G. 
Now, it immediately follows:
Corollary 4.2. Under the same hypothesis as in Theorem 4.1 it holds that
|Rn(f )| ≤ 14pi
(
max
{∣∣∣∣ f (ξ)ξ
∣∣∣∣ : ξ ∈ Γ })∫
Γ
|En(z)||dz|, (26)
where
En(z) = Fω(z)− Fn(z) (27)
and Fn(z) =∑nj=1 Aj xj+zxj−z . 
As a conclusion we see that the error Rn(f ) in the quadrature is essentially controlled by the error En(z) when
approximating the Herglotz–Riesz Transform Fω(z) of the weight function ω(θ) by means of the rational function Fn(z).
In this respect, it should be observed that when the weights {Aj}nj=1 are real, then it holds that,
En(1/z) = −En(z), ∀z 6∈ T (28)
and consequently in (26) we can restrict ourselves to Γ ∩ D.
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Table 6
Values of C(q).
q 0.01 0.1 0.2 0.3 0.4
C(q) 1.108573620 1.217147241 1.310667467 1.415291772 1.545678334
q 0.5 0.6 0.7 0.8 0.9
C(q) 1.721347520 1.978807594 2.401836626 3.240710059 5.745610791
Now, we are in a position to prove the following
Theorem 4.3. Let I˜n(f ) = ∑nj=1 λ˜jf (z˜j) be the interpolatory-type quadrature rule in Λ−r,s to Iω(f ) given by (13) and (14) and
whose nodes {z˜j}n1 are the n-th roots of τ ∈ T. Then,
|En(z)| ≤ 8piC(q)
∣∣∣∣ zr+1zn − τ
∣∣∣∣× {(1− |z|2)−1/2, z ∈ D,(|z|2 − 1)−1/2, z ∈ E,
where En(z) is given by (27) and
C(q) := 1+ 2
∞∑
j=1
e−
(2pi(j−1))2
2 log(1/q) . (29)
Proof. In [21] it can be found the following integral representation for En(z):
En(z) = 2z
r+1
zn − τ
∫ pi
−pi
e−irθ (einθ − τ)
eiθ − z ω(θ)dθ, z 6∈ T.
Thus, from the definition of ω and C(q) in (13) and (29), respectively, the Cauchy–Schwartz inequality and the change of
variable x = eiθ it follows that
|En(z)| = 2|z
r+1|
|zn − τ |
∣∣∣∣∫ pi−pi e
−irθ (einθ − τ)
eiθ − z ω(θ)dθ
∣∣∣∣
≤ 2
√
2pi |zr+1|
|zn − τ |
(∫ pi
−pi
∣∣∣∣e−irθ (einθ − τ)eiθ − z ω(θ)
∣∣∣∣2 dθ
)1/2
≤ 4√2piC(q)
∣∣∣∣ zr+1zn − τ
∣∣∣∣
(∫ pi
−pi
dθ∣∣eiθ − z∣∣2
)1/2
= 4
√
2pi
i
C(q)
∣∣∣∣ zr+1zn − τ
∣∣∣∣ (∫
T
dx
(x− z)(1− xz¯)
)1/2
.
Now, the proof easily follows from the Residue theorem. 
As an illustration, on Table 6 the values of C(q) are displayed.
Next, let us consider an n-point Szegő quadrature rule to ω, that is
In(f ) =
n∑
j=1
λjf (zj) (30)
where {zj}nj=1 are the zeros of ρn(z)+ τρ∗n (z), |τ | = 1 and ρn(z) being the n-th monic Rogers–Szegő polynomial. As before,
we set En(z) = Fω(z) − Fn(z) with Fn(z) = ∑nj=1 λj zj+zzj−z and define bn(z) = ρn(z)ρ∗n (z) . Then, from [27] we have the following
(recall that the weights {λj}nj=1 in (30) are positive)
Theorem 4.4. For all z ∈ D it holds that
|En(z)| ≤ βn(z) ≤ βˆn(z) ≤ β˜n(z) ≤ β∗n (z) (31)
where
βn(z) =
2δ0
n∏
j=1
(1− |δj|2)
[∣∣1+ τbn(z)|z|2∣∣+ |z| |1+ τbn(z)|] |z|n
|ρ∗n (z)|2
[
1− |z|2|bn(z)|2
] |1+ τbn(z)| ,
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Table 7
Bounds given in Theorem 4.4 for z ∈ D, q = 0.8, n = 2 and τ = 1.
z βn(z) βˆn(z) β˜n(z) β∗n (z)
0.1 0.001353810701 0.001353810702 0.01354574614 0.04575161179
0.2+ 0.2i 0.02043254749 0.02044533855 0.1552457626 0.4006726586
0.3i 0.01122575547 0.01123551403 0.1761476948 0.4352790704
−0.4 0.008452437787 0.008452437787 0.3812954772 0.7998197330
−0.5+ 0.5i 0.04098500469 0.0410273802 2.926416666 4.100478562
−0.6− 0.6i 0.09089561445 0.09100122813 8.795180718 10.41665983
−0.7i 0.1059749733 0.1066042479 2.800359236 4.044188935
0.7+ 0.4i 3.063751357 3.151230428 6.394378416 11.34935818
0.8− 0.5i 12.78741475 18.11505993 31.05102462 58.22001381
0.4− 0.9i 7.475069480 7.634810683 127.3906480 132.6697020
0.999 1283.639421 1283.639482 1995.005050 1999.103304
0.999i 42.93789906 43.26793923 1995.004145 2012.625822
Table 8
Error estimation for the n-th Szegő rule with τ = 1.
f (θ) q βn(z) βˆn(z) β˜n(z) β∗n (z)
0.1 0.890639456× 10−15 0.890639455× 10−15 0.1000005146× 10−14 0.3996020575× 10−14
sin(θ) 0.4 0.4272321554× 10−15 0.4272321554× 10−15 0.9409395145× 10−15 0.3759757814× 10−14
0.8 0.6863386035× 10−17 0.6863386025× 10−17 0.6625614670× 10−15 0.2646244507× 10−14
0.3 0.5983040715× 10−15 0.5983040715× 10−15 0.9747574565× 10−15 0.3895029716× 10−14
eiθ 0.5 0.2618150837× 10−15 0.2618150837× 10−15 0.8900272185× 10−15 0.3556108427× 10−14
0.9 0.1985840315× 10−18 0.1985840315× 10−18 0.5794633665× 10−15 0.2313851775× 10−14
0.3 0.01695935527 0.01695935527 0.02398214385 0.08700912628
ee
iθ
0.6 0.004572117191 0.004572117198 0.02092361323 0.07465142692
0.8 0.0003433691796 0.0003433691796 0.01741364399 0.06046973295
0.1 0.01130718549 0.01130718549 0.01147006158 0.03414122162
sin2(θ)
cos(θ)+3 0.5 0.00688314496 0.00688314496 0.01086984743 0.03141637332
0.9 0.00006843342668 0.00006843342668 0.008627899221 0.02123833335
0.2 0.1438318298 0.1438795223 0.1559425241 0.4146715188
cos3(θ)
sin2(θ)+2 0.6 0.0948750074 0.0948750074 0.1456831017 0.3578924195
0.8 0.03056744756 0.03056744757 0.1352661389 0.3002514931
0.2 0.02043974695 0.02043974695 0.02433077366 0.08841773152
ecos(θ) 0.6 0.004572117191 0.004572117198 0.02092361323 0.07465142692
0.9 0.1290569693× 10−4 0.1290569693× 10−4 0.01545979447 0.05257539143
0.3 0.01489022602 0.01489022602 0.02105619799 0.07639356187
esin(θ) 0.7 0.001527149847 0.001527149848 0.01691428779 0.0596585712
0.8 0.0003014763599 0.0003014763599 0.01528908916 0.05309211209
βˆn(z) =
2δ0
n∏
j=1
(1− |δj|2)(1+ |z|)|z|n
|ρ∗n (z)|2 (1− |zbn(z)|) |1+ τbn(z)|
,
β˜n(z) = 2δ0
[∣∣1+ τbn(z)|z|2∣∣+ |z| |1+ τbn(z)|] |z|n
(1− |z|2) |1+ τbn(z)| ,
β∗n (z) =
8δ0|z|n
(1− |z|2) |1+ τbn(z)| . 
As an illustration, we show on Table 7 the different bounds given in Theorem 4.4. Here it should be observed that
βn(z) = βˆn(z) if τbn(z) > 0.
Again, from (26) and (31) and taking into account that the rational function bn(z) in Theorem 4.4 can be easily computed,
we can deduce error estimations for an n-point Szegő rule to ω as shown on Table 8 when taking n = 11 and τ = 1.
We conclude this section by comparing the error bounds obtained both for the interpolatory-type and Szegő quadrature
to theweight functionωwith other recent error bounds appearing in the literature and valid for an arbitraryweight function.
We start with the bound obtained in [25] concerning an interpolatory-type rule. Then, making use of this bound when
considering the weight function ω given by (13), we have the following
Theorem 4.5. Let In(f ) =∑nj=1 λjf (zj) an n-point interpolatory-type rule inΛ−r,s (r + s = n− 1) to Iω(f ), f being analytic in
the region C(ρ1, ρ2) = {z ∈ C : ρ1 < |z| < ρ2} with 0 < ρ1 < 1 < ρ2. Then
|Rn(f )| ≤ max
ρ∈{ρ1,ρ2}
(
1
ρs(ρ − 1) max|z|=ρ |f (z)|
)
.  (32)
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Table 9
Error estimation for interpolatory-type rule.
f (θ) Interpolatory
sin(θ) 0.1001001001× 10−11
eiθ 0.1001001001× 10−11
ee
iθ
0.05936526365
sin2(θ)
cos(θ)+3 0.0346457459
cos3(θ)
sin2(θ)+2 0.2923976608
ecos(θ) 0.05936526365
esin(θ) 0.04816601112
Table 10
Error estimation.
f (θ) q Szegő Interpolatory
sin(θ) 0.1 0.2000002× 10−14 0.2000002× 10−14
eiθ 0.3 0.2000002× 10−14 0.2000002× 10−14
ee
iθ
0.5 0.0177831346 0.0177831346
sin2(θ)
cos(θ)+3 0.7 0.01736628868 0.01739564377
cos3(θ)
sin2(θ)+2 0.9 0.1697620225 0.1791230146
ecos(θ) 0.1 0.0177831346 0.0177831346
esin(θ) 0.9 0.01489741732 0.01571888848
On Table 9 the estimations produced by (32) are displayed when taking r = s = 5.
Finally, we will make use of certain bounds recently obtained in [28] by the second author, and concerning quadrature
formulas exactly integrating rational functions with prescribed poles not on T. Thus, when all the prescribed poles are
located at the origin and the infinity the quadratures rules considered throughout this paper are recovered. For the sake of
completeness we will bring here that result by emphasizing its rather universal character and applicability. Then, we have:
Theorem 4.6. Let In(f ) = ∑nj=1 Ajf (xj) be an n-point quadrature rule with distinct nodes on T such that In(f ) = Iω(f ) =∫ pi
−pi f (e
iθ )ω(θ)dθ for any f ∈ Λ−r,s(r, s ≥ 0). Assume that f (z) is analytic in a certain region G containing T and set
Rn(f ) = Iω(f )− In(f ). Then, there exist real numbers ρ1 and ρ2 with 0 < ρ1 < 1 < ρ2 such that
|Rn(f )| ≤ ‖f ‖γr∪γR(µ0 + ‖In‖)
(
ρr+11
1− ρ21
+ ρ
1−s
2
ρ22 − 1
)
. (33)
Here, µ0 =
∫ pi
−pi ω(θ)dθ , ‖In‖ =
∑n
j=1 |Aj|, γα = {z ∈ C : |z| = α} with α > 0 and ‖f ‖A = max{|f (z)| : z ∈ A}, (A ⊂ C).

A numerical illustration of the error bound (33) when applied to the Rogers–Szegő weight function ω is displayed on
Table 10 when dealing with a six-point Szegő quadrature rule (τ = 1) and an interpolatory-type rule in Λ−5,5 with nodes
the n-th roots of unity (n = 11) i.e. both rules have the same domain of validity. Therefore, the error bound for both rules
coincide if both of them have positive weights.
5. Numerical examples and concluding remarks
Throughout this section numerical experiment will be carried out in order to check the effectiveness of the proposed
methods to approximately calculate integrals on the unit circle of the form
∫ pi
−pi f (e
iθ )ω(θ)dθ with ω the weight function
given by (13).
We will start by comparing the results produced by an interpolatory-type rule with nodes the roots of unity and a Szegő
formula (τ = 1), both with the same domain of validity, namely Λ−5,5. On Table 11 the absolute errors for both rules are
shown by taking different values of the parameter q appearing in the definition of ω.
On the sequel, we will concentrate on the computation of integrals on the real line
∫∞
−∞ f (x)σγ (x)dx, where f is a 2pi-
periodic function such that f σγ is integrable on (−∞,∞) and σγ (x) =
√
γ
pi
e−γ x2 with γ > 0. As already pointed out in
Section 3, this integral could be efficiently computed by means of the Gauss–Hermite quadratures formulas. On the other
hand, by Theorem 3.1 we see that
∫∞
−∞ f (x)σγ (x)dx =
∫ pi
−pi f (θ)ω(θ)dθ with ω given by (13). Hence, it seems natural to
make use of the quadrature rules on the unit circle analyzed in Section 3 as an appropriate alternative to Gauss–Hermite
formulas. Thus, on Table 12 the absolute errors corresponding to a Szegő rule (τ = 1) and the Gauss–Hermite formula (both
with six nodes) are displayed.
Next, Gauss–Hermite formulas are compared with Szegő formulas and interpolatory-type rules. As before results
concerning absolute errors of the involved quadratures are displayed on Table 13.
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Table 11
Interpolatory-type vs. Szegő.
q f (θ) Interpolatory Szegő
0.9 1 0.1339042562325821982× 10−19 0.69244× 10−14
sin(3θ) 0.459727227× 10−9 0.7589699305× 10−7
0.8 eiθ 0.22360679774997896964× 10−19 0.5013× 10−16
cos3(θ) sin2(θ) 0.7099853467× 10−10 0.334× 10−7
0.7 e2iθ 0.509901951359278483× 10−19 0.303× 10−17
sin6(θ) 0.0175061247 0.00130469968
0.6 1 0.23120949715063748071× 10−19 0.92× 10−18
sin(θ)
cos(θ)+2 0.9058394594× 10−10 0.3666617391× 10−9
0.5 cos
2(θ)
cos(θ)+3 0.1420000055× 10−6 0.244135× 10−4
e7iθ 0.00390243530273437499 0.26075363159179687500
0.4 cos(4θ) 0.7068982826× 10−9 0.7803× 10−9
cos(θ) sin(θ) 0.458525902× 10−9 0.2040401493× 10−9
0.3 e3iθ 0.13320660644277370074× 10−19 0.208× 10−19
cos3(θ)
sin6(θ)+2 0.000416707 0.0025098359
0.2 e4iθ 0.99994× 10−20 0.259994× 10−19
cos2(θ)
cos(θ)+3 0.6480000859× 10−7 0.998732× 10−4
0.1 1 0.23523672616941058143× 10−19 0
sin(θ)
cos(θ)+2 0.9909311593× 10−10 0.3245081602× 10−10
Table 12
Hermite vs. Szegő.
f (θ) q Szegő Hermite
cos(θ) 0.1 0.1× 10−19 0.0002307219948667207
eiθ 0.3 0.1× 10−19 0.610769861355143× 10−5
ee
iθ
0.5 0.0005452951028259339 0.0344299395144632282
sin2(θ) 0.7 0.99× 10−18 0.802314643372295× 10−5
cos3(θ) 0.9 0.601521× 10−14 0.387105627221× 10−6
Table 13
Interpolatory-type vs. Szegő vs. Hermite.
f (θ) q Interpolatory Szegő Hermite
sin2(θ)
cos(θ)+3 0.1 0.7050000002× 10−7 0.1132406000× 10−3 0.53239333× 10−2
0.5 0.1263000011× 10−6 0.2170120000× 10−4 0.350704× 10−4
0.9 0.2964155× 10−4 0.7213020000× 10−5 0.4502358616× 10−9
cos3(θ)
sin2(θ)+2 0.2 0.701461× 10−4 0.1207485000× 10−2 0.06793880588
0.6 0.2594689× 10−3 0.8580029000× 10−3 0.65440673× 10−2
0.8 0.6422525× 10−3 0.1486159000× 10−3 0.5677810× 10−3
|sin(2θ)+ 5| 0.3 0.2009613362× 10−8 0.3000396315× 10−8 0.2594691522× 10−8
0.7 0.2089344284× 10−8 0.7810159712× 10−6 0.2594691522× 10−8
0.9 0.1753160370× 10−8 0.1463779001× 10−2 0.2594691522× 10−8
|cos(θ)| 0.1 0.0103496922 0.0277425077 0.0163868543
0.5 0.46375332× 10−2 0.5747268600× 10−2 0.0250432754
0.8 0.6497001× 10−3 0.2159102× 10−3 0.2155768× 10−3
ecos(θ) 0.2 0.1700000328× 10−7 0.36738× 10−4 0.032457474
0.6 0.1153000137× 10−5 0.7544× 10−5 0.803528× 10−3
0.9 0.14523× 10−4 0.143× 10−5 0.4290011115× 10−6
esin(θ) 0.3 0.130014673× 10−7 0.26731× 10−4 0.002830114
0.7 0.2423000014× 10−5 0.1583003185× 10−5 0.57157× 10−4
0.8 0.6608000002× 10−5 0.1380001624× 10−6 0.4523000008× 10−5
From the above tables, we can deduce that because of the periodicity, quadratures rules on the unit circle give better
results than Gaussian quadratures specially when dealing with analytic integrands and small values of the parameter q.
Furthermore, it can be observed that in many cases interpolatory-type rules provide similar results to Szegő quadratures
(here it should be emphasized that our interpolatory-type rules are extremely easy to compute).
Finally, some remarks concerning the limit case q→ 0+ and q→ 1− will be given. For this purpose, let us first consider
the following class of functions (Schwartz’s class)
S = {f ∈ C∞ : ∀α, β ∈ Nn , γα,β(f ) = sup
x∈Rn
|xαDβ f (x)| <∞}.
R. Cruz-Barroso et al. / Computers and Mathematics with Applications 57 (2009) 308–323 321
Table 14
Absolute error of interpolatory-type rule inΛ−5,5 with q = 1.
f (θ) Value Error
sin(θ) 0 0.10378323387900006688× 10−19
cos(θ) 1 0
eiθ 1 0.3× 10−19
tan(θ) 0 0.76385421157611747859× 10−19
sin2(θ)
cos(θ)+3 0 0.10542080076196324542× 10−19
cos3(θ)
sin(θ)+3 1/3 0.10000044626564896652× 10−19
ee
iθ
e 0
ecos(θ) e 0
esin(θ) 1 0.22794293580790757782× 10−19
We have the following:
Theorem 5.1. Set σ(x) = σ(x, q) = 1√
2pi log
(
1
q
) exp
(
− x2
2 log
(
1
q
)) dx. Then, for all φ ∈ S it holds that
limq−→1−
∫∞
∞ φ(x)σ (x, q)dx = φ(0), that is, the weight function σ(x, q) converges to a δ-Dirac distribution as q→ 1−.
Proof. For the sake of simplicity, we will make λ = 2 log 1/q and so we prove that limλ→0+
∫
R φ(x)
1√
piλ
e−
x2
λ dx = φ(0) for
all φ ∈ S. Indeed,∣∣∣∣∫
R
φ(x)
1√
piλ
e−
x2
λ dx− φ(0)
∣∣∣∣ = ∣∣∣∣∫
R
[φ(x)− φ(0)] 1√
piλ
e−
x2
λ dx
∣∣∣∣ .
Now, from the Mean Value Theorem it follows φ(x)−φ(0)x = φ′(c) for some c ∈ (0, x) and since φ ∈ S there exists a global
constant C such that∣∣∣∣∫
R
[φ(x)− φ(0)] 1√
piλ
e−
x2
λ dx
∣∣∣∣ ≤ C√
λ
∫
R
|x|e− x2λ dx = 2C√
λ
∫ ∞
0
xe−
x2
λ dx.
Finally, making the change of variable t = x2
λ
we conclude that
2C√
λ
∫ ∞
0
xe−
x2
λ dx = C√λ
∫ ∞
0
e−tdt = C√λ→ 0+when λ→ 0. 
Theorem 5.2. Let us consider the Rogers–Szegő weight function
ω(x) = ω(x, q) = 1√
2pi log
(
1
q
) ∞∑
j=−∞
exp
− (x− 2pi j)2
2 log
(
1
q
)
 , 0 < q < 1.
Then, limq→1−
∫∞
∞ φ(x)w(x, q)dx =
∑∞
j=−∞ φ(2pi j) for all φ ∈ S, that is, the Rogers–Szegő weight function converges to a
doubly infinite Series of δ-Dirac distributions as q→ 1−.
Proof. As before, we set λ = 2 log 1/q and we want to prove that
lim
λ→0+
∫
R
φ(x)
1√
2pi log
(
1
q
) ∞∑
j=−∞
exp
− (x− 2pi j)2
2 log
(
1
q
)
 dx = ∞∑
j=−∞
δ(2pi j)
for all φ ∈ S. Now, since we can interchange the integral and the summatory, it is enough to check that
limλ→0+
∫
R φ(x)
1√
piλ
e−
(x−2pi j)2
λ dx = φ(2pi j), which can be proved in a similar way as done in Theorem 5.1. This concludes
the proof. 
On Table 14, the absolute errors of an interpolatory-type rule in Λ−5,5 with nodes the roots of unity when q = 1 are
displayed.
As for the other limit case q→ 0+, we have:
Theorem 5.3. Let I(q)n (f ) = ∑nj=1 λ(q)j f (z(q)j ) denote the n-th Szegő quadrature rule to ω(θ) = ω(θ, q) given by (13) and
corresponding to τ ∈ T. Let In(f ) = ∑nj=1 λjf (zj) be the n-th Szegő formula to the normalized Lebesgue measure dθ2pi and the
same parameter τ . Then, limq→0+ I
(q)
n (f ) = In(f ).
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Proof. From (3) and Theorems 2.1 and 2.3 one sees that the coefficients {λ(q)j }nj=1 and nodes {z(q)j }nj=1 continuously depend
on the Verblunsky coefficients {δ(q)k }∞k=0 of ω(θ). Now by (19), δ(q)k = (−1)kqk/2 for all k = 1, 2, . . . and δ(q)0 = 1. Thus,
limq→0+ δ
(q)
k = 0 for all k = 1, 2, . . . and limq→0+ δ(q)0 = 1, that is, the Verblunsky coefficients for the Lebesgue measure
and hence the proof follows from continuity arguments. 
Finally, it also holds,
Theorem 5.4. Let IqN(f ) =
∑N
j=1 λ˜j(q)f (z˜j) be the interpolatory-type rule in Λ−r,s (r + s = N − 1) with nodes the N-th roots
of τ ∈ T to the Rogers–Szegő weight function by taking q ∈ (0, 1). Then, limq→0+ IqN(f ) = IN(f ) =
∑N
j=1 λjf (z˜j) where IN(f )
denotes the N-point Szegő quadrature rule to the normalized Lebesgue measure dθ2pi and parameter τ .
Proof. For the sake of simplicitywewill take τ = 1 and r = s = n so thatN = 2n+1. Hence, the nodes of the (2n+1)-point
interpolatory-type rule exact inΛ−n,n are the (2n+1)-th roots of unity which are also the nodes of the (2n+1)-point Szegő
quadrature for Lebesgue measure dθ2pi . On the other hand, the weights of the interpolatory-type rule are given by
λ˜j =
z˜nj
(2n+ 1)
2n+1∑
k=1
q
(k−n−1)2
2 z˜kj , j = 1, . . . , 2n+ 1. (34)
Therefore, it remains to prove that λ˜j tends to 12n+1 as q → 0+. This easily follows from (34) taking into account that as
q→ 0+ all the summands are zero except the corresponding to k = n+ 1, yielding
lim
q→0+
λ˜j = lim
q→0+
z˜nj z˜
n+1
j
2n+ 1 =
z˜2n+1j
(2n+ 1) =
1
2n+ 1 . 
Remark 5.5. Theorem 5.4 could explain the excellent results provided by the interpolatory-type rules for small values of
the parameter q.
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