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PREFACE 

er .  Resources Systems Analysis i s  a ma jo r  program o f  teach ing  and 
he h y d r a u l i c  eng inee r i ng  a r e a  o f  the  Department of Giv i  l Engi-
e U n i v e r s i t y  08 1 1  l inois a t  Urbana, I l l  i no i s, For t h i s  program, 
I, $. severa l  research  p r o j e c t s  a re  being conducted, Three o f  these p r 4 e c t s  a re  
F' 

suppor ted by t h e  U.S. Department o f  t he  i n t e r i o r ,  O f f i c e  o f  Water Resources 
~ e s e a r c h :  OWRR P ro jec t  No. B-030-1 bb on %dvanced Methodologies f o r  Water 
Resources P lanning, ' OWWR P r o j e c t  No, A-029-IbL on 85tochast i c A n a l y s i  s o f  
k 
kt Hydro log i c  Sys t ems . '  and OWRR P r o j e c t  No. B-038-ILL on ' S t o c h a s t i c  A n a l y s i s  
R g of H y d r o l o g i c  Systems - Phase 8 1 .  
1 + 
%*. Hyd ro log i c  d a t a  serve a s  an inpu t  t o  t h e  w a t e r  resources system.a 
Q 

2,.- T h e  natural hydrologic processes, wh ich  produce t h e  h y d r o l o g i c  data, a re  
i.r t r u l y  g s t o c h a s t i c q i n  t h e  sense t h a t  n a t u r a l  h y d r o l o g i c  phenomena change w i t h  
irii 
t ime  i n  accordance w i t h  t h e  law of p r o b a b i l i t y  as  w e l l  as  w i t h  t h e  sequent ia l  
r e l a t i o n s h i p  betweera t h e i  P mcarrrences. I ra OWRR P r o j e c t  Nos, A-029- 8 LL and 
e 8-038-1 LL, t h e  o b j e c t i v e  o f  t h e  research i s  t o  develop a practical procedure 
by which the  s t o c h a s t i c  behavior o f  t h e  h y d r o l o g i c  c h a r a c t e r i s t i c s  o f  a h y d r o -
f 
log ic  system i s  t o  be adequate ly  simulated mathemat isa l l y ,  T h e  i n i t i a l  step 
t o f  t h i s  research  i n vo l v ed  a comprehensive rev iew o f  t h e  appl ica t ion o f  t h e  
t heo ry  o f  s t o c h a s t i c  processes i n  hydrology. As a r e s u l t ,  t he  f o l l o w i n g  two 
repor t s  were produced: 
Wate r  Resources Systems AnaByai s: Par t  , 
Annotated B i b l i o g r a p h y  on S t o c h a s t i c  Processes '  
%dater Resources Systems Ana l y s  i s: P a r t  I I I . 
Review o f  S tochas t i c  Processesff  
i n  OWRR P r o j e c t  No, B-030-iiiB ad~aneedmethodologies f ~ rwater  
resources p l a n n i n g  dea l  e s s e n t i a l l y  w i t h  t he  mathemat ica l  f o r m u l a t i o n  o f  
hydroeconomic systems and t h e  v a r i o u s  p r o g r a m i n g  techniques For t h e  o p t i m i -
z a t i o n  o f  t h e  systems. The i n i t i a l  l i t e r a t u r e  research  f o r  t h i s  p r o j e c t  
produced the  fol lowing two  r epo r t s :  
W a t e r  Resources Systems Anai lysi  s: B a r t  I I , 
Annotated B i b l  iography on Programming Techniques'  
W a t e r  Resources Systems Ana l ys i s :  P a r t  B V. 
Review o f  Programming Techniques a 
In p r e p a r i n g  t he  r e p o r t s  on annotated b i b l i o g r a p h i e s ,  o n l y  r e f e r -
ences wh i ch  have d i r e c t  bea r i ng  on research o b j e c t i v e s  were se lec ted .  The 
bibliographies are by no means complete, but  they cover most items of  b a s i c  
s i g n i f i c a n c e  t o  the subject matter and thus should provide a valuable source 
a$ BwfopmatIsn t o  anyswe Interested i n  w a t e r  resouaces systems analysis, The 
review reports a re  summaries s f  the  s ta te  sf the a r t ,  They a r e  w r i t t e n  ma in l y  
fov  beginners who a r e  engaged i n  research on w a t e r  resources systems analysis, 
I t  i s  believed t h a t  t h e  four reports mentioned above w i l l  b e  ve ry  
useful t o  researchers, planners, and practicing engineers, Those who desire 
ts do research on w a t e r  resources systems can use these reports a s  a s t a r t -
i n g  base  i n  order t o  save individual e f f o r t  w h i c h  would be regul red  t o  develop 
a 1 i s t  and review 0% the rnateei a % .  P lannars for  water resources development 
a d  managers of  existing w a t e r  projects  w i l l  have a r c v i w  o f  the  techniques 
and t h e  present and potential application of these techniques to t he  analysis 
sf w a t e r  resources p l a n s  so t h a t  they can see h w  the techniques have been or  
can be used and what techniques t h e y  should encourage t h e i r  engineers to  a p p l y .  
The reports wi%l be u s e f u l  t o  t h e  practicing engineer because they  w i l l  pro-
v i d e  h i m  w i t h  the: general approach of the techniques and then Bead him t o  
where he can f i n d  the details of a technique which he w i s h e s  t o  use, 
Many persons assisted I n  the  preparation of the four reports on 
Water Resources Systems Analysisan T h e  reports on Par t  B and P a r t  8 8 8 were 
produced w i t h  the s u p p o r t  o f  OWWR Projects Nos, A-029-ILL and B--038-ILLg sf 
which Ven Te Chow Is Project D l  rector and Principal Investigator, and  

Gonzalo Cortes-Rivera and Ssti r i o s  J, K a r e l iot  is a r e  Research Assistants, 

The reports on Pare 9 1 and Pa r t  BV were p roduced  with the s u p p o r t  of  OWWW 

Project  No. 8-029-8Lk, of which Vew T e  Chm is Pro jec t  Director and Co-

Bnvestf gator ,  Bale D, Meredith is a Cs-B nvestlgatsr, and Eugene G .  Cetwlnski, 

James S. Windsor, and Chawg-Lung Y in  a r e  Research A s s i s t a n t s .  B n add i t ion ,  

Nanovtchehr Heidari, a gradua t e  s t u d e n t  i n  civil engineering, assisted i n  the  

preparation o f  the reports. 
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Hyd ro l og i c  da ta  se r ve  as  an i npu t  t o  t he  water  resources system. The 
n a t u r a l  h y d r o l o g i c  processes,  which produce the  h y d r o l o g i c  data ,  a re  t r u l y  
a s t o c ha s t i c a  i n  t he  sense t h a t  n a t u r a l  h yd r o l og i c  phenomena change w i t h  t ime  
i n  accordance w i t h  t h e  taw s f  p r s b a b i % i t yas  w e l l  as w i t h  the s equen t i a l  
relationship between t h e i r  occurrences,  The f i r s t  step toward t h e  develop-
ment o f  a p r a c t i c a l  procedure by  wh ich  t h c  s t o c ha s t i c  behav io r  o f  t h e  hydro-
l o g i c  c h a r a c t e r i s t i c s  o f  a h yd r o l og i c  system can be ladequately s imulated 
ma thema t i ca l l y  i s  a comprehensive rev iew o f  t h e  a p p l i c a t i o n  o f  t h e  theory  
of  s t o c h a s t i c  processes i n  hydro logy,  
The theo ry  o f  s t o c ha s t i c  p rocesses  deals w i t h  phenomena wh i ch  
develop i n  t ime  i n  accordance w i t h  p r o b a b i l i t y  laws, S t o chas t i c  models have 
been applied i n  such d i v e r s e  f i e l d s  as  s t a t i s t i c a l  phys ics ,  b i o l o g y ,  c o n t r o l  
theory, cornmuni c a t i o n  theory,  management science, t i m e  se r i e s  ana l y s i  s ,  and, 
r e cen t l y ,  hydro logy,  A survey o f  these  a pp l i c a t i o n s  can be found i n  Paraen 
[I9621 and Cox and Miller [1965]. 
A process may be de f i n ed  a s  a phenomena wh i ch  undergoes cont inuous 
changes p a r t i c u B a r l y  w i t h  respec t  t o  t ime, Hyd ro log i c  phenomena change w i t h  
t ime;  t he r e f o r e ,  they a r e  c a l l e d  h yd r o l og i c  processes,  E s s e n t i a l l y  a l l  
h yd r o l o g i c  processes develop i n  t ime  following p r o b a b i l i t y  laws,  hence they  
should be t r e a t e d  a s  s t o c ha s t i c  processes, T r a d i t i o n a l l y  deterministic o r  
p r o b a b i l i s t i c  approaches have been u t i l i z e d  t o  deal w i t h  h yd r o l og i c  phenom- 
ena i n  o r de r  t o  s i m p l i f y  t h e  ana l y s i s .  Only very  c rude  conc lus ions  can be 
drawn by assuming hydrologic phenomena t o  be d e t e rm i n i s t i c .  Even by  regard-
i n g  them as  p r o b a b i l i s t i c  processes t he  sequence o f  occurrence o f  events i s  
ignored  a n d  t h e i r  occurrence i s  assumed t o  F o l l w  a d e f i n i t e  p r o b a b i l i t y  
law i n  wh i ch  v a r i a b l e s  a r e  considered as pure  random, To approach r e a l i t y  
more p r e c i s e l y ,  the  t heo ry  o f  s t o c ha s t i c  process has been i n t r oduced  i n t o  
t he  f i e l d  o f  hyd ro l ogy  and w a t e r  resources p i ann i ng  i n  the  l a s t  decade o r  
so, 
Chapter 2 o f  t h i s  r epo r t  i s  in tended t o  summarize some o f  t h e  
mathemat ica l  r e s u l t s  o f  s t o chas t i c  processes which have been a p p l i e d  o r  
have p o t e n t i a l  a p p l i c a b i l i t y  i n  hyd ro l og i c  prob lems and w a t e r  resources 
p lann ing .  The subjects covered a r e  c e r t a i n l y  o n l y  a small p r o p o r t i o n  o f  
the theory of stochastic processes. T h i s  summary a l so  includes t h e  theory 
o f  s t o rage  and t ime se r i es  analysis. Th e  theory o f  s to rage  has been devel-
oped as an independent branch o f  applied stochastic processes since i t  was 
initiated i n  1954 [Moran, 19591. 
S t o chas t i c  methods have been used t o  s t u d y  and de s c r i b e  several 
hydrologic phenomena. Th e  application of stochastic methods t o  t he  analysis 
of hydrologic records, generation of hydrologic d a t a ,  s tudy  o f  s to rage  
problems, analysis o f  wa te rshed  systems, study o f  r i v e r  rnorpholagy, and 
analysis i n  water resources development i s  reviewed i n  Chapter 3. 
- - 
2, MATHEWTI CS OF STOCWSTI C PROCESSES 
2-1. Elements of Stochast ic  Processes 
2 - 1 4 ,  Random Variables 
T h i s  subsection contains a b r i e f  r ev i ew  o f  b a s k  no t i ons  and 
terminology o f  probability theory. For a d e t a i l e d  development o f  t he  subject  
see Pa rzen  [I9601 or  F e l  l e y  [1968].  
A sample space i s  a se t  whose points  a r e  i n  one t o  one correspond-
ence w i t h  t h e  outcomes of an experiment.  
A r e a l - va lued  f unc t i on  defined on a sample space i s  called a r a n dm  
variable. Let X be a random variable and l e t  x l ,  x2 "  ... be t h e  v a l u e s  which 
i t  takes. The se t  of a l l  sample p o i n t s  on which X assumes t h e  fixed value x i 
forms the  event  tha t  X = x . ,  The function 
1 
i s  called the  probability distribution o f  the random var iab le  X. The  funct ion 
k 
i s  ca l l ed  t h e  d i s t r i b u t i o n  function of the  random variable X, The r a n dm  
variable X i s  discrete since i t  t a kes  on l y  d i s c r e t e  va l u e s  x l ,  x2, ... . 
The va l ues  ( p . ]  a r e  called probability masses of X .  
I 
A random v a r i a b l e  X i s  continuous i f  there  e x i s t s  a probability 
density function, f(.), such t h a t  
The expectation, or  mean, o f  a random variable X, deno t ed  by  E(X )  
i s  de f i ned  by 
C x .p .  
a l l  possible i B I 
d e p e n d i n g  on  whether X i s  specified by i t s  d i s t r i b u t i o n  funct ion,  probabil-
i t y  dens i t y  func t ion ,  or p r o b a b i l i t y  mass func t ion .  The e x p e c t a t i o n  of X 
i s  defined on ly  i f  equation (2.4) converges absolutely. 
The var iance o f  X i s  de f i ned  by 
The s tandard dev i a t i on  o f  X i s  defined by 
Th e  moment-generating function $( ')  of X i s  defined, f o r  any real  
The characteristic f unc t ion  c p ( . )  of  X is clef ined,'  f o r  any real 
where i = 4-1. 
A random v a r i a b l e  may, or  may not, possess a f i n i t e  mean, variance, 
or moment-generat i ng function.  Hawever, i t  always possesses a cha r a c t e r i  s-
t i c  funct ion.  I n  f a c t ,  t h e r e  i s  a one-to-one correspondence between d i s t r i -
but ion f unc t i ons  and cha rac te r i  s t  i c  funct ions.  Therefore,  t o  spec i f y  t he  
probability law of  a random variable, i t  s u f f i c e s  t o  s t a t e  i t s  character is -
t i c  function. Some frequently encountered p r o b a b i l i t y  laws and t h e i r  
corresponding character!  stic functions have been t a b u l a t e d  by Parzen [ 1962, 
Chap. 11. 
For a given p a i r  o f  random v a r i a b l e s  (X ,  Y) , their joint distribu-
tion f u n c t i o n  ~ ( x , y )  i s  d e f i n e d  by 
F(x,y)  = P @  C x ,  Y < y} 
he func t i on  
P3' 
i s  c a l l e d  t h e  marginal d i s t r i b u t i o n  function of X. Similarly, the function 
fii 
k, 
p
k F (y )  = ~(m,y )  = 1 i m  F(x,y) ( 2 , I l )k x7a 03 
/6!j i s  the marginal d i s t r i bu t i on  function o f  Y. The  t w o  random va r i ab l e s  X andk. -
y a r e  s a i d  to be independent if 
A joint d i s t r i b u t i o n  function F(x,y) is s a i d  t o  possess a j o i n t  d e n s i t y  func-
t i o n  if there exists a function f ( x , y )  such that 
The above discussion of two random var iables  may be simi l a r l y  extended t o  
any finite collection ( X I ,  X2, ..., Xn)  of random variables. 
Let X and Y be discrete random variables. The conditional proba-
b i l i t y  d i s t r i bu t i on  o f  X g i v e n  Y i s  defined by  
provided P [ Y  = y j J  > 0, and  zero o the rw i se .  The conditional distribution 
f u n c t i o n  is defined by 
When X and Y a r e  cont inuous and have a j o i n t  probabil i ty d e n s i t y  
f ( x , y )  the  condit ional  dis t r ibut ion for  X 5 a when Y = 61 i s  defined by 
1 :  
provided 	 f ( y  = b) > 0, and zero otherwise. 
2-1-2, Some 	 Distributions 
P 
A few probabili ty d i s t r ibu t ions  which a r e  f r e q u e n t l y  encountered 
are  presented below. 
24-2=-l .  	 Binomial  Distribution 
Bernoulli t r i a l s  a r e  repeated independent t r i a l s  t h a t  have only 
two p o s s i b l e  outcomes for  each t r i a l  and whose outcome probabi l i t i es  remain 
the same throughout t h e  t r i a l s  [Fel ler ,  19681, The p r o b a b i l i t y  o f  success 
a t  each t r i a l  is  usually denoted by p .  T h e n  the p r o b a b i l i t y  tha t  there w i l l  
be k successes i n  n Bernoulli t r i a l s  i s  g i v e n  by 
where 
T h i s  i s  referred t o  as the b inomia l  dis t r ibut ion because i t  represents t h e  
k - t h  term o f  the b inomia l  expansion of ( p  + ( 1  - n. 
2-1-2-2. 	 Po isson Distribution 
The Poisson d i s t r i b u t i o n ,  represented by equat ion (2.19), 
- - 
defines the probability t h a t  exactly k po in t s  wi 1 1  b e  found i n  t h e  fixed 
interval t. The parameter h determines the d e n s l  t y  of p o i n t s  on the  t - a x i  s. 
2- I-2=3 8 Binm i a l  Distribution 
The  negative binomial distribution, represented by equat ion  ( 2 . 2 0 ) ~  
defines the  probability t h a t  
e x a c t l y  k failures precede t h e  r - t h  success i n  a s e r i e s  o f  Bernoulli t r i a l s .  
- Here  0 5 p 5 1 and r = 1,2, .,, a 
2=1-2-4. Mu l t i nm l a l  Distribution
The m u l t i n m i a l  distribution i s  the  gene ra l i zed  case o f  n repeated 
t r i a l s  where each t r i a l  can have owe of P different outcomes, The probability 
of t h e  i - t h  possible outcome X i  i n  any t r i a l  w i l l  b e  pi.  The probability 
t h a t  i n  n t r i a l s  XI occurs k times, X 2  occurs k t imes,  e t c , ,  is given by1 2 
where p i  2 0 f o r  i = 1,2, ..*, r ,  C p i  = l p  and k .  a r e  non-negative 
i-1 I integers s u c h  t ha t  
2-1-2=5, Normal Distribution 
T h i s  is a symmetrical, bell-shaped, continuous distribution which 
l y  represents t he  distribution of  accidental er rors  about t h e i r  
probability dens i t y  i s  
where p i s  t he  mean and i s  the s tandard deviation of X. 
2-1-3. C lass i f i ca t ion  of S t o c h a s t i c  Processes 
A stochastic process i s  de f ined  as a collection o f  random variables 
~ ( t )= [ X t ,  t cT)  which i s  a function o f  time and whose variate x i s  runningt 
a long  i n  t ime  t within a range T. The set T i s  c a l l e d  t h e  index set of  t h e  
process. 	 I f  T takes  on ly  discrete values, f o r  example T = {O, -+I,-+2, ...I 
o r  T = f 0 , I  ,2 ...) t h e  s t o c h a s t i c  process I s  termed a discrete parameter 
process. 	 If T takes continuous va lues  such as i= I t :  -a < t <m]  the s to -
chas t i c  process i s  t e r m e d  a csnt%nusus parameter process, 
A . va lue  which X ( t )  takes  1s  called a s t a t e  of t h e  process. The 
set of values i n  which a l l  the values o f  ~ ( t )l i e  i s  called the  s t a t e  space, 
Depending on whether the s t a t e  space i s  discrete or continuous the stochast ic  
process can be classified as  discrete s t a t e  process or  continuous s t a t e  
process, 

The  stochast ic  process can be classified according to the depend-
ence relationships among the  random variables ~ ( t ). These r e l a t i o n s h i p s  are  
specified by g i v i ng  t h e  j o i n t  distribution func t ion  o f  every f i n i t e  family 
( x t 1 9  a * a  Xt ) o f  variables of the process. The jo in t  distributions can 
i-i 
often be s p e c i f i e d  i n  terms of  other distributions associated w i t h  the proc-
ess as shown below. The f o l l o w i n g  examples are  some o f  the classical t ypes  
of s tochas t i c  processes a s  cha rac te r i zed  by different dependence re la t ion-
sh ips  among X t  [Karlin, 19661, The index set w i l l  be taken as T = (0, m) 
unless otherwise stated and the  randm variables Xt  are  real values. 
2- 1-3- 1. 	 Process with I nsrements 
i f  the random variables 
are mutually independent f o r  a l l  choices o f  to, ... , t satisfying
n 

< t < ... < t then X t  i s  defined as a process w i t h  independent incre- 1 n' 
,t~. I f  the index set is discrete, i . e n ,  T = [Q, 1, ...) , then t h e  process 
uces t o  a 	 sequence o f  independent random variables 
~ h u sby knowing t h e  individual distributions of Zo Z I P  ...$the joint dis- 
tribution of any finite set sf  the X i can be determined since 
_ _  2- 1-3-20 
A stochastic process  [ X t )  i s  a martingale i f ,  for any t ,  c t2 < ... 
'tn + I @  
for a9 1 va lues  o f  a 	 be the amount of money that a player..) a . L e t  X
' 0 "  8 n a: 
has a t  time t ,  Then t h e  martingale property s t a t e s  that t h e  average amount 
of  money a player w i l l  have a t  time t 
n + 1 "  g i ven  that he has amount a lli a t  
time t i s  equal to a regardless of what his past fortune has been. Thus
nlB n 

we see martingales may be considered as appropriate models f o r  fair games. 

i f  the random variables Z Z 2 $  ". a r e  independent and have zero means1 "  

t h e n  t h e  process 

can readily be v e r i f i e d  to he a discrete time martingale. S i m i l a r l y ,  [Xt) 

is a continuous t i m e  marginale i f  X o < t < m has independent increments
t B  

whose means are 'zero, 

2-1-3-3, 	 Markov Processes 

A process i s  said to be Markovian i f  

where t 1 4 t 2 <  ...4 t n 4  t. I n  words, the probability o f  any particular f u t u r e  
behavior of t h e  process, when its p resen t  state i s  known exactly i s  not 
. influenced by additional knewledge concerning i t s  p a s t  behavior, 
The func t ion  
i s  called the t r a n s i t i o n  p r o b a b i l i t y  f unc t ion  and i s  basic  to the  study of 
Markov processes, 
2- 1-3-4, 

A stochast ic  process [ X t ]  i s  sa id  t o  be s t r i c t l y  s t a t i o n a r y  i f  the 

j o i n t  d i s t r i b u t i o n  f unc t ion  of the families of  random v a r i a b l e s  

a r e  t h e  same for  a l l  h > 0 and a r b i t r a r y  selections of t,, t2, ..., tn o f  T Q  
MA s t o c h a s t i c  process {Xt ]  i s  s a i d  t o  be wide sense s t a t i o n a r y  i f  i t  k.8-[$ 
possesses finite second moments and i f  t h e  covar iance 	 g: 
g8 

depends only on h fo r  a l l  %T. 	 P;' 
're" 
3 

2-2- 1 .  Genera 1 
The language of random w a l k  has been adopted as a p icturesque 
desc r i p t i on  of  a spec ia l  k ind  of  stochastic process, The process can be 
described in the following fashion. Consider a p a r t i c l e  performing randan 
movements on a s t ra igh t  l i n e  which w i l l  be specified as the  x-axis.  The 
par t i c l e  moves at regular  t i m e  i n t e r v a l s  a u n i t  step in the p o s i t i v e  or nega-
tive d i r e c t i o n  w i t h  p r o b a b i l i t i e s  p and q respectively, where p + q = 1. Let 
the random variable Xn denote the position of  t h e  particle at time n. I f  t h e  
initially, then 
where Qn, the  jump a t  t he  n-th step, i s  such t h a t  t h e  random v a r i a b l e s  
4 8 ...I are  mu t u a l l y  i n d e p e n d e n t  w i t h  i d e n t i c a l  d i s t r i b u t i o n  
f 7 
I"r, 
f--
L T h i s  formulation i s  a s imp le  case o f  rand& w a l k  i n  one d imen s i o n .k
C 
f Equation (2.31) can be r ew r i t t e n  as 
k? 
The distribution o f  Xn f o r  a given n i s  a b inomia l  d i s t r i b u t i o n  and t he  proba-
b i  l i t y  t h a t  i n  n t r i a l s  t he re  are  k steps t o  the  r i gh t  and n-k steps to the 
l e f t  is g i v e n  by 
p ( X n = j + z ~ - n } =  p k 4w-k -- (;I p k 0  - p lnmk  
I f  n i s  allowed t o  vary, t he  system forms a sequence of  random variables 
[ X I  X Z 9  ...) i .e., a stochastic process. 
The process can be generalized by p e rm i t t i n g  a n o n - z e r o  p r o b a b i l i t y  
a t  each t r i a l  t h a t  the  p a r t i c l e  w i l l  remain a t  t he  po in t  c u r r e n t l y  occupied. 
The probabi l i ty  d i s t r i b u t i o n  of Qnw i l l  then be def ined as 
A S  a fu r the r  generalization. @ may be allowed to take values other than 
97 

- 1  0 1 ,  or @ may have more than three  possible values. 

n 
2-2-2. Classification of Randm Walks 
The possible positions of  t h e  particle are  o f t e n  called the s t a t e s-
of t h e  process. The set of a l l  possible s ta tes  i s  called t he  s t a t e  space. 
I n  application one i s  of ten interested i n  the time N a t  which a particular 
s t a t e ,  say a, is f i r s t  occupied. Th e  randm variable N i s  called t he  f i r s t-
time from the  state Xo = j t t o  s t a t e  a, i f the random wa l k  s tops
P 
once t he  particle en t e r s  s t a t e  a,  t h ew  the  particle performs a random w a l k  
w i t h  bar r ie r  a t  a, The randm wa lk  i s  r e s t r i c t e d  t o  the s ta tes-
e e 1 0 1 a I n  this  case t h e  f i r s t  passage t ime to s t a t e  a i s  
termed t h e  time sf absorption, 
I n  one-dimension, rawdsm w a l k  may have two absoebing ba r r i e r s ,  say 
s t a t e  0 and  state  a, Thu s  t he  randm wa lk  is restricted ts s t a t es  1 ,  2, ..., 
a-1. i n  the absence o f  a b s o ~ b i w gbarriers t he  random walk is termed -unre-
striicted, . 
I nstead of absorbing ba r r i e r s  a t  which the walk terminates, there 
may be ba r r i e r s  or e l a s t i c  ba r r i e r s ,  Consider a randm walk in a 
finite interval fO,a]. Whenever the particle is a t  s t a t e  1 i t  has prsbability 
p moving to s t a t e  2 and probability q o f  s t a y i n g  i w  s t a t e  1 ,  s i tua-
t i o n  can be imagined as i f  t he re  is a reflecting w a l l  at s ta te  0 such t h a t  
the p a r t i c l e ,  once i t  reaches s t a t e  0, i s  reflected immediately to s t a t e  I ,  
may be defined by t he  r u l e  that  from s t a t e  1 the particle moves w i t h  pssba-
bility p to s t a t e  2; w i t h  probability 6q i t  s tays  a t  1 ;  and w i t h  probability 
(I -6)q i t  moves to 0 and i s  absorbed. Thus, bo t h  t h e  absorbing and r e f l e c t -
i n g  ba r r i e r s  a r e  specia l  cases of  t h e  e l a s t i c  ba r r i e r ,  For refleetlng 
barr ier  6 = 1, 
A random walk ii s i f  a transition to t h e  Heft or t o  the 
r i g h t  has equal p r o bab i l i t i e s ,  p = q, i f  p > 1/2, there i s  a -d r i f t  to 
t he  right, and i f  q > 112 the d r i f t  Is to the l e f t ,  
2-2-3. Gambler" Ruin Problem 
The  problem of  r andm wa lk  can a l s o  be formulated by the  language 
of  betting. Suppose tha t  a gambler w i t h  i n i t i a l  capital j plays against  an 
opponent w i t h  initial capital a-4, Thus the total capital i s  a ,  The game 
proceeds a t  regular  t ime intervals and a t  each stage t h e  gambler has a chance 
p o f  w i nn i ng  one un i t  from h i s  opponent and a chance q = I-p of losing one 
t t o  h i s  opponent, The ac t u a l  c a p i t a l  possesse d  by t h e  gambler i s  t h u  
resen ted  by a random wal k r e s t r i c t e d  t o  the i nt e r v a l  10a The proce 
absorbi ncj b a r r i e r s  a t  0 and a, w i t h  the absorptions b e i n g  interpreted 
r u i n  o f  t h e  gambler or h i s  opponen t .  This is t h e  6123s s i c 4  r u i n  prob 
Let q b e  t h e  probability of the  gambler% r u i n  when he s tar t s  w i t h  j 
an i n i t i a l  capital j .  A f t e r  the f i r s t  t r i a l  the gambleris fortune i s  e i t h e r  
j-1 or j+ l ,  and therefore  
f o r  1 < j c a-1. Equation ( 2 . 36 )  i s  i n  t he  form of a difference e q u a t i o n ,  
and equat ions (2.37) represen t  the boundary cond i t i ons .  
Fe l l e r  [I9681 de r i v e s  t he  so lu t ion  
f o r  j = 1,2, ...,a-1 by t he  method o f  p a r t i c u b  r so lu t ions .  A and B a r e  
cons tan ts  wh i c h  m u s t  satisfy the  equations (2.39) so t h a t  the boundary 
conditions hold. The re fo re  f o r  p P q 
p .= q = 1/2r  the solution 
can be obtained [Fe l l e r ,  19681. 
13 
The p r obab i l i t y  of the gambler" success i s  equa l  t o  h i s  opponent's 
ruin. There fo re  the  probability o f  h i s  success, p . ,  can be determined byd 
equat  ion (2.42) 
i t  sao b e  seen t h a t  p + qj  = 1 so t h a t  t h e  probability o f  an unending gamej

Is zero, 
2-2-4, Duration o f  the Game 
P = = - m - - -
The expected duration, D o f  t h e  game can b e  obtained using d i f -
Perence equations and t h e  method of particular soluti~os[Bailey, 1964, or  
Fe l l e r ,  19581, and i s  given by equation (2.44). I t  i s  surprising t h a t  
p 
j 
m -
a 
-
1 = ~ I P I ~  
q - p  q - p  1 -bVwa  
t h e  expec t ed  durations of  the game a r e  much longer t h a n  one might i n t u i -
tively suppose, For p = q = 112, j = 1, and a = 1000, t h e  expected 
2-2-5, Random Walk w i t h  Barriers  
------L.-=Y --

Cox and Miller [I9651 po in t  out t h a t  reflecting b a r r i e r s  a r i s e  
naturally i n  a probability model o f  a storage reservo i r .  Suppose a i s  a 
point above t h e  i n i t i a l  point .  I f  the p a r t i c l e  reaches a, then a t  the next 
step i t  either remains at a w i t h  p r o b a b i l i t y  1-q or  re turns  t o  a-l w i t h  proba-
bility q. Similarly f o r  po in t  b below the i n i t i a l  position, i f  the particle 
reaches b,  then a t  t h e  next step i t  e i t h e r  remains there w i t h  probability 
I-p or returns to b+l w i t h  p r o b a b i l i t y  p e  
Suppose t h a t  the  p a r t icle i s  initially a t  s t a t e  j and t h a t  s t a t e s  
a >  j > 0) are reflect i n g  bar r i e r s .  I f  Xn i s  t h e  p o s i t i o n  o f  the  
immediately a f t e r  the 
.-. 
After  a hmg time the motion of  the p a r t i c l e  w i l l  settle down to a condition 
of statistical equilibrium i n  which the  occupation probabilities of t h e  v a r i -
ous s t a t e s  0, 1 ,  ..., a depend  on l y  on t he  r e l a t i v e  po s i t i o n  of t he  p a r t i c l e  
and not sn the  time, 
Let b e  t h e  probabi l i t y  t h a t  the p a r t i c l e  i s  a t  s t a t e  k a t  j k 
t ime  n, hav ing  s t a r t e d  from s t a t e  j a t  t ime 0. Since the jumps a r e  independent 
and a t  t h e  b a r r i e r  s t a t e s  
L e t  n (k=~,l,.,.,a) b e  t h e  e q u i l i b r i u m  d i s t r i b u t i o n  o f  t he  s ta te  occupationk 

p r o b a b i l i t i e s ,  i . e .  

then i n  t h e  l o n g  r u n  the va lues  o f  nk must s a t i s f y  t h e  set of equat ions 
Since the nk constitute a probability distribution 
The s~lutionof equations (2.50) and (2.51) i s  
T h i s  i s  recognized as a t r unca t ed  geometric distribution. I f  p >  q ,  nk 
decreases geme t r i ca l l y  away from the upper bar r i e r ,  w h i l e  i f  p < q ,  "k 
decreases geometrically w a y  from the lcwer ba r r i e r .  When p = q the  occupa-
tion probabilities of  a l l  sta tes  are  equal. 
2-2-6. Random Walk !n 
I n  a one dimension r andm  walk t he  particle m~ v e sin steps parallel 
to the x-axis,  Pra  dimension random wa lk  the particle can move i n  onea t ~ o  
of f ou r  directions parallel t o  the x- and y-axis.  Similarly, i n  th ree  dimeaa-
s ions  t h e  particle can move i n  any o f  s ix  directions. The random walk i s  
def ined by specifying the corresponding four  o r  six probabilities. 
I n  a symmetric, two clirnenslon r andm walk t h e  particle a t  the  
po i n t  (x,y) has a probability of 1/4 o f  moving a t  the next  step to any one 
o f  i t s  four neighbors; ( x + l ,  y), (x-1, y ) ,  ( x ,  y+ l ) ,  ( x ,  y-I). In the sym-
metr ic ,  t h r ee  dimension randm walk t h e  p a r t i c l e  moves on a cubic  lattice 
and the chance o f  moving t o  any one cf the SIXneighbor s t a t e s  of a given 
po i n t  i s  Bf6, 
It can be proved f o r  symmetric randan walks i n  one and two dimen-
,ions t h a t  i t  is c e r t a i n  t h a t  t he  p a r t i c l e  w i l l  sooner or l a t e r  (and there-
i n f i n i t e l y  often) r e t u r n  t o  i t s  i n i t i a l  s t a t e  [Fe l l e r ,  19681. The 
bability o f  re tu rn  i n  three  dimensions, hweve r ,  i s  on ly  about 0.35. 
Harkov Processes
-,-2-3 .  
 -

2-3-1. The MarkoveL-_iZ-_PPlilD-

The Markov p r o p e r t y  s t a t e s  t h a t  t he  p r o b a b i l i t y  t h a t  a system w i l l  

be i n  a g iven s ta te  a t  a g iven  t i m e  t may be deduced f r om a  knowledge o f  i t s 
1 

s t a t e  a t  any e a r l i e r  t i m e  t0 and does n o t  depend on the history of t h e  s y s - 

tern before t i m e  t8 "  
Mathematically, a discrete  parameter  s t o c h a s t i c  process [ X  n 
n=0,1,2,0ee) o r  a cont inuous parameter  s tochas t i c  process ( X  t '  t,O) i s  sa id  
t o  be a Markov process i f  f o r  any s e t  o f  n t i m e  p o i n t s  t 1 < t2<... < t p1 i n  
the  index s e t  o f  the  process, the  conditional d i s t r i b u t i o n  of X ,  , For g iven  
L 
n
values of X t  , ..., , depends only on X , t h a t  i s ,  f o r  any real numbers 
1 Xt $8- 1 tn- l 
X I ,  X. Q @ $  
n 

The above equa t i on  can i n t u i t i v e l y  be i n t e r p r e t e d  t o  mean t h a t  t h e  f u t u r e  s t a t e  of 
the p rocess  depends only on i t s  p resen t  s t a t e  and i s  independent o f  pas t  
states,  
The se t  of possible values o f  a s tochas t i c  process i s  termed i t s  
s ta te  space. The s t a t e  space i s  called d i s c r e t e  i f  i t  c o n t a i n s  only a 
f i n i t e  or countably  i n f i n i t e  number o f  s ta tes .  A s t a t e  space which i s  no t  
d i s c r e t e  i s  called continuous. Markov processes can a l s o  be classified a s  
d i s c r e t e  parameter or cont inuous parameter accord ing  t o  the  n a t u r e  o f  t h e  
index s e t  o f  t h e  process. A Markov process w i t h  d i s c r e t e  parameter  i s  o f t e n  
called a Markov chain, 
2-3-2.  Transition 
Consider a system wh ich  i s  observed a t  a d i s c r e t e  se t  o f  t imes .  
Let X o 9  X l s  X2, ... b e  t h e  success ive  observations a t  t imes f=0,1,2,.... 
- - 
it i s  assumed t h a t  Xn i s  a r a i l dm  variable and that  i t  can take one o f  the  
values j = l , 2 , e . e p  i.e., j = 1 , 2 , . . . ,  i s  regarded a s  the  s t a t e  space, ( X n9  
n=O, l ,2 , . , , )  constitutes a Harkov chain i f  the probability o f  Xn be ing  i n  
s t a t e  j depends only  on X
n-li be ing  i n  s t a t e  i, t h a t  i s 
11,. . ' 
,, ,.b > 
, ,<.: ( f  X I = i and X = j .  t h e n  the  system has made a transition from s ta te  i 
, . . 1 ,  
, , .  
_ . I  
to s t a t e  j a t  t he  n - th  step.  The probabilities of  the var ious  transitions 
I t h a t  may occur a r e  cal led t r a n s i t i o n  p r o b a b i l i t i e s .
I 
, 
/I/ A n  impor tan t  class  o f  Markov chains i s  t h a t  f o r  which t h e  transition 
I, 
I 
piobibi Iities are independent of n. Such  chains a r e  c a l l e d  stationary ( o r  
t ime-homogeneous) Markov chains, and  the one-step probabi l i t ies are  given by 
The transition probabilities are most 
matrix form 
This i s  usually termed the transition matr ix .  
n i t e  order,  depending on the number of sta tes .  
w i l l  form a p r o b ab i l i t y  d i s t r i b u t i o n ,  thenP i j  
and 
conveniently displayed i n  
It w i l l  be of finite or  i r t f i - 

Since, fo r  a n y  f i x e d  i ,  t h e  

Hence every rclv Sums t o  Un i t y  and a matrix w i t h  t h i s  p r ope r t y  i s  ca l l ed  a 
,tochastic ma t r i x ,  
Let t h e  absolute probability o f  an outcome be ing  j a t  the  n- th  
~ b s e r v a tion be w r i t t e n  as 
w i t h  t h e  i n i t i a l  probability distribution given by p . ( ~ ) .  A Markov c h a i n  
J 
s y s t em  i s  uniquely determined by i t s  i n i t i a l  d i s t r i b u t i o n  and t r a n s i t i o n  
mat r i x ,  I n  order t o  determine t he  absolute probabilities a t  any stage,  d e f i n e  
t h e w - s t e p t r a w s i t i o w p r o b a b i l i t i e s a s  . 
For homogeneous chains the p ij(n) are  independent of  rn. 
The Chapman-Ko!mogorcv equations p rov ide  a method fo r  computing these 
n-step t r a n s i t i o n  probabilities [Feller, 19681. These equations are  
f o r  a l l  i ,  J ,  n, and 0 I$I I n e  Those equations merely point out t h a t ,  I n  
going from s t a t e  i t o  s t a t e  j i n  n steps, the process w i l l  be in some s t a t e  
k a f t e r  exac t l y  h steps.  T h u s ,  p i k(h )pk j (n -h f  i s  just  the conditional proba-
bility tha t ,  starting from s ta te  i ,  the  process goes t o  s t a t e  k a f t e r  k 
steps and then t o  s ta te  j i n  n-k steps. Hence, summing these condit ional  
probabi l ities over a l l  possible k must y i e l d  p .  . ( n ) .  Therefore, t h e  n-step 
I J 
transition probabilities can b e  ob ta ined  from the one-step t rans i t ion  proba-
b i  l i t i e s  recursively. 
While the  distinction between discrete t i m e  and continuous time i s  
mathematically c lear-cut ,  a d i s c r e t e  t i m e  model may be used to approximate 
a continuous time phenmena i n  a p p l i c a t i o n ,  
2-3-3.  Classification of Sta tes  
A grea t  d e a l  of  t h e  p r a c t i c a l  importance o f  Markov chain theory 
at taches  t o  t he  f a c t  t h a t  s t a t e s  can b e  c lass i f ied  i n  a ve ry  d i s t i n c t i v e  
manner according to ce r t a i n  basic p rope r t i e s  of t he  system [~ailey,19641. 
i f  t h e  s t a t e  j can be a r r i v e d  a t  from the s t a t e  i i n  a f i n i t e  number o f  steps 
w i t h  non-zero probabi l i t y ,  i .e., t he re  i s  a number n ;. 0 such t h a t  p ij (n) > Q, 
s t a t e  i i s  s a i d  t o  communicate w i t h  s t a t e  3 .  % f e v e r y  pa! r o f  s t a t e s  i n  a 
Markov c h a i n  i s  communicated, the chain i s  sa id  ts be  irreducible, l f  a 
single s t a t e  k does not  communicate w i t h  any  o ther  s t a t e ,  i t  i s  called an 
absorbing s t a t e ,  and  pkk = 1. Note t h a t  phk i s  not necessarily ze ro  f o r  
h +- k. Two s t a t e s  i and j a r e  s a i d  t o  inter-~ommunicate i f  one can reach j 
f rom i and a l s o  i from 9. 
T h e  f i r s t  passage time i n  going from s t a t e  i t o  s t a t e  j is t h e  
number o f  t r a n s i t i o n s  made b y  the  process i n  going from s t a t e  i t o  s t a t e  j f o r  
the f i r s t  time. The f i r s t  passage times. i n  general, a r e  random variables 
and t h e r e f o r e  have probability distributions associated w i t h  them. These 
probability d i s t r i b u t i o n s  a r e  related to t he  transition probabilities of the 
process.  b e t  f . .  ( n )  denote t h e  probab i  l ity t h a t  t h e  f i r s t  passage time f rwn 
1 $ 
s t a t e  i to 	j i s  equal t o  n. These probabilities satisfy the relationships 
Thus, these probabilities can be  computed recursively from the  one-step 
transition probabilities. For fixed i and j, 
I f  t h e  sum i n  equation ( 2 . 6 3 )  i s  less than one, i t  implies t ha t  a 
process i n  s t a t e  i initially may never reach s t a t e  j .  When the sum does 
equa l  one, t h e  f . . (n)  can b e  considered as a probability distribution f o r  
$ 
t h e  f i r s t  	passage time, 
O f 
then s t a t e  i i s  a recurrent even t  because th i s  implies t h a t  once t h e  p rocess  
i s  i n  s t a t e  i ,  i t w i l l  return to i ,  
A transient s t a t e  i s  de f i ned  by 
which implies t h a t  once t he  p rocess  i s  i n  s t a t e  i ,  t he re  i s  a positive proba-
lity t h a t  i t  w i l l  never  re turn  t o  s t a t e  i .  
Calculating f i j ( n )  f o r  a l l  n may be difficult, bu t  i t  i s  relatively 
simple to determine the  expected f i r s t  passage t i m e  f r o m  s t a t e  i t o  s ta te  j. 
Th is  expectation, p i J "  i s  defined by  
when equation (2.63) i s  equal to one, then p . .  s a t i s f i e s  t he  equationB J
The expected f i r s t  passage t i me  i s  called the  expected recur rence  
time when j= i .  I f  p j j  f o r  a r e cu r r en t  s t a t e ,  i t  i s  ca l l ed  a null state. 
The s t a t e  j i s  periodic wi th  per iod  t > 1 ,  i f  i t  can occur only at states 
numbered t, 2 t ,  s t ,  .... When t = l ,  the s t a t e  j is aperiodic. 
i f  a s t a t e  j i s  r ecu r ren t ,  aperiodic, and  not  n u l l ,  i t  i s  sa id  to 
be ergsdic, 
A l l  s t a t e s  o f  an irreducible chain a r e  o f  t h e  same type: t h a t  i s .  
I 
they a r e  a l l  t r a n s i e n t ;  all t r a n s i e n t  and null; or all recurrent and non-null. 
Moreover, i n  each case a l l  sta tes  have t he  same pe r i od .  It can f u r t he r  be 1 
I shown t h a t  i n  a f i n i t e  Markov chain ( i . e . ,  a chain w i t h  only a f i n i t e  
I, 
number of s ta t es )  t h e r e  can b e  no n u l l  s ta tes ,  and i t  i s  impossible f o r  a i l  
s t a t e s  t o  be t r a n s i e n t o  
2-3- 4. - ---Run  sf Markov Chains 

The classification o f  s t a t e s  can be generalized to describe the 

c l a s s i f i c a t i o n  o f  t h e  cha in  as a whole, 

sf t h e  abso lu te  p r o b a b i l i t y  d i s t r i b u t i o n s  converge t o  a l i m i t i n g  
d i s t r i b u t i o n  i ndependen t l y  o f  the  initial d i s t r i b u t i o n ,  t h e  chain is said 
to b e  ergodic. It can be proved t h a t  i f  a l l  states o f  a chain a r e  ergodic,  
i . e . ,  recur ren t ,  non-null, and ape r i od i c ,  t h e n  t h e  chain i t se l f  i s  ergodic. 
It can be shwn  f o r  e r g o d i c  chains that  
where t h e  a 5 satisfyj 
and 
The w % a r e  called the gssteady-statee probabilities o f  t h e  Markov chain and  j 
are equal t o  the  reciprocal of  the expected recur rence t i m e  such t h a t  
T h i s  means t h a t  the  probability o f  f i n d i n g  the process i n  a s t a t e  j a f t e r  a 
l a rge  number of  t r a n s i t i o n s  tends t o  x independent o f  the  i n i t i a l  psobabi lityj 
22 

--- 
tributisn de f ined  over  the  s t a t e s ,  

1 t can be shown t h a t  i f  there  e x i s t s  an integer n such t h a t  

f o r  a l l  s t a t e s  i a nd  j then t h e  Markov chain with transition probability 
-3-5, A Two-State Markov Chain 
Q _ - _ P _ _ _ C _ _ _ - p  
I n  a study of rainfall i n  T e l  A v i v ,  Gabriel and Neumann [I9621 
f ~ ~ ~ o dt h a t  a t w o - s t a t e  Markov chain gave a good d e s c r i p t i o n  o f  the occurrence 
of w e t  and d r y  days d u r i n g  a r a i n y  p e r i o d ,  This model i s  discussed i n  
detail by Cox and Mi l l e r  [1965, pp, 78-84]. I f  d r y  i s  taken as s t a t e  0 and 
wet as s t a t e  1 then by us ing  relative frequencies f rom d a t a  o v e r  27 years i t  
is estimated t h a t  t he  probability a o f  a wet day f o l l w i n g  d r y  day i s  0.250 
and t h e  probability p of a d r y  day following a wet  d a y  i s  0.338. Thus the  
transition matrix can b e  w r i t t e n  as  
1 m 0,750 0,250 
-IF'== 
 B 8-B 0,338 0.662 
5 
From t h i s  FP can b e  computed by successive multiplication such t h a t  
Thus, f o r  instance, given t h a t  January 1 i s  a d r y  day t h e  probability that  

January 6 i s  a d r y  day i s  0.580, whi le i f  January 1 is a w e t  day the  prcba-

bility t h a t  January 6 i s  a d r y  day i s  0.568. 

One question t h a t  ar ises  i s  whether a f t e r  a sufficiently long 

pe r iod  o f  t ime the system settles down to a statistical equilibrium condi-

t i on  i n  which t h e  s t a t e  occupation probabilities a r e  independent of  the 

i n i t i a l  s t a t e .  The stationary probabilities o f  the pre s en t  example a re  

I n  	f a c t  i t  i s  found t h a t  t o  t h ree  decimal p l a c e s  
So 	that after only 10 days the equilibrium cond i t i on  has for a l l  practical 
purposes been reached. 
p2 ~ 3 - 6  -Order Markov Cha i n  and Markov Processes 
A Markov cha in  i s  said t o  be o f  rn-th order i f  
- i xa 
n-m = i,) 
where m l (  n. I n  words an m-order Markov chain i s  a chain i n  which the 
dependence goes back m t i m e  u n i t s .  I t  i s  shown by Cox and Miller [1965, 
p .  1321 t h a t  i n  such cases t h e  process can be reduced t o  a Markov chain o f  
f i r s t  o rde r  by app rop r i a te1y r e d e f i n i n g  the  s t a t e  space, 
M u l t i v a r i a t e  discrete Markov processes can be handled i n  a s i m i l a r  
way. 	 For example consider  a t r i v a r i a t e  d i s c r e t e  Markov process 
= ( ~ ~ ( 1 1 ,  Xn(3)) such t h a t  t h e  d i s t r i b u t i o n  o f  X depends on the~ ~ ( 2 ) .  
av a l u e  o f  t h e  v e c t o r  X,_l I f  t h e  component Xn(i) t akes  t h e  p o s s i b l e  values 
1 %  2 ,  hi ( i=1,2,3)$ then a s i n g l e  state space can be cans t ruc tedwi ih  
h h h s t a t e s  where each s t a t e  i s  a t r i p l e t  ( ~ ( 1 ), x(2), x ( 3 ) )  and  t he1 2 3  
process so de f i ned  i s  a Markov chain.  Lloyd [1963a] has a p p l i e d  t h i s  method 
to a reservoir model, in which serially c o r r e l a t e d  in f lows are considered. 
He shah's t h a t  the bivariate Markov process d e s c r i b i n g  the j o i n t  distribution 
o f  l e v e l s  and in f lows can be used t o  d e r i v e  t he  marg ina l  limiting d i s t r i b u -
tion o f  l e v e l s .  
-7. L i n e a r  P r ed i c t i o n  o f  Markov Chainpp 
A sequence o f  real random va r i ab l e s  ( X  no  n=O, f 1 ,  2 2, ...) i s  
lied a s t a t i o n a r y  stochastic sequence ( i n  the wide sense) i f  t he  expecta-
and va r i ance  o f  X $B e x i s t  and a r e  independent o f  n and the c o r r e l a t i o n  
efficient o f  X and X depends only on the difference rn-n. 
w rn 
Stationary Harkov chains a r e  special cases of s t a t  
Le t  t he  mean o f  Xn be 
E {xn) = il 
t h e  variance be 
t h e n  the correlation  c o e f f i c i e n t  o f  X EInd i si a Xm 
n 
r 7 h 
= g(m-n) 
a-
For a stationary process i t  ho l d s  t h a t  
and g(n) can always be  expressed as  
where ~ ( w )  is cal led  the spectral distribution o f  (X,). 
t h e n  V ( w )  = f ( w )  ex i s t s  and f ( w )  is called the  spectral density f unc t i on  o f  
The Four ie r  series  o f  f(o) i s{ X J  
One of t h e  most  important prob lems a r i s i n g  i n  connect ion w i t h  s ta t ionary  
s t ochas t i c  processes i s  t h e  l inea r  p r ed i c t i o n  o f  the processes. Tha t  i s ,  t h e  
problem i s  t o  determine the  best  linear approximation o f  Xn* from known 
X n - l p  X n - 2 9  ... f o r  a g iven  m> 0. On the  p r i n c i p l e  o f  least  squares t he  
problem of l i n e a r  e x t r a p o l a t i o n  can be formulated as  follows. Th e  problem 
i s  t o  determine t he  real constants  a I @  a2 "  ... f o r  a g i v e n  m i n  such a way 
t h a t  t h e  random variable 
shall approximate to X be t t e r  t h a n  any  other random v a r i a b l e  when t h e i r
ndkn 
mean-square e r ro r s  a re  compared, t h a t  i s ,  t o  determine the  a l s  so t h a t  
2i s  minimal. Le t  t h i s  m i n i m um  be arn The following condition can be used to 
determine t h e  a i s :  
where 
~ ~ r t h e r m ~ r e ,  casei n  t h i s  
U 
- - ,@ (W) / %I= (4 
CT 
2 
- I - J  m 
When (X,] has a spec t r a l  d e n s i t y  f unc t i on  f ( w )  and t h i s  i s  a rational f unc t i on  
i w  
of z = e , t h e n  the  a ' s  can be determined by t he  methods o f  complex f unc t i ons .  
When 
Uhere a and b a r e  r e a l  cons tan ts  and l a 1  5 1  and l b l  5 1 ,  Takacs [I9601 found  
t h a t  
and 
2(a-b) ( 1-aZm) 
where 
2 - L  Theoriier o f  Queues -andpD ( _ _ _ _  
Queueing t heo ry  involves t he  mathematical  study of waiting lines. 
Queueing theo ry  i t s e l f  does not d i r e c t l y  so lve  any problem; i t  con t r i b u t e s  
information required f o r  d e c i s i o n  making  by p r e d i c t i n g  va r i ous  charac te r -
i s t i c s  o f  t he  waiting line. In 1954, Moran a p p l i e d  t h e  theory o f  queues t o  
the formulation of a s torage model f o r  dams. T h i s  s e c t i o n  i s  devoted t o  
d e s c r i b i n g  the t h e o r i e s  of queues and storage and some of t h e  p r o b a b i l i t y  
d i s t r i b u t i o n s  t h a t  are used to de f i ne  t h e  p a t t e r n  o f  a r r i v a l s  t o  t h e  
2=4- 1 
Generally a queueing process can be described by the f o l l w i n g .  

U n i t s  requiring service are generated over time and a r r ive  a t  t h e  queueing 

system as prescribed by some arrival ra te .  These units enter  a queue t o  

aw a i t  service, A t  cer ta in  points i n  t ime, a member o f  t h e  queue i s  selected 

f o r  service by a ru le  knwn as t h e  queue discipline. The required service 

i s  performed f o r  the unit by t h e  service mechanism, a f t e r  which the u n i t  

leaves the system. And some of  the  un i t s  w i l l  leave the  queue as descr ibed 

by the attrition rate,  

The i n p u t  charac te r i s t i cs  are the total number o f  u n i t s  that might 
require service and the statistical pattern by which t h e  units arrive  a t  t h e  
queue. Shecommon assumption is t ha t  t he  number o f  units a r r i v e  a t  random 
b u t  a t  a c e r t a i n  average r a t e .  Th is  s t a t e s  tha t  they arrive according to a 
Poisson process, i .e . ,  the number o f  un i t s  tha t  have ar r ived  until any specific 
time has a Poisson distribution (see Section 2-1). 
A q u e u e  i s  descr ibed  as infinite or  finite according to whether t h e  
maximum permiss ib le  number o f  units t ha t  i t  can contain i s  infinite or finite. 
The queue discipline describes the  order i n  whisk members of the 
a,.
queue ape selected fo r  service, The most c on discipline is f i r s t  me ZJ2
xi 

$if i rst  served. Other disciplines involve randm selectton or selection g 
)#,,L 
based sn some p r i o r i t y  p~scedure,  $; 
gp 
T h e  service mechanism may consist of one ar more service f a c i  l i t les ,  
each of w h i c h  contains one or  more parallel service channels, The service $"2
5; 
t i m e o r h o l d i n g t i m e  i s  t ) P e t i m e e l a p s e d f r m f h e c m m e n c e m e n t  c f s e r v i s e f o r  
a u n i t  u n t i  l the completion o f  service for that  u n i t  a t  a serv ice  facility, A:/12:, 
L ;  
The probability distribution of service times f o r  each service must be 
specified, 
The attrition ra te  must b e  spec i f ied  for  t h e  uwits which w i l l  ,%?&2* 
leave the  s y s t m  because the queue i s  too long  or because o f  unsat is factory  
servi ceo 
2-4-1-1 m 
-
and Notation 
T h e  terminology and nstatisw used here i s  tha t  of Hillier and 
&: 
l eng th  = number o f  u n i t s  i n  the queueing system 
e length = 	 number o f  u n i t s  w a i t i n g  f o r  se rv i ce  
l i n e  length  m i n u s  number sf u n i t s  being served 
the  s t a t e  o f  t h e  sys tem when t h e  l i n e  l eng th  i s  n 
p r d a b i l i t y  t h a t  the line l e n g t h  i s  exactly n a t  t ime t 
1 a 
s 	 = number o f  para1 Be1 servers i n  t h e  system 
= mean arrival ra te  whew l i n e  length  i s  n 
= mean service rate when line l eng th  i s  n 
e system i s  s a i d  t o  be i n  transient s t a t e  when t h e  s t a t e  o f  t h e  system 
umber of u n i t s  i n  t h e  system) i s  greatly a f f e c t e d  b y  the  i n i t i a l  s t a t e  and 
e t i m e  elapsed. "The sys tem  i s  said to have reached steady s t a t e  when a 
u f f i c i e n t l y  long t ime has elapsed such t h a t  the system becomes essentially 

p e n d e n t  c f  the initial s t a t e  and the  t ime elapsed. When t h e  system has 

reached steady s t a t e ,  the  following notation is used, 

L = expected l ine l ength  

= expected queue length

Lq 
P - probability t h a t  exac%ly n units a r e  i n  t he  system
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W 	 = expected waiting time i n  t h e  system (including service time) 
= expected w a i t i n g  t i m e  i n  the  queue (exc lud ing  s e r v i c e  time)
Wq 
The mathematical ' l i t t l e  o i  notat ion  i s  used such t h a t  o(At) rep-
resents any f u n c t i m  o f  At which i s  wegl i g i b l e  compared t o  At when At tends 
t o  zero ,  Therefore, 
l i rn = = OAtAt-. o 
For steady s t a t e  conditions, h equal  t o  a constant h, and a l l  n, 
$B 
Little [I9611 has shown t h a t  
and 
Lq 	 = XW 
q 
I F  the mean service t ime i s  constant 
f o r  a1 l n > 1 ,  then 
such tha t  i s  equal t o  a constent 
2-4-1-2. Blrth-DeathProcez 
The  b i  rth-death process i s discussed b r i e f l y  to i l lustrate the 
nature o f  a queueing process. The arrival of a new u n i t  is referred tc as 
a b i r t h  and the departure af a served un i t  i s  referrod to as a death. A s 
t h a t  t h e  system i s  i n  s t a t e  En a t  time t; the probability tha t  exactly 
b i r t h  w i  1 \ occur dur ing  the time i n t e r va l  t t o  ( t9At )  i s  [ h t t  + o ( ~ t )1, 
where hn i s  a positive constant; and the p robab i l i t y  t h a t  exactly one death 
w i l l  occur du r ing  the t ime  i n t e r va l  t t o  (t+nt) i s  iPnAt + o (A t ) ] .  where pn 
i s  a pos i t i v e  constant if n > O ,  and pO= 0. Fur ther  assume t h a t  the pr&* 
b i l i t y  t h a t  the number o f  b i r t h s  exceeds that  of  deaths by more then one 
dur ing the  t ime interval t t o  (t*t) i s  o(At). With these assumptions 
Hillier and  Liebeman [I9671 show that 
I ~' ~ 
d p n ( t) 
-
+ Pn+l 
(t)
' n + ~  
- (hn + pn)Pn( t) f o r n 1 0  (2.w) 
and for  R=O@ pO=O and h_l=O so tha t  
dp0 (t% 
.-------
gat 
P (t) -hop0(t)
P I  1 
T h e  above set of equations provides the values of ~,(t) wh i c h  are  
the s t a t e  probabilities o f  the system. Hwever,  the solution i s  available 
onlv i n  sme  special cases. 
When hn = h and pn  = 0 f o r  a l l  n=0.1,2,. ... the process i s  tgrined 
a pure  b i r t h  process w i t h  a constant mean a r r i v a l  ra te ,  and the above q u e  
f o r  n=1,2,,aa (2.102) 
where the genera l  solution i s  
f o r  n=O9 l p 2 Ba 

Th i s  probabi  1i t y  d i s t r i b u t i o n  f o r  n i s  the Poisson distribution w i t h  pa rame te r  
kt. When t he  b i r t h s  ( a r r i v a l s )  occur according to a Poisson process w i t h  
rameter h, the model i s  s a i d  t o  assume a Poisson input .  
When pn = p, f o r  n=1'2,3 ,..., hn = 0 f o r  n=0,1,2 ,..., and t h e  system 
i s  in state E a t  time t=O, t h e  process i s  a d e a t h  process  w i t h  a constant 
rn 
mean service r a t e  which t e rm ina tes  a t  s t a t e  Eo. I n  t h i s  case, equations (2.99) 
and (2.100) become 
f o r  n=0.1,2 ,...,rn-1 (2.104) 
and 
.4p I
where (rn-n) i s the number o f  events t h a t  have occurred i n  t h i  s process. I ne 
genera l  so l u t i on  f o r  the  p r o b a b i l i t y  t h a t  (m-n) even ts  have occur red  i s  
f o r  n = l , 2 p o o e g m  (2.106) 
a n d t h e  p r o b a b i l i t y  t h a t  m events  have occurred i s  
(2 '107)
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T h i s  Poisson r e s u l t  leads t o  the result tha t  the p r o b a b i l i t y  d i s t r i -
bution o f  elapsed t ime  betveen consecutive deaths i s  an expanantiel distribu-
t ion  w i t h  parameter p I  given t h a t  the system i s not  empty [ H i  l l ier and 
Lieberman, 19671. When the o u t p u t  i s  described by t h i s  process the  model i s  
sa i d  to assume exponential service t imes  or exponential holding times. 
2-4-1-3, 
Afte r  the s t e a d y - s t a t e  condition has  been reached, t he  s ta t e  
p r ~ b a b i l i t i e s ,Pn( t ) ,  are  constants  independent o f  time. The s teady -s ta te  
f + ,m , , , rso lu t ion  far  P may be obtained by se t t  i n g  equations (2.99) and i r eWW,  = v w = u  
t o  tera, l t  can be shcwn [ H i l l i e r  and Lieberman, 19671 t ha t  the general 
.solution fo r  t he  steady-state condition i s  
and 
Knowing these p r o b a b i l i t i e s ,  the expected l i n e  length  and queue length  can be 
determined a s  
and 
Many other s t o c ha s t i c  models have been shown t o  be special cases  
.a -
of the general birth-death p rocess  or caw be developed f r om  the birth-death 
recess [ H i  1 1  i e r  and Lieberman, 19671. Saaty  [I9593 p r e s e n t s  a comprehensive 
t e r a t u r e  survey o f  available queueing models including models of single 
annel, channels in ser ies ,  and channels in p a r a l l e l  w i t h  various holding 
time distributions, 
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g r r  
was made by Moran [1954, 19551. T h i s  model can be described i n  the  follow-
i n g  way. The amount of water  which flows i n t o  a reservoir  varies from t ime  
t o  t ime ,  Apart f rom some possible overflow, t h e  wa t e r  is s tored and re leased  
later according to a definite rule, S t r i c t l y  speaiting, at eve ry  t ime i n s t a n t  
the inflow has a probability distribution, thus  the  storage has a probability 
distribution, These p r o b a b i l i t y  distributions may no t  be identical, The 
storage at any fixed t i m e  instant i s  thus a random variable. Therefore the 
storage in a pe r i o d  o f  t ime i s  a collection o f  random v a r i a b l e s ,  and, by 
definition, i s  a stochastic process. A s  a consequence, to approach the 
reservoir storage process more realistically, a s t o c ha s t i c  model i s  i n  
$' 6 g;$ ib7 
(ii 
?& 
order, 
To s imp l i f y  t h e  problem, t he  model w i l l  
t ime,  so that t h e  process occurs at d i sc r e t e  t ime  
b e  formulated i n  d i s c r e t e  
intervals. The t i m e  inter-
Q 
val shall be taken as one year, and the follwing assumptions will be made 
' concerning the  i npu t ,  overflw, a d  r e l e a se  r u l e .  
( 1 )  L e t  Xt be the amount of inflow dur ing  t h e  yea r  ( t ,  t+l) ,  
t=0,$,28.0., and assume t h a t  X ,X0 a r e  random v a r i a b l e s  which are mu t ua l l y  
independent and have t h e  same distribution. 
( 2 )  L e t  k be t he  c a p a c i t y  of t he  reservoir and Z t  be t h e  reser-
v o i r  content at t ime  t ,  or  t h e  amount of w a t e r  in the reservoir before i n pu t  
X t  flows into i t .  Then if Z t  + X t  k, an amount Zt + Xt .- k w i l l  over f low,  
I 
1 f Z, i- X, < k, the re  wi l l be no overflow. The s to rage  i s  n w  m i n ( l . t + X, k) , 
C L 
t h a t  i s ,  t h e  minimum o f  Z t + X t  and k. 
('3) A t  t i m e  t+i, m u n i t s  o f  wa t e r  w i l l  b e  instantaneously released 
i f  i t  i s  available, such t h a t  t h e  release w i l l  be Y t  = min(m, Zt + Xt ) .  
It follolnis t h a t  t he  storage function Z 13 s a t i s f i e s  the recurrence 
From t h i s  i t  i s  c l e a r  t h a t  t h e  sequence o f  random v a r i a b l e s  (Zt] forms a 
Markov chain,  
To d e r i v e  t h e  s t a t i ona ry  d i s t r i b u t i o n  o f  equa t i on  (2.112), i .e . ,  
t h e  probability distribution o f  s torage  when the  sys tem reaches statistical 
equilibrium,' l e t  t h e  i n f l w  distribution b e  
and t h e  stationary distribution o f  storage be 
j=O,l, ...,k-m 
T h e n  
hen the above system o f  equat ions  can be w r i t t e n  i n  a ma t r i x  form 
w i t h  Xk-m+l = TIk-mt-2 ' Q e B  = flk = O Q  
The ma t r i x  equa t ion  can be w r i t t e n  as 
3t
0 
* 1 
Pa 
e 
B 
'ISk-m 
and 
The stationary distribution o f  r e s e r v o i r  con ten t  (x .3  e x i s t s  i f  
_B 
p i  > 0 f o r  a l l  i. 
R e c e n t l y ,  by  assuming t h a t  t h e  r a t e  o f  release i s  proportional t o  
the content o f  t he  r r s e r v o i r ,  Moran [I9671 f i n d s  t h a t  i t  i s  pos s i b l e  t o  g i v e  
a complete  and e x p l i c i t  so l u t i on  o f  t he  properties o f  s t a t i o n a r y  distribution 
o f  s to rage  f o r  a s y s t e m  o f  several r e s e r v o i r s  i n  s e r i e s .  Consider t h e  case 
o f  t w o  reservoirs i n  se r i e s  f o r  continuous time, Let t h e  f i r s t  r e se r vo i r  
have con ten t  Z ( t )  , an i n p u t  process X(t) , and  a r a t e  o f  re lease  ? Z ( t ) .  Let 
t h e  i n p u t  i s  ~ ~ ( t ) ,t o  t h e  second reservoir ,  whose content be the output 
from the f i r s t ,  and l e t  i t s  release r a t e  he p Z (t). Moran shaws t h a t ,  when1 1  
the s t a t i ona ry  s t a t e  i s  reached, ~ ( t )can b e  expressed as a stochastic i n t e -
g r a l  equation 
and i f  p P p l  
and when p = P I '  
where u a n d  v are  dummy variables. 
36 
Moran [I9671 a l s o  p o i n t s  out t h a t  the same t y pe  o f  r e s u l t  h o l d s  
or any sequence o f  r e s e r v o i r s  i n  s e r i e s  and it i s  poss ib le  t o  o b t a i n  t h e  
h a r a c t e r i s t i ~f unc t i ons  o f  t h e i r  d i s t r i b u t i o n s  and t h e i r  j o i n t  d i s t r i b u t i o n s u  
he f a c t  t h a t  the  con ten t s  a r e  l i n e a r  f u n c t i s n a l s  o f  t h e  i n p u t s  means t h a t  
more complicated systems can be e a s i l y  analyzed, For instance,  i t  i s  poss i -
le t o  o b t a i n  t he  d i s t r i b u t i o n s  o f  t h e  con ten ts  o f  a sequence o f  r e s e r v o i r s  
6 n se r i e s ,  I n  a d d i t i o n  t o  t h e  ou tpu t  f rom t h e  p r e v i o u s  reservs i  r ,  each 
r e s e r vo i r  can a l s o  have l a t e r a l  i n f l ow .  
There i s  no d i f f i c u l t y  in allowing f o r  a more f l e x i b l e  re lease 
&8$* 
r u l e  [Moran, 19553. The process remains Markovian p r o v i d e d  o n l y  t h a t  the  
amount Y released a t  t h e  end  o f  t he  t ime  interval ( t ,  t+l) i s  d e t e rm i n ed  t $$$-
s4 
by Z t  
. -
o r  X t  o r  both, such t h a t  t h e  v a r i a t i o n  o f  d e t a i l s  i n  t h e  re lease r u l e  
e r e l y  a f f e c t s  t he  t r a n s i t i o n  matr ix ,  One can indeed go f u r t h e r  and allow 
the  r e l e a se  t o  embody a s t o c ha s t i c  element w i t h ou t  d e s t r o y i n g  t he  Markovian 
na tu re  o f  t he  process [Lloyd, 19671. 
;J I 
d.24,
* 
The types  o f  problems discussed here inc lude :  ( 1 )  t he  de t e rm i na t i on  
7 gy o f  t h e  s t a t i o na r y  d i s t r i b u t i o n  o f  t he  r e s e r v o i r  con ten t  f o r  various d i s t r i -
bution of input; (2) t h e  p r o b a b i l i t y  of emptiness o f  t h e  r e se r vo i r ;  (3) 
g,
I:$ 
Fh
K 
rese rvo i r s  w i t h  s e r i a l  l y correlated i n f l ows ;  (4) short  per iod  s to rage  
processes; and (5) t h e  case o f  i n f i n i t e  rese rvo i r capac i t y .  
2-4=2=-2., Distribution the Content 
b e t  t h e  re lease  a t  any t i m e  be m = I s  This assumption does not 
$5 
p lose t h e  g e n e r a l i t y  o f  t h e  re lease  ru le ,  so f a r  a s  instantaneous constant  
re lease  i s  concerned, because t h e  u n i t  o f  r e l ease  can b e  a r b i t r a r i l y  chosen, 
pi7 
3 
,:( 
Let t h e  p r o b a b i l i t y  d i s t r i bu t i on ,  ( p i ] ,  o f  X b e  defined by  equat ion  ( 2 . 1 1 3 ) .
t 
De f i ne  t h e  p r o b a b i l i t y  gene ra t i ng  f u n c t i o n  o f  (p i ] ,  G (B ) ,  a s  
the mean i npu t ,  p ,  i s  g i ven  as 
and p i  > 0 f o r  211 1 such t h a t  the  Markav chain ii irreducible and con t a i n s  
a f i n i t e  number k of s t a t e s ,  a n d  the re fo re  t h e  s t a t i o n a r y  probability d i s t r i -
bu t i on  [TI.) ( 0 1, .k ert! s t 5 .  
J 
Prabhu [I9381 proves  a theorem which provides a general method o f  
o b t a i n i n g  the s t a t i o n a r y  p r o b a b i l i t y  d i s t r i b u t i o n  {lr.] f o r  t he  discrete dam3 
o f  finite capacity k .  The procedure c o n s i s t s  o f  ( 1 )  f i n d i n g  a f u n c t i o n  
(2 )  expanding ~ ( 9 )i n t o  a power series 
where v. a r e  de te rm ined  fran 
I 
and  (3) no rma l i z i ng  v0 v,# ..., vk-. 1 t o  o b t a i n  the p r o b a b i l i t y  d i s t r i b u t i o n .  
The geometr ic ,  n ega t i v e  b inomia l ,  and Po isson  input d i s t r i b u t i o n s  
a r e  considered here,  
2-4-2-2-3, Geometr ic  
For  t he  geometr ic  i n pu t  d i s t r i b u t i o n  
where 0 < b C 1 and a = 1 - b. The probabi l i t y  g e n e r a t i n g  f u n c t i o n  o f  X t  i s  
g i ven  by 
and t h e  function V(@)  i s  
here p = b/a i s  the  mean input .  Hence 
and 
The stationary distribution {rr.)
J 
can be obtained by dividing v3 b y  equation (2 .134) .  The resu l t  i s  
2-4-2-2-2. B i n om i a l  
Consider the  more general i npu t  de f i ned  by t h e  negative binomial 
distribution 
where O < a  < 1, h = I-a,  and n i s  a p o s i t i v e  integer. The probability 
generating f unc t i on  o f  X t  i s  then 
and t h e  mean i n p u t  i s  p a nb = ye T ken 
When ( I ,  B I ,  B2,  8.) a r e  the  d i f f e r e n t  zeros  o f  t he  denominator o f  t h e  
expression on t h e  r i gh tmos t  o f  equa t i on  (2.138), t he  s t a t i ona ry  probability 
d i s t r i b u t i o n  {fi,)d are  g iven by prabhu  [I9581 as 
n
where d0 = a 
and 
r the  Poisson t i n p u t  distribution 
i = 0 9 ~ 9 0 e 6  
where p i s  t h e  mean i n p u t .  P r a b h u  [I9581 regards  t h i s  as  t h e  limiting case 
of t h e  negative binomial i n p u t  g i ven  by  equation (2.136) a s  n+m,  a+  1, 
nb
a n d p  = - held f i x ed .  The stationary distribution i s  found to be 
a 
m 
n = {e-P + J- --------- * -0 L-J 
r= 1 
#' 2-4-2-3, f he Prob lem sfI____--Z 
P @. The problem o f  empt iness o f  a dam was f i r s t  formulated by Kendallii 
[1957]. Suppose t h a t  a t  t i me  t = 0 t h e  dam con ta ins  an amount Z0 > 0 o f  
wate r ,  and  let T b e  ehe f i r s t  subsequent t i m e  a t  w h i c h  i t  becomes empty. 
T i s  called t h e  wet pe r i od ,  and the problem o f  f i n d i n g  i t s  d i s t r i b u t i o n  i s  
o f  p r a c t i c a l  importance. P r a b h u  [1958] formulated a se t  o f  equat ions f o r  
the  f i n i t e  dam i n  terms o f  t h e  generating function o f  the i npu t  f rom which 
the p r o b a b i l i t y  o f  emptiness b e f o r e  overf low can be derived, 
For  release m = l ,  Weesakul [I9611 cons iders  t h e  dam process  as  a 
random walk w i t h  b a r r i e r s  a t  Z=0 and  Z=k-1. The time distribution o f  the  
p r o b a b i l i t y  o f  f i r s t  empt iness i s  analogous t o  t h e  probability o f  absorp-
1" 
t t isn a t  Z=0, 
f: Weesakul" formulations f o r  f i r s t  empt iness  be f o r e  overf low and 
$. \ f i r s t  emptiness w i t h  overflmv a r e  d i  scussed below.  
2-4-2-3- 1, F i r s t  
___aE__l i__l 
L e t  g ( u ,  T / k) be t he  p r o b a b i l i t y  of f i r s t  empt iness  at time T 
be fo re  an overflow, g iven t h a t  t he  i n i t i a l  con ten t  o f t h e  r e s e r v o i r  i s  
u > 0. Th i s  i s  stated mathmatically as 
The independent discrete inputs { X t )  (t=0,1,2,...) have  identical probability 
distributions given by equation (2,113).  I t  i s  shwn  t h a t  c j (u , l" lk )  can b e  
reduced to 
where P(u) = ( 0 ,...,0 9 p o , p,,..., pkmU) w i t h  p0 i n  the ( u - l ) t h  place ,  be ing  
t h e  f i  r s t  non-zero element o f  t he  TOW vector; ~ ( 1 k) i s  t h el column vector 
43 
of elements  o f  g ( i , l l k ) ,  i=1,2, ..., k-1; and Q is t h e  ma t r i x  
Equation (2.147) holds for u=1,2, QeQ,k-land T=2,3, .... For f = l ,  it i s  
c l e a r  t h a t  g ( l ,  l l  k) = po. g ( u , ~ l k )  i s  zero f o r  T < tr, C J ( O , O / ~ )  = 1, and 
g ( ~ , f/ k )  = 0. 
L e t  @(LA,$1 k) be t h e  generating function f o r  g ( u , ~ lk) and l e t  i t  be 
de f i ned  as 
Weesakui j i 9 6 i j  has shown t h a t  
if 
l i m  $B q i j  = 0 (2.151) 
n-9 
W 

where q ij i s  the (i,j) element  o f  (QQ)", and I i s  the identity ma t r i x  whose 
d i agona l  elements a re  equal to u n i t y  and a l l  other  e lemen ts  a r e  equal to 
zero0 
The probability that the r e s e r v o i r  empties before an overf low, 
can be read i l y Bound from 
Q4 
VU = d u 9 ~ l ~ l1 
"$1 
@=% 
In principle, g ( u , ~ ( k )can b e  computed from equation (2.147) when 
the  i n p u t  p r o b a b i l i t i e s  p a r e  known. B u t  g e n e r a l l y  i t  i s  d i f f i c u l t  becausei 
t h i s  i nvo lves  f i n d i n g  the  c h a r a c t e r i s t i c  r oo t s  o f  t he  m a t r i x  Q. I n  particu-
l a r  when t h e  i npu t  has the  geometr ic  type a; defined by equation (2.130), i t  
i s  p o s s i b l e  t o  der ive  @(u ,@lk) e x p l i c i t l y  and then ob ta i n  g ( u , ~ lk) by  t h e  
expansion o f  the gene ra t i ng  funct ion .  Weesakul [I9611 found that 
For  f i n i t e  dam w i t h  c a p a c i t y  k t he  probabili ty o f  empt iness before over f law 
g ( u ,  u+t /k )  i s  too  long  t o  be w r i t t e n  down here. I n  t he  1 i m i t  when k 
we have 
T h i s  i s  t he  p r o b a b i l i t y  of f i r s t  empt iness f o r  an i n f i n i t e  dam w i t h  geomet r i c  
i n pu t .  The same r e s u l t  has a l s o  been d e r i v e d  by Gani [I9581 by a different 
appreach. 
2-4-2-3-2, F i r s t  w i t h  Ove r f lwp p
The next problem considered by Weesakui [I9611 i s  t he  p r o b a b i l i t y  
o f  f i r s t  emptiness regardless o f  how many t imes  overflow occurs. L e t  
~ ( u , T I ~ )= = 0 ;  Lt > 0, for a l l  O K ~ C T ~ Z ~PbT = 
b e  t h e  p r o b a b i l i t y  o f  f i r s t  emptiness a t  t ime  T, t he  i n i t i a l  content be ing  
u > 0. By an approach similar t o  t h a t  f a r  fir;: emptiness b e f ~ r eover f low,  
the f o l l m i n g  equation i s  ob ta ined .  
where u=1,2 ,...,k-1; T=2,3 ,...; ~ ( u ) i s  row matrix ( ~ , ~ , . . . , p ~ , p ~ , . . . , k a ~ ~ ~ ) ~  
identical t o P ( u )  except t h a t  the  l a s t e l m e n t  i s  replaced b y hk- u w i t h  
+ ...; ~ ( l l k ) i s  again a column vector  w i t h  the  f i r s t  elementhr = Pr + P,+1 
p0 as t he  on ly  non-zero element; and M i s  a (k-1) x (k-1) matr ix  defined by 
D e f i n e  the  genera t ing  f u n c t i o n  i)(u,@lk) f o r  f ( u , ~ / k )by 
CO 

a = ! u , ~ I ; )  = 	 1 B' ~ ( U , T Q  

T= I 

The expec ted  time be fo re  t h e  f ir s t  ernpti ness occurs ,  E(T) , i s shown to be 
< & - - *  
where 1 denotes t h e  identity matrix, 
For the geometric i npu t  d e f i n e d  by  equat ion  (2.130) t h e  expected 
f i r s t  empt iness  i s  
The p r o b a b i l i t y  f (u ,  u+t lk) f o r  infinite k i s  also  derived by Weesakul [1961]. 
L l o y d  [1963b] has a l s o  s tud ied  du ra t i on  o f  empt iness f o r  a semi-
i n f i n i t e  d i s c r e t e  reservoi r ,  
2-4-2-4. Reservoi  rr  w i t h  Correlated Inflows 
I n  t h e  p r e c e d i n g  t rea tment  of storage theory,  i n f l o w s  a r e  assumed 
t o  be independently d i s t r i b u t e d ,  l o  reality this i s  not t rue .  Lloyd [1963a] 
m o d i f i e d  the model by t a k i ng  i n t o  account s e r i a l  correlation i n  t h e  sequence 
o f  i n f l ows .  The technique used i s  t o  assume t h a t  t h e  s t r u c t u r e  o f  t h i s  
sequence can be adequately approximated by  a Markov chain. Then t h e  marginal 
l i m i t i n g  distribution of levels may be d e r i v e d  from the  bivariate Markov 
process describing the  jo in t  distribution of levels and inflows. He assumes 
t h a t  the i npu ts  Xt  form a Markov chain w i t h  t r a n s i t i o n  p r o b a b i l i t i e s  
The inputs  a r e  f u r t h e r  assumed t o  have a stationary distribution ( z i )  where 
d 

and 
Since i n  t h i s  case the reservoir content a t  time t + l ,  depends on t he  
content a t  t i me  t ,  Zt, and Xt+\  depends on X the  process is t h e r e f o r et "  
determined by  the  variables (zt,Xt) and is thus a bivariate Markov cha in .  
Anv realistic application of h i s  technique would involve the solu-
I 
tion of a f a i r l y  l a rge  number cf  simultaneous linear equations, bu t  t h i s  i s  
a straight forward procedure, provided one has access t o  a sufficiently 
.." . 
la rge  computer. With a small range o f  input  va lues ,  however, an e x p l i c i t  
so l u t i on  can be  found. He considers a simp1 i f i e d  particular case where t h e  
i n pu t s  take the  values rn-1, m, m+l with probabilities 
generated by a Markov chain w i t h  t r a n s i t i o n  ma t r i x  g iven  by 
where min(a,b,c) > 0 and rnax(a,b,c) < 1/2. 
For compatibility between t h i s  ma t r i x  and  t h e  g iven  d i s t r i b u t i o n  we 
mus t  have 
fo r  some 8 ? 0, The ser ia l  correlation o f  the i n p u t s  i s  found to be 
and the stationary distribution o f  { Z  t) has the quas i -geomet r i c  distribution: 
2-3c
where g = -------- and s i s  t he  normalizing constant. 2-3b ' 
2-4-2-5, Short Period P rocess 
P  
Most investigations o f  storage problems are concerned w i t h  the  long 
run behavior of the system. But the  situation of t he  system within a short 
p e r i o d  o f  t i m e  i s  o f  more p r a c t i c a l  importance, since the es t ima t ions  o f  
--P-" P.: ' "FC  r t :  ,storage , c = G , J u ~ ,  ,ebL, \eness  can seldom take i n t o  account more than 40 
or 50 years. Klemes [I9671 first noticed this problem and presented a 
method f o r  direct computation of the certainty distribution within a l i m i t e d  
p e r i o d  o f  time for random input and uniform or random output. 
T h e  probab i  l i ' t y  o f  the  reservoir being empty ,  called r i sk  of 

failure, has been adapted as  a measure o f  reliability sf a water-supply 

reservoir ,  Cer ta in t y  i s  opposite; i t  i s  t he  probability of  t h e  r e s e r v o i r  

being n o t  empty, Let pSt b e  the stationary certainty. 

where rn is the  number o f  time units without failure and n i s  t h e  number of 
t ime u n i t s  o f  record, While the stahionary certainty i s  a s i ng l e  value, 
the certainty w i t h i n  any f i n i t e  p e r i o d  has a p r o b a b i l i t y  distribution. 
Klernes [I9671 developed a technique f o r  d i r e c t  c m p u t a t i o n  o f  the  
probability t h a t  exactly 0,1,2,.. .,n failure yeass occur i n  t h e  n-year 
per iod .  It involves some elements of combinatorial analysis, e.g., occu-
pancy problem and partitions. Although t h e  p r e s e n t e d  formulas a r e  ve ry  
cmplicated, a detailed c m p u t e r  program has been w r i t t e n  i n  FORTRAN I V .  
An example o f  p r a c t i c a l  r e s u l t s  ob ta ined by means o f  t h i s  program i s  also 
g iven i n  h i s  papero 
2-4-2-6, H u r s t B s  Formula 
Be fo re  Moran formulated the general p r o b a b i l i t y  theory o f  storage,  
the more traditional method was t o  s tar t  w i t h  an infinite reservoir  and t o  
explore the consequences o f  f e e d i n g  i n  var ious i n f l w  p a t t e r n s  a n d  dra f t s ,  
T h e  extreme levels t h e n  defined the smallest s i z e  t h a t  the  r e s e r v o i ~could 
have had without failure, 
Hurst [I9511 derived fran many cases.of  natural phenomena, p r i n s i -
pally rainfall, a statistical equation which can be used t o  compute the 
reservoir capacity which would have been requ i red  on a stream t o  maintain 
a steady annual discharge equal t o  the  mean flw f o r  t h e  per iod  dur ing  which 
d ischarge was recorded. He derived t he  equation 
which relates the  capacity. R ,  o f  t h e  rese rvo i r  w i t h  t h e  s tandard deviation, 
Q ,  o f  t h e  annual discharge and the number o f  years. N, i n  the record. The 
--- 
parameter k i n  the above equation has been found to be approximately nor- 
mal ly  distributed with mean 0.73 and standard deviation 0.09. 
H u r s t r s  approach is essentially empirical, No genera l  formulation 
of the storage problem 3s reached. A detailed t r ea tmen t  of this approach i s  
g i v en  by Hurst, Black, and S imaika [1965], 
2-5, Time S e r i e s  Analysis 
2-5- l o  
-
Time Series 
When the outcomes of sane observation or experiment a r e  arranged 
sequentially w i t h  respect to t ime,  the resulting sequence i s  referred to as 
a t i m e  series, bet T denote the  set of t i m e  points assoc ia ted  w i t h  the 
occurrence of events f o r  some phenomena. I n most cases, T cons i  s t s  of a1 l 
a s t  and future time points and the assoc ia ted  time series i s  denoted by 
{ ~ ( t ) ,teT]. I f  the observations are made at discrete time po in t s ,  the ob-
se rved  time series i s  represented by ( X ( t )  , t E T q  ), where T 8  = [t, t2' 
i s  a subset of %. 
Examples of hydrologic t i m e  ser ies  are sequences o f  mean d a i l y  
flws, mean monthly flows, annual instantaneous peaks, and hydrographs. The 
first three ser ies  are discrete time series whi  Be the l a s t  i s  a continuous 
t ime series, 
Statistical techniques have Bong been app l i e d  in the study o f  hydro-
logic phenomena, but until about  a decade 08 so ago little attention had 
been paid to the sequential order in wh i c h  hydrologic events occurred, I n  
recent years ,  there has been an increasing awareness o f  the need to cons ider  
the t ime  distribution characteristics of hydrologic events. The invest iga-
tion of these characteristics are referred to col leetively a s  time ser ies  
analysis. The purposes of the analysis is to determine t h e  manner i n  which 
hydrologic events are genera ted ;  i . e n ,  to determine a mathematical model, 
c a l l e d  the generating process, t h a t  s imu la t es  the way the events evolve i n  
time, 
The theory of t i m e  ser i es  analysis has been studied extensively 
[Wold, 19651 b u t  the results have not  been extensively applied to hydrologic 
problems, A general survey o f  hydrologic time series analysis i s  g iven  by 
Matalas [1966, 1967aI and  Kisiel [1969]. 

values of x a r e  l i n e a r l y  dependent upon the  v a l u e s  of x . ,  t h e  c o r r e l a t i o ni+k P 
between x and the k i t h  o rde r  s e r i a l  c o r r e l a t i o n ,  may be taken as ai 
measure o f  dependence. The va l u e  x i i s  t h e  sampled value of ~ ( t . )from t h eI 
available population a t  t ime  t i .  
2-5-3. Estimates -of  Determini st! z Elements 
The determinis t ic  elements, w i t h  respect t o  time, a r e  canposed 'of 
t rend,  p e r i o d i c ,  o r  p e r s i  stence components, 
2-5-3- 1, T r e nd  
The method of  moving averages can be used t o  e s t im a t e  and eliminate 
the t r e n d  i n  a t ime  ser ies .  I t cons! s t s  o f  de te rm in ing  o v e r l a p p i n g  means o f  
rn successive  weigh ted  va lues . ,  Le t  xl,x2 i . . . , x  n be obse rva t i ons  taken a t  
qua1 i n t e r v a l s  o f  time. An example o f  moving averages o f  m=3 i s  
The weights o f  t h e  moving average,  b l ,  b2,  and b3, a r e  such t h a t  t h e i r  sum 
equals 3 .  I n  general ,  f o r  moving averages o f  e x t e n t  m 
2-5-3-2, P e r i o d i c i t y  
P e r i o d i c i t y  represen ts  a r egu l a r  o r  an osci l l a t o r y  form o f  v a r i a -
t ions ,  such a s  seasonal and s e cu l a r  changes t h a t  one encounters  frequently 
i n  h y d r o l o g i c  phenomena. Such v a r i a t i o n s  a re  o f  n e a r l y  cons tan t  p e r i o d  and 
may b e  analyzed by harmonic ana l ys i s .  I n  harmonic a n a l y s i s  a Four ie r  s e r i e s  
i s  used t o  represent t h e  t i m e  s e r i e s  x l ,x2 ,  ... , x  n of t o t a l  pe r iod  T as follows 
where A0 i 5 a constant, t i s t h e  t ime ,  and  A4 and 8j a r e  amp1 i tude ' s  which  
a r e  defined as 
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Bi =; 
2 
't s i n  T ( a .  1-78] 
where y t  i s  t h e  deviation o f  xt from the a r i t hme t i c  straight-line t rend f o r  
t he  p e r i o d  selected, and n i s  the number of t ime  i n t e r v a l s  a t  which x i st 
sampled. Three tests are available f o r  p e r i o d i c i t y  de tec t i on ;  namely, t h e  
Schuster t e s t ,  t h e  Wa l ke r  t e s t ,  and the Fisher  t e s t  [Chow, 1964, Sec t i on  8-11, 
2-5-3-3, $ e r s i  s tence 
P e r s i s t e n c e  means t h a t  t he  successive members a f  a t ime se r ies  a r e  
linked among themselves i n  scme persis tent  manner. Due t o  meteorological 
and  c l i m a t i c  causes, wet  years  tend to occur in groups and d ry  yea r s  tend tl: 
occur together l ikwise .  T h i s  tendency i n  grouping i s  t h e  i n d i c a t i o n  o f  
the  presence cf pe r s i s t e n c e  i n  hydrologic phenomena. 
The magni tude o f  p e r s i s t e n c e  may be de te rm ined  by s e r i a l  cor re la t ion  
anal ysi  s and correiograms [Kendall, 19511. 
2-5-4, 
A generating process i s  a mathematical  model t h a t  can b e  used t o  
oroduce a time series. Because of t h e  co~plex it y  of the  s t r u c t u r e  of aa 
hydrologic time s e i i e s ,  a complete description o f  the  s t r u c t u r e  i n  t h e  f o r m  
of a genera t ing  p rocess  i s  no t  possible.  L inea r  gene ra t i ng  processes t h a t
-
have been used ex t ens i ve l y  are discussed b r i e f l y  i n  the foliawing para-
g raphs ,  
Most t ime  se r i e s  analysis  techniques de a l  on ly  w i t h  s t a t i o n a r y  
processes, Any s t a t i o n a r y  p rocess  can be represented as t h e  sum of two 
component pa r t s :  de te rm i  n i s t  ic and random. The two component processes 
a r e  mutua l  By uncosrelated and have radically d i f f e r e n t  properties, The 
f u t u re  development o f  t h e  d e t e rm i n i s t i c  component can be exac t l y  forecas te  
on t h e  b a s i s  o f  past  observations, For example, the deterministic cmpone 
may fsliw t h e  function 
x 8: = a d n  h t  -k bacos ht t = O 7 l g e e e  (2.179) 
a 
The random component can be represented a s  a moving summation over 
sequence o f  random variables, say I+ [Wold, 19591 
Y, 
-
- 9, + a l q t - l  + a27t-2 4- , , ,  ~ = o J J , .  B B (2.180) 
where  a l l  q t  a r e  mu t u a l l y  unco r re l a ted ;  t h a t  i s  
' (q t '  7t+k ) = ' 
F 
Ib f o r  a l l  k f 0 and a l l  
such t h a t  
t .  Hence 7 
t 
i s  uncorrelated w i t h  the p a s t  development 
g r nmI C I B  I, k 3 O and i ; l l  t a  The fc;l type; of i - a ~ yd~ i jprocesses mcrI t 
spec i a l  a t t ewt  ion, 
( 1)  The au to reg ress i ve  process ( Yu l e l s  process) is de f i ned  as 
s t ochas t i c  d i f f e r e n c e  equat ion,  
a 
where the va r i ab l e s  7 a r e  uncor re la ted .  The so l u t i on  o f  equat ion (2.183)t 
t a kes  t h e  form o f  equa t ion  (2.180). 
(2)  Moving average process ( ~ l u t s k y l sprocess) i s  d e f i n e d  by 
where equation (2.181) h o l d s ,  Here t h e  expansion o f  equat ion (2.180) con-
t a i n s  on ly  a f i n i t e  number o f  terms, 
( 3 )  The h y b r i d  o f  Y u l e u s  and S lu tsky"  process i s  d e f i n e d  by 
where equa t i on  (2.181) holds. The s o l u t i o n  takes t h e  form o f  an i n f i n i t e  
expansion of equa t i on  (2.180). 
(4) The scheme o f  hidden p e r i o d i c i t i e s  i s  de f i n ed  by  
where as before q t  a r e  independent, normal random va r i ab les .  To es t ima te  
t he  frequencies w amp1itvdes A ! ,  and phase a n g l e s  c p :  periodogram analysisj' J J 
may be used, 
F s r  an extensive discussion o f  statist ica8 proper t i e s  o f  moving 
average and autoregressive processes see Matalas [1966]. 
A csrrelogram i s  a graphical r ep resen ta t i on  o f  the  k - th  order 
s e r i a l  correlation, as  a function o f  k where t h e  va l u e s  o f  r are  platted
'k k 
as  ordinates against t he i r  respective values o f  k as abscissas, The correlo-
gram provides a theoretical ba s i s  fo r  distinguishing d i f f e r e n t  types sf 
gene ra t i n g  processes [#endall, 1951]. . 
2-5-5, o f  Time Ser ies 
.-ppa--
Phe spectral analysis i s  a b a s i c  tool f o r  determining t he  mechanism 
gene ra t i ng  an observed stationary t ime  ser ies ,  Spec t ra l  a n a l y s i s  i s  cow-
cerned w i t h  t h e  theory o f  t he  decomposit ion o f  a t ime  series into s inuso ida l  
components. A t i m e  se r i e s  may b e  represented as  a superposition of  sinu-
soidal  wave-forms w i t h  "independent amp l i tudes8  i f  and on ly  i f  i t  i s  s ta-
t i o n a r y .  
For a t ime ser ies  { X ( t ) ,  ~ E T= t tz2"...] the  mean i s  de f i n ed  as  
(2.187) 
any  f i x e d  time point t .  The covar iance  func t ion  i n  t he  genera l  case i s  
va r i  awce 
and t h e  autocorrelation f unc t i on  i s  
In a s t a t i o n a r y  process we  can s e t  p, 1 = 0 w i t h  no loss o f  generality. 
And i t  can be shown t h a t  t h e  covar iance  f u n c t i o n  depends o n l y  on t - t 2 = t=.i 
Note t h a t  t he  autocorrelation f unc t i on  i s  an even f u n c t i o n  so t h a t  
and 
These a re  among t he  requl remenrs t h a t  a f unc t i on  be a cosine t;an;form of a 
probabi  l i t y  d i  s t r i b u t i s n .  
The a u t o c o r r e l a t i o n  f unc t i on  measurement o f  t ime s e r i e s  can be used 
t o  exhibit t he  influence of v a l u e s  a t  any t ime over values a t  a f u t u r e  t ime.  
Any d e t e rm i n i s t i c  element o f  t ime  series has an autocorrelation func t ion  
wh ich  p e r s i s t s  over a l l  t i me  displacements,  as opposed t o  a r a ndm  element 
which  diminishes t o  zero  f o r  large  t ime  d isp lacements  (assuming p, = 0 ) .  
The re fo re ,  an au t o co r r e l a t  ion  rneasgrement prov ides  a p w e r f u l  tool f o r  
d e t e c t i n g  a d e t e rm i n i s t i c  element wh i c h  might  be masked i n  a random back-
ground [Bendat  and P i ersol , 19661. 
It can be shcwn [Cramer, 19641 t h a t  f o r  T = (0, -+ 1 ,  
-
+ 2 ,  . . . I ;  
i.e., i n  d i s c r e t e  t ime, 
and f o r  T = I - m q  t <  m] ;  i .e. i n  continuous t ime 
I n  both  cases F(w) i s  kncwn as the  spec t ra l  d i s t r i b u t i o n  f u n c t i o n  and i f  
F(w)  i s  a b s o l u t e l y  cont inuous, t he  d e r i v a t i v e  o f  ~ ( w ) ,  F 8 ( w )  = f ( w )  i s  known 
as the  spectral den s i t y  funct ion.  
We a l s o  have t he  i n ve r s i on  fo rmu la  cor respond ing  t o  equat ions (2.193) 
and (2.194) 
and 
Accord ing  t o  Harr is  [ l 9 67 ] ,  i f  one i n t e r p r e t s  t he  s t o c ha s t i c  p rocess  
as  an e l e c t r i c a l  s i g na l ,  t h e  s p e c t r a l  d i s t r i b u t i o n  f u n c t i o n  g i v es  t h e  ipro-
por t ion  o f  t h e  energy i n  t he  s t o c ha s t i c  processn a t  o r  b e l w  t he  frequency w .  
The r e f o r e  a peak i n  the  spec t r a l  d e n s i t y  funct ion suggests a p o s s i b l e  p e r i -
o d i c i t y  i n  t h e  stochast ic  process. General ly,  i t  can be shown t h a t  the 
s p e c t r a l  d e n s i t y  f unc t i o ns  of autoregressive processes and moving average 
processes a r e  r a t i o n a l  f unc t i ons .  
l General 
&,
?I A hydrologic record can be defined as  t he  sequence o f  observati~ns 
P 
.*i 
y 
of a h y d r o l o g i c  event  made d u r i n g  a g i ven  per iod  of  t ime, T h u s ,  a 50-year 
of annual runoff is t h e  sequence of va lues  corresponding to the 
measured runof f  at a g iven station i n  each sf 50 successive years, 
B n order to analyze a hydrologic record several approaches have 
been established, The elements t h a t  constitute such a record may be con-
ft 
sidered according to the sequence o f  their occurrence or according to their 
agni tude,  When on ly  the magnitude is taken i n t o  account, t he  sequence of 
P occurrence i s  ignored (or the  record i s assumed to represent a pu re  randomg
k sequence of va l ues ) .  Methods o f  frequency analysis based on t h i s  cons idera-8F t i o n  are regarded as probabilistic methods. As  examples o f  t h i s  approach,ke* 
kS the study o f  f low duration curves, f requency graphs, and ana l y s i s  o f  proba-fik 
SY b i  B ity sf ewceedance and recur rence  intervals can be cited, 
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g A l t e r n a t i v e l y ,  if the sequence i n  wh ich  t h e  elements of  t h e  hydro-
h 7 
i;i 
4 l o g i c  record have occurred is observed, it may be assumed that past events 
influence the values of present events, In this approach, possible depend- k
r; 
ence between success ive elements of a hydrologic record i s  not ignored, I tQ 
has been observed that the s t r e a r n f t w  o f  a given day i s  r e l a t ed  to the strearn-
f l o w  of the preceding day. I n  other words, h igh  ( o r  low) strearnflws tend 
to p e r s i s t  during periods sf  time, Th i s  e f f e c t  o f  persistence indicates 
t h a t  success ive e lements  o f  a hydrologic record  are linked among themselves 
P and constitute a non-pure random sequence, Dependence can also be consideredp 
i l l  
1 
i$ between concurrent values of d i f f e r e n t  k inds  sf natural o r  hydrologic events.  k 
f For  example, fluctuations in groundwater levels a long the sea coast depend 
r, 
on the ocean t ides ,  also the sun activity causes cyclic variations in wa t e r  
temperature.  Approaches which consider t h e  sequence of occurrence o f  f a m i l i e s  
of random variables (hyd ro log i c  events) have been ca l l ed  stochastic. 
Hydrologic records constitute a t ime se r i e s  which i s  a set of  observa-
t i o n s  arranged chronological ly, Generally, the observation made a t  time t 
is denoted by ~ ( t ). Thus, the set of observations ( X ( t )  , teT ]  i s  called a 
t ime  se r i e s .  he Greek l e t t e r  E means @belongs to. ')  T represents t he  
s e t  o f  t ime  p o i n t s  a t  which the  observations a re  made. I t may be a col lec-
t i o n  o f  d i s c r e t e ,  generally equidistant, time po in ts ,  i n  which case T i s  
defined a s  T = (1,2, ...,M), where N i s  t h e  total number o f  observa t ions ;  
or  i t  may be a continuous interval o f  t i r n e T = { O <  t 'L), where L is t h e  
l e ng t h  o f  t h e  interval. 
A s  a time se r i e s ,  a hydrologic record can be d i s c r e t e  o r  cont inu-
ous. For example, a hydrograph i s  a continuous t ime se r i es .  A sequence o f  
mean d a i l y  flows obtained f rm t h i s  continuous record cons t i t u t e s  a d i s c r e t e  
time se r i es ,  
I n  mathematics, a bas i c  p r i n c i p l e  o f  statistical theory FOF the 
analysis  of t i m e  s e r i e s  i s  t o  cons ider  a time se r i e s  a s  t h e  realization o f  
a Fam i l y  o f  random variables ( X ( t ) ,  tc-T) ,  which means t h a t  a t  each t i m e  p o i n t  
t ( t c T )  t he  observation X ( t )  is a realized v a l u e  of  a random variable. Th i s  
r a n dm  va r i ab l e  i s  cha rac te r i zed  by a c e r t a i n  p r o b a b i l i t y  d i s t r i b u t i o n .  A 
time s e r i e s  i s  s a i d  t o  b e  s ta t ionary i f  t ha t  d i s t r i b u t i o n  i s  invariant w i t h  
t ime. Alternatively, i f  the  distribution i s  time dependent, the  t i m e  series  
is non - s t a t i o na r y .  
I n  a phys ica l  sense, stationarity i n  records of a given hydrologic 
phenomenon i s  assumed when the  causes t h a t  a f f e c t  t h e  occurrence of the 
phenomenon do not change w i t h  time. A record of  F l aw  i s  considered as a 
stationary time ser ies  i f  t h e  r i v e r  bas i n  characterist . ics and t he  atmos-
p he r i c  cond i t i ons  do not change du r ing  the per iod o f  t he  record. I f  the 
cond i t i ons  fo r  s t a t i o n a r i t y  a r e  no t  maintained, t h e  record o f  t h e  hydrologic 
phenmenon const i tu tes  a non-stationary t i m e  ser ies.  
3-94?,  Mathematical Models -fo r  Records 
Based on the characteristics o f  dependence or  pers is tence  o f  the 
non- random sequences (non- random t ime ser i es) , severa l mathernat i ca! model s 
have been app l i e d  t o  represent  hydrologi c records. 
3-1-2-1-1. High  Order Model 
P_-
I n a high order autoregress ive  model the  va lue  o f  an observat ion 
i s  assumed t o  depend l i n e a r l y  on the value o f  several pas t  observations. 
,practice, t h e  e f f e c t  of the preceding observations deweases  as t h e  t 
ag between observations increases. The mathematical express ion  for  t h i  
43'x+1 ode1 i s  s t a t e d  by  Ptasad [I9681 a s  
where X _  i s  the  magnitude af  the  event i n  consideration a t  t ime  t ;  m i s  t h e  
b 

l i m i t  t o  w h i c h  t h e  dependence  i s  s i g n i f i c a n t ;  X tmk  i s  t h e  value of the 
event a6 t i m e  t - k ,  h h s t  i s ,  k t ime  uAJ ts p r i o r  t o  X ' B i s  the s e r i a l  
t" 
correlation coefficient representing t h e  d ependence  of X t on Xtmk; and E 
t 

is an independewt random va r=i ab l e ,  
3- 1-2-1-2, F i  rst Order ModeB 
_ _ _ _ _ g _ P  P 
A f i r s t  order  autoregressive model assumes t h a t  the va l ue  of  an 
event a t  a c e r t a i n  time is on ly  dependent on the va l ue  s f  the  event  
immediately preceding i t .  In t h i s  case, m i s  equal to 1 and equation (3.1) 
reduces to 
where r i s  t h e  f i r s t  order  s e r i a l  correlation coefficient f o r  t h e  X and1 t 
Xt=1 ;  Xt-l i s  the value o f  t h e  e v e n t  a t  t h e  presed ing  t ime ;  and the  other  
terms a r e  defined above, 
T h i s  model Is knww as  the  f i r s t  order linear Marksv model and 
has been Found t o  be ve r y  usefu l  i n  hydrology. However, there are  cases 
where i t  i s only a rough r ep re sen ta t  ion of dependence p r o pe r t i e s  i~se~ween' 
successive elements of a hydrologic record, 
3-1-24?,  
__..._._-- j _PP_____Chain Probability ModelsMasksv
3-I-2-24. F i r s t '  Order Markov Chain Mode 1 
PP-P P
The fundamentals OF a f i r s t  order Markov chain probability model 
were f i r s t  enunciated by  the  Russian mathematician A. A. Markov who  affirmed 
t h a t  t h e  r e s u l t  of an experiment depends  exclusively on the  result of' the 
i m m e d i a t e l y  preced ing  exper iment.  I n  a Markov chain,  t h e  p r o b a b i l i t y  o f  a 
hydrologic event  hav ing  a d e t e r m i n e d  value a t  s n y  t ime  depends o n l y  on the 
knowledge o f  t h e  va lue  t h a t  t h e  event had a t  the preceding t i m e .  T h a t  i s ,  
t h e  s t a t e  o f  t h e  process a t  a g iven  t i m e  c o m p l e t e l y  d e t e r m i n e s  t h e  s t a t e  a t  
which t h e  p r o c e s s  w i l l  be i n  the  succeeding t ime.  
T h e  p r o b a b i l i t y  law govern ing  a f i r s t  o rde r  Markov cha in  i s ,  
acco rd ing  t o  Pattison [I9651 and Prasad [1968], as follows 
where xl, x2, ..., x x a r e  t h e  va lues  t ha t  t h e  event t akes  a t  t i m e  
t-I" 

1,2,.,.,t-1, and t, respectively.  

3- 1-2-2-2 Order Markov Chain Model 
P __5________ 
A h i g h  o rde r  Markov c h a i n  p r o b a b i l i t y  model i s  applicable i f  t he  
s t a t e  o f  t h e  process a t  a g i ven  t i m e  i s  d e t e r m i n e d  by t h e  s t a t e s  a t  which 
t h e  p rocess  was  a t  severa l  p reced ing  t i m e s .  A k - th  o rde r  Markov chain 
p r o b a b i l i t y  model i s  governed by t h e  f o l l o w i n g  p r o b a b i l i t y  law [Pa t t i son ,  
1965; Prasad, 19681 
= p ( X t  = X t l x t W l  - xt-4 ' a  e 9  X i _ k  = X. t - k  
T h i s  means t h a t  t h e  p r o b a b i l i t y  of  an event X hav ing  a va lue  xt a t  time t 
depends o n l y  on the  knowledge o f  t he  v a l u e s  t h a t  t h e  event  had i n  t he  k 
antecedent  t imes .  T h e  va lues  t h e  event had a t  e a r l i e r  t imes  a r e  i r r e l e v a n t .  
3- 1-=2-38 Mode 1 
_P_______ 
I n  a d d i t i o n  t o  t h e  use f o r  dampening i r r e g u l a r i t i e s  i n  a s e r i e s  o f  
data,  the  moving average p r o c e s s  may a l s o  be used t o  represen t  the  depend-
ence t h a t  t h e  va lue  o f  one hydrologic event has a t  a g i v e n  t i m e  on the  v a l u e s  
t h a t  ano ther  h y d r o l o g i c  event has a t  t h e  same and a t  p r e c e d i n g  t i m e s .  The 
f o r m u l a t i o n  o f  t h e  model i s  as f o l l o w s  [Dawdy and Matalas, 19641 I 
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where x i s  the va l u e  o f  the  dependent event a t  any t i m e  i; y i ,  4 . 4 pY ~ _ ~ ,i 
Y i Q ( m - 1) a re  the  v a l u e s  o f  t h e  independent random v a r i a b l e  a t  d i f f e r e n t  times 
i, i - 1 ,  ..., m ; r n  i s  the extent  of t h e  moving average and t h e  b l s  a r e  
the weights sf t h e  moving average, 
T h i s  model may represent t h e  relation between annual runof f  and 
annual e f f e c t i v e  precipitation i n  w h i c h  the  c o e f f i c i e n t s ,  b h s ,  a re  s u b j e c t  
rn 

t o  the c o n d i t i o n s  b. > 0, i = 0,1,2,. ..,rn, and C b i  = 1 i n  order  t o  o b t a i n  
I i =O 
a mean a n n u a l  runoff equal t o  the mean annual e f f e c t i v e  p r e c i p i t a t i o n ,  
A l l  t he  mathematical models mentioned above have been used exten-
sively i n  t h e  study o f  the magnitude, probability, and sequence of t he  
occurrence o f  hydrologic events,  Special app l  i c a t i o n s  o f  t h em  t o  p r e c i p i t a -
t i o n  and runof f  have been made, w h i l e  o t h e r  hydro log ic  phenomena al though 
included i n  genera l  h y d r o l o g i c  models [Yevdjev ich,  1963], have not been 
s t u d i e d  i:n thei r sequence of occurrence due perhaps to t h e  absence o f  ade-
qua te  records and because the m a i n  e f f o r t s  o f  t he  hydrologists have been 
p l aced  on t h e  s tudy o f  precipitation and runoff records. 
3-1-3, of Records
-
I n  the study o f  p r e c i p i t a t i o n  records several models o f  t h e  type 
already desc r i bed  have been used. I n  most  o f  the  inves t iga t ions  t h e  ob-
served data were grouped into per iods  o f  p r e c i p i t a t i o n  and non-precipita-
t i o n  (we t  d a y s  and d r y  days ,  f o r  example) and  t h e  sequence of those pe r iods  
was a n a l y z e d .  The d e f i n i t i o n  o f  wet o r  d r y  days  i s  b a s e d o n  the  amount o f  
precipitation which has fallen on t h a t  day .  T h i s  grouping o f  the observed 
data provides a ser ies  o f  wet and d r y  periods o f  d i f f e r e n t  du ra t i ons  f o r  
_)..1__3-8=-3m10 of  t h e  F i r s t  Order Linear Mode 'd -_t____ppp 
Chow and Rarnaseshan [I9651 used a f ir s t  order 1 i n e a r  au t o r eg r e s s i v e  
model to describe the occurrence of h o u r l y  p r e c i p i t a t i o n  amounts of annual 
storms observed at s t a t i o n s  in the French Broad R i v e r  Bas in .  A f t e r  t e s t i n g  
f i v e  d i f f e r e n t  models on the  a v a i l a b l e  data t h e y  selected a model s i m i l a r  
t o  equat ion  (3.2)'. The random components E were cons idered  as independentt 
and l o g - n o rma l l y  d i s t r i b u t e d  random v a r i a b l e s .  T h i s  probability distribu- 
t i o n  was assumed a f t e r  correcting the  random components in such a way t h a t  
they always For  t h i  5 Pu r po s e 9  k'had positive v a l u e s .  a 
a Reference BOO, 
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was added t o  t h e  o r i g i n a l l y  c a l c u l a t e d  random components, E ,  and correspond-
i n g  p o s i t i v e  values, were obtained frmr t h e  relation 
3- 1-3-2, o f  t h e  F i  r s t  O rde r  Marbtov C h a i n  
- _ L _ D _ . _ _ I I _ p _ _ _ _ 1 _ _ 1 1 _  
Study ing  t he  sequences o f  d a i l y  r a i n f a l l  f o r  t h e  mid-wint+r p e r i o d  
i n  V e t  Av i v ,  I s r a e l ,  Gab r i e l  and Neumann [I9621 found t h a t  a f i r s t  order 
Markov cha in  p r o b a b i l i t y  model f i t t e d  ve r y  w e l l  t h e  frequency deduced f rom 
t he  obse rva t i ons .  They  worked w i t h  a t w ~s t a t e  model i n  wh i ch  t h e  s t a t e  i s  
d e f i n e d  acco rd ing  t o  t he  occurrence o r  non occurrence o f  r a i n  on a g iven  day. 
T h i s  model assumes t h a t  t he  p r o b a b i l i t y  o f  r a i n  on a day depends on l y  on t h e  
p r e s e n c e  o r  absence o f  r a i n  on t he  p rev ious  day. The parameters o f  t he  
p r o b a b i l i t y '  model a r e  t he  f o l l ow i n g  two c o nd i t i o n a l  p r o b a b i l i t i e s :  p,, t h e  
p r o b a b i l i t y  o f  a w e t  day g i ven  t h a t  t h e  p rev ious  day was wet, and p the0 * 
p r o b a b i  l i t y  o f  hav ing  a  wet  day a f t e r  a d r y  day, 
Based on these parameters,  t h e  f o l l o w i n g  s e t  o f  c ond i t i o na l  proba-
b i  1 i t i e s can be e s t ab l i s hed  [Weiss, 14641 
where p and p have a l r eady  been de f ined ,  P(D ' [w)  means t h e  p robab i  1 i t y  o f1 0 
h a v i n g  a d r y  day a f t e r  .a wet  day and P ( D  / D) means t he  probab i l it y  o f  h a v i n g  
two consecut i v e  d r y  days, 
The p r o b a b i l i t y  o f  r a i n f a l l  occurrence as  a f u n c t i o n  o f  t he  pe r i od  
l eng t h  was n o t  e x p l i c i t l y  g iven  i n  t he  Gabr ie l  and Neumann study. T h i s  sub-
j e c t  was t r e a t e d  l a t e r  by  T o p i l  [I9631 i n  an a na l y s i s  o f  t h e  p r e c i p i t a t i o n  
p r o b a b i l i t i e s  a t  Denver, Colorado. He s t u d i e d  a t e n  year p r e c i p i t a t i o n  
reco rd  and ob ta ined  d i r e c t l y  From t he  observa t ions  the p r o b a b i l i t y  o f  p r e c i p i -  
t a t i o n  f o r  pe r i ods  o f  d i f f e r e n t  l eng ths  ( r ang ing  from one minu te  t o  f i f t e e n  
days) . H i  s r e s u l  t r were analyzed by Caskey [1963], who found t h a t  they were 
osely  approximated b y  a Markov chain probability model. 
Caskey der ived formulas giving t he  probabi l ities p $1 o f  precipita-
ion occurrence i n  a n  interval of n d a y s ,  i f  primp stands f o r  the probability 
f t h e o c c u r r e n c e o f p r e c i p i t a t i o n i n a p e r i o d o f n - l  d a y s a n d pn= l i s t h e  
nditicnal prebabi l i t y  of having a wet  day f o l l w i n g  a per iod  o f  n- l  d r y  

ays,  then, 

and by rearrangement o f  t e rns ,  
But i n  a simple Markov chain the probability o f  an event depends 
only on the occ;urrenGe of t he  immediately preceding event; t h u s .  pnmlbecmes 
equal to p l  f o r  n > 1. p l  i s  the conditional probability of having a wet 
day a f t e r  a d r y  day. 
I f i n  equation (3.12) p I sis substituted f o r  pn- 1 i t  i s  found t h a t  
By successive substitutions of t h i s  fcrmub fo r  s e r i e s  of i n tege rs  n = 1 , 2 . . .  .,N, 
the  follcwing general equation 
i s  obta ined where represents t h e  probability of precipitation occurrence 
i n  any one day. I n  t h i s  case, (ia n d p !  must be estimated from the  available 
~ ~ C O T ~ S .  
By applying equation (3.14), Caskey [I9631 found h i s  results i n  
very close agreement w i t h  Topi l l s  results for  Denver which were obtained 
from observed data ,  
From equations (3 .7 )  through (3.16), Weiss [I9631 presented t h e  
f o l  lawing expressions f o r  the probability sf d r y  o r  wet spells o f  a l e n g t h  
o f  n days 
where p
W 
and  pd represent t he  probabi lit i e s  of occur rence  o f  a wet spel l o f  
length n days  and the  probability o f  occurrence of a dry s p e l l  o f  l e ng t h  n 
d ay s ,  respectively. 
Wei ss  [I9641 a l s o  proposed that  pw the  probabi l i t y  o f  a sequence 
of w e t  days grea te r  than  n d ay s  i n  iength, i s  given by 
and t h a t  pcd9 t h e  probability o f  a sequence o f  d r y  days g r e a t e r  than n days 
i n  leng th ,  be g i ven  by 
where p and p- a r e  the same terms de f i ned  above. The average recurrence1 U 
i n t e r v a l ,  Td ,  i n  years f o r  sequences o f  d r y  days g r e a t e r  than  n days i n  
l e n g t h  i s  
and f o r  sequences o f  we t  days g r ea t e r  than n days i n  length, t h e  average 
recurrence i n t e r v a l ,  Tw, i n  years  i s  
where s represen ts  the  number o f  days i n  the subinterval f o r  wh i ch  t h e  
sequencer a r e  counted; i . e . ,  i f  the  sequences are  counted i n  May, s should 
e equal to 31, w h i l e  those of the entire year should have s equal t o  365. 
I n a recent i n & s t i  gat ion cn wate-rsheds as stochastic systems, 
rasad [I9681 considered t h e  r a i n f a l l  process, i n p u t  t o  t h e  system, as a 
krst order  Markov processs The probabi 1 i t y  law govern ing  t h e  r a i n f a l l  
process i s  expressed by equation ( 3 . 3 ) .  The parameters o f  t h a t  probability 
l aw  were estimated from hour ly  rainfall data available f o r  s t a t i o n s  i n  t h e  
$rewch Broad W i v e r  Basin  i n  North Carol ins, A nsn-stationary Markov process 
was assumed f a r  the  h o u r l y  rainfall data. Bn t h i s  case, t h e  t r a n s i t i o n  
p r o b a b i l i t i e s  g i ven  by  equation (3.3) depend  on the  t i m e  a t  w h i c h  t h e  t r ans i -
tion takes place, T h a t  i s ,  i n  a r a i n f a l l  o f  t en  hours durat ion,  t he  proba-
bility sf a rainfall of 8,B sf an i n c h  dur ing  t h e  f i r s t  hour increas ing  ta 
0 , 3  of an inch du r ing  t h e  second hour i s  conceivably g rea t e r  t kan  t he  proba -
ility of the  same increment 05 r a i n f a l l  f aom  the n i n t h  hour t o  the  t en t h  
hour. Thus, the t r a n s i t i o n  p r o b a b i l i t i e s  a re  not cons tan t  du r ing  t he  se in -
f a l l  process and it i s  s a i d  t o  b e  n s n - s t a t i o n a r y ,  
Q rde r  Marksv Chai n Mode 1s 
P P
t h a t  takes i n t o  account t he  e f f e c t s  o f  the  
persistence beyond one day was presented by Green [1965]. According t o  
t h i s  model, t he  p r o b a b i l i t y  of wet and dry  spells o f  d i f f e r e n t  leng ths  i s  
ob ta i ned  frm t he  assumption t h a t  the alternating spel i s  c f  continuous dry-
ness or continuous wetness form an alternating renewal process i n  cont inuous 
t ime a nd  the continuous s p e l l  has aw exponential  d i s t r i b u t i o n ,  
The model was cmpared w i t h  the Markov cha in  p r o b a b i l i t y  model 
proposed by Gabriel and Neumann [I9621 and i t  was found t h a t  bo t h  models 
f i t  observed da ta  f o r  wet spe l l s .  A s  i n  t hq  case of a simple Markov chain 
- model, the  alternative model requi res two parameters, one for  d ry  spells 
k3 

and one for  wet spel Is, 
I n  the s t u d y  of records o f  hourly r a i n f a l l ,  Pattison [I9651 found 
t h a t  t he re  a r e  o f t e n  many shor t  periods of zero r a i n f a l l  t h a t  occur w i t h i n  
sequences of  wet  hours. A f i r s t  order Markov cha in  p r o b a b i l i t y  model would 
not a p p r o p r i a t e l y  desc r i be  the t r a n s i t i o n  between a sequence o f  we t  hour s  and 
a sequence of  d r y  hours because t h e  presence of short d r y  periods w i t h i n  
long wet sequences would  mean t h e  beginning o f  a sequence o f  d r y  hours. 
To overcome t h i s  inadequacy of t h e  s i m p l e  Markov cha in  model, 

P a t t i s o n  used a s ix th  o rde r  Markov chain, However, i n  the f o r m u l a t i o n  o f  

t h e  model, the character i  s t i cs o f  a f i r s t  order  dependence model were  

assumed when the  p rev ious  hour was wet .  The parameters  o f  t h e  s i x t h  order  

model were e s t i m a t e d  from an hou r ly  rainfall record,  

3-8-3-4,  P r e d i c t i o n  of Precipitation Amounts 
_q__.___=______.__ -
The study o f  precipitation records also has  been made f o r  t h e  
purpose o f  p r e d i c t i n g  amounts o f  p r e c i p i t a t i o n  i n  t h e  near  f u t u r e ,  T h i s  
subject is of  i n t e r e s t  t o  both t h e  hydrologist and meteorologist. The 
h y d r o l o g i s t  is i n te res ted  i n  the  d i s t r i b u t i o n  of p r e c i p i t a t i o n  a m o u n t s  i n  
order t o  investigate the structure of the r a i n f a l l  process. Kotz and 
Neumann [I9631 s t u d i e d  t h e  p o s s i b i l i t i e s  o f  a r e l i a b l e  forecast o f  the 
occurrence of precipitation when i t s  i n i t i a l  distribution follows a deter-
mined  p r d a b i  1 i t y  distribution. They found that when a gamma d i s t r i b u t i o n  
f i t s  t he  d i s t r i b u t i o n  o f  the precipitation amounts for a g i v e n  i n i t i a l  t i m e  
i n t e r v a l  ( t h e  t i m e  basis o f  t h e  p r e c i p i t a t i o n  record), prediction of the 
distribution of the p r e c i p i t a t i o n  for shorter or for longer periods than t h e  
initial one can be made if: ( 1 )  t h e  degree o f  dependence  between the  observa-
t i o n s  i s  relatively low,  that is, t h e  r a i n f a l l  record represents a random 
se r i es ;  and (2) t h e  p r e c i p i tat i on -p roduc ing  causes do no t  change in t ime,  
that i s ,  the r a i n f a l l  record is cons idered  as a s t a t i o n a r y  time se r i es .  
The equa t ions  t hey  d e r i v e d  were  app l  i e d  t o  d a i  l y  recgrds i n  order  
to predict t he  d i s t r i b u t i o n  o f  t h e  p r e c i p i t a t i o n  fo r  per iods  varying from 
15 to  90 days ,  Their results were i n  close agreement w i t h  the observed 
d i  strjbutions for those long periods. 
In another recent study [Caf fey ,  19651, i t  was s t a t e d  t h a t  t h e r e  
i s  a need for p r e d i c t i n g  capaki 1 i t y  i n  the area  of water resources because 
of the changing a v a i l a b i l i t y  o f  adequate supplies o f  water .  However, the 
records on which such p r e d i c t i o n s  are made are of ten  sca rce ,  unavai l ab l e ,  
or q u i t e  short i n  t h e  p e r i o d  of observat ions.  It i s  necessary, then, to 
extend the records of sho r t  t i m e  length or to interpolate or e x t r a p o l a t e  
for those s i t e s  where there are no measurements, I n  t h i s  case, s t a t i s t i c a l  
concepts o f  correlation a n a l y s i s  a r e  v e r y  important i n  e s t i m a t i o n  of h y d r o -
logic variables. Caf fey studied t h e  correlation i n  space and gave a measure 
o f  t ha t  correlation by means of an inter-station correlation coefficient 
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Quimpo and Yevd jev i ch  [I9671 and Quimpo [I9681 cons idered  a  s t o c h a s t i c  
model f o r  t h e  sequences o f  d a i l y  r i v e r  flows, They analyzed t h e  records  f o r  
17 gag ing  s t a t i o n s  w i t h  a minimum reco rd  o f  34 years,  d i s t r i b u t e d  ove r  t he  
e n t i r e  Un i t e d  S t a t e s  The a n a l y s i s  was d e s i g n e d  t o  o b t a i n  a  mathematisa8 
model wh ich  would f i t  t h e  s e r i e s  o f  d a i l y  f l w s .  The model was represented 
by  t h e  relation 
t h a t  assumes t h e  v a h e  o f  an observa t ion ,  Xt,  t o  be composed o f  a p e r i o d i c  

o r  c y c l i c  component, P t ,  and a n o n - d e t e r m i n i s t i c  o r  s t o c h a s t i c  component 

The d e t e c t i o n  o f  t he  p e r i o d i c  component o f  t h e  t ime  s e r i e s  was 
made by e s t i m a t i n g  t h e  va r i ance  spectrum o f  t he  process and by i n s p e c t i n g  
t h e  spectrum f o r  prominent peaks. I n  t h e  model, i t  i s  assumed t h a t  t he  
t r e n d  i s  not  p resen t ,  However, when an ev idence sf t r e n d  i s  i n d i c a t e d  by  
h y d r o l o g i c  records,  i t  can be e l i m i n a t e d  f rom t h e  s e r i e s  by severa l  methods 
[Dawdy and Mata las,  1964-1. Trends a r e  q u i t e  o f t e n  p resen t  i n  r u n o f f  records, 
Several  f a c t o r s  c o n t r i b u t i n g  t o  t h e  presence o f  t r ends  i n  s t reamf low records 
have been i n v e s t i g a t e d  by McDonald and Langbein [1948]. 
The dependence i n  t h e  s t o c h a s t i c  component f o r  a s e r i e s  o f  monthly 
r u n o f f  va lues  was s tud ied  by Roesner and Yevdjev ich [I9661 by s e r i a l  co r re -
l a t i o n  a n a l y s i s .  They found h i g h  values o f  s e r i a l  correlation c o e f f i c i e n t s  
and e x p l a i n e d  them as r e s u l t i n g  f rom a cons iderab le  c a r r y o v e r  o f  r u n o f f  
frm. B R ~month t o  the  next ,  In an ana!ysis of annual runoff sequecces by 
s e r i a l  c o r r e l a t i o n  [Yevdjevich, 19641, i t  was found t h a t  t h e  va lues  o f  
s e r i a l  cop re8a t i on  c o e f f i c i e n t s  were l e s s  than those ob ta ined  f o r  t h e  monthly 
r u n o f f  s e r i e s .  T h i s  means t h a t  t h e  dependence o f  success ive va lues  o f  a 
r u n o f f  sequence increases as t h e  t ime  b a s i s  o f  t h e  sequence decreases. 
T h i s  same r e s u l t  was ob ta ined  by Car r igan  and Huzzen [1967], w h i l e  i n v e s t i -
g a t i n g  t h e  s e r i a l  c o r r e l a t i o n  o f  annual f loods.  
The a p p l i c a t i o n  o f  Markov models i n  t h e  d e s c r i p t i o n  o f  t h e  run-
o f f  p rocess  has been extens ive.  In a s tudy on t h e  p r o b a b i l i t y  a n a l y s i s  
f o r  t h e  Colorado R i v e r  Basin, B r i t t a n  [ I9611  assumed t h a t  t h e  magnitude 
of t h e  r u n o f f  a t  a c e r t a i n  t ime  depends on the  va lue  o f  t h e  r u n o f f  
which occu r red  d u r i n g  the p reced ing  t ime p l u s  a random component. 
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e represented t he  s t r u c t u r e  o f  t h e  annual runoff ser i es  by  
X t  = r X t - l  + 1 ) + QX ( 12) 112 e t  (3.22) 
here X t  is t h e  magni tude o f  t h e  r u n o f f  i n  year  t, i s  t h e  magni tude o fXt-1 
e runoff i n  year  t - 1 ,  X r ep resen t s  the  computed mean annual r u n o f f  from 
e ava i l a b l e  record, r i s  t he  Markov cha in  c o e f f i c i e n t ,  a is the  standard 
X 
e v i a t i ~ nof the annual r u n o f f  determined f rom t h e  h i s t o r i c a l  record, and 
i s  a r a n d m  v a r i a t e  normally d i s t r i b u t e d ,  A s  can be seen, t h i s  model 
combines t h e  random or  s t o c h a s t i c  csmponent ,wi th  nonrandom terms i n  o rde r  
t o  reproduce the  p e r s i s t e n c e  e f f e c t  i n  t h e  observed r u n o f f  data,  
A simple Markov process, o r  a f i r s t  o r d e r  au to reg ress i ve  mode8 
asically o f  the form o f  equa t i on  ( 3 . 2 ) ,  was assumed by J u l i a n  [ I9611 f o r  
r e p r e s e n t i n g  t h e  h y d r o l o g i c  t i m e  s e r i e s  corresponding t o  the  annual f lw o f  
t h e  Colorado W i v e r  a t  Lees Fer ry ,  The r e l a t i o n  J u l  i an  used was 
-

Xt+l = pXt -I- ( 3 . 23 )  
where Xt+l i s  the annual f low i n  the year t+l, X i s  the annual f l c w  i n  year t,e 
E i s  a random component, and  p i s  the  co r re l a t i on  coeff ic ient  which was 
taken as constant  and equal t o  0.25. 
Matalas [I9631 Found t h i s same f i r s t  order Markov process model to 
approximately represent  the  discharge d a t a  i n  a s t u d y  o f  1-day and 7-day.  
annual  maximum hischarge. She nonrandomness found i n  the da ta  was  attributed 
t o  t h e  water storage in the bas in  invest iga ted .  We a r r ived  a t  t h i s  conclu-
sion a f t e r  cons ider ing  t h e  s i g n i f i c a n c e  o f  the  s e r i a l  c o r r e l a t i o n  coe f f i -
c i e n t s  (ca r re logram a n a l y s i s )  f o r  t he  discharge. 
Equation (3.22) can be r e w r i t t e n  as 
T h i s  equat ion was adapted by Thomas and F i e r i n g  [I9621 when t hey  proposed 
t h a t  t h e  model f o r  the stru,;ture o f  t h e  monthly f lws a t  a g i ven  s t a t i o n  be 
where Q i + ,  i s  the  monthly flow a t  t h e  s t a t i o n  
-
during the  month i + l ,  Qi i s  
the f l o w  d u r i n g  t he  preceding month, and Qj+, a r e  t he  average flows i n4 
t h e  j - t h  and ( j + l ) s t  months r e s p e c t i v e l y  w i t h i n  a r epe t i t i ve  cycle of  12 
months, bi  i s  t h e  regression c o e f f i c i e n t  f o r  estimating the  f low i n  the 
Y 
( j + l ) s t  month from t h e  j - t h  month, i s  a random normal variate w i t h  zero  
mean and unit va.riance, Gj+ ]  i s  the  s tandard d e v i a t i o n  o f  t he  f l o w s  i n  the  
( j + / )5t mon th ,  and  r i  i s  t h e  c o r r e l a t i o n  c o e f f i c i e n t  between t h e  flows i n  
d 
the  j - t h  and (j+!) s t  months respectively, 
In the  s tud i es  reviewed above, t he  d i s t r i b u t i o n  o f  t he  f8ws i s  
assumed t o  be a normal d i s t r i b u t i o n ,  For t h i s  assumpt ion ,  on l y  th ree  param-
e t e r s  a r e  required t o  s p e c i f y  completely the  d i s t r i b u t i o n  o f  the  flows: the 
mean f low,  * t h e  var iance  o f  t h e  f low,  s and t he  s e r i a l  corre la t ion
t 9  X I  
coefficient, r .  
When t he  flows appear t o  be Bog-normally distributed, a lag-one 
( o r  s imple)  Harkov process can be app l  i ed  to represent  t he  dependence between 
success ive va lues  o f  the  logar i thms o f  t he  f l o w s  [ F i e r i n g  and Harr ington,  
99681, The cor respond ing  expression o f  t he  model can be w r i t t e n  as 
where y and y represent t h e  na tu ra l  logar i thms of the f l ows  a t  times iii i+ll 
and i + l  respect ive ly ,  i s  t he  mean o f  t he  l oga r i t hms  o f  t h e  elements i n  
Y 
t h e  f l ow  series, n i s  the lag-one s e r i a l  c o r r e l a t i o n  c o e f f i c i e n t  o f  the  
'Y 
logarithms o f  flows, and ei+, i s  a random cmpsnent no rma l l y  d i s t r i b u t e d  
and independent of y . ,
I 
I t  i s  obvious t ha t  t h i s  expression i s  s i m i l a r  t o  equat ion (3.24) 
bu t  applied t o  the  natural  l ogar i thms o f  t he  elements ~f t h e  f low record. 
I n  terms o f  flw, the Ptarkov process t h a t  u n de r l i e s  t he  s t r uc tu r e  o f  t h e  
runo f f  process may be expressed as 
Hwever ,  as shwn  i n  t h i s  equation, the  dependence o f  the  magnitude o f  run-
o f f  a t  t ime i + l  i s  no longer l i n e a r l y  r e l a t ed  w i t h  the runoff  a t  the 
immediately preceding t ime i, which was asswned i n  the lag-one Markov proc-
ess  o f  the logari-thmso f  the runof f  values. 
3- 1 ~ . & 2 ~  -o f  Order Mode 1 s 
P 
I n  an investigation to ascertain h w  well a s i n g l e  event carryover 
model, t ha t  i s ,  a linear regression model o f  l a g  owe, f i t t e d  runoff data 
having pers is tence  due t o  mu1 t i p l e  event carryover ,  Le Feuvre [I9651 pro-
posed a t r i p l e  event carryover model represented by 
Xn = AX n-- l + BXnm2 + CXnB3 + RNN Se 
i n  which i s  the present value o f  the  flw, Xn,,* XnmZp and XnWg a re  the 
p reced ing  three elements o f  the sequence, A, B, and C are  we i gh t i ng  f ac to rs  
which p r opo r t i o n  t h e  r e l a t i v e  e f f e c t  o f  csnd i t i ons  i n  the  p r e v i ous  t i m e  
per i .ods. RNN is a s tochas t i c  element, and Se i s  a we i g h t i n g  fac tor  which 
relates the stochastic element to the pers is tence elements, T h i s  model was 
used t o  generate sequences of flows whi ch were compared w i t h  f l o w  sequences 
generated by a s i n g l e  event carryover model. 
3- 1-4-3 
-
~e ~ o d e ls 
Whi le s tudy ing  the  inf luence of  the water r e t a r d i t  i o n  characteri  s-
t i c s  o f  watersheds on the distribution of  runof f ,  Matalas [I9631 proposed 
t ha t  the runof f  could be described by e moving avera.ge of the e f f e c t i v e  
p r e c i p i t a t i o n .  H i s  hydro log ic  model is g ivgn  by 
where Q i s  the  runof f  du r ing  the j - t h  i n t e r v a l  sf t ime, w i t h  j=1,2,...,N, 
where N i s  the total number o f  t ime i n t e r va l s ;  p i  represents t he  e f f e c t i v e  
precipitation dur.ing the (j-i)t h  t ime i n t e r va l ,  w i t h  i=O,l,....m, where m 
i s  the  extent o f  the moving average which ikeeretizaiiy i s  i n f i n i t e  but i n  
practical cases reduced to the ex ten t  o f  t h e  car ryover  per iod;  and the b t s  
a r e ' t h e  weights  o f  the moving average, 
The  moving average method r equ i r e s  t h a t  t h e  independent v a r i a b l e ,  
i , e . ,  t h e  e f f e c t i v e  p r e c i p i t a t i o n  f o r  t h i s  model, must be cons idered as a 
v a r i a b l e  random1y d i s t r i b u t e d  i n  time, 
The weights of t h e  mov ing  average have t o  s a t i s f y  t h e  f o l B w i n g  
cond i t i ons :  ( 1 )  t h e i r  sum must be equal  t o  un i t y ;  (2 )  t h e i r  va lue  must 
decrease cont inuousBy as  t h e  antecedent t i m e  t o  w h i c h  t h e y  a r e  associated 
increases; and (3 )  t h e i r  va lue  must be posi t ive .  T h e  f i r s t  o f  these condi-
t i o n s  makes t he  mean o f  t h e  r u n o f f  equal t o  t he  mean o f  t h e  e f f e c t i v e  p r e c i p -
i t a t i o n ,  
A s  l ong  as this model represen ts  t he  wa t e r - r e t a r da t i on  cha rac te r i  s-
t i c s  o f  a watershed, the r u n o f f  occurring du r i ng  any t ime  i n t e r v a l  i s  depend-
en t  upon t h e  magnitude o f  t h e  r u n o f f  d u r i n g  the  p r e c e d i n g  t ime i n t e r v a l s .  
Thus, t he  d i s t r i b u t i o n  s f  t he  r u n o f f  i s  nsnrandom, T h i s  nonrandomness i s  
measured by t he  s e r i a l  csrrelat i on  c s e f f  i c i e n t s ,  which depend on t h e  we igh ts  
and e x t e n t  o f  t he  moving average model, 
3 - 2 ,  Generat ion -o f  Data 
P
3-2- 1 e 
I n  t h e  ana l y s i s  o f  wa te r  resource systems a f requent  problem i s  
t h e  l a c k  o f  s u f f i c i e n t  h yd r o l og i c  records, E x i s t i n g  records a r e  u s u a l l y  
t o o  s h o r t  t o  be  used i n  t he  e s t ima t i on  o f  t he  responses o f  the system t o  
severa l  h yd r o l og i c  s i t u a t i o ns ,  o r  i n  many a reas  t hese  records a r e  no t  a v a i l -
ab l e  a t  a1 \ ,  Therefore,  t h e  p lanners  a r e  faced w i t h  t he  problem o f  e s t i -
m a t i n g  the  f u t u r e  ava i  labi l i t y  o f  w a t e r  from d e f i  d e n t  hyd ro l og i c  records 
which r e s u l t s  i n  t he  reduc t i on  o f  the  accuracy s f  t h e  es t ima tes ,  Hweve r ,  
h y d r o l o g k  da ta  genera t ion  techniques now a v a i l a b l e  a s s i s t  t h e  p lanners  i n  
s o l v i n g  t he  problems and improve t h e  accuracy o f  t h e  es t ima tes .  I n  the  
s tudy o f  watersheds as  h yd r o l og i c  s p t ems  where t h e  i n pu t  t o  t he  system i s  
t he  p r e c i p i t a t i o n  and t he  ou tpu t  f r om  t h e  system i s  t h e  runoff, t h e  need 
o f  generated sequences o f  r a i n f a l l  da ta  becomes more ev iden t ,  
The methods o f  h yd r o l og i c  da ta  genera t ion  frm l i m i t e d  h i s t o r i c a l  
data  be long  t o  what has  been called syn t he t i c  hydro logy.  T h i s  term was 
cons idered i napp rop r i a te  because o f  t he  impression o f  a r t i f i c i a l i t y - i n h e r e n t  
i n  i t  and because i t  does n o t  a l low an exac t  d e f i n i t i o n  o f  i t s  scope, 
nstead, two terms were  proposed [A,  S. C. E. Cornmi ttee on Surface Water I 
~ydrology, 1965, 19671; namely, paramet r ic  hydro logy and stochast ic  hydrol -
ogy. According t o  the Committee, paramet r ic  hydrology deals w i t h  the 
deterministic relationships among the physical parameters i nvo lved i n  
hydrologic precesses, wh i l e  stochastic hydrology d e a l s  w i t h  t h e  use o f  
s t a t i s t i c a l  and probabi 'BTty  methods i n  the analysis o f  hydrologic -problems 
on t h e  bas i s  of the s t o ~ k a s t i Cproper t i e s  o f  tke hydrologic variables, 
Hydrologic data genera t ion  methods a r e  based on s t a t i s t i c a l  and 
mathemat ica l  techniques i n  o r de r  t o  c r ea t e  hypo the t i ca l  sequences o f  records 
t h a t  are s t a t i s t i c a l  l y  probable [Brit tan,  1961; F i e r i n g ,  19671. Hence, they 
f a 1  l i n t o  the f i e l d  ~f stochastic hydrology, 
3-2-2, Nature of t h e  I s
--
M ~ d e  
The methods o f  da ta  generation requ i re  the  establishment o f  a mode% 
t ha t  w i  lB generate t he  hydrologic In format ion,  i n  order t h a t  t h e  generated 
d a t a  resemb 0e the h i s tor i ca l  records, these model s a r e  cons t ruc ted  Prom t h e  
parameters obtained f rm s t a t  is t i c a l  analysi  s o f  the observed sequences, 
The stsshastic models t h a t  undep l i e  the s t r u c t u r e  o f  t he  hydaolsgie proe-
esses and that a re  used i n  t he  methods of da t a  genera t ion  have already been 
described, The procedures f o l l w e d  i n  t h e  app l i ca t ion  o f  those models fo r  
genera t ing  hyd ro log i s  da ta  are descr ibed be8wd 
3~2 -3=1 ,  Un iva r ia te  
Univariate generation techniques refer  to a l l  those methods of  da t a  
generation which are based on t he  observed records a t  o n l y  one s ta t ion .  
These techniques a re  the most e x t ens i ve l y  used i n  hydrologic analysis. 
Pn order t o  evaluate  the benef i ts  and t o  i n v e s t i g a t e  t h e  behavior ' 
o f  a simp1 ified r i v e r  bas i n  system, Thomas and F i e r i n g  [I9621 generated 
sequences of  monthly and six-hour flood flows by  a stochastic model for the  
monthly runof f .  Historical data  were obtained from the  records f o r  the 
Clearwater River  i n  Idaho, i t  was assumed tha t  the monthly runof fs  were 
normally distributed and t h a t  t he  c o r r e l a t i o n  c o e f f i c i e n t s  between succes-
s i ve  p a i r s  o f  monthly f lms  were t he  same as those obtained from the his-
t o r i  cal records, I 
Equat ion ( 3 . 25 )  was used as  t he  recu rs ion  r e l a t i o n  i n  t h e  genera-
t i o n  o f  month ly  flows. However, an exp lana t i on  o f  i t s  form i s  g i ven  here.  
F i e r i n g  and Ha r r i ng t on  [I9681 considered t h e  t ime  s e r i e s  ( X . ,I i = 1 , 2 ,  ... 
o b t a i n e d  f r om a normal d i s t r i b u t i o n  w i t h  mean p,  s tandard  d e v i a t i o n  g, and 
lag-one s e r i a l  c o r r e l a t i o n  c o e f f i c i e n t  p .  I t s  r eg r e ss i on  f u n c t i o n  
A 
i s  l i nea r ,  
and t hey  expressed t h e  es t imated  va l ue  o f  one o f  i t s  elements, Xi+ l9  i n  terms 
o f  t he  p r e c e d i n g  element X .  
I 
by 
a  +  ~ g nbe d em~ n s t r a t e bt ha t  the i t e r a t e d  a p p ! I c a t I ~ n of  t!:Ys r e l a t i o n( L = d u l l  
genera te  f l m s  t h a t  p reserve  t he  mean and s e r i a l  cor re la t ion  c o e f f i c i e n t  
co r respond ing  t o  t he  observed sequences, bu t  the va r i ance  i s  not maintained. 
Since t k e  p r e se r va t i on  o f  t he  normal Markovian p rocess  regui res the  preserva-
t i o n  o f  t he  mean, t h e  s tandard d e v i a t i o n  and t he  s e r i a l  c o r r e l a t i o n  coeff i -
c i en t ,  some co r r ec t i on  mu s t  b e  made t o  equa t ion  (3 .30) .  It can be shown 
[Mata las  and Jacobs, 1964; F i e r i n g  and Har r ing ton ,  19681 t h a t  by i n s e r t i n g  
a s t o c ha s t i c  term which  i s  proportional t o  t he  s tandard  e r r o r  o f  t he  sample 
va r i ance  t h i s  parameter w i  l l be ma in ta ined .  Thus, equa t i on  (3.30) becomes 
A 
where Xif l  i s  t he  es t ima te  o f  t h e  va l u e  o f  t he  v a r i a b l e  X a t  t i m e  i f P ,  
'i 
i s  t h e  va l ue  a t  t i m e  i, p, 0 ,  and p a r e  t h e  mean, standard dev i a t i on ,  and 
s e r i a l  c o r r e l a t i o n  c o e f f i c i e n t s  o f  t h e  observed sequences r e spec t i v e l y ,  and 
i s a s tandard ized  normal random devi  a t e  drawn f rom an app rop r i a t ei+l 
t a b l e ,  
Equat ion (3.25) i s  basical l y  o f  t he  same fo rm and cha rac t e r  as  
equa t i on  ( 3 . 3 11 ,  and t he  sequences o f  flows obtained by  i t s  i t e r a t e d  appli-
c a t i o n  c o n t a i n  the  same s t a t i s t i c s  as  t he  h i s t o r i c a l  data ,  The mean monthly 
f l m s  t h e  regre.ssion c o e f f i c i e n t s  b the s tandard  d e v i a t i o n s  0 and j ' j g  j 
the s e r i a l  cor re la t ion  c o e f f i c i e n t s  r. were computed from the  h i s t o r i c a l  
J 
sequence of  flows f o r  each month o f  the year .  Then, i n  gene ra t i ng  t h e  
sequences o f  month ly  f l o w s  b y  equat ion (3.25),  t he  index j was va r i ed  i n  a 
r e p e t i t i v e  cycle from 1 t c  12 ,  the index  i was given sequential values from 
to 6119 such t h a t  the  generated f!w sequence was 510 years long w i t h  
va lue s  f o r  each month, and t h e  values of  z were obtained frm a t a b l e  of 
r a n dm  numbers such t h a t  the mean was zero and the var iance was equal t o  awe, 
Th is  model was Sater extended by Harms and tampbe! 1 [1967]. I n  
f a c t ,  t h e  Thomas and F i e r i n g  node%j u s t  discussed i s  based on t h e  assumption 
of a normal distribution of the monthly f l w s ,  T h i s  assumption was made 
a f t e r  analyzing the  probability distributions o f  the  h i s t o r i c 4  f l w s  and 
logarithmic and square-rout transformations o f  t he  flows. I t was  found t h a t  
t h e  logarithmic t r a n s km a t i s n  fitted bet te r  than t h e  normal distribution. 
Hmever, considering t h a t  t h e  advantages s F t R e  transformation were minimum, 
t h e  assunption sf normal untransformed f l w s  was chosen by  Thomas and  F i e r i n g ,  
T h i s  Bed Warms and  Campbell t o  t h e  formulation af t h e  f o l l w i n g  algorithms 
f o r  the i n i t i a l  S U C G ~ S S ~ V ~Plad and r ~ m t k l yflw estimates r e ~ p e ~ t i v e l y ~  
0
log q i j  = log  qJT + j j ( 3 . 32~1 )  
0 0 

"9 ' i 9 j + 1  = 109 4jgl  + bj+l (109  q . .1J 
aS I ?  w h i ~ hq 0 1s the  4z ! t i a !  estimate f ~ rt h e  ma-hHstor%cf l w s  i n  t h e  j - t h
i,j
menth o f  t h e  i - t h  year ,  q;' i s  the historic f lw i n  t h e  j - t h  month, B; i s  
J .J 
the standard deviation of t h e  historic flows fo r  the j - t h  month, E; is a .  
d 
random normal deviate with zero mean and u n i t  variance, bj+l  Is t h e  regres-
s ion  coefficient f o r  estimating 109 q j+ l  Prm the log q ?  and rj+) is the  
J 
lag-one s e r i a l  sorrelation aoeffislent o f  t h e  monthly flows. The  logarithms 
1 a r e  i n  base 10 and the bar  over an expression stands for its averageo I I n  the generat ion o f  the logarithms of  monthly flws from equations1 ( 3 , 3 21 ,  t h e  subindex j, representing t he  months, runs cyclically from 1 to i 12, while the  subindex i ,  representing the years, r u n s  continuously from 1 
to N, N b e i n g  t h e . numbe r  c f  years of t h e  generated sequence. A t  the  same 
time, considering tha t  the sequences of annual flows follow a normal d i s t r i -
bution pa t t e rn ,  Harms and Campbell generated sequences of  annual flows based 
on the Thomas and Fiering model For t h e  generation of monthly f lws .  Using 
t h i s  procedure they generated monthly and annual sequences c f  flows from 
I "If 
-1 -

the  records o f  two Pacific Northwest r i v e r s  w i t h  d i f f e r e n t  geographic and 
hydrologi c cha rac te r i stics w i  t h  sat i sfactory resu l t s .  
Based on the  assurnptisn t h a t  the s t r uc tu r e  o f  t h e  runo f f  i s  described 
by  a Markov process, Bri  t t a n  [I9611 gene r a t ed  20 s e t s  o f  annual  flows, each 
se t  w i t h  a l e n g t h  of  58 years, f o r  the Colorado River at Lees Ferry, A 
recursion r e l a t i on ,  essentially the same s t o chas t i c  model as  equat ion ( 3 , 2 4 ) ,  
was used f o r  t h e  generation s f  annual PIws, T h i s  mode\ assumes that t he  
d i s t r i b u t i o n  s f  the  historic flows i s  normal, The r e s u l t s  o f  the generating 
process exhibi ted  s m e  negative values, T h i s  l e d  B r l t t a n  t o  the  esnclusioq 
that the proposed Markov chain model was not completely s a t i s f a c t - s r y  f o r  
des c r i b i n g  the nature of the annual streamflaws of the C~foradoRiver, A s  
sn improvement to her  model, she proposed t h e  use of  the  possible F i v e  year 
c l u s t e r  found from a periodicity analysis o f  t h e  fBm~,  
Chow and Ramaseshan [I9651 used a t e chn ique  of sequen t i a l  generation 
based on a s tochas t i c  model For the rainfail process, Rainfall data were 
ob ta ined  from t h e  maximum annual storms during t he  p e r i o d  8935 to 9962 f rom 
the rain gage stations in t h e  French Broad Wiver Basin i n  North Carolina, 
Severa l  linear and nonlinear stochastic modeis were s t u d i e d ,  whose form 
represented the s t o chas t i c  process o f  the  h o u r l y  r a i n f s :  :. fi equa:ion ( 3 , 3 3 )  
is the  random component of x and t h e  fgs denote t r e n d  components o f
€ t  t 
various Functions, However, i t  was found that a wan-stat  i onary  f i  r s t  order  
Markov chain,  b a s i c a l l y  o f  t h e  same form as equat ion  (3.2) was t he  most 
prac t i c a l  for the purpose, w i t h  the  condition t h a t  
They generated 8000 storms; each w i t h  36 hourly rainfall values. 
F i r s t ,  1880 un i fo rmly  distributed random numbers were generated w i t h  the 
a i d  of a computer program. Second, they t ransformed these random numbers 
t o  lognormally distributed r andm numbers t h r o u g h  an i n v e r se  p r o b a b i l i t y  
integral transformat ion. Th i s  t ransformat  ion was necessary because the 
corrected random components, ' calcula ted  f r m  s t a t  i s t i c a4  treatment of 
€ t 9  
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the observed data was f o u n d  to be lognormally distributed. Third,  equa t i on  
(3.34) was used t o  ob t a i n  1000 F i r s t  h o u r l y  rainfall values  with c 1  = ;.
And four th ,  by means o f  equat ion (3.2) and based on t h e  generated i n i t i a l  
hou r l y  r a i n f a l l  va lu e s ,  the second and  Bo l lw i n g  s e t s  of hou r l y  r a i n f a l l s  
were obtained. T h e  corresponding Markov chain coef f ic ien ts  were ca l cu la ted  
f ran t h e  h i  s t o r i c a l  sequences and the random conponents E :  were  generated 
beginning with t he  r a n d ~ inumber f o ' l l m ~ i n gthe one used i n  the generatien 
o f  t h e  l a s t  va lue  of t h e  p reced ing  set  of hourly rainfall va8ues. 
By rou t i ng  these 1600 generated annual storms t h r o u g h  a system of 
P inear reservoi rs, WOO d i  r e s t  runo f f  hydrographs  were o b t a i n e d  and then 
t ransformed t o  annual floods which.werc used i n  the analysis o f  the s t o c ha s t i c  
c h a r a c t e r i s t i c s  o f  t h e  r i v e r  basin,  
Chw and Ramassshan8s-datagenerat ion technique includes a special 
t reatment:  of the  r a i n f a l l  data, Bn f a c t ,  the  observed storm data  were t r e a t e d  
by Ps to rm-sh i f t i ng '  be fo re  us ing  them i n  t he  gene ra t i on  p roce s s  Th i s  t r ea t -
ment p e rm i t s  the  best o r i e n t a t i o n  o f  t he  distribution sf  the  storms so t ha t  
the  mean, standard deviation, and the t r e n d  and stochastic componene o f  
t h e i r  h o u r l y  rainfall values  b e m e  mose suitable f o r  t he  p rocess  sf hour ly 
r a i n f a l  l generation, 
For a low-flw ana lys i s ,  F i e r i n g  [1964a] proposed a generation 
technique for  da i ly  flows based on t he  Markov model 
where X i + l  i s  the est imated va lue  o f  t he  f l y  i n  the ( i+l )s t  day,  X i i s  the 
f l ow  i n  the i - t h  day, j i s  t h e  mean o f  t he  observed daily flaws i n  t he  j - t h  
season. = ( t h e  t e r m  season r e f e r s  t o  t h e  pe r i ods  i n t o  wh ich  the 
year i s  divided f o r  t h e  ana l y s i s ) ,  pi i s  t h e  reg ress ion  c o e f f i c i e n t  o f  flow 
II 
i n  season j on f l o w s  i n  season j-1, G i s  t he  s tandard  d e v i a t i o n  o f  t h e o b -j
served f laws  i n  t h e  j - t h  season, pj is t h e  c o r r e l a t i o n  c o e f f i c i e n t  between 
the f l o w s  i n  season j and t h e  f l ows  i n  season j - 1 ,  and E i+I ii s a randm1 deviate  w i t h  zero mean and u n i t  var iance. Since t h e  daily f iws were assumed 
1 t o  be lognormally d i s t r i b u t e d ,  some t r ans fo rma t i ons  were necessary. The 
mean and s tandard  dev i a t i on  of t h e  l o g a r i t h m s  became 
77 
I n  t hese  equat ions  M and S ,  are  t h e  mean and  the s t anda rd  deviation o f  t h e4 J 
un t~ans fo r rnedda ta ,  r e spec t i v e l y .  
t n order  t o  generate successive yea r s  s f  da i  l y  f l a v s ,  12 monthly 
v a l u e r  o f  p, 0, a n d p  must b e  obta ined  from t h e  observed da t a .  Then, i n  
the  gene ra t i o n  process, January  va l ues  a r e  used f o r  obtaining the  f i r s t  31 
daily flms; e k e  February  va lues  a r e  used fo r  t h e  generatian of t h e  f o l l w -
i n g  28 d a i l y  flows; and con t i nu i ng  i n  t h i s  way, t h e  Bast 31  daily P8ws of 
t h e  year a r e  generated by a p p l y i n g  the  December values of t he  parameters,  
The procedure i s  repeated for  t h e  generation o f  t h e  values f o r  t h e  f o l l w i n g  
yea r ,  
'These sequentially generated d a i l y  f Iws  can be analyzed f o r  Bm-
flow sequences by  determining t he  yea r ly  n-day low f Iws ,  B t i s  poss9bBe 
o b t a i n  du r a t i on  o r  exceedance probab i l i t l e s  from t he  generated sequences o f  
daily f l w s ,  so tha t  an empirical relationship between lw flows and lad-
f low duration da ta  can be developed, 
T h i s  generating process can b e  used t o  e s t i m a t e  the  Im f lw  values 
i n  streams where t he  reco rds  o f  t he  gaging stations a re  inadequate, or  i t  
can be used i n  an economic network analysis t o  dete rmine  t h e  extent t o  which 
a c e r t a i n  s i t e  should be gaged for  detecting low flows, 
3-2-3-2, B i v a r i a t e  
Many water  resources studies i nvo l ve  seve r a l  s i t e s  o r  Iscat ions 
w i t h i n  a r iver  bas in ,  and these  s i t e s  are  so ciose that t h e y  a re  influenced 
by  the same hyd ro log i c  and c l im a t i c  cond i t i o n s  [ ~ o z ,  19671. Then, i t  i s  
p o s s i b l e  t o  cons ider  t h e  f l o w s  measured a t  two o r  more s t a t i o n s  w i t h i n  t h e  
region a s  having c e r t a i n  cor re la t ion  nut  only i n  t ime b u t  a l so  i n  space, 
Thus, i t  i s  convenient t o  be ab l e  t o  cons t ruc t  a model which al lows  t h e  
gene ra t i o n  o f  flows a t  one o f  t h e  s t a t i o n s  based on i t s  own records and on 
t h e  records o f  the o t h e r  nearby s t a t i o n s ,  
- - 
Two different approaches tc t h e  problem have been studies. One i s  
the b i v a r l a t e  generation technique which t r e a t s  the generation o f  none 
hlstsric records  a t  a p a i r  o f  s t a t i o n s ,  T h e  o ther ,  ca l  Bed t h e  multivariate 
technique, considers tho simultaneous occurrence of  a hydrologic phenomenon 
a t  several s i t e s  w i t h i n  t he  r i v e r  b a s i n ,  
Based on the  c ross  correlation of different p a i r s  o f  gaging stations, 
Thomas and F i e r i n g  [%%62]developed a bivariate model o f  t h e  form 
2 
Qv, i = 
-
'YJ + b j  (ex i -
-
aX9 + E 
Y, J ( I  - r j )  
%/2  (3 .38 )  
0 
where x represents t h e  independent stat ion f ram whose records t h e  non-
historic da ta  o f  y, the dependent station, are  obta ined;  Q is  the gener-
\ p B i
t e d  discharge a t  t h e  d e p e n 8 e ~station d u r i n g  the i - t h  month, counted from 
t h e  beginn ing of the generated sequence; and Q, are  the observed mean Qy #j
discharges a t  t h e  dependent and  independent stat ions respectively dur ing  the 
j - t h  month, w i t h i n  a r e p e t i t i v e  annual cycle of 12 months; b ,  is the regres-
J .  
sisn eoefflcisnt of  the o h e r v e d  monthly Plws 08 t h e  dependent s t a t i o n  on 
those observed a t  t h e  independent one; 
QX ,  i i s  the  discharge a t  x dur ing  the 
i - thmsnth ,  a i s " s ~ e s t a n d a r d d a v i a t l o n oB t h e o b s c r \ a c d ~ r i ; o n " r h l y f I ~ s a tYJ 
y d u r i n g  the j - t h  mon t h ;  E I s  a randm normal and independently distributedi 
v a r i a t e  with zero mean and u n i t  variance; and r i s  t h e  c~rrelationc s e f f i -
= i .  
c i e n t  between t he  f lws  a t  the t w o  s t a t i o n s  du r ing  t h e  j - t ' h  month. 
Th i s  bivariate mode8 was  used to generate discharges a t  seue~al 
sites i n  a r i v e r  b a s i n  f r m  the  fIw5 a t  one oaf t h e  station^ wh i c h  was 
generated by means af the one variate ~ecurq ionr d a t  lon expressed by 
equat ion  (3.25). The bivariate modal was successively applied t o  t h e  gem-
e ra ted  sequences within a cha in  of stations and i t  was utilized i n  the  
analysis of t h e  response o f  a wa t e r  resources system, 
In t h e  s t u d y  o f  a method f o r  augmenting hydrologic da ta ,  Matalas 
and Jacobs [I9641 developed a procedure t ha t  utilizes the  relationships 
between two given  hydrologic phenomena. They  proposed a model f o r  the  
relation among concurrent observations of  the two phenomena of long and 
short sequences, i n  order to estimate ( o r  generate) d a t a  fo r  t h e  short 
sequence corresponding t o  t h e  observed events o f  the l o ng  sequence d u r i n g  
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e s s a r y  t h a t  t h e  records correspond t o  t h e  same phenomenon. Estimates o f  
r u n o f f  may be ob ta i ned  from observa t ions  o f  p r e c i p i t a t i o n  o r  even from rec -
o rds  o f  geochrono log ic  phenomena l i k e  t r e e  r i n g s  w i d t h s .  I f  y represen ts  t h e  
elements  of t h e  sho r t  sequence and x a r e  t h e  elements o f  t h e  l ong  sequence, 
t h e  proposed relation i s  
which has t h e  fo rm o f  equa t ion  (3.35) and represen ts  t h e  model f o r  a b i v a r i -
a t e  g e n e r a t i o n  method. I n  equa t ion  ( 3 . 3 91 ,  y i  i s  t h e  va lue  o f  t h e  y
-
phenomenon b e i n g  es t ima ted ,  y l  i s  its average d u r i n g  t h e  concurrent p e r i o d ,  
b i s  t h e  est imate  of t h e  regression c o e f f i c i e n t  o f  t h e  va lues  05 t h e  y 
phenomenon on those o f  t h e  x phenomenon d u r i n g  the  concur ren t  pe r i od ,  x .  
-
s 
i s  t h e  v a l u e  sf t h e  x phenomen~no u t s i d e  eke common p e r i o d ,  x i s  theiZ 
mean v a l u e  o f  x d u r i n g  t h e  concur ren t  pe r i od ,  r i s  t h e  e s t i m a t e  o f  the  producr-
moment c o r r e l a t i o n  c o e f f i c i e n t  of  t h e  concur ren t  obse rva t i ons  o f  x and y ,  
a i s  t h e  standaed d e v i a t i o n  o f  t h e  observatisns o f  y d u r i n g  t h e  concurrent 
Y 
per iod ,  and E i s  a random normal d e v i a t e  w i t h  zero mean and u n i t  va r iance .i 
The model i s  based on t h e  f o l l o w i n g  aswmpt ions :  ( I )  t h e  two 
phenomena have a  j o i n t ,  normal d i s t r i b u t i o n  w i t h i n  t h e  concur ren t  p e r i o d ;  
(2 )  its r e l a t i o n  can be d e f i n e d  by a l i n e a r  r eg ress ion ;  (3) t h e  e v e n t s  a r e  
independent l y  d i s t r i b u t e d  i n  t ime; a n d  (4) b o t h  p r o c e s s e s  a r e  cons idered a s  
s t a t i o n a r y .  Thus, the  a p p l i c a t i o n  o f  t h i s  method i s  r e s t r i c t e d  to sequences 
o f  va l ues  w i t h  a long  t i m e  b a s i s  (annual  sequences, f o r  example) ,  i n  which 
the  e f f e c t  o f  dependence among t h e i r  e lemen ts  i s  minimum. 
3-2-3-3. Mu1 t i v a r i a t e  Techn iques 
These techniques o r i g i n a t e d  from t h e  cons ide ra t i on  o f  t h e  s p a t i a l  
and temporal  sequent ia l  c o r r e l a t i o n  t h a t  s e v e r a l  hyd ro log i c  v a r i a b l e s  e x h i b i t  
when t h e y  a r e  ob ta i ned  from s t a t i o n s  a f f e c t e d  by the  same hydrologic r e g i m ~  
and t h e  same c l i m a t i c  f a c t o r s .  These techniques a r e  ma in l y  based upon coo-
cep ts  of m a t r i x  a lgebra.  I f  t h e r e  a r e  n s t a t i o n s  l o c a t e d  w i t h i n  a r i v e r  
bas in ,  t h e i r  records X a t  t ime t and X t m l  a t  t ime  t - l  can be  represented
t 
by n x 1 mat r i ces .  I f  A and B a re  square ma t r i ces  o f  dimension n ( n  s i t e s ,  
1
1

I

I 

I
j 
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i 
n observed flows) and E~ i s  an n x 1 er ror  ma t r i x ,  t he  general equation of 
t h e  multivariate technique o f  d a t a  generation i s  g iven by  
which resembles t h e  Markov representation o f  equation ( 3 . 2 ) .  
The use o f  nv.Ativaria%e techniques i n  d a t a  generation was f i r s t  
introduced by F i e r i n g  [1964b] and  t h e n  t reated by Matalas [ i967a,  1967b]. 
3 -2-4  8 -ii n -Data Generation 
The methods cf da ta  generation a lready  discussed have been based b n  
models whose parameters a r e  obtained from h i s t o r i c a l  d a t a .  Usually these 
da t a  have inherent e r r o r s  due t o  t h e i r  shortness and t h e y  a re  applicable on l y  
t o  bas ins ,where there are gaging s ta t i ons ,  To overcome these problems, 
Benson and Matalas [I9671 proposed a modi f ica t ion  t o  the genera t ing  methods 
t h a t  combiner the present  statistical techniques based on observat ions c f  
the pas t  occurrences w i t h  the  knowledge of the  physical chara~teristicsof 
a r i v e r  ba s i n ,  The parameters o f  the generation model w o u l d  b e  der ived  from 
general  r e l a t i o n s  o f  the  h i  s t o r i c a l  s e r i e s  w i  t h  the  hydrologic cha rac t e r i s-
t i c s  of the drainage bas in .  The general form o f  such a relation was g i v e n  
a s  
T h i s  r e l a t i o n  would r e s u l t  from a multiple regression between Y ,  a statistic 
such as t he  mean o r  the  s tandard deviation o f  the observat ions , and t he  
most re l evan t  c h a r a c t e r i s t i c s  o f  t h e  bas in ,  t h e  Vgs. The constant  a i s  the  
reg ress ion  constant  and t h e  b 8 s a r e  t he  r eg ress i on  c o e f f i c i e n t s .  Benson 
and Matalas applied t h i s  modification to t h e  r uno f f  da ta  and c h a r a c t e r i s t i c s  
o f  the Potomac R ive r  bas in ,  and t h e  important ba s in  c h a r a c t e r i s t i c s  were 
found to be: V 1 ,  drainage area;  V2 ,  slope o f  t he  main channel; V3, surface 
storages i n  percent o f  t he  t o t a l  dra inage area; V4, p r e c i p i t a t i o n ;  and V5, 
forested a rea  i n  pe rcen t  o f  t h e  t o t a l  d ra inage  area. 
3-3 @ P rob 1ems 
3-3-1 .. 
---
of  T ime  S e r i e s  
-
to Problems 
T h e  records s f  hydrologic events  have been  cons idered  as  t i m e  
series wh o s e  p r o pe r t i e s  have a g r e a t  s i g n i f i c a n ce  i n  the  f o rmu l a t i o n  o f  t h e  
planning, design, and operation o f  w a t e r  resource p ro j e c t s .  Some o f  these 
properties a r e  v e r y  u s e f u l ,  e s p e c i a l l y  when cons i de r i ng  t he  des i gn  o f  a 
reservoir, These p r o p e r t i e s  w i l l  be reviewed i n  t h e  following paragraphs, 
3-3=1=1 C 
--
of  Time Ser ies  
One o f  t h e  common techniques o f  ana lys i s  o f  the t i m e  ser ies  i s  t h e  
a n a l y s i s  o f  t h e i r  p r ope r t i e s :  su rp l us ,  d e f i c i t ,  and range. T h i s  a n a l y s i s  
i s  based on the  cumula t i ve  na tu re  s f  t h e  elements o f  a t i m e  se r i es ,  Thus, 
i f  a hydrologic magni tude possesses such a na t u r e  and i t  has an app rec iab le  
s tochast ic '  component, t h e  theory o f  s tochas t i c  processes may be  appl  i ed  t o  
de te rm ine  t he  prsbabil i t i e s  o f  water  s u r p l u s ,  wa t e r  d e f i c i t ,  o r  wa te r  range 
(s to rage)  . Yevd jev ich  [1965, 19661 has s tud ied  t h e  app l  i c a t ions of t h e s e  
three  v a r i a b l e s  t o  hydrology and t h e i r  use i n  ana l y z i ng  s t o rage  problems, 
The following definitions and theory a r e  mainly adapted From h i s  studies, 
I f  XI '  X Z 9  uq  i s  a sequence o f  non-negat ive r a n dm  variables, a 
new v a r i a b l e  can be expressed as t h e i r  cumulative sum 
where n=1,2,.,.,N, N be i n g  t h e  number o f  elements i n  t h e  sequence of  random 
va r i a b l e s ,  
The difference between X i  and a g iven  cons tan t  X i s  ca l l ed  the 
Q 
d e v i a t i o n  or  depa r t u re  o f  X .  from X and i s  e xp ressed  a s  
I 0 
N i t h  these  two concepts, the cumulative sum o f  t he  dev ia t i ons f ro rn  Xo  can b e  
d e f i ned a s  
I n  a practical case, a reservci r has r endm inflows represented by X .  and 
I 
may have  a constant ou tpu t  represented  by X . Thus, S ( X  ) denotes t he  t o t a l  
0 W Q 

wate r  storage a f t e r  n p e r i o d s  o f  t ime, w i t h  s u r p l u s  o f  s torage  i f  S (X ) 50,
n o 
and deficit of storage i f  s , ( x ~ ) ~ O .  
X may be taken as the w i t k d r w a l  policy from the reservoir and may
0 

be selected accord ing to var ious  criteria: ( 1 )  i t  can be  spec i f i ed  as  a 
constant independent from t h e  r e s e r v o i r  stbrage; (2) i t  can be var iable  w i t h  
t i m e  but  sti 1 l independent o f  t h e  storage i n  the  reservoir; or  (3 )  i t  can be, 
variable w i t h  t ime and  d e p e n d e n t  on t he  content i n  the reservoir  or on the  
i n f l w  regime, 
W i t h  these bases,  the  f s l i w i n g  d e f i n i t i o w s  are g iven .  The maximum 
i s  t h e  maximum va l u e  i n  t h e  sequence sf t h e  sum o f  the deviations o f  
X .  from X ; t ha t  i s ,
B Q 
The minimum deficit i s  t he  minimum value I n  the sequence sf the  sum o f  the 
deviations mentioned above, or 
The and m i n imum  - .deficit arc t h e  respective 
maximum and minimum valves of  the deviations of X 3 from X when Xo i s  equal 
-
0 
to the mean, of  the f i r s t  n values; t h a t  is,Xn' 
and 
. . 
where  A.M.S. i s  t he  a d j u s t e d  maximum su rp l us  and A.M,D, i s  the adjusted 
minimum deficit. The maximum -range f o r  a g i v e n  constant  v a l u e  X i s  t h e  
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d i f f e r ence  between the maximum s u r p l u s  and t h e  m i n i n l um  d e f i c i t ;  that i s ,  
And the maximum r anqe  i s  de f i ned ,  f o r  a g i ven  o, a s  the d i f f e r e n c e  
between the  ad jus ted  maximum s u r p l u s  and the  a d j u s t e d  minimum d e f i c i t  a s  
shaqn i n  equation (3.50).  
3-3- 8 -2 ,  
-
0%: P rob 1ems 
The a n a l y s i s  ~f time series by s ~ r p l u s ,deficit, and range r a n  be  
used in t h e  s tudy  of s to rage  problems w h e n  t he  s t o r age  behavior o r  chasac-
t e r i s t i c s  of t h e  s torage  space, t h e  i n f l ow  in to  t h e  reservoi  r, a n d  t he  out-
f%wfrom the storage space are involved, 
S u r p l u s ,  d e f i c i t ,  and  range a r e  applicable i n  t h e  so l u t i on  o f  sta-
c h a s t i c  d e s i g n  p rob lems  o f  reservoirs  t h a t  a r e  opera ted  i n d e p e n d e n t l y  o f  
any o t he r  rese rvo i  r (independent reservoi rs) o r  uf those reservbsi r s  whose 
operation o r  design i s  governed by i n f l a w s  and o u t f lm~ sof o the r  r e se rvo i r s  
i f  the dependences a r e  k ~ m ni n  advance, 
I n  general ,  a s t a t i o n a r y  hyd ro log i c  t ime  ser ies  can be analyzed by  
u s i n g  t h e  p r op e r t i e s  o f  s u r p l u s ,  de f  ici  k, and range when i t s  d i s t r i b u t i o n  
func t ion ,  and mathematical models that desc r ibe  tha sequen t i a l  pattern a r e  
knmm, There a r e  several methods b y  which t h e  p r o p e r t i e s  o f  t hese  three 
parameters  may be  ob t a ined  i n  relation t o  s to rage  problems. These methods 
inc lude:  ( 1 )  an empirical method w h i c h  uses mass curves  o f  t he  avai lable  
time series; ( 2 )  an a n a l y t i c a l  method which c o n s i s t s  o f  mathematical d e r i v a -
t i o n s  of t h e  exact p rope r t i e s  of t h e  v a r i a b l e s  r e l a t e d  t o  s t o r a g e  problems; 
and (3) a data generation method by wh ich  i t  i s p o s s i b l e  t o  o b t a i n  a g rea t  
number o f  samples o f  d a t a  wh i ch  can be treated by t h e  emp i r i c a l  method. 
The d i f f e r e n t  k i nds  o f  regula ted  o u t f l w s  t ha t  can be  used i n  t h e  
study o f  s to rage  capac i ty  by su rp l us ,  d e f i c i t ,  and range i n c l u d e :  ( I )  the 
ou t f l ow  i s  constant and i s  equal t o  t h e  e s t im a t e  o f  t he  mean i n f l o w ;  
- - 
(2) the outflcw i s  constant  fo r  a given period of n time u n i t s  end equal t o  
t he  average in f low du r i ng  t h a t  per iod;  (3) the outflow i s  a f unc t i on  of 
o n l y  t he  water demand; (4) t h e  outflaw is a function o f  the s torage  i n  t he  
reservo i r ;  (5) the  outflav i s  dependent on t he  i n f low i n to  the rese rvo i r ;  
(6) the outflaw is  e f u n c t i ~ ncf b ~ t hstcrage and i n f l o u d ;  and ( 7 )  the  out-
flw i s  dependent on the water  demand, reservoir  storage,  and i n f l w  in to  
t h e  rese rvo i r [Yevdjevich, 19661. 
Melentijevich [I9651 studied the  c h a r a c t e r i s t i c s  o f  the  range o f  
cumulative sums of p a r t i a l  storages Bor an o u t p u t  which was dependent on t h e  
con ten t  sf the  reservo i r ,  H i s  work  considers i n d e p e n d e n t  Inf1ws and ou tpu ts  
dependent sn the cumulative sums, The range was analyzed f o r  i t s  mean, 
var iance ,  and p r o b a b i l i t y  d i s t r i b u t i o n  func t ion ,  I t  w a s  found tha t  t he  
f i r s t  two parameters have a cons iderab le  va r i a t i on  according t o  t h e  degree 
o f  dependence sf the  outflow on t h e  storage, 
3-3-2 . o f  S tochast ic  Processes i n  
-
o f  Reservoi rs  
3-3-2-8, i n f i n i t e  -and F i n i t e  Reservoirs 
The theory o f  s tochas t i c  processes may be a p p l i e d  t o ' t h e  so l u t i on  
sf practical s torage  problems which involve ques t i ons  related to the prsba-
bilities sf the  r ese r vo i r  be ing  f u l l ,  empty o r  i n  a i n te rmed ia te  s t a t e  w i t h i n  
g i ven  pe r i ods  and a t  g i ven  t imes  under imposed cond i t ions ,  For  t h e  solution 
of these problems it has been necessary to cons ider  the concept o f  i n f i n i t e  
storage, that i s ,  a s to rage  assumed to be able of storing any water su rp lus  
o r  o f  y i e l d i n g  any d e f i c i t  as deducted frm the  d i f f e r e n c e  between the  i n f l ow  
and the ou t f l ow  o f  the reservoi r [Yevdjevi ch, 19651. However, i n  an ac tua l  
s i t u a t i o n ,  a98 rese rvo i r s  Rave l im i t ed  storage capac i t i e s  and the  p r a c t i c a l  
problems a re  sf the f i n i t e  storage typeo i n  t h i s  case, the f i n i t e  s torage 
i s  considered as a s tochas t i c  process limited a t  t w o  ends: one correspond-
i n g  t o  the  full storage capac i ty  and the  other  t o  zero  storage content.  
3-3-2-2, Levels -i n  
The app l i ca t ion o f  the  s t o chas t i c  theory t o  reservoi  r storage proc-
esses,  i n  pa r t i c u , l a r  the Markov cha in  theory, allows an accu ra te  determina-
t i o n  o f  those processes [White, 19673. The d i s t r i b u t i o n  o f  t he  law levels 
i n  a reservoir for a given year inf luences t h e  probability d i s t r i b u t i o n  o f  
the minimum l e v e l s  du r ing  t h e  f o l l ow i n g  years. That  i n f l uence  decreases 
w i t h  the  t ime  and f i n a l l y  an asymp to t i c  p r o b a b i l i t y  d i s t r i b u t i o n  i s  reached, 
T h i s  i s  a l s o  t r u e  f o r  d i s t r i b u t i o n s  o f  maximum levels, a l t hough  a reservoi r 
t h a t  i s  full i s  l i k e l y  to be unstable and likely t o  ach i eve  t h e  asympto t i c  
s t a t e ,  Rcservo i r contents ,  thus, ar e  not random variables, Rather ,  they  
e x h i b i t  a c e r t a i n  degree o f  pe rs i s t ence ,  The sequence o f  levels o f  a 
r e s e r v o i r  i s  found t o  be a Markov cha in  when t h e  I n f l o w s  i n t o  t h e  r e s e r v o i r  
a r e  mu tua l l y  independent. However, n a t u r a l  i n f lws a r e  usual 1y correlated 
and t h e i  r records  p resen t  a dependence among t h e i  r t e rms ,  
Langbein [I9583 s t ud i ed  t h e  problem o f  s t o rage  u s i ng  queuing 
theory .  J a r v i  s [I9641 has a p p l i e d  Moranns s torage theory  t o  a r e a l  reser-
v o i r  s i t u a t i o n  so a s  t o  make dec i s i ons  concern ing des ign  c a p a c i t y  o f  t he  
r e s e r v o i r .  M o d i f i c a t i o n  such as evapo ra t i on  allowance i s  made so t h a t  the  
model may more c l o s e l y  represen t  t he  s i t u a t i o n  and cond i t i o n s  p r e v a i l i n g  a t  
t h e  Ord Rive r  damsi t e .  
Du r i ng  t he  Bast f i f t e e n  years  many t h e o r e t i c a l  i n v e s t i g a t i o n s  o f  
s t o rage  problems have been c a r r i e d  ou t .  For  an account  o f  v a r i ous  r e s u l t s  
up t o  1964 see P rabhu [ 19651. 
3-3-2-3,  -o f  Na t u r a l  Lakes 
A s  p a r t  o f  t h e  components o f  t h e  study i n  a  watershed, natural 
s to rage  such as l a k e s  may become impor tan t  as  i t  can s u b s t a n t i a l l y  modi fy  
t he  t ime  d i s t r i b u t i o n  o f  r u n o f f  f rom a watershed, 4 e n g  and Yevd jev i ch  [I9661 
r epo r t ed  on an i n v e s t i g a t i o n  o f  n a t u r a l  s torage and t h e  s t o c h a s t i c  proper-
t i e s  o f  t h e  regu la ted  o u t f 8 w  from n a t u r a l  l akes ,  I n  t h i s  case, the out -
f l ow  was  dependent on t h r e e  f a c t o r s :  t h e  type  o f  i n f l w ;  the l a k e  ou t f l aw  
rating curve;  and t he  s to rage  p r o p e r t i e s  o f  the  l ake ,  Vhey assumed independ-
en t  l og -no rma l l y  d i s t r i b u t e d  i n f l w s  and determined t h e  o u t f l ow  p r o pe r t i e s  
from t h e  knobdledge o f  t he  i npu t  and t h e  s torage c h a r a c t e r i s t i c s ,  The we1 1 -
k n w n  c o n t i n u i t y  equa t ion  was a p p l i e d  f o r  d e r i v i n g  t h e  genera l  d i f f e r e n t i a l  
equa t i on  f o r  wate r  s torage,  T h i s  equa t i on  i s  
where P is t h e  i n f l ow  d ischarge,  Q i s  the  ou t f l ow  d ischarge  and d s / d t  i s  
t h e  r a t e  o f  change i n  s torage w i t h  respect  t o  t ime .  
The general  express ion  f o r  t he  lake  s to rage  may be  descr ibed  as 
where S i s  t h e  storage i n  the lake,  H is  t h e  dep t h  of the water re f e r red  t o  
a specific datum and  a and rn a r e  parametess of the equation, A similar 
relation caw be se t  f a r  t h e  s u t f  law r a t e  as 
In t h i s  equation Q i s  the  ~ u t f l wrate ,  H i s  de f i ned  as above and b and r 
are aga in  parameters of $he equaf i o n ,  A11  sf  t h e s e  parameters a, rn, b, and 
r ,  a r e ,  i n  the  general case, functions o f  t'iime and t h e y  depend on t h e  i n f l aw  
sf  sediments i n t o  the Bake, S i n c e  t h i s  i n f l o w  o f  sediments is  considered 
as  a stochastic process [Jeng and  Vevdjevich, 1966; Murota. 19671, t h e  
above mentioned parameters becme stochastic va r iab les ,  T h u s ,  the genera l  
expressions f o r  storage i n  and ou t f lm  from the lake a r e  stochastic, How-
eves, in practical cases t h e  volume of sediments i s  ve r y  small I n  comparison 
to t h e  volume i n  t h e  'Bake and i t  does not af fec t  significantly the parameters 
ad t he  equations fo r  s to rage  and out$lme Thus, these parameters  may be 
taken as sonstants, 
3 ~ 4 ,  Watershed 
3-4- 1, ---Nature  of the B recipltation-Runoff Process 
Cae sf the  hydrologic problems tha t  has been extensively t r e a t ed  
i s  t ha t  o f  ths relation between precipitation and runoff ;  t h e  behaMicr 
o f  t h e  watershed ow wh i c h  thc precipitation-runoff trawsfasmatisn takes 
The ever changing srandi t ions  o f  the hydrologic cycle end the 
nature of  t he  processas involved (precipitation, infiltration, percolation, 
evapotranspiration, runoff) a r e  a l l  dynamic and Rave complex interrelatian-
sh ips  among themselves. T h ~ s echanging, complex interrelationships make 
the analysis o f  the precipitation-runoff process very  complicated, Many 
investigations o f  this  process have resulted i n  empirical and deterministic 
relations w h i c h  do not represen t  e l l  t he  processes involved. I n  many cases, 
the assumptien o f  equal frequency d i s t r i b u t i o n s  f o r  both p r e c i p i t a t i o n  and 
runoff indicates t ha t  the presence o f  o ther  dynamic processes ac t i ng  i n  t h e  
h yd r o l o g i c  system has been neglected.  I f  they a r e  taken i n t o  account, i t  
w i l l  be p o s s i b l e  t o  o b t a i n  an accu ra te  de te rm ina t i on  of t h e  p r e c i p i t a t i o n -
r u n o f f  p rocess  i n  a real  i s t  i c  way. 
I n  t h i s  aspect, t h e  t heo r y  o f  s t o c h a s t i c  p rocesses  becmes  s u i t a b l e  
f o r  o b t a i n i n g  mathematical  models t h a t  cons ider  t h e  changing c h a r a c t e r i s t i c s  
o f  t h e  h yd r o l o g i c  processes,  
The s t o chas t i c  p r o p e r t i e s  s f  t h e  h y d r o l o g i c  v a r i a b l e s  have been 
cons idered  i n  severa l  recen t  s t ud i e s  on watershed analysis, The watershed 
i s  cons ide red  a s  a system i n  wh ich  the  p r e c i p i t a t i o n  and t he  r u n o f f  a r e  
i n pu t  and ou t pu t  s t o chas t i c  processes, r e spec t i v e l y ,  and w i t h i n  t he  system 
the  t r ans f o rma t i on  o f  r a i n f a l l  i n t o  r u n o f f  i s  made under t h e  i n f l uence  sf 
several ph y s i c a l  processes, 
3-4-2 ,  The P rocess
-
The i npu t  i n t o  t h e  watershed system i s  the s t o c ha s t i c  p r e c i p i t a t i o n  
p rocess  whose s t r u c t u r e  has t o  be determined as  a p a r t  o f  t he  a n a l y s i s  o f  
t h e  watershed,  T h i s  de te rm ina t i on  i s  made by a s t a t i s t i c a l  s tudy  o f  the 
r a i n f a l l  da ta ,  The pe rs i s tence  phenomenon i s  impor tan t  i n  t he  ana l y s i s  o f  
t h e  data,  I t has been  found t h a t  h yd r o l og i c  obse rva t i ons  a re  n o t  independ-
en t  o f  antecedent  cond i t i ons ,  However, t h i s  dependence decreases a s  t h e  
t ime  i n t e r v a l  between observa t ions  increases,  Monthly p r e c i p i t a t i o n s  are 
l e s s  dependent on each o t he r  than a r e  t h e  d a i l y  p r e c i p i t a t i o n s ,  When the 
p e r s i s t e n c e  phenomenon i s  o f  such a magnitude t h a t  i t  has t o  be  taken i n t o  
account,  i.e,, when t h e  p r e c i p i t a t i o n  process i s  d e f i n e d  f o r  smal l  t ime 
i n t e r v a l s ,  i t  has been found t h a t  i t  can be desc r i bed  q u i t e  w e l l  by a f i r s t  
o r de r  Markov process. P h i s  scheme For t h e  i n pu t  p rocess  h a s  been adopted 
f o r  t h e  a n a l y s i s  s f  watersheds. 
The r a i n f a l l ,  o r  i n pu t  i n t o  t h e  system, may be represented by  a 
s t o c h a s t i c  process. Prasad [I9681 denoted i t  as ( X  ~ E T ]where t h e  randomt '  
v a r i a b l e  X t  corresponds t o  the  t o t a l  r a i n f a l l  over  the e n t i r e  watershed 
between t imes  t - l  and t ,  A l t h o u g h  t h e  r a i n f a l l  process  i s  a cont inuous one, 
it i s conven i en t  t o  regard i t as  d i  screke because t h e  avai  l ab1e records a r e  
pub1 i s h e d  f o r  d i s c r e t e  t ime per iods ,  Wwever, t h e  choice o f  t h e  u n i t  o f  
t ime  t w i l l  i n f l u ence  t he  p r o b a b i l i t y  B a s  o f  t he  i n p u t  process because o f  
t h e  e f f e c t  o f  pers is tence .  Prasad [I9681 assumed a f i r s t  o rde r  Markov 
model f o r  the  hour ly  rainfall process. He analyzed the  h o u r l y  ra i n f a l l  da ta  
f o r  the  French Broad River Barin i n  McrtA Carolina. Although the dependence 
i n  h o u r l y  ra in f a l l  obse rva t i ons  may be more than a f i r s t  order  dependence 
[Pattison, 19651, Prasad indicated t h a t  t he  adoption of  a f i r s t  order Markov 
process is  not r e s t r i c t i v e  because any h i gh  order Markov process might  b e  
transformed into a f i r s t  order Marksv process by defining adequately the 
s t a t e s  o f  the process, 
The persistence e f f e c t  present  i n  the rainfall observations may 
also b e  taken i n t o  account by models o ther  than t he  Marksv model, I n  f i t -
t i n g  input  f unc t i ons  i n  the stochast ic  r a i n f a 18-runoff model of kos Traness 
Creek b a s i n  i n  Ca l i f o r n i a ,  Bagley [I9641 adopted mod i f i e d  Poisson and geo-
me t r i c  d i s t r i b u t i o n s  f o r  d a i l y  r a i n f a l l  data, The mod i f i c a t i o n  to t he  
Poisson d i s t r i b u t i m  was made t o  introduce a pers i s tence  parameter repre-
sen t i ng  the degree o f  dependence of one event upon another, 
Genera l ly ,  i n  the  analysis of  watersheds t k e  t ime base of t h e  
process has been q u i t e  shor t .  Bagley [1964, 19671 analyzed the  r a i n f a l l -
r u n o f f  t rans format ion  process on a dai l y  bas is ,  Even a srnallqr time b a s i s  
mu s t  be used, because the  dependency of.the e l m e n t s  o f  t ime s e r i e s  becmes  
less significant w i t h  longer  t i m e  bases, 
3-4-43, Watershed Behavior 
f n p r i n c i p l e ,  the func t i on  o f  a watershed is t o  serve as a system 
w i t h i n  which the rainfall-runoff transformation takes place,  
Watersheds may be considered as resekvo ias  i n  the  sense t h a t  t hey  
are able  to store  water.  There fo re ,  i t  i s  possible t o  establish models f o r  
a watershed system based on the  c on t i n u i t y  ?quation 
I a e Q = 8 %  (3.54) 
where I i s  t h e  input, Q i s  t h e  ou tpu t  and AS i s  the  change i n  s to rage  o f  t h e  
reservoi r ( o r  watershed) . From t h i s  fundamental equation the watershed 
mathematical models can be  cons t ruc ted .  
She content  o f  w a t e r  i n  the  watershed can be cons idered i n  d i f f e r e n t  
ways: either as soi l moisture storage capacity [Bagley, 1964], i n  which 
case t he re  e x i s t s  a physica.1 meaning as soil moisture i s  a hydrologic v a r i -
a b l e  suitable t o  be measured; or  as conceptual watershed storage [Prasad, 
19683, wh ich  integrates such k i n d s  o f  s torage  a s  groundwater, s o i l  moisture,  
i n t e r c e p t i o n s  and overland $ 1 p l u s  mo i s t u r e  i n  t he  atmosphere of  the  J~ 
1 
p h y s i  cal watershed,  
B n B a g l e y  9r; stschrast i c model, input  I n t o  soi 1 moi srrure s torage  is 1 
the d a i  By amounts of precipitation, E v a p a t r a n s p i  r a t  ion and  d e e p  percolation 1 i 
w h i c h  a r e  t h e  two sources o f  d i s c h a r g e  o f  mo i s t u r e  from the s o i l  reservoir II 

a r e  considered aa o u t p u t s .  The formulation sf  t h e  model i s  a s  f o l l w s :  d 
! 
t h e  i n p u t s  i n t o  t h e  s y s t em ,  a s  was s t a t e d  e a r l i e r ,  a r e  t h e  d a i l y  amounts ef 1 
a 
precipitation t h a t  vary from day to day ac co r d i n g  t o  a c e r t a i n  probability 1 
<i! 
d i s t r i b u t i o n ,  If these amounts o f  p r e c i p i t a t i o n  are l e ss  than the intake 
c a p a c i t y  of  the s o i l ,  the w a t e r  w i l l  b e  s t o r e d  i n  i t ,  When the  p r e c i p i t a t i o n  
amounts exceed t h a t  i n t a k e  c a p a c i t y ,  runoff w i  l l occur. The ou tpu t  from sthe 
system, d e e p  pcrcala t  ion and evapstranspi r a t i on ,  qapi 1 1  al lw an i n c ~ e a s ei n  
t h e  i n t a ke  capacity of t h e  s o i l .  T h u s ,  t h e  p rocesses  i n v o l v e d  a r e  p r e c i p i -
t a t i on ,  P ;  i n f i  ltration, I ( r )  ; evapo t ransp i ra t i on ,  ~ ( s ); and d e e p  perco la -
t ion ,  G ( s ) .  T h e  l a s t  th ree  processes a r e  f u n c t i o n s  o f  t h e  soi l  moisture 
s torage ,  s.  Thus, the  occurrence o f  r uno f f  i s  dependent upon  t h e  b e h a v i o r  
o f  the w a t e r s h e d  because according t o  the p reced ing  desc r i p t i on ,  runoff w i l l  
occur i f  
and  i t s  amount, R, w i l l  be 
R = P - [ I ( s )  + ~ ( s )+ ~ ( s ) ]  
Sirni~larly ,  surface runoff  w i  i! not  occur i f  
P 5 l ( s )  + ~ ( s )+ ~ ( s )  
Due t o  the dependence o f  I ( s) , E (S )  , and G(s)  on the  soi 1 rnoi s t u r e  
storage and t h e  influence of t h e s e  three processes on the  occurrence o f  
runoff ,  i t  is  possible t o  obtain t h e  p r o b a b i l i t y  o f  the runoff based on t h e  
p r o b a b i l i t y  distribution of t h e  s o i l  moisture process state, In o t h e r  
words, t h e  condit ions of the w a t e r s h e d  determine the occurrence of runof f .  
98 
I n  contrast to Bagley f l s  approach t o  the  problem, P r a s ad l s  work i s  
based on a conceptual, r a t h e r  than a phys i ca l ,  watershed storage. The wa t e r  
balance o f  t h e  watershed system was employed t o  f o rmu l a t e  h i s  s t o chas t i c  
model which  i s  
I n  equation (3.58) [ X t ,  teT)  i s  the rainfall, o r  i n p u t  stochastic process 
which h a s  a l r e a d y  been d e s c r i b e d ;  ( Y  ~ E T )i s  t h e  runof f ,  or  output  sto-t "  

chast ic  process where t h e  random variable Y r ep resen t s  t h e  to ta l  runoff 

8; 
amount Crm t h e  watershed i n  t ime  t - 1 ,  t; and ( Z t ,  teT) i s  t h e  conceptual 
watershed. or  t he  system stochastic process, where t h e  random variable Zt 
indicates t he  content sf wate r  i n  the  conceptual watershed a t  t ime  t ,  
' it mus t  be noted t h a t  the input  and o u t p u t  stochastic processes a r e  
the t o t a l  r a i n f a l l  and t he  total runo f f  from the  watershed, T h i s  implies 
t h a t  w i t h i n  t h e  watershed system a l l  sf the  other dynamic phenomena t h a t  
a f f e c t  t h e  creia%fall--runofftransformation process a r e  irnpliclt-ly considered, 
Prasad [I9681 f o u n d  t h a t  a b i v a r i a t e  Markov process could proper ly  
desc r i be  the  behavior sf the watershed system, This means t h a t  k n w i n g  
the  s t a t e  o f  the  rainfall ( i npu t )  process a t  any t i m e  t and t h e  s t a t e  
(content) o f  t h e  conceptual watershed process a t  t h a t  t ime, i t  i s  possible 
$0 determine, i n  probabi l i s t i s  terms, the  s t a t e  sf t he  runof f  process a t  
t h e  f o l l w i n g  t ime  tS1, and t h e  s t a t e s  o f  t h e  other processes (rainfall and 
conten t  o f  t he  conceptual watershed) a t  the time t + l ,  Therefore,  the sto-
chastic model o f  t he  w a t e r s h e d  allows the des c r i p t i o n  of  t h e  r a i n f a l l -
runof f  t ransformat ion p rocess  on a probab i l ( s t  ic bas i s. 
The o u t p u t  or runo f f  process i s  c l e a r l y  i n f l u e n c e d  by t h e  behavior 
of the  watershed, T h i s  f ace  has been recognized i n  t h e  formulation o f  sto-
chastic and d e t e m l n i s t i c  watershed models. I n  s tochast ic  watershed awaly-
s i s ,  i t  i s  supposed t h a t  the runof f  a t  any t i m e  depends upen the s t a t e  o f  
t h e  wate rshed  a t  the i m e d i a t e l y  preceding t ime and upon  the  f a c t o r s  t h a t  
a f f e c t  the  s t a t e  o f  the  watershed. Accord ingly ,  Prasad [ 19681 formulated 
the p r o b a b i l i t y  law of the runoff process i n  te rms of t he  s t a t e s  o f  the 
conceptual watershed process Zt and the  i n p u t  process Xt "  T h i s  i s  g iven  as  
where t h e  te rms  are as d e f i n e d  in the subsec t ion  above, 
T h i s  dependence o f  the r u n o f f  an t h e  p r e c e d i n g  cond i t i ons  OF t he  
watershed and r a i n f a l l  was a l s o  s tud ied  by Bag ley  [ l964]  I n  e f f e c t ,  twoa 
exp ress i ons  were es t ab l i shed  f o r  r uno f f  as  a function of t h e  amount of  daily 
rainfall. Such  exp ress i ons  we re  dependent upon the so i l  mo i s t u r e  deficiency, 
3-4-5. Determina t ion  -o f  Runoff Probabi l i t i e s  
The u l t i m a t e  o b j e c t i v e  o f  a watershed an a l y s i s  i s  to f i n d  t h e  
e s t i m a t e s  o f  the runoff g i ven  c e r t a i n  rainfall and wa te r shed  c ond i t i o n s .  
T h i s  can be  achieved from t h e  conditional probabilities o f  t he  processes 
t a k i n g  p l a c e  i n  t h e  watershed, 
The procedures f o r  determining r u n o f f  p r o b a b i l i t i e s  i n  t h e  t w o  
works reviewed ( ~ r a s a d l sand ~ a g l e y ~ s ) ,a re  based on t h e  probability laws 
o f  the  b i v a r i a t e  Marksv procgsr  and t he  s o i l  mois tu re  process r e s pe c t i v e l y ,  
The r e s u l t s  of the  two wo r k s ,  however, a r e  different i n  t h e  sense t h a t  Bagley 
ob ta ined  expected values o f  the runo f f  t h a t  were compared w i t h  a c t u a l  da ta ,  
w h i  le Prasad  ob t a i n ed  what wa s  c a l l e d  stochastic hyd r o g r a p h s  wki s h  r e l a t e  
t h e  amounts o f  runo f f  t o  t h e i r  probabilities, 
3 - 5 ,  R i v e r  
i n  p l ann i ng  f o r  t h e  development o f  a r i v e r  sys tem i t  i s  necessary t o  
k nw  not only the  q u a n t i t y  o f  w a t e r  i t  c a r r i e s  b u t  a l s o  t h e  sediment content 
and channel s t a b i l i t y .  The a p p l i c a t i o n s  o f  s t ocha s t i c  processes have also 
been use fu l  i n  t h e  study of t h e s e  last two c h a r a c t e r i s t i c s  o f  r i v e r s ,  
3-5- il of A38uvial Channels 
__lj._._p -
The development ~f an alluvial channel i s  caused by the close 
r e l a t i o n  between t he  t u r b u l e n t  f lw i n  the  channel and t h e  changing contours 
o f  t h e  loose sl\uvium, I n  t h i s  process t h ree  cmponen t s  must be considered:  
t h e  s t ream f lw hyd r o l ogy ;  t h e  t u r b u l e n t  f lmv o f  t h e  water; and t h e  movement 
o f  the sediment, A !  l of  these components a r e  s tochas t i c ,  Thus, the process 
o f  t h e  deve lopven t  o f  t h e  alluvial channel i s  essentially a s t o c h a s t i c  proc-  
e ss  [ B  r u k  and ~ o i i  19671.nov i6 
- -  
f u n c t i o n s  of t i m e  and p a s i t i o n  w h i c h  represent t h e  channel geometry. Such  
not ions as distribution Bunstions and sfa$istical msments can replace quali-
tative est imates  o f  the characteristics 08 a l l u v i a l  channels, Autocorre la-
t i o n  and spectral  a n a l y s i s  can serve f o r  the decomposition o f  periodicities 
of morphometric magnitudes. By means of s t a t i s t i c a l  a n a l y s i s ,  h y d r o l o g i c  
1 	 paramete rs  can be r e l a t e d  t o  morphotogic parameters such as meander wave 

length [Bruk and ~oiinovi, 19671. 

I sh ihara ,  lwasa and Takasao [I9671 assumed the formation o f  the 
channel distribution i n  a r i v e r  b a s i n  under the action of an external agency 
to be a stochastic process .  They, then, applied t h e  network theory t o  study 
t h e  process,  
3-5-2. 	 Sediment i n  Reservsirs 
_ _ P _ P 
The process o f  deposition sf sediments i n  a reservoir i s  o f  a sto-
chast  ic na tu re  [Yevdjevich, 1965; Murota, 19671. The  fo1 lawing description 
i s  presented by Murota. The o r i g i n s  o f  the sediments are  accidental mass 
4 
1 
1 	 movements o r  land-s l  i d e s  on rnountai n sides.  These movements are supposed 
11 	 to be caused  b y  heavy and concentrated rainfall and t h e  q u a n t i t y  sf sed i -
I 
7 rnents ( d e b r i s )  i s  proportional t o  t h e  t o t a l  rainfall. T h e  probability of 
j accurrence o f  a sed imen t  load i s  d i r e c t l y  r e l a t e d  t o  the  probability o f  
r a i n f a l l  occurrence, Once t h e  p s a b a h l i t y  distribution o f  sediment Bnflw 
i n t o  t h e  r e s e r v o i r  i s  known, t he  sediment deposition process may be deter-
: 

i 
l mined by t h e  queueing theory assuming t h a t  the  deposition behaves according 

I to a Markov process. 

1 
I The p rocess  o f  i n f l w  and deposition o f  sediments I n  Bakes and
1 
? 
reservoirs  has t o  be considered i n  the a n a l y s i s  o f  t h e i r  s to rage  and outflow 
3 
i 	 propert ies  because a s u b s t a n t i a l  deposition o f  sediments makes t hese  prop-
, 
A e r t i e s  change w i t h  time. T h i s  f a c t  has been investigated by Yevdjevich 
[1965, 19661 i n  h i s  studies O F  the stochastic problems present  i n  r e s e r v o i r  
j design,  
1 
i 
I 
, 	 3 6  Stochast ic i n  Water-Resources 
I 
Y 
P 

I 
r j  3-6-1 . General 
.i 
I 
1 
1 The hydrologic properties o f  a b a s i n  p l a y  a grea t  role i n  the 
, 

I economic development o f  t h a t  basin,  The sequences o f  r i v e r  flows ape

i 
l i k e l y  t o  be d i f f e r e n t  f rom p e r i o d  t o  p e r i o d .  Thus, dec i s i o n s  made f o r  
f u t u r e  g l a n s  w i t h  r espec t  t o  h i s t o r i c a l  r u n o f f  r e c o r d s  a r e  q u i t e  unreal i s t i c  
and may g i v e  m i s l e a d i n g  r e s u l t s ,  T h i s  d i f f i c u l t y  may p a r t i a l l y  be overcome 
w i t h  t h e  a p p l i c a t i o n  o f  s t o c h a s t i c  p rocesses  t o  hydrologic sequences and w i t h  
t h e  a i d  o f  e l e c t r o n i c  computers. I t  i s  p o s s i b l e  t o  make d e c i s i o n s  based 
on gene ra ted  p r obab l e  sequences o f  h y d r o l o g i c  even ts ,  t h u s  p r o v i d i n g  the  means 
f o r  sound economic a n a l y s i s  which  r e q u i r e  t h e  k n ~w l e d g eo f  t h e  f u t u r e  
ava i  l a b i  1 i t y  o f  wa te r ,  
3-6-2, Some 
P 
The impor tance of s t o c h a s t i c  h y d r o l o g i c  a n a t y s i  s o f  w a t e r  supp ly  
has been p o i n t e d  o u t  i n  t h e  development o f  a p l a n  Tor r e g u l a t i o n  o f  t h e  
Great  Lakes [ C l a r k  and Cavadias, 19671. I n such a p l a n ,  t h e  o b j e c t i v e  i r 
t o  d e t e rm i ne  the  ru les  f o r  estimation o f  outflows a t  seve ra l  p o i n t s  o f  t h e  
system a t  a c e r t a i n  t ime ,  based on t h e  knobsledge o f  t h e  p r e s e n t  levels  and 
t h e  e s t i m a t i o n  o f  t h e  f u t u r e  i n f l ows ,  T h e  imp l emen ta t i on  o f  a plan o f  
r e g u l a t i o n  r-equi r es  t h e  f o r e c a s t  o f  i n f l cw s ,  a u t f  lws,and l eve l  se Data 
g e n e r a t i o n  t echn i ques  become e s p e c i a l l y  impo r t an t  i n  t h e  a n a l y s i s  o f  these 
p l a n s ,  i n  p a r t i c u l a r ,  m u l t i v a r i a t e  t e chn i ques  i n  t he  simulation o f  i n f l o w  
sequences a r e  v e r y  u se f u l ,  
Maugham [I9651 has rev iewed t h e  most impo r t a n t  dec i  s i o n s  made on 
?he Cois rado  R i ve r ,  These d e c i s i o n s  we re  made frcx'ii t h e  ebse r va t i a n s  9.F t h e  
h i s t o r i c a l  f l w s  o f  t he  r i v e r  and on t h e  e s t ima t i o n  o f  f u t u r e  needs, He 
t hen  conduc ted  probab i 1 it y  s t u d i e s  w h i  ch  show t h a t  more a c cu r a t e  r e s u l t s  
wou ld  have been ob ta i ned  and less  c o n t r o v e r s i e s  wou l d  have r e s u l t e d  i f  t h e  
s t o c h a s t i c  methods f o r  h y d r o l o g i c  a n a l y s i s  had been a v a i l a b l e  a t  t h e  t ime 
when t hese  d e c i s i o n s  were made, 
I n  t h e  e v a l u a t i o n  o f  t h e  approach o f  t he  s equen t i a l  g ene r a t i o n  o f  
h y d r o l o g i c  i n f o rma t i o n ,  Chow [I9641 p o i n t s  o u t  s e ve r a l  aspec ts  concern ing  
t h e  impor tance  o f  s t o c h a s t i c  methods i n  t h e  economic ana l y s i s  o f  wa t e r  re-
sources  developments.  The use o f  s t o c h a s t i c  g ene r a t i o n  o f  h y d r o l o g i c  da ta  
allcws t h e  p l a nne r  o f  wa t e r  resources  systems t o  make many a l t e r n a t i v e  des i gns  
and t o  e s t ima t e  t h e  u n c e r t a i n t y  and t h e  r i s k  f o r  a g i ven  inves tmen t ,  
- - 
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