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Resumo
Um problema cla´ssico em aberto e´ determinar se, em domı´nios com fronteira, soluc¸o˜es
das equac¸o˜es de Navier-Stokes convergem, em um sentido apropriado, a uma soluc¸a˜o
das equac¸o˜es de Euler quando a viscosidade do fluido tende a zero. Baseados nesta
importante questa˜o, Kelliher, Lopes Filho e Nussenzveig Lopes examinaram, em [21],
o comportamento de escoamentos com viscosidade pequena em domı´nios limitados
com fronteira afastada, e descreveram condic¸o˜es precisas para que o escoamento li-
mite fosse regido pelas equac¸o˜es de Euler no espac¸o todo. O presente trabalho e´ uma
continuac¸a˜o natural do artigo mencionado, pois analisamos a dinaˆmica de escoamen-
tos tridimensionais incompress´ıveis com viscosidade pequena em torno de obsta´culos
distantes. Mais precisamente, apresentamos uma estimativa fina que indica um com-
portamento assinto´tico para famı´lias de soluc¸o˜es das equac¸o˜es de Navier-Stokes em
termos da viscosidade do escoamento e da localizac¸a˜o do obsta´culo, e contrasta-
mos a referida estimativa com aquela demonstrada no contexto dos escoamentos em
domı´nios limitados.
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Abstract
It is a classical open problem to determine if the vanishing viscosity limit can be
established in the presence of boundaries. Based on this important issue, Kelliher,
Lopes Filho and Nussenzveig Lopes studied in [21] the behavior of viscous incom-
presible flow in an expanding bounded domain when the viscosity is very small. To
be more precise, these three authors described conditions under which the limiting
flow satisfies the full space Euler equations. The present work is natural continu-
ation of the aforementioned research since we consider 3D incompressible viscous
flows around a distant obstacle along with the vanishing viscosity limit. Specificly,
we obtain such a polynomial decay which shows an asymptotic behavior of families
of 3D incompressible viscous flows, in the exterior of a single smooth obstacle, in
terms of both the obstacle position and the small viscosity. Our approach allows us
to compare our rate of convergence to that ones proved in [21].
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Introduc¸a˜o
As equac¸o˜es de Navier-Stokes constituem o modelo que e´ amplamente utilizado para
estudar o comportamento de escoamentos viscosos e incompress´ıveis em um domı´nio
Ω ⊂ R3 (d = 2, 3). Fixado T > 0, as referidas equac¸o˜es sa˜o
(NSν)

∂tu
ν + (uν · ∇)uν − ν∆uν = −∇pν em Ω× (0, T ),
div uν = 0 em Ω× [0, T ],
uν = 0 em ∂Ω× (0, T ),
uν(x, 0) = uν0(x) em Ω× {t = 0},
onde ν > 0 e´ a viscosidade cinema´tica do fluido, uν : Ω × [0, T ] → Rd e´ a sua
velocidade, pν : Ω × [0, T ] → R e´ a sua pressa˜o e uν0 : Ω → Rd e´ um dado inicial
para o sistema. Por outro lado, quando o escoamento e´ inv´ıscido, sa˜o as equac¸o˜es
de Euler que regem o seu comprotamento e a sua evoluc¸a˜o. Tais equac¸o˜es sa˜o dadas
por
(E)

∂tu
E + (uE · ∇)uE = −∇pE em Ω× (0, T ),
div uE = 0 em Ω× [0, T ],
uE · nˆ = 0 em ∂Ω× (0, T ),
uE(·, 0) = uE0 (·) em Ω× {t = 0},
onde uE : Ω × [0, T ] → Rd e´ a velocidade do fluido, pE : Ω × [0, T ] → R e´ a sua
pressa˜o e uE0 : Ω→ Rd e´ um dado inicial para o sistema e nˆ = nˆ(x) denota o vetor
normal em x ∈ ∂Ω, apontando para fora de Ω.
Uma cla´ssica pergunta da mecaˆnica de fluidos e´ se o comportamento das soluc¸o˜es
de (NSν) com viscosidade ν > 0 pequena e´, aproximadamente, aquele de uma
soluc¸a˜o de (E). Do ponto de vista da matema´tica, esta questa˜o pode ser colocada
da seguinte forma: se, para cada ν > 0, uν for uma soluc¸a˜o de (NSν), sera´ que
lim
ν→0
uν = uE,
1
em um sentido apropriado, onde uE e´ uma soluc¸a˜o de (E)? Este e´ o problema do
limite inv´ıscido, que quando Ω e´ o espc¸ac¸o todo possui resposta afirmativa. No
entanto, quando Ω e´ um domı´nio com fronteira na˜o vazia, o referido problema ainda
esta´ em aberto tanto no contexto das soluc¸o˜es suaves de (NSν) quanto no contexto
das soluc¸o˜es fracas. A maior dificuldade em tratar este problema e´ proveniente da
formac¸a˜o de camadas limites em torno da fronteira de Ω, o que resulta do fato de
as equac¸o˜es de Euler na˜o poderem satisfazer a condic¸a˜o de Dirichlet na fronteira
∂Ω. Resumidamente, existe uma vizinhanc¸a da fronteira na qual o escoamento e´
governado formalmente pelas equac¸o˜es de Prandtl para as quais, em geral, na˜o sa˜o
conhecidos resultados de boa-colocac¸a˜o (veja [30]).
Em [19], Kato obteve uma caracterizac¸a˜o para o problema do limite inv´ıscido,
cujo enunciado e´ o seguinte:
Teorema 0.1 Sejam uν0,u
E
0 ∈ L2(Ω) (ν > 0) campos com divergente nulo e su-
ponhamos que os mesmos sejam tangentes a` fronteira de Ω. Suponhamos tambe´m
que (uν0)ν>0 convirja a u
E
0 em L
2(Ω) quando ν → 0. Para cada ν > 0, seja uν uma
soluc¸a˜o fraca de NSν com dado inicial uν0, e digamos que u
E seja uma soluc¸a˜o suave
de (E) com dado inicial uE0 . As seguintes condic¸o˜es sa˜o equivalentes:
(a) lim
ν→0
uν = uE em L∞([0, T ];L2(Ω));
(b)
lim
ν→0
(
ν
∫ T
0
‖∇uν(·, t)‖L2(Γ(ν))dt
)
= 0,
onde Γ(ν) e´ uma ν-vizinhanc¸a de ∂Ω.
O crite´rio acima indica que a resoluc¸a˜o do problema do limite inv´ıscido depende
fundamentalmente do comportamento das soluc¸o˜es viscosas em vizinhanc¸as muito
pro´ximas a` fronteira de Ω. Destacamos que, ale´m do resultado em si, os argumentos
desenvolvidos por Kato a fim de demonstra´-lo tambe´m foram bastante frut´ıferos.
Em linhas gerais, estes se baseiam seguintes etapas:
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• Construc¸a˜o de um campo corretor uC que coincide com uE em ∂Ω, e´ nulo na
fronteira Γ(ν) e converge a zero em L∞([0, T ];L2(Ω));
• Aproximac¸a˜o de uE por uA := uE − uC com respeito a` norma do referido
espac¸o de func¸o˜es (observamos que uA se anula em ∂Ω);
• Aplicac¸a˜o de me´todos de energia a fim de obter estimativas que garantam que
lim
ν→0
‖uν − uA‖L∞([0,T ];L2(Ω)) = 0.
O problema em aberto supracitado e o crite´rio de Kato motivaram uma se´rie de
trabalhos que versam sobre a perturbac¸a˜o singular de domı´nios bidimensionais e tri-
dimensionais quando os mesmos encontram-se ocupados por fluidos incompress´ıveis
tanto inv´ıscidos quanto viscosos. Podemos observar dois diferentes enfoques em tal
estudo: em um deles, a perturbac¸a˜o singular do domı´nio e realizada considerando-se
escoamentos com viscosidade fixa; e no outro, a perturbac¸a˜o singular do domı´nio e´
tratada com a considerac¸a˜o adicional de que os escoamentos possuem viscosidade
positiva e muito pequena.
A seguir descrevemos de forma sucinta o conteu´do abordado nesta linha de tra-
balhos recentes. Em [17], foi estabelecida uma ana´lise do comportamento de es-
coamentos bidimensionais inv´ıscidos em torno de obsta´culos muito pequenos, em
[18], um estudo para escoamentos viscosos foi realizado com o mesmo enfoque, e,
baseados neste u´ltimo, foi desenvolvido em [15] um estudo ana´logo para o caso
tridimensional; em [27], foram considerados escoamentos bidimensionais inv´ıscidos
em um domı´nio limitado com buracos, sendo um deles muito pequeno; em [20] foi
realizada uma ana´lise para escoamentos bibimensionais, tanto inv´ıscidos, quanto
viscosos, em domı´nios limitados expandidos; em [23] foram estudados escoamentos
inv´ıscidos bidimensionais em torno de obsta´bulos pequenos tendendo a uma curva,
e, em [24], tal estudo foi tambe´m estabelecido para escoamentos viscosos.
Ale´m dos trabalhos [15], [17], [18], [20], [23], [24] e [27], onde sa˜o considerados es-
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coamentos com viscosidade fixa e o domı´nio e´ singularmente perturbado, destacamos
os trabalhos [16] e [21] nos quais a perturbac¸a˜o singular de domı´nios bidimensionais
e tridimensionais e´ confrontada com a suposic¸a˜o de que os escoamentos possuem
viscosidade pequena. E´ importante enfatizar que os dois u´ltimos artigos estimulam
fortemente o estudo que sera´ desenvolvido no decorrer deste texto. Antes de apresen-
tarmos maiores esclarecimentos sobre isto, observamos que, em [16], foram tratados
escoamentos em torno de obsta´culos muito pequenos e, em [21], a investigac¸a˜o se
colocou no contexto de domı´nios limitados muito expandidos. Neste u´ltimo, argu-
mentos de energia baseados no crite´rio de Kato permitiram a obtenc¸a˜o de estimati-
vas precisas que indicam que o escoamento limite e´ regido pelas equac¸o˜es de Euler
no espac¸o todo. De maneira geral, o resultado central de [21] revela que a fron-
teira distante de um limitado expandido exerce uma influeˆncia no estabelecimento
do limite inv´ıscido. Nesta tese, consideramos escoamentos tridimensionais incom-
press´ıveis com viscosidade pequena em torno de obsta´culos distantes que, de outra
forma, tambe´m e´ um problema de perturbac¸a˜o singular de domı´nios que possuem
fronteira distante. O objetivo aqui e´ investigar a influeˆncia da fronteira afastada no
comportamento do escoamento com viscosidade pequena, sendo esta uma aborda-
gem que permitira´ uma comparac¸a˜o entre o nosso estudo e aquele desenvolvido em
[21].
Introduzamos algumas notac¸o˜es a fim de que possamos enunciar o resultado
central do nosso trabalho. Seja Ω0 ⊂ R3 um domı´nio limitado e suave, e supohamos
que R3 \ Ω¯0 seja conexo e simplesmente conexo. Ale´m disso, para cada R > 0, sejam
ΩR = Ω0 + (R, 0, 0), ΠR = R3 \ Ω¯R e ΓR = ∂ΩR = ∂ΠR. Agora, consideremos os
espac¸os de func¸o˜es
D(ΠR) = {Ψ ∈ C∞c (ΠR); div Ψ = 0 em ΠR},
H(ΠR) = D(ΠR)‖·‖L2(ΠR)
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= {f ∈ L2(Π); div f = 0 e f · n̂|∂ΠR = 0}
e
H1(ΠR) = D(ΠR)‖·‖W1,2(ΠR)
= {f ∈ W 1,2(ΠR); div f = 0 e f |∂ΠR = 0}.
Assim, temos o
Teorema 0.2 Seja ω0 ∈ C∞c (R3;R3) um campo com divergente nulo, ponhamos
u0(x) =
−1
4pi
∫
R3
(x− y)
|x− y|3 × ω0(y)dy
e consideremos a u´nica soluc¸a˜o suave u = u(x, t) do sistema (E), com condic¸a˜o
inicial u0. Ale´m disso, denotemos por T
∗ o tempo de existeˆncia de u e fixemos
T ∈ (0, T ∗) arbitrariamente. Agora, para cada ν > 0 e para cada R > 0, sejam
(a) uR um campo vetorial em ΠR com as seguintes propriedades: u
R possui diver-
gente nulo, se anula em uma vizinhanc¸a de ΓR e satisfaz
‖uR − u‖L∞([0,T ];W 1,2(ΠR)) = O(R−2)
quando R→∞;
(b) u0,R a projec¸a˜o ortogonal de u0|ΠR sobre H(ΠR);
(c) uν,R ∈ L∞(0, T ;H(ΠR)) ∩ L2(0, T ;H1(ΠR)) uma soluc¸a˜o fraca de Leray-Hopf
para as equac¸o˜es de Navier-Stokes em ΠR, com dado inicial u0,R (veja a De-
finic¸a˜o 2.1 e o Teorema 2.11).
Enta˜o existe uma constante C = C(T,Ω0, ω0) > 0 tal que
‖uν,R(t)− uR(t)‖2L2(ΠR) + ν
∫ t
0
‖∇uν,R(τ)−∇uR(τ)‖2L2(ΠR)dτ ≤ C
(
1
R2
+ ν
)
para quase todo t ∈ [0, T ] e para todo R > 0 suficientemente grande.
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Com isso, chegamos a` seguinte conclusa˜o:
Corola´rio 0.3 Consideremos as mesmas hipo´teses do Teorema 0.2. Enta˜o existe
uma contante C = C(T,Ω0, ω0) > 0 tal que
‖uν,R − u‖L∞([0,T ];L2(ΠR)) ≤ C
(
1
R
+
√
ν
)
.
Em particular, temos
‖uν,R − u‖L∞([0,T ];L2(ΠR)) → 0
quando R→∞ e ν → 0.
As informac¸o˜es do Teorema 0.2 e do Coroloa´rio 0.3 apontam que a fronteira
distante influencia o comportamento do escoamento com viscosidade pequena, e
que tal influeˆncia e´ mais efetiva aqui do que no caso analisado em [21] (consulte o
Teorema 4.10, cujo enunciado pode ser encontrado na sec¸a˜o 4.4 do nosso trabalho).
Este texto esta´ estruturado em 4 cap´ıtulos, como descreveremos a seguir. No
Cap´ıtulo 1, fixando definic¸o˜es e fatos ba´sicos que sera˜o utilizados no decorrer do
texto. Comec¸amos o cap´ıtulo recordando certos resultados de Ana´lise Funcio-
nal, tais como algumas caracterizac¸o˜es para conjuntos ortonormais completos em
espac¸os de Hilbert, a decomposic¸a˜o ortogonal de Weyl-Leray-Hopf e a desigualdade
de Ladyzhenskaya. Nas u´ltimas sec¸o˜es apresentamos a aplicac¸a˜o que descreve a tra-
jeto´ria das part´ıculas de um fluido suave e incompress´ıvel, e estudamos algumas das
propriedades da soluc¸a˜o suave das equac¸o˜es de Euler no espac¸o todo.
No Cap´ıtulo 2, utilizamos o me´todo de Faedo-Galerkin a fim construirmos uma
soluc¸a˜o fraca de Leray-Hopf (veja [14] e [26]) para as equac¸o˜es de Navier-Stokes em
um domı´nio exterior suave.
No Cap´ıtulo 3, estudamos o comportamento no infinito da velocidade das equac¸o˜es
de Euler no espac¸o todo, do seu campo-corrente, e da pressa˜o escalar associada.
Ale´m disso, mostramos que uma certa relac¸a˜o distribuicional conhecida para soluc¸o˜es
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fracas de Leray-Hopf pode ser estendida para campos-teste que na˜o possuem suporte
compacto, mas decaem suficientemente ra´pido no infinito.
No Cap´ıtulo 4, desenvolvemos um estudo sobre escoamentos tridimensionais in-
compress´ıveis com viscosidade pequena em torno de obsta´culos distantes. Inicial-
mente, constu´ımos aproximac¸o˜es para a soluc¸a˜o suave das equac¸o˜es de Euler base-
ados na argumentac¸a˜o desenvolvida por Kato em [19]. Ale´m disso, tambe´m cons-
tru´ımos uma famı´lia de dados iniciais para os escoamentos viscosos em torno dos
obsta´culos distantes, e demonstramos um resultado de convergeˆncia envolvendo estes
dados iniciais e o dado inicial considerado para as equac¸o˜es de Euler. Em seguida,
efetuamos ca´lculos heur´ısticos que sugerem a validade do teorema central enunciado
acima, e apresentamos justificativas rigorosas para o mesmo na sec¸a˜o subsequente.
Finalizamos este texto, contrastando a nosso estudo com aquele desenvolvido em
[21].
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Cap´ıtulo 1
Definic¸o˜es e resultados ba´sicos
Neste cap´ıtulo, visamos a fazer uma ra´pida exposic¸a˜o acerca de alguns rudimentos
ba´sicos que sa˜o necessa´rios a` compreensa˜o do nosso trabalho.
1.1 Resultados de Ana´lise Funcional
Esta sec¸a˜o e´ dedicada a uma breve explanac¸a˜o sobre os sistemas ortonormais com-
pletos em espac¸os com produto interno. E´ conhecido que, para cada espac¸o E com
produto interno, estes sistemas sa˜o, precisamente, os elementos maximais do con-
junto ordenado (pela relac¸a˜o de inclusa˜o) de todas as famı´lias ortonormais existentes
em E. Apesar desta caracaterizac¸a˜o, a definic¸a˜o mais comum para este conceito e´
a seguinte:
Definic¸a˜o 1.1 Seja E um espac¸o com produto interno. Um subconjunto ortonormal
S de E e´ dito completo se S⊥ = {0}.
Com esta definic¸a˜o, temos a
Proposic¸a˜o 1.2 Seja E um espac¸o separa´vel com produto interno. Enta˜o existe
um conjunto ortonormal completo e enumera´vel em E.
Demonstrac¸a˜o: Veja o Teorema 3.6-4(a) de [22] (na pa´gina 171). 
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Observac¸a˜o 1.3 Os u´nicos espac¸os de Hilbert que admitem subconjuntos ortonor-
mais completos enumera´veis sa˜o os separa´veis, o que pode ser visto no Teorema
3.6-4(b) de [22].
Ale´m disso, destacamos que os conjuntos ortonormais completos possuem certas
propriedades que os tornam extremamente relevantes na teoria dos espac¸os de Hil-
bert (veja [12]). Na verdade, algumas delas sa˜o equivalentes a` Definic¸a˜o 1.1, como
pode ser visto no
Teorema 1.4 Seja E um espac¸o de Hilbert real e consideremos um conjunto orto-
normal S = {xn;n ∈ N} em E. Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
(a) S e´ completo;
(b) O subespac¸o de E gerado por S e´ denso em E;
(c) x =
∞∑
n=1
(x|xn)xn para cada x ∈ E;
(d) (x|y) =
∞∑
n=1
(x|xn)(y|xn) para quaisquer x, y ∈ E;
(e) ‖x‖2 =
∞∑
n=1
|(x|xn)|2 para cada x ∈ E.
A expressa˜o dada em (e) e´ conhecida como Identidade de Parseval.
Demonstrac¸a˜o: Este teorema sintetiza parte das concluso˜es obtidas na Sec¸a˜o 3.6
de [22]. Veja as pa´ginas 167-175 do referido livro ou consulte [12]. 
1.2 Sobre a decomposic¸a˜o de Weyl-Leray-Hopf
Em virtude do teorema de Hodge, e´ conhecido que todo campo vetorial F ∈ L2(Rn)
(n ∈ N) se exprime de maneira u´nica como
F = F1 + F2,
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onde F1 e´ um campo de divergente nulo e F2 e´ um campo gradiente. Assim, fica esta-
belecida uma decomposic¸a˜o de L2(Rn) como soma direta de dois de seus subespac¸os,
sendo estes ortogonais. Para um estudo detalhado do assunto, recomendamos os li-
vros [28] e [29].
Neste trabalho, contamos com a validade de uma tal decomposic¸a˜o para o espac¸o
L2(Π), onde Π e´ o complementar de um subconjunto compacto de R3 (domı´nio
exterior), que possui fronteira suave. Precisamente, com as notac¸o˜es
D(Π) = {Ψ ∈ C∞c (Π); div (Ψ) = 0},
H(Π) = D(Π)‖·‖L2(Π)
e
G(Π) = {w ∈ L2(Π);w = ∇p para algum p ∈ L1loc(Π)},
podemos apresentar um resultado que e´ conhecido como a decomposic¸a˜o de Weyl-
Leray-Hopf, sendo este o ana´logo do teorema de Hodge no contexto de certas classes
de domı´nios com fronteira (como domı´nios exteriores suaves, por exemplo). Mais
precisamente, temos o
Teorema 1.5 Seja Π um domı´nio exterior em R3, com fronteira suave. Enta˜o
H(Π) e G(Π) sa˜o subespac¸os ortogonais de L2(Π) (isto e´, v⊥w sempre que v ∈ H(Π)
e w ∈ G(Π)) tais que
L2(Π) = H(Π)⊕G(Π).
Demonstrac¸a˜o: Veja o Teorema III.1.1, que se encontra na pa´gina 145 de [11]. 
Observac¸a˜o 1.6 (a) O Teorema 1.5 e´ va´lido em domı´nios exteriores de Rn, para
todo n ≥ 2, o que tambe´m encontra-se demonstrado em [11];
(b) Com a regularidade suposta para a fronteira de Π no teorema acima, foi de-
montrado em [11] que H(Π) e´ precisamente o subespac¸o fechado de L2(Π)
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formado pelos campos vetoriais que possuem divergente nulo e sa˜o tangentes
a` fronteira de Π, ou seja,
H(Π) = {v ∈ L2(Π); div v = 0 e v · n̂|∂Π = 0},
onde n̂ e´ o campo de vetores normais apontando para fora de ∂Π e os valores
de u · n̂ em pontos desta fronteira sa˜o compreendidos no sentido da aplicac¸a˜o
trac¸o.
Observac¸a˜o 1.7 Em [11] foi estabelecida uma equivaleˆncia entre o Teorema 1.5 e
o seguinte problema: dado u ∈ L2(Π), encontrar um u´nico (a menos de adic¸a˜o com
uma constante) p : Ω→ R tal que
(a) p ∈ D1,2(Π) = {v ∈ L1loc(Π);∇v ∈ L2(Π)};
(b)
∫
Π
(∇p− u) · ∇Ψ(x)dx = 0 para todo Ψ ∈ D1,2(Π).
E´ atrave´s deste novo formato que a decomposic¸a˜o de Weyl-Leray-Hopf e´ obtida em
[11] (veja o Lema III.1.2 na pa´gina 146 do referido livro).
1.3 A desigualdade de Friedrichs e a desigualdade
de Ladyzhenskaya
Nesta sec¸a˜o, apresentaremos duas desigualdades que sera˜o utilizadas no decorrer dos
Cap´ıtulos 2 e 3. Enquanto uma delas (desigualdade demonstrada por Friedrichs em
1933) nos auxiliara´ no emprego do Me´todo de Faedo-Galerkin, visando a` obtenc¸a˜o
de uma soluc¸a˜o fraca para as equac¸o˜es de Navier-Stokes em um domı´nio exterior
(Teorema 2.11), a outra (desigualdade de Ladyzhenskaya) nos deixara´ a par do
mergulho cont´ınuo
W 1,20 (R3) ↪→ L4(R3),
onde W 1,20 (R3) = C∞c (R3)
‖·‖W1,2(R3) , o que sera´ muito oportuno na demontrac¸a˜o da
Proposic¸a˜o 3.14. No pro´ximo lema, apresentaremos a primeira das desigualdades
supramencionadas.
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Lema 1.8 Sejam a > 0, q ∈ [1,∞) e consideremos o cubo C = (0, a)3. Enta˜o para
cada n ∈ N existem n campos vetoriais w1, w2, . . . , wn ∈ L∞(C) (dependendo apenas
de C e de n) tais que
‖w‖qLq(C) ≤
n∑
i=1
∣∣∣∣∫C wi · w
∣∣∣∣q + (6a)q2nq/3‖∇w‖qLq(C)
para todo campo vetorial w ∈ W 1,q(C).
Demonstrac¸a˜o: Veja o Lema II.5.2 na pa´gina 73 de [11]. 
Agora, passemos a` segunda desigualdade em questa˜o.
Lema 1.9 Para cada f : R3 −→ R em W 1,20 (R3), e´ va´lida a desigualdade
‖f‖L4(R3) ≤ 4
√
4‖f‖1/4L2(R3)‖∇f‖3/4L2(R3).
Demonstrac¸a˜o: Veja o livro [25], onde a autora prova a referida desigualdade no
contexto das func¸o˜es suaves (Lema 2, pa´gina 9), mas argumenta, na pa´gina 8, sobre
a validade da mesma para func¸o˜es em W 1,20 (R3). 
A seguir, explicaremos por que a desigualdade do Lema 1.9 pode ser estendida
para func¸o˜es (ou campos vetoriais) definidos em um domı´nio exterior suave Π ⊂ R3.
Antes disso, seja
H1(Π) := D(Π)‖·‖W1,2(Π) = {v ∈ W 1,2(Π); div v = 0 e v|∂Π = 0},
onde os valores de v em ∂Π sa˜o compreendidos no sentido da aplicac¸a˜o trac¸o. Sali-
entamos que a segunda igualdade conta com fato de Π possuir fronteira suave (veja
[11] para mais informac¸o˜es).
Observac¸a˜o 1.10 Seja v ∈ H1(Π) e consideremos
v˜(x) =

v(x) se x ∈ Π;
0 se x ∈ R3 \ Π.
E´ conhecido que
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(a) v˜ ∈ W 1,2(R3);
(b) ∇v˜ = ∇˜v;
(c) ‖v‖W 1,2(Π) = ‖v˜‖W 1,2(R3)
(veja a Proposic¸a˜o 2 da pa´gina 79 de [5]). Portanto, utilizando o Lema 1.9, vem
que
‖v‖L4(Π) = ‖v˜‖L4(R3) ≤ 4
√
4‖v˜‖1/4L2(R3)‖∇v˜‖3/4L2(R3)
=
4
√
4‖v˜‖1/4L2(R3)‖∇˜v‖3/4L2(R3)
=
4
√
4‖v‖1/4L2(Π)‖∇v‖3/4L2(Π),
como deseja´vamos verificar.
1.4 A trajeto´ria das part´ıculas de um escoamento
incompress´ıvel
Nesta sec¸a˜o, introduzimos de forma breve uma aplicac¸a˜o que permite estudar o
comportamento de um fluido incompress´ıvel atrave´s da ana´lise da evoluc¸a˜o de cada
uma de suas part´ıculas ao longo do tempo.
Consideremos um escoamento que ocupa o espac¸o Rn e suponhamos que sua ve-
locidade em x ∈ Rn seja v = v(x, t) em cada instante t ≥ 0. Fixemos a configurac¸a˜o
do escoamento no instante em que comec¸amos a observa´-lo (e convencionemos que
este instante seja t0 = 0). Estamos em busca de uma famı´lia a um paraˆmetro de
mapas
Xt : Rn −→ Rn (t ≥ 0),
que associam cada part´ıcula α ∈ Rn da configurac¸a˜o inicial do escoamento na sua
nova posic¸a˜o Xt(α) = X(α, t) no instante t.
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No caso em que v : Rn × (0,∞) −→ Rn e´ suave (este e´ o nosso contexto de
interesse!), o teorema de existeˆncia e unicidade cla´ssico garante boa colocac¸a˜o para
o problema de Cauchy 
dX
dt
(α, t) = v(X(α, t), t);
X(α, 0) = α,
para cada α ∈ Rn pertencente a` configurac¸a˜o inicial mencionada. Cada um desses
paraˆmetros α ∈ Rn e´ chamado de marcador lagrangeano e da´ origem a` curva em Rn
Cα = {x ∈ Rn;x = X(α, t) para algum t ≥ 0}
que descreve a sua trajeto´ria a` medida que o seu movimento se realiza. Assim, ja´
encontra-se devidamente definida a famı´lia de mapas {Xt; t ≥ 0} nos padro˜es que
foram estabelecidos inicialmente.
Agora, fixemos um domı´nio Ω0 ⊂ Rn no instante em que o fluido comec¸a a ser
observado, e consideremos o domı´nio material
X(Ω0, t) = {X(α, t);α ∈ Ω0}
para cada t ≥ 0. Utilizando esta notac¸a˜o e o fato de X ser a soluc¸a˜o do problema de
Cauchy supracitado, chegamos a` conclusa˜o de que a referida aplicac¸a˜o transforma
Ω0 em X(Ω0, t) em cada instante de tempo t, e que o campo v = v(x, t) e´ tangente
a` curva delineada pela trajeto´ria de cada marcador lagrangeano α ∈ Ω0.
O pro´ximo resultado permite traduzir informac¸o˜es do sistema de coordenadas
f´ısico (onde cada vetor em Rn pode ser denotado pela n-upla x = (x1, x2, . . . , xn))
em termos do sistema de coordenadas lagrangeanas (onde cada vetor em Rn e´ visto
como um marcador lagrangeano) e vice-versa. Precisamente, definindo
J(α, t) = det(∇αX(α, t)),
temos a
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Proposic¸a˜o 1.11 Sejam v = v(x, t) e X = X(α, t) os campos mencionados ante-
riormente. Enta˜o
dJ
dt
= (divxv)|(X(α,t),t)J(α, t).
Demonstrac¸a˜o: Veja a Proposic¸a˜o 1.2 na pa´gina 5 de [28]. 
Uma outra relac¸a˜o igualmente u´til e importante nesta teoria e´ a fo´rmula do
transporte, que auxilia, por exemplo, no processo de deduc¸a˜o das equac¸o˜es de Navier-
Stokes (veja [29]). O enunciado desta fo´rmula e´ o seguinte:
Proposic¸a˜o 1.12 Seja Ω ⊂ Rn um domı´nio aberto e limitado, com fronteira suave,
e continuemos com as aplicac¸o˜es X e v vistas acima. Enta˜o, para toda func¸a˜o suave
f = f(x, t), temos
d
dt
∫
X(Ω,t)
f(x, t)dx =
∫
X(Ω,t)
[ft + divx(fv)](x, t)dx.
Demonstrac¸a˜o: Uma demonstrac¸a˜o deste fato pode ser encontrada em [7]. Na
verdade, a refereˆncia citada apresenta uma deduc¸a˜o para o caso em que n = 3, que
e´ exatamente o contexto no qual este trabalho encontra-se inserido. 
Na pro´xima definic¸a˜o, relembraremos, do ponto de vista matema´tico, o impres-
cind´ıvel conceito de escoamento incompress´ıvel.
Definic¸a˜o 1.13 Um escoamento (X(·, t))t≥0 e´ dito incompress´ıvel se, para todo t >
0 e para todo subdomı´nio suave Ω ⊂ Rn, temos
vol (X(Ω, t)) = vol (Ω),
onde vol (·) denota a medida de Lebesgue em Rn.
Observac¸a˜o 1.14 Caso um escoamento seja incompress´ıvel, e´ fa´cil verificar a va-
lidade da condic¸a˜o div xv = 0. Com efeito, aplicando a fo´rmula do transporte com
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a func¸a˜o constante f(x, t) = 1, obtemos
0 =
d
dt
[vol (X(Ω, t))] =
∫
X(Ω,t)
divxvdx
para todo domı´nio Ω ⊂ Rn que seja aberto, limitado e suave. Assim, a arbitrariedade
do domı´nio Ω garante imediatamente o fato de v possuir divergente nulo. Esta
conclusa˜o, associada a` Proposic¸a˜o 1.11, implica
dJ
dt
= 0,
isto e´, J(α, t) = J(α, 0) = 1 para todo marcador lagrangeano α ∈ Rn e para todo
t ≥ 0.
O pro´ximo resultado ampliara´ as concluso˜es da Observac¸a˜o 1.14, apresentando
certas caracterizac¸o˜es para escoamentos que sejam suaves e incompress´ıveis.
Proposic¸a˜o 1.15 Acerca de um escoamento suave X(·, t) (associado a um campo
velocidade v = v(x, t)), as seguintes afirmac¸o˜es sa˜o equivalentes:
(a) O escoamento e´ incompress´ıvel;
(b) div v = 0;
(c) J(α, t) = 1 para todo marcador lagrangeano α ∈ Rn e para todo t ≥ 0.
Na pro´xima sec¸a˜o, apresentaremos as equac¸o˜es de Euler no espac¸o R3 e, por esta
raza˜o, retomaremos parte desta discussa˜o sobre a aplicac¸a˜o que descreve a trajeto´ria
de cada part´ıcula de um escoamento suave e incompress´ıvel.
1.5 Sobre as equac¸o˜es de Euler no espac¸o R3
Nesta u´ltima sec¸a˜o do cap´ıtulo, fazemos uma exposic¸a˜o sobre as equac¸o˜es de Euler
incompress´ıveis. Estas equac¸o˜es constituem um sistema que modela desde escoa-
mentos hidrodinaˆmicos mais simples ate´ o fenoˆmeno da formac¸a˜o de vo´rtices na
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esteira de um avia˜o. O referido sistema de equac¸o˜es foi introduzido por Leonhard
Euler em um artigo cla´ssico de 1757, no qual o autor acreditava ter desvendado to-
das as facetas relativas a` mecaˆnica dos fenoˆmenos que pudessem ser descritos pelas
suas equac¸o˜es. Um ind´ıcio deste fato e´ que o in´ıcio do primeiro para´grafo do seu
artigo dizia:
“Se ainda houver dificuldades, estas na˜o sera˜o provenientes da mecaˆnica, mas
apenas da ana´lise...”
Ale´m de ser um modelo bastante utilizado no estudo da dinaˆmica dos fluidos
incompress´ıveis, Arnold indicou em [2] que as equac¸o˜es de Euler poderiam ser es-
tudadas de um ponto de vista geome´trico. Posteriormente, em [8], foi desenvolvida
a proposta feita por Arnold e as soluc¸o˜es cla´ssicas das equac¸o˜es de Euler tambe´m
passaram a ser interpretadas como geode´sicas do grupo de Lie formado pelos di-
feomorfismos que preservam volume (estando tal grupo munido de uma estrutura
riemanniana adequada).
Neste trabalho, na˜o discutimos as questo˜es relacionadas a` deduc¸a˜o das equac¸o˜es
de Euler, mas destacamos que [7], [28] e [29] sa˜o boas refereˆncias acerca deste as-
sunto. Finalmente, o sistema de equac¸o˜es que justifica a presente sec¸a˜o e´ o seguinte:
(E)

∂tu+ (u · ∇)u+∇p = 0 em R3 × (0,∞),
div u = 0 em R3 × [0,∞),
u(x, 0) = u0(x) em R3 × {t = 0},
onde o campo u denota a velocidade do fluido e a func¸a˜o escalar p denota a pressa˜o
do mesmo. Ale´m disso, destacamos que a primeira EDP do sistema e´ interpretada
como uma lei de conservac¸a˜o do momento, enquanto a segunda assinala a condic¸a˜o
de incompressibilidade do escoamento (veja a Proposic¸a˜o 1.15).
Antes de fazermos considerac¸o˜es a respeito da existeˆncia de soluc¸a˜o para (E),
apresentamos um campo de vetores que esta´ fortemente ligado a` quantidade de
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rotac¸a˜o de um fluido, posto que sua direc¸a˜o e´ aquela em relac¸a˜o a qual o fluido gira
(veja [28] e [29]).
Definic¸a˜o 1.16 Seja u = u(x, t) = (u1(x, t), u2(x, t), u3(x, t)) um campo velocidade
suave. A vorticidade associada a u e´ o campo de vetores suave ω = ω(x, t), definido
por
ω = rot u = (∂2u3 − ∂3u2, ∂3u1 − ∂1u3, ∂1u2 − ∂2u1) .
Para cada dado inicial u0 ∈ Cs(R3), com s > 1, e´ conhecida a existeˆncia de um
tempo T ∗ > 0 tal que o sistema (E) admite uma u´nica soluc¸a˜o u ∈ Cs([0, T ]× R3)
para cada T ∈ (0, T ∗) (veja o Teorema 4.2.1 na pa´gina 77 de [6]). O pro´ximo teorema
traz informac¸o˜es adicionais sobre esta soluc¸a˜o no caso em que u0 possui rotacional
com suporte compacto.
Teorema 1.17 Sejam u0, u, T
∗ e T como acabamos de descrever, e suponhamos
que ω0 = rot u0 possua suporte compacto. Ale´m disso, ponhamos ω(u) = rot u. Sa˜o
va´lidas as seguintes propriedades:
(a) u ∈ L∞(0, T ;Cs(R3)) e a pressa˜o p ∈ C([0, T ];C1(R3)) associada a u satisfaz
∇p ∈ L∞(0, T ;La(R3)) para todo a ∈ (1,∞];
(b) ω = ω(u) ∈ L∞(0, T ;La(R3)) para todo a ∈ [1,∞], sendo (‖ω‖L∞(0,T ;La(R3)))a∈(1,∞]
uniformemente limitado;
(c) {r > 0; supp(ω) ⊂ B¯r(0)× [0, T ]} 6= ∅;
Demonstrac¸a˜o: Estas propriedades foram todas deduzidas na pa´gina 17 de [21]
(Teorema 7.1). Apesar disso, forneceremos posteriormente maiores detalhes sobre a
validade do item (c) (Observac¸a˜o 1.21). 
Estando pro´ximos do fim deste cap´ıtulo, fixamos nossa atenc¸a˜o em uma dis-
cussa˜o que conduzira´ a` justificativa do Teorema 1.17(c). Como parte deste precesso,
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apresentamos propriedades que relacionam os campos u e ω (obtidos no referido teo-
rema) ou fornecem algumas de suas caracter´ısticas mais nota´veis. Com este intuito,
o primeiro passo e´ obter um sistema que descreva a evoluc¸a˜o do campo vorticidade
ω. Aplicando o rotacional em cada termo da equac¸a˜o
∂tu+ (u · ∇)u+∇p = 0,
e´ poss´ıvel obter
∂tω + (u · ∇)ω = (ω · ∇)u
(veja [29]) e, assim, acoplando esta u´ltima EDP com as duas condic¸o˜es naturais
satisfeitas por u e ω, temos o sistema
(V )

∂tω + (u · ∇)ω = (ω · ∇)u em R3 × (0,∞),
div ω = 0 em R3 × [0,∞),
ω = rot u em R3 × [0,∞).
Ressaltamos que (V ) foi deduzido a partir da existeˆncia de uma soluc¸a˜o suave
de (E) como no Teorema 1.17. Entretanto, como o campo velocidade u aparece na
EDP que rege a evoluc¸a˜o da vorticidade ω, gostar´ıamos de conhecer uma relac¸a˜o
que exprimisse o campo u em func¸a˜o do campo ω. O pro´ximo resultado fornece tal
relac¸a˜o, que e´ conhecida como Lei de Biot-Savart.
Proposic¸a˜o 1.18 Sejam u e ω como no Teorema 1.17. Sa˜o va´lidas as seguintes
afirmac¸o˜es:
(a) A condic¸a˜o div ω = 0 e´ necessa´ria e suficiente para que o sistema
rot v = ω,
div v = 0,
admita uma u´nica soluc¸a˜o. Portanto, u e´ exatamente esta soluc¸a˜o.
(b) A condic¸a˜o div ω = 0 implica a relac¸a˜o
u = −rot ψ,
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onde o campo-corrente ψ e´ a u´nica soluc¸a˜o de ∆ψ = ω, que e´ dada explicita-
mente por
ψ(x) =
1
4pi
∫
R3
ω(y)
|x− y|dy.
Com isso, temos a Lei de Biot-Savart
u(x) =
1
4pi
∫
R3
(x− y)
|x− y|3 × ω(y)dy,
que permite expressar o campo velocidade u em termos da sua vorticidade ω.
Demonstrac¸a˜o: Este resultado e´ um caso particular da Proposic¸a˜o 2.16 de [28]
(pa´gina 72). De fato, e´ poss´ıvel demonstrar esta proposic¸a˜o admitindo que ω seja
dotado de menos decaimento no infinito. 
Outro fato que merece destaque no estudo do sistema (E) e´ que este modela
escoamentos suaves que conservam diversas quantidades especiais, tais como o fluxo
total da velocidade
V(t) =
∫
R3
u(x, t)dx,
o fluxo total da vorticidade
W(t) =
∫
R3
ω(x, t)dx
e a energia cine´tica
E(t) = 1
2
∫
R3
|u(x, t)|2dx.
Para ver a demonstrac¸a˜o de que estas e outras quantidades relacionadas ao sistema
(E) sa˜o func¸o˜es constantes da varia´vel temporal, recomendamos uma consulta a`
Proposic¸a˜o 1.12 da pa´gina 24 de [28].
A pro´xima proposic¸a˜o traz uma expressa˜o para as derivadas do campo velocidade
u. Ponhamos u = (u1, u2, u3) e denotemos por ∇u a matriz Jacobiana (∂iuj)3i,j=1
associada a u.
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Proposic¸a˜o 1.19 Sejam u e ω como no Teorema 1.17. A validade da Lei de Biot-
Savart
u(x, t) =
1
4pi
∫
R3
(x− y)
|x− y|3 × ω(y, t)dy
implica a relac¸a˜o
[∇u(x)]ξ = −VP
∫
R3
(
ω(y)× ξ
4pi|x− y|3 +
3{[(x− y)× ω(y)]⊗ (x− y)}ξ
4pi|x− y|5
)
dy
+
1
3
ω(x)× ξ
para todo ξ ∈ R3, onde a segunda integral e´ compreendida no sentido do valor
principal e o produto tensorial ⊗ e´ definido por
z ⊗ w := (ziwj)3i,j=1 ∈M3×3(R) (para z, w ∈ R3).
Demonstrac¸a˜o: Este resultado e´ exatamente a Proposic¸a˜o 2.20 da pa´gina 77 de
[28]. 
A seguir, veremos uma fo´rmula que garantira´ a propagac¸a˜o da vorticidade pelos
escoamentos que sa˜o suaves, inv´ıscidos e incompress´ıveis. Trata-se da Fo´rmula do
transporte da vorticidade, que conta com a existeˆncia do mapa X que descreve a
trajeto´ria de cada part´ıcula do escoamento (Sec¸a˜o 1.4).
Proposic¸a˜o 1.20 Continuemos com u, ω e T ∈ T ∗ como no Teorema 1.17, e seja
X = X(α, t) a aplicac¸a˜o trajeto´ria de part´ıculas proveniente de u. Enta˜o
ω(X(α, t), t) = ∇αX(α, t)ω0(α)
para todo marcador lagrangeano α ∈ R3 e para todo t ∈ [0, T ].
Demonstrac¸a˜o: Veja a Proposic¸a˜o 1.8 na pa´gina 20 de [28]. 
Finalmente, ja´ estamos em condic¸o˜es de justificar o item (c) do Teorema 1.17.
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Observac¸a˜o 1.21 Consideremos u, ω : R3 × [0, T ] −→ R3, X = X(α, t) e T ∈
(0, T ∗) como no Teorema 1.17. Ponhamos K = supp(ω0) e recordemos que este e´
um subconjunto compacto de R3. Afirmamos que
supp(ω(·, t)) ⊂ X(K × [0, T ])
para todo t ∈ [0, T ]. Realmente, tomando y = X(α0, t), com α0 /∈ K e t ∈ [0, T ], e
aplicando a fo´rmula do transporte da vorticidade, vem que
ω(y, t) = ∇αX(α0, t)ω0(α0) = 0,
ou seja,
{x ∈ R3;ω(x, t) 6= 0} ⊂ X(K × [0, T ]).
Portanto, a continuidade de X implica a afirmac¸a˜o e, evidentemente, o Teorema
1.17(c).
Observac¸a˜o 1.22 Antes de encerrarmos este cap´ıtulo, e´ va´lido lembrar que a con-
clusa˜o da Observac¸a˜o 1.21 decorre fundamentalmente da Fo´rmula do transporte da
vorticidade. No entanto, destacamos que os fatos e ferramentas apresentados antes
da referida observac¸a˜o sera˜o utilizados no decorrer dos pro´ximos cap´ıtulos.
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Cap´ıtulo 2
Soluc¸a˜o fraca das equac¸o˜es de
Navier-Stokes em um domı´nio
exterior
Neste cap´ıtulo, consideramos Ω um subconjunto aberto e suave de R3 e supomos que
Π = R3 \ Ω seja conexo e simplesmente conexo. Aqui, o nosso objetivo e´ relembrar
o conceito de soluc¸a˜o fraca de Leray-Hopf para as equac¸o˜es de Navier-Stokes em Π,
bem como apresentar o teorema que garante a existeˆncia de uma tal soluc¸a˜o. Esta
noc¸a˜o foi introduzida por Leray em [26], onde foi obtida a existeˆncia de soluc¸a˜o fraca
no caso em que o domı´nio e´ o espac¸o R3. O trabalho pioneiro de Leray inspirou
o estudo da existeˆncia deste tipo de soluc¸a˜o no contexto de certos domı´nios com
fronteira, como pode ser visto em um trabalho de Hopf publicado em 1951 (veja
[14]). Paralelamente a estes dois importantes artigos que acabamos de mencionar,
a nossa explanac¸a˜o se baseia em notas de dois minicursos, um deles ministrado por
G. Galdi em 2000 e o outro ministrado por J. Robinson em 2010.
2.1 Definic¸a˜o e Propriedades Ba´sicas
Seja T > 0. Denotamos por ΠT o conjunto Π× [0, T ). Comec¸amos apresentando um
importante sistema de equac¸o˜es diferenciais parciais, que modela o movimento de um
fluido Newtoniano incompress´ıvel contido no domı´nio Π. Precisamente, dada uma
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condic¸a˜o inicial v0 : Π → R3, as equac¸o˜es de Navier-Stokes em Π, com forc¸amento
f : ΠT → R3 e condic¸o˜es de fronteira de Dirichlet homogeˆnea sa˜o dadas pelo sistema
(NS)

∂tv + (v · ∇)v − ν∆v = −∇p + f em Π× (0, T ),
div v = 0 em ΠT ,
v = 0 em ∂Π× (0, T ),
v(x, 0) = v0(x) em Π× {t = 0},
onde v : Π × [0, T ] → R3 e´ a velocidade do fluido, p : Π × [0, T ] → R e´ a sua
pressa˜o e ν > 0 e´ a sua viscosidade. Uma soluc¸a˜o cla´ssica do sistema (NS) e´ um
par (v, p) ∈ C1([0, T ], C2(Π))× C([0, T ], C1(Π)) que satisfaz as quatro condic¸o˜es.
No entanto, consideramos neste trabalho uma formulac¸a˜o fraca para (NS), na
qual o campo velocidade procurado v satisfaz o problema em questa˜o no sentido das
distribuic¸o˜es. Antes de precisarmos esta noc¸a˜o, lembremos que
D(Π) = {Ψ ∈ C∞0 (Π); div Ψ = 0 em Π}
e que H(Π) e H1(Π) denotam o fecho de D(Π) em (L2(Π), ‖ ·‖2) e (W 1,2(Π), ‖ ·‖1,2),
respectivamente. Ale´m disso, definamos
D(ΠT ) = {Φ ∈ C∞0 (ΠT ); divxΦ = 0 em ΠT}.
A seguir, consideraremos as notac¸o˜es
∇F =
(
∂Fi
∂xj
)3
i,j=1
e
∇F : ∇G =
3∑
i,j=1
∂Fi
∂xj
∂Gi
∂xj
,
onde F = (F1, F2, F3) e G = (G1, G2, G3) sa˜o dois campos em R3.
Definic¸a˜o 2.1 Sejam v0 ∈ H(Π) e f ∈ L2(ΠT ). Dizemos que um campo mensura´vel
v : ΠT → R3 e´ uma soluc¸a˜o fraca de (NS) se valem as relac¸o˜es
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(a) v ∈ L2(0, T ;H1(Π)) ∩ L∞(0, T ;H(Π));
(b) ∫ T
0
∫
Π
[v · ∂tΦ− ν∇v : ∇Φ− v · ∇v · Φ] (x, t)dxdt
= −
∫ T
0
∫
Π
f · Φdxdt−
∫
Π
v0 · Φ(x, 0)dx
para todo campo-teste Φ ∈ D(ΠT ).
Analisando a definic¸a˜o anterior, percebemos que a relac¸a˜o integral do item (b) omite
a pressa˜o escalar presente na formulac¸a˜o cla´ssica de (NS). Na pro´xima observac¸a˜o,
apresentaremos um sentido segundo o qual podemos atribuir uma pressa˜o P a cada
soluc¸a˜o fraca v de (NS).
Observac¸a˜o 2.2 Caso v : ΠT → R3 seja uma soluc¸a˜o fraca de (NS) em ΠT , com
dado inicial v0 ∈ H(Π), observamos que e´ sempre poss´ıvel obter P : ΠT → R, com
P (t) ∈ L2(V )
para todo t ∈ [0, T ) e para todo aberto V ⊂⊂ Π, de modo que∫ t
0
[−ν(∇v|∇χ)L2(Π) − (v∇v|χ)L2(Π) + (f |χ)L2(Π)]ds
= (P (t)|div χ)L2(Π) + (v(t)|χ)L2(Π) − (v0|χ)L2(Π)
para cada χ ∈ C∞c (Π) e cada t ∈ [0, T ).
Destacamos que atrave´s desta u´ltima relac¸a˜o na˜o podemos concluir que o par
(v, P ) e´ uma soluc¸a˜o cla´ssica de (NS). No entanto, na˜o e´ dif´ıcil verificar que a
identidade integral acima e´ sempre satisfeita por uma soluc¸a˜o cla´ssica (v¯, P¯ ) de
(NS). Nesse sentido, dizemos que P e´ uma pressa˜o escalar associada a` soluc¸a˜o
fraca v de (NS).
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Apesar de ainda na˜o termos apresentado um teorema que garanta existeˆncia de
soluc¸a˜o fraca nos moldes da Definic¸a˜o 2.1, desejamos conhecer a priori algumas de
suas propriedades. O nosso principal objetivo nesta sec¸a˜o e´ obter uma caracterizac¸a˜o
para noc¸a˜o de soluc¸a˜o fraca na qual os campos-teste pertenc¸am a uma classe de
aplicac¸o˜es que na˜o dependam da varia´vel temporal.
Lema 2.3 Seja v uma soluc¸a˜o fraca de (NS) em ΠT . Enta˜o, para quase todo
t ∈ [0, T ) e para todo Φ ∈ D(ΠT ), temos
∫
Π
[v · Φ](x, t)dx−
∫
Π
[v · Φ](x, 0)dx
=
∫ t
0
∫
Π
[v · ∂tΦ− ν∇v : ∇Φ− v · ∇v · Φ] (x, τ)dxdτ
+
∫ t
0
∫
Π
f(x, τ) · Φ(x, τ)dxdτ .
Demonstrac¸a˜o: Sejam t ∈ (0, T ) e Φ ∈ D(ΠT ). Consideremos uma func¸a˜o
θ ∈ C∞((0,∞)) tal que θ(ξ) = 1 se 0 ≤ ξ ≤ 1 e θ(ξ) = 0 se ξ ≥ 2. Agora, para cada
h > 0 tal que t+ h < T , definamos
θh(τ) = θ
(
τ − t+ h
h
)
e observamos que:
(a) θh(τ) = 1 se τ ≤ t;
(b) θh(τ) = 0 se τ ≥ t+ h;
(c) Existe uma constante C > 0 de modo que
∣∣∣∣dθhdτ
∣∣∣∣ ≤ Ch , uma vez que dθhdτ =
1
h
θ′
(
τ − t+ h
h
)
;
(d)
∫ t+h
t
dθh
dτ
dτ = θh(t+ h)− θh(t) = θ(2)− θ(1) = −1;
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(e) ‖θh‖L2([t,t+h]) =
√
h ‖θ‖L2([1,2]), tendo em vista a mudanc¸a de varia´vel z = τ−t+hh
no ca´lculo da integral
∫ t+h
t
|θh(τ)|2 dτ .
Como v = v(x, t) e´ uma soluc¸a˜o fraca de (NS) em ΠT , Φ˜(x, τ) = θh(τ)Φ(x, τ)
e´ um campo-teste em D(ΠT ) e valem as propriedades (a) e (b) acima, chegamos a`
identidade
∫ t
0
∫
Π
[v · ∂tΦ− ν∇v : ∇Φ− (v∇v) · Φ + f · Φ] (x, τ)dxdτ
+
∫ t+h
t
∫
Π
θh(τ) [v · ∂tΦ− ν∇v : ∇Φ− (v∇v) · Φ + f · Φ] (x, τ)dxdτ
= −
[∫ t+h
t
∫
Π
dθh
dτ
(τ) (v · Φ) (x, τ)dxdτ +
∫
Π
v(x, t) · Φ(x, t)dx
]
+
[∫
Π
v(x, t) · Φ(x, t)dx−
∫
Π
v0 · Φ(x, 0)dx
]
.
Para demonstrar o resultado, precisamos passar o limite quando h → 0 nesta
identidade. Inicialmente, vejamos que
L1 = lim
h→0
∫ t+h
t
∫
Π
θh [v · ∂tΦ− ν∇v : ∇Φ− (v∇v) · Φ + f · Φ] dxdτ = 0.
Realmente, ponhamos w = v · ∂tΦ − ν∇v : ∇Φ − (v∇v) · Φ + f · Φ. Como
v ∈ L2(0, T ;H1(Π)), Φ ∈ C∞0 (ΠT ) e f ∈ L2(ΠT ), sabemos que w ∈ L2([0, T ];L1(Π)).
Assim, utilizando a propriedade (e) supracitada e a desigualdade de Cauchy-Schwarz,
vem que
∣∣∣∣∫ t+h
t
∫
Π
θh(τ)w(x, τ)dxdτ
∣∣∣∣ ≤ ∫ t+h
t
|θh(τ)| ‖w(·, τ)‖L1(Π) dτ
≤ ‖θh‖L2([t,t+h]) ‖w‖L2([0,T ];L1(Π))
=
√
h ‖θ‖L2([1,2]) ‖w‖L2([0,T ];L1(Π)) ,
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o que garante que L1 = 0. Agora, provemos que
L2 = lim
h→0
[∫ t+h
t
∫
Π
dθh
dτ
(τ) (v · Φ) (x, τ)dxdτ +
∫
Π
v(x, t) · Φ(x, t)dx
]
= 0.
Com efeito, utilizando as propriedades (c) e (d) acima, somando e subtraindo∫ t+h
t
∫
Π
dθh
dτ
[v(x, τ) · Φ(x, t)] dxdτ ,
e aplicando novamente a desigualdade de Cauchy-Schwarz, temos
∣∣∣∣∫ t+h
t
∫
Π
dθh
dτ
(τ) (v · Φ) (x, τ)dxdτ +
∫
Π
v(x, t) · Φ(x, t)dx
∣∣∣∣
=
∣∣∣∣∫ t+h
t
∫
Π
dθh
dτ
(τ) (v · Φ) (x, τ)dxdτ −
∫ t+h
t
∫
Π
dθh
dτ
(τ) (v · Φ) (x, t)dxdτ
∣∣∣∣
≤
∫ t+h
t
∫
Π
∣∣∣∣dθhdτ (τ)
∣∣∣∣ |v(x, τ)− v(x, t)| |Φ(x, t)| dxdτ
+
∫ t+h
t
∫
Π
∣∣∣∣dθhdτ (τ)
∣∣∣∣ |v(x, τ)| |Φ(x, τ)− Φ(x, t)| dxdτ
≤ C ‖Φ(·, t)‖L2(Π)
(
1
h
∫ t+h
t
‖v(x, τ)− v(x, t)‖L2(Π) dτ
)
+ ‖v‖L∞((0,T );L2(Π)) max
τ∈[t,t+h]
‖Φ(·, τ)− Φ(·, t)‖L2(Π) .
A continuidade uniforme de Φ em partes compactas de Π× [0, T ) implica facil-
mente a convergeˆncia
lim
h→0
max
τ∈[t,t+h]
‖Φ(·, τ)− Φ(·, t)‖L2(Π) = 0.
Ale´m disso, o Teorema 3.85 da pa´gina 87 de [13] garante a existeˆncia de um sub-
conjunto X de [0, T ], com medida de Lebesgue nula, tal que
lim
h→0
(
1
h
∫ t+h
t
‖v(x, τ)− v(x, t)‖L2(Π) dτ
)
= 0
para todo t ∈ [0, T ) \X. Portanto, acabamos de verificar que L2 = 0. Observando
que X na˜o depende de Φ = Φ(x, t) em D(ΠT ), a demonstrac¸a˜o esta´ conclu´ıda. 
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Observac¸a˜o 2.4 A conclusa˜o do Lema 2.3 continua verdadeira se trocarmos Φ =
Φ(x, t) em D(ΠT ) por Ψ = Ψ(x) em D(Π), o que pode ser visto atrave´s de mo-
dificac¸o˜es mı´nimas no ca´lculo de L1 e L2. Ale´m disso, o subconjunto X de [0, T )
mencionado na demonstrac¸a˜o do referido lema permanece o mesmo e e´ independente
do campo-teste Ψ = Ψ(x).
Observac¸a˜o 2.5 Na demonstrac¸a˜o do Lema 2.3, utilizamos a definic¸a˜o de soluc¸a˜o
fraca com o campo-teste Φ˜(x, t) = θh(t)Φ(x, t), onde Φ ∈ D(ΠT ) (campo com suporte
contido em Π × [0, T )) e supp(θh) ⊂ [0, t + h] ⊂ [0, T ). Nesse caso, atrave´s de
argumentos completamente ana´logos, podemos verificar que o referido lema continua
va´lido para campos-teste Φ cujo suporte e´ um subconjunto compacto arbitra´rio de
Π× [0, T ].
A seguir, destacaremos mais propriedades das soluc¸o˜es fracas, sendo todas proveni-
entes do Lema 2.3.
Observac¸a˜o 2.6 Seja v : ΠT −→ R uma soluc¸a˜o fraca do sistema (NS).
(a) E´ poss´ıvel redefinir v em um subconjunto de medida nula de [0, T ) de modo
que v(t) ∈ L2(Π) para todo t ∈ [0, T ), e valha a relac¸a˜o∫
Π
[v · Φ](x, t)dx−
∫
Π
[v · Φ](x, s)dx
=
∫ t
s
∫
Π
[v · ∂tΦ− ν∇v : ∇Φ− (v · ∇)v · Φ] (x, τ)dxdτ
+
∫ t
s
∫
Π
f(x, τ) · Φ(x, τ)dxdτ ,
sempre que 0 ≤ s < t < T e Φ ∈ D(ΠT ).
Realmente, para cada Φ ∈ D(ΠT ), o Lema 2.3 garante que a func¸a˜o essencial-
mente limitada em (0, T )
α(t) =
∫
Π
[v · Φ](x, t)dx−
∫
Π
[v · Φ](x, 0)dx
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coincide quase sempre com a func¸a˜o cont´ınua em [0, T ]
β(t) =
∫ t
0
∫
Π
[v · ∂tΦ− ν∇v : ∇Φ− (v · ∇)v · Φ] (x, τ)dxdτ
+
∫ t
0
∫
Π
f(x, τ) · Φ(x, τ)dxdτ .
Da teoria da Medida e´ conhecido que isto e´ suficiente para a obtenc¸a˜o da
relac¸a˜o integral desejada quando s = 0. Assim, o caso em que 0 < s < t < T
segue imediatamente.
(b) A princ´ıpio, so´ podemos utilizar a identidade integral da parte (a) desta ob-
servac¸a˜o com campos-teste Φ ∈ D(ΠT ) (enfatizamos que supp(Φ) ⊂ Π×[0, T )).
No entanto, um argumento ana´lago a`quele visto na Observac¸a˜o 2.5 permite ve-
rificar a referida identidade para campos-teste cujos suportes estejam contidos
em Π× [0, T ].
(c) Argumentando como na Observac¸a˜o 2.4, podemos concluir que v pode ser re-
definida em um subconjunto de medida nula de [0, T ] de modo que a identidade∫
Π
v(x, t) ·Ψ(x)dx−
∫
Π
v0 ·Ψ(x)dx = −ν
∫ t
0
∫
Π
[∇v(x, τ) : ∇Ψ(x)] dxdτ
−
∫ t
0
∫
Π
[v(x, τ) · ∇v(x, τ)] ·Ψ(x)dxdτ
+
∫ t
0
∫
Π
f(x, τ) ·Ψ(x)dxdτ
seja va´lida sempre que t ∈ [0, T ) e Ψ ∈ D(Π).
(d) A parte (c) desta observac¸a˜o traz a informac¸a˜o de que, apo´s a redefinic¸a˜o,
v se torna uma aplicac¸a˜o fracamente cont´ınua definida em [0, T ) e tomando
valores em L2(Π). Mais precisamente, dado τ ∈ [0, T ), temos
lim
t→τ
∫
Π
v(x, t) · w(x)dx =
∫
Π
v(x, τ) · w(x)dx
para todo w ∈ L2(Π).
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Daqui em diante, nossa meta e´ obter a rec´ıproca da Observac¸a˜o 2.6(c), isto
e´, almejamos um formato alternativo para o conceito de soluc¸a˜o fraca no qual os
campos-teste dependam apenas das varia´veis espaciais. A fim de alcanc¸armos a
equivaleˆncia em questa˜o, contamos com o
Lema 2.7 Existe um conjunto ortonormal completo {Ψr; r ∈ N} em H(Π), formado
por elementos de D(Π), tal que se Φ ∈ D(ΠT ) e ε > 0, enta˜o existem n = n(Φ, ε) ∈ N
func¸o˜es reais γ1,γ2,...,γn ∈ C1c ([0, T )) de modo que
max
t∈[0,T ]
‖Φn(·, t)− Φ(·, t)‖C2(Π) + max
t∈[0,T ]
‖∂tΦn(·, t)− ∂tΦ(·, t)‖C(Π) < ε,
onde Φn(x, t) =
n∑
k=1
γk(t)Ψk(x).
Demonstrac¸a˜o: Fixemos m > 7
2
e denotemos por (·|·)m o produto interno de
Wm,2(Π). Como
Hm = Hm(Π) = D(Π)‖·‖Wm,2(Π)
e´ um espac¸o de Hilbert separa´vel, a Proposic¸a˜o 1.2 e a equivaleˆncia entre as condic¸o˜es
(a) e (b) do Teorema 1.4 garantem a existeˆncia de um conjunto ortonormal completo
(Ξr)
∞
r=1 em (H
m, ‖·‖Wm,2), tal que Ξr ∈ D(Π) para todo r ∈ N.
Agora, seja Φ ∈ D(ΠT ) e tomemos η > 0. Uma vez que Φ e suas derivadas sa˜o
uniformemente cont´ınuas em subconjuntos compactos de Π × [0, T ), sabemos que
existe uma partic¸a˜o P = {0 = t0 < t1 < ... < tk = T} de [0, T ] de modo que
‖Φ(·, t)− Φ(·, s)‖Wm,2(Π) <
η
3
,
sempre que t, s ∈ [ti−1, ti], onde i ∈ {1, 2, ..., k}. Ale´m disso, pela equivaleˆncia entre
os itens (a) e (c) do Teorema 1.4, temos
Φ(t) =
∞∑
r=1
(Φ(·, t)|Ξr)mΞr
para cada t ∈ [0, T ]. Pondo
Φl(t) =
l∑
r=1
(Φ(·, t)|Ξr)mΞr,
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e´ claro que existe l0 ∈ N tal que
‖Φl(·, ti)− Φ(·, ti)‖Wm,2(Π) <
η
3
para todo l ≥ l0 e i ∈ {0, 1, ..., k}. Assim, tomando t′ ∈ [0, T ] arbitrariamente e
fixando j ∈ {1, 2, ..., k} tal que t′ ∈ [tj−1, tj], chegamos a
‖Φl(·, tj)− Φl(·, t′)‖2Wm,2(Π) =
∥∥∥∥∥
l∑
r=1
(Φ(·, tj)− Φ(·, t′)|Ξr)mΞr
∥∥∥∥∥
2
Wm,2(Π)
=
l∑
r=1
|(Φ(·, tj)− Φ(·, t′)|Ξr)m|2
≤ ‖Φ(·, tj)− Φ(·, t′)‖2Wm,2(Π)
<
(η
3
)2
,
onde a penu´ltima relac¸a˜o decorre da desigualdade de Bessel.
Nesse caso, os fatos obtidos ate´ este ponto da demonstrac¸a˜o e a imersa˜o de
Sobolev Wm,2(Π) ↪→ C2(Π) (veja o Teorema 5.4 na pa´gina 97 de [1]) implicam a
existeˆncia de C > 0 tal que
‖Φl(·, t′)− Φ(·, t′)‖C2(Π) ≤ C‖Φl(·, t′)− Φ(·, t′)‖Wm,2(Π)
≤ C‖Φl(·, t′)− Φl(·, tj)‖Wm,2(Π) + C‖Φl(·, tj)− Φ(·, tj)‖Wm,2(Π)
+C‖Φ(·, tj)− Φ(·, t′)‖Wm,2(Π)
≤ C
(η
3
+
η
3
+
η
3
)
= Cη,
para todo l ≥ l0. Lembrando que t′ foi tomado arbitrariamente em [0, T ], vem que
lim
l→∞
max
t∈[0,T ]
‖Φl(·, t)− Φ(·, t)‖C2(Π) = 0.
Observemos, ainda, que trocando Φ = Φ(x, t) por ∂tΦ = ∂tΦ(x, t) e utilizando
argumentos ana´logos a`queles que foram apresentados acima, podemos concluir sem
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dificuldades que
lim
l→∞
max
t∈[0,T ]
‖∂tΦl(·, t)− ∂tΦ(·, t)‖C0(Π) = 0.
Agora, passemos a` demonstrac¸a˜o da existeˆncia de uma sequeˆncia (Ψr)
∞
r=1 com
as propriedades descritas no enunciado. Com efeito, sabemos que (Ξr)
∞
r=1 e´ um
conjunto ortogonal em (Hm; ‖ · ‖Wm,2(Π)) e, portanto, e´ linearmente independente.
Consequentemente, aplicando o processo de ortonormalizac¸a˜o de Gram-Schmidt com
respeito ao produto interno de (H(Π), ‖·‖L2(Π)), obtemos uma sequeˆncia ortonormal
(Ψr)
∞
r=1 em H(Π) tal que
[Ξ1, ...,Ξr] = [Ψ1, ...,Ψr]
para cada r ∈ N. Em particular, {Ψr; r ∈ N} ⊂ D(Π) ⊂ H(Π). Enfatizamos os
seguintes fatos:
(a) Hm
‖·‖L2(Π) = H : realmente, comoHm ⊂ H, e´ claro queHm‖·‖L2(Π) ⊂ H‖·‖L2(Π) =
H. Por outro lado, a relac¸a˜o D(Π) ⊂ Hm implica imediatamente H =
D(Π)‖·‖L2(Π) ⊂ Hm‖·‖L2(Π) , seguindo o desejado.
(b) S = {Ψr; r ∈ N} e´ um sistema ortonormal completo em H(Π) : de fato, como
Hm = [Ξ1,Ξ2, ...]
‖·‖Wm,2
(lembremos a equivaleˆncia entre os itens (a) e (b) do Teorema 1.4), conclu´ımos
que
H = Hm
‖·‖L2(Π) = [Ξ1,Ξ2, ...]
‖·‖Wm,2
‖·‖L2
⊂ [Ξ1,Ξ2, ...]‖·‖L2
‖·‖L2
= [Ξ1,Ξ2, ...]
‖·‖L2 = [Ψ1,Ψ2, ...]
‖·‖L2 .
Este fato e o Teorema 1.4 ja´ fornecem o que quer´ıamos demonstrar.
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(c) Para cada l ∈ N e para cada t ∈ [0, T ], Φl(t) ∈ [S] : realmente, como
Φl(t) =
l∑
r=1
(Φ(t)|Ξr)mΞr e [Ξ1, ...,Ξl] = [Ψ1, ...,Ψl],
para cada t ∈ [0, T ] e para cada l ∈ N, basta poˆr γr(t) = γlr(t) = (Φl(t)|Ψr)L2(Π)
para obter
Φl(t) =
l∑
r=1
γr(t)Ψr.
Ressaltamos ainda que cada γr define uma func¸a˜o no intervalo [0, T ] que e´
suave e possui suporte contido em [0, T ).
Os dois limites calculados inicialmente e os treˆs fatos (a),(b) e (c) finalizam esta
demonstrac¸a˜o. 
Observac¸a˜o 2.8 (a) Acabamos de demonstrar no Lema 2.7 que o conjunto
A =
{
n∑
k=1
γkΨk; γ1,γ2,...,γn ∈ C10([0, T )) e n ∈ N
}
e´ denso em D(ΠT ) com com respeito a` me´trica uniforme definida por
d(Φ˜,Φ) = max
t∈[0,T ]
‖Φ˜(·, t)− Φ(·, t)‖C2(Π) + max
t∈[0,T ]
‖∂tΦ˜(·, t)− ∂tΦ(·, t)‖C0(Π),
onde Φ, Φ˜ ∈ DT (Π).
(b) Atrave´s de poucas adaptac¸o˜es na demonstrac¸a˜o do Lema 2.7, podemos garantir
que todo campo Ψ ∈ D(Π) pode ser uniformemente aproximado com respeito
a` norma de Wm,2(Π), por campos da forma
Θn(x) =
n∑
r=1
αrΨr,
onde n ∈ N e αr ∈ R para cada r ∈ {1, 2, . . . , n}.
Agora, ja´ estamos em condic¸o˜es de concluir o principal resultado desta sec¸a˜o.
36
Teorema 2.9 A fim de que um campo mensura´vel v : ΠT → R3 seja uma soluc¸a˜o
fraca de (NS) em ΠT como na Definic¸a˜o 2.1, e´ necessa´rio e suficiente que:
(a) v ∈ L2(0, T ;H1(Π)) ∩ L∞(0, T ;H(Π));
(b) Valha a relac¸a˜o∫
Π
v(x, t) ·Ψ(x)dx−
∫
Π
v0 ·Ψ(x)dx = −ν
∫ t
0
∫
Π
[∇v(x, τ) : ∇Ψ(x)] dxdτ
−
∫ t
0
∫
Π
[v(x, τ) · ∇v(x, τ)] ·Ψ(x)dxdτ
+
∫ t
0
∫
Π
f(x, τ) ·Ψ(x)dxdτ ,
para todo t ∈ [0, T ) e para todo Ψ ∈ D(Π).
Demonstrac¸a˜o: Na Observac¸a˜o 2.6(c), ja´ argumentamos que a referida condic¸a˜o e´
necessa´ria. Passemos, assim, a` demonstrac¸a˜o de que a mesma e´ suficiente. Fixemos
T > 0. Em virtude da Observac¸a˜o 2.8 (a), basta verificar a identidade∫ T
0
∫
Π
[v · ∂tΦ− ν∇v : ∇Φ− v · ∇v · Φ] (x, t)dxdt = −
∫ T
0
∫
Π
f ·Φdxdt−
∫
Π
v0·Φ(x, 0)dx
para campos-teste Φ ∈ D(ΠT ) que sejam da forma Φ(x, t) = γ(t)Ψ(x), com γ ∈
C1c ([0, T )) e Ψ ∈ D(Π).
Com efeito, ponhamos w = −ν∇v : ∇Ψ− (v · ∇)v · Ψ + f · Ψ e consideremos a
func¸a˜o σ : [0, T ]→ R, definida por
σ(t) =
∫ t
0
∫
Π
w(x, τ)dxdτ .
Como γ e σ sa˜o absolutamente cont´ınuas, temos
∫ T
0
γ′(t)σ(t)dt = γ(T )σ(T )− γ(0)σ(0)
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−
∫ T
0
γ(t)
(∫
Π
w(x, t)dx
)
dt
=
∫ T
0
∫
Π
[ν∇v : ∇Φ + (v · ∇v) · Φ− f · Φ] (x, t)dxdt,
uma vez que σ(0) = 0 e γ(T ) = 0. Por outro lado, utilizando a identidade que
aparece na parte (b) do enunciado, temos
∫ T
0
γ′(t)σ(t)dt =
∫ T
0
γ′(t)
(∫
Π
v(x, t) ·Ψ(x)dx−
∫
Π
v0 ·Ψ(x)dx
)
dt
=
∫ T
0
∫
Π
v(x, t) · ∂tΦ(x, t)dxdt
−(γ(T )− γ(0))
∫
Π
v0 ·Ψ(x)dx
=
∫ T
0
∫
Π
v(x, t) · ∂tΦ(x, t)dxdt
+
∫
Π
v0 · Φ(x, 0)dx,
donde segue o desejado. 
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2.2 Existeˆncia de Soluc¸a˜o Fraca
Nesta sec¸a˜o, (Ψr)
∞
r=1 denota uma sequeˆncia ortonormal completa em H(Π) com as
propriedades descritas no Lema 2.7.
O nosso objetivo e´ demonstrar que existe ao menos uma soluc¸a˜o fraca para o
sistema (NS) em um domı´nio exterior. A presente exposic¸a˜o conta com uma te´cnica
conhecida como Me´todo de Faedo-Galerkin. Esta ferramenta e´ similar ao conhecido
Me´todo de Galerkin (veja a primeira sec¸a˜o do Cap´ıtulo 7 de [9]), mas permite
construir soluc¸o˜es fracas para algumas EDP’s quando estas sa˜o consideradas sobre
domı´nios ilimitados. De maneira bastante resumida, a aplicac¸a˜o do referido me´todo
se baseia em treˆs esta´gios essenciais:
(1) Construc¸a˜o de uma sequeˆncia de soluc¸o˜es aproximantes para a EDP em questa˜o;
(2) Obtenc¸a˜o de uma subsequeˆncia da sequeˆncia aproximante que convirja em um
espac¸o de func¸o˜es adequado;
(3) Constatac¸a˜o de que o limite da subsequeˆncia aproximante seja uma soluc¸a˜o
fraca nos padro˜es almejados.
Antes de discutirmos o resultado de existeˆncia, fazemos um comenta´rio que de-
sempenha um papel importante na construc¸a˜o da sequeˆncia aproximante aqui con-
siderada.
Observac¸a˜o 2.10 Seja k ∈ N e fixemos dois campos v0 ∈ H(Π) e f ∈ L2(ΠT ).
Para cada k ∈ N, admitamos que existam func¸o˜es ck1, ck2, ..., ckk ∈ C1([0, T ]) de
forma que
vk = vk(x, t) =
k∑
r=1
ckr(t)Ψr(x)
seja uma soluc¸a˜o cla´ssica de (NS) em ΠT , e suponhamos que pk ∈ C([0, T ];C1(Π))
seja uma pressa˜o associada a vk. Calculando o produto interno em L
2(Π) de cada
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termo da equac¸a˜o
∂tvk + vk∇vk − ν∆vk +∇pk = 0
com Ψr (r = 1, 2, ..., k), constatamos que Ck(t) = (ck1(t), ck2(t), ..., ckk(t)) e´ uma
soluc¸a˜o do sistema de EDO’s
(O)

dck1
dt
+
k∑
i=1
ai1cki +
k∑
i,s=1
ais1ckicks = f1;
...
...
...
...
dckk
dt
+
k∑
i=1
aikcki +
k∑
i,s=1
aiskckicks = fk,
onde ckr(0) = c0r = (v0|Ψr)L2(Π), air = ν(∇Ψi|∇Ψr)L2(Π), airs = (Ψi∇Ψs|∇Ψr)L2(Π)
e fr = (f |Ψr)L2(Π) para cada r ∈ {1, ...k}.
Teorema 2.11 Dados T > 0 e dois campos v0 ∈ H(Π) e f ∈ L2(ΠT ), existe ao
menos uma soluc¸a˜o fraca v : ΠT → R3 para (NS) que satisfaz
(a) ‖v(·, t)‖2L2(Π)+2ν
∫ t
0
‖∇v(·, τ)‖2L2(Π)dτ ≤
∫ t
0
∫
Π
v(x, τ)·f(x, τ)dxdτ+‖v0‖2L2(Π)
para todo t ∈ [0, T ];
(b) lim
t→0
‖v(·, t)− v0‖L2(Π) = 0.
Demonstrac¸a˜o: Como dissemos no in´ıcio desta sec¸a˜o, a demonstrac¸a˜o deste
teorema se baseia no me´todo de Faedo-Galerkin. Motivados pela Observac¸a˜o 2.10
e utilizando as suas notac¸o˜es, desejamos encontrar uma soluc¸a˜o fraca de (NS) em
ΠT que seja o limite (em um sentido conveniente a ser especificado) da sequeˆncia de
campos
vk = vk(x, t) =
k∑
r=1
ckr(t)Ψr(x) (k ∈ N),
onde Ck = (ck1, ..., ckk) e´ uma soluc¸a˜o do sistema (O). Com efeito, comec¸amos
observando que existem um tempo maximal Tk ∈ (0, T ] e um u´nico caminho Ck ∈
W 1,2(0, Tk) que e´ soluc¸a˜o do problema de Cauchy (O), o que prove´m do teorema de
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existeˆncia e unicidade cla´ssico para EDO’s (veja o Teorema VII.3 na pa´gina 104 de
[3]), lembrando que fr ∈ L2(0, T ) para todo r ∈ {1, 2, ..., r}. Ale´m disso, somando
membro a membro as k equac¸o˜es
d
dt
( |ckr(t)|2
2
)
+
(
k∑
i=1
aircki(t)
)
ckr(t) +
(
k∑
i,s=1
aisrcki(t)cks(t)
)
= fr(t)ckr(t)
(r = 1, 2, ...k) e integrando de 0 ate´ t ∈ [0, Tk), chegamos a` relac¸a˜o
‖vk(·, t)‖2L2(Π)+2ν
∫ t
0
‖∇vk(·, τ)‖2L2(Π)dτ = 2
∫ t
0
(vk(·, τ)|f(·, τ))L2(Π)dτ+‖vk(·, 0)‖2L2(Π),
uma vez que
‖vk(·, t)‖2L2(Π) =
k∑
r=1
|ckr(t)|2 , ν‖∇vk(·, t)‖2L2(Π) =
k∑
r,i=1
aircki(t)ckr(t),
0 = (vk∇vk|vk)L2(Π) =
k∑
r,i,s=1
aisrcki(t)cks(t)ckr(t)
e
(v(·, t)|f(·, t))L2(Π) =
k∑
r=1
fr(t)ckr(t).
Vejamos que Tk = T para todo k ∈ N. Para tanto, e´ suficiente verificar que a
imagem do caminho Ck esta´ contida em um compacto de Rk para cada k ∈ N. De
fato, como∫ t
0
(vk(·, τ)|f(·, τ))L2(Π)dτ ≤ 1
2
∫ t
0
‖vk(·, τ)‖2L2(Π) +
1
2
‖f‖2L2(ΠT )
e
‖vk(·, 0)‖2L2(Π) =
k∑
r=1
|ckr(0)|2 =
k∑
r=1
|(v0|Ψr)L2(Π)|2 ≤ ‖v0‖2L2(Π),
segue da forma integral do Lema de Gronwall a existeˆncia de M > 0 tal que
‖vk(·, t)‖2L2(Π) + 2ν
∫ t
0
‖∇vk(·, τ)‖2L2(Π)dτ ≤M
para todo k ∈ N e para todo t ∈ Tk. Em particular, Ck(t) ∈ [−
√
M,
√
M ]k, como
pretend´ıamos constatar.
Definamos Grk(t) = (vk(·, t)|Ψr)L2(Π) para k, r ∈ N e t ∈ [0, T ].
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Afirmac¸a˜o 1: Para cada r ∈ N fixado, a sequeˆncia de func¸o˜es Grk : [0, T ] → R
e´ pontualmente limitada e uniformemente equicont´ınua.
A limitac¸a˜o pontual desta sequeˆncia segue diretamente das relac¸o˜es
|Grk(t)| ≤ ‖vk(·, t)‖L2(Π) ≤
√
M ,
va´lidas para k, r ∈ N e t ∈ [0, T ]. Assim, fixemos r ∈ N e passemos a` verificac¸a˜o da
equicontinuidade uniforme da referida sequeˆncia. Com efeito, somando membro a
membro as k EDO’s
d
dt
(ckjΨj) +
k∑
i=1
aijckiΨj +
k∑
i,s=1
aisjckicksΨj = fjΨj
(j = 1, 2, ...k) e calculando o produto interno em L2(Π) dos termos da equac¸a˜o
resultante com Ψr, obtemos
dGrk
dt
+
k∑
i=1
aircki +
k∑
i,s=1
aisrckicks = fr.
Nesse caso, dados t, s ∈ [0, T ], temos
|Grk(t)−Grk(s)| ≤ ‖f‖L2(ΠT )|t− s|1/2
+
(
M
k∑
i,s=1
‖Ψi‖L2(Π)‖∇Ψs‖L2(Π) max
x∈Π
|Ψr(x)|
)
|t− s|
+
(√
M
k∑
i=1
‖∇Ψi‖L2(Π)‖∇Ψr‖L2(Π)
)
|t− s|,
o que finaliza a verificac¸a˜o da Afirmac¸a˜o 1.
Afirmac¸a˜o 2: Existe um subconjunto infinito N′ ⊂ N de forma que (Grk)k∈N′
seja uniformemente convergente para todo r ∈ N.
Realmente, pela Afirmac¸a˜o 1, podemos utilizar o teorema de Arzela´-Ascoli para
obter uma sequeˆncia de conjuntos infinitos
N ⊃ N1 ⊃ N2 ⊃ . . . ⊃ Nr ⊃ . . .
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de forma que (Grk)k∈Nr seja uniformemente convergente em [0, T ] para cada r ∈
N. Assim, definindo kr como sendo o r−e´simo termo da sequeˆncia (k)k∈Nr , basta
considerar N′ = {k1 < k2 < . . . < kr < . . .} obter a verificac¸a˜o da Afirmac¸a˜o 2.
Para cada r ∈ N, seja Gr ∈ C([0, T ]) tal que lim
k∈N′
max
t∈[0,T ]
‖Grk −Gr‖C0([0,T ]) = 0.
Afirmac¸a˜o 3: Para cada t ∈ [0, T ), existe v(·, t) ∈ H(Π) tal que Gr(t) =
(v(·, t)|Ψr)L2(Π) para todo r ∈ N. Assim,
lim
k∈N′
(vk(·, t)− v(·, t)|Ψr)L2(Π) = 0
uniformemente em [0, T ) para cada r ∈ N.
Fixemos t′ ∈ [0, T ) arbitrariamente. Como (vk(·, t′))k∈N′ e´ uma sequeˆncia limi-
tada em H(Π), existe N′′ ⊂ N′ infinito de modo que (vk(·, t′))k∈N′′ convirja fraca-
mente a um elemento v(·, t′) ∈ H(Π). Em particular,
lim
k∈N′′
(vk(·, t′)− v(·, t′)|Ψr)L2(Π) = 0
para cada r ∈ N. Logo, pela Afirmac¸a˜o 2 e pela unicidade de limite, temos Gr(t′) =
(v(·, t′)|Ψr)L2(Π), seguindo a prova da Afirmac¸a˜o 3
Ate´ o fim deste cap´ıtulo, (v(·, t))t∈[0,T ) continua denotando a famı´lia a um paraˆmetro
de campos em H(Π) obtida na Afirmac¸a˜o 3.
Afirmac¸a˜o 4: v ∈ L∞(0, T ;H(Π)) e, para cada u ∈ L2(Π), temos
lim
k∈N′
(vk(·, t)− v(·, t)|u)L2(Π) = 0
uniformemente em [0, T ).
Inicialmente, enfatizamos que e´ suficiente provar esta afirmac¸a˜o no caso em que
u ∈ H(Π), tendo em vista o Teorema 1.5. Com efeito, fixemos u ∈ H(Π) e ε > 0
arbitrariamente. Uma vez que
u =
∞∑
r=1
(u|Ψr)L2(Π)Ψr,
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e´ claro que a sequeˆncia un =
∞∑
r=n+1
(u|Ψr)L2(Π)Ψr converge a 0 em H(Π) quando
n→∞, o que implica a existeˆncia de n0 ∈ N tal que ‖un‖L2(Π) ≤ ε
4
√
M
para todo
n ≥ n0. Nesse caso, para cada t ∈ [0, T ), chegamos a
|(vk(·, t)− v(·, t)|un0)L2(Π)| ≤ (‖vk(·, t)‖L2(Π) + ‖v(·, t)‖L2(Π))‖un0‖L2(Π)
≤ 2
√
M
ε
4
√
M
=
ε
2
,
pois passando o limite quando k →∞ nas relac¸o˜es
|(v(·, t)|v(·, t))L2(Π)| ≤ |(vk(·, t)− v(·, t)|v(·, t))L2(Π)|+ ‖vk(·, t)‖L2(Π)‖v(·, t)‖L2(Π)
≤ |(vk(·, t)− v(·, t)|v(·, t))L2(Π)|+
√
M‖v(·, t)‖L2(Π),
vem que ‖v(·, t)‖2L2(Π) ≤
√
M‖v(·, t)‖L2(Π). Destacamos que as u´ltimas relac¸o˜es ja´
garantem que v ∈ L∞(0, T ;H(Π)). Ale´m disso, como
lim
k∈N′
n0∑
r=1
(u|Ψr)L2(Π)(vk(·, t)− v(·, t)|Ψr)L2(Π) = 0
uniformemente em [0, T ) para todo r ∈ N (Afirmac¸a˜o 3), existe k0 ∈ N tal que∣∣∣∣∣
n0∑
r=1
(u|Ψr)L2(Π)(vk(·, t)− v(·, t)|Ψr)L2(Π)
∣∣∣∣∣ < ε2
sempre que k ∈ N′, k ≥ k0 e t ∈ [0, T ). Isto certamente implica
|(vk(·, t)− v(·, t)|u)L2(Π)| ≤
∣∣∣∣∣
n0∑
r=1
(u|Ψr)L2(Π)(v(·, t)− v(·, t)|Ψr)L2(Π)
∣∣∣∣∣
+|(vk(·, t)− v(·, t)|un0)L2(Π)|
≤ ε
2
+
ε
2
= ε,
o que finaliza a demonstrac¸a˜o da Afirmac¸a˜o 4.
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Afirmac¸a˜o 5: v ∈ L2(0, T ;H1(Π)).
Fixemos m ∈ {1, 2, 3}. Como (vk)k∈N′ e (∂mvk)k∈N′ sa˜o sequeˆncias limitadas em
L2(ΠT ), existem um conjunto infinito N′′ ⊂ N′ e dois campos v˜, w˜ ∈ L2(ΠT ) de modo
que as sequeˆncias (vk)k∈N′′ e (∂mvk)k∈N′′ convirjam fracamente a v˜ e w˜ em L2(ΠT ),
respectivamente. Portanto, w˜ = ∂mv˜, pois∫ T
0
∫
Π
(w˜ · Φ)dxdt = lim
k∈N′′
∫ T
0
∫
Π
(∂mvk · Φ)dxdt = − lim
k∈N′′
∫ T
0
∫
Π
(vk · ∂mΦ)dxdt
= −
∫ T
0
∫
Π
(v · ∂mΦ)dxdt
para cada Φ ∈ C∞c (ΠT ). Ale´m disso, utilizando o Lema 2.7 e a Afirmac¸a˜o 4, tambe´m
temos ∫ T
0
∫
Π
(v · Φ)dxdt = lim
k∈N′′
∫ T
0
∫
Π
(vk · Φ)dxdt =
∫ T
0
∫
Π
(v˜ · Φ)dxdt
para cada Φ ∈ D(ΠT ). Assim, conclu´ımos que v = v˜ quase sempre em ΠT e,
portanto, v ∈ L2(0, T ;H1(Π)).
Daqui em diante, concentramos nossa atenc¸a˜o em verificar que v e´ uma soluc¸a˜o
fraca de (NS) em ΠT . Com esta finalidade, comec¸amos com a
Afirmac¸a˜o 6: Se K ⊂⊂ Π, enta˜o
lim
k∈N′
‖vk − v‖L2(K×[0,T ]) = 0.
.
Observamos que basta mostrar esta afirmac¸a˜o para o caso em queK = C = (0, a)3
e´ um cubo aberto em R3. De fato, tomemos η > 0 e fixemos n ∈ N de modo que
(6a)2
2
3
√
n2
< η. Pela desigualdade de Friedrichs (Lema 1.8), existem n campos vetoriais
w1, w2, . . . , wn ∈ L∞(C) tais que∫ T
0
‖vk(·, t)− v(·, t)‖2L2(C) ≤
n∑
i=1
∫ T
0
∣∣∣∣∫C wi · (vk − v)dx
∣∣∣∣2 dt
45
+η
∫ T
0
‖∇vk(·, t)− v(·, t)‖2L2(C)dt
≤
n∑
i=1
∫ T
0
∣∣∣∣∫C wi · (vk − v)dx
∣∣∣∣2 dt+ M2ν η
para todo k ∈ N. Por fim, como lim
k∈N′
n∑
i=1
∫ T
0
∣∣∣∣∫C wi · (vk − v)dx
∣∣∣∣2 dt = 0 (Afirmac¸a˜o
4), segue a Afirmac¸a˜o 6.
Afirmac¸a˜o 7: v e´ uma soluc¸a˜o fraca de (NS) em ΠT .
Realmente, das Afirmac¸o˜es 4 e 5, ja´ sabemos que v ∈ L∞(0, T ;H(Π))∩L2(0, T ;H1(Π)).
Consequentemente, aplicando o Teorema 2.9, o Lemma 2.7 e a Observac¸a˜o 2.8 (b),
sabemos que basta verificar
(v(·, t)|Ψr)L2(Π) − (v0|Ψr)L2(Π) = −ν
∫ t
0
(∇v(·, τ)|∇Ψr)L2(Π)dτ
−
∫ t
0
(v(·, τ) · ∇v(·, τ))|Ψr)L2(Π)dτ
+
∫ t
0
(f(·, τ)|Ψr)L2(Π)dτ ,
para todo t ∈ [0, T ) e para todo r ∈ N. Primeiramente, como ckr(t) = (vk(·, t)|Ψr)L2(Π),
fr(t) = (f |Ψr)L2(Π),
k∑
i=1
aircki =
k∑
i=1
ν(∇Ψi|∇Ψr)L2(Π)cki = ν(∇vk(·, t)|∇Ψr)L2(Π)
e
k∑
i,s=1
aisrckicks =
k∑
i,s=1
(Ψi∇Ψs|∇Ψr)L2(Π)ckicks = (vk(·, t)∇vk(·, t)|Ψr)L2(Π)
para cada r ∈ N e para cada t ∈ [0, T ), basta integrar de 0 ate´ t ∈ [0, T ) os termos
das equac¸o˜es do sistema (O), para concluir que
(vk(·, t)|Ψr)L2(Π) − (v0|Ψr)L2(Π) = −ν
∫ t
0
(∇vk(·, τ)|∇Ψr)L2(Π)dτ
−
∫ t
0
(vk(·, τ) · ∇vk(·, τ))|Ψr)L2(Π)dτ
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+∫ t
0
(f(·, τ)|Ψr)L2(Π)dτ
para todo t ∈ [0, T ) e para todo r ∈ N. Agora, das Afirmac¸o˜es 3 e 5, temos
lim
k→∞
(vk(·, t)− v(·, t)|Ψr)L2(Π) = 0
e
lim
k→∞
∫ t
0
(∇vk(·, τ)−∇v(·, τ)|∇Ψr)L2(Π) = 0.
Ale´m disso, escolhendo um cubo Cr ⊂ R3 de modo que supp(Ψr) ⊂ Cr, chegamos a∣∣∣∣∫ t
0
(vk · ∇vk|Ψr)L2(Π)dτ −
∫ t
0
(v · ∇v|Ψr)L2(Π)dτ
∣∣∣∣
≤
∣∣∣∣∫ t
0
((vk − v) · ∇vk|Ψr)L2(Cr)dτ
∣∣∣∣+ ∣∣∣∣∫ t
0
(v · ∇(vk − v)|Ψr)L2(Cr)dτ
∣∣∣∣
≤
√
M
2ν
‖Ψr‖L∞(Cr)
(∫ t
0
‖vk(·, τ)− v(·, τ)‖2L2(Cr)
)1/2
+
3∑
m=1
∣∣∣∣∫ t
0
(∂m(vk − v)|vmΨr)L2(Cr)dτ
∣∣∣∣ ,
para cada t ∈ [0, T ), onde vm denota a m-e´sima componente do campo v para cada
m ∈ {1, 2, 3}. Esta desigualdade e as Afirmac¸o˜es 5 e 6 implicam
lim
k→∞
∫ t
0
(vk · ∇vk|Ψr)L2(Π)dτ =
∫ t
0
(v · ∇v|Ψr)L2(Π)dτ ,
donde conclu´ımos a Afirmac¸a˜o 7.
Na pro´xima afirmac¸a˜o, obteremos uma desigualdade de energia para v.
Afirmac¸a˜o 8: A soluc¸a˜o fraca v satisfaz a estimativa (a) do enunciado deste
teorema.
A demonstrac¸a˜o desta afirmac¸a˜o consiste essencialmente calcular o limite inferior
quando k →∞ de ambos os membros da identidade
‖vk(·, t)‖2L2(Π)+2ν
∫ t
0
‖∇vk(·, τ)‖2L2(Π)dτ = 2
∫ t
0
(vk(·, τ)|f(·, τ))L2(Π)dτ+‖vk(·, 0)‖2L2(Π),
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lembrando que esta e´ va´lida para todo t ∈ [0, T ). Sabemos que
lim
k→∞
‖vk(·, 0)‖L2(Π) = ‖v0‖L2(Π)
em virtude da identidade de Parseval (Teorema 1.4) e que
lim
k→∞
∫ t
0
(vk(·, τ)|f(·, τ))L2(Π)dτ =
∫ t
0
(v(·, τ)|f(·, τ))L2(Π)dτ
pela Afirmac¸a˜o 4. Por outro lado, v e ∇v sa˜o os limites das sequeˆncias (vk)∞k=1 e
(∇vk)∞k=1, respectivamente, com respeito a` convergeˆncia fraca de L2(ΠT ) (Afirmac¸o˜es
4 e 5). Logo, pelo Teorema III.3.3 de [3] (pa´gina 35), chegamos a` estimativa
‖v(·, t)‖2L2(Π) + 2ν
∫ t
0
‖∇v(·, τ)‖2L2(Π)dτ
≤ lim inf
k→∞
(
‖vk(·, t)‖2L2(Π) + 2ν
∫ t
0
‖∇vk(·, τ)‖2L2(Π)dτ
)
≤ 2
∫ t
0
(v(·, τ)|f(·, τ))L2(Π)dτ + ‖v(·, 0)‖2L2(Π),
para todo t ∈ [0, T ), conforme deseja´vamos.
No u´ltimo passo desta demonstrac¸a˜o, vejamos que a aplicac¸a˜o v : [0, T )→ L2(Π)
e´ cont´ınua em t = 0.
Afirmac¸a˜o 9: v satisfaz a condic¸a˜o (b) do enunciado deste teorema.
Utilizando parte do que ja´ demonstramos aqui, podemos verificar esta afirmac¸a˜o
de maneira bastante simples. Por um lado, a desigualdade de energia obtida na
Afirmac¸a˜o 8 fornece
lim sup
t→0
‖v(·, t)‖2L2(Π) ≤ ‖v0‖2L2(Π).
Ale´m disso, como v e´ uma aplicac¸a˜o fracamente cont´ınua definida em [0, T ] e to-
mando valores em L2(Π) (Observac¸a˜o 2.6(d)), temos
‖v0‖2L2(Π) ≤ lim inf
t→0
‖v(·, t)‖2L2(Π)
(Teorema III.3.5 da pa´gina 35 de [3]). Finalmente, a relac¸a˜o
‖v(·, t)− v0‖2L2(Π) = ‖v(·, t)‖2L2(Π) − 2(v(·, t)|v0)L2(Π) + ‖v0‖2L2(Π)
e, novamente, a Observac¸a˜o 2.6 (d) implicam lim
t→0
‖v(·, t)− v0‖L2(Π) = 0. 
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Cap´ıtulo 3
Comportamento no infinito
Neste Cap´ıtulo, apresentamos resultados de cara´ter te´cnico que sa˜o fundamentais
para o desenvolvimento do Cap´ıtulo 4 deste trabalho. Apesar de estarem intima-
mente ligados aos nossos propo´sitos, os fatos aqui provados sa˜o propriedades de
permaneˆncia a respeito da soluc¸a˜o suave das equac¸o˜es de Euler no espac¸o R3 e das
soluc¸o˜es fracas das equac¸o˜es de Navier-Stokes em um domı´nio exterior. Isto signi-
fica que os resultados aqui obtidos evidenciam caracter´ısticas gerais das referidas
soluc¸o˜es, podendo ser u´teis em outras situac¸o˜es e com outras finalidades.
3.1 Velocidade inv´ıscida no espac¸o todo
Seja (u, p) a soluc¸a˜o do sistema (E) associada a um dado inicial suave u0, suponha-
mos que ω0 = rot u0 possua suporte compacto e denotemos por T
∗ > 0 o tempo de
existeˆncia da referida soluc¸a˜o. Fixemos T ∈ (0, T ∗) e recordemos que o par (u, p)
usufrui das propriedades listadas no Teorema 1.17. Esta sec¸a˜o e´ dedicada ao estudo
do comportamento de u, ∂tu e ∇u no infinito. Para isto, comec¸amos com um lema
que sera´ importante tanto nesta sec¸a˜o quanto posteriormente.
Lema 3.1 Consideremos um campo vetorial Φ ∈ C∞c (R3) tal que
∫
R3
Φ(y)dy = 0,
e seja M > 0 de modo que supp(Φ) ⊂ BM(0). Enta˜o existe C > 0 tal que∣∣∣∣∫
R3
(x− y)
|x− y|3 × Φ(y)dy
∣∣∣∣ ≤ C|x|3 ,
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sempre que x ∈ R3 e |x| ≥ 2M .
Demonstrac¸a˜o: Seja g ∈ C∞c (R3 \ {0}) o campo vetorial definido por g(x) =
x
|x|3
e fixemos x ∈ R3 tal que |x| ≥ 2M e y ∈ BM(0). Vejamos que o conjunto [x, x−y] =
{(1 − t)x + t(x − y); 0 ≤ t ≤ 1} esta´ contido em R3 \ {0}. Com efeito, se isto na˜o
ocorresse, existiria t0 ∈ [0, 1] tal que
0 = (1− t0)x+ t0(x− y) = x− t0x+ t0x− t0y = x− t0y
e, portanto, ter´ıamos |x| = |t0||y| ≤ M . Assim, pela Fo´rmula de Taylor com resto
de Lagrange, existe θ ∈ (0, 1) de forma que
g(x− y) = g(x) +Dg(x− θy)(−y).
Uma vez que
∂1g(z) =
(−2z21 + z22 + z23
|z|5 ,
−3z1z2
|z|5 ,
−3z1z3
|z|5
)
,
∂2g(z) =
(−3z1z2
|z|5 ,
z21 − 2z22 + z23
|z|5 ,
−3z2z3
|z|5
)
e
∂3g(z) =
(−3z1z3
|z|5 ,
−3z2z3
|z|5 ,
z21 + z
2
2 − 2z23
|z|5
)
para cada z = (z1, z2, z3) ∈ R3 \ {0}, e y ∈ B¯M(0) foi tomado arbitrariamente,
obtemos ∣∣∣∣∫
R3
(x− y)
|x− y|3 × Φ(y)dy
∣∣∣∣ = ∣∣∣∣∫
B¯M (0)
Dg(x− θy)(−y)× Φ(y)dy
∣∣∣∣
≤ C
∫
B¯M (0)
|Φ(y)|
|x− θy|3dy
≤ C|x|3 ,
onde tambe´m utilizamos as relac¸o˜es∫
R3
x
|x|3 × Φ(y)dy = 0
e
|x− θy| ≥ |x| − θ|y| ≥ |x| − |x|
2
=
|x|
2
.
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Consequentemente, segue o resultado. 
A seguir, generalizaremos um argumento simples utilizado na demonstrac¸a˜o do
Lema 3.1 e que sera´ importante no decorrer do texto.
Observac¸a˜o 3.2 Consideremos uma func¸a˜o h ∈ Cc(R3;R+) e seja M > 0 tal que
supp(h) ⊂ BM(0). Dado α ≥ 1, afirmamos que existe C > 0 de forma que∫
B¯M (0)
h(y)
|x− y|αdy ≤
C
|x|α
sempre que x ∈ R3 e |x| > 2M .
De fato, argumentando como na demonstrac¸a˜o do Lema 3.1, conclu´ımos que
|x− y| > |x|
2
para quaisquer x, y ∈ R2 tais que |x| > 2M ≥ 2|y|. Portanto, obtemos∫
B¯M (0)
h(y)
|x− y|αdy ≤
∫
B¯M (0)
h(y)
(
2
|x|
)α
dy =
(
2α
∫
B¯M (0)
h(y)dy
)
1
|x|α .
Assim como no Cap´ıtulo 1, continuamos com a notac¸a˜o ω(x, t) = (rot u)(x, t) para
todo (x, t) ∈ R3 × [0, T ]. No pro´ximo resultado, contaremos com a parte mais
interessante do Teorema 1.17, a saber:
{r > 0; supp(ω) ⊂ B¯r(0)× [0, T ]} 6= ∅.
Proposic¸a˜o 3.3 Seja M > 0 tal que supp(ω(·, t)) ⊂ B¯M(0) para todo t ∈ [0, T ].
Enta˜o existe C > 0 de forma que
(a) |u(x, t)| ≤ C|x|2 ;
(b) |∂tu(x, t)| ≤ C|x|3 ;
(c) |∇u(x, t)| ≤ C|x|3 ,
sempre que |x| ≥ 2M e t ∈ [0, T ].
Demonstrac¸a˜o:
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(a) Como ω ∈ L∞(0, T ;L1(R3)) (Teorema 1.17) e valem as estimativas
|u(x, t)| =
∣∣∣∣ 14pi
∫
R3
(x− y)
|x− y|3 × ω(y, t)dy
∣∣∣∣
≤ 1
4pi
∫
B¯M (0)
|ω(y, t)|
|x− y|2 dy
≤
(
1
pi
∫
B¯M (0)
|ω(y, t)|dy
)
1
|x|2
sempre que x ∈ R3 e |x| ≥ 2M (veja a Observac¸a˜o 3.2), ja´ temos a primeira
parte desta proposic¸a˜o.
(b) Seja ψ o campo-corrente associado a u, como na Proposic¸a˜o 1.18. Nesse caso,
u = rot ψ e
∂tu = rot (∂tψ) = rot
(−1
4pi
∫
R3
(ω∇u− u∇ω)(y)
|x− y| dy
)
=
1
4pi
∫
B¯M (0)
(x− y)
|x− y|3 × (ω∇u− u∇ω)(y)dy,
pois a evoluc¸a˜o de ω e´ regida pela equac¸a˜o
∂tω + u∇ω = ω∇u
e
x ∈ R3 \ B¯2M(0) 7−→ −1
4pi
∫
B¯M (0)
(ω∇u− u∇ω)(y)
|x− y| dy ∈ R
3
e´ uma aplicac¸a˜o de classe C∞. Consequentemente, a` luz do Lema 3.1 e da
continuidade uniforme (e, portanto, limitac¸a˜o) da func¸a˜o
t ∈ [0, T ] 7−→
∫
B¯M (0)
|(ω∇u− u∇ω)(y, t)|dy ∈ R,
basta provar que
∫
R3
(ω∇u − u∇ω)(y, t))dy = 0 para cada t ∈ [0, T ]. Com
efeito, a condic¸a˜o divω = 0 implica
ω∇u =
3∑
i=1
ωi∂iu =
3∑
i=1
∂i(ωiu)
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e, portanto, fixando R > M , temos∫
R3
ω∇udx =
3∑
i=1
∫
BR(0)
∂i(ωiu) = −
3∑
i=1
∫
BR(0)
(ωiu)∂i(1)dx = 0,
ja´ que ω(x, t) = 0 para todo (x, t) ∈ SR(0) × [0, T ]. Finalmente, trocando
os pape´is de ω e u na argumentac¸a˜o que acabamos de apresentar, tambe´m
obtemos
∫
R3
u∇ωdx = 0 e chegamos a` segunda estimativa do enunciado.
(c) Fixando x ∈ R3 de modo que |x| ≥ 2M e utilizando a Proposic¸a˜o 1.19, vem
que
[∇u(x)]ξ = −PV
∫
R3
(
ω(y)× ξ
4pi|x− y|3 +
3{[(x− y)× ω(y)]⊗ (x− y)}ξ
4pi|x− y|5
)
dy
= − lim
ε→0
∫
|x−y|≥ε
(
ω(y)× ξ
4pi|x− y|3 +
3{[(x− y)× ω(y)]⊗ (x− y)}ξ
4pi|x− y|5
)
dy
= − lim
ε→0
∫
{|x−y|≥ε}∩{|y|≤M}
(
ω(y)× ξ
4pi|x− y|3
)
dy
− lim
ε→0
∫
{|x−y|≥ε}∩{|y|≤M}
(
3{[(x− y)× ω(y)]⊗ (x− y)}ξ
4pi|x− y|5
)
dy
para todo ξ ∈ R3.
Por outro lado, e´ importante destacar que se ε ∈ (0,M), enta˜o
|x− y| ≥ |x|
2
≥M > ε
para todo y ∈ B¯M(0), ou seja,
{y ∈ B¯M(0); |y − x| ≥ ε} = B¯M(0)
para todo ε > 0 suficientemente pequeno. Utilizando esta u´ltima afirmac¸a˜o, a
Observac¸a˜o 3.2 e passando o limite quando ε→ 0 nas relac¸o˜es∣∣∣∣∫{|x−y|≥ε}∩{|y|≤M}
(
ω(y)× ξ
4pi|x− y|3 +
3{[(x− y)× ω(y)]⊗ (x− y)}ξ
4pi|x− y|5
)
dy
∣∣∣∣
≤
∫
{|x−y|≥ε}∩{|y|≤M}
∣∣∣∣ ω(y)× ξ4pi|x− y|3 + 3{[(x− y)× ω(y)]⊗ (x− y)}ξ4pi|x− y|5
∣∣∣∣ dy
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=∫
|y|≤M
∣∣∣∣ ω(y)× ξ4pi|x− y|3 + 3{[(x− y)× ω(y)]⊗ (x− y)}ξ4pi|x− y|5
∣∣∣∣ dy
≤
(
1
4pi
∫
|y|≤M
|ω(y)|
|x− y|3dy
)
|ξ|
≤ C|x|3 |ξ|,
vem que
[∇u(x)]ξ ≤ C|x|3 |ξ|
para quaisquer x, ξ ∈ R3, com |x| ≥ 2M . Com isso, todas as afirmac¸o˜es do
enunciado esta˜o devidamente demonstradas.

Observac¸a˜o 3.4 A continuidade de cada campos envolvidos na Proposic¸a˜o 3.3 per-
mite estender as estimativas la´ obtidas para todo (x, t) ∈ (R3 \ {0})× [0, T ].
Informamos que a Proposic¸a˜o 3.3 tem um papel crucial na sec¸a˜o subsequente,
que e´ dedicada ao estudo do decaimento da pressa˜o das equac¸o˜es de Euler no infinito.
3.2 Comportamento da pressa˜o
Assim como na sec¸a˜o anterior, continuemos com a soluc¸a˜o (u, p) das equac¸o˜es de
Euler em R3, com as propriedades destacadas no Teorema 1.17. O objetivo da
presente sec¸a˜o e´ demonstrar que, para cada t ∈ (0, T ], existe p∞ = p∞(t) ∈ R tal
que a func¸a˜o escalar p− p∞ decai no infinito. Visando a este propo´sito, comec¸amos
estudando o comportamento de ∇p no infinito.
Proposic¸a˜o 3.5 Fixemos T ∈ (0, T ∗). Enta˜o existe uma constante C > 0 (que na˜o
depende de t ∈ (0, T ]) de forma que
|∇p(x, t)| ≤ C|x|3
para todo (x, t) ∈ (R3 \ {0})× (0, T ].
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Demonstrac¸a˜o: Inicialmente, recordemos a primeira equac¸a˜o do sistema (E)
∇p = −∂tu− u∇u.
Pelos itens (a) e (c) da Proposic¸a˜o 3.3, existe C > 0 tal que
|(u∇u)(x, t)| ≤ |u(x, t)||∇u(x, t)| ≤ C|x|5
para todo (x, t) ∈ (R3 \ {0})× [0, T ]. Assim, tambe´m utilizando a estimativa (b) da
referida proposic¸a˜o, temos
|∇p(x, t)| ≤ |∂tu(x, t)|+ |(u∇u)(x, t)| ≤ C|x|3 +
C
|x|5
para todo (x, t) ∈ (R3 \ {0})× [0, T ], o que fornece o desejado. 
A proposic¸a˜o 3.5 sugere que a pressa˜o p das equac¸o˜es de Euler se comporte como
a func¸a˜o x ∈ R3 \ {0} 7−→ 1|x|2 ∈ R no infinito. A partir de agora, baseados nesta
colocac¸a˜o intuitiva, visamos a atribuir um significado rigoroso para esta ide´ia. O
primeiro passo e´ ver que a func¸a˜o p, restrita a qualquer reta em R3 que passa pela
origem, possui um comportamento assinto´tico no infinito. Mais precisamente, temos
o
Lema 3.6 Seja y¯ ∈ R3 \ {0}. Enta˜o o limite
L = lim
θ→∞
p(θy¯)
existe e e´ finito.
Demonstrac¸a˜o: Consideremos uma sequeˆncia de nu´meros reais positivos (θn)
∞
n=1
tal que θn → ∞. Fixemos m,n ∈ N arbitrariamente e digamos que θn < θm
(isto implica |θny¯| < |θmy¯|). Assim, definindo o caminho retil´ıneo σmn(s) = sy¯
(s ∈ [θn, θm]), aplicando o teorema fundamental do ca´lculo para integrais curvil´ıneas
e utilizando a Proposic¸a˜o 3.5, chegamos a
|p(θmy¯)− p(θny¯)| =
∣∣∣∣∣
∫
σm,n
∇p · dr
∣∣∣∣∣
55
=∣∣∣∣∫ θm
θn
∇p(σmn(s)) · σ′mn(s)ds
∣∣∣∣
≤
∫ θm
θn
|∇p(sy¯)||y¯|ds
≤
∫ θm
θn
C
s3|y¯|3 |y¯|ds
=
C
2|y¯|2
(
1
θ2n
− 1
θ2m
)
,
o que nos diz que (p(θny¯))
∞
n=1 e´ uma sequeˆncia de Cauchy em R. Ponhamos L1 =
lim
n→∞
p(θny¯). Para concluir a demonstrac¸a˜o deste lema, e´ suficiente verificar que
o limite L1 na˜o depende da sequeˆncia (θn)
∞
n=1 que foi tomada inicialmente. Com
efeito, seja (λn)
∞
n=1 uma outra sequeˆncia de nu´meros reais positivos que tende a
infinito quando n→∞. E´ evidente que o mesmo argumento que apresentamos para
sequeˆncia (θn)
∞
n=1 tambe´m garante que
|p(λmy¯)− p(λny¯)| ≤ C
2|y¯|2
∣∣∣∣ 1λ2n − 1λ2m
∣∣∣∣
para quaisquer m,n ∈ N. Ponhamos L2 = lim
n→∞
p(λny¯) e vejamos que L1 = L2. Re-
almente, fixando n ∈ N arbitrariamente e trocando θm por λn na primeira estimativa
apresentada nesta demonstrac¸a˜o, conclu´ımos de maneira inteiramente ana´loga que
|p(θny¯)− p(λny¯)| ≤ C
2|y¯|2
∣∣∣∣ 1θ2n − 1λ2n
∣∣∣∣ .
Finalmente, a desigualdade
|L1 − L2| ≤ |L1 − p(θny¯)|+ |p(θny¯)− p(λny¯)|+ |p(λny¯)− L2|,
va´lida para todo n ∈ N, estabelece o resultado. 
Como ja´ dissemos, a interpretac¸a˜o geome´trica do Lema 3.6 e´ que a func¸a˜o p,
restrita a retas em R3 que passam pela origem, tem um comportamento assinto´tico
no infinito. Entretanto, tal comportamento depende, a priori, de cada reta fixada.
Com isso, a pergunta natural e´ se este e´ realmente o caso. A resposta para esta
questa˜o e´ exatamente o conteu´do do
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Lema 3.7 Sejam y¯ e z¯ dois vetores em R3 \ {0}. Enta˜o
lim
θ→∞
p(θy¯) = lim
θ→∞
p(θz¯).
Demonstrac¸a˜o: O caso em que z¯ = αy¯, para algum α > 0, segue diretamente
do Lema 3.6. Dessa forma, ponhamos L = lim
θ→∞
p(θy¯), M = lim
θ→∞
p(θz¯) e abordemos
a situac¸a˜o complementar. Sem perda de generalidade, suponhamos que |y¯| ≥ |z¯|.
Fixemos θ > 0, denotemos por S a esfera centrada na origem de R3, com raio
θ|z¯|, e consideremos a geode´sica minimizante em S que liga o ponto θz¯ ao ponto
q = qθ =
θ|z¯|
|y¯| y¯ (observemos que a referida curva e´ u´nica quando θz¯ e q na˜o sa˜o
antipodais). Utilizando a notac¸a˜o usual TqS para o plano tangente a S no ponto q,
tomemos v = vθ ∈ TqS de modo que
σ1(s) = (sen(s))q + (cos(s))θ|z¯|v,
com s ∈ [s1, s2] ⊂ [0, 2pi], seja uma parametrizac¸a˜o do arco de geode´sica supramen-
cionado (veja o Exemplo 3 da pa´gina 294 de [4]).
Agora, consideremos o caminho retil´ıneo σ2(s) = sy¯, com s ∈
[
θ|z¯|
|y¯| , θ
]
, que liga
o ponto q ∈ S ao ponto θy¯ (observemos que o trac¸o deste caminho se degenera em
um u´nico ponto se |y¯| = |z¯|).
Posto que o teorema fundamental do ca´lculo para integrais curvil´ıneas implica
as relac¸o˜es
p(θy¯)− p(θz¯) = [p(q)− p(θz¯)] + [p(θy¯)− p(q)]
=
∫
σ1
∇p · dr +
∫
σ2
∇p · dr,
utilizamos a Proposic¸a˜o 3.5 para chegarmos a`s duas estimativas∣∣∣∣∫
σ1
∇p · dr
∣∣∣∣ ≤ ∫ s2
s1
|∇p(σ1(s))||σ′1(s)|ds
≤
∫ s2
s1
C
|σ1(s)|3 θ|z¯|ds
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=∫ s2
s1
C
θ3|z¯|3 θ|z¯|ds
=
C
θ2|z¯|2 (s2 − s1)
≤ 2piC
θ2|z¯|2
e ∣∣∣∣∫
σ2
∇p · dr
∣∣∣∣ ≤ ∫ θ
θ
|z¯|
|y¯|
|∇p(σ2(s))||σ′2(s)|ds
≤
∫ θ
θ
|z¯|
|y¯|
C
|σ2(s)|3 |y¯|ds
=
∫ θ
θ
|z¯|
|y¯|
C
s3|y¯|3 |y¯|ds
=
C
2θ2|y¯|
( |y¯|2
|z¯|2 − 1
)
,
o que fornece
|p(θy¯)− p(θz¯)| ≤
[
2piC
|z¯|2 +
C
2|y¯|
( |y¯|2
|z¯|2 − 1
)]
1
θ2
.
Consequentemente, passando o limite quando θ →∞ em ambos os membros desta
u´ltima desigualdade, conclu´ımos que L = M . 
Observac¸a˜o 3.8 Definamos p∞ = p∞(x, t) = lim
θ→∞
p(θx, t) para cada (x, t) ∈ (R3 \
{0})× [0, T ]. Em vista do Lema 3.7, p∞ na˜o depende de x ∈ R3\{0}. Consideremos
a func¸a˜o p¯(x, t) = p(x, t) − p∞(t). O objetivo da pro´xima proposic¸a˜o e´ demonstrar
que p¯ = O(|x|−2) quando |x| → ∞.
Proposic¸a˜o 3.9 Com as notac¸o˜es acima, existe uma constante C > 0 tal que
|p¯(x, t)| ≤ C|x|2
sempre que (x, t) ∈ (R3 \ {0})× [0, T ].
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Demonstrac¸a˜o: Fixemos x ∈ R3 \ {0}. Argumentando como nos Lemas 3.6 e 3.7,
e utilizando a Proposic¸a˜o 3.5, conclu´ımos facilmente que
|p(θx)− p(x)| =
∣∣∣∣∫ θ
1
∇p(sx) · xds
∣∣∣∣
≤
∫ θ
1
C
s3|x|3 |x|ds
=
C
2|x|2
(
1− 1
θ2
)
para cada θ > 1. Portanto, utilizando a Observac¸a˜o 3.8 e passando o limite quando
θ →∞ na estimativa que acabamos de obter, vem imediatamente que
|p¯(x)| = |p(x)− p∞| ≤
C
2|x|2 ,
o que finaliza a demonstrac¸a˜o. 
Observac¸a˜o 3.10 Como o par (u, p) soluciona o sistema (E), e´ claro que o mesmo
e´ verdadeiro para (u, p¯). No restante deste texto (e principalmente no Cap´ıtulo 4),
este u´ltimo e´ o par no qual estamos interessados, uma vez que o decaimento de p¯ no
infinito (Proposic¸a˜o 3.9) e´ um fato crucial para os nossos propo´sitos.
3.3 Comportamento do campo-corrente
Como na Sec¸a˜o 3.1, denotamos por ψ o campo-corrente associado a` velocidade u
das equac¸o˜es de Euler (veja a Proposic¸a˜o 1.18). O intuito da presente sec¸a˜o e´
analisar o comportamento de ψ e de suas primeiras derivadas no infinito. Para
tanto comec¸amos apresentando o seguinte fato geral:
Lema 3.11 Seja f ∈ C∞c (R3;R3) e consideremos M > 0 de forma que supp(f) ⊂
B¯M(0). Enta˜o existe C > 0 tal que∣∣∣∣∫
R3
f(y)
|x− y|dy −
1
|x|
∫
R3
f(y)dy
∣∣∣∣ ≤ C|x|2
sempre que x ∈ R3, com |x| > 2M .
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Demonstrac¸a˜o: Seja g ∈ C∞(R3 \ {0};R) a func¸a˜o definida por g(x) = 1|x| . Fi-
xemos x ∈ R3, com |x| > 2M , e y ∈ B¯M(0). Argumentando como na demonstrac¸a˜o
do Lema 3.1, conclu´ımos que
[x, x− y] = {(1− t)x+ t(x− y); t ∈ [0, 1]} ⊂ R3 \ {0}.
Dessa forma, utilizando a fo´rmula de Taylor com resto de Lagrange, obtemos θ ∈
(0, 1) de modo que
1
|x− y| = g(x− y)
= g(x) + dg(x− θy)(−y)
=
1
|x| +
(x− θy) · y
|x− θy|3 ,
uma vez que ∂ig(z) =
zi
|z|3 para cada z = (z1, z2, z3) ∈ R
3 \ {0} (i ∈ {1, 2, 3}). Logo,
como y foi fixado arbitrariamente, vem que∣∣∣∣∫
R3
f(y)
|x− y|dy −
1
|x|
∫
R3
f(y)dy
∣∣∣∣ = ∣∣∣∣∫
B¯M (0)
(x− θy) · y
|x− θy|3
∣∣∣∣
≤
∫
B¯M (0)
dy
|x− θy|2 .
Estando em posse desta u´ltima estimativa e argumentando novamente como na
demonstrac¸a˜o do Lema 3.1, segue imediatamente o que pretend´ıamos demonstrar.

Embora seja ba´sico, o Lema 3.1 foi crucial para aperfeic¸oarmos a estimativa pon-
tual aguardada para o campo ∂tu, questa˜o descrita detalhadamente na Proposic¸a˜o
3.3(b). Do mesmo modo, salientamos que o Lema 3.11 exerce um papel semelhante
na obtenc¸a˜o do decaimento de ∂tψ no infinito.
Proposic¸a˜o 3.12 Seja ω = rot u, fixemos T ∈ (0, T ∗) e consideremos M > 0 de
modo que supp(ω(·, t)) ⊂ B¯M(0) para todo t ∈ [0, T ]. Enta˜o existe C > 0 tal que
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(a) |ψ(x, t)| ≤ C|x| ;
(b) |∂tψ(x, t)| ≤ C|x|2 ;
(c) |∇ψ(x, t)| ≤ C|x|2
sempre que x ∈ R3, com |x| > 2M , e t ∈ (0, T ].
Demonstrac¸a˜o:
(a) Como
ψ(x, t) =
1
4pi
∫
B¯M (0)
ω(y, t)
|x− y|dy
para todo (x, t) ∈ (R3 \ B¯2M(0))× [0, T ] e a func¸a˜o
t ∈ [0, T ] 7−→
∫
B¯M (0)
|ω(y, t)|dy ∈ R
e´ uniformemente cont´ınua, a conclusa˜o desta parte segue imediatamente da
Observac¸a˜o 3.2.
(b) A expressa˜o integral de ψ obtida na Proposic¸a˜o 1.18 (tambe´m relembrada
acima) e a equac¸a˜o da vorticidade ∂tω + u∇ω = ω∇u implicam
∂tψ(x, t) =
−1
4pi
∫
B¯M (0)
(ω∇u− u∇ω)(y, t)
|x− y| dy
para cada (x, t) ∈ (R3 \ B¯2M(0)) × (0, T ]. Recordamos que, na demonstrac¸a˜o
da Proposic¸a˜o 3.3(b), verificamos a relac¸a˜o∫
B¯M (0)
(ω∇u− u∇ω)(y, t)dy = 0
para todo t ∈ (0, T ]. Logo, o resultado desejado segue do Lema 3.11, da
Observac¸a˜o 3.2 e do fato de a func¸a˜o
t ∈ [0, T ] 7−→
∫
B¯M (0)
|(ω∇u− u∇ω)(y, t)|dy ∈ R
ser uniformemente cont´ınua (e, portanto, limitada).
61
(c) Uma vez que
∂
∂xi
(
1
|x− y|
)
=
−(xi − yi)
|x− y|3
para cada (x, y) ∈ (R3 \ B¯2M(0))× B¯M(0) (i ∈ {1, 2, 3}), chegamos a
|∂iψ(x, t)| =
∣∣∣∣∫
B¯M (0)
xi − yi
|x− y|3ω(y, t)dy
∣∣∣∣ ≤ ∫
B¯M (0)
|ω(y, t)|
|x− y|2
para todo (x, t) ∈ (R3 \ B¯2M(0)) × [0, T ]. Nesse caso, a estimativa procurada
e´ uma consequeˆncia direta da Observac¸a˜o 3.2.

3.4 Soluc¸o˜es fracas de Leray-Hopf em um domı´nio
exterior
Assim como no Cap´ıtulo 2 deste trabalho, consideramos um aberto limitado Ω ⊂ R3,
que possua fronteira suave. Ainda como naquela ocasia˜o, ponhamos Π = R3 \ Ω¯ e
ΠT = Π× [0, T ). A finalidade da presente sec¸a˜o e´ ajustar a Observac¸a˜o 2.6 de modo
a estendeˆ-la para campos-teste que na˜o possuam suporte compacto, mas apresentem
um decaimento razoa´vel no infinito. Esta nova formulac¸a˜o e´ realmente necessa´ria
em vista do que desejamos apresentar no Cap´ıtulo 4.
Inicialmente, seja η ∈ C∞c (R3; [0, 1]) tal que
η(x) =

1 se |x| ≤ 1,
0 se |x| ≥ 2,
e, para cada s > 0, definamos ηs(x) = η
(x
s
)
(x ∈ R3). No pro´ximo resultado,
discutiremos algumas propriedades essenciais da famı´lia de campos suaves {ηs; s >
0} que acabamos de introduzir.
Lema 3.13 Com as notac¸o˜es fixadas acima, sa˜o va´lidas as seguintes afirmac¸o˜es:
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(a) Se F e´ um campo suave em Π ⊂ R3 e pertence a W 1,2(Π), enta˜o a famı´lia de
campos {ηsF ; s > 0} converge a F em W 1,2(Π) quando s→∞;
(b) Para cada a ∈ (3,∞], a famı´lia de campos vetoriais {∇ηs; s > 0} converge a
0 em La(Π) quando s→∞.
Ale´m disso, suponhamos que G : R3 × [0, T ] −→ R3 seja um campo suave, e admi-
tamos que existam C1 > 0 e α > 0 tais que
|G(x, t)| ≤ C1|x|α
para todo (x, t) ∈ (R3 \ {0})× [0, T ]. Enta˜o existe C2 > 0 de modo que:
(c) ‖∂iηsG(·, t)‖L2(Π) ≤ C2
sα−
1
2
para todo t ∈ [0, T ], onde i ∈ {1, 2, 3};
(d) ‖∂2ijηsG(·, t)‖L2(Π) ≤
C2
sα+
1
2
sempre que t ∈ [0, T ], onde i, j ∈ { 1, 2, 3};
(e) Se α >
3
2
, enta˜o ‖ηsG(·, t)−G(·, t)‖L2(Π) ≤ C2
sα−
3
2
para todo t ∈ [0, T ].
Demonstrac¸a˜o: Em primeiro lugar, fixemos s0 > 0 tal que Ω ⊂ Bs(0) sempre que
s ≥ s0. Nesta demonstrac¸a˜o, todos os argumentos se referem a campos ηs indexados
com s ≥ s0.
(a) Seja x ∈ Π e tomemos s1 ≥ s0 de modo que x ∈ Bs(0) para cada s ≥ s1. Nesse
caso,
ηs(x)F (x)→ F (x)
e
∂i(ηsF )(x)→ ∂iF (x) (i = 1, 2, 3)
quando s→∞, uma vez que ηs(x) = 1 e ∂iηs(x) = 0 para todo s ≥ s1. Ale´m
disso,
|ηs(x)F (x)| = |ηs(x)||F (x)| ≤ |F (x)|
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e|∂i(ηsF )(x)| = |∂iηs(x)F (x) + ηs(x)∂iF (x)| ≤ C|F (x)|+ |∂iF (x)|,
sendo C > 0 uma constante que na˜o depende de x ∈ Π e tambe´m na˜o depende
de s ≥ s0. Portanto, como tomamos x ∈ Π arbitrariamente e F ∈ W 1,2(Π), o
teorema da convergeˆncia dominada implica a parte (a) do enunciado.
(b) Para cada i ∈ {1, 2, 3}, temos
∂iηs(x) =
1
s
∂iη
(x
s
)
,
o que claramente implica ‖∇ηs‖L∞(Π) → 0 quando s → ∞. Ale´m disso, a
demonstrac¸a˜o no caso em que a ∈ (3,∞) segue diretamente das relac¸o˜es
∫
Π
|∂iηs(x)|adx =
∫
R3
∣∣∣∂iη (x
s
)∣∣∣a 1
sa
dx
=
1
sa−3
∫
R3
∣∣∣∂iη (x
s
)∣∣∣a 1
s3
dx =
1
sa−3
‖∂iη‖aLa(R3),
ja´ que estas sa˜o va´lidas para todo s ≥ s0. Isto fornece a parte (b) do enunciado.
(c) Utilizando a mundanc¸a de varia´veis x = sy como no item (b), chegamos a∫
Π
|∂iηs(x)G(x, t)|2dx =
∫
s≤|y|≤2s
1
s2
∣∣∣∂iη (x
s
)∣∣∣2 |G(x, t)|2dx
≤
∫
1≤|y|≤2
s|∂η(y)|2|G(sy, t)|2dy
≤
∫
1≤|y|≤2
s|∂η(y)|2 C
2
1
s2α|y|2αdy
≤ 1
s2α−1
(
C21
∫
1≤|y|≤2
|∂iη(y)|2dy
)
para cada i ∈ {1, 2, 3} e para cada t ∈ [0, T ], donde segue a condic¸a˜o (c) deste
lema.
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(d) Fixemos i, j ∈ {1, 2, 3}. Atrave´s da mesma mudanc¸a de varia´vies da demons-
trac¸a˜o dos demais itens, obtemos∫
Π
|∂2ijηs(x)G(x, t)|2dx =
∫
s≤|x|≤2s
1
s4
∣∣∣∂2ijη (xs)∣∣∣2 |G(x, t)|2dx
=
∫
1≤|y|≤2
1
s
|∂2ijη(y)|2|G(sy, t)|2dy
≤ 1
s
∫
1≤|y|≤2
|∂2ijη(y)|2
C21
s2α|y|2αdy
≤ 1
s2α+1
(
C21
∫
1≤|y|≤2
|∂2ijη(y)|2dy
)
para cada t ∈ [0, T ]. Isto fornece a parte (d) do enunciado.
(e) Em primeiro lugar, destacamos que ca´lculos elementares garantem que∫
|y|≥1
dy
|y|2α =
4pi
2α− 3
para todo α >
3
2
. Logo,∫
Π
|ηs(x)G(x, t)−G(x, t)|2dx =
∫
|x|≥s
∣∣∣(η (x
s
)
− 1
)
G(x, t)
∣∣∣2 dx
=
∫
|y|≥1
|η(y)− 1|2|G(sy, t)|2s3dy
≤
∫
|y|≥1
|η(y)− 1|2 C
2
1
s2α|y|2α s
3dy
≤ CC
2
1
s2α−3
∫
|y|≥1
dy
|y|2α
=
1
s2α−3
(
4piCC21
2α− 3
)
para todo t ∈ [0, T ], onde, novamente, foi utilizada a mudanc¸a de varia´veis x =
sy. Assim, todas as afirmac¸o˜es do enunciado ja´ encontram-se demonstradas.

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Agora, ja´ estamos prontos para apresentar o resultado mais importante desta
sec¸a˜o, que e´ tambe´m o u´ltimo deste cap´ıtulo. Ressaltamos que este visa a obter
concluso˜es ana´logas a`quelas que foram adquiridas na Observac¸a˜o 2.6(d), e que sua
demonstrac¸a˜o se refere a objetos tratados no Teorema 2.11. Sendo assim, fixamos
T > 0, tomamos v0 ∈ H(Π) e consideramos o sistema (NS) em ΠT , com dado inicial
v0 e forc¸amento nulo. O referido teorema garante a existeˆncia de uma soluc¸a˜o fraca
v : ΠT −→ R3 para o sistema mencionado (no sentido da Definic¸a˜o 2.1). Mediante
estas colocac¸o˜es, temos a
Proposic¸a˜o 3.14 Sejam ψ˜ : R3× [0, T ] −→ R3 e F : R3 −→ R3 dois campos suaves
satisfazendo as condic¸o˜es:
(a) supp(ψ˜) ⊂ (R3 \ B¯)× [0, T ], onde B e´ uma bola aberta que conte´m Ω (salien-
tamos que supp(ψ˜) na˜o e´ necessariamente compacto);
(b) div F = 0 e supp(F ) e´ um subconjunto compacto de Π;
(c) Existe uma constante C1 > 0 tal que
|ψ˜(x, t)| ≤ C1|x| ,
|∇ψ˜(x, t)| ≤ C1|x|2
e
|∂tψ˜(x, t)| ≤ C1|x|2
para todo (x, t) ∈ (R3 \ {0})× [0, T ].
Seja w = rot ψ˜ + F e suponhamos que exista uma constante C2 > 0 tal que
|w(x, t)| ≤ C2|x|2 ,
|∇w(x, t)| ≤ C2|x|3
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e|∂tw(x, t)| ≤ C2|x|3
para todo (x, t) ∈ (R3 \ {0})× [0, T ]. Enta˜o
(v(·, t)|w(·, t))L2(Π) − (v0|w(·, 0))L2(Π) =
∫ t
0
∫
Π
[v · ∂tw − ν∇v : ∇w](x, τ)dxdτ
+
∫ t
0
∫
Π
(v∇w) · vdxdτ
para todo t ∈ [0, T ).
Demonstrac¸a˜o: Fixando s0 > 0 como no Lema 3.13, ponhamos
ws := rot (ηsw) + F = ∇ηs × ψ˜ + ηsrot ψ˜ + F
para cada s ≥ s0. Claramente, {ws; s ≥ s0} e´ uma famı´lia de campos suaves que
possuem divergente nulo (condic¸a˜o (b)) e cujos suportes sa˜o subconjuntos compactos
de Π× [0, T ] (condic¸o˜es (a) e (b)). Assim, pela Observac¸a˜o 2.6(a),(b), temos
(v(·, t)|ws(·, t))L2(Π) − (v0|ws(·, 0))L2(Π) =
∫ t
0
∫
Π
[v · ∂tws − ν∇v : ∇ws](x, τ)dxdτ
−
∫ t
0
∫
Π
(v∇v) · wsdxdτ
para cada t ∈ [0, T ) e para cada s ≥ s0. A fim de obtermos a demonstrac¸a˜o
desta proposic¸a˜o, passamos o limite quando s → ∞ em cada termo da relac¸a˜o que
acabamos de exibir.
Afirmac¸a˜o 1: lim
s→∞
(v(·, t)|ws(·, t))L2(Π) = (v(·, t)|w(·, t))L2(Π) para cada t ∈
[0, T ).
Realmente, utilizando a desigualdade de energia (Teorema 2.11(a)), os decai-
mentos de ψ˜ e rot ψ˜ descritos no enunciado, e o Lema 3.13(c),(d), chegamos a
|(v(·, t)|ws(·, t))L2(Π) − (v(·, t)|w(·, t))L2(Π)|
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=∣∣∣∣∫
Π
v(x, t) · [∇ηs × ψ˜ + (ηs − 1)rot ψ˜]dx
∣∣∣∣
≤ ‖v(·, t)‖L2(Π)‖∇ηs × ψ˜ + (ηs − 1)rot ψ˜‖L2(Π)
≤ ‖v0‖L2(Π)(‖∇ηs × ψ˜‖L2(Π) + ‖(ηs − 1)rot ψ˜‖L2(Π))
≤ ‖v0‖L2(Π)
(
C√
s
+
C√
s
)
≤ C√
s
para cada t ∈ [0, T ), seguindo a Afirmac¸a˜o 1.
Afirmac¸a˜o 2: Para cada t ∈ [0, T ),
lim
s→∞
∫ t
0
∫
Π
(v · ∂tws)dxdτ =
∫ t
0
∫
Π
(v · ∂tw)dxdτ .
De fato, observando que
∂tws = ∇ηs × ∂tψ˜ + ηs∂t(rot ψ˜),
utilizando os decaimentos de ∂tψ˜ e ∂tw (hipo´tese), e recordando o Lema 3.13, con-
clu´ımos que
lim
s→∞
‖∇ηs × ∂tψ˜‖L2(Π) = 0
e
lim
s→∞
‖(ηs − 1)∂t(rot ψ˜)‖L2(Π) = 0
uniformemente em [0, T ). Estes fatos e as relac¸o˜es∣∣∣∣∫ t
0
∫
Π
(v · ∂tws)dxdτ −
∫ t
0
∫
Π
(v · ∂tw)dxdτ
∣∣∣∣
≤
∫ t
0
∫
Π
|v||∇ηs × ∂tψ˜ + (ηs − 1)∂t(rot ψ˜)|dxdτ
≤ ‖v0‖L2(Π)
∫ t
0
‖ηs × ∂tψ˜‖L2(Π)(τ)dτ
+‖v0‖L2(Π)
∫ t
0
‖(ηs − 1)∂t(rot ψ˜)‖L2(Π)(τ)dτ
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(Teorema 2.11(a)), va´lidas para todo t ∈ [0, T ), demonstram a Afirmac¸a˜o 2.
Afirmac¸a˜o 3: lim
s→∞
∫ t
0
∫
Π
(∇v : ∇ws)(x, τ)dxdτ =
∫ t
0
∫
Π
(∇v : ∇w)(x, τ)dxdτ
para todo t ∈ [0, T ).
Inicialmente, analisamos as relac¸o˜es
∇v : (∇ws −∇w) =
3∑
i,j=1
∂ivj∂i(w
j
s − wj) =
3∑
i=1
∂iv · ∂i(ws − w)
e
∂iws − ∂iw = ∂i(∇ηs)× ψ˜ +∇ηs × ∂iψ˜ + (∂iηs)rot ψ˜ + (ηs − 1)∂i(rot ψ˜) (i=1,2,3).
Pelos decaimentos de ψ˜, ∇ψ˜ e ∇w, assumidos no enunciado, podemos utilizar o
Lema 3.13(c),(d),(e) para conclu´ırmos que
lim
s→∞
‖(∂iws − ∂iw)(·, τ)‖L2(Π) = 0
uniformemente em [0, T ). Logo,∣∣∣∣∫ t
0
∫
Π
(∇v : ∇ws)(x, τ)dxdτ −
∫ t
0
∫
Π
(∇v : ∇w)(x, τ)dxdτ
∣∣∣∣
≤
3∑
i=1
∫ t
0
∫
Π
|∂iv||∂i(ws − w)|(x, τ)dxdτ
≤
3∑
i=1
∫ t
0
‖∂iv(·, τ)‖L2(Π)‖∂i(ws − w)(·, τ)‖L2(Π)dxdτ
≤
3∑
i=1
(∫ t
0
‖∂iv(·, τ)‖2L2(Π)dτ
) 1
2
(∫ t
0
‖∂i(ws − w)(·, τ)‖2L2(Π)dτ
) 1
2
≤ C‖v0‖L2(Π)
3∑
i=1
(∫ t
0
‖∂i(ws − w)(·, τ)‖2L2(Π)dτ
) 1
2
para todo t ∈ [0, T ) (utilizamos novamente a estimativa de energia do Teorema
2.11(a)), o que assegura a Afirmac¸a˜o 3.
Afirmac¸a˜o 4: Para cada t ∈ [0, T ),
lim
s→∞
∫ t
0
∫
Π
(v∇v) · wsdxdτ = −
∫ t
0
∫
Π
(v∇w) · vdxdτ .
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Primeiramente, temos∫ t
0
∫
Π
(v∇v) · wsdxdτ
=
3∑
i=1
∫ t
0
∫
Π
(vi∂iv) · wsdxdτ
=
3∑
i=1
∫ t
0
∫
Π
[vi(∂i(v · ws)− v · ∂iws)]dxdτ
=
∫ t
0
∫
Π
v · ∇(v · ws)dxdτ
−
∫ t
0
∫
Π
(v∇ws) · vdxdτ
= −
∫ t
0
∫
Π
(v∇ws) · vdxdτ ,
pois como (v · ws) ∈ L1loc(Π) e ∇(v · ws) ∈ L2(Π), podemos utilizar a decomposic¸a˜o
ortogonal do Teorema 1.5 para obtermos∫ t
0
∫
Π
v · ∇(v · ws)dxdτ = 0.
Consequentemente, lembrando novamente os decaimentos de ψ˜, ∇ψ˜ e ∇w supostos
no enunciado e utilizando o Lema 3.13(c),(d),(e), obtemos C > 0 (independente de
t ∈ [0, T ]) tal que ∣∣∣∣∫ t
0
∫
Π
(v∇v) · wsdxdτ +
∫ t
0
∫
Π
(v∇w) · vdxdτ
∣∣∣∣
=
∣∣∣∣∫ t
0
∫
Π
[v∇(w − ws)] · vdxdτ
∣∣∣∣
≤
∫ t
0
∫
Π
|v|2|∇ws −∇w|dxdτ
≤
∫ t
0
‖v(·, τ)‖2L4(Π)‖∇ws −∇w‖L2(Π)dτ
≤ C
s3/2
∫ t
0
‖v(·, τ)‖2W 1,2(Π)dτ
≤ CC¯
s3/2
,
onde C¯ > 0 tambe´m na˜o depende da varia´vel temporal (veja o Lema 1.9, a Ob-
servac¸a˜o 1.10 e o Teorema 2.11)(a)). Assim, a Afirmac¸a˜o 4 ja´ esta´ verificada.
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As quatro asserc¸o˜es vistas acima finalizam esta demonstrac¸a˜o. 
71
.72
Cap´ıtulo 4
Domı´nios tridimensionais
singularmente perturbados
Este cap´ıtulo e´ a parte central desta tese. Aqui, estamos interessados em estudar
o comportamento assinto´tico de escoamentos incompress´ıveis tridimensionais com
viscosidade pequena em torno de um obsta´culo distante. Como dissemos na in-
troduc¸a˜o, o presente trabalho e´ baseado em [21], onde foi desenvolvido um estudo
detalhado sobre o comportamento limite de escoamentos incompress´ıveis bidimen-
sionais e tridimensionais, com viscosidade pequena, quando os mesmos ocupam um
domı´nio limitado com fronteira distante.
Assim como em [21], provamos, no nosso contexto, que o escoamento limite e´
regido pelas equac¸o˜es de Euler no espac¸o todo e descrevemos a taxa segundo a qual
este comportamento assinto´tico e´ estabelecido. Ale´m disso, como aqui e em [21]
e´ examinado o efeito de considerarmos escoamentos com viscosidade pequena em
domı´nios com fronteira distante, contrastamos as taxas de convergeˆncia resultantes
dessas duas ana´lises distintas.
Daqui em diante, consideramos um domı´nio limitado e suave Ω0 ⊂ R3, e supomos
que R3 \ Ω¯0 seja conexo e simplesmente conexo. Ale´m disso, para cada R > 0,
utilizamos as notac¸o˜es ΩR = Ω0 + (R, 0, 0), ΠR = R3 \ Ω¯R e ΓR = ∂ΩR = ∂ΠR.
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4.1 Considerac¸o˜es e estimativas iniciais
Consideremos um campo vetorial ω0 ∈ C∞c (R3;R3), com div ω0 = 0. Pela Pro-
posic¸a˜o 1.18, sabemos que
u0(x) =
−1
4pi
∫
R3
(x− y)
|x− y|3 × ω0(y)dy
e´ o u´nico campo vetorial em L2(R3) tal que div u0 = 0 e rot u0 = ω0 (observamos
ainda que u0 ∈ C∞(R3), tendo em vista o resultado da pa´gina 246 de [10]). Ate´ o
final deste texto, seja u = u(x, t) a soluc¸a˜o das equac¸o˜es de Euler incompress´ıveis
em R3, com dado inicial u0, consideremos o tempo T ∗ > 0 de existeˆncia desta
soluc¸a˜o e fixemos T ∈ [0, T ∗). Recordamos que esta soluc¸a˜o u = u(x, t) usufrui das
propriedades descritas no Teorema 1.17. Agora, seja p¯ = p¯(x, t) a pressa˜o associada
a u = u(x, t) como na Proposic¸a˜o 3.9 (veja tambe´m a Observac¸a˜o 3.10), isto e´, (u, p¯)
e´ soluc¸a˜o cla´ssica do sistema
(E)

∂tu+ (u · ∇)u+∇p¯ = 0 em R3 × (0, T );
div u = 0 em R3 × [0, T ];
lim
|x|→∞
|u(x, t)| = 0 para todo t ∈ [0, T ];
u(x, 0) = u0(x) em R3,
onde p¯ = O(|x|−2) quando |x| → ∞.
4.1.1 Aproximac¸a˜o para a soluc¸a˜o das equac¸o˜es de Euler
Como nos cap´ıtulos anteriores, lembramos que
D(ΠR) = {Ψ ∈ C∞c (ΠR); div Ψ = 0 em ΠR},
H(ΠR) = D(ΠR)‖·‖L2(ΠR) = {f ∈ L2(ΠR); div f = 0 e f · n̂|∂ΠR = 0}
e
H1(ΠR) = D(ΠR)‖·‖W1,2(ΠR) = {f ∈ W 1,2(ΠR); div f = 0 e f |∂ΠR = 0}.
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Nesta etapa, aproximamos a soluc¸a˜o u = u(x, t) de (E) por uma famı´lia de cam-
pos suaves {uR;R > 0} com respeito a` norma de L∞([0, T ];H1(ΠR)) e apresentamos
um conjunto de estimativas que possibilitam o estudo do comportamento assinto´tico
ao qual nos referimos no in´ıcio deste cap´ıtulo. Com esta finalidade, fixamos M0 > 0
tal que Ω¯0 ⊂ BM0(0) e consideramos uma func¸a˜o par ϕ ∈ C∞(R; [0, 1]) satisfazendo
as condic¸o˜es
ϕ(s) =

1 se |s| ≥ 2M0;
0 se |s| ≤M0.
Agora, para cada x ∈ R3, ponhamos ϕR(x) = ϕ(|x− (R, 0, 0)|), seja
ψ(x, t) =
1
4pi
∫
R3
ω(y, t)
|x− y|dy
(ω = rot u) o campo-corrente associado a u = u(x, t) e definamos
uR = uR(x, t) = rot (ϕR(ψ + CR)),
onde CR e´ o campo vetorial constante dado por
CR =
−1
4piR
∫
R3
ω0(y)dy.
Observac¸a˜o 4.1 Na Proposic¸a˜o 3.12(a) apresentamos um decaimento para o campo-
corrente ψ no infinito. No entanto, a estimativa la´ obtida na˜o e´ suficiente para al-
gumas das nossas finalidades. Destacamos que esta e´ a raza˜o de termos introduzido
o campo CR.
Observac¸a˜o 4.2 A seguir, listaremos algumas propriedades ba´sicas referentes aos
campos pertencentes a` famı´lia {uR;R > 0}.
(a) Da definic¸a˜o da func¸a˜o ϕ, e´ claro que cada func¸a˜o ϕR satisfaz:
ϕR(x) =

1 se |x− (R, 0, 0)| ≥ 2M0;
0 se |x− (R, 0, 0)| ≤M0.
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Como
uR = ∇ϕR × (ψ + CR) + ϕRu (R > 0),
cada uR e´ um campo suave em R3 que se anula em uma vizinhanc¸a de ΓR.
(b) uR(x, t) = u(x, t) sempre que x ∈ ΠR, |x− (R, 0, 0)| ≥ 2M0 e t ≥ 0.
(c) Cada uR (R > 0) possui divergente nulo, uma vez que estes campos sa˜o defi-
nidos como o rotacional de um campo suave.
(d) A derivada temporal de cada uR (R > 0) se exprime como
∂tu
R = ∇ϕR × ∂tψ + ϕR∂tu
= ∇ϕR × ∂tψ − ϕRu∇u− ϕR∇p¯
em ΠR × (0, T ).
Antes de verificarmos que ‖uR − u‖L∞([0,T ];H1(Π)) → 0 quando R → ∞, necessi-
tamos da desigualdade contida no
Lema 4.3 Sejam x,y ∈ R3 \ {0} tais que |x| ≥ 2|y|. Enta˜o∣∣∣∣ 1|x− y| − 1|x|
∣∣∣∣ ≤ 4|y||x|2 .
Demonstrac¸a˜o: Assim como no Lema 3.1, podemos obter θ ∈ (0, 1) de forma que
1
|x− y| −
1
|x| =
(x− θy) · y
|x− θy|3 .
Uma vez que a relac¸a˜o |x| ≥ 2|y| implica |x− θy| ≥ |x|
2
, o lema esta´ provado. 
A seguir, faremos algumas colocac¸o˜es que sera˜o utilizadas no decorrer do cap´ıtulo.
Observac¸a˜o 4.4 (a) Seja R > 0, consideremos uma func¸a˜o h ∈ C(R3×[0, T ];R),
e suponhamos que existam α ≥ 1 e C > 0 tais que
|h(x, t)| ≤ C|x|α
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para todo (x, t) ∈ (R3 \ {0})× [0, T ]. Enta˜o
sup
t∈[0,T ]
∫
ΠR
|∇ϕR(x)|2|h(x, t)|2dx ≤ C
R2α
para todo R > 0 suficientemente grande.
De fato, como
|y + (R, 0, 0)| ≥ R− |y| ≥ R− 2M0 > 0
se y ∈ R3, M0 ≤ |y| ≤ 2M0 e R > 2M0, a conclusa˜o desejada vem das relac¸o˜es∫
ΠR
|∇ϕR(x)|2|h(x, t)|2dx =
∫
M0≤|x−(R,0,0)|≤2M0
|ϕ′(|x− (R, 0, 0)|)|2|h(x, t)|2dx
=
∫
M0≤|y|≤2M0
|ϕ′(|y|)|2|h(y + (R, 0, 0), t)|2dy
≤ C sup
M0≤|y|≤2M0
|h(y + (R, 0, 0), t)|2
≤ sup
M0≤|y|≤2M0
{
C
|y + (R, 0, 0)|2α
}
≤ C
(R− 2M0)2α
≤
[
C(
1− 2M0
R
)2α
]
1
R2α
,
va´lidas para todo t ∈ [0, T ]. Finalizamos este item observando que este fato
continua va´lido se h ∈ C(R3 × [0, T ];R3).
(b) Se trocarmos ∇ϕR por ϕR − 1 ou por ∂2ijϕR (i, j = 1, 2, 3), obtemos um fato
ana´logo a`quele destacado no item (a), o que pode ser verificado facilmente
atrave´s de mı´nimas adaptac¸o˜es.
O pro´ximo resultado traz um importante conjunto de estimativas que permite
estabelecer o resultado principal deste trabalho.
Proposic¸a˜o 4.5 Existe uma constante C = C(Ω0, T ) > 0 de modo que, para todo
R > 0 suficientemente grande, sa˜o va´lidas as seguintes estimativas:
(a) ‖uR − u‖L∞([0,T ];L2(ΠR)) + ‖uR − ϕRu‖L∞([0,T ];L2(ΠR)) ≤
C
R2
;
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(b) ‖∇uR −∇u‖L∞([0,T ];L2(ΠR)) ≤
C
R2
;
(c) ‖p¯∇ϕR‖L∞([0,T ];L2(ΠR)) + ‖∇ϕR × ∂tψ‖L∞([0,T ];L2(ΠR)) ≤
C
R2
;
(d) ‖uR‖L∞([0,T ];L∞(ΠR)) + ‖∇uR‖L∞([0,T ];L∞(ΠR)) + ‖∇uR‖L∞([0,T ];L2(ΠR)) ≤ C.
Demonstrac¸a˜o: Iniciamos a demontrac¸a˜o de (a) mostrando o seguinte fato:
Afirmac¸a˜o: Existe uma constante C > 0 de forma que
sup
M0≤|y|≤2M0
|ψ(y + (R, 0, 0), t) + CR| ≤ C
R2
para todo R > 0 suficientemente grande e para todo t ∈ [0, T ].
De fato, se y ∈ R3, com M0 ≤ |y| ≤ 2M0, e R > 2M0, temos
|y + (R, 0, 0)| ≥ R− |y| ≥ R− 2M0 > 0.
Isto fornece
|ψ(y + (R, 0, 0), t) + CR|
=
∣∣∣∣ 14pi
∫
R3
ω(z, t)
|(y + (R, 0, 0))− z|dz −
1
4piR
∫
R3
ω0(y)dy
∣∣∣∣
≤
∣∣∣∣ 14pi
∫
R3
ω(z, t)
|(y + (R, 0, 0))− z|dz −
1
4pi|y + (R, 0, 0)|
∫
R3
ω(z, t)dz
∣∣∣∣
+
∣∣∣∣ 14pi|y + (R, 0, 0)| − 14piR
∣∣∣∣ ∫
R3
|ω0(z)|dz
≤ C|y + (R, 0, 0)|2 +
1
4pi
4|y|
R2
∫
R3
|ω0(z)|dz
≤ C
(R− 2M0)2 +
C
R2
para todo t ∈ [0, T ], tendo em vista os Lemas 3.11 e 4.3, a conservac¸a˜o do fluxo
total da vorticidade e o fato de a func¸a˜o
t ∈ [0, T ] 7−→
∫
R3
|ω(z, t)|dz
ser limitada. Assim, a afirmac¸a˜o ja´ esta´ devidamente verificada.
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Em posse da afirmac¸a˜o acima, chegamos a
‖uR − ϕRu‖2L2(ΠR)
= ‖∇ϕR × (ψ + CR)‖2L2(ΠR)
=
∫
M0≤|x−(R,0,0)|≤2M0
|ϕ′(|x− (R, 0, 0)|)|2|ψ(x, t) + CR|2dx
=
∫
M0≤|y|≤2M0
|ϕ′(|y|)|2|ψ(y + (R, 0, 0), t) + CR|2dy
≤ C sup
M0≤|y|≤2M0
|ψ(y + (R, 0, 0), t) + CR|2
≤ C
R4
.
Ale´m disso, como
|u(x, t)| ≤ C|x|2
para todo (x, t) ∈ (R3 \ {0}) × [0, T ] (Proposic¸a˜o 3.3(a)), podemos utilizar a Ob-
servac¸a˜o 4.4(b) para obtermos a estimativa
‖(ϕR − 1)u‖L∞([0,T ];L2(ΠR)) ≤
C
R2
.
Portanto, basta recordar a identidade
uR − u = rot (ϕR(ψ + CR)) = ∇ϕR × (ψ + CR) + (ϕR − 1)u
para concluir a parte (a) desta proposic¸a˜o.
Passando a` parte (b) do enunciado, recordamos a identidade
∂iu
R − ∂iu = ∂i(∇ϕR)× (ψ + CR) +∇ϕR × ∂iψ
+(∂iϕ
R)u+ (ϕR − 1)∂iu,
va´lida para cada i ∈ {1, 2, 3}. O mesmo argumento utilizado na obtenc¸a˜o da esti-
mativa
‖∇ϕR × (ψ + CR)‖L∞([0,T ];L2(ΠR)) ≤
C
R2
(demonstrac¸a˜o do item (a)) tambe´m garante que
‖∂i(∇ϕR)× (ψ + CR)‖L∞([0,T ];L2(ΠR)) ≤
C
R2
.
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Ale´m disso, os decaimentos de ∇ψ (Proposic¸a˜o 3.12), u (Proposic¸a˜o 3.3(a))e ∇u
(Proposic¸a˜o 3.3(b)) implicam
‖∇ϕR × ∂iψ‖L∞([0,T ];L2(ΠR)) ≤
C
R2
,
‖(∂iϕR)u‖L∞([0,T ];L2(ΠR)) ≤
C
R2
e
‖(ϕR − 1)∂iu‖L∞([0,T ];L2(ΠR)) ≤
C
R3
para todo R > 0 suficientemente grande (veja tambe´m a Observac¸a˜o 4.4), o que
finaliza a demonstrac¸a˜o do item (b).
Para chegar a demonstrac¸a˜o de (c), basta observar que os decaimentos de p¯
(Proposic¸a˜o 3.9) e ∂tψ (Proposic¸a˜o 3.12(b)), e a Observac¸a˜o 4.4 asseguram imedia-
tamente as estimativas
‖p¯∇ϕR‖L∞([0,T ];L2(ΠR)) ≤
C
R2
e
‖∇ϕR × ∂tψ‖L∞([0,T ];L2(ΠR)) ≤
C
R2
para todo R > 0 suficientemente grande.
Finalmente, passemos a` demontrac¸a˜o do item (d). Em primeiro lugar, lembramos
que a parte (a) desta proposic¸a˜o garante diretamente a existeˆncia C > 0 tal que
‖∇uR‖L∞([0,T ];L2(ΠR)) ≤ C
para todo R > 0 suficientemente grande. Ja´ as limitac¸o˜es uniformes (com respeito
a R > 0) restantes seguem da Observac¸a˜o 4.2(a) e das Proposic¸o˜es 3.3 e 3.12. Nesse
caso, todas as estimativas do enunciado esta˜o devidadente demonstradas. 
4.1.2 Convergeˆncia relacionada aos dados iniciais
Como na sec¸a˜o anterior, continuamos com ω0 ∈ C∞c (R3;R3), onde div ω0 = 0 e u0
como sendo o u´nico campo vetorial em L2(R3) tal que div ω0 = 0 e rot u0 = ω0.
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Aqui, tambe´m consideramos as equac¸o˜es de Euler no espac¸o R3, com dado inicial u0,
e denotamos por u a u´nica soluc¸a˜o suave de tais equac¸o˜es. O nosso objetivo nesta
subsec¸a˜o e´ construir uma famı´lia de campos vetoriais {u0,R;R > 0} em H(ΠR) de
tal maneira que rot u0,R = ω0|ΠR e
lim
R→∞
‖u˜0,R − u0‖L2(R3) = 0,
onde
u˜0,R(x) =

u0,R(x) se x ∈ ΠR;
0 se x ∈ Ω¯R,
para cada R > 0. Estabelecidas estas notac¸o˜es, consideramos o sistema
(NSν,R)

∂tu
ν,R + (uν,R · ∇)uν,R − ν∆uν,R = −∇p em ΠR × (0, T ),
div uν,R = 0 em ΠR × [0, T ),
uν,R = 0 em ∂ΠR × (0, T ),
uν,R(x, 0) = u0,R(x) em ΠR × {t = 0},
(ν > 0 e R > 0), que admite uma soluc¸a˜o fraca uν,R no sentido de Leray-Hopf como
no Teorema 2.11. O nosso objetivo e´ estimar os campos (uν,R−u)ν,R>0 com respeito
a` norma de L∞([0, T ];L2(ΠR)) e obter (na pro´xima sec¸a˜o) uma desigualdade que
indique o comportamento assinto´tico almejado.
Proposic¸a˜o 4.6 Dado R > 0, existe um u´nico u0,R ∈ H(ΠR) tal que rot u0,R =
ω0|ΠR. Ale´m disso, existe uma constante C > 0 (que na˜o depende de R) de forma
que
‖u˜0,R − u0‖L2(R3) ≤ C
R2
para todo R > 0 suficientemente grande.
Demonstrac¸a˜o: Como u0 ∈ L2(R3), o Teorema 1.5 garante a existeˆncia de um
campo u0,R ∈ H(ΠR) e de uma func¸a˜o g ∈ L2loc(ΠR), com ∇g ∈ L2(ΠR), tais que
u0|ΠR = u0,R +∇g,
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sendo u´nica esta decomposic¸a˜o. Assim, como rot u0 = ω0, ja´ temos
ω0|ΠR = rot u0|ΠR = rot (u0|ΠR) = rot (u0,R +∇g) = rot u0,R.
Vejamos que u0,R e´ o u´nico campo em H(ΠR) cujo rotacional e´ a restric¸a˜o de ω0
ao conjunto ΠR. Realmente, seja v ∈ H(ΠR) tal que rot v = ω0|ΠR . Consideremos
Ξ ∈ D(ΠR) arbitra´rio e tomemos um campo suave Ψ, definido em ΠR, tal que
Ξ = rot Ψ (ΠR e´ simplesmente conexo). Portanto, a relac¸a˜o rot (u0,R − v) = 0
implica ∫
Π
(u0 − v) · Ξdx = 0
e a arbitrariedade de Ξ corresponde a` validade de∫
Π
(u0 − v) · wdx = 0
para todo w ∈ H(ΠR). Consequentemente, aplicando novamente o Teorema 1.5,
obtemos uma func¸a˜o escalar g ∈ L2loc(ΠR), com ∇g ∈ L2(ΠR), de forma que u0 −
v = ∇g. Esta u´ltima conclusa˜o, o fato de (u0 − v) ∈ H(ΠR) e a unicidade da
decomposic¸a˜o do Teorema 1.5 permitem concluir que v = u0.
Agora, passemos a` demonstrac¸a˜o da estimativa descrita no enunciado. Obser-
vando que u0,R ∈ H(ΠR) e´ a projec¸a˜o ortogonal de u0|ΠR sobre H(ΠR) para cada
R > 0 (Teorema 1.5), vemos que
‖u0|ΠR − u0,R‖L2(ΠR) ≤ ‖u0|ΠR − w‖L2(ΠR)
para cada w ∈ H(ΠR). Em particular, podemos tomar
w = uR(0) = rot (ϕR(ψ + CR))|t=0 = ∇ϕR × (ψ0 + CR) + ϕRu0,
onde ψ0(x) = ψ(x, 0) para todo x ∈ R3. Com isso,
‖u˜0,R − u0‖2L2(R3) =
∫
R3
|u˜0,R(x)− u0(x)|2dx
=
∫
ΠR
|u0,R − u0|ΠR |2(x)dx+
∫
Ω¯R
|u0(x)|2dx
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= ‖u0,R − u0|ΠR‖2L2(ΠR) + ‖u0‖2L2(Ω¯R)
≤ ‖u0|ΠR − uR(0)‖2L2(ΠR) + ‖u0‖2L2(Ω¯R)
≤ (‖u0|ΠR − uR(0)‖L2(ΠR) + ‖u0‖L2(Ω¯R))2,
ou seja,
‖u˜0,R − u0‖L2(R3) ≤ ‖u0|ΠR − uR(0)‖L2(ΠR) + ‖u0‖L2(Ω¯R).
Destacamos que a Proposic¸a˜o 4.5(a) ja´ fornece
‖u0|ΠR − uR(0)‖L2(ΠR) ≤
C
R2
para todo R > 0 suficientemente grande. Na pro´xima observac¸a˜o, analisaremos o
comportamento de (‖u0‖L2(Ω¯R))R>0 no infinito.
Afirmac¸a˜o: Existe uma constante C > 0 tal que
‖u0‖L2(Ω¯R) ≤
C
R2
para todo R > 0 suficientemente grande.
Fixemos a > 0 tal que supp(ω0) ⊂ Ba(0). Lembrando que tomamos M0 > 0 de
forma que Ω¯0 ⊂ BM0(0), vemos que supp(ω0) ∩ Ω¯R = ∅ sempre que R > a + 2M0.
De fato, se x0 ∈ Ω¯R, temos
|x0| = |(x0 − (R, 0, 0)) + (R, 0, 0)| ≥ R− |x0 − (R, 0, 0)| ≥ R−M0 > a+M0 > a,
o que significa que x0 /∈ supp(ω0). Logo, dados x ∈ Ω¯R e y ∈ supp(ω0) arbitra´rios,
temos x 6= y e
|x− y| = |(y − (R, 0, 0))− (x− (R, 0, 0))| ≥ |y − (R, 0, 0)| − |x− (R, 0, 0)|
≥ R− |y| − |x− (R, 0, 0)| > R− a− 2M0 > 0,
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donde
|u0(x)| ≤
∫
Ba(0)
|ω0(y)|
4pi|x− y|2dy ≤
C
(R− a− 2M0)2
≤
[
1(
1− a
R
− 2M0
R
)] 1
R2
.
Finalmente, como a medida de Lebesgue de cada Ω¯R e´ igual a` medida de Lebesgue
de Ω¯0 para todo R > 0, e´ claro que
‖u0‖L2(Ω¯R) ≤
C
R2
,
sendo a u´ltima constante independe de R.
Assim, a demonstrac¸a˜o do resultado esta´ conclu´ıda. 
4.2 Ca´lculos Formais
Nesta sec¸a˜o, apresentamos certos ca´lculos heur´ısticos que sugerem a validade da
convergeˆncia
‖uν,R − u‖L∞([0,T ];L2(ΠR)) → 0
quando ν → 0 e R→∞. Destacamos que este fato sera´ devidamente demonstrado
na pro´xima sec¸a˜o.
Suponhamos que (uν,R, pν,R) seja uma soluc¸a˜o cla´ssica do sistema (NSν,R) e
definamos
W ν,R = uν,R − uR
para cada ν > 0 e para cada R > 0. Nesse caso, utilizando a Observac¸a˜o 4.2(d),
chegamos a
∂tW
ν,R − ν∆W ν,R = −(W ν,R + uR)∇W ν,R −W ν,R∇uR − uR∇uR
−∇pν,R + ν∆uR
−∇ϕR × ∂tψ + ϕRu∇u+ ϕR∇p¯.
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Portanto, admitindo que (uν,R, pν,R) seja um par suficientemente regular, efetu-
amos o produto interno em L2 de cada termo da equac¸a˜o supramencionada com o
campo W ν,R, obtendo, para cada t ∈ [0, T ], as seguintes relac¸o˜es:
(a)
∫
ΠR
∂tW
ν,R ·W ν,Rdx = 1
2
d
dt
‖W ν,R‖2L2(ΠR);
(b) −ν
∫
ΠR
∆W ν,R ·W ν,Rdx = ν‖∇W ν,R‖2L2(ΠR);
(c) ∫
ΠR
[(W ν,R + uR)∇W ν,R] ·W ν,Rdx = 0,
pois a condic¸a˜o div (W ν,R + uR) = 0 implica
−
∫
ΠR
[(W ν,R + uR)∇W ν,R] ·W ν,Rdx =
∫
ΠR
[(W ν,R + uR)∇W ν,R] ·W ν,Rdx.
(d)
−
∫
ΠR
[W ν,R∇uR] ·W ν,Rdx ≤ ‖∇uR‖L∞(ΠR)‖W ν,R‖2L2(ΠR)
≤ C‖W ν,R‖2L2(ΠR),
em virtude da Proposic¸a˜o 4.5(d).
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(e) ∫
ΠR
(ϕRu∇u− uR∇uR) ·W ν,Rdx
=
∫
ΠR
(ϕRu− uR)∇u ·W ν,Rdx
+
∫
ΠR
[uR(∇u−∇uR)] ·W ν,Rdx
≤ ‖ϕRu− uR‖L2(ΠR)‖∇u‖L∞(ΠR)‖W ν,R‖L2(ΠR)
+‖∇uR −∇u‖L2(ΠR)‖uR‖L∞(ΠR)‖W ν,R‖L2(ΠR)
≤ C
R4
+ ‖W ν,R‖2L2(ΠR),
utilizando a desigualdade de Young e as Proposic¸o˜es 3.3 e 4.5(a),(b),(d);
(f)
∫
ΠR
∇pν,R ·W ν,Rdx = 0, pois div W ν,R = 0;
(g)
ν
∫
ΠR
(∆uR ·W ν,R)dx = −ν
∫
ΠR
(∇uR : ∇W ν,R)dx
≤ ν‖∇uR‖L2(ΠR)‖∇W ν,R‖L2(ΠR)
≤ Cν‖∇W ν,R‖L2(ΠR)
≤ C
2ν
2
+
ν
2
‖∇W ν,R‖2L2(ΠR),
utilizando novamente a desigualdade de Young e a Proposic¸a˜o 4.5(d);
(h)
−
∫
ΠR
(∇ϕR × ∂tψ) ·W ν,Rdx ≤ ‖∇ϕR × ∂tψ‖L2(ΠR)‖W ν,R‖L2(ΠR)
≤ C
R2
‖W ν,R‖L2(ΠR)
≤ C
R4
+ C‖W ν,R‖2L2(ΠR),
tendo em vista a desigualdade de Young e a Proposic¸a˜o 4.5(c);
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(i) ∫
ΠR
(ϕR∇p¯) ·W ν,Rdx =
∫
ΠR
[∇(ϕRp¯)− p¯∇ϕR] ·W ν,Rdx
= −
∫
ΠR
(p¯∇ϕR) ·W ν,Rdx
≤ ‖p¯∇ϕR‖L2(ΠR)‖W ν,R‖L2(ΠR)
≤ C
R2
‖W ν,R‖L2(ΠR)
≤ C
R4
+ C‖W ν,R‖2L2(ΠR),
lembrando a condic¸a˜o div W ν,R = 0, a desigualdade de Young e a Proposic¸a˜o
4.5(c).
Destacamos ainda que as contantes positivas que aparecem em (d), (e), (g), (h)
e (i) independem tanto da varia´vel temporal quanto de R > 0 (suficientemente
grande). Assim, baseados nas informac¸o˜es contidas em (a)-(i), vem que
1
2
d
dt
‖W ν,R‖2L2(ΠR) +
ν
2
‖∇W ν,R‖2L2(ΠR) ≤ C‖W ν,R‖2L2(ΠR) +
C
R4
+ Cν
e, portanto, aplicando a forma diferencial da desigualdade de Gronwall, obtemos
‖W ν,R‖L∞([0,T ];L2(ΠR)) ≤ eCT
[
‖W ν,R(·, 0)‖L2(ΠR) +
C
R2
+ C
√
ν
]
.
Finalmente, como
‖W ν,R(·, 0)‖L2(ΠR) = ‖u0,R − uR(0)‖L2(ΠR)
= ‖u˜0,R − uR(0)‖L2(R3)
≤ ‖u˜0,R − u0‖L2(R3) + ‖u0 − uR(0)‖L2(R3)
(Observac¸a˜o 4.2(a)), conclu´ımos que
‖W ν,R‖L∞([0,T ];L2(ΠR)) ≤ eCT
[
C
R2
+ C
√
ν
]
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e, consequentemente,
‖uν,R − u‖L∞([0,T ];L2(ΠR)) ≤ eCT
[
C
R2
+ C
√
ν
]
(Proposic¸o˜es 4.5(a) e 4.6).
4.3 O teorema principal
Na sec¸a˜o 4.2, deduzimos uma estimativa que implica a convergeˆncia de uma certa
famı´lia de soluc¸o˜es do sistema (NSν,R) a` soluc¸a˜o suave u das equac¸o˜es de Euler no
espac¸o todo, quando R → ∞ e ν → 0. No entanto, os ca´lculos la´ apresentados
pressupo˜em que cada soluc¸a˜o pertencente a` referida famı´lia usufrua de uma certa
regularidade que, em geral, na˜o pode ser garantida para soluc¸o˜es fracas no sentido de
Leray-Hopf. Assim, o nosso objetivo nesta sec¸a˜o e´ apresentar argumentos rigorosos
que justifiquem o fato sugerido na sec¸a˜o anterior. Para tanto, comec¸amos com o
Exemplo 4.7 Neste exemplo, constru´ımos uma famı´lia de campos suaves, cada um
com suporte na˜o compacto, verificando as condic¸o˜es do Lema 3.14. Como na Sec¸a˜o
4.1, seja ω0 ∈ C∞c (R3;R3), com div ω0 = 0, ponhamos
u0(x) =
−1
4pi
∫
R3
(x− y)
|x− y|3 × ω0(y)dy
e consideremos a u´nica soluc¸a˜o suave u = u(x, t) do sistema (E), com condic¸a˜o
inicial u0. Ale´m disso, seja T
∗ o tempo de existeˆncia de u e fixemos T ∈ (0, T ∗)
arbitrariamente. Para cada R > 0, definamos
uR = rot (ϕR(ψ + CR)) = rot (ϕ
Rψ) + rot (ϕRCR).
As Proposic¸o˜es 3.3 e 3.12, e a Observac¸a˜o 4.2(a) implicam:
(a) supp(ϕRψ) ⊂ (R3 \ B¯M0(0))× [0, T ];
(b) div rot (ϕRCR) = 0 e cada campo rot (ϕ
RCR) (= ∇ϕR × CR) possui suporte
compacto (contido em ΠR);
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(c) Sa˜o va´lidas as relac¸o˜es
ϕRψ = O(|x|−1),
∇(ϕRψ) = O(|x|−2),
∂t(ϕ
Rψ) = O(|x|−2),
uR = O(|x|−2),
∇uR = O(|x|−3)
e
∂tu
R = O(|x|−3)
quando |x| → ∞.
Nesse caso, a famı´lia {uR;R > 0} se enquadra nos padro˜es do referido lema e,
consequentemente, temos
(uν,R(·, t)|uR(·, t))L2(ΠR) − (u0,R|uR(·, 0))L2(ΠR)
=
∫ t
0
∫
ΠR
[uν,R · ∂tuR − ν∇uν,R : ∇uR](x, τ)dxdτ
+
∫ t
0
∫
ΠR
[(uν,R∇uR) · uν,R](x, τ)dxdτ
para todo t ∈ [0, T ).
O principal resultado deste trabalho e´ o seguinte:
Teorema 4.8 Continuemos com o campo de divergente nulo ω0 ∈ C∞c (R3;R3),
ponhamos
u0(x) =
−1
4pi
∫
R3
(x− y)
|x− y|3 × ω0(y)dy
e consideremos a u´nica soluc¸a˜o suave u = u(x, t) do sistema (E), com condic¸a˜o
inicial u0. Ale´m disso, denotemos por T
∗ o tempo de existeˆncia de u e fixemos
T ∈ (0, T ∗) arbitrariamente. Agora, para cada ν > 0 e para cada R > 0, sejam
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(a) uR = rot(ϕR(ψ + CR)) o campo introduzido no Exemplo 4.7;
(b) u0,R a projec¸a˜o ortogonal de u0|ΠR sobre H(ΠR);
(c) uν,R ∈ L∞(0, T ;H(ΠR)) ∩ L2(0, T ;H1(ΠR)) uma soluc¸a˜o fraca de (NSν,R),
com dado inicial u0,R, como no Teorema 2.11.
Enta˜o existe uma constante C = C(T,Ω0, ω0) > 0 tal que
‖uν,R(t)− uR(t)‖2L2(ΠR) + ν
∫ t
0
‖∇uν,R(τ)−∇uR(τ)‖2L2(ΠR)dτ ≤ C
(
1
R2
+ ν
)
para quase todo t ∈ [0, T ] e para todo R > 0 suficientemente grande.
Demonstrac¸a˜o: Esta demonstrac¸a˜o se baseia na obtenc¸a˜o de estimativas de ener-
gia, seguindo argumentos introduzidos por T. Kato em [19]. Em primeiro lugar,
para cada t ∈ [0, T ), destacamos a desigualdade de energia
1
2
‖uν,R(·, t)‖2L2(ΠR) + ν
∫ t
0
‖∇uν,R(·, τ)‖2L2(ΠR)dτ ≤
1
2
‖u0,R‖2L2(ΠR) =
1
2
‖u˜0,R‖2L2(R3)
(4.1)
(Teorema 2.11(a)), as relac¸o˜es
−(uν,R(·, t)|uR(·, t))L2(ΠR) + (u0,R|uR(·, 0))L2(ΠR)
= −
∫ t
0
∫
ΠR
[uν,R · ∂tuR − ν∇uν,R : ∇uR](x, τ)dxdτ
−
∫ t
0
∫
ΠR
(uν,R∇uR) · uν,Rdxdτ
= −
∫ t
0
∫
ΠR
uν,R · (∇ϕR × ∂tψ − ϕRu∇u− ϕR∇p¯)(x, τ)dxdτ
+ν
∫ t
0
∫
ΠR
(∇uν,R : ∇uR)dxdτ
−
∫ t
0
∫
ΠR
[uν,R∇uR] · uν,Rdxdτ
= −
∫ t
0
∫
ΠR
uν,R · (∇ϕR × ∂tψ − ϕR∇p¯)(x, τ)dxdτ
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+ν
∫ t
0
∫
ΠR
∇(uν,R : ∇uR)dxdτ
+
∫ t
0
∫
ΠR
(ϕRu∇u) · uν,Rdxdτ −
∫ t
0
∫
ΠR
[uν,R∇uR] · uν,Rdxdτ
= −
∫ t
0
∫
ΠR
uν,R · (∇ϕR × ∂tψ − ϕR∇p¯)(x, τ)dxdτ
+ν
∫ t
0
∫
ΠR
∇uν,R : ∇uRdxdτ
+
∫ t
0
∫
ΠR
[(ϕRu− uR)∇u] · uν,Rdxdτ +
∫ t
0
∫
ΠR
[uR∇(u− uR)] · uν,Rdxdτ
+
∫ t
0
∫
ΠR
[(uν,R − uR)∇uR] · (uν,R − uR)dxdτ
(4.2)
(provenientes do Exemplo 4.7, da Observac¸a˜o 4.2(d) e do fato de termos adicionado
e subtra´ıdo as integrais∫ t
0
∫
ΠR
(uR∇u) · uν,Rdxdτ e
∫ t
0
∫
ΠR
(uR∇uR) · uν,Rdxdτ)
e a estimativa
1
2
‖uR‖2L2(ΠR) ≤
1
2
‖∇ϕR × (ψ + CR)‖2L2(ΠR) + ‖∇ϕR × (ψ + CR)‖L2(ΠR)‖ϕRu‖L2(ΠR)
+
1
2
‖u0‖2L2(R3)
=
1
2
‖uR − ϕRu‖2L2(ΠR) + ‖uR − ϕRu‖L2(ΠR)‖ϕRu‖L2(ΠR)
+
1
2
‖u0‖2L2(R3)
(4.3)
(onde foram utilizadas a Observac¸a˜o 4.2(a) e a conservac¸a˜o do fluxo total da velo-
cidade). Ale´m disso, como
1
2
‖uν,R − uR‖2L2(ΠR) =
1
2
‖uν,R‖2L2(ΠR) − (uν,R|uR)L2(ΠR) +
1
2
‖uR‖2L2(ΠR),
1
2
‖u˜0,R − u0‖2L2(R3) =
1
2
‖u˜0,R‖2L2(R3) − (u˜0,R|u0)L2(R3) +
1
2
‖u0‖2L2(R3),
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(u0,R|uR(0))L2(ΠR) = (u0,R|uR(0)− u0)L2(ΠR) + (u0,R|u0)L2(ΠR)
= (u0,R|uR(0)− u0)L2(ΠR) + (u˜0,R|u0)L2(R3)
e
ν
∫ t
0
‖∇uν,R(τ)‖2L2(ΠR)dτ = ν
∫ t
0
‖(∇uν,R −∇uR)(τ)‖2L2(ΠR)dτ
+2ν
∫ t
0
(∇uν,R|∇uR)L2(ΠR)dτ
−ν
∫ t
0
‖∇uR(τ)‖2L2(ΠR)dτ ,
utilizamos as relac¸o˜es 4.1, 4.2 e 4.3 para conclu´ırmos
1
2
‖uν,R − uR‖2L2(ΠR) + ν
∫ t
0
‖(∇uν,R −∇uR)(τ)‖2L2(ΠR)dτ
≤ 1
2
‖u˜0,R − u0‖2L2(R3) +
∫
ΠR
u0,R · (u0 − uR(0))dx
−
∫ t
0
∫
ΠR
uν,R · (∇ϕR × ∂tψ − ϕR∇p¯)dxdτ
−ν
∫ t
0
∫
ΠR
∇uν,R : ∇uRdxdτ
+ν
∫ t
0
‖∇uR‖2L2(ΠR)dτ
+
∫ t
0
∫
ΠR
[(ϕRu− uR)∇u] · uν,Rdxdτ +
∫ t
0
∫
ΠR
[uR∇(u− uR)] · uν,Rdxdτ
+
∫ t
0
∫
ΠR
[(uν,R − uR)∇uR] · (uν,R − uR)dxdτ
+
1
2
‖uR − ϕRu‖2L2(ΠR) + ‖uR − ϕRu‖L2(ΠR)‖ϕRu‖L2(ΠR).
O pro´ximo passo e´ estimar os termos que aparecem no segundo membro da u´ltima
desigualdade.
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Afirmac¸a˜o 1: Existe C > 0 (independente de t ∈ [0, T ]) tal que
‖u˜0,R − u0‖L2(R3) ≤ C
R2
para todo R > 0 suficientemente grande.
Com efeito, esta e´, precisamente, a conclusa˜o da Proposic¸a˜o 4.6.
Afirmac¸a˜o 2: Existe C > 0 (independente de t ∈ [0, T ]) de forma que∫
ΠR
u0,R · (u0 − uR(0))dx ≤ C
R2
para todo R > 0 suficientemente grande.
De fato, como u0,R e´ a projec¸a˜o ortogonal de u0|ΠR sobre H(ΠR), a Proposic¸a˜o
4.5(a) implica∣∣∣∣∫
ΠR
u0,R · (u0 − uR(0))dx
∣∣∣∣ ≤ ‖u0,R‖L2(ΠR)‖u0 − uR(0)‖L2(ΠR)
≤ ‖u0‖L2(R3)‖u0 − uR(0)‖L2(ΠR)
≤ C
R2
.
Afirmac¸a˜o 3: Existe uma constante C = C(T ) > 0 tal que∣∣∣∣∫ t
0
∫
ΠR
uν,R · (∇ϕR × ∂tψ − ϕR∇p¯)dxdτ
∣∣∣∣ ≤ CR2
para todo t ∈ [0, T ] e para todo R > 0 suficientemente grande.
Inicialmente, destacamos que
−
∫ t
0
∫
ΠR
uν,R · (ϕR∇p¯)dxdτ = −
∫ t
0
∫
ΠR
uν,R · [∇(ϕRp¯)− p¯∇ϕR]dxdτ
=
∫ t
0
∫
ΠR
uν,R · (p¯∇ϕR)dxdτ ,
pois uν,R ∈ H(ΠR), ϕRp¯ ∈ L2loc(ΠR) e ∇(ϕRp¯) ∈ L2(ΠR) (veja a Proposic¸a˜o 3.5, a
Observac¸a˜o 4.2(a) e o Teorema 1.5). Logo,∣∣∣∣∫ t
0
∫
ΠR
uν,R · (∇ϕR × ∂tψ − ϕR∇p¯)dxdτ
∣∣∣∣
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=∣∣∣∣∫ t
0
∫
ΠR
uν,R · (∇ϕR × ∂tψ + p¯∇ϕR)dxdτ
∣∣∣∣
≤
∫ t
0
‖uν,R‖L2(ΠR)(‖∇ϕR × ∂tψ‖L2(ΠR) + ‖p¯∇ϕR‖L2(ΠR))dxdτ
≤ T (‖∇ϕR × ∂tψ‖L∞([0,T ];L2(ΠR)) + ‖p¯∇ϕR‖L∞([0,T ];L2(ΠR)))‖u0,R‖L2(ΠR)
≤ CT‖u0‖L2(R3)
R2
,
onde utilizamos a desigualdade de energia do Teorema 2.11(a), a Proposic¸a˜o 4.5(c)
e o fato de u0,R ser a projec¸a˜o ortogonal de u0|ΠR sobre H(ΠR).
Afirmac¸a˜o 4: Existe uma contante C = C(T ) > 0 tal que∣∣∣∣ν ∫ t
0
‖∇uR‖2L2(ΠR)dτ − ν
∫ t
0
∫
ΠR
∇uν,R : ∇uRdxdτ
∣∣∣∣
≤ ν
2
∫ t
0
‖(∇uν,R −∇uR)(τ)‖2L2(ΠR)dτ + Cν
para todo t ∈ [0, T ] e para todo R > 0 suficientemente grande.
De fato, a desigualdade de Young e a Proposic¸a˜o 4.5(d) implicam∣∣∣∣ν ∫ t
0
‖∇uR‖2L2(ΠR)dτ − ν
∫ t
0
∫
ΠR
∇uν,R : ∇uRdxdτ
∣∣∣∣
≤ ν
∫ t
0
‖∇uν,R −∇uR‖L2(ΠR)‖∇uR‖L2(ΠR)dτ
≤ ν
2
∫ t
0
‖∇uν,R −∇uR‖2L2(ΠR)dτ +
ν
2
∫ t
0
‖∇uR‖2L2(ΠR)dτ
≤ ν
2
∫ t
0
‖∇uν,R −∇uR‖2L2(ΠR)dτ + Cν
para todo t ∈ [0, T ].
Afirmac¸a˜o 5: Existe C = C(T ) > 0 tal que∣∣∣∣∫ t
0
∫
ΠR
[(ϕRu− uR)∇u] · uν,Rdxdτ +
∫ t
0
∫
ΠR
[uR∇(u− uR)] · uν,Rdxdτ
∣∣∣∣ ≤ CR2
para todo t ∈ [0, T ] e para todo R > 0 suficientemente grande.
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Realmente,∣∣∣∣∫ t
0
∫
ΠR
[(ϕRu− uR)∇u] · uν,Rdxdτ +
∫ t
0
∫
ΠR
[uR∇(u− uR)] · uν,Rdxdτ
∣∣∣∣
≤
∫ t
0
‖ϕRu− uR‖L2(ΠR)‖∇u‖L∞(ΠR)‖uν,R‖L2(ΠR)dτ
+
∫ t
0
‖uR‖L∞(ΠR)‖∇(u− uR)‖L2(ΠR)‖uν,R‖L2(ΠR)dτ
≤ CT
R2
,
onde aplicamos o Teorema 2.11(a), e as Proposic¸o˜es 3.3(c) e 4.5(a),(b),(d).
Afirmac¸a˜o 6: Existe C > 0 (independente de T ) de modo que∣∣∣∣∫ t
0
∫
ΠR
[(uν,R − uR)∇uR] · (uν,R − uR)dxdτ
∣∣∣∣ ≤ C ∫ t
0
‖uν,R − uR‖2L2(ΠR)dτ
para cada t ∈ [0, T ].
Isto e´ consequeˆncia imediata da desigualdade de Ho¨lder e da Proposic¸a˜o 4.5(d).
Assim, pelas afirmac¸o˜es acima e pela Proposic¸a˜o 4.5(a), conclu´ımos que
1
2
‖uν,R(t)− uR(t)‖2L2(ΠR) +
ν
2
∫ t
0
‖∇uν,R(τ)−∇uR(τ)‖2L2(ΠR)dτ
≤ C1
(
1
R2
+ ν
)
+ C2
∫ t
0
‖uν,R(τ)− uR(τ)‖2L2(ΠR)dτ
e podemos utilizar a forma integral da desigualdade de Gronwall para chegarmos a
‖uν,R(t)− uR(t)‖2L2(ΠR) ≤ 2C1
(
1
R2
+ ν
)(
1 + 2C2te
2C2t
)
≤ 2C1
(
1
R2
+ ν
)(
1 + 2C2Te
2C2T
)
,
sendo a penu´ltima estimativa va´lida para todo t ∈ [0, T ] e a u´ltima para quase todo
t ∈ [0, T ]. Logo, o uso simultaˆneo das mesmas garante que
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12
‖uν,R(t)− uR(t)‖2L2(ΠR) +
ν
2
∫ t
0
‖∇uν,R(τ)−∇uR(τ)‖2L2(ΠR)dτ
≤ (2C1 + 4C1C2T (1 + C2Te2C2T ))( 1
R2
+ ν
)
,
para todo t ∈ [0, T ] e para todo R > 0 suficientemente grande, o que encerra a
demonstrac¸a˜o do teorema. 
Corola´rio 4.9 Admitamos as mesmas hipo´teses do Teorema 4.8. Enta˜o existe uma
contante C = C(T,Ω0, ω0) > 0 tal que
‖uν,R − u‖L∞([0,T ];L2(ΠR)) ≤ C
(
1
R
+
√
ν
)
.
Em particular, temos
‖uν,R − u‖L∞([0,T ];L2(ΠR)) → 0
quando R→∞ e ν → 0.
Demonstrac¸a˜o: Este fato segue da desigualdade triangular, combinando a Pro-
posic¸a˜o 4.5(a) e o Teorema 4.8. 
4.4 Uma introduc¸a˜o ao conteu´do de [21] e consi-
derac¸o˜es finais
Nesta sec¸a˜o, apresentamos uma breve introduc¸a˜o ao conteu´do de [21] e estabele-
cemos certas concluso˜es acerca do nosso trabalho. Especialmente, contrastamos as
informac¸o˜es contidas no Teorema 4.8 com aquelas obtidas no resultado principal de
[21].
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Ressaltamos que, no caso de um domı´nio com fronteira, ainda e´ um problema
em aberto se soluc¸o˜es das equac¸o˜es de Navier-Stokes convergem a uma soluc¸a˜o das
equac¸o˜es de Euler quando a viscosidade tende a zero. Seguindo esta direc¸a˜o, a
pesquisa realizada em [21] apresenta uma ana´lise sobre esta questa˜o quando consi-
deramos um escoamento com viscosidade pequena ocupando um domı´nio limitado
em Rn (n = 2, 3) com fronteira distante.
Antes de nos referirmos precisamente ao teorema central do artigo [21], fixamos
algumas notac¸o˜es essenciais a` sua compreensa˜o. Assim, seja U um domı´nio limitado
e simplesmente conexo em R3, com 0 ∈ U , suponhamos que sua fronteira Γ seja de
classe C2, e definamos UR = RU e ΓR = RΓ = ∂UR para cada R > 0. Consideremos
o subespac¸o de W 1,2(R3)
V (R3) = {f ∈ W 1,2(R3); div f = 0 em R3}
e um campo u0 ∈ V (R3)∩Cs(R3) (s > 1), com supp(rot u0) compacto. Recordamos
que, com este dado inicial, as equac¸o˜es de Euler (E) no espac¸o R3 admitem uma
u´nica soluc¸a˜o u ∈ Cs([0, T ]×R3) para todo T ∈ (0, T ∗), onde T ∗ continua denotando
o tempo de existeˆncia finito para esta soluc¸a˜o (veja o Teorema 1.17). Como neste
trabalho, para cada R > 0, foi constru´ıdo um campo û0,R ∈ H(UR) a fim de que
este fosse o dado inicial natural para as equac¸o˜es de Navier-Stokes
∂tu
ν,R + (uν,R · ∇)uν,R − ν∆uν,R = −∇p em UR × (0, T ),
div uν,R = 0 em UR × [0, T ),
uν,R = 0 em ΓR × (0, T ),
uν,R(x, 0) = û0,R(x) em UR × {t = 0}.
Salientamos que este sistema possui pelo menos uma soluc¸a˜o fraca como aquela cons-
tru´ıda no Teorema 2.11, fato tambe´m proveniente do ce´lebre trabalho [26]. Sendo
assim, fixamos uma soluc¸a˜o fraca uν,R deste problema no sentido de Leray. Ainda
sobre a famı´lia {û0,R;R > 0}, destacamos que um dos resutados de [21] garante a
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existeˆncia de uma constante C > 0 de forma que
‖û0,R − u0‖L2(UR) ≤
C√
R
para todo R > 0 suficientemente grande. Este decaimento e´ essencial para a validade
do comportamento assinto´tico la´ analisado. Finalmente, enunciamos o principal
resultado de [21].
Teorema 4.10 Com as notac¸o˜es que acabamos de fixar, existe uma contante C =
C(s, T,U , u0) > 0 tal que
(a) Se s > 1, enta˜o
‖uν,R − u‖L∞([0,T ];L2(UR)) ≤
[
C
(√
ν +
1√
R
)
+ ‖û0,R − u0‖L2(UR)
]
eCT ;
(b) Se s ≥ 2, enta˜o
‖uν,R − u‖L∞([0,T ];L2(UR)) ≤
[
C
(
ν +
1√
R
)
+ ‖û0,R − u0‖L2(UR)
]
eCT ,
para todo R > 0 suficientemente grande.
Tanto em nosso trabalho quanto em [21] o objetivo e´ avaliar como e´ afetado o
comportamento de um escoamento com viscosidade pequena quando sua fronteira
esta´ distante. Antes da obtenc¸a˜o do Teorema 4.8, ja´ havia a expectativa de que
a influeˆncia da fronteira distante no caso aqui tratado seria maior do que no caso
tratado em [21]. Destacamos que o nosso Teorema 4.8 e o Teorema 4.10 (provado
em [21]), confirmam o que a nossa intuic¸a˜o ja´ anunciava, uma vez que a taxa de
convergeˆncia obtida no primeiro e´
‖uν,R − u‖L∞([0,T ];L2(ΠR)) ≤ C
(
1
R
+
√
ν
)
enquanto no segundo
‖uν,R − u‖L∞([0,T ];L2(UR)) ≤ C
(√
ν +
1√
R
)
,
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se s > 1 e
‖uν,R − u‖L∞([0,T ];L2(UR)) ≤ C
(
ν +
1√
R
)
,
se s ≥ 2.
Na pro´xima observac¸a˜o, encerraremos o trabalho levantando uma breve discussa˜o
sobre os diferente expoentes do paraˆmetro ν nos Teorema 4.8 e 4.10.
Observac¸a˜o 4.11 Na Afirmac¸a˜o 4 da demonstrac¸a˜o do Teorema 4.8, vimos que
existe uma contante C = C(T ) > 0 tal que∣∣∣∣ν ∫ t
0
‖∇uR‖2L2(ΠR)dτ − ν
∫ t
0
∫
ΠR
∇uν,R : ∇uRdxdτ
∣∣∣∣
≤ ν
2
∫ t
0
‖(∇uν,R −∇uR)(τ)‖2L2(ΠR)dτ + Cν
para todo t ∈ [0, T ] e para todo R > 0 suficientemente grande.
No caso do artigo [21], e´ poss´ıvel constatar a existeˆncia de uma constante K > 0
tal que ∣∣∣∣ν ∫ t
0
‖∇uR‖2L2(UR)dτ − ν
∫ t
0
∫
UR
∇uν,R : ∇uRdxdτ
∣∣∣∣
≤ K
∫ t
0
‖(uν,R − uR)(τ)‖2L2(ΠR)dτ +KTν2,
o que prove´m de uma integrac¸a˜o por partes na qual surge uma integral de superf´ıcie
sobre ∂UR que vale zero. Ressaltamos que, no nosso contexto, uma estrate´gia ana´loga
na˜o produz um efeito positivo, pois integrac¸o˜es por partes em conjuntos da forma
ΠR ∩ {y ∈ R3; |y − (R, 0, 0)| ≤ s},
com ΩR ⊂ Bs(R, 0, 0), sempre originam integrais de superf´ıcie sobre
{y ∈ R3; |y − (R, 0, 0)| = s}
que na˜o valem zero. Isto explica por que aparecem as parcelas
√
ν nosso teorema e
ν no Teorema 4.10 (com s > 2).
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