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In this paper first we prove that if two linear difference equations with invertible 
coeflicient matrices are topologically equivalent and one of them has bounded 
coefftcient matrix together with its inverse, then the coeffkient matrix of the other 
equation is also bounded together with its inverse. We also prove that if a linear 
difference equation with bounded and invertible coeffkient matrix is structurally 
stable then the inverse of the coefficient matrix is also bounded. c 1991 Academic 
Press, Inc. 
INTRODUCTION 
Consider the linear difference equation 
x(n + 1) = A(n) x(n), n E N= (0, 1, . ..}. (1) 
where A(n) is a k x k invertible matrix function for n E N. 
We denote by 1. I the Euclidean norm when the argument is a vector and 
the corresponding operator norm when the argument is a matrix. 
Equation (1) is said to possess an exponential dichotomy (cf. [ 1, 3-81) 
if there exist a projection P( P2 = P) and constants K> 0, 0 < p < 1 such 
that 
IX(n) P-37’(m)l <IQfp”, n>m>O 
jX(n)(I- P) X-l(m)1 < Kp”-“, m>n>O, 
where X(n) is a fundamental matrix solution of (1). 
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Consider the equation 
Jo + 1) = B(n) y(n), (2) 
where B(n) is a k x k invertible matrix function for n E N. 
According to Palmer [Z, p. 171, (1) and (2) are said to be topologically 
equivalent if there exists a function h: N x Rk + Rk with the following 
properties: 
(i) if 1x1 + co, then Ih(n, x)1 + 00 uniformly with respect o n, 
(ii) the function h,: Rk + R k defined by h,(x)= h(n, x) is a 
homeomorphism for each n E N, 
(iii) the function g: N x Rk -+ R k defined by g(n, x)= h;‘(x) has 
property (i) also, 
(iv) if x(n) is a solution of (1) then h(n, x(n)) is a solution of (2). 
Let W be the space of equations of the form (1) in which the k x k matrix 
function A(n) is invertible and bounded on N. We denote by V the space 
of equations of the form (1) in which the matrix function A(n) is invertible, 
bounded together with its inverse on N. 
Suppose that (l), (2) belong to W. We indentify (1) and (2) with their 
coefficient matrices A(n), B(n) correspondingly. We define the metric 
d(A, B) = sup{ IA(n) - B(n)\, IZ E N). 
Then the set W becomes a topological space. Since Vc W the space I/ can 
be considered as a topological subspace of W. 
Equation (1) which belongs to I/ is called structurally stable in the space 
T/ (cf. [l, 51) if there exists a 6 >O such that if (2) belongs to V and 
IB(n) -A(n)1 < 6, n E N then (2) is topologically equivalent to (1). 
Now in the first proposition of this paper we prove that if Eq. (1) which 
belongs to I’ is topologically equivalent to (2) then Eq. (2) belongs also 
to v. 
From the above proposition and Proposition 1 [ 1, p. 2811 we derive the 
second proposition of the present paper in which we prove the following 
result: “Suppose that (1) has an exponential dichotomy with a projection 
P of rank equal to 1. Then (1) is topologically equivalent to equation 
y(n+ l)=diag(e,, . . . . ek) r(n), e,=e-‘, i= 1, . . . . I, ei=e, i=l+ 1, . . . . k if 
and only if (1) belongs to V.” This implies that the restriction of the 
boundedness of the matrix functions A(n), A -l(n) cannot be eliminated in 
Proposition 1 [l, p. 2811. 
In [6] we have given the definition of structural stability in the space W. 
This definition is similar to the definition of structural stability of this 
paper. The only change is that instead of the space V we used the space W. 
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Now in the last proposition we prove that if (1) which belongs to W is 
structurally stable in W then the matrix function A-‘(n) is bounded on N 
and so (1) belongs to V. This means that the concept of structural stability 
must be studied in the space V instead of the whole space W. 
MAIN RESULTS 
We now prove our main results. 
PROPOSITION 1. Consider Eq. (l), where A(n) is a k x k invertible matrix 
function on N such that 
IA( d M IA-‘(n)1 6 M, nEN, (3) 
where M is a positive constant. Suppose that (1) is topologically equivalent 
to (2), where B(n) is a k x k invertible matrix function for n EN. Then the 
matrix functions B(n), B-‘(n) are bounded on N. 
Proof The matrix functions X(n) = A(n - 1) ... A(O), Y(n) = 
B(n - 1) ... B(0) are the fundamental matrix solutions of (1) and (2) 
respectively such that X(0) = Z, Y(0) = I. 
From the topological equivalence of (1) and (2) there exists a function 
h: N x Rk + Rk with the properties (i), (ii), (iii), (iv) which are defined in 
the introduction. Then, since the solutions of (1) are uniquely determined 
by their initial values we have for all y E Rk and n EN 
sh Y(n) Y) = x(n) do, Y), (4) 
where g: N x Rk + Rk is defined by g(n, x) = h;‘(x). Then if we make the 
change of variables u = Y(n) y in (4), for all u E Rk and n E N we get 
g(n, u) = X(n) g(0, Y-‘(n)u) = X(n) hh’(0, Y-‘(n)u). (5) 
We claim that for any c > 0 there exists a constant A > 0 such that for all 
UER~, IuI <c and nEN we have 
Id6 u)l 6 2. (6) 
To prove our claim consider an arbitrary c > 0. Then since jh(n, x)1 --f co 
as 1x1 + cc uniformly with respect to n there exists a constant 1> 0 such 
that for all x E Rk, lx]> I and n E N, 
VO, XI > c. (7) 
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We prove now that (6) holds. Suppose on the contrary that there exists a 
UER~, lul<candanENsuchthat 
I&h UN > 2. (8) 
Then from (8) and (7) it follows IuI = Ih(n, g(n, u))l >c which contradicts 
to (u( GC. Since c is arbitrary our claim is proved. 
Using (5) and (6) we have that for any c > 0 there exists a constant A> 0 
such that for all u E Rk, IuI < c and n E N, 
IX(n) h-1(0, Y-‘(n)u)l < 1. (9) 
Since the solutions of (2) are uniquely determined by their initial values 
we have for all x E Rk and n E N 
h(n, X(n)x) = Y(n) h(0, x). (10) 
Now if we make the change of variables u = X(n)x in (lo), for all v E Rk, 
n E N we obtain 
h(n, 0) = Y(n) h(0, X-‘(n)v). (11) 
We have I g(n, x)1 --f 00 as 1x1 -P cc uniformly with respect to n. Then 
arguing as above to prove (6) and using (11) we have that, for any z > 0 
there exists a constant p> 0 such that for all u E Rk, 1111 < z and n E N 
I Y(n) h(0, x-‘(n)v)l = Ih(n, u)l G/J. (12) 
From (9) if c= 1 there exists a constant A, >O such that for all UE Rk, 
lul<l and neN 
IX(n) h-‘(0, Y-‘(n)u)( 61,. (13) 
Moreover from (12) if 7 = MA.,, M is the constant defined in (3), there 
exists a constant pI > 0 such that for all u E Rk, IuJ < MAI and n E N 
IW) 40, X-Ynb)l <Pi. (14) 
Set in (14) n + 1 instead of n. Then for all v E Rk, It11 < MA, and n E N we 
obtain 
IY(n+l)h(O,X-‘(n+l)u)(~~,. 
Therefore since IA( < A4, n E N we have for all u E Rk, IuI <A, and n E N 
IY(n+l)h(O,X-‘(n)o)l~~~. (15) 
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Set in (15) u = X(n) h-‘(0, Y-‘(n)u), n E N and u E Rk, Ju] < 1. Then from 
(13) and (15) for all ME Rk, ]uJ < 1 and nE N we take 
IB(n)ul = 1 Y(n + 1) Y-‘(n)ul </Al. 
This means that for all n E N 
IB(n)l SPl. (16) 
We prove now that the matrix function B-‘(n) is bounded on N. Set in 
(13)n+linsteadofn.Thenforallu~R~, lul<landn~Nwehave 
IX(n + 1) h-1(0, Y-‘(n + 1)u)l < 1,. (17) 
From (14) and the inequality IA-‘(n)] < M, n EN we obtain for all D E Rk, 
Iv] <I, and noN 
lY(n)h(O,X-‘(n+l)u)l~~,. (18) 
Set in (18) v=X(n+l)h-‘(0, Y-‘(n+l)~), noN, ueRk, 1~1~1. Then 
from (17)and(18)forallu~R~, 1~1~1 andnoNweobtain 
IB-‘(n)ul = IY(n) Y-‘(n+ 1)ul </A~. 
Therefore for all n E N we take 
IB-‘WI <PI. (19) 
Hence from (16) and (19) the proof of the proposition is completed. 
The next proposition shows that the restriction of the boundedness of 
the matrix functions A(n), A - ‘(n) is necessary and sufficient in 
Proposition 1 [ 1, p. 2811. 
PROPOSITION 2. Let A(n) be a k x k invertible matrix function for n E N. 
Suppose that (1) has an exponential dichotomy on N with a projection P of 
rank equal to 1. Then (1) is topologically equivalent o (2), where B(n) = 
diag(e,, . . . . ek), ei=e-‘, i= 1, . . . . 1, ei=e, i=l+ 1, . . . . k if and only if the 
matrix functions A(n), A-‘(n) are bounded on N. 
Proof: Since the matrix functions B(n), B-‘(n) are bounded on N the 
necessity follows immediately from Proposition 1. The proof of the 
sufficiency is given in Proposition 1 [ 1, p. 281 J. 
In the last proposition we show that the study of the concept of 
structural stability must be done in the space V instead of the whole 
space W. 
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PROPOSITION 3. Suppose that (1) belongs to W and it is structurally 
stable in the space W. Then the matrix function A-‘(n) is bounded on N. 
ProoJ Since (1) is structurally stable in W there exists a 6 > 0 such that 
if (2) belongs to W and 
IA(n) - B(n)1 < 4 neN, 
then ( 1) and (2) are topologically equivalent. 
From the proof of Proposition 1 [6, p. 531-5321 there exists a matrix 
function C(E, n), E E R, n E N such that ( C(E, n)l + 0 as E + 0 uniformly with 
respect to n and the matrix function A(n) + C(E, n) is invertible and 
bounded together with its inverse on N. For sufficiently small E we have 
1 C(E, n)l < 6, n E N. Then ( 1) is topologically equivalent to (2), where 
B(n) = A(n) + C(E, n). Therefore since B-‘(n) is a bounded matrix function 
on N, from Proposition 1 we have that the matrix function A-‘(n) is also 
bounded on N. This completes the proof of the proposition. 
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