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ON THE MODEL COMPANION OF PARTIAL DIFFERENTIAL
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Abstract. We prove that the class of partial differential fields of character-
istic zero with an automorphism has a model companion. We then establish
the basic model theoretic properties of this theory and prove that it satisfies
the canonical base property, and consequently the Zilber dichotomy, for finite
dimensional types.
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Introduction
The study of fields equipped with additive operators is a topic that has drawn
the attention of the mathematical community since the early 1940’s. For instance,
the study of meromorphic solutions of differential equations led to the study of
arbitrary fields equipped with several commuting derivations. This subject, now
known as differential algebra, is an extremely rich area of study with active research
in differential Galois theory and applications to computer algebra and numerical
integration techniques. Similarly, the study of difference equations, in the realm
of fields equipped with automorphisms, has had several applications to algebraic
dynamics and diophantine geometry.
Even though the study of the above two areas is interesting in its own right, the
interplay between them has also led to the development of the theory of differential-
difference fields; that is, fields equipped with commuting derivations and automor-
phisms. In the 1970’s, this theory was first studied from an algebraic perspective
by Cohn [9]. Later on, a Galois theory for linear differential-difference equations
was developed by Hardouin and Singer [12], among others.
Whether it is in the differential, difference, or differential-difference setting, the
main applications come from understanding the algebraic geometry that arises when
considering the solution sets of differential, difference, and differential-difference
equations, respectively. A natural approach to the subject is to work in a large
universal domain where all the varieties, defined over various fields, cohabit; much
in the spirit of Weil’s algebraic geometry.
Model theory provides the right analogue notion of universal domains for the
above settings. These domains are precisely the (large) existentially closed mod-
els of the theory under consideration; that is, the models that have a realization
for every quantifier free formula for which a realization exists in some extension.
In order to apply model-theoretic techniques (from geometric stability theory, for
instance) it is customary to show that the class of existentially closed models is
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axiomatizable. Equivalently, to show that the theories of differential, difference,
and differential-difference fields have a model companion.
The existence of the model companions of the theories of differential and dif-
ference fields has already proven its fruitfulness. For example, in the setting of
(partial) differential fields of characteristic zero, the model-theoretic properties of
the model companion, such as ω-stability and the Zilber dichotomy, were at the
heart of the development of a generalized differential Galois theory [34] and the
proof of the Mordell-Lang conjecture for function fields [16]. Similarly, in the con-
text of difference fields with one automorphism (it is known that the theory of
difference fields with n > 1 commuting automorphisms does not admit a model
companion), again the model-theoretic properties of the model companion, such
as supersimplicity and a version of the Zilber dichotomy, have been succesfully
utilized in number theoretic applications such as the model-theoretic proof of the
Manin-Mumford conjecture [17].
In this paper we study the model theory of differential-difference fields with
several commuting derivations and one automorphism. In particular, we show that
this theory admits a model companion, and that it is supersimple and it satisfies
the Zilber dichotomy. We expect that the results of this paper can be applied in
the context of differential-difference Galois theory, and that (using the properties
of canonical bases in supersimple theories) a version of Zilber’s indecomposability
theorem for definable groups holds.
It has been known for over fifteen years that the theory of ordinary differential
fields of characteristic zero with an automorphism admits a model companion, and
it has been studied intensively by Bustamante [2], [3], [4]. However, the techniques
used to prove the existence of the model companion do not extend to the theory
of partial differential fields with an automorphism. In this paper we use a different
approach to show that the latter theory has indeed a model companion, which we
denote by DCF0,mA.
For many geometrically well behaved theories one can prove the existence of a
model companion by adapting the axiomatization of ACFA given by Chatzidakis
and Hrushovski in terms of algebro-geometric objects [7]. These so called “geomet-
ric axiomatizations” have succesfully been applied to yield the existence of model
companions in several interesting theories: ordinary differential fields [29], partial
differential fields (several commuting derivations) [21], [22], fields with commuting
Hasse-Schmidt derivations in positive characteristic [20], fields with free operators
[25], and in theories having a “geometric notion of genericity” [15].
In [11], Guzy and Rivie`re point out that the existentially closed partial differen-
tial fields with an automorphism are characterized by a certain differential-algebro
geometric condition (see Fact 2.1 below), very much in the spirit of the geometric
axioms for ACFA. However, it remains open as to whether their geometric con-
dition can be expressed in a first order way. The problem lies in determining the
definability of differential irreducibility and differential dominance in definable fam-
ilies of differential algebraic varieties (these problems are related to the generalized
Ritt problem, see [10] and [13]).
Motivated by the methods in [22], we bypass the above definability issues by ap-
plying the differential algebraic machinery of characteristic sets of prime differential
ideals developed by Kolchin [18] (and Rosenfeld [35]). More precisely, we prove a
characterization of the existentially closed models in terms of characteristic sets of
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prime differential ideals (see Theorem 2.3). Then, using the fact that the condition
of being a characteristic set of a prime differential ideal is definable (see Fact 1.5
below), we observe that our characterization is indeed first order.
Once we have the existence of the model companion DCF0,mA, the results in §3
of [8] imply, among other things, that each completion of DCF0,mA is supersimple
and it satisfies the independence theorem over differential-difference fields that are
differentially closed. In Section 3, we formally state these results and observe
that, following the spirit of the arguments in §1 of [7], one can show that the
independence theorem holds over algebraically closed differential-difference fields.
We also present, in Proposition 3.4, some basic properties of the fixed field and the
various fields of constants.
In Section 5, we prove a Zilber dichotomy theorem for DCF0,mA via a now
standard approach using jet spaces. More precisely, following the ideas of Pillay
and Ziegler from [30], we develop a notion of (∆, σ)-jet space for finite dimensional
(∆, σ)-varieties (which in this setting turn out to agree with the generalized jet
spaces of Moosa and Scanlon [27], the reader familiar with their work is referred to
the Appendix for details). Then, in Theorem 4.11, we use these (∆, σ)-jet spaces
and the properties of finite dimensional (∆, σ)-modules to prove the canonical base
property for finite dimensional types. Finally, a standard adaptation of the argu-
ment of Pillay [33] for compact complex manifolds, shows that the canonical base
property implies (and is rather stronger than) the Zilber dichotomy.
Acknowledgements. I would like to thank Rahim Moosa and Bradd Hart for their
helpful comments and suggestions on a previous version of this paper.
1. Differential algebraic preliminaries
1.1. Differential algebra.
By a differential ring (field) we mean a ring (field) equipped with a finite set
∆ = {δ1, . . . , δm} of commuting derivations. Let us fix a differential field (K,∆) of
characteristic zero. The set of derivative operators is defined as the commutative
monoid
Θ := {δemm · · · δ
e1
1 : ei < ω}.
Let x = (x1, . . . , xn) be a tuple of (differential) indeterminates, the set of algebraic
indeterminates is Θx = {θxi : θ ∈ Θ, i = 1, . . . , n}. Then the ring of differential
polynomials over K is defined as K{x} := K[Θx]. One can equip K{x} with the
structure of a differential ring by extending ∆, using the Leibniz rule and defining
δj(δ
em
m · · · δ
e1
1 xi) = δ
em
m · · · δ
ej+1
j · · · δ
e1
1 xi.
The canonical ranking on the algebraic indeterminates Θx is defined by
δemm · · · δ
e1
1 xi < δ
rm
m · · · δ
r1
1 xj ⇐⇒
(∑
ek, i, em, . . . , e1
)
<
(∑
rk, j, rm, . . . , r1
)
in the lexicographical order. Let f ∈ K{x} \K. The leader of f , vf , is the highest
ranking algebraic indeterminate that appears in f . The degree of f , df , is the
degree of vf in f . The rank of f is the pair (vf , df ). If g ∈ K{x} \K we say that
g has lower rank than f if rank(g) < rank(f) in the lexicograpical order.
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Let f ∈ K{x} \K. The separant of f , Sf , is the formal partial derivative of f
with respect to vf , that is
Sf :=
∂f
∂vf
∈ K{x}.
The initial of f , If , is the leading coefficient of f when viewed as a polynomial in
vf , that is, if we write
f =
df∑
i=0
gi · v
i
f
where gi ∈ K{x} and vgi < vf , then If = gdf . Note that both Sf and If have
lower rank than f .
Definition 1.1. Let f, g ∈ K{x} \K. We say g is partially reduced with respect
to f if no (proper) derivative of vf appears in g. If in addition the degree of vf in
g is less than df we say that g is reduced with respect to f .
A finite set Λ = {f1, . . . , fs} ⊂ K{x} \K is said to be autoreduced if for all i 6= j
we have that fi is reduced with respect to fj . We will always write autoreduced
sets in order of increasing rank, i.e., rank(f1) < · · · < rank(fs). The canonical
ranking on autoreduced sets is defined as follows: {g1, . . . , gr} < {f1, . . . , fs} if
and only if, either there is i ≤ r, s such that rank(gj) = rank(fj) for j < i and
rank(gi) < rank(fi), or r > s and rank(gj) = rank(fj) for j ≤ s.
An ideal I of K{x} is said to be a differential ideal if δf ∈ I for all f ∈ I and
δ ∈ ∆. Given a set A ⊆ K{x} the differential ideal generated by A is denoted
by [A]. It can be shown that every differential ideal I of K{x} contains a lowest
ranking autoreduced set ([18], Chap. I, §10), called a characteristic set of I.
Remark 1.2. If Λ is a characteristic set of I and g ∈ K{x} is reduced with respect
to all f ∈ Λ, then g /∈ I. Indeed, if g were in I then
{f ∈ Λ: rank(f) < rank(g)} ∪ {g}
would be an autoreduced subset of I of lower rank than Λ, contradicting the mini-
mality of Λ.
Even though differential ideals are not in general generated by their characteristic
sets, prime differential ideals are determined by these.
Fact 1.3 ([18], Chap. IV, §9). Let P be a prime differential ideal of K{x} and Λ
a characteristic set of P. Then
P = [Λ] : H∞Λ = {g ∈ K{x} : H
ℓ
Λ · g ∈ [Λ] for some ℓ < ω},
where HΛ =
∏
f∈Λ
SfIf .
1.2. Differentially closed fields.
Let Lm be the language of differential rings with m derivations, and DF0,m the
Lm-theory of differential fields of characteristic zero with m commuting derivations.
In [24], McGrail showed that this theory has a model companion, the theory of
differentially closed fields DCF0,m, and proved it is a complete ω-stable theory
that admits quantifier elimination and elimination of imaginaries. We also have
the following facts:
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• Suppose (K,∆) |= DCF0,m and A ⊆ K. Then dcl(A) equals the differential
field generated by A and acl(A) equals dcl(A)alg .
• IfK is sufficiently saturated and k ⊆ l are (small) differential subfields, then
for any tuple a from K we have that a |⌣k l if and only if the differential
field generated by a over k is algebraically disjoint from l over k.
Assume (K,∆) |= DCF0,m. Given A ⊆ K{x} and V ⊆ K
n, we let
V(A) := {a ∈ Kn : f(a) = 0 for all f ∈ A}
and
I(V/K)∆ := {f ∈ K{x} : f(a) = 0 for all a ∈ V }.
Also, if Λ is a characteristic set of a prime differential ideal we let
V∗(Λ) := V(Λ) \ V(HΛ).
Note that V(A) is a closed set in the Kolchin topology of Kn (in other words, a
∆-closed set). Recall that this topology is the differential analogue of the Zariski
topology of Kn; that is, the ∆-closed sets of Kn are precisely the zero sets of
finite systems of differential polynomial equations over K. By the differential basis
theorem, the Kolchin topology is Noetherian and thus every ∆-closed set has an
irreducible decomposition.
The following basic properties of characteristic sets are essential for our charac-
terization of the existentially closed partial differential fields with an automorphism
(see Theorem 2.3).
Proposition 1.4. Assume (K,∆) |= DCF0,m. Let P be a prime differential ideal
of K{x} and Λ a characteristic set of P. Then V∗(Λ) = V(P) \ V(HΛ), V∗(Λ) 6= ∅
and V(P) is an irreducible component of V(Λ).
Proof. Let a ∈ V∗(Λ), we need to show that f(a) = 0 for all f ∈ P . Clearly if
f ∈ [Λ] then f(a) = 0. Let f ∈ P , since P = [Λ] : H∞Λ , we can find ℓ such that
HℓΛ f ∈ [Λ]. Hence, HΛ(a)f(a) = 0, but HΛ(a) 6= 0, and so f(a) = 0. The other
containment is clear. If V(P) ⊆ V(HΛ) then, by the differential Nullstellensatz, HΛ
would be in P contradicting Remark 1.2. Thus V(P)\V(HΛ) 6= ∅. Now let V be an
irreducible component of V(Λ) containing V(P). Since V∗(Λ) = V(P) \ V(HΛ), we
have that V \ V(HΛ) = V(P) \ V(HΛ) ⊆ V(P). Hence V(P) contains a nonempty
∆-open set of V , and so, by irreducibility of V , V(P) = V . 
In order to prove the existence of the model companion for partial differential
fields with an automorphism we will make use of the following result of Tressl.
Fact 1.5 ([36], §4). The condition that “Λ = {f1, . . . , fs} is a characteristic set
of a prime differential ideal” is a definable property (in the language Lm) of the
coefficients of f1, . . . , fs. More precisely, for any {f1(u, x), . . . , fs(u, x)} ⊂ Q[u]{x},
where u = (u1, . . . , ur) are (algebraic) indeterminates, there is an Lm-formula φ
such that for all (K,∆) |= DF0,m and a ∈ Kr we have that (K,∆) |= φ(a) if and
only if {f1(a, x), . . . , fs(a, x)} is a characteristic set of a prime differential ideal of
K{x}.
Let us comment that Tressl’s proof is essentially an application of Rosenfeld’s
criterion ([18], Chap. IV, §9). This criterion reduces the problem of checking if a
family {f1, . . . , fs} ⊂ K{x} is a characteristic set of a prime differential ideal, to
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the classical problem of checking primality of ideals in polynomial rings in finitely
many variables where uniform bounds are well known [37].
2. The model companion
In this section we show that the theory of partial differential fields of character-
istic zero with an automorphism has a model companion. The scheme of axioms
we use are in terms of characteristic sets of prime differential ideals. We carry on
the differential algebraic notation and terminology from the previous section.
We work in the language of differential rings with m derivations and an endo-
morphism Lm,σ. We denote by DF0,m,σ the theory of differential fields of char-
acteristic zero with m commuting derivations and an automorphism commuting
with the derivations. By a differential-difference field we mean a field K equipped
with a set of derivations ∆ = {δ1, . . . , δm} and an automorphism σ such that
(K,∆, σ) |= DF0,m,σ. In particular, our difference fields are all inversive.
We will use the following geometric characterization of the existentially closed
models of DF0,m,σ.
Fact 2.1. Let (K,∆, σ) be a differential-difference field. Then (K,∆, σ) is existen-
tially closed if and only if the following conditions hold
(i) (K,∆) |= DCF0,m
(ii) Suppose V and W are irreducible ∆-closed sets such that W ⊆ V × V σ
and W projects ∆-dominantly onto both V and V σ. If OV and OW are
nonempty ∆-open sets of V and W , respectively, then there is a ∈ OV such
that (a, σa) ∈ OW .
If V is a ∆-closed set then V σ is the ∆-closed set with defining differential ideal
{fσ : f ∈ I(V/K)∆}, where fσ is the differential polynomial obtained by applying
σ to the coefficients of f .
Proof. A proof of this in the case of OV = V and OW = W appears in [11]. The
argument given there can easily be adapted (in the usual way), but we include a
proof for the sake of completeness.
Suppose (K,∆, σ) is existentially closed and V , W , OV and OW are as in con-
dition (ii). Working in a sufficiently saturated elementary extension (U,∆) of
(K,∆), we can find a ∆-generic point (c, d) of W over K (i.e., a tuple from U
such that I((c, d)/K)∆ = I(W/K)∆). Clearly (c, d) ∈ OW and, since W projects
∆-dominantly onto V and V s, c and d are generic points of V and V σ, respectively,
over K. Thus, c ∈ OV . Because DCF0,m has quantifier elimination we have that
tp∆(d/K) = σ(tp∆(c/K)), where tp∆(a/K) denotes the type of a over K in the
language of differential rings Lm. Hence, there is an automorphism σ′ of (U,∆)
extending σ such that σ′(c) = d. Since (K,∆, σ) is existentially closed we can find
a point in K with the desired properties.
Now suppose conditions (i) and (ii) are satisfied. Let φ(x) be a conjunction of
atomic Lm,σ-formulas over K. Suppose φ has a realisation a in some differential-
difference field (F,∆, σ) extending (K,∆, σ). Let
φ(x) = ψ(x, σx, . . . , σrx)
where ψ is a conjunction of atomic Lm-formulas over K and r > 0. Let b be the
tuple (a, σa, . . . , σr−1a), X be the ∆-locus of b in Fnr overK, and Y be the ∆-locus
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of (b, σb) in F 2nr over K. Let
χ(x0, . . . , xr−1, y0, . . . , yr−1) := ψ(x0, . . . , xr−1, yr−1) ∧
(
r−1∧
i=1
xi = yi−1
)
then χ is realised by (b, σb). Since (b, σb) is a ∆-generic point of Y , b is a ∆-
generic point of X and σb is a ∆-generic point of Xσ, over K, we have that
Y projects ∆-dominantly onto both X and Xσ over K. Thus, since (K,∆) |=
DCF0,m, Y (K) projects ∆-dominantly onto both X(K) and X
σ(K). Applying
(2) with V = OV = X(K) and W = OW = Y (K), there is c in V such that
(c, σc) ∈ W . Let c = (c0, . . . , cr−1), then (c0, . . . , cr−1, σc0, . . . , σcr−1) realises χ.
Thus, (c0, σc0, . . . , σ
rc0) realises ψ. Hence, c0 is a tuple from K realising φ. This
proves (K,∆, σ) is existentially closed. 
Remark 2.2. It is not known if condition (ii) is expressible in a first order way. One
of the problems lies on the fact that it is not known if differential irreducibility is
a definable condition. That is, given a differential algebraic family of ∆-closed sets
Vu in a differentially closed field (K,∆), it is not known if the set
{a ∈ Kr : Va is irreducible}
is definable (see [10] and [13] for partial results around this problem). The other
problem is that it is not known if differential dominance onto irreducible ∆-closed
sets is a definable condition. That is, given a differential algebraic family fu,v :
Wv → Vu of differential polynomial maps between irreducible ∆-closed sets in a
differentially closed field (K,∆), it is not known if the set
{(a, b) ∈ Kr ×Ks : fa,b is ∆-dominant}
is definable.
We bypass these definability issues by showing a new characterization of the
existentially closed models in terms of characteristic sets of prime differential ideals.
Recall, from Section 1.2, that if Λ is a characteristic set of a prime differential ideal
we let V∗(Λ) = V(Λ) \ V(HΛ).
Theorem 2.3. Let (K,∆, σ) be a differential-difference field. Then (K,∆, σ) is
existentially closed if and only if the following conditions hold
(1) (K,∆) |= DCF0,m
(2) Suppose Λ and Γ are characteristic sets of prime differential ideals of K{x}
and K{x, y}, respectively, such that
V∗(Γ) ⊆ V(Λ)× V(Λσ).
Suppose O and Q are nonempty ∆-open subsets of V∗(Λ) and V∗(Λσ),
respectively, such that O ⊆ πx(V∗(Γ)) and Q ⊆ πy(V∗(Γ)). Then there is
a ∈ V∗(Λ) such that (a, σa) ∈ V∗(Γ).
Here, if Λ = {f1, . . . , fs}, then Λσ = {fσ1 , . . . , f
σ
s }, and πx and πy denote the
canonical projections from V(Λ)× V(Λσ) onto V(Λ) and V(Λσ), respectively.
Proof. Suppose (K,∆, σ) is existentially closed, and let Λ, Γ, O and Q be as in
condition (2). Then Λ is a characteristic set of the prime differential ideal P = [Λ] :
H∞Λ and, by Proposition 1.4, V
∗(Λ) = V(P)\V(HΛ). SoOV := V∗(Λ) is a nonempty
∆-open subset of the irreducible ∆-closed set V := V(P). Similarly, OW := V∗(Γ)
is a nonempty ∆-open subset of the irreducible ∆-closed set W := V ([Γ] : H∞Γ ).
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Next we show that W ⊆ V × V σ. By Proposition 1.4
W \ V(HΓ) = V
∗(Γ) ⊆ V(Λ)× V(Λσ),
so that by taking ∆-closuresW ⊆ V(Λ)×V(Λσ). Since W is irreducible it must be
contained in some X × Y where X and Y are irreducible components of V(Λ) and
V(Λσ), respectively. Hence O ⊆ πx(W ) ⊆ X . On the other hand, O ⊆ OV ⊂ V ,
and so V = X . Similarly, since V σ = V([Λσ] : H∞Λσ ) and working with Q rather than
O, we get Y = V σ. Therefore, W ⊆ V × V σ. Since O ⊆ πx(W ) and Q ⊆ πy(W ),
W projects ∆-dominantly onto both V and V σ. Applying (ii) of Fact 2.1 to V , W ,
OV , OW , we get a ∈ OV such that (a, σa) ∈ OW , as desired.
For the converse we assume that (2) holds and aim to prove condition (ii) of
Fact 2.1. In fact, it suffices to prove this statement in the case when OV = V and
OW =W (see the comment at the beginning of the proof of Fact 2.1). We thus have
irreducible ∆-closed sets V and W ⊆ V × V σ such that W projects ∆-dominantly
onto both V and V σ, and we show that there is a ∈ V such that (a, σa) ∈ W . Let
Λ and Γ be characteristic sets of I(V/K)∆ and I(W/K)∆, respectively. Then, by
Proposition 1.4
V∗(Γ) =W \ V(HΓ) ⊆ V × V
σ ⊆ V(Λ)× V(Λσ).
SinceW projects ∆-dominantly onto V and V σ, V∗(Γ) projects ∆-dominantly onto
both V and V σ. Thus, by quantifier elimination forDCF0,m, there are nonempty ∆-
open sets O and Q of V∗(Λ) and V∗(Λσ), respectively, such that O ⊆ πx(V∗(Γ)) and
Q ⊆ πy(V∗(Γ)). We are in the situation of condition (2), and there is a ∈ V∗(Λ) ⊆ V
such that (a, σa) ∈ V∗(Γ) ⊆W . 
What the above proof shows is that, in a differentially closed field, each instance
of condition (ii) of Fact 2.1 is equivalent to an instance of condition (2) of The-
orem 2.3. This is accomplished by the passing from prime differential ideals to
their characteristics sets, and from ∆-dominant projections to containment of a
nonempty ∆-open set. However, these two characterizations have a very different
flavour in terms of first order axiomatizability. More precisely, our new characteri-
zation has the advantage that condition (2) is expressible in a first order way. In-
deed, suppose (K,∆) |= DCF0,m and let {f1(u, x), . . . , fs(u, x)} ⊂ Q[u]{x}, where
u = (u1, . . . , ur) are (algebraic) indeterminates; while it is not known if the set
{a ∈ Kr : V(f1(a, x), . . . , fs(a, x)) is irreducible}
is definable, Fact 1.5 tells us precisely that
{a ∈ Kr : {f1(a, x) . . . , fs(a, x)} is a characteristic set of a prime ∆-ideal}
is in fact definable. It follows easily now that condition (2) is first order. (Observe
that by introducing the ∆-open sets O and Q of condition (2) in our scheme of
axioms we have avoided the issue of ∆-dominance mentioned in Remark 2.2.)
By the above discussion, Theorem 2.3 and Fact 1.5 imply the following:
Corollary 2.4. The theory DF0,m,σ has a model companion.
Henceforth we denote this model companion by DCF0,mA.
PARTIAL DIFFERENTIAL FIELDS WITH AN AUTOMORPHISM 9
3. Basic model theory of DCF0,mA
In this section we present some of the model theoretic properties of the theory
DCF0,mA. Many of these results are consequences of the work of Chatzidakis and
Pillay in [8] or more or less immediate adaptations of the arguments from [2] or §5
of [25].
Let (K,∆, σ) be a differential-difference field and A ⊆ K. The differential-
difference field generated by A, denoted by 〈A〉, is the smallest differential-difference
subfield of K containing A. Note that 〈A〉 is simply the subfield of K generated by
{δemm · · · δ
e1
1 σ
ka : a ∈ A, ei < ω, k ∈ Z}.
If k is a differential-difference subfield of K, we write k〈B〉 instead of 〈k ∪B〉.
The following are consequences of §3 of [8] and the fact that the model companion
DCF0,mA exists:
Proposition 3.1. Let (K,∆, σ) and (L,∆′, σ′) be models of DCF0,mA.
(i) If A ⊆ K, then acl(A) = 〈A〉alg.
(ii) Suppose K and L have a common algebraically closed differential-difference
subfield F , then (K,∆, σ) ≡F (L,∆′, σ′). In particular, the completions of
DCF0,mA are determined by the difference field structure on Q
alg.
(iii) Suppose k is a differential-difference subfield of K and a, b are tuples from
K. Then tp(a/k) = tp(b/k) if and only if there is an k-isomorphism from
(k〈a〉alg ,∆, σ) to (k〈b〉alg,∆, σ) sending a to b.
(iv) Every Lm,σ-formula φ(x1, . . . , xn) is equivalent, modulo DCF0,mA, to a
disjunction of formulas of the form ∃yψ(x1, . . . , xn, y), where ψ is quantifier
free, and such that for every tuple (a1, . . . , an, b) if ψ(a1, . . . , an, b) holds
then b ∈ 〈a1, . . . , an〉alg.
(v) Every completion of DCF0,mA is supersimple. Moreover, if (K,∆, σ) is
sufficiently saturated and A, B, C are small subsets of K, then A |⌣C B if
and only if 〈A ∪C〉 is algebraically disjoint from 〈B ∪ C〉 over 〈C〉.
By (v) of Proposition 3.1, DCF0,mA satisfies the independence theorem over
models. Furthermore, by adapting the proof of Theorem 3.31 of [2] or of Theorem
5.9 of [25], one can show that DCF0,mA satisfies the independence theorem over
algebraically closed differential-difference fields. That is,
Proposition 3.2. Let (K,∆, σ) be a sufficiently saturated model of DCF0,mA.
Suppose F is a (small) algebraically closed differential-difference subfield of K, and
(i) A and B are (small) supersets of F with A |⌣F B, and
(ii) a and b are tuples such that tp(a/F ) = tp(b/F ) and a |⌣F A and b |⌣F B.
Then there is d |⌣F A ∪B with tp(d/A) = tp(a/A) and tp(d/B) = tp(b/B).
Thus, complete types over algebraically closed differential-difference fields are
amalgamation bases, and hence each such type has a canonical base (see [14] or
[6]). In other words, if p is a complete type over an algebraically closed differential-
difference field F , then there exists a set Cb(p) such that B := dcl(Cb(p)) is the
smallest definably closed subset of F such that p does not fork over B, and the
restriction p|B is again an amalgamation bases. (The fact that we can take Cb(p)
in the real sort follows from Proposition 3.3 below, and the fact that supersimple
theories eliminate hyperimaginaries [6, Theorem 20.4].)
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The proof of Proposition 3.36 of [2] extends to the partial case to yield (one can
also adapt the proof of Theorem 5.13 of [25]):
Proposition 3.3. Every completion of DCF0,mA eliminates imaginaries.
Let (K,∆, σ) be a differential-difference field. We denote by Kσ the fixed field
of K, that is Kσ = {a ∈ K : σa = a}, and by K∆ we denote the field of (total)
constants of K, that is K∆ = {a ∈ K : δa = 0 for all δ ∈ ∆}. We let CK be the
field Kσ ∩K∆.
More generally, if ∆′ is a set of linearly independent elements of the CK-vector
space spanCK ∆, we let K
∆′ be the field of ∆′-constants of K, that is K∆
′
= {a ∈
K : δa = 0 for all δ ∈ ∆′}. In particular, K∅ = K and if ∆′ is a basis of spanCK ∆
then K∆
′
= K∆. Note that both Kσ and K∆
′
are differential-difference subfields
of (K,∆, σ). Also, (K,∆′, σ) is itself a differential-difference field.
In the following proposition DCF0,0A stands for ACFA0.
Proposition 3.4. Let (K,∆, σ) |= DCF0,mA, ∆1 and ∆2 disjoint sets such that
∆′ := ∆1 ∪∆2 forms a basis of spanCK ∆, and r = |∆1|. Then
(i) (K,∆′, σ) |= DCF0,mA
(ii) (K,∆1, σ) |= DCF0,rA
(iii) (K∆2 ,∆1, σ) |= DCF0,rA
(iv) K∆2 ∩Kσ is a pseudofinite field.
(v) For all k ≥ 1, (K,∆, σk) |= DCF0,mA
(vi) ((Kσ)alg,∆) |= DCF0,m
Proof.
(i) It is easy to see that a set V ⊆ Kn is ∆-closed if and only if it is ∆′-closed.
Hence, irreducibility in the ∆-topology is equivalent to irreducibility in the ∆′-
topology. Similarly a projection (onto any set of coordinates) is ∆-dominant if and
only if it is ∆′-dominant. Therefore, each instance of the axioms of DCF0,mA (or
rather of the characterization given by Fact 2.1) that needs to be checked for ∆′ is
true, as it is true for ∆.
(ii) By (1) we may assume that ∆1 ⊆ ∆. By the relative version of Kolchin’s
Irreducibility Theorem ([19], Chapter 0, §6), every ∆1-closed set irreducible in the
∆1-topology is also irreducible in the ∆-topology. Hence, every instance of the
characterization of DCF0,rA given by Fact 2.1 that needs to checked for ∆1 is an
instance of the characterization of DCF0,mA for ∆. But all these instances are true
since (K,∆, σ) |= DCF0,mA.
(iii) By (1) we may assume that ∆1 ∪ ∆2 = ∆. We show that (K
∆2 ,∆1, σ) is
existentially closed. Let φ(x) be a quantifier free Lr,σ-formula over K∆2 with a
realisation a in some differential-difference field (F,Ω1, γ) extending (K
∆2,∆1, σ).
Let Ω := Ω1 ∪ {ρ1, . . . , ρm−r} where each ρi is the trivial derivation on F . Hence,
(F,Ω, γ) is a differential-difference field extending (K∆2 ,∆, σ). Let (L,Ω, γ) be
a model of DCF0,mA extending (F,Ω, γ). Since K
∆2 is a common algebraically
closed differential-difference subfield of K and L, and L |= φ(a) and ρia = 0 for
i = 1, . . . ,m − r, by (ii) of Proposition 3.1 K has a realisation b of φ such that
b ∈ K∆2. Thus, since φ is quantifier free, K∆2 |= φ(b).
(iv) By (3), we have that (K∆2 ,∆1, σ) |= DCF0,rA, and so, by (2), (K∆2 , σ) |=
ACFA0. Hence, the fixed field of (K
∆2 , σ), which is K∆2 ∩Kσ, is pseudofinite.
(v) This can be shown as in Corollary 3.38 of [2]. We give a slightly more direct
argument using the characterization given by Fact 2.1. Let V ⊆ Kn and W ⊆ K2n
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be irreducible ∆-closed sets such that W ⊆ V ×V σ
k
and W projects ∆-dominantly
onto both V and V σ
k
. We aim to show that there is a ∈ V such that (a, σka) ∈W .
Let
V˜ = V × V σ × · · · × V σ
k−1
and
W˜ = {(x0, . . . , xk−1, y0, . . . , yk−1) ∈ K
2kn : (x0, yk−1) ∈W, (x0, . . . , xk−1) ∈ V˜ ,
and xi+1 = yi for i = 0, . . . , k − 2}.
Then W˜ is an irreducible ∆-closed subset of V˜ × V˜ σ that projects ∆-dominantly
onto both V˜ and V˜ σ. Then, since (K,∆, σ) |= DCF0,mA, we get a point in W˜ of
the form
(a0, . . . , ak−1, σa0, . . . , σak−1).
By the equations of W˜ , we have that (a0, σak−1) ∈W and ak−1 = σk−1a0. Hence,
(a0, σ
ka0) ∈W , as desired.
(vi) This appears in Theorem 3.2 of [11]. Let us give a brief sketch of the proof.
Let V be an irreducible ∆-closed set defined over (Kσ)alg. We need to show that
V has a (Kσ)alg-point. Since the unique extension of Kσ of degree n is Kσ
n
, we
can find k ≥ 1 such that V σ
k
= V . Let W be the diagonal in V × V = V × V σ
k
,
then W projects ∆-dominantly onto V and V σ
k
. Hence, by (v), there is a point a
in V such that (a, σka) is in W , and so σka = a. Hence, a is in Kσ
k
⊂ (Kσ)alg . 
4. The canonical base property and the Zilber dichotomy
In this section we prove the canonical base property, and consequently the Zil-
ber dichotomy, for finite dimensional types in DCF0,mA. Our proof follows the
arguments given by Pillay and Ziegler in [30], where they prove the dichotomy for
DCF0 and ACFA0 using the theory of jet spaces for algebraic varieties (this is
also the strategy of Bustamante in [4] to prove the dichotomy for finite dimensional
types in DCF0,1A).
For the rest of this section fix a sufficiently saturated (U,∆, σ) |= DCF0,mA,
and an algebraically closed differential-difference subfield K of U. We first recall
the theory of jet spaces from algebraic geometry. We refer the reader to §5 of [26]
for a more detailed treatment of this classical material.
Let V be an irreducible affine algebraic variety defined over K. Let U[V ] =
U[x]/I(V/U) denote the coordinate ring of V over U. For each a ∈ V , let
MV,a = {f ∈ U[V ] : f(a) = 0}.
Let r > 0, the r-th jet space of V at a, denoted by jrVa, is defined as the dual space
of the finite dimensional U-vector space MV,a/M
r+1
V,a .
The following gives explicit equations for the r-th jet space and allows us to
consider it as an affine algebraic variety.
Fact 4.1. Let V ⊆ Un be an irreducible affine algebraic variety defined over K.
Fix r > 0. Let D be the set of operators of the form
∂s
∂xs1i1 · · ·∂x
sk
ik
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where 0 < s ≤ r, 1 ≤ i1 < · · · < ik ≤ n, s1 + · · ·+ sk = s, and 0 < si. Let a ∈ V
and d = |D|. Then jrVa can be identified with the U-vector subspace
{(uD)D∈D ∈ U
d :
∑
D∈D
Df(a)uD = 0, for all f ∈ I(V/K)}.
Let X ⊆ V be an irreducible algebraic subvariety and a ∈ X . The containment
of X in V yields a canonical linear embedding of jrXa into jrVa for all r. We
therefore identify jrXa with its image in jrVa.
Fact 4.2. Let X and Y be irreducible algebraic subvarieties of V and a ∈ X ∩ Y .
Then, X = Y if and only if jrXa = jrYa, as subspaces of jmVa, for all r.
We now introduce the (∆, σ) analogue of the notions of differential and difference
modules from [30].
Definition 4.3. By a (∆, σ)-module over (U,∆, σ) we mean a triple (E,Ω,Σ) such
that E is a U-vector space, Ω = {∂1, . . . , ∂m} is a family of additive endomorphisms
of E and Σ is an additive automorphism of E such that
∂i(αe) = δi(α)e + α∂i(e)
and
Σ(αe) = σ(α)Σ(e)
for all α ∈ U and e ∈ E, and the operators in Ω ∪ {Σ} commute. If we omit σ and
Σ we obtain Pillay and Ziegler’s definition of a ∆-module over (U,∆). Similarly, if
we omit ∆ and Ω we obtain the definition of a σ-module over (U, σ).
The following is for us the key property of (∆, σ)-modules.
Lemma 4.4. Let (E,Ω,Σ) be a finite dimensional (∆, σ)-module over U. Let
E# = {e ∈ E : Σ(e) = e and ∂(e) = 0 for all ∂ ∈ Ω}.
Then E# is a CU-vector space (recall that CU = Uσ ∩ U∆) and there is a CU-basis
of E# which is also a U-basis of E.
Proof. Clearly E# is a CU-vector space. Let {e1, . . . , ed} be a U-basis of E. With
respect to this basis, let Ai be the matrix of ∂i, i = 1, . . . ,m, and B the matrix of Σ.
By this we mean that Ai is the matrix whose j-th column consists of the coefficients
of the linear combination of ∂i(ej) in terms of the basis, and similarly for B. Under
the linear transformation that takes the basis {e1, . . . , ed} to the standard basis of
Ud, the (∆, σ)-module (E,Ω,Σ) is transformed into the (∆, σ)-module
(Ud, {δ1 +A1, . . . , δm +Am}, Bσ).
It suffices to prove the result for this (∆, σ)-module. As Σ is an additive auto-
morphism of E, the matrix B is invertible. Also, the commutativity of Ω ∪ {Σ}
yields:
(4.1) δjAi − δiAj = [Ai, Aj ], i = 1, . . . ,m
and
(4.2) Bσ(Ai) = δi(B) +AiB, i = 1, . . . ,m.
Since δi(B
−1) = −B−1δi(B)B−1, the previous equation yields
(4.3) B−1Ai = δi(B
−1) + σ(Ai)B
−1, i = 1, . . . ,m.
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Now, note that (Ud)# = {u ∈ Ud : Bσu = u and δiu+Aiu = 0, i = 1, . . . ,m}, and
thus it suffices to find a nonsingular d× d matrix M over U such that BσM = M
and δiM + AiM = 0. Indeed, the columns of this matrix M will form a basis
of Ud whose elements are all in (Ud)#. Let X be an d × d matrix of variables.
Extend ∆ to derivations on U(X) by letting δiX = −AiX for i = 1, . . . ,m, and
σ to an automorphism on U(X) by letting σX = B−1X . By 4.1 the derivations
∆ on U(X) commute and by 4.3 the automorphism σ on U(X) commutes with ∆.
Hence, U(X) is a differential-difference field extension of U such that BσX = X
and δiX + AiX = 0. As (U,∆, σ) is existentially closed we can find a nonsingular
matrix M over U satisfying the desired properties. 
Notice that if {e1, . . . , ed} ⊂ E# is a U-basis of E, which exists by the previous
lemma, then, under the linear transformation that takes this basis to the standard
basis of Ud, the (∆, σ)-module (E,Ω,Σ) is transformed into the (∆, σ)-module
(Ud,∆, σ).
Remark 4.5. Let (E,Ω) be a ∆-module over (U,∆) and E∗ be the dual space of
E. If we define the dual operators Ω∗ = {∂∗1 , . . . , ∂
∗
m} on E
∗ by
∂∗i (λ)(e) = δi(λ(e)) − λ(∂i(e))
for all λ ∈ E∗ and e ∈ E, then (E∗,Ω∗) becomes a ∆-module over U. Indeed, by
Remark 3.3 of [30], (E∗, ∂∗i ) is a {δi}-module. Hence, all we need to verify is that
the ∂∗i ’s commute:
∂∗j (∂
∗
i (λ))(e) = δj(δi(λ(e))) − δj(λ(∂i(e)))− δi(λ(∂j(e))) + λ(∂i(∂j(e)))
= δi(δj(λ(e))) − δi(λ(∂j(e)))− δj(λ(∂i(e))) + λ(∂j(∂i(e)))
= ∂∗i (∂
∗
j (λ))(e).
We now describe a natural (∆, σ)-module structure on the jet spaces of an alge-
braic D-variety equipped with a finite-to-finite correspondence with its σ-transform.
We first need to recall the notion of an algebraic D-variety (w.r.t. ∆).
Definition 4.6. An (affine) algebraic D-variety defined overK is a pair (V, s) where
V ⊆ Un is an irreducible affine algebraic variety over K and s = (s1, . . . , sm) is an
m-tuple of polynomial maps over K such that each si = (s
(1)
i , . . . , s
(n)
i ) : V → U
n
satisfies
n∑
k=1
∂f
∂xk
(x)s
(k)
i (x) + f
δi(x) ∈ I(V/K)
for every f ∈ I(V/K), where f δi is the polynomial obtained by applying δi to the
coefficients of f . We also require the following integrability condition
(4.4)
n∑
k=1
∂s
(ℓ)
i
∂xk
(x)s
(k)
j (x) + s
(ℓ)
i (x) ≡
n∑
k=1
∂s
(ℓ)
j
∂xk
(x)s
(k)
i (x) + s
(ℓ)
j (x) mod I(V/K)
for all 1 ≤ i < j ≤ m and ℓ = 1, . . . , n.
In the ordinary case ∆ = {δ} this notion coincides with the algebraic D-varieties
studied by Pillay in [31] and [32]. Moreover, the way we have presented them here
is in the spirit of §3 of [23], where the more general notion of relative D-variety was
introduced (our algebraic D-varieties are in fact relative D-varieties w.r.t. ∆/∅).
14 OMAR LEON SANCHEZ
The set of sharp points of an affine D-variety (V, s = (s1, . . . , sm)) is defined as
(V, s)# = {a ∈ V : si(a) = δia, i = 1, . . . ,m}.
In [23] it is shown that the integrability condition 4.4 is a necessary and sufficient
condition for (V, s)# to be Zariski dense in V . Also, it follows from the equations
of the sharp points that if a ∈ (V, s)# then the ∆-field generated by a over K has
finite transcendence degree over K (in fact it is equal to K(a)). Conversely, we
have
Fact 4.7 ([23],§3). Let a be a tuple such that the ∆-field generated by a over K
has finite transcendence degree over K. Then, up to ∆-interdefinability over K, a
is a ∆-generic point of (V, s)# over K for some algebraic D-variety (V, s).
Here ∆-interdefinability means interdefinable in the language of differential rings.
Let (V, s = (s1, . . . , sm)) be an algebraic D-variety defined over K. Then we can
extend the derivations ∆ to the coordinate ring U[V ] by defining δi(x) = si(x) where
x = (x1, . . . , xn) are the coordinate functions of U[V ]. The integrability condition
(4.4) shows that these extensions commute with each other. Hence, (U[V ],∆)
becomes a ∆-ring (having a ∆-ring structure on the coordinate ring is the approach
of Buium to D-varieties [1]).
Let a ∈ (V, s)#. Then, MrV,a is a δi-ideal of the δi-ring U[V ] for all r > 0.
This is shown explicitly in Lemma 3.7 of [30]. Hence, (MV,a/MrV,a,∆) becomes a
∆-module over (U,∆). By Remark 4.5, (jrVa,∆
∗) is a ∆-module over (U,∆).
Suppose now a ∈ (V, s)# is a ∆-generic point over K and σa ∈ K(a)alg. Let
W be the Zariski locus of (a, σa) over K. Then W ⊆ V × V σ projects dominantly
and generically finite-to-one onto both V and V σ. Moreover, for each r > 0,
jrW(a,σa) ⊆ jrVa × jrV
σ
σa is the graph of an isomorphism f : jrVa → jrV
σ
σa and
the map σ∗ = f−1 ◦ σ equips jrVa with the structure of a σ-module over (U, σ)
(see Lemma 4.3 of [30] for details). Furthermore, Lemma 4.4 of [4] shows that
(jrVa, δ
∗
i , σ
∗) is a (δi, σ)-module over (U, δi, σ) for all i = 1, . . . ,m. Thus, since we
have already seen that the dual operators ∆∗ commute, (jrVa,∆
∗, σ∗) is a (∆, σ)-
module over (U,∆, σ).
Remark 4.8. Let V be an algebraic D-variety defined over K and suppose that a ∈
(V, s)# is a ∆-generic point over K such that σa ∈ K(a)alg. Suppose L > K is an
algebraically closed differential-difference field and W is the Zariski locus of a over
L. Then (W, s|W ) is an algebraic D-variety and, under the identification of jrWa
as a subspace of jrVa, we have that jrWa is a (∆, σ)-submodule of (jrVa,∆
∗, σ∗).
Indeed, by Lemma 4.7 of [4], jrWa is a (δi, σ)-submodule of (jrVa, δ
∗
i , σ
∗) for all
i = 1, . . . , r.
A type p = tp(a/K) is said to be finite dimensional if the transcendence degree
of K〈a〉 over K is finite. We now show that, up to interdefinability over K, if
tp(a/K) is finite dimensional, then σa ∈ K(a)alg and a is a ∆-generic point of the
sharp points of an algebraic D-variety over K.
Lemma 4.9. Suppose p = tp(a/K) is finite dimensional. Then there is an algebraic
D-variety (V, s) over K and a ∆-generic point c ∈ (V, s)# over K such that K〈a〉 =
K〈c〉 and σc ∈ K(c)alg.
Proof. Since p is finite dimensional then there is s < ω such that K〈a〉 ⊆ K(Θsa)alg
where
Θsa = {δ
em
m · · · δ
e1
1 σ
ka : ei, k < ω and e1 + · · ·+ em + k ≤ s}.
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In particular, σs+1a ∈ K(Θsa)alg. Hence, if we let b = (a, σa, . . . , σsa), then
K〈a〉 = K〈b〉 and σb is algebraic over the ∆-field generated by b over K. Since the
latter has finite transcendence degree over K, Fact 4.7 implies that there is a tuple
c, ∆-interdefinable with b over K, such that c is a ∆-generic point of (V, s)# over
K for some algebraic D-variety (V, s). Hence, K〈a〉 = K〈c〉 and σc ∈ K(c)alg. 
We now give a standard description (up to interalgebraicity overK) of the canon-
ical base for finite dimensional types.
Lemma 4.10. Suppose a is a tuple such that σa, δa ∈ K(a)alg for all δ ∈ ∆. Let
L > K be an algebraically closed differential-difference field, V the Zariski locus of
a over L, and F the minimal field of definition of V . Then,
Cb(a/L) ⊆ acl(F,K) and F ⊆ Cb(a/L).
In particular, acl(Cb(a/L),K) = acl(F,K).
Proof. As F is the minimal field of definition of V = loc(a/L), a is algebraically
disjoint from L over F . Then, as σa, δa ∈ K(a)alg for all δ ∈ ∆, K〈a〉 ⊆ K(a)alg
is algebraically disjoint from L over acl(F,K). Hence, a |⌣acl(F,K) L. By Proposi-
tion 3.2, the restriction of tp(a/L) to acl(F,K) is an amalgamation base, and so, by
definition, Cb(a/L) ⊆ acl(F,K). On the other hand, since a |⌣Cb(a/L) L, a is alge-
braically disjoint from L over Cb(a/L). Hence, the Zariski locus of a over Cb(a/L)
must also be V , and so V is defined over Cb(a/L). Thus, F ⊆ Cb(a/L). 
We are now in position to prove the canonical base property for finite dimensional
types. Let us first recall that a type tp(a/k), over a differential-difference k, is
almost CU-internal if there is b |⌣k a and a tuple c from CU such that a ∈ acl(k, b, c).
Theorem 4.11 (Canonical base property). Suppose tp(a/K) is finite dimensional
and L > K is an algebraically closed differential-difference field. Then
tp(Cb(a/L)/K〈a〉)
is almost CU-internal.
Proof. We may replace a by anything interdefinable with it over K. Hence, by
Lemma 4.9, we may assume that σa ∈ K(a)alg and that there is an algebraic D-
variety (V, s) defined over K such that a ∈ (V, s)# is a ∆-generic point over K. Let
W be the locus of a over L. Then (W, s|W ) is an algebraic D-variety with a as a
∆-generic point of (W, s|W )# over L. By Lemma 4.10, if F is the minimal field of
definition of W then acl(F,K) = acl(Cb(a/L),K). Thus, it suffices to prove that
tp(F/K〈a〉) is almost CU-internal.
Consider the (∆, σ)-module (jrVa,∆
∗, σ∗) and recall that jrWa is a (∆, σ)-
submodule. For each r, let br a CU-basis of jrV #a which is also a U-basis of jrVa.
Let
B =
∞⋃
r=1
br,
we may choose the br’s such that F |⌣K〈a〉∆,σ
B. The basis br yields a (∆, σ)-module
isomorphism between (jrVa,∆
∗, σ∗) and (Udr ,∆, σ) which therefore takes jrWa into
a (∆, σ)-submodule Sr of (U
dr ,∆, σ). We can find a CU-basis er of S#r ⊆ C
dr
U
which
is also a U-basis of Sr, so Sr is defined over er ⊂ C
dr
U
. Let E =
∞⋃
r=1
er.
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It suffices to show that F ⊆ dcl(a,K,B,E). To see this, let φ be an automor-
phism of (U,∆, σ) fixing a,K,B,E pointwise. Since jrVa is defined over K〈a〉, then
φ(jrVa) = jrVa. Also, as each Sr is defined over E and the isomorphism between
Sr and jrWa is defined over B, φ(jrWa) = jrWa for all r > 0. Since V is defined
over K and φ fixes a pointwise, Fact 4.2 implies that φ(W ) = W . But F is the
minimal field of definition of W , thus φ fixes F pointwise, as desired. 
Remark 4.12. Even though we did not mentioned it explicitly in the proof of The-
orem 4.11, the key construction in it is that of
(jrWa,∆
∗, σ∗)# = {λ ∈ jrWa : σ
∗(λ) = λ and δ∗i (λ) = 0, i = 1, . . . ,m}
= {λ ∈ jrWa : σ(λ) = f(λ) and δi ◦ λ = λ ◦ δi, i = 1 . . . ,m},
which is a finite dimensional CU-vector space. One could call this vector space the
r-th (∆, σ)-jet space at a of the (∆, σ)-locus of a over L. However, (∆, σ)-jet spaces
for arbitrary (∆, σ)-varieties have already been defined, they are a special case of
the generalized Hasse-Schmidt jet spaces of Moosa and Scanlon from [27], and so
there is the question of how our construction compares to theirs. In the appendix
we show that in this context, namely a is a ∆-generic point of the sharp points of
an algebraic D-variety over L and σa ∈ L(a)alg, the two constructions agree. (This
has been checked in the differential case, see the end of §4.3 of [27].) Thus, it is
consistent and appropriate to use this terminology to refer to (jrWa,∆
∗, σ∗)#. It is
worth mentioning that this fact is independent from the results of this paper, and
that we spell it out (in the appendix) for the benefit of the reader familiar with the
work of Moosa and Scanlon.
As a consequence of the canonical base property, we obtain the Zilber dichotomy
for finite dimensional minimal types. We omit the standard proof (for detailed
proofs in the settings of DCF0 and D-CF0 we refer the reader to Corollary 3.10 of
[30] and Corollary 6.19 of [25], respectively).
Corollary 4.13 (Zilber dichotomy). Let p be a finite dimensional complete type
over K with SU(p) = 1. Then p is either one-based or almost CU-internal.
Remark 4.14. The assumption in Corollary 4.13 that p is finite dimensional should
not be necessary, though a different proof is needed. To prove the general case one
could work out the theory of arc spaces of Moosa, Pillay, Scanlon [28] in the (∆, σ)
setting, and apply their weak dichotomy for regular types. This is done in the (δ, σ)
setting (i.e. DCF0,1A) by Bustamante in [5], and we expect that the arguments
there extend to our setting.
Appendix: On (∆, σ)-jet spaces
As in Section 4, we fix a sufficiently saturated (U,∆, σ) |= DCF0,mA, and an
algebraically closed differential-difference subfield K of U. In this appendix we
show that if (V, s) is an algebraic D-variety over K (as in Definition 4.6) and a is
a ∆-generic point of (V, s)# over K such that σa ∈ K(a)alg, then (jrVa,∆∗, σ∗)#
is the r-th D-jet space at a of the D-locus of a over K, where D is the iterative
Hasse-Schmidt system for differential-difference rings described in Example A.2 of
[27].
As we mentioned in Remark 4.12, the results in this appendix are independent
from the results of the rest of the paper, and we present them to justify why the
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construction of (jrVa,∆
∗, σ∗)# is a rigorous one and indeed yields the right notion
of the r-th (∆, σ)-jet space at a of the (∆, σ)-locus of a over K. Throughout
this appendix we assume that the reader is familiar with the theory of generalized
Hasse-Schmidt jet spaces developed by Moosa and Scanlon in [26] and [27].
Let us start by recalling the iterative Hasse-Schmidt system D = (Dn)n<ω for
(partial) differential-difference rings described in [27]. Let η = (η1, . . . , ηm) be an
m-tuple of indeterminates. For each Q-algebra R, let
Dn(R) =
n∏
i=1
R[η]/(η)i ×R[η]/(η)n+1 ×
n∏
i=1
R[η]/(η)n+1−i,
sn : R→ Dn(R) be the diagonal compose with the natural inclusion on each factor,
ψn : Dn(R)→ Rℓn be the identification via a fixed monomial basis on each factor,
and πm,n : Dm(R)→ Dn(R) be the projection from the (m−n) to the (m+n+1)
coordinates compose with the natural quotient on each factor. The iteration map
Γ(m,n) : Dm+n(R)→ Dm(Dn(R)) is given by
fi(η)−n−m≤i≤n+m 7→ ((fα+β(χ+ ǫ))−n≤α≤n)−m≤β≤m,
where χ and ǫ are m-tuples of indeterminates.
Given a differential-difference field (F,∆, σ), one can make F into an iterative
D-field by setting En : F → Dn(F ) to be
En(x) =

 ∑
α∈Nm,|α|≤n−i
1
α!
σ−iδα(x)ηα,
∑
α∈Nm,|α|≤n−i
1
α!
δα(x)ηα,
∑
α∈Nm,|α|≤n−i
1
α!
σiδα(x)ηα : i = 1, . . . , n

 ,
where δ = (δ1, . . . , δm) and multi-index notation is being used. Conversely, an iter-
ative D-field is naturally a differential-difference field. Indeed, if (F,E) is a D-field,
where E = (En : F → Dn(F ))n<ω is the sequence of Q-algebra homomorphisms,
then the maps δ1, . . . , δm, σ : K → K coming from
E1(x) = (σ
−1(x), x +
m∑
i=1
δi(x)ηi, σ(x))
yield a set of commuting derivations and an automorphim commuting with the
derivations.
Our main tool will be the following characterization of D-jet spaces:
Fact 4.15 ([27], Theorem 4.17). Suppose Z is an irreducibe D-subvariety of an
algebraic variety X over K, and a ∈ Z(U) is a generic point over K. An algebraic
jet λ ∈ jrXa(U) is in j
D
r Za(U) if and only if for all k ≥ 0 there exists γk ∈
jr(Zk)∇k(a)(U) extending λ, such that Ek ◦ λ = (γk ⊗U Dk(U)) ◦ ek.
Here ∇k : X(U)→ τkX(U) is the nabla map and
ek :MZ0,a/M
r+1
Z0,a
→MZk,∇k(a)/M
r+1
Zk,∇k(a)
⊗U Dk(U)
denotes the additive map induced by the canonical morphism rZ0k : τkZ0×UDk(U)→
Z0 associated to the prolongation τkZ0.
Now suppose that (V, s) is an algebraic D-variety over K and a is a ∆-generic
point of (V, s)# over K such that σa ∈ K(a)alg. Let Z = (Zk : k ∈ N) be the
18 OMAR LEON SANCHEZ
D-locus of a over K; that is, Zk is the Zariski locus of ∇k(a) over K. Our goal is
to show that
jDr Za(U) = (jrVa,∆
∗, σ∗)#,
for all r > 0.
As a is a ∆-generic point of (V, s)#, a is a (Zariski) generic point of V . Hence,
Z0 = V . Since s¯ = (Id, s) is an isomorphism between V and the Zariski locus
of (a, δa) = (a, δ1a, . . . , δma) over K, we have that Z1 decomposes as the fibred
product
Z1 =W
σ−1 ×V s¯(V )×V W,
where W is the Zariski locus of (a, σa). Moreover, for each r > 0, jr(Z1)∇1(a)
decomposes as
jr(Z1)∇1(a) = jrW
σ−1
(σ−1a,a) ×jrVa jr s¯(V )(a,δa) ×jrVa jrW(a,σa).
Recall that jrW(a,σa) is the graph of the isomorphism f : jrVa → jrV
σ
σa used
to equip jrVa with the σ-module structure σ
∗ = f−1 ◦ σ. Also, one can check
that jrW
σ−1
(σ−1a,a) is the graph of the isomorphism g : jrV
σ−1
σ−1a → jrVa given by
g = σ−1 ◦ f ◦ σ.
Suppose λ ∈ jrVa. Then γ1 := (g−1(λ), jr s¯a(λ), f(λ)) is the unique element of
jr(Z1)∇1(a) extending λ. Furthermore, since Z(U) is given by first order differential
and difference equations, the criterion of Fact 4.15 reduces to only checking the case
k = 1. Thus, λ ∈ jDr Za(U) if and only if
(4.5) E1 ◦ λ = (γ1 ⊗D1(U)) ◦ e1.
Let e ∈MV,a/M
r+1
V,a . By definition,
E1 ◦ λ(e) =
(
σ−1 ◦ λ(e), λ(e) +
m∑
i=1
δi ◦ λ(e)ηi, σ ◦ λ(e)
)
.
Also, by definition,
e1(e) =

eσ−1 , e+∑
i

∑
j
∂e
∂xj
yj + e
δi

 ηi, eσ

 .
Hence, (γ1 ⊗D1(U)) ◦ e1(e) is equal to
g−1(λ)(eσ−1 ), λ

e+∑
i

∑
j
∂e
∂xj
sj + e
δi

 ηi

 , f(λ)(eσ)

 ,
which, by definition of the extension of ∆ to U[V ], is equal to(
g−1(λ)(eσ
−1
), λ(e) +
∑
i
λ ◦ δi(e)ηi, f(λ)(e
σ)
)
.
Using the fact that σ ◦ λ(e) = σ(λ)(eσ) and that g = σ−1 ◦ f ◦ σ, we get that
f(λ)(eσ) = σ ◦λ(e) is equivalent to g−1(λ)(eσ
−1
) = σ−1 ◦λ(e). Thus, equality (4.5)
is equivalent to
σ(λ) = f(λ) and δi ◦ λ = λ ◦ δi, i = 1, . . . ,m.
These are precisely the equations defining (jrVa,∆
∗, σ∗)#, see Remark 4.12.
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