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Abstract. We dene a large class of quantum sources and prove a quantum analog of the
asymptotic equipartition property. Our proof relies on using local measurements on the
quantum source to obtain an associated classical source. The classical source provides an
upper bound for the dimension of the relevant subspace of the quantum source, via the
Shannon-McMillan noiseless coding theorem. Along the way we derive a bound for the von
Neumann entropy of the quantum source in terms of the Shannon entropy of the classical
source, and we provide a denition of ergodicity of the quantum source. Several explicit
models of quantum sources are also presented.
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I. Introduction
I.A. The possibility of building a quantum computer has stimulated new interest in the
quantum analog of classical information theory (see [Be] for an introduction and review of
current ideas). Shannon, McMillan, Khinchin and others provided a rm foundation for
the classical theory, and used the mathematics of stochastic processes to prove important
theorems. In particular they obtained limits on the amount of information that can be
transmitted through a channel. Although a quantum computer does not yet exist, it is
reasonable to suppose that similar issues of channel capacity are relevant to its operation.
So it is interesting to investigate this question, using our current understanding of quantum
mechanics.
There has been much work done on this and related questions. In particular, Schu-
macher stated and proved a capacity result for a quantum channel in [S], [JS]. Our partic-
ular interest is in the extended quantum signal source described by Schumacher. This is a
quantum system whose state space is a (tensor) product of many copies of one fundamen-
tal state space M . The source produces a signal which is encoded by a state in M ; the
ensemble of possible signals is represented by a density operator  on M . The extended
source corresponds to a sequence of such states, and has a natural interpretation as a mes-
sage. The probabilistic character of the message is contained in the density operator on
the tensor product of copies ofM . One choice of density operator is 
 : : :
. This corre-
sponds to independent signals at all times, and there are no correlations between signals in
the message. For this reason we call this a quantum Bernoulli source (a precise denition
is provided in section II). Schumacher proves his quantum noiseless coding theorem for
such a source. He introduces the notion of delity of a quantum channel, and states his
results in terms of this. On the most basic level his results show that the state space for
the extended source has a relevant subspace whose dimension is determined by the von
Neumann entropy of . As far as the information content of the source is concerned, the
rest of the state space can be ignored.
I.B. Our main interest in this paper is to extend Schumacher's result to a large class
of quantum sources. We dene precisely what we mean by this in section II. Roughly
speaking, we consider sources which allow correlations on all time scales between signals in
a message. In classical information theory the coresponding result is the Shannon-McMillan
theorem, which shows that under very general assumptions the ensemble of all possible
messages can be split into a relevant and an irrelevant part. The criterion for splitting is
provided by the entropy of the source. The corresponding result for the quantum theory
should be a splitting of the state space into a relevant subspace and an irrelevant subspace,
with the von Neumann entropy as the criterion. This is precisely what Schumacher proved
for the quantum Bernoulli source. We obtain such a splitting in the general case, and
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derive an estimate for the dimension of the relevant subspace, by computing the entropy
of a classical source which is obtained by making measurements on the quantum system.
To summarize, we show that a general quantum source can be encoded by a quantum
system whose dimension is smaller than the original. We give estimates for the dimen-
sion of the reduced space, based on the results of local measurements of the source. For
the case of a quantum source emitting orthogonal states our estimate is tight, and for a
Bernoulli source reproduces Schumacher's result. We also derive an inequality relating this
experimental entropy to the true von Neumann entropy.
I.C. The paper is organized as follows. In section II we dene quantum sources, and
recall some standard results about the construction of innite quantum systems. We
also provide some explicit examples which serve to illustrate our ideas. In section III we
recall the classical notion of an ergodic source, and propose a denition of ergodicity for
a quantum source. As a check we prove that a quantum Bernoulli source is ergodic. In
section IV we recall the notion of quantum entropy. In section V we pursue the quantum
analog of the Shannon-McMillan theorem. To do this we use the notion of a positive
operator valued measure, and construct an associated classical source. The entropy of
this associated source satises a lower bound involving the von Neumann entropy of the
quantum source. It also determines the dimension of a relevant subspace of the quantum
system which in turn yields our quantum noiseless coding theorem.
II. Quantum sources
II.A. According to the mathematical theory of information, see e.g. [A], [B], [K], a (clas-
sical) source is a stochastic process. In this paper, we are concerned with discrete sources
which can be described as follows. We are given a nite set X , called the alphabet, and
consider the space X
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, called messages. The time














; T; ) is called a source. We say that the source is stationary, if T preserves the
measure .
We begin by describing informally the properties of a quantum source. In the next
section we will provide a rigorous mathematical description. By analogy with the classical
case, a quantum source will be a triple consisting of quantum messages, the time shift, and
a probability distribution for the messages. For technical reasons, it is useful to describe
the space of quantum messages (which is a linear space) by the algebra of observables on
it.
3
C. KING and A. LESNIEWSKI
A quantum source sends a series of signals, each of which is a vector in a nite di-
mensional Hilbert space H. We assume that the source is discrete, i.e. each signal is an
element of a nite set S = fj 
1
i; : : : ; j 
s
ig of normalized vectors in H. To avoid unnec-
essary redundancy, we assume that the space H is spanned by S, i.e. H ' C
d
, where
d  s. We do not assume that the elements of S are orthogonal to each other or even
linearly independent. Indeed, this is an important dierence from the classical situation
which does not allow for forming linear superpositions of states. Denote by p
j
the a priori
probability of the state j 
j
i being sent. The density matrix corresponding to the ensemble











As a consequence of our assumptions, tr() = 1. Clearly, an ensemble of signals S and the
associated a priori probabilities determines uniquely the density matrix . On the other
hand, any given density matrix corresponds to innitely many dierent sets of signals. For
a discussion of this point, see [HJW].
The observables associated with quantum signals are d d hermitian matrices; more
formally (we will need this viewpoint shortly) they are elements of the C

-algebra A =
L(H) of linear operators on H. Abusing slightly the language, we will refer to A as the
algebra of observables. Using the language adopted in the operator algebra approach to
quantum physics, see e.g. [H], [BR], we dene the state on the algebra of observables A
associated with the density matrix  to be

1










II.B.We now propose a formal denition of a quantum source. To this end, we construct
the state on the algebra of observables associated with entire (innite) quantum messages
rather than individual signals. This is technically somewhat delicate, as it involves innite
tensor products of Hilbert spaces. Let I Zbe a nite set of the form fM; M+1; : : : ;N 
1 ;Ng, where M < N , i.e. I is a nite collection of consecutive integers. By I we denote






























. The latter is a normed
algebra, and we refer to its elements as local observables. Roughly, A
loc
is a collection of





; every element of A
loc
acts as
the identity on all but a nite number of factors in this product. For a local observable
A 2 A
loc









-algebra called the algebra of quasilocal observables. These
concepts are borrowed from algebraic eld theory and statistical mechanics, and we refer
the reader to [H] and [BR] for a thorough presentation.




of matrix algebras to construct the Hilbert space of














is a positive operator.
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denotes the partial trace over the factor H
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Note that the last condition implies, in particular, that tr
I




is a consistent family of density matrices, and it can be thought of as a quantummechanical
counterpart of a consistent family of cylinder measures.










and observe that j
I
(A)j  kAk, uniformly in I. The consistency condition (II.3) implies
that 
I




(A) exists for all
A 2 A
loc
, and satises j (A)j  kAk. As a consequence,  can be uniquely extended to a
state on the C

-algebra A of quasilocal observables. We use the same symbol  to denote
this extension.
Let H;  be the GNS representation, see e.g. [BR], associated with the state  . The
Hilbert space H is the state space of the quantum source. If no confusion arises, we will
write A instead of (A).
The additive group Zunderlying the above construction plays the role of (discrete)
time translations. Its action on the algebra of local observables is dened as follows:
A
I
3 A ' A
 I  ! (A) := I 
A ' A 2 A
I+1
: (II:5)
In other words,  pushes the observable to the right by one unit of time. Clearly, k(A)k =
kAk, and so  has a unique extension to all of A which we will denote by the same symbol.




denes then a representation of Z. The triple
(A; ;  ) is called a quantum source.
We say that the quantum source is stationary, if the state  is invariant under , i.e.
 ((A)) =  (A); (II:6)
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for all A 2 A. From now on we will be assuming that our source is stationary. A standard
result in operator algebras implies that the automorphism  is unitarily implementable on
the GNS Hilbert space associated with the invariant state  , i.e. (A) = FAF
 1
on H.
We will call the unitary operator F a quantum shift.
Because of stationarity, we can always assume that I 2 I is of the form f1; : : : ; ng.









II.C. The simplest example of a quantum source is a Bernoulli source, which we now
describe. As in the classical case, a Bernoulli source produces messages which are sequences
of independent signals. Accordingly the family of density matrices f
I











equals . It immediately follows that the consistency condition (II.3) is
satised, and that the source is stationary. This is the class of sources considered by
Schumacher [S]. One special feature of a Bernoulli source is that whenever supp(A) \
supp(B) = ;, we have  (AB) =  (A) (B).
There are many examples of non-Bernoulli sources. We present here a special class
of stationary sources. These are all described by a signal density matrix  and another





 I)R) = ; tr
2
(R) = I: (II:8)
Here I is the identity matrix on H, and we introduce the notation tr
i
for the partial trace
over the ith factor in the n-fold tensor product 

n
H. The density matrices f
n
g are then





























We have denoted by I
n
the identity matrix on the product 

n
H. The consistency of this
denition ((II.3)) is immediate. The positivity of the density matrices 
n
is a further
constraint on R. We have several explicit examples for which the positivity can be proven.
















It follows readily that all the matrices 
n











g are the eigenvalues of , and fP
j
g are the corresponding









, and all the above properties
are easily seen to hold.
For our second example H = C
2
, and we assume that  is strictly positive. Let f
j
g

































where jaj < 1. Then we take the matrix R to be















The consistency conditions are easily veried. Positivity of all matrices f
n
g holds for
jbj; jcj suciently small; the proof is given in the Appendix.
II.D. The density matrix 
n
can also be written in terms of the states f 
j
g which span



































satisfy obvious consistency conditions. If the states f 
j
g are linearly
independent, then they are also non negative. Further, if the states are orthogonal, the
density matrices f
n
g commute. In this case, the quantum source is equivalent to a
classical source.
III. Ergodic quantum sources
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converges almost everywhere to a limit f . The function f is invariant under T . The
source (X
1
; T; ) is called ergodic, if the only functions invariant under T are constants.




f(x)d(x). This condition is one of the
several equivalent statements which could be used to dene ergodicity, see e.g. [CFS].
There is no natural concept of convergence almost everywhere in quantum mechanics.
Consequently we adopt a notion of convergence which is natural for the algebra A. Our
denition of ergodicity of a quantum source is specically designed to suit the purposes of
this paper, although it may have broader applications.
We say that a quantum source is ergodic if the following condition is satised. For













converge in a suitable sense to the limit  (A)I, as N !1. Specically, we require weak






   (A)I) 

= 0: (III:3)
For A 2 A, we let [A] denote the corresponding element of H. Substituting  = [I] and
 = [B]; B 2 A
loc





B) =  (A) (B); (III:4)
for all A;B 2 A
loc
.
III.B. The simplest example of an ergodic source is a Bernoulli source.
Proposition III.1. A quantum Bernoulli source is ergodic.
Proof. Let A;B;C 2 A
loc
























C) =  (A) (B
y
C);
for n > n
0





















































C) =  (A) (B
y
C).
The remainder of the proof is a series of straightforward approximation arguments.
1

. We claim that (III.5) holds for all A;B;C 2 A. To prove this, observe that for all N ,
khAi
N
k  kAk: (III:6)




be such that kA   A
j











































and choose j such that kA   A
j



















j < =3, for all N > N
0




















kkBk+ =3  ;
for all N > N
0
. We have thus shown that (III.5) holds for all A 2 A and B;C 2
A
loc
. Repeating twice almost verbatim the above 3 argument we establish (III.5) for
all A;B;C 2 A.
2

. Having established (III.3) for  = [B];  = [C], and A 2 A, we now show that it holds
for arbitrary ;  2 H. Let  2 H, and let B
j















































j < =2 + k  [B
j
]kk[C]kkAk < :
Repeating this argument we establish (III.3) for all  2 H. The proof of the proposition
is complete.
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IV. Entropy of a quantum source
IV.A. In this subsection we construct the entropy of a quantum source. Our construction
is largely standard, see e.g. [LR] and [W], but we include most of the details to make the
presentation self contained. The key mathematical input is the following lemma whose
proof can be found on page 1122 of [LR].
Lemma IV.1. Let A and B be positive trace class operators on a Hilbert space. Then
tr(A logA A logB)  tr(A  B): (IV:1)
We dene the entropy associated with a sequence of n signals to be
H
n








Substituting A = 
m+n
























exists. We call h() the entropy of the quantum source. Notice also that subadditivity
implies the inequality
h()    tr
H
( log )  log d; (IV:5)
where  is the density matrix for the signals, and d is the dimension of the signal Hilbert
space H.
IV.B.We can easily compute the entropy of two basic types of quantum sources introduced
in II.
For a Bernoulli source, 
n
= 
 : : :



































 : : :
 log 






As a result, h() =   tr( log ), i.e. the entropy of a Bernoulli source is equal to the von
Neumann entropy of the signal density matrix.
For the non-Bernoulli source dened in (II.9) a similar calculation yields h() =
  tr(( 
 I)R logR). We have not found a closed form expression for the entropy of the
other non-Bernoulli source described in II.
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V. Asymptotic equipartition property
V.A. The classical asymptotic equipartition property, also known as the Shannon-
McMillan theorem, see e.g. [A], [K], states that if (X
1
; T; ) is an ergodic source with

















converges in measure to h(). In other words, given ;  > 0, there is n
0




(fx 2 X : jf
n
(x)   h()j > g) < : (V:2)
This is interpreted as saying that for any length n, there are two categories of messages















and (ii) the bulk of \unlikely" messages whose total probability goes to zero as n goes to
innity. There are approximately e
nh()
likely messages which is much less than the total
number of messages e
n log r
(unless h() happens to equal log r).
The goal of this section is to establish an analogous result for quantum sources.
Our theorem generalizes Schumacher's result [S], [JS] to general, not necessary Bernoulli,
sources.
V.B. Let A = fA
1
; : : : ; A
r






+ : : :+A
r
= I: (V:4)
Such a family is called a positive operator valued measure (POM), see [HJW] and references
therein. A POM is called pure if each A
J
is a rank one operator. For example, any family
of d = dimH pairwise orthogonal projections on H satises the above conditions and so is
a pure POM. We will call the set X
A
= f1; : : : ; rg the classical alphabet associated with
the POM A, and denote by X
1
A
the space of all innite messages over the alphabet X
A
.
We can dene a probability measure on X
1
A
associated with the quantum source (A; ; ).
For fk
1
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Let 
A
denote the probability measure obtained from f
A
n
g by means of Kolmogorov's
extension theorem. By T we denote the shift operator on X
1
A






forms a classical information source. We emphasize that it depends on the choice of A.
Obviously, this source is stationary.
V.C. In fact, this source is ergodic if the underlying quantum source is ergodic. We state
it as the following lemma.
Lemma V.1. If (A; ;  ) is ergodic, then for any choice of A, the classical source con-
structed above is ergodic.




















. Using Fatou's lemma, and recalling the
individual ergodic theorem, this implies that the only functions invariant under T are
constants, and so the classical source is ergodic. We rst observe that it is sucient to
show that if C is a cylinder set, and 
C













(x)  ! 0; (V:6)














-norm. Furthermore, since d
A
is a probability measure,
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2
-norm. This in turn is






























































































































































































and the proof is complete.
V.D. Let h
A






































































A remarkable fact about h
A
is that it can be bounded from below in terms of h(), the
quantum entropy of the source, and a quantity depending exclusively on the statistical
properties of the signal ensemble.















Proof. The proof of this theorem is based on the following lemma.
Lemma V.3. Let F be a Hilbert space of nite dimension N , and let R be a density
matrix on F . If A
1
; : : : ; A
r
are positive operators such that A
1






















denote the matrix entries of A
j
in an orthonormal basis consisting of












; : : : ; 
N
are the eigenvalues of R.















































































As a consequence of this lemma, and condition 3

in the denition of a consistent
















































































































and the claim follows.
V.E. The theorem below is the main result of this section. It can be regarded as a quantum
version of the Shannon-McMillan theorem.
Theorem V.4. Let (A; ; ) be an ergodic source, and let A be a POM, for which the
operators fA
j
g; 1  j  r, are orthogonal projections. Let h
A
be the Shannon entropy of










Then, given ;  > 0, there is n
0




































be the orthogonal projection onto S
n








)    (C)j < kCk: (V:11)
Remark 1. We can regard S
n
as a signicant subspace of H

n
in the sense that the
expectation of any observable is almost completely determined by its restriction to S
n
. If
the states fj 
j





the POM. In this case the entropy h
A
is equal to the von Neumann entropy, since the
density operators all commute. Then there is a direct correspondence with the classical
Shannon-McMillan theorem, and the quantum theory is just a restatement of the classical
result.
Remark 2. In the Bernoulli case we can take the POM A to be d orthogonal projections
onto the eigenvectors of , in which case the inequality of Theorem V.2 is saturated. If
 has simple spectrum, this means that the Shannon entropy equals the von Neumann
entropy of the quantum source. Our result then agrees with Schumacher's conclusion that




. In the general case we obtain only an upper bound for the dimension
of the relevant subspace, and this upper bound depends on the choice of POM. For example,
if each operator A
j
in the POM A is equal to (1=d)I where I is the identity, then the
Shannon entropy is h
A
= log d. Since this is the maximum possible entropy for a POM
with d operators, we can conclude that all information about the quantum source has been
lost in this measurement process. As these results show, it is advantageous to use a POM
composed of orthogonal projections.
Proof. We use the POM to construct the classical source X
1
A





















By the Shannon-McMillan theorem, given ;  > 0, there is n
0









Since the operators fA
j













denote the range of this projection, and let P
S
n
denote the orthogonal projection




)    (C)j  kCk:
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It remains to estimate the dimension of S
n
. Since the projections fA
j
g are orthogonal,









































is the size of the set L
n;










































and the result follows.
Appendix
We present here the proof that the R-matrix (II.11) denes a family of positive density

















Note that we assume jaj < 1, so 
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In order to proceed we make the inductive assumption that 
n










bounded for every u  0; together with the positivity of 
1




Note rst that kS
n
k  k!k kQk, and this bound is uniform in n. For convenience we
dene
w = k!k; q = kQk:








































Our inductive assumption implies that (
n

  + u)
 1
is bounded for u  0. Choosing
jbj; jcj suciently small guarantees that kS
y
n







































































































It is immediate that kA
1
k = k!k  1. We make the inductive assumption that
kA
n 1
k  1; then (A.1) implies the estimate
kA
n





















then (A.2) implies that kA
n
k  1. Hence by choosing (A.3) we obtain that A
n
is uniformly




is bounded for all u  0. Therefore the
positivity of the density matrices is proved.
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