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Abstract
If ζ is a nonzero complex number and P is a monic polynomial with real coefficients, let
Kn(ζ ;P) = (P (|r − s|)ρ|r−s|ei(r−s)φ)nr,s=1. We call the class of matrices Tn =
∑
j cjKn
(ζj ;Pj ) (cj real, finite sum) generalized Kac–Murdock–Szegö matrices. If |ζj | < 1 for
all j, the family {Tn} has a generating function in C[−, ], and Szegö’s distribution theorem
implies that the eigenvalues of Tn are distributed like the values of g as n→∞. However,
Szegö’s theorem does not apply if |ζj |  1 for some j. Nevertheless, we show that in this
case, provided that Pj is even if |ζj | = 1, there is a function g ∈ C[−, ] such that all but a
finite number (independent of n) of the eigenvalues of Tn are distributed like the values of g
as n→∞. We also discuss the asymptotic behavior of the remaining eigenvalues as n→∞;
however, a complete resolution of this question is not yet available. © 2002 Elsevier Science
Inc. All rights reserved.
AMS classification: 15A18; 15A57
Keywords: Absolutely equally distributed; Asymtotic distribution; Hermitian Toeplitz matrix; Kac–
Murdock–Szegö matrix; Low rank perturbation
1. Introduction
Throughout this paper eigenvalues of Hermitian matrices are numbered in nonde-
creasing order, a subscript on a square matrix is the order of the matrix except where
specifically noted to the contrary, and all sums are finite. We write complex numbers
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as ζ = ρeiφ with ρ > 0 and φ real, and we assume that ζ /= 0. Constants {cj } are
always real and nonzero. Polynomials denoted by P or Pj are always monic, with
real coefficients.
We begin by defining the Hermitian Toeplitz matrices
Kn(ζ ;P) =
(
P(|r − s|)ρ|r−s|ei(r−s)φ)n
r,s=1.
Thus, Kn(ζ ;P) = (ar−s)nr,s=1 with ar = P(|r|)ρ|r|eirφ . Note that Kn(ρ; 1) =
(ρ|r−s|)nr,s=1 is the familiar Kac–Murdock–Szegö matrix [4]. If 0 < ρ < 1, the
generating function of the family {Kn(ρeiφ; 1)} is
h(ρ, θ + φ) =
∞∑
n=−∞
ρ|n|ein(θ+φ) = 1 − ρ
2
1 − 2ρ cos(θ + φ)+ ρ2 . (1)
We call matrices of the form
Tn =
∑
j
cjKn(ζj ;Pj ) (2)
({ζj } distinct and nonzero) generalized Kac–Murdock–Szegö matrices.
It is easily verified that [x1 x2 · · · xn]T is a λ-eigenvector of Kn(ρ;P) if and
only if [x1eiφ x2ei2φ · · · xneinφ]T is a λ-eigenvector of Kn(ρeiφ;P); therefore, the
spectrum of Kn(ζ ;P) is independent of arg(ζ ). However, the spectrum of Tn in (2)
does in general depend upon {arg(ζj )}.
Let
S0 =
{
j
∣∣|ζj | < 1} , S1 = {j ∣∣|ζj | = 1} , S2 = {j ∣∣|ζj | > 1} ,
and define
g(θ) =
∑
j∈S0
cjPj
(
ρ

ρ
)
h(ρ, θ + φj )
∣∣∣∣
ρ=ρj
−
∑
j∈S2
cjPj
(
−ρ 
ρ
)
h(ρ, θ + φj )
∣∣∣∣
ρ=ρj
, (3)
and let mg = min g(θ) and Mg = max g(θ). Let {Hn} be the family of Hermitian
Toeplitz matrices generated by g; that is, Hn = (hr−s)nr,s=1, n  1, with
hr = 12
∫ 
−
g(θ)e−irθ dθ, r = 0,±1,±2, . . .
Then Szegö’s distribution theorem [5, pp. 64–65] implies that {λi(Hn)}ni=1 ⊂[mg,Mg] and
lim
n→∞
1
n
n∑
i=1
F(λi(Hn)) = 12
∫ 
−
F(g(θ)) dθ if F ∈ C[mg,Mg]. (4)
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If S1 ∪S2 = ∅, then Tn = Hn. We are interested in the case where S1 ∪S2 /= ∅,
so {Tn} does not have a generating function in L∞[−, ]. We prove the following
theorem.
Theorem 1. Suppose that Pj (−u) = Pj (u) if j ∈S1, let g be as in (3), and define
k =
∑
j∈S1
(
1 + deg(Pj )
)+ 2 ∑
j∈S2
(
1 + deg(Pj )
)
.
Then there are nonnegative integers p and q depending only on the signs of {cj |j ∈
S1} and the degrees of {Pj |j ∈S1 ∪S2} such that p + q = k,
{λi(Tn)}n−pi=q+1 ⊂ [mg,Mg], n > k, (5)
and
lim
n→∞
1
n
n−p∑
i=q+1
F(λi(Tn)) = 12
∫ 
−
F(g(θ)) dθ if F ∈ C[mg,Mg]. (6)
In fact,
lim
n→∞
1
n
n−p∑
i=q+1
∣∣F(λi(Tn))− F(λi(Hn))∣∣ = 0 if F ∈ C[mg,Mg]. (7)
We will also discuss conditions which imply that
lim
n→∞ λi(Tn) = −∞, 1  i  q,
and
lim
n→∞ λi(Tn) = ∞, n− p + 1  i  n.
However, a complete resolution of this question is not yet available.
Obviously, (7) implies that {λi(Tn)}n−pi=q+1 and {λi(Hn)}n−pi=q+1 are equally distrib-
uted as n→∞ in [mg,Mg] in the sense of H. Weyl [5, p. 62]; however, since Weyl’s
definition does not imply (7), we say that {λi(Tn)}n−pi=q+1 and {λi(Hn)}n−pi=q+1 are ab-
solutely equally distributed in [mg,Mg] as n→∞, using terminology introduced
in [8,9]. Clearly, (4) and (7) imply (6).
We call {λi(Tn)}n−pi=q+1 and {λ1(Tn), . . . , λq(Tn), λn−p+1(Tn), . . . , λn(Tn)} the
distributed and outlying spectra of Tn.
Results in [8] (see also [10]) imply the following theorem.
Theorem 2. Let
Tn =
(
aρ|r−s| + bρ−|r−s|)n
r,s=1, n  1, (8)
where 0 < ρ < 1 and b /= 0. Define
g(θ) = (a − b)(1 − ρ
2)
1 − 2ρ cos θ + ρ2 . (9)
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Then {λi(Tn)}n−1i=2 ⊂ [mg,Mg] for n sufficiently large, and
lim
n→∞
1
n
n−1∑
i=2
F(λi(Tn)) = 12
∫ 
−
F(g(θ)) dθ if F ∈ C[mg,Mg].
Moreover,
lim
n→∞ λ1(Tn) = −∞ and limn→∞ λn(Tn) = ∞. (10)
In our present notation, (8) is equivalent to
Tn = aKn(ρ; 1)+ bKn(1/ρ; 1),
so (3) reduces to (9).
Böttcher [2] made several helpful suggestions for improvements in [8], and cor-
rectly pointed out that the method of proof used there was too specialized to extend
to the more general problem where Tn = (t|r−s|)nr,s=1, with
tr =
∑
j
cjρ
r
j , r  0, ρj > 0.
This motivated the present work, which employs a different method of proof.
2. Proof of Theorem 1
We present the proof in a series of lemmas.
If P is a polynomial, define Pˆ by
Pˆ (u) = P(−u). (11)
Lemma 1. The function g defined in (3) is the generating function for the family
{Hn} defined by
Hn =
∑
j∈S0
cjKn(ζj ;Pj )−
∑
j∈S2
cjKn(1/ζ j ; Pˆj ). (12)
Proof. If 0 < ρ < 1, differentiating (1) repeatedly with respect to ρ yields
∞∑
n=−∞
|n|kρ|n|ein(θ+φ) =
(
ρ

ρ
)k
h(ρ, θ + φ). (13)
If ρ > 1,
∞∑
n=−∞
ρ−|n|ein(θ+φ) = −h(ρ, θ + φ).
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Differentiating this repeatedly with respect to ρ yields
∞∑
n=−∞
|n|kρ−|n|ein(θ+φ) = (−1)k+1
(
ρ

ρ
)k
h(ρ, θ + φ).
This, (3), (11), and (13) imply the conclusion. 
If |ζ | /= 1, define
Qn(ζ ;P) = Kn(ζ ;P)+Kn(1/ζ ; Pˆ ). (14)
Thus, Qn(ζ ;P) = (βr−s)nr,s=1, where
βr = (P (|r|)ρ|r| + P(−|r|)ρ−|r|)eirφ
= (P (r)ρr + P(−r)ρ−r )eirφ
= P(r)ζ r + P(−r)(ζ )−r .
Now let Bn = Tn −Hn. From (2), (12), and (14),
Bn =
∑
j∈S1
cjKn(ζj ;Pj )+
∑
j∈S2
cjQn(ζj ;Pj ). (15)
That is, Bn = (br−s)nr,s=1, with
br =
∑
j∈S1
cjPj (r)ζ
r
j +
∑
j∈S2
cj (Pj (r)ζ
r
j + Pj (−r)(ζ j )−r ),
where we have used our assumption that Pj is even if j ∈S1, so Pj (|r|) = Pj (r).
Therefore, {br}∞r=−∞ satisfies a homogeneous constant coefficient difference equa-
tion of order k.
The following lemma implies that rank(Bn) = k if n  k. It is not restricted to
Hermitian Toeplitz matrices.
Lemma 2. Let
γr =
m∑
j=1
Fj (r)ζ
r
j ,
where ζ1, ζ2, . . . , ζm are distinct nonzero complex numbers and F1, F2, . . . , Fm are
polynomials with complex coefficients, with degrees d1, d2, . . . , dm. Define
k = m+
m∑
j=1
dj .
Let n = (γr−s)nr,s=1 and suppose that n  k. Then rank(n) = k, and eigenvectors
associated with nonzero eigenvalues of n are of the form [x1 x2 · · · xn]T with
xr =
m∑
j=0
Xj(r)ζ
r
j , 1  r  n,
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where X1, X2, . . . , Xm are polynomials and
deg(Xj )  dj , 1  j  m.
Proof. Let
m∏
j=1
(1 − ζj z)dk+1 =
k∑
-=0
a-z
-.
If n > k, the n− k vectors
[a0 a1 · · · ak 0 · · · 0]T, [0 a0 a1 · · · ak 0 · · · 0]T,
. . . , [0 · · · 0 a0 a1 · · · ak]T
are in the null space of n. Hence, rank(n)  k. Therefore rank(n) = k for n  k
if rank(k) = k. We prove that rank(k) = k by showing that if
k∑
s=1
γr−sws = 0, 1  r  k, (16)
then
w1 = w2 = · · · = wk = 0. (17)
If Fj (z) =∑dj-=0 a-j zj (adj ,j /= 0), then
γr−s =
m∑
j=1
ζ r−sj
dj∑
-=0
a-j (r − s)- =
m∑
j=1
ζ r−sj
dj∑
-=0
a-j
-∑
µ=0
(−1)µ
(
-
µ
)
r-−µsµ,
so
k∑
s=1
γr−sws =
m∑
j=1
ζ rj
dj∑
-=0
a-j
-∑
µ=0
(−1)µ
(
-
µ
)
r-−µyµj ,
with yµj =∑ks=1 wssµζ−sj . Reversing the order of summation with respect to µ and
- yields
k∑
s=1
γr−sws =
m∑
j=1
ζ rj
dj∑
µ=0
(−1)µ

 dj∑
-=µ
a-j
(
-
µ
)
r-−µ

 yµj ,
so (16) can be written as
[
A1 A2 · · · Am
]


v1
v2
...
vm

 = 0, (18)
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where vj = [y0j y1j · · · ydj ,j ]T, 1  j  m, and Aj is the k × (dj + 1) matrix
with
(Aj )rµ = (−1)µζ rj
dj∑
-=µ
a-j
(
-
µ
)
r-−u, 1  r  k, 0  µ  dj .
The matrix A = [A1 A2 · · · Am] is column equivalent to the k × k matrix H with
rth row[
rd1ζ r1 r
d1−1ζ r1 · · · ζ r1 rd2ζ r2 rd2−1ζ r2 · · · ζ r2 · · · rdmζ rm rdm−1ζ rm · · · ζ rm
]
.
If [a1 a2 · · · ak]H = 0, then
k∑
r=1
arr
µζ rj = 0, 0  µ  dj , 1  j  m,
which implies that if G(z) =∑kr=1 arzr−1, then
G(µ)(ζj ) = 0, 0  µ  dj , 1  j  m.
That is, G has k zeros, counting multiplicities. Since deg(G)  k − 1, this implies
that a1 = a2 = · · · = ak = 0. Hence H is nonsingular, and therefore so is A. Hence
(18) has only the trivial solution; that is,
yµj =
k∑
s=1
wss
µζ−sj = 0, 0  µ  dj , 1  j  m.
This implies that if W(z) =∑ks=1 wszs−1, then
W(µ)(1/ζj ) = 0, 0  µ  dj , 1  j  m.
That is, W has k zeros, counting multiplicities. Since deg(W)  k − 1, this im-
plies (17).
Since the first k columns of n span the column space of n, the assertion con-
cerning the eigenvectors associated with nonzero eigenvalues is obvious. 
The following lemma and its proof are in [13, pp. 94–97].
Lemma 3. Let Hn be Hermitian and Gn = Hn + cvv∗, where v /= 0 is in Cn. If
c  0,
λi(Hn)  λi(Gn)  λi+1(Hn), 1  i  n− 1, λn(Hn)  λn(Gn).
If c  0,
λ1(Gn)  λ1(Hn), λi−1(Hn)  λi(Gn)  λi(Hn), 2  i  n.
Tyrtyshnikov [11] used this lemma to show that if {Cn} and {Cˆn} are two se-
quences of complex matrices such that rank(Cn − Cˆn) is bounded for all n, then the
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singular values (eigenvalues if the matrices are Hermitian) of {Cn} and {Cˆn} have the
same clusters. He used this result in [11] and in joint work with Zamarashkin [12]
to obtain extensions of Szegö’s distribution theorem and Parter’s theorem [6] on the
distribution of singular values of non-Hermitian Toeplitz matrices.
In the following lemma Hn, Bn, and Tn need not be Toeplitz matrices.
Lemma 4. Suppose that Hn is Hermitian and
−∞ < m  λi(Hn)  M <∞, 1  i  n, n  1.
Let k be a positive integer, and let p and q be nonnegative integers such that p +
q = k. For n  k, let Tn = Hn + Bn, where Bn is Hermitian and of rank k, with p
positive and q negative eigenvalues. Then{
λi(Tn)
}n−p
i=q+1 ⊂ [m,M], n > k, (19)
and
lim
n→∞
1
n
n−p∑
i=q+1
∣∣F(λi(Tn))− F(λi(Hn))∣∣ = 0 if F ∈ C[m,M]. (20)
Moreover,
λi(Tn)− λi(Bn) = O(1), 1  i  q, (21)
and
λn−p+j (Tn)− λn−p+j (Bn) = O(1), 1  j  p, (22)
as n→∞.
Proof. As noted by Tyrtyshnikov [11], repeated application of Lemma 3 shows that
λi−q(Hn)  λi(Tn)  λi+p(Hn), q + 1  i  n− p, (23)
which implies (19). Since
λi−q(Hn)  λi(Hn)  λi+p(Hn), q + 1  i  n− p,
(23) implies that∣∣λi(Tn)− λi(Hn)∣∣  λi+p(Hn)− λi−q(Hn), q + 1  i  n− p.
Therefore
n−p∑
i=q+1
∣∣λi(Tn)− λi(Hn)∣∣  (p + q)(M −m). (24)
This implies that
n−p∑
i=q+1
∣∣F(λi(Tn))− F(λi(Hn))∣∣
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is bounded as n→∞ if F satisfies a Lipschitz condition on [m,M], so the Weier-
strass approximation theorem implies (20).
To prove (21) and (22) we must show that
σn =
q∑
i=1
(
λi(Tn)− λi(Bn)
)2 + n∑
i=n−p+1
(
λi(Tn)− λi(Bn)
)2
is bounded as n→∞. From the Wielandt–Hoffman theorem,
n∑
i=1
(
λi(Tn)− λi(Bn)
)2  ‖Hn‖2F =
n∑
i=1
λ2i (Hn).
Since λi(Bn) = 0 for q + 1  i  n− p, this implies that
σn 
q∑
i=1
λ2i (Hn)+
n∑
i=n−p+1
λ2i (Hn)+
n−p∑
i=q+1
(
λ2i (Hn)− λ2i (Tn)
)
. (25)
From the mean value theorem and (24),∣∣∣∣∣∣
n−p∑
i=q+1
(
λ2i (Hn)− λ2i (Tn)
)∣∣∣∣∣∣  2 (max{|m|, |M|})
n−p∑
i=q+1
∣∣λi(Hn)− λi(Tn)∣∣
 2(p + q)(M −m)max{|m|, |M|}.
Therefore, since
q∑
i=1
λ2i (Hn)+
n∑
i=n−p+1
λ2i (Hn)  (p + q)max{m2,M2},
(25) implies that σn is bounded as n→∞. 
Recall that if Cn has n real eigenvalues, then
inertia(Cn) = [s, n− r − s, r],
where r is the number of positive eigenvalues and s is the number of negative eigen-
values of Cn.
From Lemma 2, rank(Bn) = k if n  k. Let inertia(Bk) = [q, 0, p]. Then p +
q = k, and the Cauchy interlace theorem implies that inertia(Bn) = [q, n− k, p] if
n  k. Now Lemma 4 implies (5) and (7).
To complete the proof of Theorem 1, we must show that p and q depend only on
the signs of {cj |j ∈S1} and the degrees of {Pj |j ∈S1 ∪S2}.
Lemma 5. Suppose that H is Hermitian and D is diagonal with positive diagonal
elements. Then:
(a) λ is an eigenvalue of √DH√D with associated eigenvector x if and only if λ is
an eigenvalue of DH with associated eigenvector √Dx;
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(b) inertia(DH) = inertia(H).
Proof. Trivial manipulations yield (a); (a) and Sylvester’s law of inertia imply (b).

The following lemma shows that p and q are independent of the signs of {cj |j ∈
S2}.
Lemma 6. If |ζ | /= 1 and deg(P ) = ν, then rank(Qn(ζ ;P)) = 2ν + 2 and inertia
(Qn(ζ ;P)) = [ν + 1, n− 2ν − 2, ν + 1] if n  2ν + 2.
Proof. From Lemma 2, rank(Qn(ζ ;P)) = 2ν + 2 if n  2ν + 2. From the Cauchy
interlace theorem, it suffices to show that
inertia(Q2ν+2(ζ ;P)) = [ν + 1, 0, ν + 1].
Since rank(Q2ν+2(ζ ;P)) = 2ν + 2 for all admissible P and ζ , no eigenvalue of
Q2ν+2(ζ ;P) can change sign as the nonleading coefficients of P vary over the reals
and ζ varies over the complex plane so that |ζ | /= 0, 1. Therefore it suffices to show
that if
T (ρ) = Q2ν+2(ρ; uν) =
(
tr−s
)2ν+2
r,s=1
with
tr = rν
(
ρr + (−1)νρ−r),
then
inertia(T (ρ)) = [ν + 1, 0, ν + 1] (26)
for a single positive ρ /= 1. We will show that (26) is true if ρ is sufficiently large.
Define A(ρ) = (ars(ρ))ν+1r,s=1 and B(ρ) = (brs(ρ))ν+1r,s=1, where
ars(ρ) = tr+s−1(ρ)+ tr−s(ρ)
and
brs(ρ) = tr+s−1(ρ)− tr−s(ρ).
Also, define
H = ((r + s − 1)ν)ν+1
r,s=1.
We will show that rank(H) = ν + 1 and
inertia(A(ρ)) = inertia(H) = inertia(B(ρ))
if ρ is sufficiently large. Since the eigenvalues of A(ρ) and −B(ρ) are the eigen-
values of T (ρ) [1,3], this implies (26) if ρ is sufficiently large.
If
ν+1∑
s=1
(r + s − 1)νxs = 0, 1  r  ν + 1,
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then
ν∑
µ=1
(
ν
µ− 1
)
rν−µ+1
(
ν+1∑
s=1
(s − 1)µ−1xs
)
= 0, 1  r  ν + 1. (27)
Since the matrix((
ν
µ− 1
)
rν−µ+1
)ν+1
r,µ=1
is nonsingular, (27) implies that
ν+1∑
s=1
(s − 1)µ−1xs = 0, 1  µ  ν + 1.
Hence, if f (z) =∑ν+1s=1 xszs−1, then f (µ)(1) = 0, 0  µ  ν. This implies that x1 =
x2 = · · · = xν+1 = 0, so rank(H) = ν + 1.
Explicitly,
ars(ρ) = (r + s − 1)ν
(
ρr+s−1 + (−1)νρ−r−s+1)
+(r − s)ν(ρr−s + (−1)νρs−r)
and
brs(ρ) = (r + s − 1)ν
(
ρr+s−1 + (−1)νρ−r−s+1)
−(r − s)ν(ρr−s + (−1)νρs−r).
Therefore
ars(ρ) = (r + s − 1)νρr+s−1(1 + αrs(ρ))
and
brs(ρ) = (r + s − 1)νρr+s−1(1 + βrs(ρ)),
where αrs(ρ) = αsr (ρ), βrs(ρ) = βsr (ρ), and
lim
ρ→∞αrs(ρ) = limρ→∞βrs(ρ) = 0, 1  r, s  ν + 1. (28)
A vector [x1, x2, . . . , xν+1] satisfies
ν+1∑
s=1
(r + s − 1)νρr+s−1(1 + αrs(ρ))xs = λxr, 1  r  ν + 1,
if and only if the vector
[y1, y2, . . . , yν+1] =
[
x1ρ, x2ρ
2, . . . , xν+1ρν+1
]
satisfies
ρ2r−1
ν+1∑
s=1
(r + s − 1)ν(1 + αrs(ρ))ys = λyr, 1  r  ν + 1.
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Therefore A(ρ) and
Aˆ(ρ) =
(
ρ2r−1(r + s − 1)ν(1 + αrs(ρ))
)ν+1
r,s=1
have the same eigenvalues. From Lemma 5(b), inertia(Aˆ(ρ)) = inertia(A˜(ρ)), where
A˜(ρ) = ((r + s − 1)ν(1 + αrs(ρ)))ν+1r,s=1 .
Because of (28), inertia(A˜(ρ)) = inertia(H) for ρ sufficiently large. Therefore
inertia(A(ρ)) = inertia(H) if ρ is sufficiently large.
A similar argument shows that inertia(B(ρ)) = inertia(H) if ρ is sufficiently
large. 
Lemma 2, the Cauchy interlace theorem, and an argument like that in the first
paragraph of the proof of Lemma 6 yield the following lemma.
Lemma 7. If |ζ | = 1, deg(P ) = 2ν, and P(−u) = P(u), then rank(Kn(ζ ;P)) =
2ν + 1 and
inertia(Kn(ζ ;P)) = [qˆ, n− 2ν − 1, pˆ]
if n  2ν + 1, where [qˆ, 0, pˆ] is the inertia of
K2ν+1(1; u2ν) =
(
(r − s)2ν)2ν+1
r,s=1.
Numerical computations indicate that pˆ = ν + 1 and qˆ = ν if ν is even, while
pˆ = ν and qˆ = ν + 1 if ν is odd; however, we have not been able to prove this.
For convenience, rewrite (15) as Bn =∑j∈S1∪S2 Cjn, where
Cjn =
{
cjKn(ζj ;Pj ), j ∈S1,
cjQn(ζj ;Pj ), j ∈S2.
Suppose that n  k. Let inertia(Cjn) = [qj , n− pj − qj , pj ]. From Lemma 6, pj =
qj = 1 + deg(Pj ) if j ∈S2. From Lemma 7, pj and qj depend only on cj and
deg(Pj ), and pj + qj = 1 + deg(Pj ). Moreover,∑
j∈S1∪S2
(pj + qj ) = k = rank(Bn).
Therefore, Sylvester’s law of inertia implies that Bn has p =∑j∈S1∪S2 pj positive
eigenvalues and q =∑j∈S1∪S2 qj negative eigenvalues. This completes the proof
of Theorem 1. 
We note that if S1 = ∅, then
p = q =
∑
j∈S2
(
1 + deg(Pj )
)
. (29)
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3. A reformulation of Theorem 1
If 0 < |ζj | < 1, 1  j  m, then the eigenvalues of
Hn =
m∑
j=1
cjKn(ζj ;Pj ) (30)
satisfy (4) with
g(θ) =
m∑
j=1
cjPj
(
ρ

ρ
)
h(ρ, θ + φj )
∣∣∣∣
ρ=ρj
.
The following theorem exhibits 2m families of generalized Kac–Murdock–Szegö
matrices {Tn} with spectra that “almost” satisfy (4) with this g. Since the theorem
is just a reformulation of Theorem 1 for the case where S1 = ∅, we omit the proof.
Theorem 3. Let Hn be as in (30), with 0 < |ζj | < 1, 1  j  m. Let
Tn =
∑
j∈S1
cjKn(ζj ;Pj )−
∑
j∈S2
Kn(1/ζ j ; Pˆj ),
where {S1,S2} is a partition of {1, . . . , m}, and let p be as in (29). Then
{λi(Tn)}n−pi=p+1 ⊂ [mg,Mg] if n > 2p, and
lim
n→∞
1
n
n−p∑
i=p+1
∣∣F(λi(Tn))− F(λi(Hn))∣∣ = 0 if F ∈ C[mg,Mg].
Therefore
lim
n→∞
1
n
n−p∑
i=p+1
F(λi(Tn)) = 12
∫ 
−
F(g(θ)) dθ if F ∈ C[mg,Mg].
4. Asymptotic behavior of the outlying spectrum
From (21) and (22), limn→∞ |λi(Tn)| = ∞ for some i in {1, . . . , q, n− p +
1, . . . n} if and only if
lim
n→∞ |λi(Bn)| = ∞. (31)
In fact, (31) implies that
lim
n→∞
λi(Tn)
λi(Bn)
= 1.
Therefore, determining the asymptotic behavior of the outlying spectrum of {Tn}
reduces to determining the asymptotic behavior of the nonzero eigenvalues of {Bn}.
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We believe that all these eigenvalues tend to ±∞ as n→∞, but we are not able to
prove this.
Example 1. If is straightforward to verify that if |ζ | /= 1, then
Qn(ζ ; 1) = Un(ζ )U∗n (ζ )− Vn(ζ )V ∗n (ζ ), (32)
where the components of the vectors Un(ζ ) and Vn(ζ ) are
[Un(ζ )]r = ζ
r−(n+1)/2 + (ζ )−r+(n+1)/2√
2
, 1  r  n, (33)
and
[Vn(ζ )]r = ζ
r−(n+1)/2 − (ζ )−r+(n+1)/2√
2
, 1  r  n. (34)
For positive σ , define
Sn(σ ) =
n∑
r=1
σ r−(n+1)/2 =
{√
σ (σn/2−σ−n/2)
σ−1 , σ /= 1,
n, σ = 1, (35)
and note that Sn(σ ) = Sn(1/σ). Then
U∗n (ζ )Vn(ζ ) =
Sn(ρ
2)− Sn(1)+ Sn(1)− Sn(1/ρ2)
2
= 0,
so the nonzero eigenvalues of Qn(ζ ; 1) are
|Un(ζ )|2 = Sn(ρ2)+ Sn(1) = ρ(ρ
n − ρ−n)
ρ2 − 1 + n, (36)
and
−|Vn(ζ )|2 = −Sn(ρ2)+ Sn(1) = −ρ(ρ
n − ρ−n)
ρ2 − 1 + n, (37)
with associated eigenvectors Un(ζ ) and Vn(ζ ). Therefore, conclusion (10) of Theo-
rem 2 can be sharpened to
lim
n→∞ ρ
−n−1λn(Tn) = − lim
n→∞ ρ
−n−1λ1(Tn) = |b|1 − ρ2 .
The following theorem will yield information concerning the asymptotic behavior
of the nonzero eigenvalues of Kn(ζ ;P) with |ζ | = 1.
Theorem 4. Let Gn = (gr−s)nr,s=1, where
gr =
m∑
-=0
a-r
- (38)
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with am /= 0. Define Cn = (σijn/nm−i+j+1)mi,j=0, where
σijn =
m∑
-=i
(−1)-−ia-
(
-
i
) n∑
s=1
s-−i+j , 0  i, j  m. (39)
If γ is an eigenvalue of Cn with associated eigenvector y = [y0y1 · · · ym]T, then
µ = γ nm+1 is an eigenvalue of Gn, with associated eigenvector u = [u1u2 · · ·un]T,
where
ur =
m∑
j=0
yjn
−j rj , 1  r  n.
Moreover, if Gn is Hermitian, then the nonzero eigenvalues µ1n  µ2n  · · · 
µmn of Gn exhibit the asymptotic behavior
lim
n→∞
µin
nm+1
= γi /= 0, 1  i  m,
where γ1  γ2  · · ·  γm are the eigenvalues of the nonsingular matrix
C =
(
(−1)m−iam
(
m
i
)
1
m− i + j + 1
)m
i,j=0
.
Proof. Lemma 2 implies that rank(Gn) = m if n  m, and that the eigenvectors of
Gn associated with a nonzero eigenvalue µ of G are of the form
u = [u1 u2 · · · un]T with ur =
m∑
j=0
xj r
j , 1  r  n. (40)
From (38),
gr−s =
m∑
-=0
a-(r − s)- =
m∑
-=0
a-
-∑
i=0
(−1)-−i
(
-
i
)
s-−i ri
=
m∑
i=0
ri
m∑
-=i
(−1)-−ia-
(
-
i
)
s-−i .
Therefore, from (39) and (40),
n∑
s=1
gr−sus =
m∑
i=0
ri
m∑
j=0
σijnxj ,
so u in (40) is a µ-eigenvector of Gn if and only if
m∑
j=0
σijnxj = µxi, 0  i  m,
which is equivalent to
m∑
j=0
σijn
nj+1
yj = µ
ni+1
yi, 0  i  m, (41)
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with yj = xjnj+1. Multiplying the ith equation in (41) by n−m+i yields
m∑
j=0
σijn
nm−i+j+1
yj = γyi, 0  i  m,
with γ = µn−m−1. Since limn→∞ Cn = C, the remaining conclusion follows from
this. We note that C is row equivalent to the Hilbert matrix(
1
i + j + 1
)m
i,j=0
,
and therefore nonsingular. 
Corollary 1. If |ζ | = 1 and P is even with degree 2ν, then the nonzero eigenvalues
{µin}2µ+1i=1 of Kn(ζ ;P) exhibit the asymptotic behavior
lim
n→∞
µin
n2ν+1
= βi /= 0, 1  i  2ν + 1.
Proof. Theorem 4 implies the conclusion if ζ = 1. Since Kn(ζ ;P) and Kn(|ζ |;P)
have the same spectrum, the result holds for any ζ such that |ζ | = 1. 
We now study the spectrum of Qn(ζ ;P), where |ζ | /= 0, 1. Since the spectrum
of Qn(ζ ;P) is also independent of arg(ζ ), it suffices to study the spectrum of the
real symmetric Toeplitz matrix Qn(ρ;P). From [1,3], any real symmetric Toeplitz
matrix of order 2m has m linearly independent symmetric eigenvectors
[u1 u2 · · · un] such that un−r+1 = ur, 1  r  n,
and m linearly independent skew-symmetric eigenvectors
[v1 v2 · · · vn] such that vn−r+1 = −vr , 1  r  n.
(A real symmetric Toeplitz matrix of order 2m+ 1 has m+ 1 linearly independent
symmetric eigenvectors and m linearly independent skew-symmetric eigenvectors.
Andrew [1] introduced the adjectives symmetric and skew-symmetric in this context.
In [7] we called eigenvalues with associated symmetric eigenvectors even, and those
with associated skew-symmetric eigenvectors odd.)
Theorem 5. Assume that ρ > 1, and let
P(z) =
m∑
-=0
a-z
- (am = 1).
Define
φijn =
m∑
-=i
a-
(
-
i
) n∑
s=1
(s − (n+ 1)/2)-−i+j (ρ2s−n−1 + (−1)j ), (42)
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ψijn = −
m∑
-=i
a-
(
-
i
) n∑
s=1
(s − (n+ 1)/2)-−i+j (ρ2s−n−1 − (−1)j ),
Dn =
(
φijn
nm−i+j ρn+1
)m
i,j=0
,
and
En =
(
ψijn
nm−i+j ρn+1
)m
i,j=0
.
(a) If γ is an eigenvalue of Dn with associated eigenvector [x0 x1 · · · xm]T,
then µ = γ nmρn+1 is an even eigenvalue of Qn(ρ;P) with associated symmetric
eigenvector [u1 u2 · · · un]T, where
ur=ρr−(n+1)/2
m∑
j=0
xjn
−j (r − (n+ 1)/2)j
+ρ−r+(n+1)/2
m∑
j=0
(−1)j xjn−j (r − (n+ 1)/2)j .
(b) If δ is an eigenvalue of En with associated eigenvector [y0 y1 · · · ym]T,
then ν = δnmρn+1 is an odd eigenvalue of Qn(ρ;P) with associated skew-symmet-
ric eigenvector [v1 v2 · · · vn]T, where
vr = ρr−(n+1)/2
m∑
j=0
yjn
−j (r − (n+ 1)/2)j
−ρ−r+(n+1)/2
m∑
j=0
(−1)j yjn−j (r − (n+ 1)/2)j .
Proof. Recall that Qn(ρ;P) = (br−s)nr,s=1, where
br = P(r)ρr + P(−r)ρ−r .
For convenience in this proof, we temporarily adopt the following somewhat awk-
ward notation: for the fixed integer n and r an integer in {1, 2, . . . , n}, define
nr = r − (n+ 1)/2.
Then
nr − ns = r − s and nn−s+1 = −ns. (43)
We begin by expanding br−s in terms of nr and ns :
br−s =
m∑
-=0
a-(nr − ns)-
(
ρnr−ns + (−1)-ρns−nr )
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=
m∑
-=0
a-
(
-∑
i=0
(−1)-−i
(
-
i
)
n-−is nir
) (
ρnr−ns + (−1)-ρns−nr )
= ρnr−ns
m∑
-=0
a-
-∑
i=0
(−1)-−i
(
-
i
)
n-−is nir
+ρns−nr
m∑
-=0
a-
-∑
i=0
(−1)i
(
-
i
)
n-−is nir
= ρnr−ns
m∑
i=0
αi(s)n
i
r + ρns−nr
m∑
i=0
βi(s)n
i
r ,
where
αi(s) = (−1)i
m∑
-=i
(−1)-a-
(
-
i
)
n-−is
and
βi(s) = (−1)i
m∑
-=i
a-
(
-
i
)
n-−is . (44)
From (43),
αi(n− s + 1) = (−1)iβi(s) and βi(n− s + 1) = (−1)iαi(s). (45)
If F is a polynomial and
ur = F(nr)ρnr + F(−nr)ρ−nr ,
then u = [u1 u2 · · · un] is symmetric, and
br−sus =
(
ρnr−ns
m∑
i=0
αi(s)n
i
r + ρns−nr
m∑
i=0
βi(s)n
i
r
)
×(F(ns)ρns + F(−ns)ρ−ns )
= ρnr (F(ns)+ F(−ns)ρ−2ns ) m∑
i=0
αi(s)n
i
r
+ρ−nr (F(ns)ρ2ns + F(−ns)) m∑
i=0
βi(s)n
i
r .
Therefore
n∑
s=1
br−sus = ρnr
m∑
i=0
nir
n∑
s=1
αi(s)
(
F(ns)+ F(−ns)ρ−2ns
)
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+ρ−nr
m∑
i=0
nir
n∑
s=1
βi(s)
(
F(ns)ρ
2ns + F(−ns)
)
.
Therefore u is a µ-eigenvector of Qn(ρ;P) if and only if
m∑
i=0
nir
n∑
s=1
αi(s)
(
F(ns)+ F(−ns)ρ−2ns
)
= µF(nr), 1  r  n, (46)
and
m∑
i=0
nir
n∑
s=1
βi(s)
(
F(ns)ρ
2ns + F(−ns)
)
= µF(−nr), 1  r  n. (47)
However, reversing the order of the equations in (46), reversing the order of summa-
tion with respect to s in each equation, and recalling (43) and (45) shows that (46)
implies (47). Similarly, (47) implies (46). Therefore we will work with (47).
Let
F(z) =
m∑
j=0
fj z
j .
Then (47) holds if
n∑
s=1
βi(s)
(
F(ns)ρ
2ns + F(−ns)
) = (−1)iµfi, 0  i  m. (48)
Since
F(ns)ρ
2ns + F(−ns) =
m∑
j=0
fjn
j
s
(
ρ2ns + (−1)j ),
(48) is equivalent to
m∑
j=0
φijnfj = µfi, 0  i  m, (49)
with
φijn = (−1)i
n∑
s=1
βi(s)n
j
s
(
ρ2ns + (−1)j ).
From (43) and (44), this can be rewritten as (42). We now rewrite (49) as
m∑
j=0
φijn
njρn+1
xj = µxi
niρn+1
, 0  i  m, (50)
where xj = fjnjρn+1. We next multiply the ith equation in (50) by n−m+i to obtain
m∑
j=0
φijn
nm−i+j ρn+1
xj = γ xi, 0  i  m,
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with γ = µ/nmρn+1. This proves (a).
If G is a polynomial and
vr = G(nr)ρnr −G(−nr)ρ−nr ,
then [v1 v2 · · · vn] is skew-symmetric. Given this, the proof of (b) is analogous to
the proof of (a). 
Now let µ1nµ2n · · ·µmn be the nonzero eigenvalues of Qn(ρ;P). If ρ>1,
it can be shown that
n∑
s=1
nks ρ
2ns = n
k
2k
ρn+1
ρ2 − 1 (1 + O(1/n)) ,
which implies that
lim
n→∞Dn = − limn→∞En =
1
ρ2 − 1
((
m
i
)
1
2m−i+j
)m
i,j=0
. (51)
Since the matrix on the right has rank 1, it follows that ifµ1n  µ2n  · · ·  µ2m+2,n
are the nonzero eigenvalues of Qn(ρ;P), then
lim
n→∞
µ2m+2,n
nmρn+1
= − lim
n→∞
µ1n
nmρn+1
= α,
where α is the nonzero eigenvalue of the last matrix in (51), and that µin = o(n−m
ρ−n+1), 2  i  2m+ 1, as n→∞. We conjecture that
lim
n→∞
um+1+k
nk−1ρn+1
= − lim
n→∞
um+2−k
nk−1ρn+1
= αk /= 0, 1  k  m+ 1.
The following lemma provides a sufficient condition for all nonzero eigenvalues
of {Bn} to tend to ±∞ as n→∞. It is not restricted to matrices of the form (15).
Lemma 8. Suppose that
Bn =
k∑
i=1
αinwinw
∗
in, n  k, (52)
where w1n, w2n, . . . , wkn are linearly independent unit vectors in Cn and α1n,
α2n, . . . , αkn are nonzero reals. Let δn be the smallest eigenvalue of the matrix
(w∗inwjn)
k
i,j=1, and let µ1n  µ2n  · · ·  µkn be the nonzero eigenvalues of Bn,
with associated orthonormal eigenvectors
x(-)n =
k∑
j=1
a
(-)
jn wjn, 1  -  k.
Then
µ-n
k∑
i=1
∣∣a(-)in ∣∣2
αin
 δn, 1  -  k, n  k.
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Proof. Since
Bnx
(-)
n =
k∑
i=1
αinwinw
∗
in
k∑
j=1
a
(-)
jn wjn =
k∑
i=1

αin k∑
j=1
(w∗inwjn)a
(-)
jn

win,
k∑
j=1
(
w∗inwjn
)
a
(-)
jn = µ-n
a
(-)
in
αin
, 1  i  k.
Therefore
µ-n
k∑
i=1
∣∣a(-)in ∣∣2
αin
=
k∑
i,j=1
(
w∗inwjn
)
a
(-)
in a
(-)
jn  δn. 
The significance of this lemma is that if
lim
n→∞ |αin| = ∞, 1  i  k, (53)
and
lim inf
n→∞ δn > 0, (54)
then
lim
n→∞ |u-n| = ∞, 1  -  k. (55)
Note that if (53) holds, then (55) may hold even if (54) does not.
Example 2. Let
Bn =
m∑
j=1
cjQn(ρj ; 1),
with 1 < ρ1 < ρ2 < · · · < ρm. Invoking (32), (33), and (34), we write
Qn(ρj ) =Un(ρj )UTn (ρj )− Vn(ρj )V Tn (ρj )
= ∣∣Un(ρj )∣∣2un(ρj )uTn(ρj )− ∣∣Vn(ρj )∣∣2vn(ρj )vTn (ρj ),
with un(ρj ) = Un(ρj )/|Un(ρj )| and vn(ρj ) = Vn(ρj )/|Vn(ρj )|. Then Bn is of the
form (52) with
win = un(ρi) and αin = ci
∣∣Un(ρi)∣∣2, 1  i  m,
win = un(ρi−m) and αin = −ci−m
∣∣Vn(ρi−m)∣∣2, m+ 1  i  2m,
and (36) and (37) imply (53) with k = 2m. We sketch the confirmation of (54) with
k = 2m; the details can be verified by using (35). Since UTn (ρi; 1)Vn(ρj ; 1) = 0,
1  i, j  m,
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(
w∗inwjn
)2m
i,j=1 =
[
Rn 0
0 Sn
]
,
with
Rn =
(
uTn(ρi)un(ρj )
)m
i,j=1 and Sn =
(
vTn (ρi)vn(ρj )
)m
i,j=1.
But
lim
n→∞ u
T
n(ρi)un(ρj ) = limn→∞ v
T
n (ρi)vn(ρj )
=
√
(ρ2i − 1)(ρ2j − 1)
ρiρj − 1 , 1  i  j  m.
From this it can be shown that
lim
n→∞ det(Rn) = limn→∞ det(Sn) =
∏
1i<jm(ρi − ρj )2∏
1i<jm(ρiρj − 1)2
> 0,
which implies (54) and therefore (55), with k = 2m.
5. A closing comment
The results in this paper hold verbatim with
Tn = Hn +
∑
j∈S1
cjKn(ζj ;Pj )+
∑
j∈S2
cjQn(ζj ;Pj ),
where {Hn} is any family of Hermitian Toeplitz matrices generated by a function
g ∈ L∞[−, ].
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