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Abstract
A linear k-forest is a forest whose components are paths of length at most k. The
linear k-arboricity of a graph G, denoted by lak(G), is the least number of linear k-
forests needed to decompose G. Recently, Zuo, He and Xue studied the exact values of
the linear (n−1)-arboricity of Cartesian products of various combinations of complete
graphs, cycles, complete multipartite graphs. In this paper, for general k we show that
max{lak(G), laℓ(H)} ≤ lamax{k,ℓ}(GH) ≤ lak(G)+ laℓ(H) for any two graphs G and
H . Denote by G ◦ H , G × H and G ⊠ H the lexicographic product, direct product
and strong product of two graphs G and H , respectively. We also derive upper and
lower bounds of lak(G ◦H), lak(G ×H) and lak(G ⊠H) in this paper. The linear k-
arboricity of a 2-dimensional grid graph, a r-dimensional mesh, a r-dimensional torus,
a r-dimensional generalized hypercube and a 2-dimensional hyper Petersen network
are also studied.
Keywords: Linear k-forest, linear k-arboricity, Cartesian product, complete product,
lexicographical product, strong product, direct product.
AMS subject classification 2010: 05C15, 05C76, 05C78.
1 Introduction
All graphs considered in this paper are undirected, finite and simple. We refer to the
book [6] for graph theoretical notation and terminology not described here. Let N be the
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set of natural numbers and let [a, b] be the set {n ∈ N | a ≤ n ≤ b}. A decomposition
of a graph is a list of subgraphs such that each edge appears in exactly one subgraph in
the list. If a graph G has a decomposition G1, G2, . . . , Gt, then we say that G1, G2, . . . , Gt
decompose G or G can be decomposed into G1, G2, . . . , Gt. Furthermore, a linear k-forest
is a forest whose components are paths of length at most k. The linear k-arboricity of a
graph G, denoted by lak(G), is the least number of linear k-forests needed to decompose
G.
The notion of linear k-arboricity of a graph was first introduced by Habib and Peroche
[16], which is a natural generalization of edge-coloring. Clearly, a linear 1-forest is induced
by a matching, and la1(G) is the chromatic index χ
′(G) of a graph G. Moreover, the linear
k-arboricity lak(G) is also a refinement of the ordinary linear arboricity la(G) (or la∞(G)
which is the case when every component of each forest is a path with no length constraint.
By the way, the notion of linear arboricity was introduced earlier by Harary in [17]. For
more details on linear k-arboricity, we refer to [2, 3, 4, 8, 9, 10]
In graph theory, Cartesian product, strong product, lexicographical product and direct
product are four of main products, each with its own set of applications and theoretical
interpretations. Product networks were proposed based upon the idea of using the cross
product as a tool for “combining” two known graphs with established properties to obtain
a new one that inherits properties from both [12]. Recently, there has been an increasing
interest in a class of interconnection networks called Cartesian product networks; see
[1, 12, 21].
The join, Cartesian, lexicographical, strong and direct products are defined as follows.
• The join or complete product G ∨ H of two disjoint graphs G and H, is the graph
with vertex set V (G)∪V (H) and edge set E(G)∪E(H)∪{uv |u ∈ V (G), v ∈ V (H)}.
• The Cartesian product GH of two graphs G and H, is the graph with vertex set
V (G) × V (H), in which two vertices (u, v) and (u′, v′) are adjacent if and only if
u = u′ and (v, v′) ∈ E(H), or v = v′ and (u, u′) ∈ E(G).
• The lexicographic product G ◦H of graphs G and H has the vertex set V (G ◦H) =
V (G)×V (H), and two vertices (u, v), (u′, v′) are adjacent if uu′ ∈ E(G), or if u = u′
and vv′ ∈ E(H).
• The strong product G⊠H of graphs G and H has the vertex set V (G)×V (H). Two
vertices (u, v) and (u′, v′) are adjacent whenever uu′ ∈ E(G) and v = v′, or u = u′
and vv′ ∈ E(H), or uu′ ∈ E(G) and vv′ ∈ E(H).
• The direct product G×H of graphs G and H has the vertex set V (G)×V (H). Two
vertices (u, v) and (u′, v′) are adjacent if the projections on both coordinates are
adjacent, i.e., uu′ ∈ E(G) and vv′ ∈ E(H).
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From the definition of linear k-arboricity and the structure of graph product, the
following result is immediate.
Observation 1.1 Let G and H be two graphs. Then
lak(G⊠H) ≤ lak(GH) + lak(G×H).
Xue and Zuo [26] investigated the linear (n − 1)-arboricity of complete multipartite
graphs. Recently, Zuo, He and Xue [29] studied the exact values of the linear (n −
1)-arboricity of Cartesian products of various combinations of complete graphs, cycles,
complete multipartite graphs.
In this paper, we consider four standard products: the lexicographic, the strong, the
Cartesian and the direct with respect to the linear k-arboricity. Every of these four
products will be treated in one of the forthcoming subsections in Section 2. In Section 3,
we demonstrate the usefulness of the proposed constructions by applying them to some
instances of product networks.
2 Results for general graphs
As usual, the union of two graphs G and H is the graph, denoted by G ∪ H, with
vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H). The disjoint union of k copies of
the same graph G is denoted by kG. The join G ∨H of two disjoint graphs G and H is
obtained from G ∪H by joining each vertex of G to every vertex of H. In the sequel, let
Ks,t, Cn, Kn and Pn denote the complete bipartite graph of order s+ t with part sizes s
and t, cycle of order n, complete graph of order n, and path of order n, respectively.
In the sequel, let G and H be two connected graphs with V (G) = {u1, u2, . . . , un} and
V (H) = {v1, v2, . . . , vm}, respectively. Then V (G∗H) = {(ui, vj) | 1 ≤ i ≤ n, 1 ≤ j ≤ m},
where ∗ denotes a kind of graph product operations. For v ∈ V (H), we use G(v) to
denote the subgraph of G ∗H induced by the vertex set {(ui, v) | 1 ≤ i ≤ n}. Similarly,
for u ∈ V (G), we use H(u) to denote the subgraph of G ∗ H induced by the vertex set
{(u, vj) | 1 ≤ j ≤ m}.
The following observations are immediate.
Observation 2.1 Let H be a subgraph of G. If ℓ ≥ k, then
laℓ(H) ≤ lak(G).
Observation 2.2 [27] If a graph G is the edge-disjoint union of two subgraphs G1 and
G2, then
lak(G) ≤ lak(G1) + lak(G2).
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Observation 2.3 [27] If a graph G is the disjoint union of two subgraphs G1 and G2,
then
lak(G) = max{lak(G1), lak(G2)}.
Observation 2.4 If G is not a forest, then lak(G) ≥ 2 for k ≥ 1.
Lemma 2.1 [10] For a graph G of order n,
∆(G) + 1 ≥ χ′(G) = la1(G) ≥ la2(G) ≥ . . . ≥ lan−1(G) = la(G),
where χ′(G) denotes the edge chromatic number of G.
Lemma 2.2 [10] For a graph G,
lak(G) ≥ max
{⌈
∆(G)
2
⌉
,
⌈
|E(G)|
⌊k|V (G)|
k+1 ⌋
⌉}
.
2.1 For Cartesian product
We first give the bounds for general graphs.
Theorem 2.5 Let G and H be two graphs. Then
max{lak(G), laℓ(H)} ≤ lamax{k,ℓ}(GH) ≤ lak(G) + laℓ(H).
Moreover, the upper bound is sharp.
Proof. Set V (G) = {u1, u2, . . . , un} and V (H) = {v1, v2, . . . , vm}. Let lak(G) = p and
lak(H) = q. Since lak(G) = p, it follows that there are p linear k-forests in G. Then, since
lak(G(vi)) = p, it follows that there are p linear k-forests in G(vi), say Fi,1, Fi,2, . . . , Fi,p.
Similarly, since lak(H) = q, it follows that there are q linear k-forests in H. Then, since
lak(H(ui)) = q, it follows that there are q linear k-forests in H(ui), say F
′
i,1, F
′
i,2, . . . , F
′
i,q.
Set Fj =
⋃m
i=1 Fi,j where 1 ≤ j ≤ p, and F
′
j =
⋃n
i=1 F
′
i,j where 1 ≤ j ≤ q. Clearly,
F1, F2, . . . , Fp, F
′
1, F
′
2, . . . , F
′
q are p + q linear k-forest in GH. So lamax{k,ℓ}(GH) ≤
lak(G)+ laℓ(H). From Observation 2.1, we have lamax{k,ℓ}(GH) ≥ max{lak(G), laℓ(H)}.
The following corollary is a generalization of the above result.
Corollary 2.6 Let G1, G2, . . . , Gr be graphs. Then
max{lak1(G1), lak2(G2), . . . , lakr(Gr)} ≤ lamax{k1,k2,...,kr}(G1G2 . . .Gr)
≤ lak1(G1) + lak2(G2) + . . .+ lakr(Gr).
Moreover, the bounds are sharp.
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2.2 For complete product
The following results were obtained by Dirac [13]; see Laskar and Auerbach [22].
Proposition 2.7 [13, 22] (1) For all even r ≥ 2, Kr,r is the union of its
1
2r Hamiltonian
cycles.
(2) For all odd r ≥ 3, Kr,r is the union of its
1
2r Hamiltonian cycles and one perfect
matching.
For complete product, we have the following.
Theorem 2.8 Let G and H be two graphs. Then
max
{⌈
∆(G) + |V (H)|
2
⌉
,
⌈
∆(H) + |V (G)|
2
⌉}
≤ lak(G∨H) ≤ lak(G) + lak(H)+ |V (H)|.
Proof. Set |V (G)| = n and |V (H)| = m. Without loss of generality, let n ≤ m. Let
G′ = G ∪ (m − n)K1. Then |V (G
′)| = m and G ∨ H is a subgraph of G′ ∨ H. Since
lak(G) = p, it follows that there are p linear k-forests in G, say F1, F2, . . . , Fp. From the
structure of G′, F1, F2, . . . , Fp are linear k-forests in G
′, and hence lak(G
′) ≤ p. From
Observation 2.1, we have p = lak(G) ≤ lak(G
′) ≤ p, and hence lak(G
′) = p. Since
lak(H) = q, it follows that there are q linear k-forests in H, say F
′
1, F
′
2, . . . , F
′
q. Note
that the subgraph induced by all the vertices of G′ ∨ H is a complete bipartite graph
Km,m. From Proposition 2.7, Km,m can be decomposed into m perfect matchings, say
M1,M2, . . . ,Mm. These perfect matchings are m linear 1-forests in G
′ ∨H. Observe that
E(G′ ∨H) =
(
m⋃
i=1
Mi
)
∪
(
p⋃
i=1
E(Fi)
)
∪
(
q⋃
i=1
E(F ′i )
)
.
Then F1, F2, . . . , Fp, F
′
1, F
′
2, . . . , F
′
q,M1,M2, . . . ,Mm form p+ q+m linear k-forests in G
′∨
H. So lak(G ∨ H) ≤ lak(G
′ ∨ H) ≤ lak(G) + lak(H) + |V (H)|. Note that ∆(G ∨ H) ≥
max{∆(G) + |V (H)|,∆(H) + |V (G)|}. From Lemma 2.2, we have
lak(G ∨H) ≥ max
{⌈
∆(G) + |V (H)|
2
⌉
,
⌈
∆(H) + |V (G)|
2
⌉}
,
as desired.
2.3 For lexicographical product
From the definition, the lexicographic product graph G ◦ H is a graph obtained by
replacing each vertex of G by a copy of H and replacing each edge of G by a complete
bipartite graph Km,m. For an edge e = uiuj ∈ E(G) (1 ≤ i, j ≤ n), the induced subgraph
obtained from the edges between the vertex set V (H(ui)) = {(ui, v1), (ui, v2), · · · , (ui, vm)}
5
and the vertex set V (H(uj)) = {(uj , v1), (uj , v2), · · · , (uj , vm)} in G ◦ H is a complete
equipartition bipartite graph of order 2m, denoted by Ke or Kui,uj .
From Proposition 2.7, Ke can be decomposed into m perfect matching, denoted by
M e1 ,M
e
2 , . . . ,M
e
m. We now in a position to give the result for lexicographical product.
Theorem 2.9 Let G and H be two graphs. Then⌈
∆(H) + |V (H)|∆(G)
2
⌉
≤ lamax{k,ℓ}(G ◦H) ≤ lak(G)|V (H)|+ laℓ(H).
Moreover, the bounds are sharp.
Proof. Set V (G) = {u1, u2, . . . , un} and V (H) = {v1, v2, . . . , vm}. For k ≤ ℓ, we need to
show that laℓ(G ◦ H) ≤ lak(G)|V (H)| + laℓ(H). Let lak(G) = p and laℓ(H) = q. Since
laℓ(H) = q, it follows that there are q linear ℓ-forest in H. Then, since laℓ(H(ui)) = q, it
follows that there are q linear ℓ-forests in H(ui), say F
′
i,1, F
′
i,2, . . . , F
′
i,q. Set F
′
j =
⋃q
i=1 F
′
i,j
where 1 ≤ j ≤ q.
Since lak(G) = p, it follows that there are p linear k-forests in G, say F1, F2, . . . , Fp.
For each linear k-forest Fi (1 ≤ i ≤ p) in G, we define a subgraph Fi of G◦H corresponding
to Fi as follows: V (Fi) = V (Fi ◦H) and E(Fi) = {(up, vs)(uq, vt) |upuq ∈ E(Fi), up, uq ∈
V (G), vs, vt ∈ V (H)}. We call Fi a blow-up linear k-forest corresponding to Ti in G; see
Figure 1 for an example. For each i (1 ≤ i ≤ p) and each j (1 ≤ j ≤ m), we define another
(u1, v1)
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Figure 1: The blow-up linear k-forest Fi and parallel linear k-forest Fi,j in G ◦H
corresponding to Fi in G.
6
subgraph Fi,j of G ◦ H corresponding to Ti in G as follows: V (Fi,j) = V (Fi ◦ H) and
E(Fi,j) =
⋃
e∈E(Fi)
M ei,j , where M
e
i,j is a matching of Ke. We call Fi,j a parallel linear
k-forest of G ◦H corresponding to the forest Fi in G; see Figure 1 for an example. Note
that all the parallel linear k-forests in {Fi,j | 1 ≤ i ≤ p, 1 ≤ j ≤ m} are pm linear k-forests
of G ◦H.
Since k ≤ ℓ, it follows that the forests F ′1, F
′
2, . . . , F
′
q and all the forests in {Fi,j | 1 ≤
i ≤ p, 1 ≤ j ≤ m} form pm+ q linear ℓ-forests of G ◦H. Observe that each edge of G ◦H
belongs to one of the above linear ℓ-forests. So laℓ(G ◦H) ≤ lak(G)|V (H)|+ laℓ(H).
For ℓ ≤ k, we can prove that lak(G ◦ H) ≤ lak(G)|V (H)| + laℓ(H) similarly. We
conclude that lamax{k,ℓ}(G ◦H) ≤ lak(G)|V (H)|+ laℓ(H).
Note that ∆(G ◦H) ≥ ∆(H) + |V (H)|∆(G). From Lemma 2.2, we have
lamax{k,ℓ}(G ◦H) ≥
⌈
∆(H) + |V (H)|∆(G)
2
⌉
,
as desired.
2.4 For direct product
For direct product, we have the following.
Theorem 2.10 Let G and H be two graphs. Then⌈
∆(G)∆(H)
2
⌉
≤ lamax{k,ℓ}(G×H) ≤ 2lak(G)laℓ(H).
Moreover, the bounds are sharp.
Proof. From Lemma 2.2, we have
lamax{k,ℓ}(G×H) ≥
⌈
∆(G×H)
2
⌉
≥
⌈
∆(G)∆(H)
2
⌉
.
It suffices to show that lamax{k,ℓ}(G×H) ≤ 2lak(G)laℓ(H).
We now give the proof of this theorem, with a running example (corresponding to Fig-
ure 2). From the symmetry of direct product, we can assume k ≤ ℓ. We only need to show
laℓ(G ×H) ≤ 2lak(G)laℓ(H). Set V (G) = {u1, u2, . . . , un} and V (H) = {v1, v2, . . . , vm}.
Let lak(G) = p and laℓ(H) = q. Since lak(G) = p, it follows that there are p linear k-forests
in G, say F1, F2, . . . , Fp. For each Fi (1 ≤ i ≤ p), we assume that Pi,1, Pi,2, . . . , Pi,x are all
the paths in Fi. Then Fi =
⋃x
j=1 Pi,j where 1 ≤ i ≤ p. Take for example, let Pi,1 = P2,
Pi,2 = P3, Pi,3 = P4; see Figure 2 (a). Then Fi = Pi,1 ∪ Pi,2 ∪ Pi,3.
For each Pi,j, we let Pi,j = u
i,j
1 u
i,j
2 . . . u
i,j
a , where 1 ≤ j ≤ x. We first define two
subgraphs P 1i,j, P
2
i,j induced by the edges in
E(P 1i,j) = {u
i,j
2r−1u
i,j
2r | 1 ≤ r ≤ ⌊a/2⌋},
E(P 2i,j) = {u
i,j
2ru
i,j
2r+1 | 1 ≤ r ≤ ⌊a/2⌋},
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Figure 2: The running example for Theorem 2.10.
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respectively. Next, we set F 1i =
⋃x
j=1 P
1
i,j and F
2
i =
⋃x
j=1 P
2
i,j . For the above example, we
have Pi,1 = u
i,1
1 u
i,1
2 , Pi,2 = u
i,2
1 u
i,2
2 u
i,2
3 and Pi,3 = u
i,3
1 u
i,3
2 u
i,3
3 u
i,3
4 . Then P
1
i,1 is the subgraph
induced by the edge ui,11 u
i,1
2 , P
1
i,2 is the subgraph induced by the edge u
i,2
1 u
i,2
2 , and P
1
i,3 is
the subgraph induced by the edges in {ui,31 u
i,3
2 , u
i,3
3 u
i,3
4 }. Furthermore, P
2
i,2 is the subgraph
induced by the edge ui,22 u
i,2
3 and P
2
i,3 is the subgraph induced by the edge u
i,3
2 u
i,3
3 ; see
Figure 2 (a). Note that F 1i =
⋃3
j=1 P
1
i,j and F
2
i =
⋃3
j=2 P
2
i,j.
Since lak(H) = q, it follows that there are q linear k-forests in H, say F
′
1, F
′
2, . . . , F
′
q.
For each F ′j (1 ≤ j ≤ q), we assume that Q
′
j,1, Q
′
j,2, . . . , Q
′
j,y are all the paths in F
′
j . Then
F ′j =
⋃y
i=1Q
′
j,i where 1 ≤ j ≤ q. Set Q
′
j,i = v
1
j,iv
2
j,i . . . v
b
j,i, where 1 ≤ i ≤ y. For the above
example, we have Q′j,1 = v
j,1
1 v
j,1
2 v
j,1
3 and Q
′
j,2 = v
j,2
1 v
j,2
2 v
j,2
3 v
j,2
4 . Then F
′
j = Q
′
j,1 ∪Q
′
j,2.
We now decompose G ×H into 2pq linear ℓ-forests such that each of them is formed
from the paths in F 1i or F
2
i and the paths in F
′
j , where 1 ≤ i ≤ p and 1 ≤ j ≤ q. Note
that the subgraph F ∗i,j induced by the edges in
{(u1, v1)(u2, v2), (u1, v2)(u2, v1) | v1v2 ∈ E(F
′
j), u1u2 ∈ E(F
1
i )}
and the subgraph F ∗∗i,j induced by the edges in
{(u1, v1)(u2, v2), (u1, v2)(u2, v1) | v1v2 ∈ E(F
′
j), u1u2 ∈ E(F
2
i )}
are 2pq linear ℓ-forests in G×H, where 1 ≤ i ≤ p and 1 ≤ j ≤ q. Note that each edge of
G×H belongs to one of the above linear ℓ-forests. So lamax{k,ℓ}(G×H) = laℓ(G×H) ≤
2lak(G)laℓ(H).
2.5 For strong product
For direct product, we have the following.
Theorem 2.11 Let G and H be two graphs. Then⌈
∆(G)∆(H) + ∆(G) + ∆(H)
2
⌉
≤ lamax{k,ℓ}(G⊠H) ≤ lak(G) + laℓ(H) + 2lak(G)laℓ(H).
Moreover, the bounds are sharp.
Proof. Note that ∆(G⊠H) ≥ ∆(G)∆(H) + ∆(G) + ∆(H). From Lemma 2.2, we have
lamax{k,ℓ}(G⊠H) ≥
⌈
∆(G)∆(H) + ∆(G) + ∆(H)
2
⌉
.
Since E(G ⊠H) = E(G ×H) ∪ E(GH), it follows from Observation 2.2 that
lamax{k,ℓ}(G⊠H) ≤ lamax{k,ℓ}(GH) + lamax{k,ℓ}(G×H)
≤ lak(G) + laℓ(H) + 2lak(G)laℓ(H),
as desired.
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3 Results for product networks
In this section, we demonstrate the usefulness of the proposed constructions by ap-
plying them to some instances of Cartesian product networks. We first study the linear
k-arboricity of a path, a cycle, a complete graph and a Peterson graph.
Lemma 3.1 For path Pn (n ≥ 2),{
lak(Pn) = 1 if k ≥ n− 1
lak(Pn) = 2 if 1 ≤ k < n− 1.
Proof. If k ≥ n − 1, then Pn itself is a line k-forest, and hence lak(Pn) = 1. Suppose
k < n − 1. Let M be a maximum matching of Pn. Then Pn \M contains a matching,
say M ′. For 1 ≤ k < n − 1, M,M ′ are two line k-forests, and hence lak(Pn) ≤ 2. From
Observation 2.4, we have lak(Pn) ≥ 2. So lak(Pn) = 2 for 1 ≤ k < n− 1.
Lemma 3.2 For cycle Cn (n ≥ 3),

lak(Cn) = 2 if n is even, k ≥ 1
lak(Cn) = 3 if n is odd, k = 1
lak(Cn) = 2 if n is odd, k ≥ 2.
Proof. Suppose that n is even and k ≥ 1. Since n is even, it follows that there exists a
perfect matching of G, say M . Then M ′ = E(Cn) \M is also a perfect matching of G.
Clearly, M and M ′ are two line k-forests, and hence lak(Cn) ≤ 2. From Observation 2.4,
we have lak(Cn) = 2 for n is even and k ≥ 1.
Suppose that n is odd and k ≥ 2. Since n is odd, it follows that there exists a maximum
matching of size n−12 , say M . Set M
′ = E(Cn) \M . Clearly, M and M
′ are two line k-
forests, and hence lak(Cn) ≤ 2. From Observation 2.4, we have lak(Cn) = 2 for n is even
and k ≥ 1.
Suppose that n is odd and k = 1. Set V (Cn) = {v1, v2, . . . , vn}. We divide the edge
set of G into three categories: M1 = {v2i−1v2i | 1 ≤ i ≤ r}, M2 = {v2iv2i+2 | 1 ≤ i ≤ r}
and M3 = {v1v2r+1}. Clearly, M1,M2,M3 are three line k-forests, and hence lak(Cn) ≤ 3.
One can easily check that lak(Cn) = 3 for n is odd and k = 1.
Lemma 3.3 [10] For complete graph Kn (n ≥ 2), la1(Kn) = ⌈n/2⌉.
Lemma 3.4 For complete graph Kn (n ≥ 2), ⌈n/2⌉ ≤ lak(Kn) ≤ n.
Proof. From Lemma 2.1, we have
⌈n/2⌉ = lan−1(Kn) ≤ lak(Kn) ≤ la1(Kn) ≤ ∆(Kn) + 1 = n,
as desired.
The Peterson graph HP3 are shown in Figure 3 (a). We now turn our attention to
study the linear k-arboricity of Peterson graphs.
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Lemma 3.5 For Peterson graph graph HP3, la1(HP3) = 4.
Proof. SinceHP3 contains a cycle C5 as its subgraph, it follows that la1(HP3) ≥ la1(C5) =
3. The forest F1 induced by the edges in {v1v2, v7v10, v6v9, v3v4}, the forest F2 induced by
the edges in {v1v5, v2v3, v8v10}, the forest F3 induced by the edges in {v4v5, v7v9, v6v8} and
the forest F4 induced by the edges in {v1v6, v2v7, v3v8, v4v9, v5v10} form 4 linear 1-forests
in HP3. So 3 ≤ lak(HP3) ≤ 4.
We claim that lak(HP3) = 4. Assume, to the contrary, that lak(HP3) = 3. Then
HP3 can be decomposed into 3 linear 1-forests, say F1, F2, F3. Set C1 = v6v8v10v7v9v6,
C2 = v1v2v3v4v5v1, and M = {v1v6, v2v7, v3v8, v4v9, v5v10}. We distinguish the following
cases to show this claim.
Case 1. |M ∩ E(F1)| = 5 and |M ∩ E(F2)| = |M ∩ E(F3)| = 0.
Observe that all the edges in C1 does not belong to F1. Otherwise, there is a path
induced by the edges in F1 such that its length is at least 2, which contradicts to the fact
that k = 1. So all the edges in C1 must belong to F2 or F3. Since C1 is a cycle of order
5, there is a path of length at least 2 in F2 or F3, also a contradiction.
Case 2. |M ∩ E(F1)| = 4, |M ∩E(F2)| = 1 and |M ∩ E(F3)| = 0.
Without loss of generality, let v1v6 ∈ F2 and M \ {v1v6} ⊆ E(F1). Note that all the
edges in C1 does not belong to F1. So all the edges in C1 must belong to F2 or F3. Since
k = 1, it follows that the elements in E(C1) must belongs to at least 3 linear 1-forests, a
contradiction.
Case 3. |M∩E(F1)| = 3 and |M∩E(F2)| = 2 and |M∩E(F3)| = 0, or |M∩E(F1)| = 3
and |M ∩ E(F2)| = |M ∩ E(F3)| = 1.
From the symmetry of HP3, we only need to consider the two cases v1v6, v2v7 /∈ E(F1)
and v1v6, v3v8 /∈ E(F1). At first, we consider the former case and suppose v1v6, v2v7 /∈
E(F1). Since k = 1, it follows that E(F1) ∩ E(C1) = ∅. So all the edges in C1 must
belong to F2 or F3. Since k = 1, it follows that the elements in E(C1) must belongs to
at least 3 linear 1-forests, a contradiction. Next, we consider the latter case and suppose
v1v6, v3v8 /∈ E(F1). Since k = 1, it follows that E(F1)∩E(C2) = ∅. So all the edges in C2
must belong to F2 or F3. Since k = 1, it follows that the elements in E(C2) must belongs
to at least 3 linear 1-forests, a contradiction.
Case 4. |M ∩ E(F1)| = 2, |M ∩E(F2)| = 2 and |M ∩ E(F3)| = 1.
From the symmetry of HP3, we have the following cases to consider:
(1) v1v6, v2v7 ∈ E(F1), v3v8, v4v9 ∈ E(F2), v5v10 ∈ E(F3);
(2) v1v6, v2v7 ∈ E(F1), v3v8, v5v10 ∈ E(F2), v4v9 ∈ E(F3);
(3) v1v6, v3v8 ∈ E(F1), v2v7, v4v9 ∈ E(F2), v5v10 ∈ E(F3);
(4) v1v6, v3v8 ∈ E(F1), v2v7, v5v10 ∈ E(F2), v4v9 ∈ E(F3).
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For (1), since v1v6, v2v7 ∈ E(F1), it follows that all the edges adjacent to v1v6 and v2v7
does not belong to F1. Then the elements in {v3v8, v4v9, v5v10, v3v4, v4v5, v8v10} can belong
to F1. Note that v3v8, v4v9 ∈ E(F2), v5v10 ∈ E(F3), and v3v4, v4v5 are adjacent. So
2 ≤ |E(F1)| ≤ 4. We have the following claim.
Claim 1. |E(F1)| = 4.
Proof of Claim 1. Assume, to the contrary, that |E(F1)| = 2 or |E(F1)| = 3. Then
|E(F1) ∩ E(C1)| = 0 or |E(F1) ∩ E(C2)| = 0. Without loss of generality, let |E(F1) ∩
E(C1)| = 0. So all the edges in C1 must belong to F2 or F3. Since k = 1, it follows that
the elements in E(C1) must belongs to at least 3 linear 1-forests, a contradiction.
From Claim 1, |E(F1)| = 4. Then F1 = {v1v6, v2v7, v4v5, v8v10} or F1 = {v1v6, v2v7,
v3v4, v8v10}. Suppose F1 = {v1v6, v2v7, v4v5, v8v10}. Note that v3v8, v4v9 ∈ E(F2), v5v10 ∈
E(F3). Then the edges in E(C2)\{v4v5} belong to F2 or F3. Since the subgraph induced by
these edges is a path of length 4, it follows that v5v1, v2v3 ∈ E(F2) or v1v2, v3v4 ∈ E(F2).
Whenever which case happens, we have a path of length at least 2 in F2, a contradiction.
Similarly to the proof of (2), we can also prove the correctness of (2)-(4).
The following observation is immediate, which will be used in lemma 3.6.
Observation 3.1 Let C5 = w1w2w3w4w5w1 be a cycle. If la3(C5) = 2, then C5 can be
decomposed into two linear 3-forests F1, F2 such that F1 = w1w2w3w4, F2 = w4w5w1, or
F1 = w1w2w3 ∪ w4w5, F2 = w3w4 ∪ w5w1.
Lemma 3.6 For Peterson graph HP3, la3(HP3) = 3.
Proof. Note that the forest F1 induced by the edges in {v2v1v5v4, v9v7v10v8}, the forest
F2 induced by the edges in {v9v6v8, v4v3v2} and the forest F3 induced by the edges in
{v1v6, v2v7, v3v8, v4v9, v5v10} form linear 3-forests in HP3. So lak(HP3) ≤ 3.
It suffices to show that la3(HP3) ≥ 3. Since HP3 contains cycles, it follows that 2 ≤
lak(HP3) ≤ 3. We claim that la3(HP3) = 3. Assume, to the contrary, that la3(HP3) = 2.
Then HP3 can be decomposed into 2 linear 3-forests, say F1, F2. Set C1 = v6v8v10v7v9v6,
C2 = v1v2v3v4v5v1, and M = {v1v6, v2v7, v3v8, v4v9, v5v10}. Note that C1, C2 are two
cycles, E(Ci)∩E(F1) 6= ∅ and E(Ci)∩E(F2) 6= ∅ for i = 1, 2. Since k = 3 and la3(HP3) =
2, it follows from Observation 3.1 that
(1) E(C1) ∩ E(F1) = {v6v8, v8v10, v10v7} and E(C1) ∩ E(F2) = {v7v9, v6v9}.
(2) E(C1) ∩ E(F1) = {v7v9, v6v9} and E(C1) ∩ E(F2) = {v6v8, v8v10, v10v7}.
(3) E(C1) ∩ E(F1) = {v6v8, v6v9, v7v10} and E(C1) ∩ E(F2) = {v7v9, v8v10}.
(4) E(C1) ∩ E(F1) = {v7v9, v8v10} and E(C1) ∩ E(F1) = {v6v8, v6v9, v7v10}.
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By symmetry, we only need to consider (1) and (3). For (1), we claim that there is at
most one edge in M belonging to F1. Otherwise, there exists a vertex of degree 3 in F1 or
a path of length at least 4, a contradiction. So there is at most one edge in M belonging
to F1. Furthermore, there are at least four edges in M belonging to F2. Then there exists
a path of length at least 4 in F2, also a contradiction.
We conclude that (3) holds. Similarly, C2 must have the same decomposition as C1.
By symmetry of HP3, we have the following.
(3.1) E(C1) ∩ E(F1) = {v6v8, v6v9, v7v10}, E(C1) ∩ E(F2) = {v7v9, v8v10}, E(C2) ∩
E(F1) = {v1v5, v2v3, v3v4}, E(C2) ∩ E(F2) = {v4v5, v1v2}.
(3.2) E(C1) ∩ E(F1) = {v6v8, v6v9, v7v10}, E(C1) ∩ E(F2) = {v7v9, v8v10}, E(C2) ∩
E(F1) = {v1v2, v4v5}, E(C2) ∩ E(F2) = {v1v5, v2v3, v3v4}.
(3.3) E(C1) ∩ E(F1) = {v6v8, v6v9, v7v10}, E(C1) ∩ E(F2) = {v7v9, v8v10}, E(C2) ∩
E(F1) = {v1v2, v1v5, v3v4}, E(C2) ∩ E(F2) = {v4v5, v2v3}.
(3.4) E(C1) ∩ E(F1) = {v6v8, v6v9, v7v10}, E(C1) ∩ E(F2) = {v7v9, v8v10}, E(C2) ∩
E(F1) = {v2v3, v4v5}, E(C2) ∩ E(F2) = {v1v2, v1v5, v3v4}.
(3.5) E(C1) ∩ E(F1) = {v6v8, v6v9, v7v10}, E(C1) ∩ E(F2) = {v7v9, v8v10}, E(C2) ∩
E(F1) = {v1v2, v2v3, v4v5}, E(C2) ∩ E(F2) = {v1v5, v3v4}.
(3.6) E(C1) ∩ E(F1) = {v6v8, v6v9, v7v10}, E(C1) ∩ E(F2) = {v7v9, v8v10}, E(C2) ∩
E(F1) = {v1v5, v3v4}, E(C2) ∩ E(F2) = {v1v2, v2v3, v4v5}.
We only prove that (3.1) is not true, and the other five cases can be discussed similarly.
For (3.1), we claim that v2v7 ∈ E(F2). Otherwise, the path induced by the edges in
{v4v3, v3v2, v2v7, v7v10} has length 4, a contradiction. So v2v7 ∈ E(F2). We now focus
our attention to the edge v4v9. If v4v9 ∈ E(F1), then the path induced by the edges in
{v2v3, v3v4, v4v9, v9v6, v6v8} has length 5, a contradiction. If v4v9 ∈ E(F2), then the path
induced by the edges in {v1v2, v2v7, v7v9, v9v4, v4v5} has length 5, a contradiction.
From Claim 1, we have lak(HP3) = 3, as desired.
Proposition 3.2 For a Peterson graph HP3,
lak(HP3) =


4 if k = 1,
3 if k = 2,
3 if k = 3,
2 if k ≥ 4.
Proof. From Lemmas 3.4 and 3.5, the results follow for k = 1, 3. For k = 2, the forest
F1 induced by the paths in {v1v5v10, v6v9v7, v2v3v8}, the forest F2 induced by the paths
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in {v3v4v9, v6v8v10, v1v2v7}, and the forest F3 induced by the edges in {v1v6, v7v10, v4v5}
form linear 2-forests in HP3. So la2(HP3) ≤ 3. From Lemma 2.1 and Lemma 3.5, we
have la2(HP3) ≥ la3(HP3) = 3 and hence la2(HP3) = 3, as desired. For k ≥ 4, the forest
(a) (b) (c)
v1
v2
v3
v5
v4
v6
v7
v8
v9
v10
u6
u7
u8
u9u10
u1 u2
u3
u4
u5
v1 v2
v3
v4
v5
v6
v7
v8
v9
v10
v4
v5v9
v3v10 v8
v1
v2
v6
v7
u1 u2
u3
u7
u6
u8
u5
u9
u10
u4
Figure 3: (a) Petersen graph; (b) The network HP4; (c) The structure of HL4.
F1 induced by the paths in {v3v2v1v5v4, v7v9v6v8v10} and the forest F2 induced by the
paths in {v8v3v4v9, v5v10v7v2, v1v6} form linear k-forests in HP3. So lak(HP3) ≤ 2. From
Observation 2.4, we have lak(HP3) = 2.
3.1 Two-dimensional grid graph
A two-dimensional grid graph is an m × n graph Gn,m that is the graph Cartesian
product PnPm of path graphs on m and n vertices. For more details on grid graph, we
refer to [7, 18]. The network Pn ◦Pm is the graph lexicographical product Pn ◦Pm of path
graphs on m and n vertices. For more details on Pn ◦ Pm, we refer to [24].
Proposition 3.3 (i) For network PnPm (m ≥ n ≥ 3),

lak(PnPm) = 2 if k ≥ max{m− 1, n − 1},
2 ≤ lak(PnPm) ≤ 3 if k ≥ m− 1, k ≤ n− 1,
2 ≤ lak(PnPm) ≤ 3 if k ≥ n− 1, k ≤ m− 1,
2 ≤ lak(PnPm) ≤ 4 if k ≤ max{m− 1, n − 1}.
(ii) For network Pn ◦ Pm (n ≥ 4,m ≥ 3),

lak(Pn ◦ Pm) = m+ 1 if k ≥ max{m− 1, n − 1},
m+ 1 ≤ lak(Pn ◦ Pm) ≤ 2m+ 1 if k ≥ m− 1, k ≤ n− 1,
m+ 1 ≤ lak(Pn ◦ Pm) ≤ m+ 2 if k ≥ n− 1, k ≤ m− 1,
m+ 1 ≤ lak(Pn ◦ Pm) ≤ 2m+ 2 if k ≤ max{m− 1, n − 1}.
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(iii) For network Pn × Pm (n ≥ 4,m ≥ 3),

lak(Pn × Pm) = 2 if k ≥ max{m− 1, n − 1},
2 ≤ lak(Pn × Pm) ≤ 4 if k ≥ m− 1, k ≤ n− 1,
2 ≤ lak(Pn × Pm) ≤ 4 if k ≥ n− 1, k ≤ m− 1,
2 ≤ lak(Pn × Pm) ≤ 8 if k ≤ max{m− 1, n − 1}.
(iv) For network Pn ⊠ Pm (n ≥ 4,m ≥ 3),

lak(Pn ⊠ Pm) = 4 if k ≥ max{m− 1, n − 1},
4 ≤ lak(Pn ⊠ Pm) ≤ 7 if k ≥ m− 1, k ≤ n− 1,
4 ≤ lak(Pn ⊠ Pm) ≤ 7 if k ≥ n− 1, k ≤ m− 1,
4 ≤ lak(Pn ⊠ Pm) ≤ 12 if k ≤ max{m− 1, n − 1}.
Proof. (i) From Observation 2.4, lak(PnPm) ≥ 2. From Theorem 2.5, we have
lak(PnPm) ≤ lak(Pn) + lak(Pm) ≤


2 if k ≥ max{m− 1, n − 1},
3 if k ≥ m− 1, k ≤ n− 1,
3 if k ≥ n− 1, k ≤ m− 1,
4 if k ≤ max{m− 1, n − 1}.
The result follows.
(ii) From Theorem 2.9, we have lak(Pn ◦ Pm) ≥
⌈
∆(Pm)+|V (Pm)|∆(Pn)
2
⌉
= m+ 1. From
Theorem 2.9, we have
lak(Pn ◦ Pm) ≤ lak(Pn)|V (Pm)|+ lak(Pm) =


m+ 1 if k ≥ max{m− 1, n− 1},
2m+ 1 if k ≥ m− 1, k ≤ n− 1,
m+ 2 if k ≥ n− 1, k ≤ m− 1,
2m+ 2 if k ≤ max{m− 1, n− 1}.
(iii) From Theorem 2.10, we have lak(Pn × Pm) ≥
⌈
∆(Pm)∆(Pn)
2
⌉
= 2. From Theorem
2.10 and Lemma 3.1, we have
lak(Pn × Pm) ≤ 2lak(Pn)lak(Pm) =


2 if k ≥ max{m− 1, n− 1},
4 if k ≥ m− 1, k ≤ n− 1,
4 if k ≥ n− 1, k ≤ m− 1,
8 if k ≤ max{m− 1, n− 1}.
(iv) From Observation 1.1, (i) and (iii) of this proposition, we have lak(Pn ⊠ Pm) ≤
lak(PnPm) + lak(Pn × Pm) and hence
lak(Pn ⊠ Pm) ≤


4 if k ≥ max{m− 1, n− 1},
7 if k ≥ m− 1, k ≤ n− 1,
7 if k ≥ n− 1, k ≤ m− 1,
12 if k ≤ max{m− 1, n− 1}.
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From Theorem 2.11, we have lak(Pn ⊠ Pm) ≥
⌈
∆(Pm)∆(Pn)+∆(Pm)+∆(Pn)
2
⌉
= 4.
Remark 1. Let G = Pn and H = Pm. For k ≥ max{m−1, n−1}, we have lak(PnPm) =
2 = lak(Pn) + lak(Pm), which implies that the upper bound of Theorem 2.5 is sharp for
k = ℓ and k ≥ max{m − 1, n − 1}. For k ≥ max{m − 1, n − 1}, from Theorem 2.9, we
have m+1 =
⌈
∆(Pm)+|V (Pm)|∆(Pn)
2
⌉
≤ lak(Pn ◦ Pm) ≤ lak(Pn)|V (Pm)|+ lak(Pm) = m+ 1,
which implies that the upper and lower bounds of Theorem 2.9 are sharp for k = ℓ and
k ≥ max{m − 1, n − 1}. For k ≥ max{m − 1, n − 1}, from Theorem 2.10, we have
2 = ⌈∆(Pn)∆(Pm)2 ⌉ ≤ lak(Pn × Pm) ≤ 2lak(Pn)lak(Pm) = 2, which implies that the upper
and lower bounds of Theorem 2.10 are sharp for k = ℓ and k ≥ max{m − 1, n − 1}. For
k ≥ max{m − 1, n − 1}, from Theorem 2.11, we have 4 =
⌈
∆(Pn)∆(Pm)+∆(Pn)+∆(Pm)
2
⌉
≤
lak(Pn ⊠ Pm) ≤ lak(Pn) + lak(Pm) + 2lak(Pn)lak(Pm) = 4, which implies that the upper
and lower bounds of Theorem 2.11 are sharp for k = ℓ and k ≥ max{m− 1, n− 1}.
3.2 r-dimensional mesh
An r-dimensional mesh is the Cartesian product of r paths. By this definition, two-
dimensional grid graph is a 2-dimensional mesh. An r-dimensional hypercube is a special
case of an r-dimensional mesh, in which the r paths are all of size 2; see [20].
Proposition 3.4 (i) For r-dimensional mesh Pm1Pm2 · · ·Pmr ,
2 ≤ lak(Pm1Pm2 · · ·Pmr) ≤ 2r.
(ii) For network Pm1 ◦ Pm2 ◦ · · · ◦ Pmr ,
1 +
r∏
i=2
mimi+1 . . . mr ≤ lak(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr) ≤ 2
(
r∑
i=2
mimi+1 . . . mr + 1
)
.
(iii) For network Pm1 × Pm2 × · · · × Pmr ,
2r−1 ≤ lak(Pm1 × Pm2 × · · · × Pmr) ≤ 2
2r−1.
(iv) For network Pm1 ⊠ Pm2 ⊠ · · ·⊠ Pmr ,
1
2
(3r − 1) ≤ lak(Pm1 ⊠ Pm2 ⊠ · · ·⊠ Pmr) ≤ 2r + 2
2r−1.
Proof. (i) From Corollary 2.6 and Lemma 3.1, we have lak(Pm1Pm2 · · ·Pmr) ≤
lak(Pm1) + lak(Pm2) + . . . + lak(Pmr ) ≤ 2r. From this together with Observation 2.4, we
have 2 ≤ lak(Pm1) + lak(Pm2) + . . .+ lak(Pmr ) ≤ 2r, as desired.
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(ii) From Theorem 2.9, we have lak(G ◦ H) ≤ lak(G)|V (H)| + lak(H) for any two
graphs G and H, and hence
lak(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr )
= lak((Pm1 ◦ Pm2 ◦ · · · ◦ Pmr−1) ◦ Pmr)
≤ lak(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr−1)mr + lak(Pmr )
≤ lak(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr−1)mr + 2
≤ [lak(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr−2)mr−1 + lak(Pmr−1)]mr + 2
≤ [lak(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr−2)mr−1 + 2]mr + 2
= lak(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr−2)mr−1mr + 2mr + 2
≤ [lak(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr−3)mr−2 + lak(Pmr−2)]mr−1mr + 2mr + 2
≤ lak(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr−3)mr−2mr−1mr + 2mr−1mr + 2mr + 2
≤ . . .
≤ lak(Pm1 ◦ Pm2)m3 . . . mr−2mr−1mr + 2m4 . . . mr−2mr−1mr + . . .+ 2mr−1mr + 2mr + 2
≤ 2m2m3 . . . mr−2mr−1mr + 2m3 . . . mr−2mr−1mr + . . .+ 2mr−1mr + 2mr + 2
≤ 2
r∑
i=2
mimi+1 . . . mr + 2.
From Theorem 2.9, we have lak(G ◦ H) ≥
⌈
∆(H)+|V (H)|∆(G)
2
⌉
for any two graphs G and
H, and hence
lak(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr )
≥
⌈
∆(Pmr) + |V (Pmr )|∆(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr−1)
2
⌉
≥ 1 +
⌈mr
2
∆(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr−1)
⌉
≥ 1 +
⌈mr
2
(
∆(Pmr−1) + |V (Pmr−1)|∆(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr−2)
)⌉
≥ 1 +mr +
⌈mrmr−1
2
∆(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr−2)
⌉
≥ . . .
≥ 1 +mr +mrmr−1 + · · ·+
⌈mrmr−1 · · ·m2
2
∆(Pm1)
⌉
≥ 1 +mr +mrmr−1 + · · ·+mrmr−1 · · ·m2
≥ 1 +
r∏
i=2
mimi+1 . . . mr.
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(iii) From Theorem 2.10, we have lak(G×H) ≤ 2lak(G)lak(H) for any two graphs G
and H, and hence
lak(Pm1 × Pm2 × · · · × Pmr) ≤ 2lak(Pm1 × Pm2 × · · · × Pmr−1)lak(Pmr )
≤ 22lak(Pm1 × Pm2 × · · · × Pmr−1)
≤ 23lak(Pm1 × Pm2 × · · · × Pmr−2)lak(Pmr−1)
≤ 24lak(Pm1 × Pm2 × · · · × Pmr−2)
≤ . . .
≤ 22(r−1)lak(Pm1)
≤ 22r−1.
From Theorem 2.10, we have lak(G×H) ≥
⌈
∆(G)∆(H)
2
⌉
for any two graphs G and H, and
hence
lak(Pm1 × Pm2 × · · · × Pmr ) ≥
⌈
∆(Pm1 × Pm2 × · · · × Pmr−1)∆(Pmr )
2
⌉
≥ ∆(Pm1 × Pm2 × · · · × Pmr−1)
≥ ∆(Pm1 × Pm2 × · · · × Pmr−2)∆(Pmr−1)
= 2∆(Pm1 × Pm2 × · · · × Pmr−2)
≥ 2∆(Pm1 × Pm2 × · · · × Pmr−3)∆(Pmr−2)
= 22∆(Pm1 × Pm2 × · · · × Pmr−3)
≥ . . .
≥ 2r−2lak(Pm1)
≥ 2r−1.
(iv) From (i), (iii) of this proposition and Observation 1.1, we have
lak(Pm1 ⊠ Pm2 ⊠ · · ·⊠ Pmr ) ≤ lak(Pm1Pm2 · · ·Pmr ) + lak(Pm1 × Pm2 × · · · × Pmr )
≤ 2r + 22r−1.
From Theorem 2.10, we have
lak(G⊠H) ≥
⌈
∆(G)∆(H) + ∆(G) + ∆(H)
2
⌉
=
⌈
∆(G)(∆(H) + 1) + ∆(H)
2
⌉
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for any two graphs G and H, and hence
lak(Pm1 ⊠ Pm2 ⊠ · · ·⊠ Pmr )
≥
⌈
∆(Pm1 ⊠ Pm2 ⊠ · · ·⊠ Pmr−1)(∆(Pmr ) + 1) + ∆(Pmr)
2
⌉
=
⌈
3
2
∆(Pm1 ⊠ Pm2 ⊠ · · ·⊠ Pmr−1)
⌉
+ 1
≥
⌈
3
2
∆(Pm1 ⊠ Pm2 ⊠ · · ·⊠ Pmr−2)(∆(Pmr−1) + 1) + ∆(Pmr−1)
⌉
+ 1
=
⌈
32
2
∆(Pm1 ⊠ Pm2 ⊠ · · · ⊠ Pmr−2)
⌉
+ 3 + 1
≥
⌈
32
2
∆(Pm1 ⊠ Pm2 ⊠ · · · ⊠ Pmr−3)(∆(Pmr−2) + 1) + ∆(Pmr−2)
⌉
+ 1
=
⌈
33
2
∆(Pm1 ⊠ Pm2 ⊠ · · · ⊠ Pmr−3)
⌉
+ 32 + 3 + 1
≥ . . .
≥
⌈
3r−1
2
∆(Pm1)
⌉
+ 3r−2 + . . .+ 32 + 3 + 1
=
1
2
(3r − 1).
3.3 r-dimensional torus
An r-dimensional torus is the Cartesian product of r cycles Cm1 , Cm2 , · · · , Cmr of
size at least three. The cycles Cmi are not necessary to have the same size. Ku et al.
[21] showed that there are r edge-disjoint spanning trees in an r-dimensional torus. The
network Cm1 ◦ Cm2 ◦ · · · ◦ Cmr is investigated in [24]. Here, we consider the networks
constructed by Cm1Cm2 · · ·Cmr and Cm1 ◦ Cm2 ◦ · · · ◦ Cmr , respectively.
Proposition 3.5 (i) For r-dimensional torus Cm1Cm2 · · ·Cmr ,
2 ≤ lak(Cm1Cm2 · · ·Cmr) ≤ 3r.
(ii) For network Cm1 ◦ Cm2 ◦ · · · ◦ Cmr ,
1 +
r∏
i=2
mimi+1 . . . mr ≤ lak(Cm1 ◦ Cm2 ◦ · · · ◦ Cmr) ≤ 3
(
r∑
i=2
mimi+1 . . . mr + 1
)
.
(ii) For network Cm1 × Cm2 × · · · × Cmr ,
2r−1 ≤ lak(Cm1 ×Cm2 × · · · × Cmr) ≤ 3 · 6
r−1.
(iv) For network Cm1 ⊠ Cm2 ⊠ · · ·⊠ Cmr ,
1
2
(3r − 1) ≤ lak(Cm1 ⊠ Cm2 ⊠ · · ·⊠ Cmr) ≤ 3(r + 6
r−1).
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Proof. (i) From Corollary 2.6 and Lemma 3.4, we have
2 ≤ max{lak(Cm1), lak(Cm2), . . . , lak(Cmr )}
≤ lak(Cm1Cm2 · · ·Cmr)
≤ lak(Cm1) + lak(Cm2) + . . .+ lak(Cmr )
≤ 3r.
(ii) From Theorem 2.5, we have lak(G ◦ H) ≤ lak(G)|V (H)| + lak(H) for any two
graphs G and H, and hence
lak(Cm1 ◦ Cm2 ◦ · · · ◦ Cmr )
= lak((Cm1 ◦ Cm2 ◦ · · · ◦ Cmr−1) ◦ Cmr)
≤ lak(Cm1 ◦ Cm2 ◦ · · · ◦ Cmr−1)mr + lak(Cmr)
≤ lak(Cm1 ◦ Cm2 ◦ · · · ◦ Cmr−1)mr + 3
≤ [lak(Cm1 ◦ Cm2 ◦ · · · ◦ Cmr−2)mr−1 + lak(Cmr−1)]mr + 3
≤ [lak(Cm1 ◦ Cm2 ◦ · · · ◦ Cmr−2)mr−1 + 3]mr + 3
= lak(Cm1 ◦ Cm2 ◦ · · · ◦ Cmr−2)mr−1mr + 3mr + 3
≤ [lak(Cm1 ◦ Cm2 ◦ · · · ◦ Cmr−3)mr−2 + lak(Cmr−2)]mr−1mr + 3mr + 3
≤ lak(Cm1 ◦ Cm2 ◦ · · · ◦ Cmr−3)mr−2mr−1mr + 3mr−1mr + 3mr + 3
≤ . . .
≤ lak(Cm1 ◦ Cm2)m3 . . . mr−2mr−1mr + 3m4 . . . mr−2mr−1mr + . . .+ 3mr−1mr + 3mr + 3
≤ 3m2m3 . . . mr−2mr−1mr + 3m3 . . . mr−2mr−1mr + . . .+ 3mr−1mr + 3mr + 3
≤ 3
r∑
i=2
mimi+1 . . . mr + 3.
From Observation 2.1 and (ii) of Proposition 3.4, we have lak(Cm1 ◦ Cm2 ◦ · · · ◦ Cmr) ≥
lak(Pm1 ◦ Pm2 ◦ · · · ◦ Pmr ) ≥ 1 +
∏r
i=2mimi+1 . . . mr.
(iii) From Theorem 2.10, we have lak(G×H) ≤ 2lak(G)lak(H) for any two graphs G
and H, and hence
lak(Cm1 × Cm2 × · · · ×Cmr ) ≤ 2lak(Cm1 × Cm2 × · · · × Cmr−1)lak(Cmr )
≤ 6lak(Cm1 × Cm2 × · · · × Cmr−1)
≤ 6[2lak(Cm1 × Cm2 × · · · × Cmr−2)lak(Cmr−1)]
≤ 62lak(Cm1 × Cm2 × · · · × Cmr−2)
≤ . . .
≤ 6r−1lak(Cm1)
≤ 3 · 6r−1.
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From Observation 2.1 and (iii) of Proposition 3.4, we have lak(Cm1 ×Cm2 × · · · ×Cmr) ≥
lak(Pm1 × Pm2 × · · · × Pmr ) ≥ 2
r−1.
(iv) From (i), (iv) of this proposition and Observation 1.1, we have
lak(Cm1 ⊠ Cm2 ⊠ · · ·⊠ Cmr )
≤ lak(Cm1Cm2 · · ·Cmr) + lak(Cm1 × Cm2 × · · · × Cmr)
≤ 3(r + 6r−1).
From Observation 2.1 and (iv) of Proposition 3.4, we have lak(Cm1 ⊠Cm2 ⊠ · · ·⊠Cmr) ≥
lak(Pm1 ⊠ Pm2 ⊠ · · ·⊠ Pmr ) ≥ 1 +
∏r
i=2mimi+1 . . . mr.
3.4 r-dimensional generalized hypercube
Let Km be a clique of m vertices, m ≥ 2. An r-dimensional generalized hypercube
[12, 14] is the Cartesian product of r cliques. We have the following:
Proposition 3.6 (i) For generalized hypercube Km1Km2 · · ·Kmr (mi ≥ 2, r ≥
2, 1 ≤ i ≤ r),
max
{⌈mi
2
⌉
| 1 ≤ i ≤ r
}
≤ lak(Km1Km2 · · ·Kmr) ≤
r∑
i=1
mi.
(ii) For network Km1 ◦Km2 ◦ · · · ◦Kmr (mi ≥ 2, r ≥ 2, 1 ≤ i ≤ r),⌈∑r
i=1mi
2
⌉
≤ lak(Km1Km2 · · ·Kmr ) ≤
∑r
i=1mi
2
.
(iii) For network Km1 ×Km2 × · · · ×Kmr (mi ≥ 2, r ≥ 2, 1 ≤ i ≤ r),⌈
1
2
r∏
i=1
(mi − 1)
⌉
≤ lak(Km1 ×Km2 × · · · ×Kmr) ≤ 2
r−1
r∏
i=1
mi.
(iv) For network Km1 ⊠Km2 ⊠ · · · ⊠Kmr (mi ≥ 2, r ≥ 2, 1 ≤ i ≤ r),⌈
1
2
r∏
i=1
mrmr−1 . . . mi+1(mi − 1)
⌉
≤ lak(Km1 ⊠Km2 ⊠ · · · ⊠Kmr ) ≤
r∑
i=1
mi + 2
r−1
r∏
i=1
mi.
Proof. (i) From Corollary 2.6 and Lemma 3.4, we have
max
{⌈mi
2
⌉
| 1 ≤ i ≤ r
}
= max{lak(Km1), lak(Km2), . . . , lak(Kmr )}
≤ lak(Km1Km2 · · ·Kmr)
≤ lak(Km1) + lak(Km2) + . . .+ lak(Kmr )
≤
r∑
i=1
mi.
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(ii) From the definition of lexicographical product, Km1 ◦Km2 ◦· · · ◦Kmr is a complete
graph. From Lemma 3.4, we have⌈∑r
i=1mi
2
⌉
≤ lak(Km1 ◦Km2 ◦ · · · ◦Kmr) ≤
∑r
i=1mi
2
.
(iii) From Theorem 2.10, we have lak(G×H) ≤ 2lak(G)lak(H) for any two graphs G
and H, and hence
lak(Km1 ×Km2 × · · · ×Kmr ) ≤ 2lak(Km1 ×Km2 × · · · ×Kmr−1)lak(Kmr )
≤ 2mrlak(Km1 ×Km2 × · · · ×Kmr−1)
≤ 22mrlak(Km1 ×Km2 × · · · ×Kmr−2)lak(Kmr−1)
≤ 22mrmr−1lak(Km1 ×Km2 × · · · ×Kmr−2)
≤ . . .
≤ 2r−1mrmr−1 . . . m2lak(Km1)
= 2r−1
r∏
i=1
mi.
From Theorem 2.10, we have lak(G×H) ≥
⌈
∆(G)∆(H)
2
⌉
for any two graphs G and H, and
hence
lak(Km1 ×Km2 × · · · ×Kmr ) ≥
⌈
∆(Km1 ×Km2 × · · · ×Kmr−1)∆(Kmr )
2
⌉
≥
⌈
mr − 1
2
∆(Km1 ×Km2 × · · · ×Kmr−1)
⌉
≥
⌈
mr − 1
2
∆(Km1 ×Km2 × · · · ×Kmr−2)∆(Kmr )
⌉
≥
⌈
(mr − 1)(mr−1 − 1)
2
∆(Km1 ×Km2 × · · · ×Kmr−2)
⌉
≥ . . .
≥
⌈
(mr − 1)(mr−1 − 1) . . . (m2 − 1)
2
∆(Km1)
⌉
=
⌈
1
2
r∏
i=1
(mi − 1)
⌉
.
(iv) From (i), (iii) of this proposition and Observation 1.1, we have
lak(Km1 ⊠Km2 ⊠ · · ·⊠Kmr )
≤ lak(Km1Km2 · · ·Kmr) + lak(Km1 ×Km2 × · · · ×Kmr)
≤
r∑
i=1
mi + 2
r−1
r∏
i=1
mi.
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From Theorem 2.11, we have
lak(G⊠H) ≥
⌈
∆(G)(∆(H) + 1) + ∆(H)
2
⌉
for any two graphs G and H, and hence
lak(Km1 ⊠Km2 ⊠ · · ·⊠Kmr)
≥
⌈
∆(Km1 ⊠Km2 ⊠ · · ·⊠Kmr−1)(∆(Kmr ) + 1) + ∆(Kmr)
2
⌉
=
⌈
mr − 1
2
+
mr
2
∆(Km1 ⊠Km2 ⊠ · · · ⊠Kmr−1)
⌉
≥
⌈
mr − 1
2
+
mr
2
[
∆(Km1 ⊠Km2 ⊠ · · · ⊠Kmr−2)(∆(Kmr−1) + 1) + ∆(Kmr−1)
]⌉
=
⌈
mr − 1
2
+
mr(mr−1 − 1)
2
+
mrmr−1
2
∆(Km1 ⊠Km2 ⊠ · · · ⊠Kmr−2)
⌉
≥ . . .
≥
⌈
mr − 1
2
+
mr(mr−1 − 1)
2
+
mrmr−1(mr−2 − 1)
2
+ . . .+
mrmr−1 . . . m2
2
∆(Km1)
⌉
=
⌈
1
2
r∏
i=1
mrmr−1 . . . mi+1(mi − 1)
⌉
.
3.5 n-dimensional hyper Petersen network
An n-dimensional hyper Petersen network HPn is the product of the well-known Pe-
tersen graph and Qn−3 [11], where n ≥ 3 and Qn−3 denotes an (n − 3)-dimensional
hypercube. The cases n = 3 and 4 of hyper Petersen networks are depicted in Figure 2.
Note that HP3 is just the Petersen graph; see Figure 3 (a).
The network HLn is the lexicographical product of the Petersen graph and Qn−3,
where n ≥ 3 and Qn−3 denotes an (n−3)-dimensional hypercube; see [24]. Note that HL4
is a graph obtained from two copies of the Petersen graph by add one edge between one
vertex in a copy of the Petersen graph and one vertex in another copy; see Figure 3 (c)
for an example (We only show the edges v1ui (1 ≤ i ≤ 10)).
Similarly, the networks HDn and HSn are defined as the direct and strong product
of the Petersen graph and Qn−3, respectively, where n ≥ 3 and Qn−3 denotes an (n− 3)-
dimensional hypercube. Note that HL3 = HD3 = HS3 is just the Petersen graph, and
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Proposition 3.7 (i) For network HP4,

4 ≤ lak(HP4) ≤ 5 if k = 1,
3 ≤ lak(HP4) ≤ 4 if k = 2,
3 ≤ lak(HP4) ≤ 4 if k = 3,
2 ≤ lak(HP4) ≤ 3 if k ≥ 4.
(ii) For network HL4, 

4 ≤ lak(HL4) ≤ 14 if k = 1,
4 ≤ lak(HL4) ≤ 13 if k = 2,
4 ≤ lak(HL4) ≤ 13 if k = 3,
4 ≤ lak(HL4) = 12 if k ≥ 4.
(iii) For network HD4, 

2 ≤ lak(HD4) ≤ 8 if k = 1,
2 ≤ lak(HD4) ≤ 6 if k = 2,
2 ≤ lak(HD4) ≤ 6 if k = 3,
2 ≤ lak(HD4) ≤ 4 if k ≥ 4.
(iv) For network HS4, 

4 ≤ lak(HS4) ≤ 13 if k = 1,
4 ≤ lak(HS4) ≤ 10 if k = 2,
4 ≤ lak(HS4) ≤ 10 if k = 3,
4 ≤ lak(HS4) ≤ 7 if k ≥ 4.
Proof. (i) From Theorem 2.5, we have
lak(HP4) ≥ lak(HP3) ≥


4 if k = 1,
3 if k = 2,
3 if k = 3,
2 if k ≥ 4.
From Theorem 2.5, Lemmas 3.1 and 3.5, we have
lak(HP4) ≤ lak(HP3) + lak(P2) = lak(HP3) + 1 ≤


5 if k = 1,
4 if k = 2,
4 if k = 3,
3 if k ≥ 4.
(ii) From Theorem 2.9, Lemmas 3.1 and 3.5, we have
4 ≤ lak(HP4) ≤ lak(HP3)|V (P2)|+ lak(P2) = 2lak(HP3) + 1 ≤


9 if k = 1,
7 if k = 2,
7 if k = 3,
5 if k ≥ 4.
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(iii) From Theorem 2.10, Lemmas 3.1 and 3.5, we have
lak(HD4) ≤ 2lak(HP3)lak(P2) = 2lak(HP3) ≤


8 if k = 1,
6 if k = 2,
6 if k = 3,
4 if k ≥ 4.
(iv) From Theorem 2.11, lak(HS4) ≥ 4. From Observation 1.1, we have
lak(HS4) ≤ lak(HP4) + lak(HD4) ≤


13 if k = 1,
10 if k = 2,
10 if k = 3,
7 if k ≥ 4.
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