Because promotions are critical factors highly related to product sales of consumer packaged goods (CPG) companies, predictors concerning sales forecast of CPG products must take promotions into consideration. Decomposition regression incorporating contextual factors offers a method for exploiting both reliability of statistical forecasting and flexibility of judgmental forecasting employing domain knowledge. However, it suffers from collinearity causing poor performance in variable identification and parameter estimation with traditional ordinary least square (OLS). Empirical research evidence shows that -in the case of collinearity -in variable identification, parameter estimation, and out of sample forecasting, genetic algorithms (GA) as an estimator outperform OLS consistently and significantly based on a log-linear regression model concerning weekly sales forecasting of CPG products from a manufacturer in both busy and off seasons.
Introduction
Due to competition promotion has increasingly become a key factor of marketing in consumer packaged goods (CPG) industries because sales are highly related to promotion activities. To properly forecast unit sales of products for a particular company in the CPG industry, forecasters must take this contextual factor into account. Forecasts generated with most statistical models are consistent, but are usually devoid of the flexibility and comprehensiveness of contextual information. The lack of contextual information is exploited with judgmental forecasting, thus predictors and users of the forecasts are often tormented with the Li-Chih Wang is professor in the Department of Industrial Engineering and Enterprise information and the dean of the School of Engineering at Tonghai University, Taiwan, ROC. Email: wanglc@thu.edu.tw. Chin-Lien Wang is a lecturer in the department of Business Administration at Ling Tung University, Taiwan, ROC. Email: love123wang@gmail.com.
issue of inconsistency due to bias. These issues are clearly pointed out by Sanders and Ritzman (1992) , Armstrong and Collopy (1998) , Webby, et al. (2001) and De Gooijer and Hyndman (2006) among many others.
Regression is a natural choice to connect both methods (Edmunson, 1990; Bunn & Wright, 1991; Armstrong, et al., 2005; Nikolopoulos, et al., 2006) , because regression is able to incorporate critical contextual factors into the model and produces consistent results. In regression modeling, the classical ordinary least square (OLS) still is one of the most widely used estimators to identify significant factors and estimate parameters in linear regression (Draper & Smith, 1998; Rawlings, et al., 1998) . However, it suffers from limitations posed by issues of outliers (Cook, 1977; Rawlings, et al., 1998; Meloun & Militky, 2001) , sample size (Belsley, et al., 1980; Belsley, 1982; Yu, 2000) and multi-collinearity.
Multi-collinearity is the condition of one predictor variable which can be expressed as the exact or near linear combination of other predictor variables (Gunst & Mason, 1977) in case of small size sample, regression models with highly correlated independent variables, and groups of dummy variables or sporadic variables. As noted by Smith and Campbell (1980) it is ultimately caused by too little variation in predictor variables in the dataset which induce inflated variance of variable coefficients. Moreover, it usually causes many problems such as truly critical variables to become insignificant (Hendry, 2000) and incorrect parameter estimation in both sign and magnitude (Slinker, 1985) , these problems will usually lead analysis and inference, as well as forecasting of the regression model to be out of track.
To address the issue of collinearity, an alternative parameter estimator called genetic algorithm (GA) is proposed; GA is an option to alleviate collinearity problems and obtain desired results with efficiency. This study begins with a log-linear regression model incorporating price and a group of non-price promotion related dummy variables (Kumar & Pereira, 1997; Heerde, et al., 2002a Heerde, et al., , 2002b . The model's effect parameters are assessed and decomposed with GA incorporating a fitness function of mean absolute percentage error (MAPE), which -without the square operation of errors. James and Stein (1961) exhibited an estimator which, under squared error loss, dominates the least squares estimator and, coupled with a realistic constraint on coefficient of variables, it is believed will -to some extent -avoid the issue of inflated influence of outliers and problems caused by collinearity in OLS.
This article proposes GA as an adequate alternative model estimator in regression modeling, particularly in situations of serious collinearity, through a comparative study of OLS and GA in in-sample parameters estimation and out-of-sample forecasting, respectively, with an empirical study on weekly unit sales forecasting of CPG products from a name brand manufacturer.
Methodology Formulation of a Regression Model
Equation (1) of the multiplicative regression model is motivated by Wittink et al.'s analytical models in a series of articles (Foekens, et al., 1999; Heerde, et al., 2002a Heerde, et al., , 2002b . Regression modeling uses a stepwise method called backward elimination (Draper & Smith, 1998) , starting from the model incorporating all critical factors considered, then removes insignificant variables one by one iteratively. The model can be formulated as ( )
where, i denotes an item number, i = 1, 2, 3, …, I; t denotes specific number of period referenced; 1 ≤ t ≤ T, T is the total number of normal periods; I is the total number of items involved; Q denotes the set of referenced periods; it S is the total unit sales of the item i in period t under a retailer, for weekly sales, t actually represents a certain week in the referenced periods; it λ denotes the normal unit sales (base sale) of the item i in period t without any promotion under a retailer; Taking the natural logarithm in both sides of (1) results in the following:
A nonlinear model such as (1) is transformed to a linear regression model (Carroll & Ruppert, 1988; Franses & McAleer, 1998) , which is the underlying model to conduct model fitting and model checking in this study.
Model Fitting: Parameter Estimation with GA The genetic algorithm (GA) is proposed as a regression estimator to identify critical variables and estimate coefficients of variables as opposed to the widely employed least square type of estimators in situations of small sample size or a model mainly composed of dummy variables and sporadic variables.
Features of the Genetic Algorithm (GA)
GA simulates Darwin's biological evolution by selecting encoded individuals (solutions) in the population with higher fitness (via a fitness function) through stochastic crossover and mutation to generate a population of individuals (reproduction) more fitted to the environment (better solutions) from generation to generation (Holland, 1992; Goldberg, 1987 Goldberg, , 1989 . In estimating parameters of complicated multivariate nonlinear models, GA is generally considered to be better than other alternatives such as nonlinear least square and maximum likelihood estimation due to its parallel search capability (Schaffer, et al., 1989; Eiben & Michalewicz, 1999) , even based on a small size dataset it is capable of deriving satisfying results.
The initial population is randomly created in the encoded form of a binary matrix, there exist m rows, each row of binary string in the matrix is an individual (solution) which encompasses β chromosomes, each chromosome represents a parameter and is composed of γ genes, each gene is represented by a binary code (See Figure 1) . Each individual is evaluated by the fitness function as shown in Equation (3), in each generation, the best α% (1 ≦ α ≦ 6) of the population are kept as elites to the next generation, the remaining population is created by randomly selected pairs of individuals conducting a one-point crossover within each chromosome of such pairs to reproduce offspring, forming a random recombination of individuals' ingredients of genes, to search for a new solution space and possibly a better solution. After this, a one-bit mutation is performed with a view to creating new pieces of ( ) Parameters such as crossover probability (P c ) and mutation probability (P m ) of GA are designed to vary with the number of generations processed or others, such as moving average percent of improvement (MAPI) in fitness function value within certain number of generations, to keep proper diversity of the population while retaining the convergence capability, to circumvent getting stuck too early at local solutions in its search process (Liu, et al, 2003; Pham & Karaboga, 1997) .
Based on (2), the fitness function of GA may be formulated as Model Checking A regression diagnostics focused on normality and independence is performed to determine if critical assumptions of linear regression are violated, based on Equation (2). If these assumptions are severely violated, particularly if collinearity arises among predictor variables, bias may be a serious issue in model fitting or in model specification.
The normality test is conducted through a one-sample Kolmogorov-Smirnov test (Lilliefors, 1967 ) and a Q-Q plot (Berilant, et al., 2005 ). An independence test in this study consists of two parts, namely, a multicollinearity test and an autocorrelation test. The former is performed via variance inflation factor (VIF), whereas the latter is performed via Durbin-Watson (D-W) test (Savin & White, 1977; Draper & Smith, 1998) . VIF is one of the most popular measures used to detect collinearity in the literature (Belsley, et al., 1980; Belsley, 1982; Stine, 1995) , which can be derived via regression of one predictor variable to all other predictors and can be formulated as
where n denotes the number of types of nonprice promotion mixes and R 2 j is the coefficient of determination from regression of the j th predictor variable on the other predictor variables. As described in Theil (1971) The D-W test focuses on testing whether any autocorrelation exists among the following series of regression error terms in equation (2) : 1 1 ,..., ,
The statistic can be formulated as (6) In general, as the serial correlation increases, d decreases.
The Re-composition of Variable Coefficients Estimated The cycle length of CPG industry is about 52 weeks long, thus, let t' = t + 52, denoting the corresponding week to be forecasted in a new year. A naïve sales forecasting method considering cycle length to forecast unit sales of item i of period t' in a new year (see Williams, 1987) , based on sales data of week t in the referenced year, would be (7) where i η denotes the average normal sale of item i across referenced periods, it π denotes the seasonal index of item i in period t, and Z denotes the set of periods to be forecasted. All parameters in equation (7) are derived either with GA or OLS. Let e 1it' denote the price effect multiplier of item i in forecasting period t' and e 2 it' denote the effect multiplier of a non-price promotion mix. In each group of indicator parameters one condition at most will arise in each period, resulting in ,
In its re-composed form, equation (8) can be used to forecast weekly unit sales. Parameters estimated through GA or OLSbased on observations in the training periodscan be recombined as in equation (8) to respond to expected promotional campaigns in the forecasting horizon (as specified in the promotion proposals) to perform out of sample forecasting with ' ln it S being transformed back to 'it S in the following empirical study.
Empirical Study: Background This study focuses on the forecast of weekly sales volume for several series of CPG products, manufactured by Company F, under retailer B. Company F is a leading manufacturer specialized in dehumidifier and deodorizer products in Taiwan, and retailer B is an international outlet of DIY products. A sales data set of 10 items from 2007 and the first 4 months in 2008, aggregated from retailer B's outlets, coupled with price promotion, non-price promotion, and promotion proposals, are used to conduct the empirical study. The details of price rate and type of non-price promotion mix of these items are displayed in Tables 1a and 1 b. Each effect parameter is set to be constrained within a specific range in GA which was implemented in Matlab 6.5, for example, the price elasticity coefficient is set to be in the range of [-8, 0] , while effect parameters of nonprice promotion mixes are set to be between 1 and 5. However, the coefficients of predictor variables in OLS regression are estimated without any constraint in the statistical package SPSS 13.
Empirical Study: Experimental Design
In order to take both the busy season and off season into account and to have a proper assessment of the performance of both estimators, the forecasting horizon is designed to consist of two periods of equal duration, the first period includes the first 6 weeks of 2008 (one of the major busy seasons in that year) and the second period starts from the 11 th week and ends at the16 th week of 2008 (one of the off seasons in that same year). The 10 product items manufactured by a name brand company of CPG products in Taiwan, in retailer B's outlets are the forecasting target in the empirical research. To properly evaluate the performance of parameter estimation via GA and OLS as well as that of out-of-sample forecasting based on parameters derived from GA and OLS, respectively, particularly the consistency of performance, model fitting and checking is conducted with GA first and then with OLS consecutively, all based on the dataset of the entire year of 2007 as the first training period; this is a small period, thus, the training dataset in this period can be denoted as a small sample. The dataset for 2007 combined with the first 10 weeks of 2008 is the second training period is longer than the first, thus, the training dataset in forecast weekly unit sales of items of concern in the forecasting horizon. Figure 4 and Tables A1-A4 in the  Appendix. Tables A1-A2 are concerned with parameters estimated with GA on small sample and large sample, respectively, while Tables A3-A4 are concerned with parameters estimated with OLS on these two samples respectively. Most parameters derived from GA are consistent with expectations, such as, the effect parameters of μ 1 to μ 3 increase from 2.182 to 2.287 in busyseason periods and increase from 2.277 to 2.796 in off-season periods. This may be explained by more effort being made and more expenditure for promotions therein; μ 5 is larger than μ 4 because non-price promotion type 5 employs direct mail in addition to all aspects included in type 4, μ 7 is larger than μ 6 for the same reason. Effect parameters estimated by OLS also are roughly consistent with expectations; their magnitudes are much smaller than expected, however. For example, many are smaller than 1 which indicates a negative effect in promotion and seems unreasonable based on experience (see Tables A3-A4) .
Nearly every intercept (normal sales) is inflated to the extent that it exceeds the unit sales of an item in a certain period and becomes difficult to explain based on daily life experience. However, the issue of difficult explanation for parameters derived (Mandel, 2007) is very common in least square type of estimators, including weighted least square and partial least square, in addition to OLS. Often critical variables are deleted from the model by OLS, for example, 3 variables are removed for item 8 based on small sample, price elasticity of item 5 is discarded in both samples, and in items 3 and 6 price elasticity coefficients are deleted in the model by OLS. These phenomena can lead to a dilemma of incapability to take advantage of certain domain knowledge or contextual information. Moreover, the price elasticity coefficients of item 2 from OLS in the large sample are positive (see Table A4 ) -a phenomenon which goes against common sense, but the underlying reasons are now investigated.
A Comparative Analysis of Results in Model Checking via VIF and T-W Tests
The normality test, consisting of the one-sample Kolmogorov-Smirnov test and Q-Q plot, in which both GA and OLS passed the test with data from both small and large samples without difficulty. The independence test measures of VIF and the results of D-W tests, however, showed complex but interesting consequences in two training periods of different length via GA and OLS and warranted further investigation. As shown in Tables 2 and 3 the number displayed in each cell of these tables is the average VIF of a specific effect parameter of a certain item. The number in the cell in the right hand side column in the table is the mean of the average VIF for each item concerned.
Note that the mean of the average VIF in the first training period is much larger than that of the second training period, even though not every mean of the average VIFs in the first training period is necessarily bigger than its counterpart in the second training period. Some outliers arising in the first training period considerably increase the relevant measure. However, as Smith and Campbell (1980) note, although VIF can identify the source of inadequate parameter estimation, it cannot measure the amount of imprecision.
Because the main difference of the two training datasets is the sample size, one is 47 (5 cases are discarded as outliers in mixed periods which include two different kinds of promotions in a single week), whereas the other one is 56 (6 cases are discarded). The large sample seems to enable the predictor variables to have more changes in values within the dataset to alleviate the collinearity issue arising in the small sample based model. For example, as shown in Tables 2-3, the mean of average VIF reduces from 6.196 to 3.286 and the standard deviation reduces from 7.662 to 1.242 as the sample size increases from 47 to 56.
As a result, the problem of deletion of critical predictor variables in model fitting with OLS seems to have been improved. For example, from item 2 to item 10, the number of discarded predictors decreases row by row with the exception of the item 9 row in both tables. In addition, the quality of parameter estimation conducted by OLS also seems to improve particularly for items with mean VIF greater than 10 (Craney & Surles, 2002) , such as items 1 and 10 in the small sample, reduced to around 3 or less based on large sample (see Tables A3-A4 in the Appendix).
The much more serious issue of deleting predictor variables and the downgrade of parameter estimation quality owing to sample size change did not occur in model fitting with GA (see Tables A1-A2 in the Appendix), however. Compared with OLS, GA shows better and more consistent behavior in model fitting. The problems caused by the occurrence of collinearity among predictor variables of models based on a smaller dataset did not affect GA to a great degree in its parameter estimation. The reason may be attributed to the flexibility GA has in dealing with the dataset to comply with its purposes through the formulation of a fitness function and the constraint of variable coefficients.
A comparative analysis was conducted as shown in Table 4 in which a D-W test was performed to check if any serious problem of serial correlation arising in the error terms of model fitting occurred. Roughly speaking, no big change concerning the condition of autocorrelation among sequential series of errors created in model fitting with GA based on different size of samples was observed. The number of cases rejected in the D-W test is 3 in the small sample, while in the large sample the number increases to 4. There exists an obvious change in the results of model fitting with OLS in this regard, the number of null hypotheses, H 0 , rejected in the small sample is 6 out of 10, for large sample the number of rejected test cases reduces to 3. Apparently, for the small sample the condition of autocorrelation of regression errors created by OLS is more serious than that based on the large sample. However, regression errors created by GA did not show same kind of change between the small sample and large sample. Table 5 . The superiority of the forecasting performance of GA over that of its counterpart is obvious: for forecasts in the busy season with parameters estimated from a small sample, except 4 cases, in which 3 cases are ties, only in one case did forecasting based on effect parameters derived from GA lose its ground to forecasting based on parameters generated with OLS. For forecasts in the off season the margin widens, 9 out of 10 items with parameters estimated via GA have an edge over those assessed by OLS, in terms of MAPE, in both seasons (see Table 5 ).
In addition, a paired-samples t test was conducted between MAPEs of forecasting based on parameters derived from GA and OLS on small samples t = −1.629 at the α = 0.10 significance level (1-tailed) and the critical value is 1.383. Thus, the null hypothesis that, on average, the MAPE of OLS is smaller than or equal to that of GA is rejected and the alternative hypothesis that, on average, the MAPE of OLS is greater than that of GA is supported. The same paired sample t test results in a t = −2.459, rejects H 0 and supports that, on average, the MAPE of OLS is greater than that of GA for a large sample at the 0.90 confidence level.
To further evaluate the effect of collinearity among predictor variables on the forecasting performance in either the busy or off season, two figures illustrate how and to what extent MAPE forecasting based on parameters derived from GA and OLS responds to the measure of VIF. For forecasting based on parameters derived from a small sample, on average, both GA and OLS show insignificant results between the MAPE of forecasts and the average VIF, 0.271 and 0.316, respectively, in the Pearson correlation test (2-tailed) with α = 0.05 level (see Figure 2 and Table 6 ). Conversely, using the same test, forecasting GA A paired t test (1-tailed) was performed, with α = 0.05, between parameters estimated with GA on the small sample and large sample, the t value = −0.547 is greater than the critical value of −1.895, so it does not reject the H 0 that, on average, parameters estimated with GA based on small sample are less than or equal to parameters estimated with GA based on large sample. Conversely, a paired t test, with the same α=0.05 between parameters estimated with OLS on the small and large sample results in t = 7.551, which is much greater than the critical value 1.895, thus it may be concluded at 95% confidence that, on average, parameters estimated with OLS on a small sample are greater than that for a large sample. Based on the above information, model parameters estimated with GA appear more stable than parameters and OLS based on parameters generated from large sample shows a significant result; the correlation coefficients are 0.618 and 0.649, respectively, (see Figure 3 and Table 6 ).
No significant difference exists between the performance of forecasting based on parameters derived on large or small sample of data for either GA or OLS. In sum, collinearity makes regression modeling with OLS more sensitive to a change in sample size so that the correlation between VIF and MAPE becomes less obvious in a small sample. Becuase low VIF is a necessary condition for good forecasting performance (Williams, 1987) , a change from small to large sample does not create a significant difference in forecasting performance in terms of MAPE regardless of whether GA or OLS is used as estimator of model parameters.
Conclusion
If a regression model is based on a limited size sample or if the variation of values in the dataset pertain to a specific critical variable that is too small, then the issue of collinearity will arise and make the model very sensitive to the sample size change and may negatively and seriously affect proper variable identification and variable coefficient assessment. Under such a situation, any analysis, inference or forecast based on the parameters of the model can be questionable. An alternative estimator, the genetic algorithm (GA), can -with proper formulation in fitness function and realistic constraints regarding coefficients of critical variables -have better and more consistent performance in both critical variable identification and variable coefficient estimation, Empirical results support the points presented in this article via weekly unit sales forecasting based on a log-linear regression model of 10 CPG products from a name brand manufacturer in Taiwan in both a busy and an off season. More in-depth and wider investigations will be of great help to generalize points made in this article and to increase the amount of supporting data for use of the GA. 
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