pearance, and function, is included as part of the cognitive representation of urban places. An initial effort to study this issue (Herzog, Kaplan & Kaplan, 1976 ) was restricted to familiar urban places and convinced us that the reaction to familiar places constitutes a rather special case. People's reactions were sufficientl¥ stereotyped that they did not even have to Iook at a slide of the place in question; hearing its"name was enough. Thus, the purpose of the present study was to explore urban preference in a context uncontaminated b¥ the influence of familiarity, A twofold research strategy guided this study. On the one hand, psychology contains a strong tradition of accounting for perception in terms of a categorization process (e.g., Bruner, 1957) , a tradition that has carried over into accounts of environmental perception (Appleyard, 1970) . Consequent[y, one aim of this study was to identify content categories that underlie preferences for urban places. Methods for discovering such categories have been described by R. Kaplan (1972) , and the approach has been used successfully in the study of preferences for natural environments (S. Kaplan, 1979a) . Of course, urban preference categories uncovered in any one study may or may not have generality across different populations or cities. Nevertheless, such categories should provide insight into the bases or criteria used by the particular people studied to structure their particular city in terms of preference.
On the other hand, it should be possible to find predictor variables that are also effective in accounting for environmental preferences. S. describes the twin dangers of having too few predictors to do an adequate job or of having a list of predictors that grows arbitrarily Iong. The proposed solution is to develop a set of predictors that are related to each other within a systematic theoretical framework. Viewing humans as products of an evolutionary history in which the processing of spatial information was of critical importance« we have attempted to develop such a set of predictor variables (R Kaplan, 1977; S. Kaplan, 1975 S. Kaplan, , 1979a S. Kaplan, , 1979b S. Kaplan & R. Kaplan, 1978) .
In this study, four of these predictor variables were investigated. Two of them involve properties.of a scene that can be assessed rather directly without any need for making inferences. They are the sheer amount of information or the number of elements present in a scene (complexity) and the organization or arrangement of the elements (coherence). The other two predictor variables require making inferences that go beyond the information directly present in the scene. They are the sense of familiarity evoked by a scene or the ease of identifying what the scene is about (identifiability) and the extent to which the scene promises further information if the observer could walk deeper into it (mvstery).
The precise role of each of these predictor variables in accounting for environmental preference is yet to be determined. Complexity has been marked by theoretical controversy and contradictory findings. R. reviews both. In Herzog et al. (1976) , complexity was positively related to preference for several categories of familiar urban scenes. One possible reason for the confusing results involving complexity may be that it interacts with other predictors such as coherence. Informationoverload theory (Milgram, 1970) would suggest that urban categories characterized by the combination of high complexity and [ow coherence would be strongly disliked. A separate question is whether coherence alone is related to preference within specific urban categories. No research has been directed toward that question. Similarly, identifiability remains largely unexp[ored as a preference predictor. S. noted that graphics of outdoor scenes that lacked identifiability evoked "anger and hostility" in observers. Herzog et al. (1976) found that ratings of actual familiarity were consistently correlated with preference ratings for urban scenes, but the correlations were negative for some types of scenes. Mystery has been found to be reliably associated with high preference in natural environments (R. . Hence, it might be expected to play a similar role for urban scenes that contain a sizeable nature component.
The major objectives of the study entailed these issues, namely, the categorization of the unfamiliar urban environment and the role of the predictor variables in accounting for preference. A further interest involved the issue of viewing time. A typical viewing of the passing scene is of extremely brief duration (fractions of a second). Thus both brief viewing exposures and relativeh/longer ones (more characteristic of slide viewings) were used.
M E T H O D

Participants
The sample consisted of 249 introductory psychology students of both sexes at Grand Valley State Colleges. Participation in the study partially POPULATION AND ENVIRONMENT fulfilled course requirements. Fifteen groups of from nine to 26 participants were run. The first six groups (phase 1) each rated the settings on two of four predictor variables to be described below. These groups included only participants who were unfamiliar with most of the settings. The last nine groups (phase 2) rated the settings for preference.
Since the study dealt With preference for unfamiliar urban places, it was necessary to insure that familiar scenes were not included in phase 2. This was accomplished by a two-step procedure applied to certain data of phase 1. Phase-1 participants were asked to check any scenes they recognized with certainty. First, phase-1 participants who checked more than 10% of the scenes were eliminated from the study. Then scenes checked by more than 10% of the remaining participants were eliminated from the study. This procedure resulted in the elimination of six phase-1 participants and of five scenes. The 10% criterion was chosen because it was fairly stringent and yet not so severe as to eliminate participants and scenes with only a few checks.
Stimuli
The settings for phase 1 of the study consisted of 140 co[or slides of urban scenes from various Iocations in Michigan's Iower peninsula. Since unfamiliar scenes were desired, no settings within an approximate radius of 30 miles from Grand Rapids (the Iocation of the college) were included. An attempt was made to sample as wide a variety of urban scenes as possible but to avoid scenes containing people. Scenes included academic settings, apartment buildings, commercial buildings, factories, alleys, street scenes, residential areas, parks, restaurants, as weil as civic aßd governmental settings. In phase 2 of the study, 70 of the original 140 scenes were used. Tt~e method of selecting the phase-2 scenes is described below.
Proceclure
In phase 1 of ti~e studv, all participants rated each of the original 140 scenes for two of four predictor variables. All ratings utilized a five-point scale ranging from 1 = "not at all" to 5 = "a great deal." The predictor variables were identifiabilitv, coherence, complexity, and mystery.
ldentiiiability was defined as "how easil V you can teil what is being depicted...how easy it is to come up with an appropriate verbal description or label for the scene/' Coherence was "the extent to which the scene 'hangs together"' or contains "repeated elements, textures, and structural factors" that "allow one to predict from one portion of a scene to another." A complex scene was one "that contains a lot of elements, regardless of their arrangement." Such a scene promises "further information if only you had more time to Iook at it from your present vantage point." Mystery referred to "the promise of further information based on a change in the vantage point of the observer" such that the observer is permitted to "walk deeper into the scene." These variables are discussed in more detail by S. .
Each of thesix phaseq groups rated a different combination of two predictor variables. Thus, each variable was rated by three groups. Each scene was presented for 15 seconds, and a different random order of presentation was used for each of the six groups. Five practice slides preceded the 140 scenes, and a brief intermission occurred halfway through each session. Final sample sizes for each variable were 48, 52, 57, and 51 for identifiability, coherence, complexity, and mystery.
Following phase 1, mean ratings were computed for each scene on each predictor variable. These means were then tank ordered separate[y for each predictor variable. After familiar scenes had been e[iminated, the 70 scenes for phase 2 were selected so as to sample the full range of ratings for each of the four predictor variables.
In phase 2, different groups of participants rated each of the 70 scenes for preference, defined as "how pleasing it is to you, how rauch you like it," using a five-point scale. The same five practice slides as in phase 1 preceded the 70 scenes, and a brief intermission occurred halfway through each session.
There were four experimental conditions in phase 2 based on the viewing time for each scene. Viewing times were 15 seconds, 20 milliseconds, two consecutive 10-millisecond presentations, or one 10-mi[lisecond presentation. The brief viewing times were achieved by using an electronic shutter mounted in front of the projector lens. Two groups were run in each of the brief viewing-time conditions and three groups in the 15-second condition. The same random order of scene presentation was used for the first group in each condition, and the reverse of that order was used for the last group in each condition. The second group in the 15-second condition received that same order but with its two halves interchanged. The sample sizes for the 15-second, 20-, 2x10-, and 10-millisecond conditions were 74, 20, 28, and 23, respective[y. The larger sample in the 15-second condition was used to have a sufficient data base for a nonmetric factor analysis.
RESU/TS A N D DISCUSSION
Categorization of Scenes
It is d i f f i c u l t to dea[ directly with the question of how people fee[ a b o u t their environment. One the one hand, people offen have a hard time verbalizing their feelings. On the other hand, if they are provided with descriptors to choose among, one runs the risk of putting words into their mouths. However, these obstacles can be avoided by presenting people with environments and simply asking them how much they like each one. From such data it is possible to infer the underlying bases of their preferences; that is, what sorts of environments they react to as being in the same categories.
To discover the environmental categories that influenced the participants' reactions in this study, the preference ratings of the 70 scenes in the 15-second condition were subjected to a nonmetric factor analysis, the Guttman-Lingoes Smallest Space Analysis III (Lingoes, 1972) . The advantages of the nonmetric approach are discussed by R. Kaplan (1972) . It is important to emphasize that scenes rather than verbal descriptors are being grouped bv this procedure and that the grouping reflects the pattern of the preference ratings.
The Smallest Space Analysis yielded five dimensions. Dimensional composition was determined by including all scenes with a factor Ioading greater than .40 on a given dimension and no Ioading greater than .40 on any other dimension. The only exception involved a scene that was omitted despite its Ioading of .42. The scene depicted a modern research building and, according to the statistical criteria, should have been included with the other six scenes of the Older Building dimension. It was simply out of place in that group. As R. Kaplan (1974) points out, dimensional composition should also be susceptible to meaningful interpretation. Some scenes from each dimension are shown in Figures 1 through 5 .
The dimension with the greatest number of scenes (18) included student housing, academic buildings, modern apartment buildings, and some commercial establishments (Figure 1 ). This was named the Contemporary Life dimension.
The second dimension consisted of 11 scenes (Figure 2 ), including downtown alleys and factories. These scenes communicate a rather desolate feeling by virtue of both their scale and their facelessness. The was named the Alley/Factory dimension.
The third dimension consisted of nine scenes (Figure 3 ), dominated primarily by trees and green grass. In most cases buildings are visible through the foliage. This was named the Urban Nature dimension. The fifth dimension consisted of six relatively large, older buildings ( Figure 5 ). They varied widely in function and appearance. They were not run-down or neglected, just relatively older. Hence, the dimension was named Older Buildings.
As in prior studies, the basis for categorization of the urban environment does not follow the purely functional lines suggested by the planners' emphasis on land use. Rather, other factors, especially age, also play a role. In Herzog et al. (1976) , o[der buildings and contemporary ones formed separate groupings; here again, relatively modern buildings and older ones clustered in different categories. The obtained categories thus provide some fascinating and perhaps unexpected hints as to what the important distinctions are in an urban setting.
The Prediction of Preference
Role of content. As Table 1 shows, the mean preferences for the five urban categories were strikingly, different (F=265.92, df = 4&564, p<.001). Subsequent tests revealed that each category differed from all others (p<.001) except for Unusual Architecture and Older Buildings which were tied for second place. The Urban Nature category was by far the most preferred. Following Unusual Architecture and Older Buildings was Contemporary Life, almost a fuli scale point Iower than Urban Nature, and finally the Alley/Factory cluster, a full scale point lower than Contemporary Life.
It is clear from these results that content has a strong impact on preference. Several specific issues, based on the preference means, would certainly seem worthy of further investigation. First, people seem to have only a modest enthusiasm for unusual architecture. If this resu[t can be replicated, it suggests that designing primarily for novelty may be equivalent to designing for indifference. The resulting design will be neither strongly liked nor disliked.
Second, aileys and factories are distinctly disliked. This has interesting implications in terms of tkie possibility that there is a iink between preference for a particular environment and what that environment affords. S. Kaplan (1979b) has proposed that human preference might constitute a quick evaluative summary of the appropriateness of a given environment for the support of human life. In a study that looked at the capacity of former mental patients to function outside the hospital, Smith (1976) has found evidence that for these individuals the commercial/industrial region was in fact not health-enhancing. Substantially more individuals in these areas found it necessary to return to the hospital. Third, nature in the city appears to be highly valued. This is not only expressed in the preference level of the most preferred category, but it also functions across all of the scenes used in this study. An analysis of the number of scenes showing substantial foliage indicates that 71 percent of the most-preferred scenes (in the top quartile) include this. In the next quartile, only 44 percent of the scenes show considerable foliage, and in the remaining two quartiles these percentages are 11 and zero[ Seven of the nine Urban Nature scenes are included in the top quartile, and 10 of the 11 Alley/Factory scenes are in the Iowest quartile. Certainly vegetation is not necessarily incompatible with the kinds of scenes showing least preference. Here is a way in which the urban landscape might easily be improved.
Predictor variables. The predictor variables can be analyzed in two quite different ways which provide differing perspectives on their effects. On the one hand, one can Iook at the means of each of the predictors across the urban categories. These means are given in the bottom portion of Table 1. On the other hand, it is useful to explore the relationship between preference and the predictor variables within each urban category. In this case the results must be viewed cautiously as they necessarily rely upon rather small samples, namely the number of stimuli in each category. For these correlational analyses the criterion variable was the mean preference obtained in the 15-second condition. Onh/ correlations significant at p<.05 are reported, which, given the small number of stimuli, requires relatively large correlations.
From the results of these two analytic approaches, it appears that the predictor variables have some interesting relationships to preference. For example, the urban category that was both Iow in coherence and highest in complexiW (i.e., Alley/Factory) was also the least preferred. This squares with the suggestion of several theorists (e.g., Lynch, 1960; Milgram, 1970) that massive doses of unstructured information will not be appreciated. Within the AIley/Factory category, coherence was a positive predictor of preference (r=.61). Thus, even though these scenes were Iow in both coherence and preference, those that were relativeh/ more coherent were better liked. In confusing environments, a little structure is welcomed. Within the Alley/Factow category, the scenes that were relatively more coherent and better liked tended to be the alley scenes. By contrast, the factory scenes were by rar the least liked scenes of all and tended to be Iower in identifiability than the alley scenes. This led to a negative correlation between identifiability and preference within the Alley/Factow category (r = -.79):
As Table I shows, the ratings of mystery were high only for the most preferred Urban Nature category. Although the association between mystery and nature content was expected from previous research (R. , it is weil to remember that here the categow clearly represented urban nature. This raises the possibility that, as Cullen (1961) suggested in Townscape, mystew could be a powerful factor in the urban scene. Alexander, Ishikawa, and Silverstein (1977) , in a stimulating book entitled A Pattern Language, also support this possibility. Clearly, a study of non-nature-related m¥stery in the urban environment is called for.
The last finding of interest involving a predictor variable occurred within the Unusual Architecture category. For this category, the most preferred scenes were also the most identifiable (r=,81) . This finding suggests the importance of being able to make sense of new elements in the urban environment. As S. pointed out in introducing this concept, the frustration that is reflected by the absence of identifiability suggests that advocating ambiguity as a desirable feature of the designed environment may be ill-advised.
Effects of Viewing Time
It is clear that the reactions to these urban settings reflect a highly complex underlying cognitive structure. Preference must be the outcome of an integration of many diverse factors. This raises the question of how long it takes to come up with this sort of judgment. Was the 15 seconds used in Herzog et al. (1976) necessary? Given the fleeting glances that more often characterize people's commerce with the urban environment, would the preferences have been strikingly different with shorter viewing times? In other words, is a study based on a 15-second viewing time valid as far as real world applications are concerned? The present study provides a clear answer to this question.
As Table 1 shows, the overall preference means for the viewing times are very similar. Statistical analysis revealed no differences among the three short-duration conditions, but the average preference rating for the short durations combined was significantly higher than the mean in the 15-second condition (t=2,34, df=141, p<.025). These results partially support R. findings which also showed no notable differences in preference among the short duration intervals (ranging from 10 to 200 milliseconds). The slight but significant preference reduction in the 15-second condition may welt have been caused by the onset of boredom. In the~2xlO-millisecond condition, some participants did not bother to look at the second 10-millisecond presentation before making their ratings. Evidently they were able to see everything they wanted to see even with the briefest viewing time. More to the point as regards the validity of the 15-second condition, there was no difference in the pattern of preference means across urban categories for the four viewing times (i.e., the interaction of viewing time and urban :category did not even remotely approach statistical significance; F=.90, df=12&564). This means that a 15-second viewing time provides valid data for relative comparisons of preference across urban categories.
IMPLICATIONS
This study describes a methodology that could be used to incorporate public input into the planning process. At the same time it indicates one reason why doing so could make a positiv e contribution: The results suggest a number of ways in which citizens' perceptions and preferences differ from those of planners. This is consistent with other studies (e.g., Anderson, 1978; Langer & Imber, 1979 ) that point to important differences between experts and non-experts. Studies of this kind could be carried out in various cities, helping planners to achieve a better understanding of how citizens view their environment and what they most value. In addition, such studies could provide a basis of comparison across different cities. In this way one could determine those categories of urban experience that are widely shared and those that are unique to a particular city or region.
In addition to these rather general perspectives, there are a number of more specific findings in this study that suggest potentially useful directions for the planning process:
1. Natural features figure prominently in preference and shou[d be considered in any redevelopment efforts. 2. Striking architecture is substantially more appreciated when it is identifiable. 3. Age--as weil as land use--is an important factor in people's perception of the urban scene. 4. Mystery shou[d be explored for its possible role in increasing preference in urban environments. 5. High complexity urban areas must also be highly coherent to retain a satisfactory visual quality.
