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Addition of POSS−T8 to the Si(100) Surface
Abstract
The interaction of the polyhedral oligomeric silsesquioxane (POSS) T8, (HSiO3/2)8 with the Si(100)
surface has been studied using a cluster model, represented by the single dimer Si9H12 to represent the
surface. Hartree−Fock (HF), density functional theory (DFT), and multi-configuration self-consistent field
(MCSCF) wavefunctions have been used to optimize the geometries of stationary points on the potential
energy surface. The HF and MCSCF wavefunctions are augmented by second-order perturbation theory for
improved relative energies. The POSS reacts with the Si(100) surface saturating dangling bonds on the
surface, yielding two possible addition products. One of these forms a Si−Si bond between the POSS and the
dimer at the same time that a hydrogen atom is transferred from the POSS to the adjacent silicon atom of the
same dimer, with no structural modification of the cage. The other product involves the opening of the POSS
cage with the corresponding formation of a pair of Si−Si and Si−O bonds with the surface. The former
mechanism produces a lower-energy product, whereas the second reaction channel has a lower-energy barrier,
which actually vanishes when dynamic correlation energy is included in the calculation.
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The interaction of the polyhedral oligomeric silsesquioxane (POSS) T8, (HSiO3/2)8 with the Si(100) surface
has been studied using a cluster model, represented by the single dimer Si9H12 to represent the surface. Hartree-
Fock (HF), density functional theory (DFT), and multi-configuration self-consistent field (MCSCF)
wavefunctions have been used to optimize the geometries of stationary points on the potential energy surface.
The HF and MCSCF wavefunctions are augmented by second-order perturbation theory for improved relative
energies. The POSS reacts with the Si(100) surface saturating dangling bonds on the surface, yielding two
possible addition products. One of these forms a Si-Si bond between the POSS and the dimer at the same
time that a hydrogen atom is transferred from the POSS to the adjacent silicon atom of the same dimer, with
no structural modification of the cage. The other product involves the opening of the POSS cage with the
corresponding formation of a pair of Si-Si and Si-O bonds with the surface. The former mechanism produces
a lower-energy product, whereas the second reaction channel has a lower-energy barrier, which actually vanishes
when dynamic correlation energy is included in the calculation.
I. Introduction
The technological importance of hybrid semiconductor/
organic and semiconductor/inorganic films has motivated a
considerable amount of scientific research in the field of surface
chemistry.1 An understanding and description of the physico-
chemical phenomena that occur on a surface is crucial for the
selection of desirable properties for specific materials as well
as for the design of appropriate synthetic routes to new target
materials. Therefore, the ability to measure and quantitatively
predict the properties and nature of these interactions are of
paramount importance.
From the experimental perspective, sophisticated experimental
techniques are essential for the effective design and synthesis
of new materials.2 Low-energy electron diffraction,3 scanning
tunneling microscopy (STM),4 atomic force microscopy,5 X-ray
absorption spectroscopy, X-ray photoelectron spectroscopy
(XPS),6 and reflection-absorption infrared spectroscopy (RAI-
RS),7 among others, have proven to be invaluable techniques
for studying surface phenomena. At the same time, significant
advances in theoretical methodology, including electronic
structure methods such as density functional theory (DFT)
-based approaches8 and ab initio techniques,9 and advances in
molecular dynamics algorithms10 have enabled reliable com-
putational predictions of surface science phenomena.
The reactivity of the Si(100) surface has been assessed with
a variety of chemical species and functional groups, which may
be classified into three categories: (1) Organic functionalization,
characterized by the formation of a C-Si bond between the
surface and a carbon atom from an organic compound, including
alkanes,11 alkenes,12 dienes,13 alkynes,12(b),14 and aromatic
systems.15 (2) The formation of a silicon-heteroatom bond to
substrates such as nitrogen,16 ammonia,17 amines,18 atomic
oxygen,19 water,20 alkoxides,11 sulfydric acid, SH2,21 thiophene,22
silanes,23 POSS (polyhedral oligomeric silsesquioxanes),24 and
iodine.25 (3) Compounds that create an X-Si bond with one
dimer atom on the surface and a Y-Si bond with the second
dimer atom. Examples of pairs X-Y are C-N,26 N-O,27 C-O
(carbonyl compounds),28 Si-C,23 and Cl-Si.29
Of particular interest in the study of the interaction of POSS
with the silicon surface is the role that the Si/SiO2 interface
plays in the microelectronics industry.30 The resemblance of
many of the properties that the POSS confers to the silicon
surface with those observed in the Si/SiO2 pair make the
silsesquioxanes potentially valuable technological materials.24(f),(h)
The molecular structure of POSS-T8, a POSS with a stoichi-
ometry of (HSiO3/2)8, is shown in Figure 1. Experimental
evidence for the chemisorption process of POSS-T8 on the Si-
(100) surface, using RAIRS,31 STM,24(b) and XPS,24(f) concludes
that the POSS adds to the surface through a single vertex (the
monovertex model) by the activation of one of the Si-H bonds
of the cage. On the other hand, preliminary DFT calculations
carried out by Raghavachari and Eng suggest a reaction in which
the POSS cage opens by breaking an Si-O bond, forming Si-
Si and Si-O bonds with the surface (the cracked model).24(c)
Interestingly, Banaszak-Holl et al. have found that in contrast,
the latter mechanism occurs when the POSS-T8 interacts with
the Si(111) surface rather than with the Si(100) surface.32
In a subsequent study, Raghavachari et al. used DFT with
the B3LYP functional33 and a hybrid 6-31G(d,p)/6-31G basis
set to examine both proposed mechanisms.24(d) These authors
determined that the monovertex mechanism results in a lower-
energy product, whereas the cracked cage mechanism proceeds
through a lower-energy transition state. Because there still
appears to be some controversy regarding the observed products-
(s) and the preferred mechanism34 and because the previous
calculations were performed with modest levels of theory,
modest basis sets, and constrained geometries, the present work
revisits the competing mechanisms of the reaction of POSS-
T8 and the Si(100) surface, using (in addition to DFT) both
multireference and single-reference methods that incorporate
dynamic correlation.
* To whom correspondence should be addressed. E-mail: tejerina@
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II. Theoretical Methods and Chemical Models
A Si(100)-2  1 Si9H12 cluster was adopted to represent the
surface. The theoretical levels used were Hartree-Fock (HF),
DFT35 with the hybrid functional B3LYP,36 second-order
perturbation theory (MP2) (which was used to estimate the
correlation energy by single-point calculations at the DFT
geometries),37 multi-configurational self-consistent field (MC-
SCF)38 using the fully optimized reaction space (FORS),39 and
single state multireference second-order perturbation theory
MRPT240 and MRMP2,41 both at the FORS/MCSCF geometries.
The construction and selection of the active spaces for the FORS
calculation were accomplished by combining the Boys localized
orbitals42 and the natural bond orbital (NBO) scheme.43 The
configuration state functions were generated using the graphical
unitary group approach,44 and the orbital optimization was
accomplished using the approximate second-order (quasi-
Newton) SCF algorithm.45
In a preliminary study, all of the silicon atoms were
represented with the SBKJC basis set enhanced with a set of d
polarization functions and the associated effective core poten-
tial.46 Subsequently, the 6-31G(d,p) basis set was employed for
oxygen and hydrogen atoms in the silsesquioxane T8. For more
accurate calculations, the 6-31++G(d,p) basis set was used for
all of the atoms except for the silicon-cluster terminating
hydrogen atoms for which the 6-31G set was used.47 All of the
structures were verified as minima or saddle points on the
potential energy surfaces by calculating and diagonalizing the
Hessian (matrix of energy second derivatives). Reaction paths
were determined using the second-order Gonzalez-Schlegel48
intrinsic reaction path (IRC)49 algorithm, with a step size of
0.30 (amu)1/2âbohr.
All of the calculations described in this work were performed
using the electronic structure program GAMESS,50 taking
advantage of its parallel capabilities. The graphical representa-
tions of the molecular structures and clusters were obtained with
the program PLATON.51 The pictures of the molecular and
localized orbitals, as well as the visual analysis of molecular
vibration modes, were done using the program MacMolPlot.52
III. Results and Discussion
In the gas phase, as well as in solution, the parent silsesqui-
oxane has an octahedral structure;53 however, the different
electronegativities of the atoms in the monomeric unit (HSiO3/2)
result in a heterogeneous electron distribution. This could lead
to distinct interactions with the surface and, hence, different
reaction pathways.
The addition of the POSS-T8 to the Si(100) surface is
schematically depicted in Figure 2. A possible initial step24(b)
is the formation of an intermediate complex I, in which a POSS
oxygen atom interacts, via a nucleophilic attack, with one of
the silicon atoms of the surface dimer. Subsequent conforma-
tional changes and rearrangements of the POSS may then lead
to the formation of the two competing proposed products apical
(AP) and cracked (CR).24,31 Indeed, Raghavachari et al. have
found such an intermediate using their B3LYP/6-31G(d,p)
approach.
The Intermediate. According to the mechanism depicted in
Figure 2, the initial interaction between the substrate and the
Si(100) surface may occur by a nucleophilic attack: a lone pair
on the POSS oxygen is donated to one of the silicon surface
dimers, forming a dative bond with a consequent distortion of
the original, symmetric structure of the silicon dimer (Figure
3). At the HF level of theory, the formation of intermediate I is
very slightly exothermic (-0.8 or -0.4 kcal/mol including ZPE
corrections to the electronic energies). This very weak binding
is consistent with the fact that under the experimental conditions
no other species but the reactants and the product of addition
have been observed or detected.24
Starting with the HF geometry, the reoptimization of the DFT
structure results in dissociation to the reactants POSS-T8 and
the Si9H12 cluster. A spin-unrestricted DFT-B3LYP calculation
was also considered,54 with the same result: No intermediate
exists at this level of theory. Because Raghavachari et al.
previously found an intermediate using B3LYP/6-31G(d,p),
some analysis of these differing results is necessary. In the earlier
work, the DFT structure was calculated by restricting the
optimization of the positions of the lower layers of silicon atoms
of the Si9H12 cluster. Additionally, the basis set employed did
not include polarization functions on all of the silicon atoms
and did not employ diffuse functions. To determine the influence
that these two issues (basis set deficiencies and geometry
constraints) play in the calculation, two sets of DFT/B3LYP
calculations were carried out: (i) The standard 6-31G(d) basis
set was used but with no geometry constraints during the
optimization process; (ii) The 6-31++G(d,p) basis set was
employed, but the lowest seven silicon atoms in the Si9H12
cluster were fixed in the optimization. In both cases, the starting
geometry for the Si9H12 cluster was taken from the crystal and
modified so that the Si-Si dangling bond distance (2.317 Å)
and Si(Cluster)-O(T8) (2.026 Å) matches those in the MP2
structure.
Effect of the Basis Set. The geometry converged to a
structure in which T8 is attached to the surface through the
oxygen atom: Si(Cluster)-O(T8) ) 2.145 Å.
Effect of the Geometry Constraint. The optimization of the
structure proceeds with gradual separation of the T8 cage from
the surface.
On the basis of these results, it is concluded that the absence
of polarization and diffuse functions from the basis set used in
the previous DFT calculations incorrectly predicts the existence
of intermediate I. When an adequate basis set is used, DFT
predicts that this intermediate does not exist.
Species I was also studied using an MCSCF(2,2) wavefunc-
tion with the 6-31++G(d,p) basis set. The (2,2) active space is
composed of the two-electron two-orbital system that defines
the dangling bond of the silicon cluster (part C of Figure 7).
As with the DFT method, the MCSCF geometry optimization
results in the dissociation of I. Although the calculations are
very computationally demanding, the possible existence of I
was also explored using the MP2/6-31++G(d,p) method. In
Figure 1. Molecular structure of the octahedral POSS-T8, (HSiO3/2)8.
The oxygen atoms are represented by solid dots, the silicon atoms by
open circles.
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contrast to the other methods that do not include both an
adequate treatment of dynamic correlation and an adequate basis
set, MP2 optimization of I results in a local minimum that is
13 kcal/mol below the separated reactants. This minimum,
as noted by the previous authors,24(d) can only be relevant to
the CR mechanism. However, the calculations reported in the
present work, in particular the IRC analysis of both mechanisms,
reveal no connection between reactants and products through
any intermediate species (discussion on section TS and IRC).
Unfortunately, full MP2 optimization of the entire reaction path
is beyond our current computational capabilities.
Products. Figure 4 shows the DFT structures calculated in
this work for the two competing products, AP and CR, resulting
from the adsorption of T8 onto the Si(100) surface.
The CR product has a rather rigid, asymmetric structure
whose only low-frequency movement occurs by a lateral
bending of the Si(2)-O(1)-S(10) angle pivoting on the Si-
(1)-Si(9) bond. The single Si(1)-Si(10) bond connecting the
POSS with the surface in AP allows a free rotation of the POSS
fragment on the surface. The DFT and MP2 rotation barriers
are 1.1 kcal/mol. This suggests that at room temperature, the
POSS fragment has nearly free rotation on the silicon surface.
Table 1 contains a selection of geometric parameters that
characterize the AP and CR structures.
The DFT reaction energy (including ZPE correction) for the
formation of CR from separated reactants is -39.0 kcal/mol
(exothermic), whereas the formation of AP is -49.1 kcal/mol.
The difference of 10.1 kcal/mol indicates that the product AP
is thermodynamically more stable than CR. The inclusion of a
dynamic correlation by single-point MP2 calculations at the DFT
geometries predicts the same trend: the exothermicities of
formation of CR and AP are -26.9 and -37.7 kcal/mol,
respectively. So, both levels of theory predict that AP is the
product favored by thermodynamics.
Figure 2. Possible24(b) schematic representation of the two possible products of the addition (AP and CR) of POSS-T8 to the Si(100) surface. The
hydrogen atoms not participating in the reactions have been omitted for clarity.
Figure 3. Structure of the intermediate I calculated at the RHF
theoretical level.
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TS and IRC. The search for the transition structures was
initially carried out at the HF level. Once a plausible TS structure
was located, its geometry was refined at the DFT level of theory
using the HF Hessian as an initial guess. These DFT structures
were confirmed to be saddle points by calculating the numerical
Hessian using analytic gradients. The intrinsic reaction coor-
dinate (IRC) from the TS was followed to confirm that each
TS does connect to the expected local minima. Therefore, the
intermediate plays no role on this surface. The two DFT
transition structures, AP_ts and CR_ts, are shown in Figure 5.
AP_ts is a Cs structure, in which Si(1) has an approximately
trigonal bipyramidal geometry with O(1) and Si(10) in the axial
positions. Whereas the Si(10)-Si(1) bond forms, the hydrogen
H(1) is being transferred from the POSS Si(1) to Si(9) on the
surface. The DFT-predicted energetic cost to reach this structure
from the reactants POSS and Si9H12 is 18.1 kcal/mol including
the ZPE correction. A similar Cs structure with the O(1) (or
O(2)) positioned anti with respect to H(1) was also investigated
as a possible TS. However, this species is a second-order saddle
point.
Figure 4. Molecular structures of the addition products AP (apical) and CR (cracked) of the POSS T8 onto the Si(100) surface.
Figure 5. Molecular geometries of the two DFT transition structures. The dotted lines represent the chemical bonds being modified during the
course of the reaction.
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The transition structure CR_ts (Figure 5) has an asymmetric
geometry in which Si(1) also adopts a bipyramidal configuration.
The breaking Si(1)-O(1) bond located in an equatorial position
is responsible for the POSS cage cracking. The energetic cost
for this mechanism is 7.2 kcal/mol at the DFT level of theory.
A common structural feature in both mechanisms is that the
interaction between the POSS and the Si-Si dangling bond takes
place in a syn configuration resembling a 2 + 2 reaction. The
relative energies of the TS and the reactants and products are
illustrated in Figure 6.
Starting from the transition structures AP_ts and CR_ts, the
IRC calculations lead to the AP and CR products, respectively,
in the forward direction and the separated reactants in the reverse
direction. It is important to note that, in agreement with the
earlier B3LYP calculations of Raghavachari and co-workers,
both levels of theory predict that whereas thermodynamic energy
differences favor the apical structure, the kinetics (i.e., barrier
heights) favor the formation of the cracked structure. The DFT
barriers differ by 11 kcal/mol, whereas the MP2//DFT barriers
differ by 18 kcal/mol. Raghavachari et al. predict that the
barrier heights differ by 11 kcal/mol, in good agreement with
the DFT results presented here.
The product AP found at the end of the IRC has the
substituents on the atoms SiPOSS-SiSi(100) in eclipsed positions.
Consequently, this structure is itself a transition state, with an
imaginary frequency corresponding to rotation about this Si-
Si bond. The lowest-energy conformer has a staggered arrange-
ment, which corresponds to the structure AP shown on Figure
4. The MP2 and DFT rotation barriers are both just 1.1 kcal/
mol; such a small barrier suggests a practically free internal
rotation of the POSS cage around the Si-Si bond.
MCSCF/MRMP2 Calculations. The diradical character of
the dangling bonds on the reconstructed Si(100) surface
generally suggests the need for a multireference description.55
Figure 6. Energy profiles for the addition of POSS-T8 to Si9H12 in kcal/mol, following the CR (in red) and AP (black) mechanisms. Left side:
The IRC path calculated with DFT/B3LYP. Right side: MP2 profile constructed by single-point energy calculations at the DFT stationary points
(MP2//DFT). To facilitate the comparison, the energy scale has been kept constant for all profiles.
Figure 7. Active bonding (left) and antibonding (right) orbitals selected
for the MCSCF calculation of the reactants POSS-T8 and Si9H12. (A):
Localized orbitals on the Si-O bond of the POSS modified during the
CR process. (B): Localized orbitals of the Si-H bond activated in
the AP process. (C): ð, ð* orbitals for the silicon dimer.
TABLE 1: Selected Bond Lengths (Angstroms) of DFT
Structuresa
AP (ts) AP CR (ts) CR
Si(9)-Si(10) 2.372 2.398 2.337 2.441
Si(1)-H(1) 1.657 1.470 1.490
Si(1)-Si(9) 2.882 2.354
Si(1)-Si(10) 2.881 2.337
Si(10)-O(1) 1.912
Si(1)-O(1) 1.677 1.661 1.814
Si(1)-O(2) 1.638 1.657 1.653 1.665
Si(1)-O(3) 1.638 1.657 1.689 1.665
Si(9)-H(1) 1.613 1.492
a See Figures 4 and 5 for atomic labels.
758 J. Phys. Chem. C, Vol. 112, No. 3, 2008 Tejerina and Gordon
The reaction of POSS-T8 with the Si9H12 cluster, according to
the CR and AP mechanisms described previously, involves the
rupture of two chemical bonds in the reactants and the creation
of two new bonds to form the products. Therefore, it is
reasonable to assume that the most important molecular orbitals
to include in a FORS MCSCF active space are those that
describe the cleavage and creation of these chemical bonds.
Therefore, a four-electron four-orbital active space (4,4) has been
used to model the reactions. The DFT structures and Hessians
were employed to initiate the MCSCF(4,4) optimizations. The
active orbitals were constructed from the DFT NBOs43 calcu-
lated from the Kohn-Sham orbitals, using the program Mac-
MolPlot as a visual aid.52
For the CR mechanism (in which the Si-O bond is broken),
the two ó (bonding and antibonding) orbitals associated with
the Si(1)-O(1) bond are in the active space. These orbitals are
shown in part A of Figure 7. During the formation of AP, a
Si-H bond is broken, so the active orbitals are the ó-bonding
Si(1)-H(1) and its corresponding antibonding orbital (part B
of Figure 7). For both reactions, the p, p* orbitals associated
with the dangling bond of the silicon cluster are included in
the active space (part C of Figure 7).
The separate MCSCF(2,2) geometry optimization of each
reactant and MCSCF(4,4) for transition structures and products
converged to structures that differ little from those calculated
with DFT. The corresponding wavefunctions become increas-
ingly single-reference as the reactions proceed to saturated
products with no dangling bonds. Although the MCSCF
exothermicity for the formation of AP (47.5 kcal/mol) is similar
to the DFT and MP2 values, the energetic barrier of +37.6 kcal/
mol at AP_ts is substantially higher (Figure 8, left side). This
is not surprising, because the MCSCF wave functions do not
include dynamic correlation. The CR channel shows a lower-
energy barrier (+22.7 kcal/mol) and a less-stable reaction
product (-36.3 kcal/mol).
The importance of dynamic electron correlation in the
energetics of the processes was addressed by means of multi-
reference second-order perturbation theory (MRMP2).41
Initially, MRMP2 single-point energy calculations were
carried out on the MCSCF(4,4) structures CR and AP. The
results are depicted with solid lines on the left-hand side of
Figure 8. Although the MRMP2 exothermicities of both reaction
mechanisms increase (53.6 kcal/mol for the formation of AP
and 45.1 kcal/mol for CR), the order remains the same and the
energy barriers both substantially decrease: from +37.6 to
+16.7 kcal/mol for AP and from 22.7 to zero for CR (note the
negative MRMP2//MCSCF(4,4) value of -10.5 kcal/mol energy
at the transition state).
Because the (4,4) active spaces employed in the description
of the individual mechanisms are different, an additional set of
MRMP2/MCSCF(6,6)//MCSCF(4,4) single-point calculations
were performed for both mechanisms using a composite
common active space. Because the MRMP2 method is not
strictly size consistent,56 the energy of the reactants was
computed as a supermolecule, incorporating both the silicon
cluster Si9H12 and the POSS.57 The size consistency error would
be 11.0 kcal/mol for this system if the supermolecule approach
was not used. The results are shown on the right-hand side plot
of Figure 8. The results are qualitatively similar to those obtained
with the (4,4) active space.
The apical mechanism AP shows the same trend as that
calculated with DFT and MRMP2//MCSCF(4,4) methods. The
MRMP2/MCSCF(6,6)//MCSCF(4,4) TS barrier of +16.0 kcal/
mol is comparable with the +18.0 kcal/mol predicted by DFT
and +16.7 kcal/mol calculated with MRMP2//MCSCF(4,4).
Likewise, the exothermicity of the AP process (-45.6 kcal/
mol) is commensurate with the -49.1 kcal/mol obtained with
DFT but, 8 kcal/mol smaller than the energy reported by the
MRMP2//MCSCF(4,4) method.
For the cracked CR mechanism, the energy of the TS drops
below the energy of the reactants by 3.9 kcal/mol when dynamic
correlation is added via MRMP2/MCSCF(6,6) at the MCSCF-
(4,4) geometries. As noted above, this observation implies that
the reaction of the POSS-T8 with the dimer on the silicon
surface may occur with no energy barrier via the cracked
mechanism.
Figure 8. MRMP2 reaction profiles (solid lines) of the CR (red) and AP (black) mechanisms. Left: Results based on the MCSCF(4,4) reference.
The dotted lines indicate the MCSCF(4,4) energies to illustrate the effect of the inclusion of dynamic correlation. Right: MRPT2 profiles based on
the MCSCF(6,6) reference at the MCSCF(4,4) geometry.
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Conclusions
The theoretical study of the interaction and reaction of POSS-
T8 with the Si(100) surface predicts the formation of two
possible addition products, following concerted mechanisms in
which it appears that no intermediate species plays a role. The
product favored by thermodynamics, the AP mechanism cor-
responds to the addition of POSS-T8 to the surface by a transfer
of a hydrogen from the cage to one of the dangling bonds in a
Si(100) surface dimer, with the concomitant formation of a Si-
Si bond between the silsesquioxane and the surface. The
integrity of the cage in this process remains intact. The second,
kinetically controlled CR mechanism involves the rupture of a
cage Si-O bond and the subsequent attachment of these silicon
and oxygen atoms to a surface dangling bond. Dynamic electron
correlation plays an important role by substantially lowering
the energy barriers for both mechanisms. Indeed, when dynamic
correlation is included via multireference second-order perturba-
tion theory, the barrier for the CR mechanism disappears.
Although the use of the single dimer cluster, Si9H12, is very
common in theoretical calculations, it is always possible that
conclusions could change, either with the use of larger clusters
with more dimers (e.g., Si15H16) or with embedded QM/MM
cluster models like surface integrated molecular orbital molec-
ular mechanics58 that include more of the bulk into the
calculation. Both models are part of our current research
projects.
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