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Abstract
We study the rate of convergence of a sequence of linear operators that converges pointwise to a linear
operator. Our main interest is in characterizing the slowest type of pointwise convergence possible. This
is a continuation of the paper Deutsch and Hundal (2010) [14]. The main result is a “lethargy” theorem
(Theorem 3.3) which gives useful conditions that guarantee arbitrarily slow convergence. In the particular
case when the sequence of linear operators is generated by the powers of a single linear operator, we obtain
a “dichotomy” theorem, which states the surprising result that either there is linear (fast) convergence or
arbitrarily slow convergence; no other type of convergence is possible. The dichotomy theorem is applied
to generalize and sharpen: (1) the von Neumann–Halperin cyclic projections theorem, (2) the rate of
convergence for intermittently (i.e., “almost” randomly) ordered projections, and (3) a theorem of Xu and
Zikatanov.
c© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
There are some important algorithms in analysis that are all special cases of the following
type. Let (Ln) be sequence of bounded linear operators from a Banach space X to a normed
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linear space Y , and suppose that the sequence converges pointwise to a bounded linear operator
L , that is,
L(x) := lim
n→∞ Ln(x) for each x ∈ X .
A natural and practical question that arises then is: What can be said about the rate or speed
of this convergence? This is an interesting and important question that does not seem to have
been studied in a general systematic way before. In the paper [14] we began such a theoretical
study with the main emphasis on convergence that is “extremely slow”, along with numerous
applications. It is the object of this paper to continue this study by giving conditions that imply
the slowest possible type of convergence, namely, “arbitrarily slow convergence”, and to give
more applications.
Recall that arbitrarily slow convergence was defined in [14]. (The sequence (Ln) is said to
converge to L arbitrarily slowly provided it converges pointwise and, for each sequence of real
numbers (φ(n)) with limn φ(n) = 0, there exists x = xφ ∈ X such that ‖Ln(x)− L(x)‖ ≥ φ(n)
for each n.) The phrase “arbitrarily slow convergence” has appeared in several papers. But in
many of these, no precise definition was given. But even the precise definitions differed in a
significant way. However, Schock [29] did give such a definition for a special class of methods
for obtaining approximate solutions to a particular linear operator equation. In [14] we extended
Schock’s definition to a more general setting and showed that his definition was equivalent to
what we called there “almost arbitrarily slow convergence” (see [14, Lemma 2.11]).
Section 3 contains the main result of the paper, a “lethargy” theorem (Theorem 3.3). It
provides essential sufficient conditions guaranteeing that the sequence (Ln) converges to L
arbitrarily slowly. Furthermore, Theorem 3.3 is the basis for all the main results and applications
in Sections 4 and 6–8.
In Section 4 we consider the important special case when the sequence (Ln) is generated by
the powers of a single linear operator T , i.e., Ln = T n for each n. The main result here is a
“dichotomy” theorem (Theorem 4.4): If ‖T ‖ ≤ 1 and (T n) converges pointwise to 0, then either
‖T n1‖ < 1 for some n1 (in which case (T n) converges to 0 linearly), or ‖T n‖ = 1 for all n
(in which case (T n) converges to 0 arbitrarily slowly). This shows that, in the case of powers,
there are exactly two different types of convergence possible: either linear (possibly finite) or
arbitrarily slow. There are no intermediate types of pointwise convergence possible.
In Section 5 we compare our lethargy theorem with a classical “lethargy theorem” of
Bernstein.
In Section 6 we apply Theorem 4.4 to sharpen and improve the von Neumann–Halperin
theorem. Briefly, (Theorem 6.4) if M1,M2, . . . ,Mr are closed subspaces in a Hilbert space
X , then exactly one of two statements holds: either (1)
∑r
1 M
⊥
i is closed (in which case
((PMr PMr−1 · · · PM1)n) converges to P∩r1 Mi linearly), or (2)
∑r
1 M
⊥
i is not closed (in which
case ((PMr PMr−1 · · · PM1)n) converges to P∩r1 Mi arbitrarily slowly). (Here PM denotes the
orthogonal projection onto M .) This generalizes a result established for the special case of
two subspaces, where it was proved by a combination of the results of Bauschke et al. [5] and
Bauschke et al. [7].
In Section 7 we obtain a generalization of Theorem 6.4 to the situation where the projections
are intermittently ordered, which is “almost” randomly ordered (and not necessarily cyclically
ordered).
In Section 8 we apply Theorem 4.4 to obtain a rate of convergence result that sharpens and
improves one of the main results of Xu and Zikatanov [33].
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We conclude this Introduction by recalling some common notation. If H is a Hilbert space
and M is a closed (linear) subspace, we denote the orthogonal projection onto M by PM . It is
well-known that PM is linear and has norm 1 (unless M = {0}), and PM (x) is the unique point
in M closest to x :
‖x − PM (x)‖ = d(x,M) := inf
y∈M ‖x − y‖.
The orthogonal complement of M is the set
M⊥ := {x ∈ H | 〈x,m〉 = 0 for all m ∈ M}.
Further, if T is any bounded linear mapping from one normed linear space X into another Y ,
then the kernel or null space of T is the set
ker T := N (T ) := {x ∈ X | T (x) = 0}.
All other undefined notation is standard and can be found, e.g., in [13].
2. Types of convergence
In this section, we assume that X and Y are normed linear spaces over the same scalar field
and let B(X, Y ) denote the normed linear space of all bounded linear operators L from X to Y
with the usual norm (the operator norm)
‖L‖ := sup
x 6=0
‖L(x)‖
‖x‖ .
Let the sequence (Ln) and L be in B(X, Y ).
First it is convenient to recall various types of convergence.
Definition 2.1. The sequence (Ln) is said to converge to L in norm (resp., pointwise) provided
that limn ‖Ln − L‖ = 0 (resp., limn ‖Ln(x)− L(x)‖ = 0 for each x ∈ X ).
The following definition is somewhat more general than the usual notion of “linear
convergence”, but is a consequence of the usual (stronger) notion.
Definition 2.2. The sequence (Ln) is said to converge to L linearly if there exist constants
α ∈ [0, 1) and c ∈ R such that ‖Ln − L‖ ≤ c αn for each n.
In “big O” notation, this can be rephrased as (Ln) converges to L linearly provided
‖Ln− L‖ = O(αn) for some α ∈ [0, 1). (We should note that some authors call this “geometric”
convergence.)
LetO denote the collection of all real-valued functions on the positive integersN that converge
to 0. That is,
O := {φ | φ : N→ R, lim
n
φ(n) = 0}. (2.1)
Next we define two types of very slow pointwise convergence. Indeed, arbitrarily slow
convergence is the slowest possible type of pointwise convergence!
Definition 2.3. The sequence (Ln) converges to L arbitrarily slowly (resp., almost arbitrarily
slowly) if the following two conditions are satisfied:
(1) Ln(x)→ L(x) for each x ∈ X .
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(2) For each φ ∈ O, there exists x = xφ ∈ X such that
‖Ln(x)− L(x)‖ ≥ φ(n) for each n ∈ N (resp., for infinitely many n ∈ N).
These definitions were given in [14], where the definition of arbitrarily slow convergence was
also shown to be equivalent to one that was first given by Bauschke et al. [5] (see also [7]).
Note that arbitrarily slow convergence of (Ln) to L is just pointwise convergence that can
be made slowest possible. Clearly, if (Ln) converges arbitrarily slowly to L , then it must also
converge almost arbitrarily slowly, but the converse is false in general [14, Example 3.4].
Remark 2.4. As noted in [14, Theorem 2.9], a definition equivalent to Definition 2.3 is obtained
if the set O is replaced by the (more restrictive) set
O˜ := {φ | φ : N→ (0,∞), φ(n + 1) ≤ φ(n), lim
n
φ(n) = 0}. (2.2)
That is, unlike O, the functions in O˜ are also positive and decreasing.
Definition 2.5 ([14]). Let φ ∈ O. The sequence (Ln) is said to converge to L pointwise with
order φ provided that for each x ∈ X there exists a constant cx > 0 such that ‖Ln(x)− L(x)‖ ≤
cxφ(n) for each n ∈ N.
The following result characterizes almost arbitrarily slow convergence.
Fact 2.6 ([14, Theorem 3.1]). Let X be a Banach space, Y a normed linear space, and let (Ln)
and L be in B(X, Y ). Then the following statements are equivalent:
(1) The sequence (Ln) converges to L almost arbitrarily slowly.
(2) (Ln) converges to L pointwise, but not pointwise with order φ for any φ ∈ O.
(3) (Ln) converges to L pointwise, but not in norm.
Finally, it is important to note that almost arbitrarily slow convergence and arbitrarily slow
convergence are not possible in a finite-dimensional space.
Fact 2.7 ([14, Theorem 2.14]). Suppose that X is finite-dimensional and Ln, L are linear
operators from X to Y . Then (Ln) converges to L pointwise if and only if it converges in norm.
In particular, arbitrarily slow convergence or almost arbitrarily slow convergence is never
possible when X is finite-dimensional.
3. A lethargy theorem
The main result of this section is a lethargy theorem (Theorem 3.3) which states that, under
hypotheses that are essential, (Ln) converges to L arbitrarily slowly. This will be the basis for all
the main results in the later sections.
It is convenient to first record a simple observation.
Lemma 3.1. There exist positive real numbers α, β, γ, ε, and ν that satisfy the following
conditions:
(1) β > 1 > ν,
(2) γ < 1− β−1, and
(3) α[γ (1−ν)−ε−β
−1(1+ν)]
β(1−β−1) > 1.
Proof. Note that α = 50, β = 5, γ = 3/5, ε = 1/5, ν = 1/50 work. 
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The main technical step in the Lethargy Theorem 3.3 is the following result which
characterizes almost arbitrarily slow convergence as something formally stronger. It is this
strengthening that is needed to prove Theorem 3.3. The definition of almost arbitrarily slow
convergence can be rephrased as follows: The sequence (Ln) converges to L almost arbitrarily
slowly if and only if for each φ ∈ O˜, there exists x = xφ ∈ X and a subsequence (pi ) of (n) such
that ‖L pi (x)−L(x)‖ ≥ φ(pi ) for all i . The next theorem shows that one can obtain the following
stronger “index shifted” conclusion for almost arbitrarily slow convergence: For each φ ∈ O˜,
there exists x = xφ ∈ X and a subsequence (pi ) of (n) such that ‖L pi (x) − L(x)‖ ≥ φ(pi−1)
for all i . Since φ is a decreasing function, φ(pi−1) ≥ φ(pi ) and so the latter property implies the
former. However, we know of no “simple” proof of the former implying the latter other than the
one given below.
Theorem 3.2 (Another Characterization of Almost Arbitrarily Slow Convergence). Let X be a
Banach space, Y a normed linear space, and let L , L1, L2, . . . be linear operators in B(X, Y ).
Then the following statements are equivalent:
(1) (Ln) converges to L almost arbitrarily slowly.
(2) (Ln) converges to L pointwise and ρ := lim supn ‖Ln − L‖ > 0.
(3) (Ln) converges to L pointwise and for each φ ∈ O˜, there exist z = zφ ∈ X and a subse-
quence (pi ) of (n) such that
‖L pi (z)− L(z)‖ ≥ φ(pi ) for each i . (3.1)
(4) (Ln) converges to L pointwise and for each φ ∈ O˜, there exist z = zφ ∈ X and a subse-
quence (pi ) of (n) such that
‖L pi (z)− L(z)‖ > φ(pi−1) for each i . (3.2)
Proof. First note that the equivalence of (1) and (3) is just a rewording of the definition using
Remark 2.4, while the equivalence of statements (1) and (2) is from the equivalence of (1) and
(3) in Fact 2.6. Also, if (4) holds, then since φ is monotonically decreasing, it follows from (3.2)
that
‖L pi (z)− L(z)‖ > φ(pi−1) ≥ φ(pi ) for each i . (3.3)
In particular, ‖Ln(z)−L(z)‖ > φ(n) for infinitely many n, and hence (Ln) converges to L almost
arbitrarily slowly, i.e., (1) holds. Thus to complete the proof it suffices to verify that (2) implies
(4). Thus assume that (2) holds. By the Uniform Boundedness Theorem, we have ρ <∞.
Choose positive numbers α, β, γ , ε, and ν to satisfy the conclusion of Lemma 3.1. In addition,
fix any φ ∈ O˜ and define ψ := 1
ρ
φ. Note that ψ ∈ O˜ since φ ∈ O˜.
Choose a subsequence (nk) of (n) such that limk ‖Lnk − L‖ = ρ. By passing to a further
subsequence if necessary, we may assume that
ρ(1− ν) < ‖Lnk − L‖ < ρ(1+ ν) for each k. (3.4)
Define Tk := 1ρ (Lnk − L) for each k ∈ N. Then (Tk) converges to 0 pointwise, and
1− ν < ‖Tk‖ < 1+ ν for each k. (3.5)
Claim. There exist a sequence (xn) in X and a strictly increasing sequence of positive integers
(mn) such that, for each n ∈ N,
(i) ‖xn‖ = α/βn ,
(ii) ‖Tmn (xk)‖ < αεnβn(1−β−1) for each k < n,
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(iii) ‖Tmn (xn)‖ > αγβn(1−β−1) (1− ν), and
(iv) ψ(mn) < 1/βn .
Suppose for the moment that the Claim is true. Set
z =
∞∑
1
xk .
Then z is a well-defined point in X since X is complete and
∞∑
1
‖xk‖ =
∞∑
1
α
βk
= αβ
−1
1− β−1 <∞.
Fix any i ∈ N. Then, using the Claim, we deduce that
‖Tmi (z)‖ =
∥∥∥∥∥∑
k
Tmi (xk)
∥∥∥∥∥ =
∥∥∥∥∥Tmi (xi )+∑
k 6=i
Tmi (xk)
∥∥∥∥∥
≥ ‖Tmi (xi )‖ −
∥∥∥∥∥∑
k 6=i
Tmi (xk)
∥∥∥∥∥ ≥ ‖Tmi (xi )‖ −∑
k 6=i
‖Tmi (xk)‖
= ‖Tmi (xi )‖ −
∑
k<i
‖Tmi (xk)‖ −
∑
k>i
‖Tmi (xk)‖
>
αγ (1− ν)
β i (1− β−1) −
∑
k<i
αε
iβ i (1− β−1) −
∑
k>i
(1+ ν)‖xk‖
= αγ (1− ν)
β i (1− β−1) −
(i − 1)αε
iβ i (1− β−1) −
∑
k>i
α
βk
(1+ ν)
>
αγ (1− ν)
β i (1− β−1) −
αε
β i (1− β−1) −
α(1+ ν)
β i+1(1− β−1)
= α
β i (1− β−1)
[
γ (1− ν)− ε − (1+ ν)β−1
]
>
1
β i−1
(by Lemma 3.1(3)),
> ψ(mi−1) (by (iv) of the Claim).
It follows from this inequality that
‖Lnmi (z)− L(z)‖ = ρ‖Tmi (z)‖ > ρψ(mi−1) = φ(mi−1) ≥ φ(nmi−1) (3.6)
for each i . Let pi = nmi for each i . Then (pi ) is a subsequence of (n) and, by (3.6),
‖L pi (z)− L(z)‖ > φ(pi−1) for each i . (3.7)
Thus (4) holds. This shows that if the Claim holds, then (4) holds.
It remains to prove the Claim. We construct the sequences (xn) and (mn) inductively and
simultaneously. For n = 1, choose an integer m1 so large that ψ(m1) < 1/β. Since ‖Tm1‖ >
1− ν, we see that
sup
‖x‖=α/β
‖Tm1(x)‖ > (1− ν)α/β. (3.8)
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Using Lemma 3.1(2), it follows that
αγ (1− ν)
β(1− β−1) <
α(1− ν)
β
. (3.9)
Clearly, using (3.8) and (3.9), we can choose x1 ∈ X such that
‖x1‖ = α
β
and ‖Tm1(x1)‖ >
αγ (1− ν)
β(1− β−1) .
Thus x1 and m1 satisfy (i), (iii), and (iv) of the Claim when n = 1. Since (ii) of the Claim is
vacuously satisfied when n = 1, x1 and m1 satisfy (i)–(iv) of the Claim.
Next suppose that x1, x2, . . . , xn in X and m1 < m2 < · · · < mn in N have been chosen to
satisfy properties (i)–(iv) of the Claim. Thus, for each i ≤ n,
‖xi‖ = α
β i
, (3.10)
‖Tmi (xk)‖ <
αε
iβ i (1− β−1) for each k < i, (3.11)
‖Tmi (xi )‖ >
αγ (1− ν)
β i (1− β−1) , and (3.12)
ψ(mi ) <
1
β i
. (3.13)
We construct xn+1 ∈ X and an integer mn+1 > mn as follows. Since (Tk) converges to 0
pointwise, we see that
lim
k→∞( max1≤ j≤n
‖Tk(x j )‖) = 0.
Hence there exists an integer m˜n ≥ mn such that
max
1≤ j≤n
‖Tk(x j )‖ < αε
(n + 1)βn+1(1− β−1) for all k ≥ m˜n . (3.14)
Choose an integer mn+1 > m˜n such that ψ(mn+1) < 1/βn+1. Then (3.13) holds when i is
replaced by n + 1. Let k < n + 1. Then (3.14) implies that
‖Tmn+1(xk)‖ <
αε
(n + 1)βn+1(1− β−1) .
Thus (3.11) holds for i = n + 1 and k < n + 1.
Since ‖Tmn+1‖ > 1− ν, Lemma 3.1(2) implies that
sup
‖x‖=α/βn+1
‖Tmn+1(x)‖ >
α(1− ν)
βn+1
>
αγ (1− ν)
βn+1(1− β−1) .
Hence there exists xn+1 ∈ X such that ‖xn+1‖ = α/βn+1 and
‖Tmn+1(xn+1)‖ >
αγ (1− ν)
βn+1(1− β−1) .
The last two paragraphs show that (3.10)–(3.13) hold when i = n + 1. This construction proves
the Claim by induction, and hence that (2)⇒ (4). 
1724 F. Deutsch, H. Hundal / Journal of Approximation Theory 162 (2010) 1717–1738
The main lethargy theorem of this paper can now be stated. It gives a useful sufficient
condition that insures arbitrarily slow convergence. Of course, since arbitrarily slow convergence
implies almost arbitrarily slow convergence, what is the additional condition that is necessary to
add to almost arbitrarily slow convergence to guarantee arbitrarily slow convergence?
Theorem 3.3 (Lethargy Theorem). Let X be a Banach space, Y a normed linear space, and let
L , L1, L2, . . . be bounded linear operators in B(X, Y ). Suppose that (Ln) converges to L almost
arbitrarily slowly and satisfies the following monotonicity condition:
‖Ln+1(x)− L(x)‖ ≤ ‖Ln(x)− L(x)‖ for each n ∈ N and x ∈ X. (3.15)
Then (Ln) converges to L arbitrarily slowly.
Proof. Let φ ∈ O˜. By Theorem 3.2, we have that there exist z = zφ ∈ X and a subsequence
(mi ) of (n) such that
‖Lmi (z)− L(z)‖ > φ(mi−1) for each i . (3.16)
Fix any k ∈ N. If mi ≤ k ≤ mi+1 for some i , then, using (3.15) and the fact that φ is decreasing,
we obtain
‖Lk(z)− L(z)‖
φ(k)
≥ ‖Lmi+1(z)− L(z)‖
φ(mi )
> 1.
This proves that
‖Lk(z)− L(z)‖ > φ(k) for each k ≥ m1. (3.17)
Define
ρ := max
1≤k≤m1
{
φ(k)
‖Lk(z)− L(z)‖ , 1
}
and x := ρz.
Then, for all k ≥ m1, we obtain from (3.17) that
‖Lk(x)− L(x)‖ = ρ‖Lk(z)− L(z)‖ ≥ ‖Lk(z)− L(z)‖ > φ(k). (3.18)
If 1 ≤ k ≤ m1, the definition of ρ implies that
‖Lk(x)− L(x)‖ = ρ‖Lk(z)− L(z)‖
≥ φ(k)‖Lk(z)− L(z)‖‖Lk(z)− L(z)‖ = φ(k). (3.19)
Hence (Ln) converges to L arbitrarily slowly. 
Remark 3.4. The Lethargy Theorem is best possible in the sense that none of the hypotheses
is superfluous. More precisely, the theorem is false in general if either of the following
hypotheses is omitted: the almost arbitrarily slow convergence of (Ln) to L and the monotonicity
condition (3.15).
To see that the “almost arbitrarily slow convergence” hypothesis cannot be dropped,
see [14, Example 2.5]. To see that the monotonicity condition (3.15) cannot be dropped, see
[14, Example 3.4].
Remark 3.5. It is perhaps worth observing that the monotonicity condition (3.15) is related
to the Feje´r monotonicity condition which has been shown to be useful in convexity and
optimization (see, e.g., [4,9]). (Recall that if C is a closed convex set in X , then a sequence
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(xn) in X is said to be Feje´r monotone with respect to C if ‖xn+1 − c‖ ≤ ‖xn − c‖ for each
c ∈ C .) Indeed, using this terminology, the condition (3.15) may be restated as: For each x ∈ X ,
the sequence (Ln(x)) is Feje´r monotone with respect to L(x).
4. Trichotomy for powers of an operator
The simplest application of the Lethargy Theorem 3.3, and the most useful for some of our
later applications, occurs when the sequence (Ln) is generated by the powers of a single operator.
This will follow as a consequence of the Lethargy Theorem and the next lemma.
Lemma 4.1. Let T be a linear operator from a Banach space X into itself with ‖T ‖ ≤ 1. Then
(1) ‖T n+1(x)‖ ≤ ‖T n(x)‖ for each x ∈ X and n ∈ N.
(2) ‖T n+1‖ ≤ ‖T n‖ ≤ 1 for each n ∈ N.
(3) ‖T mn‖ ≤ ‖T m‖n for each m, n ∈ N.
Proof. (1) and (2) are well-known and easy to verify using the simple fact that ‖T (z)‖ ≤
‖z‖ for any z ∈ X . Since T mn = (T m)n , we see that ‖T mn‖ = ‖(T m)n‖ ≤ ‖T m‖n , which
proves (3). 
The main result of this section is the following trichotomy theorem for powers of a linear
operator.
Theorem 4.2 (Trichotomy). Let X be a Banach space and T : X → X be a linear operator with
‖T ‖ ≤ 1. Then exactly one of the following three statements holds:
(1) ‖T n1‖ < 1 for some n1; in this case, (T n) converges to 0 linearly.
(2) ‖T n‖ = 1 for all n and T n(x) → 0 for each x ∈ X; in this case, (T n) converges
to 0 arbitrarily slowly.
(3) ‖T n‖ = 1 for all n and T n(x) 6→ 0 for some x ∈ X.
Proof. Clearly, there are three mutually exclusive possibilities: (a) ‖T n1‖ < 1 for some n1, or (b)
‖T n‖ = 1 for all n and T n(x)→ 0 for all x ∈ X , or (c) ‖T n‖ = 1 for all n and T n(x) 6→ 0 for
some x . Thus it remains to verify that if (a) (resp., (b)) holds, then (T n) converges to 0 linearly
(resp., arbitrarily slowly).
Suppose that (a) holds: ρ1 := ‖T n1‖ < 1 for some n1. If ρ1 > 0, set ρ := ρ1/n11 so that
0 < ρ < 1. Let n ∈ N. Then n = kn1 + i for some integer k ≥ 0 and i ∈ {0, 1, . . . , n1 − 1}.
Then, using Lemma 4.1, we deduce
‖T n‖ = ‖T kn1+i‖ ≤ ‖T kn1‖ ≤ ‖T n1‖k = ρk1 = ρn1k
= ρ
n1k+i
ρi
= ρ
n
ρi
≤ ρ
n
ρn1−1
= µρn,
where µ := 1/ρn1−1.
On the other hand, if ρ1 = 0, it is clear that ‖T n‖ ≤ 2n1(1/2)n for each n. In either case, we
obtain that there exist constants β ∈ R and α ∈ [0, 1) such that
‖T n‖ ≤ βαn for each n ∈ N.
Thus (T n) converges to 0 linearly.
Next suppose that (b) holds: ‖T n‖ = 1 for all n and T n(x) → 0 for all x ∈ X . Using
Lemma 4.1 and Theorems 3.2 and 3.3 with Ln = T n , it follows that (T n) converges to 0
arbitrarily slowly. 
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In contrast to the case for [14, Example 3.4], it turns out that for powers of an operator, almost
arbitrarily slow convergence and arbitrarily slow convergence are the same.
Corollary 4.3. Let X be complete and T ∈ B(X, X) with ‖T ‖ ≤ 1. Then (T n) converges
to 0 arbitrarily slowly if and only if (T n) converges to 0 almost arbitrarily slowly.
Proof. Clearly, arbitrarily slow convergence implies almost arbitrarily slow convergence.
Conversely, if (T n) converges to 0 almost arbitrarily slowly, then the Trichotomy Theorem
implies that (T n) converges either linearly to 0 or arbitrarily slowly. But if (T n) converges
linearly to 0, then it converges to 0 in norm. By Fact 2.6, it follows that (T n) converges to 0
pointwise, but not almost arbitrarily slowly. This contradiction shows that (T n)must converge to
0 arbitrarily slowly. 
In all the applications of the Trichotomy Theorem that we make, the condition T n(x) → 0
for all x ∈ X is known (or can be shown) to hold. For ease of reference, we state the trichotomy
in this particular case, and we obtain the following dichotomy theorem.
Theorem 4.4 (Dichotomy). Let X be a Banach space and T : X → X be a linear operator with
‖T ‖ ≤ 1 and T n(x) → 0 for each x ∈ X. Then exactly one of the following two statements
holds:
(1) There exists n1 ∈ N such that ‖T n1‖ < 1, and (T n) converges to 0 linearly.
(2) ‖T n‖ = 1 for each n ∈ N, and (T n) converges to 0 arbitrarily slowly.
Example 4.5. Let L : `2 → `2 denote the left-shift operator. That is, for each
x =∑∞i=1〈x, ei 〉ei ∈ `2,
L(x) =
∞∑
i=2
〈x, ei 〉ei−1,
where {ei | i = 1, 2, . . .} is the canonical orthonormal basis in `2: ei ( j) = δi j , Kronecker’s
delta. Then (Ln) converges to 0 arbitrarily slowly.
To see this, first note that for each x ∈ `2 it is easy to check that
Ln(x) =
∞∑
i=n+1
〈x, ei 〉ei−n for each n ∈ N.
It follows from this that ‖Ln‖ = 1 for each n ∈ N and, for each x ∈ `2,
‖Ln(x)‖ = ‖x‖2 −
n∑
i=1
|x(i)|2 → 0.
The result now follows from the Dichotomy Theorem 4.4.
Corollary 4.6. Let X be a Banach space and T : X → X a linear operator with ‖T ‖ ≤ 1. Then
(T n) converges to 0 linearly if and only if ‖T n1‖ < 1 for some n1 ∈ N.
Proof. This follows immediately from the Trichotomy Theorem 4.2. (Alternatively, a direct
proof may be given from first principles.) 
Corollary 4.7. Let X be a Banach space and T : X → X a linear operator with ‖T ‖ ≤ 1. Then
the following statements are equivalent:
(1) (T n) converges to 0 arbitrarily slowly;
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(2) (T n) converges to 0 almost arbitrarily slowly;
(3) (T n) converges to 0 pointwise and ‖T n‖ = 1 for each n;
(4) (T n) converges to 0 pointwise, but (T n) does not converge to 0 pointwise with order φ for
any φ ∈ O.
Proof. The equivalence of statements (1) and (2) follows from Corollary 4.3, while that of (1)
and (3) follows from the Dichotomy Theorem 4.4. By Fact 2.6, (4) is equivalent to (2). 
As we noted in [14, Theorem 2.14], when X is finite-dimensional, arbitrarily slow
convergence or almost arbitrarily slow convergence is never possible. Thus we have the following
easy consequence of the Dichotomy Theorem 4.4 and Corollary 4.6.
Corollary 4.8. Let X be finite-dimensional and let T ∈ B(X, X) satisfy ‖T ‖ ≤ 1. Then the
following statements are equivalent:
(1) (T n) converges to 0 pointwise.
(2) There exists an integer n1 such that ‖T n1‖ < 1.
(3) (T n) converges to 0 linearly.
5. The Bernstein Lethargy Theorem
In this section we compare the Lethargy Theorem 3.3 with the classical lethargy theorem of
Bernstein. Let {x1, x2, x3, . . .} be a set of linearly independent elements in a normed linear space
X with the property that each x ∈ X can be approximated arbitrarily well by elements in the
linear space spanned by the xn’s. That is, for each x ∈ X and each ε > 0, there exist scalars αi
for i = 1, 2, . . . , n such that y = ∑n1 αi xi satisfies ‖x − y‖ < ε. Note that such a space must
be separable, that is, it must contain a countable dense set (viz., all linear combinations with
rational coefficients). For such a sequence, define the linear subspaces Mn by
Mn := span {x1, x2, . . . , xn} for n = 1, 2, . . . .
In particular, for each n, dim Mn = n, Mn ⊂ Mn+1, and X = ∪∞1 Mn .
(It is perhaps of some interest to note that a converse of this is also valid. More precisely, if X is
an infinite-dimensional separable Banach space, then there exists a sequence of subspaces (Mn)
such that Mn ⊂ Mn+1, dim Mn = n, and X = ∪∞1 Mn . To see this, let {x1, x2, . . .} be a countable
dense set in X and, for each n ∈ N, set mn := min{m | dim(span {x1, x2, . . . , xm}) = n} and
Mn := span {x1, x2, . . . , xmn }. Then dim Mn = n, Mn ⊂ Mn+1, and X = ∪∞1 Mn .)
Denote the distance from any x ∈ X to Mn by
d(x,Mn) := inf
y∈Mn
‖x − y‖.
Then we can state the following lethargy theorem.
Theorem 5.1 (Bernstein Lethargy Theorem). Let X be a Banach space and assume (Mn) is an
increasing sequence of subspaces with dim Mn = n and X = ∪∞1 Mn . For each φ ∈ O˜, there
exists x = xφ ∈ X such that
d(x,Mn) = φ(n) for each n ∈ N.
Bernstein [8] actually proved this result for the case when X = C[a, b] in 1938, but
Timan [31, pp. 41–43] observed that it holds in the more general case as stated above. (See
also Davis [10, p. 322].)
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How does the Bernstein Lethargy Theorem compare with the Lethargy Theorem 3.3? In
general, a direct comparison is not possible since the latter is phrased in terms of linear operators,
while the former is phrased in terms of distances to finite-dimensional subspaces. There is one
case, however, where a reasonable comparison is possible. This is when X is a (separable) Hilbert
space since then d(x,Mn) = ‖x − PMn (x)‖. In this case, Bernstein’s Lethargy Theorem can be
stated in the following form.
Theorem 5.2 (Bernstein Lethargy Theorem: Hilbert Space Case). Let H be a Hilbert space and
let (Mn) be an increasing sequence of subspaces such that dim Mn = n and H = ∪∞1 Mn . Then
for each φ ∈ O˜ there exists x = xφ ∈ H such that
‖x − PMn (x)‖ = φ(n) for all n ∈ N. (5.1)
It should be mentioned that in Theorem 5.2, it is not hard to also show that (PMn ) converges
pointwise to the identity operator I and, in particular, that (PMn ) converges to I arbitrarily slowly.
Before comparing this with our results, let us first note that there is an even stronger version of
Theorem 5.2 that we can establish.
Theorem 5.3. Let H be a Hilbert space and let (Mn) be a sequence of closed (not necessarily
finite-dimensional) subspaces in H having the property that {0} 6= Mn ⊂ Mn+1, Mn 6= Mn+1,
and let M := ∪∞1 Mn . Then (PMn ) converges pointwise to PM , and for each φ ∈ O˜ there exists
x = xφ ∈ H such that
‖PMn (x)− PM (x)‖ = φ(n) for each n ∈ N. (5.2)
In particular, (PMn ) converges arbitrarily slowly to PM .
Proof. Fix any x ∈ H . Since Mn ⊂ Mn+1 ⊂ M for each n, the projections PMn and PM must
commute (see, e.g., [13, Lemma 9.2, p. 194]) and so
PMn x = PM PMn x = PMn PM x for each n. (5.3)
Since PM x ∈ M and ∪∞1 Mn is dense in M , for each ε > 0 there exists y ∈ ∪∞1 Mn such that
‖PM x − y‖ < ε. (5.4)
Now y ∈ Mn for some n, and hence for all n sufficiently large. Use (5.3) and (5.4) to obtain that,
for all n sufficiently large,
‖PMn x − PM x‖ = ‖PMn PM x − PM x‖ = d(PM x,Mn) ≤ ‖PM x − y‖ < ε. (5.5)
This proves that (PMn x) converges to PM x . Since x was arbitrary, (PMn ) converges to PM
pointwise.
Since Mn ⊂ Mn+1 and Mn 6= Mn+1 for each n, we may choose a sequence (en) with
e1 ∈ M1, ‖e1‖ = 1, and en ∈ Mn ∩ M⊥n−1 for all n ≥ 2. (5.6)
To see this, it suffices to note that Mn ∩ M⊥n−1 6= {0} for all n ≥ 2. And to verify this, we choose
any y ∈ Mn \ Mn−1 and let z := y − PMn−1 y. Then z ∈ Mn ∩ M⊥n−1 \ {0}. Note that by the way
it was chosen, the sequence (en) is orthonormal.
Next we define subspaces En and E by
En := span {e1, e2, . . . , en} for all n ∈ N and E = ∪∞1 En . (5.7)
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Clearly, En ⊂ En+1 ⊂ E , dim En = n, and En ⊂ Mn for all n ∈ N. By Bernstein’s Theorem 5.2
(applied in the Hilbert space E), for each φ ∈ O˜ there exists x = xφ ∈ E such that
‖PEn (x)− x‖ = φ(n) for each n ∈ N. (5.8)
To verify (5.2) and hence complete the proof, it suffices by (5.8) to show that PM (x) = x
and PMn (x) = PEn (x). But as noted above, x ∈ E ⊂ M and so PM (x) = x . Next observe that
PEn (x) ∈ En ⊂ Mn and by the way the en were chosen in (5.6), we see that
x − PEn (x) =
∞∑
n+1
αkek ∈ M⊥n
since M⊥n+i ⊂ M⊥n and en+i ∈ M⊥n+i−1 for all i ∈ N. By the well-known characterization of best
approximations (see, e.g., [13, Theorem 4.9]), it follows that PEn (x) = PMn (x) and the proof is
complete. 
Remark 5.4. (1) Comparing Theorems 5.3 and 5.2, we see that in Theorem 5.3, the closed
subspaces are not necessarily increasing by one dimension at each step as in Theorem 5.2, and
they can even be infinite-dimensional. Secondly, the closure of the union of the subspaces in
Theorem 5.3 does not have to be the whole space as in Theorem 5.2.
(2) It is worth noting that Theorem 5.3 is no longer valid if the hypothesis that Mn 6= Mn+1
for all n is dropped. For if Mn = Mn+1 for some n, say n = n1, then we see that every x ∈ X
must satisfy
‖PMn1 (x)− PM (x)‖ = ‖PMn1+1(x)− PM (x)‖. (5.9)
Hence if φ ∈ O˜ is chosen so that φ(n1) > φ(n1 + 1), then because of (5.9), we see that (5.2) is
impossible for both n1 and n1 + 1 no matter which x is chosen.
However, if we are only interested in concluding arbitrarily slow convergence, then we can
further weaken the hypothesis of Theorem 5.3.
Theorem 5.5. Let H be a Hilbert space and let (Mn) be any nondecreasing sequence of closed
subspaces (not necessarily finite-dimensional) such that the closed subspace M := ∪∞1 Mn is
infinite-dimensional and M 6= Mn for every n. Then (PMn ) converges to PM arbitrarily slowly.
Proof. By the same proof as in Theorem 5.3, we can show that (PMn ) converges pointwise to
PM .
Next we show that
M⊥n ∩ M 6= {0} for each n. (5.10)
Fix any n ∈ N. Since Mn 6= M by hypothesis, choose x ∈ M \ Mn . Then z := x − PMn x ∈
M ∩ M⊥n \ {0}, which verifies (5.10).
From (5.10) and the fact that ker PMn = M⊥n (see, e.g., [13, p. 76]), it follows that
ker PMn ∩ {x ∈ H | ‖PM x‖ ≥ ‖x‖} = M⊥n ∩ M 6= {0} for each n. (5.11)
By [14, Lemma 3.3] (PMn ) converges to PM almost arbitrarily slowly.
Finally, we claim that
‖PMn+1 x − PM x‖ ≤ ‖PMn x − PM x‖ for each x ∈ X , n ∈ N. (5.12)
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To see this, use (5.3) and the fact that Mn ⊂ Mn+1 to deduce that
‖PMn+1 x − PM x‖ = ‖PMn+1 PM x − PM x‖
= d(PM x,Mn+1) ≤ d(PM x,Mn)
= ‖PMn PM x − PM x‖ = ‖PMn x − PM x‖,
which proves (5.12).
The result now follows by an application of Theorem 3.3. 
Remark 5.6. (1) Note that the main difference in the hypotheses of Theorems 5.3 and 5.5 is
that in the latter, it is not assumed that Mn 6= Mn+1 for each n. However, it was observed in
Remark 5.4(2) that this hypothesis was essential for obtaining Eq. (5.2) in Theorem 5.3.
(2) Theorem 5.5 is best possible in the sense that if either of the two hypotheses (M is infinite-
dimensional, and M 6= Mn for all n) is dropped, then the conclusion fails. For if M were finite-
dimensional, then by Fact 2.7 (taking X = M), the sequence of projections could not converge
arbitrarily slowly, while if M = Mn for some n, then M = Mn for all n sufficiently large. Hence
it follows that PMn = PM for all n sufficiently large, and so for any φ ∈ O˜ and any x ∈ H , we
have ‖PMn x − PM x‖ = 0 < φ(n) for all n large, so arbitrarily slow convergence is not possible.
6. Application to cyclic projections
In this section, we give an application of the Dichotomy Theorem 4.4 to cyclic projections
in Hilbert space, or, more precisely, to the von Neumann–Halperin theorem. The von
Neumann–Halperin theorem has had many far-reaching applications in at least a dozen
different areas of mathematics including solving linear equations, linear prediction theory, image
restoration, and computed tomography (see the survey [11], or the book [13, Chapter 9] for more
details and references).
Theorem 6.1 (von Neumann–Halperin). Let M1,M2, . . . ,Mr be closed subspaces of the
Hilbert space H and M = ∩r1 Mi . Then, for each x ∈ H,
lim
n→∞ ‖(PMr PMr−1 · · · PM1)
n(x)− PM (x)‖ = 0.
In the two-subspace case (r = 2), this result was first proved by von Neumann in 1933
(but wasn’t published until 1949–50 [25,26]). Halperin [21] extended the von Neumann theorem
to any number r ≥ 2 of subspaces. The von Neumann theorem (i.e., the r = 2 case) was
discovered independently by several authors including Aronszajn [2], Nakano [24], Wiener [32],
Powell [27], Gordon et al. [20] and Hounsfield [22]—the Nobel Prize winning inventor of the
EMI scanner.
Given any x ∈ H , let xn := (PMr PMr−1 · · · PM1)n(x) for each n ∈ N. We note that the von
Neumann–Halperin theorem shows that the sequence (xn) always converges to PM (x). However,
the theorem says nothing about the rate of convergence. To say something about this, we need
the following fact.
Fact 6.2. Let M1,M2, . . . ,Mr be closed subspaces of the Hilbert space H and M := ∩r1 Mi .
Then the following statements are equivalent:
(1)
∑r
1 M
⊥
i is closed.
(2) ‖PMr∩M⊥ PMr−1∩M⊥ · · · PM1∩M⊥‖ < 1.
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(3) There exists α ∈ [0, 1) such that
‖(PMr∩M⊥ PMr−1∩M⊥ · · · PM1∩M⊥)n‖ ≤ αn for each n ∈ N.
Proof. Bauschke et al. [5, Theorem 3.7.4] proved the equivalence of statements (1)
and (2). Clearly, (3) implies (2) (take n = 1). Finally, if (2) holds, then letting
α := ‖PMr∩M⊥ PMr−1∩M⊥ · · · PM1∩M⊥‖ < 1, it follows that (3) holds. 
Remark 6.3. It is worth mentioning that the statement (1) of Fact 6.2 has an equivalent
formulation because:
∑r
1 M
⊥
i is closed if and only if the collection of subspaces{M1,M2, . . . ,Mr } has the “strong CHIP” property. (This is an immediate consequence of the
proof of Example 10.5 in [13]). The strong CHIP property was shown to be a fundamental
property that arose in, for example, constrained interpolation [15,16], convex optimization [12],
various types of “regularity” and Jameson’s property (G) [6]. For more detail and references, see
the historical notes on pp. 283–285 of [13].
The cyclic projections algorithm for the subspaces {M1,M2, . . . ,Mr } is the algorithm that
generates, starting with any x ∈ H , the sequence
x0 := x, and xn := PM[n](xn−1) for each n ∈ N,
where [n] is the function “mod r” with values in {1, 2, . . . , r}. That is,
[n] = {1, 2, . . . , r} ∩ {n − kr | k = 1, 2, . . .}.
In particular, xnr = (PMr PMr−1 · · · PM1)n(x). In this terminology, the von Neumann–Halperin
theorem shows that, for each x ∈ H , the cyclic projections algorithm generates a sequence that
converges to PM (x).
One important corollary of the Dichotomy Theorem 4.4 is what we call the von Neumann–
Halperin dichotomy.
Theorem 6.4 (von Neumann–Halperin Dichotomy). Let M1,M2, . . . ,Mr be closed subspaces
of the Hilbert space H and M := ∩r1 Mi . Then exactly one of the following two statements holds.
(1)
∑r
1 M
⊥
i is closed. Then ((PMr PMr−1 · · · PM1)n) converges to PM linearly.
(2)
∑r
1 M
⊥
i is not closed. Then ((PMr PMr−1 · · · PM1)n) converges to PM arbitrarily slowly.
Proof. If
∑r
1 M
⊥
i is closed, then Fact 6.2 implies that there exists α ∈ [0, 1) such that
‖(PMr∩M⊥ PMr−1∩M⊥ · · · PM1∩M⊥)n‖ ≤ αn for each n ∈ N. (6.1)
However, by [13, Lemma 9.30, p. 218], we have the identity
(PMr∩M⊥ · · · PM1∩M⊥)n = (PMr · · · PM1)n − PM for each n ∈ N. (6.2)
Using (6.1) and (6.2) we deduce that
‖(PMr · · · PM1)n − PM‖ ≤ αn for each n ∈ N.
This proves statement (1).
If
∑r
1 M
⊥
i is not closed, then from Fact 6.2, it follows that
‖PMr∩M⊥ PMr−1∩M⊥ · · · PM1∩M⊥‖ = 1. (6.3)
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From this we can conclude that ‖(PMr∩M⊥ PMr−1∩M⊥ · · · PM1∩M⊥)n‖ = 1 for each n ∈ N. (For
otherwise, ‖(PMr∩M⊥ PMr−1∩M⊥ · · · PM1∩M⊥)n1‖ < 1 for some n1 ∈ N. Then Fact 6.2 would
imply that the sum of the n1 sums
∑r
1 M
⊥
i +
∑r
1 M
⊥
i + · · · +
∑r
1 M
⊥
i is closed. But this sum
of subspaces reduces to the single sum
∑r
1 M
⊥
i , which is non-closed by assumption, and this is
a contradiction.) Let
T = PMr∩M⊥ PMr−1∩M⊥ · · · PM1∩M⊥ .
Then T : H → H is linear, ‖T n‖ = 1 for each n ∈ N and, using the von Neumann–Halperin
theorem along with (6.2), it follows that T n(x)→ 0 for each x ∈ H . Now apply the Dichotomy
Theorem 4.4 to obtain statement (2). 
Remark 6.5. (1) For the special case of two subspaces (r = 2), this result was stated by
Bauschke et al. [5]. Bauschke et al. [7] found an error in the proof of [5] that invalidated the
proof of the theorem, but they showed that the theorem was nevertheless true by providing an
alternate proof. Briefly, the case of r = 2 in Theorem 6.4 was due to [5,7], established by a
substantially different and more involved proof than that given here.
(2) We suspect that when
∑r
1 M
⊥
i is not closed and φ ∈ O˜, then the x = xφ that satisfies
‖((PMr · · · PM1)n(x)− PM (x))‖ ≥ φ(n) for all n must in general be chosen from M⊥ \
∑r
1 M
⊥
i .
By a translation argument, we can easily generalize Theorem 6.4 to the case of affine sets.
Recall that a set V is affine if αx + (1− α)y ∈ V whenever x, y ∈ V and α ∈ R. Equivalently,
V is the translate of a (unique) subspace M : V = M + v for any v ∈ V . Indeed, M = V − V
(see, e.g., [13, Theorem 10.17, p. 247].)
Theorem 6.6 (Affine Sets Dichotomy). Let V1, V2, . . . , Vr be closed affine sets in the Hilbert
space H with V := ∩r1 Vi 6= ∅. Then exactly one of the following two statements holds.
(1)
∑r
1(Vi − Vi )⊥ is closed. Then ((PVr PVr−1 · · · PV1)n) converges to PV linearly.
(2)
∑r
1(Vi − Vi )⊥ is not closed. Then ((PVr PVr−1 · · · PV1)n) converges to PV arbitrarily slowly.
Proof. Let Mi := Vi − Vi (i = 1, 2, . . . , r), M = ∩r1 Mi , and fix any v ∈ V . Then
Vi = Mi + v (i = 1, 2, . . . , r). Recall (see, e.g., [13, Theorem 2.7(ii), p. 25]) that
PS(x) = PS−y(x − y)+ y
for any set S in H and any points x, y ∈ H . By repeated application of this fact, we can readily
deduce that
(PVr · · · PV1)n(x)− PV (x) = (PMr · · · PM1)n(x − v)− PM (x − v) (6.4)
for each x ∈ H , n ∈ N. It follows from this that ((PVr · · · PV1)n) converges linearly (respectively,
arbitrarily slowly) to PV if and only if ((PMr · · · PM1)n) converges linearly (respectively,
arbitrarily slowly) to PM . But by the von Neumann–Halperin dichotomy (Theorem 6.4), the
latter happens if and only if
∑r
1 M
⊥
i is closed. Since Mi = Vi − Vi , the theorem is now an
immediate consequence of Theorem 6.4. 
The following two corollaries will be useful for comparison to the results of Xu and Zikatanov
in Section 8. If in the von Neumann–Halperin dichotomy theorem one replaces each subspace
Mi by its orthogonal complement M⊥i and recalls the well-known facts that PM⊥i = I − PMi ,
M⊥⊥i = Mi , and ∩r1 M⊥i = (
∑r
1 Mi )
⊥ (see, e.g., [13]), then one obtains:
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Corollary 6.7. Let M1,M2, . . . ,Mr be closed subspaces in the Hilbert space H and let M :=∑r
1 Mi . Then exactly one of the following two statements holds.
(1)
∑r
1 Mi is closed. Then ([(I−PMr )(I−PMr−1) · · · (I−PM1)]n) converges to I−PM linearly.
(2)
∑r
1 Mi is not closed. Then ([(I − PMr )(I − PMr−1) · · · (I − PM1)]n) converges to I − PM
arbitrarily slowly.
By a proof analogous to that of Theorem 6.6, we obtain the following consequence of
Corollary 6.7 that is actually more general than Corollary 6.7.
Theorem 6.8. Let V1, V2, . . . , Vr be closed affine sets in H with V := ∩r1 Vi 6= ∅. Then exactly
one of the following two statements holds.
(1)
∑r
1(Vi − Vi ) is closed. Then [(I − PVr )(I − PVr−1) · · · (I − PV1)]n converges to I − PV
linearly.
(2)
∑r
1(Vi − Vi ) is not closed. Then [(I − PVr )(I − PVr−1) · · · (I − PV1)]n converges to I − PV
arbitrarily slowly.
7. Application to intermittent projections
In this section we give an application of the Dichotomy Theorem 4.4 to intermittent or
“almost” randomly ordered projections. Throughout this section H will always denote a Hilbert
space and M1, . . . ,Mr will be a collection of r closed subspaces in H with M := ∩r1 Mi .
Definition 7.1. A function σ : N → {1, 2, . . . , r} is called a random selection for {1, 2, . . . , r}
if for each n ∈ N, there exists N (n) ∈ N, N (n) > n, such that
{σ(n), σ (n + 1), . . . , σ (N (n))} = {1, 2, . . . , r}. (7.1)
The following is easy to verify.
Lemma 7.2. Let σ : N→ {1, 2, . . . , r}. Then the following statements are equivalent:
(1) σ is a random selection for {1, 2, . . . , r}.
(2) The range of σ is {1, 2, . . . , r} and σ assumes each value in its range infinitely often.
A random product of the projections PM1 , PM2 , . . . , PMr is the sequence (Sn), where
Sn := PMσ(n) PMσ(n−1) · · · PMσ(1) (n = 1, 2, . . .), (7.2)
and where σ is a random selection for {1, 2, . . . , r}.
Recall that a sequence (xn) in H is said to converge weakly to x ∈ H provided that
lim
n→∞〈xn, z〉 = 〈x, z〉 for each z ∈ H .
Fact 7.3 ([1]). If (Sn) is the random product of projections (7.2), then for each x ∈ H the
sequence (Sn(x)) converges weakly to PM (x).
For some far-reaching generalizations of Fact 7.3, see Dye et al. [18].
Apparently, it is still unknown whether or not the convergence in Fact 7.3 must be in norm.
However, when certain additional conditions are imposed on either the subspaces Mi or the
function σ , then norm convergence in Fact 7.3 is indeed guaranteed.
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One result along these lines is the following.
Fact 7.4 (Bauschke [3, Example 3.8]). Let (Sn) be the random product of projections (7.2). If∑
i∈J M⊥i is closed for each nonempty subset J of {1, 2, . . . , r}, then
lim
n
‖Sn(x)− PM (x)‖ = 0 for each x ∈ H.
We do not know whether Bauschke’s result 7.4 is valid under the weaker condition that only∑r
1 M
⊥
i be closed. However, with an additional condition on the function σ , then the answer is
affirmative.
Definition 7.5 ([4, Definition 3.18]). A random selection function σ : N → {1, 2, . . . , r} is
called an intermittent selection for {1, 2, . . . , r} if there exists N1 ∈ N such that, for each n ∈ N,
{σ(n), σ (n + 1), . . . , σ (n + N1)} = {1, 2, . . . , r}. (7.3)
Note that an intermittent selection is a random selection with the property that for each n ∈ N,
the N (n) that works in the definition of random selection does not depend on n, but is some fixed
N1 that works for all n.
An intermittent product of the projections PM1 , PM2 , . . . , PMn is the sequence (Sn), where
Sn := PMσ(n) PMσ(n−1) · · · PMσ(1) (n = 1, 2, . . .), (7.4)
and where σ : N→ {1, 2, . . . , r} is an intermittent selection for {1, 2, . . . , r}.
Note that if we define σ(n) := [n], where [·] is the function “mod r”, i.e.,
[n] := {n − kr | k = 0, 1, 2, . . .} ∩ {1, 2, . . . , r},
then the function σ satisfies the above hypothesis (with N1 = r − 1) and
Srn = (PMr PMr−1 · · · PM1)n (7.5)
is just the sequence of “cyclically” ordered projections that appeared in the von Neumann–
Halperin theorem of the preceding section.
We need the following fact, which generalizes the von Neumann–Halperin cyclic projections
theorem to intermittently ordered projections.
Fact 7.6 (Hundal and Deutsch [23, Subspace Case of Theorem 3.1]). Let σ : N→ {1, 2, . . . , r}
be an intermittent selection function, and let Sn be the intermittent product (7.4). Then
lim
n
‖Sn(x)− PM (x)‖ = 0 for each x ∈ H.
Theorem 7.7. Assume the hypothesis of Fact 7.6 with σ an intermittent selection. Then exactly
one of the following two statements holds:
(1)
∑r
1 M
⊥
i is closed; then (Sn) converges to PM linearly.
(2)
∑r
1 M
⊥
i is not closed; then (Sn) converges to PM arbitrarily slowly.
Proof. Note that, using property (7.3), we deduce
r∑
1
M⊥i =
nN∑
(n−1)N+1
M⊥σ(i) =
nN∑
i=1
M⊥σ(i) for each n ∈ N. (7.6)
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Let Ln := Sn − PM for each n ∈ N. By Fact 7.6, (Ln) converges to 0 pointwise. Also, using
some basic properties of projections (see, e.g., [13, Lemma 9.30, p. 218], we obtain
Ln = PMσ(nN ) PMσ(nN−1) · · · PMσ(1) − PM
= PMσ(nN ) PMσ(nN−1) · · · PMσ(1)(I − PM )
= PMσ(nN ) PMσ(nN−1) · · · PMσ(1) PM⊥
= (PMσ(nN ) PM⊥)(PMσ(nN−1) PM⊥) · · · (PMσ(1) PM⊥)
= PMσ(nN )∩M⊥ PMσ(nN−1)∩M⊥ · · · PMσ(1)∩M⊥ .
In addition, since Ln is a product of projections, it is easy to see that
‖Ln‖ ≤ 1 and ‖Ln+1(x)‖ ≤ ‖Ln(x)‖ for each x ∈ X and n ∈ N. (7.7)
We consider the following two cases.
Case i:
∑r
1 M
⊥
i is not closed.
By (7.6), we see that
∑nN
i=1 M⊥σ(i) is not closed for each n ∈ N. By Fact 6.2, it follows that‖Ln‖ = 1 for each n ∈ N. By the Lethargy Theorem 3.3, (Ln) must converge to 0 arbitrarily
slowly. Hence (Sn) converges to PM arbitrarily slowly.
Case ii:
∑r
1 M
⊥
i is closed.
By (7.6),
∑nN
i=(n−1)N+1 Mσ(i) is closed for each n ∈ N. For each m ∈ N, set
αm := ‖PMσ(m N )∩M⊥ PMσ(m N−1)∩M⊥ · · · PMσ((m−1)N+1)∩M⊥‖. (7.8)
By Fact 6.2 it follows that αm < 1 for each m, and
‖Ln‖ ≤ αnαn−1 · · ·α1. (7.9)
Note that αm only depends on the ordering of the N subspaces Mσ(m N ) ∩ M⊥, Mσ(m N−1) ∩
M⊥, . . . ,Mσ((m−1)N ) ∩ M⊥. Thus the set {αm | m = 1, 2, . . .} is finite. Letting α := maxm αm ,
it follows that α < 1 and ‖Ln‖ ≤ αn for each n. This shows that (Ln) converges to 0 linearly,
which implies that (Sn) converges to PM linearly. 
Remark 7.8. (1) It should be mentioned that statement (1) of Theorem 7.7 is also a consequence
of a result of Bauschke and Borwein [4, Theorem 5.7].
(2) Note that Theorem 7.7 is a generalization of the Von Neumann–Halperin Dichotomy
(Theorem 6.4).
8. Application to a Xu–Zikatanov Theorem
In their fundamental paper [33], Xu and Zikatanov wove a beautiful tapestry connecting the
method of alternating projections with the method of subspace corrections in a Hilbert space.
The method of subspace corrections is applied in the area of finite-element analysis and is also
referred to as domain decomposition or the multigrid method. We shall sharpen and refine one
of their two main results (viz., [33, Theorem 4.7]) by using the Dichotomy Theorem 4.4.
Let H be a Hilbert space, let V1, V2, . . . , Vr be closed subspaces of H , and let Ti : H → Vi
be bounded linear mappings satisfying the following two assumptions for each i = 1, 2, . . . , r :
(A1) The range of Ti is Vi and Ti |Vi : Vi → Vi is an isomorphism.
(A2) ‖Ti (x)‖2 ≤ ω〈Ti (x), x〉 for each x ∈ H and some constant ω ∈ (0, 2).
In particular, assumption (A2) guarantees that I−Ti is nonexpansive: ‖I−Ti‖ ≤ 1. (In the ap-
plications that are made in [33], the Ti may be regarded as approximations to the projections PVi .
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Typically, the Ti correspond to damped Jacobi, Gauss–Seidel, or successive overrelaxation meth-
ods applied at different mesh resolutions.)
Let
E := (I − Tr )(I − Tr−1) · · · (I − T1), (8.1)
Fix(E) := {x ∈ H | E(x) = x}, and (8.2)
N (Ti ) := {x ∈ H | Ti (x) = 0}. (8.3)
Fact 8.1 (Xu–Zikatanov [33, Lemma 4.4]).
M := Fix(E) =
r⋂
1
N (Ti ) =
r⋂
1
V⊥i , and (8.4)
V := M⊥ =
r∑
1
Vi . (8.5)
Fact 8.2 (Xu–Zikatanov [33, Theorem 4.6]). The following two statements are equivalent:
(1)
∑r
1 Vi is closed;
(2) ‖E PV ‖ < 1.
Next note the identities
En − (I − PV ) = En − PM = (E − PM )n = [E(I − PM )]n
= (E PM⊥)n = (E PV )n . (8.6)
The second equality En − PM = (E − PM )n follows from the fact that PM E = PM = E PM ,
which in turn is a consequence of the (not obvious) fact that Ti = Ti PVi = PVi Ti (see [33, Eq.
(2.10)]), and hence that PM Ti = PM PVi Ti = 0 and Ti PM = Pi PVi PM = 0 for all i since
PVi PM = 0 = PM PVi .
Fact 8.3 (Xu–Zikatanov [33, Theorem 4.7]).
lim
n→∞ ‖E
n(x)− (I − PV )(x)‖ = 0 for each x ∈ H, (8.7)
or equivalently,
lim
n→∞ ‖(E PV )
n(x)‖ = 0 for each x ∈ H. (8.8)
Since ‖E PV ‖ ≤ 1, it follows from the Dichotomy Theorem 4.4 and Facts 8.2 and 8.3 that we
obtain the following dichotomy pertaining to the Xu–Zikatanov theory.
Theorem 8.4 (Xu–Zikatanov Dichotomy). Exactly one of the following two statements holds.
(1)
∑r
1 Vi is closed. Then (E
n) converges to (I − PV ) linearly.
(2)
∑r
1 Vi is not closed. Then (E
n) converges to (I − PV ) arbitrarily slowly.
We should note that this result is somewhat more general than Theorem 6.8 since here the Ti
need not be equal to PVi , but need only be a certain kind of approximation to PVi .
9. Further applications
A Google search for the term “arbitrarily slow convergence” brings up hits in the areas of
probability and statistics (density estimation [17], the central limit theorem [28], and Gibbs
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sampling [19]) and numerical methods for linear inverse problems [30]. The Lethargy Theorem
and arguments similar to the proof of the Lethargy Theorem can be used to reproduce many
of the arbitrarily slow or almost arbitrarily slow convergence results for these applications.
Unfortunately, our proofs are lengthy so they are not included here.
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