Abstract. Critical loads are the basis for policies controlling emissions of acidic substances in Europe. The implementation of these policies involves large expenditures, and it is reasonable for policymakers to ask what degree of certainty can be attached to the underlying critical load and exceedance estimates. This paper is a literature review of studies which attempt to estimate the uncertainty attached to critical loads. Critical load models and uncertainty analysis are briefly outlined. Most studies have used Monte Carlo analysis of some form to investigate the propagation of uncertainties in the definition of the input parameters through to uncertainties in critical loads. Though the input parameters are often poorly known, the critical load uncertainties are typically surprisingly small because of a "compensation of errors" mechanism. These results depend on the quality of the uncertainty estimates of the input parameters, and a "pedigree" classification for these is proposed. Sensitivity analysis shows that some input parameters are more important in influencing critical load uncertainty than others, but there have not been enough studies to form a general picture. Methods used for dealing with spatial variation are briefly discussed. Application of alternative models to the same site or modifications of existing models can lead to widely differing critical loads, indicating that research into the underlying science needs to continue.
Introduction
Critical loads are defined as "a quantitative estimate of an exposure to one or more pollutants below which significant harmful effects on specified sensitive elements of the environment do not occur according to present knowledge" (Nilsson and Grennfelt, 1988) . Broadly this means the amount of pollutant deposition some part of the environment can tolerate without harm. Critical loads have been extensively used, in Europe particularly, as an aid to developing policy on the control of atmospheric sulphur and nitrogen emissions. For instance, the United Nations Economic Commission for Europe (UNECE) 1999 Protocol to Abate Acidification, Eutrophication and Ground Level Ozone (UNECE, 1999) and the Emission Ceilings Directive of the European Union (EU, 2001) both used critical loads as their basis. Critical loads are also used and are being considered for use on a smaller scale, within countries for instance, to address questions such as whether sites of nature conservation importance are adequately protected against atmospheric deposition (e.g. Bull et al., 2001) . The cost of emission control measures required by all these legislative measures runs into billions of Euros (e.g. IIASA and AEAT, 1999) , and it is thus reasonable for policymakers to ask what degree of uncertainty is attached to the underlying critical load estimates. This paper and its companion (Skeffington et al., 2005) summarize the results of part of a study commissioned by the Environment Agency (England and Wales) into the use of critical loads coupled with atmospheric trajectory models as a method of assessing pollutant effects. The results of the whole study are available as a report (Abbott et al., 2003) . This paper is a critical literature review of previous studies which attempt, formally or informally, to estimate the uncertainty attached to critical loads. Formal uncertainty and sensitivity analyses are discussed first, followed by less formal approaches. Though there have been a number of these studies, they are scattered through the literature and often buried in other papers, and it is hoped that the review will help progress this important topic. The companion paper is a case study of a particular site in the UK in which an attempt is made to estimate as accurately as possible the effects of parameter uncertainty on the various calculated critical loads, and to assess the implications for environmental regulation.
Definitions and Methodology

CRITICAL LOAD MODELS
The calculation of critical loads for acid deposition or nitrogen deposition has become complex and ingenious, and is described in detail in journal articles (e.g. Sverdrup and DeVries, 1994; Skeffington, 1999; Henriksen and Posch, 2001 ); special issues (e.g. WAPO, 2001 ) and reports from the European Co-ordination Centre for Effects (Posch et al., , 2003 Hettelingh et al., 2004) and national reports (e.g. Hall et al., 2004 , for the UK). Only a brief outline can be given here to aid understanding of the later sections. Critical load methods fall into the two broad categories of empirical and mass balance approaches. Empirical methods are based on experimental and field evidence (where available) of how ecosystems respond to deposition. In the mass balance approach, the long term chemical inputs and outputs (affecting acidity or nitrogen) are calculated, and the critical load is said to be exceeded when an output parameter, the critical chemical criterion, is breached. The chemical criterion is chosen to reflect a change in the ecosystem which would lead to damage. For soils, the Steady-State Mass Balance (SSMB) Model (Sverdrup and De Vries, 1994 ) is used. The critical chemical criterion is normally the calculated ratio of (calcium + magnesium + potassium) to aluminium in the soil solution. For waters, the critical load model currently used is the First Order Acid Balance (FAB) Model (Henriksen and Posch, 2001) , but this is a development of the earlier Steady State Water Chemistry (SSWC) Model (Henriksen et al., 1992) which is the water critical load model used in all uncertainty analyses so far published (see below). Here the critical chemical criterion is the calculated Acid Neutralising Capacity (ANC). Both the SSMB and SSWC Models are steady-state models, which calculate conditions at equilibrium. More flexible are dynamic models such as MAGIC, SAFE and SMART (see UNECE, 2004: Ch. 6 ) which can predict the response of the critical chemical criterion over time, but the assessment of uncertainty of critical loads derived from these is in its infancy (e.g. Foster et al., 2001) .
The essential parameters required by the SSWC and SSMB Models are shown in Table I (though there are variations of both models). If exceedance of the critical load is to be calculated, then deposition of sulphur, oxidised N and reduced N are required as well. Each of these parameters comes with considerable uncertainty and has to be estimated for a large number of ecosystems (>850,000 in the 2004 European database, (Hettelingh et al., 2004) ). Few of these ecosystems have measurement data available. It might be thought a priori that the resulting overall uncertainties in the calculated critical loads would be too large for the calculations to be meaningful for policymaking. Hence a thorough analysis of uncertainty is essential.
UNCERTAINTY ANALYSIS
There are a number of definitions of an uncertainty analysis (e.g. Morgan and Henrion, 1990: p.172; Barkman, 1997) , but it is here defined as a study in which there is a systematic attempt to explore the range of variation in an output variable (critical loads in this case) generated by quantified uncertainty in data inputs and model parameters. Clearly uncertainty analysis defined in this way does not encompass all the sources of uncertainty for critical load calculations. Taxonomies for the various kinds of uncertainty found in environmental modelling have been developed by a number of authors (e.g. Funtowicz and Ravetz, 1990; Morgan and Henrion, 1990) . Barkman (1997) proposed a multi-level classification scheme for uncertainties in the critical load concept. Taxonomies of uncertainty differ in detail, but they all recognize sources of error in addition to random errors in measurements and natural variation in environmental quantities, which are the normal focus of uncertainty analysis. Some other sources of uncertainty are outlined below. Critical load models, like all models, are inevitably simplifications of natural systems. This simplification leads to what Morgan and Henrion (1990) called "approximation uncertainty". Different experts may disagree over what to include and how to parameterise what is included. The effects of this can be assessed to some extent by comparing the outputs of different model formulations. The choices made when developing models thus involve value judgements and investigator bias, regarded by Barkman (1997) as part of the systematic error. Systematic errors also arise from bias in measuring instruments. Systematic errors can be reduced by critical analysis by the investigator or others (e.g. peer review) but can never be eliminated. Estimation of systematic error involves expert judgements, and historical studies show that even for simple physical quantities, systematic error is generally underestimated (Henrion and Fischhoff, 1986) . Unknown processes cannot of course be incorporated into models, but may nevertheless be important. Barkman (1997) called this the epistemological level of uncertainty, and it is by definition unquantifiable. All these types of uncertainty contribute to the overall uncertainty in the calculated critical loads. The analyses described below inevitably deal only with the quantifiable aspects of uncertainty, and this should be borne in mind.
An important part of uncertainty analysis is sensitivity analysis. This is an analysis of the extent to which changes in input variables affect changes in outputs. Traditionally this was done by varying input variables one at a time while keeping the others constant -this is referred to as single parameter sensitivity analysis below. There are however techniques for investigating the sensitivity of all parameters simultaneously as part of an overall uncertainty analysis, as described below. Sensitivity analysis can be used to measure which model parameters make the greatest contribution to uncertainty in the final critical loads, and hence where it is best to direct research to reduce critical load uncertainties. Parameters which turn out to have little influence can be accepted as they are, even though they themselves may be very uncertain.
The most frequently utilised technique for uncertainty analysis is Monte Carlo simulation (e.g. Rubinstein, 1981) . In crude Monte Carlo simulation, the data input or model parameter values are sampled at random from a frequency distribution. The nature of the distribution reflects knowledge of the particular parameter: it may be known to be approximately normal or log-normal, for instance. More often in ecological modelling there is little or no knowledge of the parameter distribution, and in these cases a triangular distribution is used where it is felt a central value is more likely, or a uniform distribution, where all values are equally probable, if there is no clear information. The choice of distribution thus introduces a subjective element into the analysis. Parameter values are chosen at random from the appropriate distribution, and the model is run many times, typically hundreds or thousands, with a new set of parameters each time. This generates a distribution of output values. Values can be discarded if they do not meet a set of criteria, if there is some knowledge or expectation of what the output values ought to be. Otherwise the range and distribution of output values are taken to reflect the uncertainty of the model outputs. Monte Carlo analysis has a long history in the environmental sciences: for instance Whitehead (1979) applied it to river and estuarine systems and found it useful for evaluating process interactions as well as placing uncertainty bounds round model forecasts.
There are various more sophisticated versions of Monte Carlo analysis. The crude analysis described above does not preserve any covariance in the input parameters. Such intercorrelation can be taken into account, which will tend to decrease the variation in the outputs (Barkman, 1997) , but the parameterisation of this co-variation is itself uncertain and error-prone. There are more efficient sampling methods, such as Latin Hypercube Sampling (e.g. Morgan and Henrion, 1990) in which input parameter distributions are divided into equiprobable intervals which are sampled once only. This reduces the number of model runs required to define an output with a given uncertainty. For simple models such computational efficiency is less important than it used to be: for instance the 1000 scenarios run for each analysis by Skeffington et al. (2005) took less than 30 s on a laptop computer. Latin hypercube sampling should also lead to somewhat more accurate values for the output mean and variance, but precision statistics for the outputs are harder to compute as inputs are no longer completely independent (Morgan and Henrion, 1990) . Crude Monte Carlo analysis therefore seems adequate for the moment for the purpose of assessing uncertainty in critical loads.
Full Uncertainty Analyses
CRITICAL LOADS FOR SOILS
The most comprehensive set of uncertainty analyses for critical load models are those of Barkman and colleagues at the University of Lund, Sweden (Barkman et al., 1995; Barkman, 1997; Barkman and Alveteg, 2001a,b) . These studies consist of an uncertainty analysis of the PROFILE Model as used to determine critical loads in Southern Sweden. Critical load determination by PROFILE is in principle the same as by the Steady State Mass Balance (SSMB) Model, PROFILE providing a mechanism for calculating the weathering rates required by the SSMB Model from soil mineralogy and other soil properties. PROFILE also allows separate calculation of the reactions of different soil layers. In this multi-layer approach, additional nutrient circulation parameters (base cations and nitrogen in litterfall) have to be supplied which may have both direct and indirect effects on the calculated critical load.
In his studies, Barkman used Monte Carlo analysis on two sets of data from forest plots in S. Sweden. For the first analysis (Barkman et al., 1995) values were sampled from triangular or uniform distributions of 30 of the model's 100 input parameters (see shortened version in Table II ). The model was applied 500 times to each of the 128 sites, and the distribution of output uncertainties of 100 of these was approximately normal and thus suitable for the application of parametric statistics. The pooled standard deviation of the critical load for all 100 sites was 0.19 keq ha −1 yr −1 on a median of about 1.0 keq ha −1 yr −1 , though individual means and standard deviations varied considerably. The pooled standard deviation of the exceedance was 0.31 keq ha −1 yr −1 on a median of about 1.5 keq ha −1 yr −1 . A major interest of this study is that it allowed estimates of the uncertainties of critical load exceedance to be made on a regional basis.
In the second study, Barkman (1997) studied 67 forested sites in a small area (392 km 2 ) of S. Sweden. Monte Carlo analysis was applied to PROFILE as before, using slightly different uncertainty ranges and allowing for some covariance in deposition parameters. For coniferous forests, the pooled standard deviation of the critical load was 0.32 keq ha −1 yr −1 (range 0.13-0.61) on a median of 0.9 keq ha −1 yr −1 . The standard deviation clearly increased with the mean, implying a roughly constant coefficient of variation (CV) of about 36%. For deciduous forests, the pooled standard deviation of the critical load was 0.45 keq ha −1 yr −1 (range 0.15-0.72) on a median of 1.8 keq ha −1 yr −1 , though here the CV was less constant at 20-30%. For exceedance the standard deviation was again higher at about 0.5 keq ha
for both forest types. Barkman and Alveteg (2001a) investigated the sources of data uncertainty in weathering rates, critical loads and exceedances for 1883 forest sites in Sweden using Monte Carlo analysis and the PROFILE Model. Monte Carlo analysis was performed on the whole data set, and compared with a repeated analysis with a subset of input parameters held constant. There were six subsets covering atmospheric 
Parameter abbreviations as in Table I . Notes 1 Zak et al. (1997) , Barkman (1997) deposition; stand characteristics such as base cation uptake; soil mineral content; soil physical properties; soil solution chemistry and solution chemistry including uncertainty in the critical limit. Soil physical properties were the dominant contributor to uncertainty in weathering rate, but for critical load and exceedance calculations the major source of uncertainty was the critical limit -i.e. the assumed Bc/Al ratio. This was especially true in the north of Sweden, but in the south, atmospheric deposition and stand characteristics tended to be most important. The authors suggest that a practical strategy for reducing critical load uncertainties should concentrate on narrowing uncertainty in deposition and nutrient cycling, because the critical limit is intrinsically difficult to evaluate. In a related study, Barkman and Alveteg (2001b) considered the effects of uncertainty on a nationwide critical load assessment. Grouping their site data into 150 km EMEP grid cells, they calculated median and 95% confidence intervals for each grid cell using Monte Carlo analysis of the individual sites. At 95% confidence, the critical loads of most grid cells were not distinguishable -in fact the only significant differences among the 35 grid cells were between two cells with low critical loads and two cells with high critical loads. (In the UK, with its more varied geology, probably no cells would be significantly different). Reaggregation onto the EMEP 50 km grid made it possible to differentiate the critical loads on more squares, but even so on 70% of the grid squares it was uncertain whether the critical load was exceeded or not within the confidence intervals calculated.
However, Barkman and Alveteg (2001b) realised that, if uncertainties were not included, the 95-percentile would be a site-specific value (the most sensitive site if there were up to 40 sites in the grid square) and hence vulnerable to the random inclusion or omission of a single site. They argued that since the uncertainty analysis showed that many sites could in fact be the fifth percentile, it was more robust to construct confidence limits on the percentiles rather than the individual sites. Barkman and Alveteg (2001b) thus treated the Monte Carlo analyses on all the sites in a given grid square as independent estimates of the CDF, enabling them to calculate confidence intervals for each CDF percentile. This modification reduced the median critical load for all the EMEP 150 squares in their study, and narrowed the confidence interval for 90% of them, sometimes considerably. The 95-percentile exceedance was increased on all but three of the grid squares, and the confidence intervals of exceedance were reduced on all squares. This important mechanism for narrowing confidence intervals was also used by Suutari et al. (2001) on the whole integrated assessment process (see below). Zak et al. (1997) and Zak and Beven (1999) also performed an uncertainty analysis of critical load estimation using PROFILE, but with very different results. They used a technique called Generalised Likelihood Uncertainty Estimation (GLUE) which is based on Monte Carlo techniques and was originally developed (Beven and Binley, 1992) to assess the predictive capability of distributed hydrological models. GLUE recognizes that it is not possible to identify unequivocally a set of parameters as being optimal for an environmental model. Quite different sets of parameters might be essentially equivalent as simulators of a system, a concept which they call equifinality. Hence GLUE does not attempt to optimise on a single set of parameters but a set of behavioural criteria (not specified very clearly in the papers). Zak et al. (1997) calculated the uncertainty of the critical load for a small catchment at the Plynlimon research site in mid-Wales. Monte Carlo variation was applied to 10 sets of parameters within the PROFILE model. Distributions were uniform ±20%. The "best" 20% of 60,000 simulations were retained. The median critical load was 1.07 keq ha −1 yr −1 , and the 90% confidence range was 0.27 to 1.87 keq ha −1 yr −1 . This range is similar to the range in the geographical variation in total S deposition to the UK (NEGTAP, 2001) . A set of 6 field measurements was compared with the range of estimates derived from the model: only 3 of the 6 fell within the uncertainty ranges in the simulation. Zak et al. (1997) concluded from this that there were significant deficiencies in the model structure or boundary conditions applied or both. Zak and Beven (1999) re-applied the GLUE methodology to critical load estimation by PROFILE at the same catchment but varied a wider range of parameters, and also applied it to a further 4 research catchments. The median and 90% confidence range altered a little to 1.20 (0.24-1.82) keq ha −1 yr −1 . Corresponding figures (in keq ha −1 yr −1 ) for the other sites were 0.92 (0.32-1.34) for Aber in N. Wales; 3.12 (2.60-3.58) at Uhlirska in the Czech Republic; and 0.80 (0.29-1.34) at Fårahall in Sweden. The official critical loads for coniferous forest in the area round Aber were estimated to be about 2.1 keq ha −1 yr −1 in 1998 (quoted in Zak and Beven, 1999) , but in the 1.0 to 2.0 range in 2001 (Hall et al., 2001a) . For the fifth site (Alice Holt Lodge in Hampshire) none of the 60,000 Monte Carlo runs gave an "acceptable" simulation of the data, showing according to Zak and Beven (1999) that PROFILE was inappropriately structured or parameterised for this site. The site has a clay soil, and PROFILE has been observed to give poor results for such soils in other studies (e.g. Van der Salm, 2001 ). However, it has to be recognised that PROFILE is a steady-state model which predicts soil conditions at long-term equilibrium (Warfvinge and Sverdrup 1992) . It does not explicitly state anything about current soil conditions, which may well be far from equilibrium, and hence it is not necessarily valid to condition model runs on current soil chemistry, as the studies by Zak et al. (1977) and Zak and Beven (1999) apparently did. Critical load exceedance using the steady-state models is a prediction that problems will eventually occur rather than that they are necessarily occurring now -a major problem for validating critical loads against observed data (Skeffington, 1999) .
The results with GLUE are perhaps discouraging in that they generated a wide uncertainty range from application of fairly narrow uncertainty bands to only about 10% of model parameters, especially given that these are research catchments where many input variables are known with greater certainty than is generally the case. Hettelingh and Jansen (1993) applied Monte Carlo analysis (using Latin hypercube sampling) to the SSMB Model for forest soils in the whole of Europe. They used the European background database available at the time, which was at a resolution of 1
• longitude ×0.5
• latitude, to generate statistics and distributions for all the input data parameters for all of Europe and for three regions: North, Middle and South. The Monte Carlo runs showed that the overwhelming contribution to uncertainty in the acidity critical load was uncertainty in weathering rate -from 87 to 94% depending on region and forest type. Runoff volume and base cation deposition made small contributions to uncertainty and no other parameter was of any significance. The sensitivity of the critical deposition (the deposition which just meets the critical load) to a 1% change in the value of each parameter relative to its mean was also computed. For this statistic also there was greatest sensitivity to weathering rate, but runoff, base cation deposition and nitrogen uptake were also important, and various other parameters were significant. There were understandable regional differences, with runoff being relatively more important in the North, and base cation deposition in the Middle and South. In this analysis, it was possible to define mean values and distributions for the input parameters objectively, without expert judgement, but only by assuming that the estimates in the database were made without error. Hence the uncertainty analysis is essentially concerned with natural variation in the input parameters on a European scale, and not systematic or random variation in estimates of those parameters. The variation in weathering rate over Europe is large due to variation in geology -the coefficient of variation calculated was 119%, whereas variation in other parameters was smaller (e.g. CVs of 61% and 53% for coniferous nitrogen and base cation uptake respectively). On a smaller scale, with less variable geology, the pattern of sensitivity may be very different. Suutari et al. (2001) undertook an analysis of the uncertainty of the whole integrated assessment process used in the negotiation of national emission limits. As part of this, they applied Monte Carlo analysis to most of the parameters in the SSMB equation, using the ranges specified in Table II . These ranges were derived from estimates by the German and Austrian national focal centres (for critical load calculation) -how these ranges were estimated was not stated. After 2000 Monte Carlo runs, the CVs of the CL max S values were 22% for the German data and 25% for the Austrian. The CVs for CL min N were 7.5% and 8.8%, and for CL max N 12.5% and 17.5% respectively. These results illustrate a phenomenon Suutari et al. (2001) call compensation of errors, because the range of uncertainty of the results is narrower than the uncertainty range of most of the input parameters. This occurs when it is assumed that the input parameters are uncorrelated (as they were in this case apart from base cation and nitrogen uptake). The phenomenon leads to remarkably narrow uncertainty ranges for the whole integrated assessment process (see Suutari et al., 2001; Posch et al., 2001) .
The study by Suutari et al. (2001) illustrates an important question that need to be asked about such uncertainty analyses: how were the ranges in input variables derived? As in many of the papers reviewed, the answer appears to be "expert judgement" rather than any objective process. Attempts in the literature to evaluate the uncertainty ranges of some of these parameters tend to result in much wider ranges than those used. For instance, Suutari et al. (2001) used an uncertainty of ±10% for the (Bc/Al) crit parameter (i.e. the range used in the Monte Carlo analysis was probably 0.9 to 1.1). Cronan and Grigal (1995) reviewed the use of the Ca/Al ratio as an indicator of vegetation damage, and suggested that a range of 1.0 ± 50% would give 50% confidence that vegetation damage was occurring. There have been far fewer studies of Bc/Al ratios as an indicator (where Bc is Ca + Mg + K) and hence the uncertainty range might be expected to be still wider. Hettelingh and Jansen (1993) derived a log-normally distributed range of 0.1 to 10, with a CV of 120% from the European database for forest soils. Weathering rates provide another example of apparent underestimation of input uncertainty in the study by Suutari et al. (2001) . The German national focal centre estimated the range in weathering rates as ±20% and the Austrian ±40%. After a study of weathering rate calculation by PROFILE, Hodson et al. (1997) estimated the uncertainty range as ±250%. Van der Salm (2001) found PROFILE overestimated weathering on some Dutch soils by a factor of 7 when not calibrated on laboratory data, and by a factor of 95 when it was calibrated. A range of ±40% seems small compared to these estimates. Going outside Europe, an interesting Monte Carlo analysis of SSMB critical loads from some sites in China was performed by Larssen et al. (2000) . The parameter ranges chosen and resultant critical loads with 90% confidence intervals are shown in Table III . The critical loads are very high, partly because of large amounts of base cation deposition. It is not possible to calculate coefficients of variation from the data presented, but using the statistic in the bottom row of the table (which will be a little higher than a conventional CV) the variation ranges from 27 to 50% of the median. Larssen et al. (2000) also modelled these sites using the MAGIC model. Using only parameter ranges which gave acceptable simulations in MAGIC to re-run the Monte Carlo analysis of the SSMB Model for two of these sites (final two columns of Table III) reduced the 90 percentile range at one site (LGC) but not the other (TSP). MAGIC is a dynamic model which is calibrated on current measurements, and hence this procedure will constrain the range of possible inputs and be likely to lead to narrower uncertainty ranges than unconstrained Monte Carlo analyses of the SSMB and PROFILE. Though the results will not be directly comparable, use of dynamic models in this way may be one way to reduce input parameter uncertainties in Monte Carlo analyses of steady-state models. Kämäri et al. (1993) using methods detailed in Posch et al. (1993) employed the SSWC Model (see above) to estimate the critical loads for S and N for lakes in Finland. As part of this study they performed a Monte Carlo uncertainty analysis with realistic uncertainty ranges for the input parameters. They displayed the results as cumulative distribution functions of the median critical loads, with 5% and 95% confidence limits, for every 150 km grid square in Finland. The uncertainty ranges in the input parameters were designed to reflect both parameter uncertainty and spatial variation. There was considerable variation in the pattern and uncertainty range of the critical load between grid squares, but overall uncertainty was not large, visually about ±20% of the median.
CRITICAL LOADS FOR WATERS
Aherne and Curtis (2003) performed a limited sensitivity analysis on the SSWC Model as applied to Irish lakes. They used national data to estimate the variation in nitrate, sulphate and base cation concentrations, and also runoff amounts, and applied Monte Carlo techniques to estimate the sensitivity of the critical load to these parameters. The critical load was far more sensitive to base cation concentration than the other parameters. Base cation concentrations are central to the SSWC Model, being used effectively to estimate weathering rates among other variables, so this result has parallels with the findings of Hettelingh and Jansen (1993) for the SSMB Model quoted above.
UNCERTAINTIES IN EXCEEDANCE
Bak (2001) investigated the influence of uncertainty and natural variation within a grid square in both critical loads and deposition on exceedance of critical loads in Denmark. For most ecosystems, including this uncertainty compared with using default values for deposition increased exceedance considerably, e.g. from 4% to 38% of the total area in oak forests. Heywood et al. (2002) studied the influence of uncertainties in S and N deposition alone on UK critical load exceedance, using Monte Carlo analysis. Deposition was assumed to vary by ±40%, and S and N were analysed together and separately. This variation had a considerable and non-linear effect on exceedance with area exceeded in the year 2010 varying from +35% and −50% of the deterministic value. Accumulated exceedance varied within wider limits, between +100 and −75% of the deterministic value. Although the medians of these distributions were lower than the deterministic values (i.e. a smaller area of exceedance) use of a 95% confidence interval would lead to more pessimistic estimates than those currently used by policymakers -a 35% increase in area exceeded, for example.
Single Parameter Sensitivity Analyses
In contrast to uncertainty analyses, single parameter sensitivity analyses look at the sensitivity of the output variable to changes in one input variable, usually with the others held constant. Sensitivity analyses should be part of an uncertainty analysis, but are more common than the latter because they are less technically demanding. Hall et al. (2001b) conducted a limited sensitivity analysis of the SSMB equation as used in the UK. Reducing the (Ca/Al) crit value from 1.5 to 1.0 to 0.5 altered the mean critical load from 1.77 to 1.96 to 3.11 keq ha −1 yr −1 respectively, and doubled the range between the absolute maxima and minima. In a parallel investigation, Hall et al. (2001c) investigated the effect of altering the gibbsite equilibrium constant K gibb on SSMB critical loads. K gibb governs the relationship between H + and Al 3+ concentrations in soil water, and thus has a strong effect on predicted base cation/aluminium ratios in the soil solution. Altering K gibb through the range recommended in the Mapping Manual (UBA, 1996) for different soil types altered the mean UK critical load from 3.2 to 1.8 keq ha −1 yr −1 . Hall et al. (2001b,c) also studied the effect of using different critical load criteria on critical loads calculated by the SSMB. These criteria are all used by different European countries (Hall et al., 2001c) (Hall et al., 2001b,c) . Wilby (1995) investigated the sensitivity of critical loads to climate change, which he did by altering the amount of annual runoff assumed in the critical load model (which was MAGIC), using observed values for the Beacon Hill Catchment near Loughborough, UK for each of the 6 years between 1984 and 1990. The calculated critical load for the wettest year (0.60 keq ha −1 yr −1 ) was almost double that of the driest (0.35 keq ha −1 yr −1 ). This is possibly an unusually wide range, as the critical load model used (attainment of a target Al concentration in surface waters) is strongly non-linear, and the catchment has a low runoff/rainfall ratio compared to most upland catchments. Thomas and Reynolds (1998) investigated the sensitivity of critical loads as calculated by the SSMB to changes in all input parameters, using data ranges characteristic of the Welsh uplands. They observed what they called instabilities, regions of the parameter space where critical loads changed very rapidly in response to small input parameter changes. Typically these responses were non-linear and occurred just past a zero response threshold. The critical load response may be surprisingly large if changing a parameter causes one of these regions to be crossed, but the behaviour is not strictly unstable, or an unrealistic representation of the behaviour of real systems.
Two studies by the Stockholm Environment Institute (Kuylenstierna et al., 2001a,b) examined the effects of alternative assumptions about values of critical loads derived from rough estimates of weathering rates and soil parameters. They divided the critical load into 5 sensitivity classes, and used these to generate two ranges: a "low" range with default critical loads and a "high" range where the critical load values were double those of the low range. Similar assumptions were made about base cation deposition. Kuylenstierna et al. (2001a) applied this methodology to critical loads and exceedances on a global scale, showing that it made a considerable difference to exceedance in Asia in particular whether the high or low ranges were chosen. Kuylenstierna et al. (2001b) applied the same approach to Asian countries alone, providing some more quantitative results. The difference in area exceeded between the best case scenario (high critical loads, base cation deposition, low emissions) and worst case (the converse) was 54%. These results obviously depend on the values chosen, but illustrate the range of results generated by credible assumptions. Estimating weathering rates on a global scale is also problematic: better estimates would result in less uncertainty in critical load estimates. Aherne and Curtis (2003) investigated the sensitivity to certain input parameters of aquatic acidity critical loads for lakes in Ireland, as calculated by the SSWC model. Neither varying the equation for calculating pre-industrial sulphate concentrations, nor changing one parameter involved with defining the relationship between change in sulphate and change in base cations had much effect on critical load exceedance. Altering the critical load criterion (limiting ANC value) within the limits suggested for other ecosystems did however have a significant effect. For instance, changing the ANC limit from 0 µeq L −1 to 40 µeq L −1 increased the percentage of exceeded lakes from 4.7 to 14.8.
There are various other sensitivity analyses which deal with the effect of input parameters on key elements in critical load calculation, rather than critical loads themselves. For instance, Zak et al. (1997) performed a sophisticated sensitivity analysis of base cation/aluminium ratio calculation by PROFILE, showing at the Plynlimon site that it was very sensitive to K gibb but not much to other parameters. Goulding and Blake (1993) showed that K gibb had a large effect on soil acidification calculation by PROFILE. Weathering calculation is affected by a number of soil physical parameters, being sensitive particularly to assumed mineral surface area (Hodson et al., 1997) . Hodson and Langan (1999a,b) considered the uncertainty with which current weathering rates are known or can be calculated, and concluded that it was currently impossible to derive accurate critical loads for acidity as weathering rates were so uncertain. Kros et al. (1999) estimated uncertainty in predictions of two soil acidification variables (Al 3+ and NO − 3 concentrations) using the dynamic model SMART2 applied to The Netherlands. Monte Carlo techniques were applied both to uncertainty in the model input parameters and in categorical inputs (soil and vegetation maps). Uncertainty in the categorical variables was the largest contributor to uncertainty in NO − 3 concentrations, whereas uncertainty in soil-related parameters dominated prediction of Al 3+ . Though this paper does not mention critical loads explicitly, it can provide a model for studies estimating uncertainties in critical loads on a regional scale.
Multiple Model Applications
Another approach to evaluating uncertainties is to apply different critical load models to the same site or range of sites. Holdren et al. (1993) pioneered this approach, applying several versions of the SSWC Model and MAGIC to 762 lakes from the NE USA. The models showed the same general trends but differed quantitatively, the maximum difference observed being 1.71 keq ha −1 yr −1 , roughly comparable to the maximum S deposition in this area. Holdren et al. (1993) used two different methods of calculating the "F" parameter from the SSWC Model (see Table I ). Though both methods were thought reasonable, the critical loads resulting from the two sets of predictions were essentially uncorrelated. Holdren et al. concluded that risk managers rather than risk assessors should make the decisions about the magnitude and timing of emission reductions -i.e. the uncertainties implied that it was not just a problem in applied mathematics. Anderson et al. (1998) applied different methods to the Gårdsjön experimental area in Sweden. Six different methods were applied to the coniferous forest at the site -the resulting range in critical loads for acidity was 0.20-1.07 keq ha −1 yr −1 . Nine different methods were applied to the lake: the resulting range was 0.02-0.74 keq ha −1 yr −1 . Some of this variation was due to the use of different criteria for estimating endpoints. This is one of the few sites where there is enough field evidence to estimate the "true" critical load for acid deposition to waters at least, which was 0.1-0.44 keq ha −1 yr −1 . Kurz et al. (2001) applied SAFE (the dynamic version of PROFILE) to 600 forest sites in Switzerland, and compared the results from those with steady-state models. The scenario run was the Gothenburg Protocol (UNECE, 1999), and the critical limit a Bc/Al of 1. At a scale of 150 km this reduced the percentage of Swiss forest ecosystems with exceeded critical loads from 41% to 4% by the year 2010. These values were 63% to 16% if the assessment was performed on a 1km scale using the SSMB Model. The dynamic model however predicted 45% exceedance in 1995 reducing to only 39% by 2010 and 32% by 2100. The implication was that most of these soils will eventually reach the critical limit, but not for a very long time (perhaps millennia).
Changes in Model Structure
Van der Salm and de Vries (2001) investigated the effect of some changes in the structure of the SSMB to critical loads in The Netherlands. Weathering was made pH-dependent. This is theoretically more correct, but means the equation can only be solved iteratively. This modification increased the median critical load from 0.23 keq ha −1 yr −1 to 0.45 keq ha −1 yr −1 . The increase was especially marked for clay soils, which acquired much higher (and more credible) weathering rates. The gibbsite equilibrium was replaced by empirically-observed relationships between Al and pH differentiated by soil type. It has long been known that the gibbsite equilibrium does not describe field data very well, and modification has often been suggested, but this is the first practical application of this. This modification alone increased the median critical load for forest soils from 0.27 to 0.39 keq ha −1 yr −1 . Another criterion was added to the model, so that soils were also protected against a reduction in base saturation. This hardly affected the median critical load in The Netherlands, but decreased its value on the more base-rich soils considerably. For instance, the 95-percentile critical load decreased from 15.4 to 5.5 keq ha −1 yr −1 . This study illustrates that theoretically reasonable changes to critical load model structures can cause very large alterations in critical load. Feng (2000a,b, 2001 ) developed a new sensitivity classification which they claimed was more suitable for the sub tropics, and applied it to China. They noted that the distribution of sensitive areas was very different to that calculated by the RAINS-ASIA Model, which is based on the SSMB Model, although some areas were the same. An et al. (2001) also reviewed critical load uncertainties in relation to China, and highlighted the lack of knowledge of appropriate biological indicators and their critical chemical values, as well as the importance of changes in base cation deposition. Translation of critical chemical values into the response of biological indicators is however problematic even when there are very good data, and adds yet another layer of uncertainty. Wamelink and Van Dobben (2003) for instance concluded that the spread of effects generated by using different transfer functions linking soil pH and vegetation composition for sites in The Netherlands was about the same as the modelled effect of a 50% reduction in acidifying deposition. They point out however that experimentally determined critical loads are just as uncertain. This uncertainty seems inevitable because natural and semi-natural population distributions respond to a host of interacting factors and a simple response to a single factor such as soil pH is unlikely to be observed. This source of uncertainty will attach particularly to the empirical critical loads.
Discussion
This review has considered a variety of approaches to estimating the uncertainties attached to critical loads. The initial conclusion from the "full" uncertainty analyses (Section 3) which consider propagation of uncertainty in the input variables to the calculated critical loads, is that the range of uncertainty is surprisingly small. Typically the coefficients of variation of the calculated critical loads are smaller than those of most or all the input variables. This is thought to be due to a "compensation of errors" mechanism (Suutari et al., 2001) , and turns up consistently in all studies of this type. It seems, therefore, that although the values of the input parameters are often poorly known, the resulting critical loads are not so uncertain as to make them unusable for environmental policy development.
Perhaps not everyone would agree with the last statement. Hodson and Langan, (1999a,b) believe that it is impossible to derive critical loads with any useful degree of accuracy while estimates of key underlying processes such as weathering rates are so uncertain. The GLUE analyses quoted in Section 3 (Zak et al., 1997; Zak and Beven, 1999) show much greater uncertainties than the standard Monte Carlo approaches. GLUE claims to "incorporate the uncertainties of scientific knowledge and understanding associated with ecosystem processes, data measurement and model framework/structure" (Zak and Beven, 1999) so perhaps the greater uncertainties reflect this wider approach.
The uncertainties resulting from application of the standard Monte Carlo approaches will of course reflect the uncertainties in the input parameters, and the results of the analysis will depend partly on the methods used to define their values, ranges, and distributions. Sometimes it may be possible to define these objectively, from repeated measurements, but often the definition will depend on some form of "expert judgement". Some of the input parameter uncertainty ranges in the papers reviewed above are clearly too narrow by comparison with objective data. The uncertainty attached to the estimates of the input parameters clearly differs depending on their source, and this variation is not reflected in the Monte Carlo estimates. To categorise this, Barkman and Alveteg (2001b) proposed a three-level "pedigree" for data inputs in their study of Swedish critical loads which can be summarized as follows (their order has been inverted to make (1) the least certain):
1. Educated guesses and best estimates from the literature; 2. Model inputs from data generalised from other sites; 3. Model inputs from site-specific data.
Considering the studies reviewed above, it is possible to expand this into five categories:
1. Expert judgement by single expert -no supporting data; 2. Consensus judgement by group of experts; 3. Uncertainty estimated from observations, but not at this particular site; 4. Uncertainty estimated from model calculations based on general knowledge or theory; 5. Uncertainty estimated from site-specific observations. Examples of (2) would be the Level 1 nutrient nitrogen critical loads, for instance (UNECE, 2004) ; and of (3) would be default levels of nitrogen uptake in the UK (Hall et al., 2001a,b) . Most of the parameters in the studies reviewed above appear to come in Category (1). Models involving physically-based calculations of transport and deposition would come into Category (4); whereas on-site observations of deposition or soil parameters would be Category (5). Input parameters with a pedigree in the higher categories should thus inspire more confidence, and efforts should be made to use parameters from higher categories wherever possible.
The work reviewed above does not always distinguish clearly between uncertainty calculated for an ecosystem at a specific place, and spatial variability over an area such as a grid square. A 50-km grid square as currently used in international negotiations will typically contain a number of soil types, and weathering rates might easily vary by 2 orders of magnitude -from quartzites to limestones, say. This spatial variability is not strictly speaking uncertainty, although our knowledge of it will be uncertain. Assume for the moment that we have an error-free estimate of the spatial variability of critical loads, deposition and exceedance over an area of land such as a grid square. A single critical load or exceedance value calculated for this grid square will still have to have a measure of spread, such as a 95% confidence interval, attached to it to include this natural variation. Even though this is not strictly uncertainty, it needs to be taken into account when a single number is used to represent a grid square. Combining it with parameter uncertainty as in the studies by Kämäri et al. (1993) and Barkman and Alveteg (2001b) seems a reasonable procedure, though it should always be explicitly stated that both types of variation are included. Doing so tends to generate large confidence intervals on single numbers and here a useful technique is to calculate the cumulative distribution function for each square as in the study by Kämäri et al. (1993) , with confidence intervals constructed on the percentiles as in Barkman and Alveteg (2001b) . Then no information is lost, and policymakers are free to choose an appropriate protection probability, though they may not appreciate this freedom, as Barkman (1997) recognised.
However, the approach used in Kämäri et al. (1993) and Barkman and Alveteg (2001b) assumes implicitly that the distributions of parameters from sampled sites are representative of the true distributions of all sites in the territory, whereas in fact our knowledge of the true values is uncertain. There has been very little investigation of this uncertainty, though the techniques of geostatistics are available to approach the problem. Barkman and Alveteg (2001b) showed that the width of the 95% confidence intervals of 5 percentile critical loads decreased as the number of samples per 150 km × 150 km grid square increased to about 90. Further increases made little difference, but this is likely to be dependent on the area being sampled. Akselsson et al. (2004) demonstrated a methodology for estimating regional weathering rates in part of Sweden using standard geostatistical techniques such as kriging. A kriged weathering rate map was produced for an area roughly 80 × 80 km, but a lot of data were required, the geostatistical properties of the 4 base cations were different and had to be analysed separately, and there were also regional differences. Such geostatistical techniques seem worth exploring further.
Sensitivity analyses are in theory a good way of determining research priorities, in that attention can be focussed on those parameters which contribute most to uncertainty. However, not enough comprehensive sensitivity analyses have been performed to draw general conclusions. For the SSMB, weathering rate appears important, as might be expected, but the sensitivity to parameters such as K gibb appears to vary from place to place, and indeed this also might be expected. The choice of the appropriate value of the critical limit (Bc/Al ratio or ANC) also introduces uncertainty in the result, although these "decision variables" (Morgan and Henrion, 1990) are not subject to empirical uncertainty in the same way as model input parameters. Sensitivity analysis could also be used to investigate the interaction between categorical variables (soil or vegetation types etc.) and continuous variables such as weathering rate in the uncertainty of the final result. There may be a trade off here in that more finely divided categorical variables may decrease the uncertainty in the continuous variables applied to each, but increase the uncertainty of mapping, and of course the data requirements.
Finally, those studies which have investigated the changes in model structure on the critical load (Section 6) show that equally reasonable models can produce very large differences. There is a continuing need to refine our understanding of the science of acidification and eutrophication processes as well as the uncertainties generated by limitations in our knowledge. However, more work on uncertainty of critical loads is also clearly needed. There is a need to explore the uncertainties attached to a range of environments, to explore other models (for example there is no uncertainty analysis of the current model for freshwater critical loads, the FAB Model), to look further at uncertainties at different spatial scales, and to consider dynamic models. The companion paper (Skeffington et al., 2005) is a contribution to these needs.
