Differential evolution (DE) is well known as a simple and efficient scheme for global optimization over continuous spaces. In this paper we present two new, improved variants of DE. Performance comparisons of the two proposed methods are provided against (a) the original DE, (b) the canonical particle swarm optimization (PSO), and (c) two PSO-variants. The new DE-variants are shown to be statistically significantly better on a seven-function test bed for the following performance measures: solution quality, time to find the solution, frequency of finding the solution, and scalability.
INTRODUCTION
Differential evolution (DE) [10] seeks to replace the classical crossover and mutation schemes of the genetic algorithm (GA) by alternative differential operators. The DE algorithm has recently become quite popular in the machine intelligence and cybernetics community, and has, in many cases, been shown to be better than the GA or particle swarm optimization (PSO).
However, DE does suffer from the problem of premature convergence to local optima. Also, like most other stochastic optimization techniques DE is not free from the so-called "curse of dimensionality".
In the present paper we propose two modifications to Storn and Price's DE ("scheme DE1") [10] . First, we introduce the concept of time-varying scale factor by which the difference vector is to be multiplied. Second, the scale factor is made to vary in a random way. The primary consideration behind these modifications is to try to avoid (or slow down) premature convergence in the early stages of the search and to facilitate convergence to the global optimum solution during the later stages of the search. Empirical simulations with well-known benchmarks show the usefulness of these modifications.
The remainder of this paper is organized as follows. In Section 2 we provide a brief outline of differential evolution. Section 3 introduces the two modifications to the basic scheme. Experimental settings for the benchmarks and the simulation strategies are explained in Section 4. Results are presented in Section 5, before concluding in Section 6. 
THE CLASSICAL DE
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PROPOSED IMPROVEMENTS
Generally in population-based search and optimization methods, considerably high diversity is necessary during the early part of the search to utilize the full range of the search space. On the other hand during the latter part of the search, when the algorithm is converging to the optimal solution, fine-tuning is important to find the global optimum efficiently. Considering these issues, we propose two new strategies to improve the performance of the DE.
DE with Random Scale Factor (DERSF)
In the original DE [10] the difference vector (G i -G j ) is scaled by a constant factor 'R'. The usual choice for this control parameter is a number between 0.4 and 1. We propose to vary this scale factor in a random manner in the range (0.5, 1) by using the relation
where rand (0, 1) is a uniformly distributed random number within the range [0, 1].
The mean value of the scale factor is 0.75. This allows for stochastic variations in the amplification of the difference vector and thus helps retain population diversity as the search progresses. Even when the tips of most of the population vectors point to locations clustered near a local optimum due to the randomly scaled difference vector, a new trial vector has fair chances of pointing at an even better location on the multimodal functional surface. Therefore the fitness of the best vector in a population is much less likely to get stagnant until a truly global optimum is reached.
DE with Time Varying Scale Factor (DETVSF)
In most population-based optimization methods (except perhaps some hybrid global-local methods) it is generally believed to be a good idea to encourage the individuals (here, the tips of the trial vectors) to sample diverse zones of the search space during the early stages of the search. During the later stages it is important to adjust the movements of trial solutions finely so that they can explore the interior of a relatively small space in which the suspected global optimum lies. To meet this objective we reduce the value of the scale factor linearly with time from a (predetermined) maximum to a (predetermined) minimum value:
where R max and R min are the maximum and minimum values of scale factor F, iter is the current iteration number and MAXIT is the maximum number of allowable iterations. The locus of the tip of the best vector in the population under this scheme may be illustrated as in Fig. 1 . 
EXPERIMENTAL SETTINGS

Benchmarks
We have used seven well-known benchmarks (Table 1 ) [12] to evaluate the performance of the new variants of the DE. In Table  1 , n represents the number of dimensions (we used n = 5 to 30, in steps of 5). Here the proposed algorithms have been tested against (a) the original DE, (b) the canonical PSO, and (c) two other versions of PSO. The first two test functions are unimodal, having only one minimum. The others are multimodal, with a considerable number of local minima in the region of interest. All benchmark functions except f 7 have the global minimum at or very close to the origin [9] , [12] . For Shekel's foxholes (f 7 ), the global minimum is at (-31.95, -31.95) and f 7 (-31.95, -31.95) ≈ 0.998. 
PSO Methods Compared
In PSO [5] , a population of particles is initialized with random positions X i and velocities V i , and a function, f, is evaluated, using the particle's positional coordinates as input values. In an ndimensional search space, X i = (x i1 , x i2 , x i3 ,...,x in ) and V i = (v i1 , v i2 , v i3 ,...,v in ) . Positions and velocities are adjusted, and the function is evaluated with the new coordinates at each time-step. The basic update equations for the d-th dimension of the i-th particle in PSO may be given as
The variables φ 1 and φ 2 are random positive numbers, drawn from a uniform distribution and defined by an upper limit φ max which is a parameter of the system. C 1 and C 2 are called acceleration constants whereas ω is called inertia weight. P li is the local best solution found so far by the i-th particle, while P g represents the positional coordinates of the fittest particle found so far in the entire community. [9] improved the performance of the PSO method by using a linearly varying inertia weight (ω) over iterations from a predefined maximum to a minimum value. They empirically observed that the performance could be improved by varying ω from 0.9 at the beginning of the search to 0.4 at the end of the search for most problems. We use these values while implementing this scheme. We call this version PSO-TVIW (PSO with Time Varying Inertia Weight). [3] proposed a random inertia weight for tracking dynamic systems. However, when the random inertia weight factor is used, the acceleration coefficients are kept constant at 1.494. In the rest of this paper this method is referred to as PSO-RANDIW.
PSO-TVIW. Shi and Eberhart
PSO-RANDIW. Eberhart and Shi
Population Initialization
Since most of the test functions used in this paper have their global minimum at or near the origin of the search space, we use the asymmetric initialization method proposed by Angeline [1] .
Under this scheme the population is initialized only in a certain portion of the search space. The most common dynamic ranges used in the literature are used in this paper and each dimension is confined to the same dynamic range [3] , [2] . Table 2 shows the range of initialization and the range of search for each function. 
Simulation Strategy
Simulations were carried out to obtain a comparative performance analysis of the proposed methods with respect to: (a) canonical PSO (b) PSO-TVIW (c) PSO-RANDIW and (d) classical DE. Thus a total of six algorithms were considered -two new, the other four existing in the literature. All benchmarks except Schaffer's f 6 and Shekel's Foxholes were tested with dimensions 5 through 30 (in steps of 5). Schaffer and Shekel are two dimensional. Fifty independent runs of each of the six algorithms were executed, and the average and the standard deviation of the best-of-run values were recorded. Different maximum generations (G max ) were used according to the complexity of the problem. For all benchmarks (excluding Schaffer's f 6 and Shekel's f 7 ) the stopping criterion was set as reaching a fitness of 0.001. For Schaffer's f 6 , the widely used error limit of 0.00001 [6] , [11] was used. For Shekel's Foxholes the criterion was 0.998.
In the case of DE and its new extensions, we chose CR = 0.9. For the original DE, scale factor R = 0.8 was used. After some trial runs we found that varying the scale factor linearly from 1.2 to 0.4 gave good results for DE-TVSF. For PSO and its variants it is quite common to limit the value of each component of the velocity vector of each particle (V id ) to the maximum allowable value. Through empirical studies on numerical benchmarks, Eberhart and Shi [4] suggested that it is good to limit the maximum velocity V max to the upper limit of the dynamic range of search, i.e., X max . Therefore we too use this limit in this investigation.
Population Size
It is common practice in DE research to use a population size ten times the dimensionality of the search space. DE maintains a constant population size across generations because each population member is either replaced by a trial vector (if the trial solution is fitter than the original one) or left unaltered at each generation. However, it is quite common in the PSO literature to limit the number of particles to limit the number of particles to the range 20 to 60 [4] , [7] and [8] . Van den Bergh and Engelbrecht [11] have shown that though there is a slight improvement of the optimal value with increasing swarm size, a larger swarm increases the number of function evaluations to converge to an error limit. Eberhart and Shi [4] showed that the population size has hardly any effect on the performance of the PSO method. In this paper empirical experiments for all the six algorithms have been carried out with the same population sizes (100, 200, and 300).
RESULTS
The following performance measures are used for our comparative study: (a) quality of the final solution (b) speed of convergence towards the optimal solution, (c) success rate (frequency of hitting the optimum), and (d) scalability of the algorithms against the growth of problem dimensions. Table 3 compares the algorithms on the quality of the optimum solution.
The mean and the standard deviation (within parentheses) of the best-of-run values for 50 independent runs of each of the six algorithms are presented in Table 3 . Missing values of standard deviation in this table indicate a zero standard deviation. The best solution in each case has been shown in bold. Table 4 shows results of unpaired t-tests between the better of the two new algorithms and the best of the other four in each case (standard error of difference of the two means, 95% confidence interval of this difference, the t value, and the two-tailed P value). For all cases in Table 4 , sample size = 50 and degrees of freedom = 98. It is interesting to see from Tables 3 and 4 that in a majority of cases one of the two proposed methods meets or beats the nearest competitor in a statistically meaningful way. Table 3 shows that in two cases the proposed methods' means are numerically larger (i.e., worse) than the mean of the competitor, but as Table 4 shows, one of these two differences is not statistically significant. Table 5 shows, for the same set of runs as used in Tables 3 and 4 , the number of runs (out of 50) that managed to find the optimum solution (within the given tolerance) and also the average number of generations (in parentheses) needed to find that solution. In Figure 2 we have graphically presented the rate of convergence of all the methods for all the functions (in 30 dimensions). Figure 3 shows the scalability of the six methods on the first five test functions --how the average time to convergence varies with an increase in the dimensionality of the search space. These results show that the proposed methods lead to significant improvements in most cases. 
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