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Abstract
Quantum Euclidean spaces are noncommutative deformations of Euclidean spaces. They are
prototypes of locally compact noncommutative manifolds in Noncommutative Geometry. In
this thesis, we study the continuous deformation and Pseudo-diﬀerential calculus of quantum
Euclidean spaces.
After reviewing the basic deﬁnitions and representation theory of quantum Euclidean
spaces in Chapter 1, we prove in Chapter 2 a Lip1/2 continuous embedding of the family of
quantum Euclidean spaces. This result is the locally compact analog of U. Haagerup and
M. Rørdom's work on Lip1/2 continuous embedding for quantum 2-torus. As a corollary, we
also obtained Lip1/2 embedding for quantum tori of all dimensions.
In Chapter 3, we developed a Pseudo-diﬀerential calculus for noncommuting covariant
derivatives satisfying the Canonical Commutation Relations. Based on some basic analysis
on quantum Euclidean spaces, we introduce abstract symbol classs following the idea of ab-
stract pseudo-diﬀerential operators introduced by A. Connes and H. Moscovici. We proved
the two main ingredients pseudo-diﬀerential calculus the L2-boundedness of 0-order op-
erators and the composition identity. We also identify the principal symbol map in our
setting.
Chapter 4 is devoted to application in the local index formula in noncommutative Ge-
ometry. We show that our setting with noncommuting covariant derivatives is an example
of locally compact noncommutative manifold. After developed the Getzler super-symmetric
symbol calculus, we calculate the local index formula for the a noncommutative analog of
Bott projection.
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Introduction
The analysis on noncommutative space originated from the celebrated Heisenberg relation
[P,Q] := PQ−QP = −ihI , (0.1)
where I is the identity and h is the Planck constant. The relation was discovered from
quantum mechanics [6] that
(Pf)(x) = −i df
dx
(x) , (Qf)(x) = xf(x) ,x ∈ R, (0.2)
where P is the position observable and Q is the momentum observable. This rule states that
the physics world at micro-level is non-commutative and the Planck constant h measures its
non-commutativity.
The calculation for noncommuting observables P,Q led to the Weyl quantization [49]
λh(f) =
1
(2pi)2
∫
R2
fˆ(a, b)eiaP+ibQdadb , (0.3)
where f is a Schwartz function (smooth and rapidly decreasing) on R2 and fˆ is the Fourier
transform of f . The Weyl quantization is a mapping from functions on phase-space to
operators (observable), whereas the inverse mapping, called Wigner transform, describes
the observable as functions on phase-space. They together give the equivalence between
the Hilbert space-operator formulation of quantum mechanics and the Moyal product ?h of
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Schwarz functions on phase-space [33] as follows
f ?h g(x) = (2pi)
−2
∫
R2
f(x+
1
2
hv)g(x− w)eiv·wdvdw ,
λh(f)λh(g) = λ(f ?h g) , f, g ∈ S(R2).
It facilitates the recognition of quantum mechanics as a deformation of classical mechanics,
with the Planck constant h being a deformation parameter. The Moyal product, depending
on the parameter h, gives a continuous family of deformations from the commutative P,Q
to the Heisenberg relation (0.1). This is represented on the Schwartz functions as follows,
(Pf)(x1,x2) = x1f(x1,x2) +
ih
2
∂
∂x2
f(x1,x2) ,
(Qf)(x1,x2) = x2g(x1,x2)− ih
2
∂
∂x1
f(x1,x2) .
The above relations form a continuous ﬁeld of C∗-algebra (cf. [14]) in the sense that for any
Schwartz function f , the map h 7→ λh(f) is strong-operator-topology continuous and the
operator norm
h→‖λh(f)‖
is continuous [39]. For high dimensions, Weyl quantization applies to the Canonical Com-
mutation Relations (CCR)
[xj, xk] = −iθjkI
where x1, · · · , xd's are d self-adjoint operators and (θjk)dj,k=1 is a d× d real skew-symmetric
matrix. In more generality, deformation quantization extends to symplectic manifolds and
Possion manifolds (see e.g. [43]) and deformation of C∗-algebras by actions of Rd [39].
In the ﬁrst part of this thesis, we study the continuity of Moyal deformation, or more
precisely, the continuity of the quantization map λh depending on h. This is motivated by
the work of U. Haagerup and M. Rørdam on Lip1/2 continuous deformation of rotation C∗-
2
algebras [22]. The rotation C∗-algebra, denoted by Aθ, is the universal C∗-algebra generated
by two unitary operators U, V satisfying
UV = e2piiθV U (0.4)
where θ is a real parameter. The commutation relation (0.4) is a compact version of the
Heisenberg relation (0.1) and Aθ is also called noncommutative 2-torus. U. Haagerup and
M. Rørdam in [22] proved a continuous deformation of Aθ in the following strong sense:
Let H be an inﬁnite dimensional Hilbert space. There exists maps U, V : [0, 1] → U(H)
into the unitary group of H and a universal constant C > 0 such that for all θ, θ′ ∈ [0, 1],
U(θ)V (θ) = e2piiθV (θ)U(θ) and moreover
max{‖U(θ)− U(θ′)‖, ‖V (θ)− V (θ′)‖} ≤ C|θ − θ′|1/2 .
The continuity at Lip1/2 level is optimal and was reobtained by E. Kirchberg and N.C. Philips
using a diﬀerent method [28]. It has nice applications in estimating the spectrum of almost
Mathieu operatorsHamiltonian operators of 1-dimensional discrete quantum mechanical
system (see [5]). In this thesis we prove that the Lip1/2 continuous deformation also holds
for Heisenberg relations and the Weyl quantization λh. The result is further extended to
Canonical Commutation Relation of dimensions d ≥ 2. As an application we also obtain
Lip1/2 continuous deformation of quantum d-tori.
From 1980s, A. Connes started the program of noncommutative geometry, which encodes
geometry of a space algebraically and then allows the commutative function algebras to be
generalized to possibly non-commutative algebras. From this point of view, the Heisenberg
relation and the CCR algebra are noncommutative deformation of Euclidean space, which are
called Moyal planes as in [15]. Because of its motivation from quantum physics, throughout
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the paper we will call them quantum Euclidean spaces. One great success in the theory
of noncommutative geometry was the local index formula proved by A. Connes and H.
Moscovici [10], which extends the Atiyah-Singer index theorem [1] to spectral triples. In the
last decade, A. L. Carey, V. Gayral, A. Rennie, and F. A. Sukochev (see [7]) extended the
local index formula to the locally compact setting, for which the quantum Euclidean spaces
serve as prototypical examples. Also, there were interests from physics studying instantons
on noncommutative R4 [35] as well as quantum mechanics and quantum ﬁeld theory on the
quantum plane and R4 [34, 42].
On the other hand, the discovery of Atiyah-Singer Index theorem simulated the study of
pseudo-diﬀerential operators. Pseudo-diﬀerential operators (abbreviated as ΨDO), deﬁned
by the following singular integral
(a(x, D)f)(x) =
∫
Rd
a(x, ξ)fˆ(ξ)e2piix·ξdξ , f ∈ S(Rd) ,
are generalizations of diﬀerential operators and Fourier multipliers by replacing the polyno-
mial in ξ with a bi-variable function a(x, ξ), called the symbol of a(x, D). The calculus of
ΨDOs was ﬁrst studied by J.J. Kohn-L. Nirenberg [29] for Euclidean spaces and L. Hörman-
der [25] for manifolds. The ΨDO calculus on Euclidean spaces is basically a functional calcu-
lus of the diﬀerential operator and multiplier operator (0.2). Whereas the Weyl quantization
(0.3) places symmetric roles of P,Q [26], the ΨDO calculus always places the multiplier pre-
ceding the derivatives. In noncommutative geometry, an abstraction of the theory of ΨDOs
was used by Connes and Moscovici in their proof of noncommutative local index formula
[9, 10]. In particular, pseudo-diﬀerential calculus on noncommutative spaces (in particular
noncommutative tori) has been used in many recent works (see e.g. [12, 13, 31, 2, 11]). It
was until very recent that some detailed accounts of ΨDOs on noncommutative tori were
announced [46, 20, 21]. For quantum Euclidean spaces, ΨDOs and singular integrals have
been studied by A. M. González-Pérez, M. Junge, and H. Parcet in [16]. Quantum Euclidean
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spaces and quantum tori are equipped with commuting partial derivatives in their natural
diﬀerential structure, which reﬂects ﬂat geometry. In this setting, the works [16, 46, 20, 21]
studied ΨDOs that the symbols a(ξ) of ΨDOs are semi-classical as operator-valued functions
in ξ variables.
In the second part of this thesis, we establish an abstract ΨDO calculus for noncommuting
covariant derivatives on quantum Euclidean spaces. We consider the setting that both the
coordinate variables x1, · · · , xd and the corresponding covariant derivatives Dx1 , · · · , Dxd
satisfy CCR relations. Namely, we consider ΨDO calculus for noncommuting variables
x1, · · · , xd and derivatives Dx1 , · · · , Dxd satisfying
[xj, xk] = −iθj,k , [Dxj , Dxk ] = −iθ′j,k , [xj, Dxk ] = −iδj,k , (0.5)
where θ, θ′ are skew-symmetric matrices and δ is the Dirac notation. In the classical case
(θ = 0), these are covariant derivatives induced by a constant curvature form on a complex
line bundle. In the noncommutative case, we use the idea of Connes and Moscovici's ab-
stract ΨDO calculus to deﬁne the symbol classes. We prove in our setting the two main
ingredients of ΨDOs calculusthe L2 boundedness theorem and the composition identity. As
an application we apply our ΨDO calculus to the local index formula in the setting of semi-
ﬁnite spectral triple developed in [7]. We observe that the non-commutativity of covariant
derivatives reﬂects an analog of curvature form. This part is based a joint work with Marius
Junge and Edward McDonald.
The rest of the thesis is organized as follows: Chapter 1 reviews the basic deﬁnition of
quantum Euclidean spaces and Stone-von Neumann Theorem. In Chapter 2, we prove the
Lip1/2 continuous deformation of quantum Euclidean spaces. Chapter 3 discusses the ab-
stract ΨDOs calculus on quantum Euclidean spaces for noncommuting derivatives. Chapter
4 is devoted to applications of ΨDOs to the calculations of the local index formula.
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Chapter 1
Preliminary
In this chapter we brieﬂy recall several equivalent deﬁnitions of quantum Euclidean spaces.
Section 1.2 reviews Stone-von Neumann theorem which classiﬁed the representation theory
of quantum Euclidean spaces.
1.1 Deﬁnitions and notations
Let d ≥ 2 and θ = (θjk)dj,k=1 be a real skew-symmetric d× d matrix.
Deﬁnition 1.1.1. A d-tuple of (possibly unbounded) self-adjoint operators (x1, x2, · · · , xd)
on a Hilbert space H satisfy the Canonical Commutation Relations (CCR)
[xj, xk] = −iθjkI , j, k = 1, 2, · · · , d
if the corresponding one-parameter unitary groups uj(t) = e
itxj satisfying the Weyl commu-
tation relations
uj(s)uk(t) = e
istθjkuk(t)uj(s) , s, t ∈ R, j, k = 1, 2, · · · , d . (1.1)
Using BakerCampbellHausdorﬀ formula, we write
u(ξ) := ei(ξ1x1+···+ξdxd) = e−
i
2
∑
j<k θjkξjξkeiξ1x1 · · · eiξdxd , ξ ∈ Rd
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Then (1.1) is equivalent to a θ-twisted projective unitary representation of Rd as follows,
u : Rd → B(H) , u(ξ)u(η) = e i2ξ·θηu(ξ + η) .
Throughout the paper we use the usual letters x1, x2, · · · , and ξ1, ξ2, · · · for non-commuting
operators and the boldface letters x = (x1,x2, · · · ,xd), ξ = (ξ1, ξ2, · · · , ξd) for vectors and
real coordinates. The left regular θ-twisted representation λθ : Rd → B(L2(Rd)) is given by
(λθ(ξ)g)(x) = e
iξ·xg(x− θ
2
ξ) . (1.2)
Let S(Rd) the space of complex Schwartz (smooth, rapidly decreasing) functions on Rd. The
regular representation (1.2) induces the following quantization for Schwartz functions,
λθ(f) =
1
(2pi)d
∫
Rd
fˆ(ξ)λθ(ξ)dξ , f ∈ S(Rd),
where fˆ(ξ) =
∫
Rd f(x)e
−ix·ξdx is the Fourier transform of f . We denote by Sθ := λθ(S(Rd))
the quantized Schwartz class. The matrix multiplication of Sθ is equivalent to the Moyal
product ?θ associated to the parameter θ,
λθ(f)λθ(g) = λθ(f ?θ g) , f ?θ g(x) := (2pi)
−d
∫
Rd
∫
Rd
f(x+
θ
2
v)g(x−w)eiv·wdvdw .
The above integral form is due to M. Rieﬀel in the monograph [39]. On the side of the
Fourier transform, we have the θ-twisted convolution
λθ(f)λθ(g) =
( 1
(2pi)d
∫
Rd
fˆ(ξ)λθ(ξ)dξ
)( 1
(2pi)d
∫
Rd
gˆ(η)λθ(η)dη
)
=
1
(2pi)2d
∫
Rd
∫
Rd
fˆ(ξ − η)gˆ(η)e i2ξ·θηλθ(ξ)dξdη ,
f̂ ?θ g(ξ) =
1
(2pi)d
∫
Rd
∫
Rd
fˆ(ξ − η)gˆ(η)e i2ξ·θηdξdη
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The Moyal product is bilinear, associative and reversed under complex conjugation
f ?θ g = g ?θ f,
which makes (S(Rd), ?θ) a ∗-algebra. We refer to [17, 47] for more information about Moyal
analysis.
The C∗-quantum Euclidean space Eθ is deﬁned as the enveloping C∗-algebra of the ∗-
algebra (S(Rd), ?θ). That is, Eθ is the unique C∗-algebra (up to ∗-isomorphism) equipped
with an inclusion ι : (S(Rd), ?θ) ↪→ Eθ such that for any ∗-homomorphism pi from (S(Rd), ?θ)
to the bounded operators B(H) of some Hilbert space H, there exists a unique lifted ∗-
homomorphism p˜i : Eθ → B(H) scuh that p˜i ◦ ι = pi. By universality, the quantization
λθ : S(Rd)→ B(L2(Rd)) as a ∗-representation of (S(Rd), ?θ) extends to a ∗-homomorphism
of Eθ which we also denote by λθ.
On the other hand Eθ is the full twisted group C∗-algebra C∗(Rd, σθ) with the 2-cocycle
σθ(ξ,η) = e
i
2
ξ·θη and λθ(Eθ) is the reduced twisted group C∗-algebra C∗r (Rd, σ) (see [37]
for more information about twisted group C∗-algebra and projective representation). λθ
as the canonical quotient map is indeed an isomorphism because for amenable group G,
C∗(G, σ) ∼= C∗r (G, σ) via the canonical quotient [37]. Thus λθ is an isomorphism and we
can identify Eθ with the norm closure of λθ(Sθ)||·|| ⊂ B(L2(Rd)). We summarize the above
discussion by the following deﬁnition.
Deﬁnition 1.1.2. The C∗-quantum Euclidean space Eθ is given by the following equivalent
deﬁnitions:
i) the C∗-enveloping of the Moyal product algebra (S(Rd), ?θ);
ii) the full twisted group C∗-algebra C∗(Rd, σθ)
iii) the reduced twisted group C∗-algebra C∗r (Rd, σθ)
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iv) the C∗-subalgebra generated by the quantization λθ(S(Rd)) in B(L2(Rd)), where for
f ∈ S(Rd),
λθ(f) =
1
(2pi)d
∫
Rd
fˆ(ξ)λθ(ξ)dξ , (λθ(ξ)g)(x) = e
iξ·xg(x− θ
2
ξ)
We write Rθ := (Eθ)′′ ⊂ B(L2(Rd)) for the von Neumann algebra generated by Eθ, and
Sθ := λθ(S(Rd)) for the quantized Schwartz class.
Let uj(t) = λθ(0, 0, · · · , t, · · · , 0) denote the one parameter unitary group associated to
the j-th coordinate and xj be the generator of uj(t). Then
(xjg)(x) = xjg(x) +
i
2
∑
k
θjk
∂g
∂xk
(x) ,
and (x1, · · · , xd) are self-adjoint operators aﬃliated to Rθ which satisﬁes the CCR relation
[xj, xk] = −iθjk. It is clear that when θ = 0,
1. xj is the position operator of j-th coordinate
(xjg)(x) = xjg(x)
2. the Moyal product ?0 is the usual point-wise multiplication of functions;
3. E0 = C0(Rd) is the space of continuous functions on Rd which vanish at inﬁnity and
{R0 = L∞(Rd)} is the space of essentially bounded functions on Rd.
Thus Rθ is indeed a noncommutative deformation of usual Euclidean space Rd if θ 6= 0 and
it recovers Rd when it is commutative.
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1.2 Stone-von Neumann Theorem
The well-known Stone-von Neumann Theorem states that any irreducible representations of
the Heisenberg relation [P,Q] = −iI is unitary equivalent to the Schrodinger picture
Pf = −i df
dx
, (Qf)(x) = xf(x) , f ∈ S(R) .
Here P,Q are unbounded self-adjoint operators on L2(R) and the associated one-parameter
unitary groups are
(eitPf)(x) = f(x+ t) , (eisQf)(x) = eisxf(x) , (1.3)
Note that all Heisenberg relations [P,Q] = −ihI with parameter h are equivalent up to
a scale. Hence any noncommutative 2-dimensional quantum plane are isomorphic to the
compact operator K(L2(R)) and the associated von Neumann algebras are B(L2(R2)).
For even dimensions d = 2n, the standard noncommutative case is that θ = S := 0 −In
In 0
, where In is the n-dimensional identity matrix. This gives CCR relations
which consists of n pairs (Pj, Qj) of Heisenberg relations that mutually commute, i.e.
[Pj, Qk] = −iδjkI , [Pj, Pk] = [Qj, Qk] = 0 , ∀ j, k (1.4)
The following version of Stonevon Neumann Theorem is from Theorem 14.8 of [23].
Theorem 1.2.1 (Stonevon Neumann Theorem). Suppose P1, · · · , Pd and B1, · · · , Bd are
self-adjoint operators on H satisfying the CCR relation [Pj, Qk] = −iδjkI. Then H can be
decomposed as an orthogonal direct sum of closed subspaces {Hj} satisfying
i) each Hl is invariant under e
itPj and eitQj for all j and t.
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ii) there exist unitary operators Ul : Hl → L2(Rd) such that
UlPjU
∗
l f = −i
∂
∂xj
f , (UlQjU
∗
l f)(x) = xjf(x) . (1.5)
If in addition the Pj's and Qj's act irreducibly on H, then there exists a single unitary map
U : H → L2(Rd) such that
UlPU
∗
l f = −i
∂
∂xj
f , (UlQU
∗
l f)(x) = xjf(x) .
and the map U is unique up to a factor of complex number z of module 1.
The above theorem says that any irreducible representation of (1.4) is unitarily equivalent
to n-dimensional Schrodinger picture on L2(Rn) and any representation of (1.4) is a ﬁnite
or inﬁnite multiple of the irreducible representation. Thus for θ =
 0 −In
In 0
, Eθ ∼=
K(L2(Rn)) and Rθ ∼= B(L2(Rn)).
For general θ, we use change of variables in the following proposition.
Proposition 1.2.2. Let T = (Tjk)
d
j,k=1 be a real invertible matrix and T
t be its transpose.
Let θ be a skew-symmetric real matrix and θ˜ = TθT t. Then the map
ΦT (λθ˜(ξ)) = λθ(T
tξ) ,ΦT (λθ˜(f)) = λθ(f ◦ T )
extends to a ∗-isomorphism from Eθ˜ to Eθ and a normal ∗-isomorphism from Rθ˜ to Rθ.
Proof. Deﬁne the operator UT on L2(Rd) as follows,
(UTf)(x) = f(T
−1x) .
Note that UT is bounded and invertible with ‖ UT ‖= |Det(T )| 12 and (UT )−1 = UT−1 . For
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any Schwartz function f , one veriﬁes that
(U−1T λθ˜(ξ)UTf)(x) = = e
iξ·Txf(T−1(Tx+
1
2
θ˜ξ))
= ei(T
tξ)·xf(x+
1
2
θT tξ)
= λθ(T
tξ)f(x) .
Then it is clear that U−1T Sθ˜UT = Sθ. Thus ΦT (·) = U−1T (·)UT extends to a (resp. normal)
∗-homomorphism from Eθ˜ to Eθ (resp. Rθ˜ to Rθ).
It is known that for any skew-symmetric θ, there exists an invertible matrix T such that
θ˜ = TθT t is the standard form of skew-symmetric matrix as follows

0 −In
In 0
0
. . .
0

(1.6)
When θ is non-singular, the standard form θ˜ is the antipole matrix S. Thus for any non-
singular θ, the irreducible representation of Eθ is unique up to unitary equivalence.
Proposition 1.2.3. Let d = 2n. Suppose θ is non-singular and T = (Tjk)
d
j,k=1 is a real
invertible matrix such that TθT t = S. Then any irreducible representation of
[Pj, Pk] = −iθjkI , j, k = 1, 2, · · · , d (1.7)
is unitarily equivalent to the following representation on L2(Rn),
Pj =
∑
1≤k≤n
(Tj,k(−i ∂
∂xk
) + Tj,k+nxk) , j = 1, 2, · · · , d . (1.8)
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Moreover, any representation of (1.7) is a (ﬁnite or inﬁnite) multiple of (1.8).
Let θ be a singular standard form (3.3) and x1, · · · , xd be the generators of Eθ. By Stone-
von Neumann theorem x1, · · ·x2n are unitary equivalent to (a multiple of)D1, · · · , Dn, y1, · · · , yn
on L2(Rn) and x2n+1, · · · , x2n+d are exactly the coordinate multipliers on L2(Rd−2n). Thus
we know Eθ is unitarily equivalent to a inﬁnite multiple of K(L2(Rn)) ⊗ C0(Rd−2n) and Rθ
is ∗-isomorphic to B(L2(Rn))⊗L∞(Rd−2n). In particular, Eθ is simple (i.e. has no nontrivial
closed ideal) if and only if θ is non-singular.
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Chapter 2
Continuous Deformation
The Moyal deformation
λθ : f 7→ λθ(f) , λθ(f)g = f ?θ g
is continuous in the sense that for a Schwartz function f , θ 7→ λθ(f) is strong operator
topology continuous and the operator norm θ 7→‖ λθ(f) ‖B(L2(Rd)) is continuous. However,
as operators in B(L2(R2)), λθ(f) is not continuous in norm. In this chapter, we prove a
continuous family uθ of quantization in a strong sense that for nice functions f (with enough
regularity), θ 7→ uθ(f) is continuous in norm. This is motivated by the following result by
U. Haagerup and M. Rørdam for quantum 2-torus.
Theorem 2.0.1 (Theorem 5.4 of [22]). Let H be an inﬁnite dimensional Hilbert space and
U(H) be its unitary group. There exist two continuous paths u, v : [0, 1]→ U(H) and a
universal constant C > 0 such that u(0) = u(1), v(0) = v(1), and for all θ, θ′ ∈ [0, 1],
i) u(θ)v(θ) = e2piiθv(θ)u(θ);
ii) max{‖u(θ)− u(θ′)‖, ‖v(θ)− v(θ′)‖} ≤ C|θ − θ′| 12 .
The Lip
1
2 -continuous embedding is optimal and has been reobtained by E. Kirchberg and
N. C. Phillips [28] in the Cuntz algebra O2. The existence of Lip 12 -continuous embedding has
nice applications in estimating the spectrum of almost Mathieu operators (see [5]). For the
proof, Haagerup and Rørdam proved the following result on perturbation of the Heisenberg
relation, which is also interesting.
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Theorem 2.0.2 (Theorem 3.1 of [22]). Let P,Q be a pair of self-adjoint (possibly unbounded)
operators on a Hilbert space H satisfy the Heisenberg relation [P,Q] = −iI. Suppose the
representation P and Q is of inﬁnite multiplicity, then there exist strongly commuting self-
adjoint operators P0 and Q0 on H such that P0 − P and Q0 −Q are bounded and
max{‖P0 − P ‖, ‖Q0 −Q‖} ≤ 9.
The above result says that the quantum Euclidean plane R2h and usual Euclidean plane R2
can be represented on a Hilbert space such that the diﬀerence of their unbounded generators
are bounded. We show in Section 3.2 that the method for the above two theorems can
be combined to show a continuous perturbation of Heisenberg relations. Based on this,
we extend the continuous deformation to quantum Euclidean space and quantum tori of
dimension d ≥ 2. It is known from Theorem 5.7 of [28] and Theorem 3.2 of [4] that quantum
tori admit embedding continuous in norm, but with little information about the concrete
continuity. Our results conﬁrm that the continuity can be obtained at the optimal Lip
1
2
level.
2.1 Continuous deformation of Heisenberg relations
We start with a modiﬁcation of Theorem 2.0.2.
Theorem 2.1.1. Let h be a nonzero real number. Let (P,Q) be an representation of [P,Q] =
−ihI with inﬁnite multiplicity on a separable Hilbert space H. Then for any h′ ∈ R, there
exist self-adjoint operators P ′ and Q′ on H satisfying [P ′, Q′] = −ih′I such that P −P ′ and
Q−Q′ are bounded and moreover,
max{‖P − P ′ ‖ , ‖Q−Q′ ‖} ≤ 9|h− h′| 12 .
Proof. We may ﬁrst assume h′ > h and denote δ = |h′−h| 12 . LetK be an inﬁnite dimensional
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separable Hilbert space. Because all inﬁnite multiplicity representations of the Heisenberg
relation on a separable Hilbert space are unitarily equivalent, we may assume that (P,Q) is
given by
P = −iδ ∂
∂x
, Q = −i ∂
∂y
+
h
δ
x ,
on L2(R2, K). The associated one-parameter groups u(t) = eiP t, v(t) = eiQt are
(u(t)f)(x,y) = f(x+ δt,y) , (v(t)f)(x,y) = ei
h
δ
xtf(x,y + t) .
Let w : R2 → U(K) be a C1-function with values in the unitary group U(K) of K. It can
be regarded as a unitary on L2(R2, K) via pointwise action
(wf)(x,y) = w(x,y)f(x,y) .
The subspace C1c (R2, K) is a common core of P,Q and also invariant under w. Then for
f ∈ C1c (R2, K),
(w∗Pwf)(x,y) = −iδ
(∂f
∂x
(x,y) + iw(x,y)∗
∂w
∂x
(x,y)f(x,y)
)
,
(w∗Qwf)(x,y) = −i
(∂f
∂y
(x,y) + iw(x,y)∗
∂w
∂y
(x,y)f(x,y)
)
+
h
δ
xf(x,y) . (2.1)
It is proved in Theorem 3.1 of [22] that there exists a C1-function w : R2 → U(K) such that
sup
(x,y)∈R2
‖ ∂w
∂x
(x,y)‖≤ 9 , sup
(x,y)∈R2
‖ ∂w
∂y
(x,y)− ixw(x,y)‖≤ 9 . (2.2)
Set w¯(x,y) = w(x, δy), and choose the self-adjoint operators P ′ = w¯P w¯∗ , Q′ = w¯(Q +
h′−h
δ
x)w¯∗. The pair (P ′, Q′) satisﬁes [P ′, Q′] = −ih′I and also shares the common core
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C1c (R2, K). On this dense domain C1c (R2, K)
P − P ′ = w¯(w¯∗Pw¯ − P )w¯∗ = iw¯(δw¯∗∂w¯
∂x
)w¯∗ = iδ
∂w¯
∂x
w¯∗ ,
Q−Q′ = w¯(w¯∗Qw¯ −Q− δx)w¯∗ = iw¯(w¯∗∂w¯
∂y
− δx)w¯∗ = i(∂w¯
∂y
w¯∗ − δx) .
Both are bounded because for any (x, y) ∈ R2,
‖−iδ ∂w¯
∂x
(x,y)w¯(x,y)∗ ‖ =‖δ∂w
∂x
(x, δy)‖≤ 9δ ,
‖−i∂w¯
∂y
(x,y)w¯∗(x,y)− δx‖ =‖δ(∂w
∂y
(x, δy)− ixw(x, δy))‖≤ 9δ .
For h > h′, the estimates follow similarly by taking w¯(x,y) = w¯(x,−δy).
Remark 2.1.2. The pair (P ′, Q′) gives a representation of inﬁnite multiplicity. In particular
when h′ = 0, P ′ and Q′ strongly commute and are unitarily equivalent to an inﬁnite multiple
of the left regular representations of R2. Conversely, the above theorem remains valid for
h = 0 if in addition (P,Q) is unitarily equivalent to the regular representation.
Stone's theorem states that self-adjoint operators on a Hilbert space H are one-to-one
correspondent to one-parameter unitary groups in B(H). The next proposition shows that
this correspondence is of Lipschitz continuity.
Proposition 2.1.3. Let P and P ′ be (possibly unbounded) self-adjoint operators on a Hilbert
space H. Then their domains coincide Dom(P ) = Dom(P ′) and P − P ′ is bounded with its
norm less than a constant C > 0 if and only if ‖eiP t − eiP ′t ‖≤ C|t| for any t ∈ R.
Proof. The necessity is Lemma 4.3 of [22]. Here we prove the suﬃciency. For ξ ∈ Dom(P )
and η ∈ Dom(P ′), it follows by Stone's theorem that
lim
t→0
eiP tξ − ξ
t
= iPξ , lim
t→0
eiP
′tη − η
t
= iP ′η
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converge strongly. Then the derivative of the inner product 〈eiP tξ, eiP ′tη〉 at t = 0 is given
by
lim
t→0
1
t
(〈eiP tξ, eiP ′tη〉 − 〈ξ, η〉) = lim
t→0
1
t
(〈eiP tξ, eiP ′tη〉 − 〈eiP tξ, η〉) + 1
t
(〈eiP tξ, η〉 − 〈ξ, η〉)
=〈ξ, iP ′η〉+ 〈iPξ, η〉 .
On the other hand,
‖e−iP ′teiP t − 1‖=‖eiP t − eiP ′t ‖≤ C|t| , t ∈ R
by assumptions. This implies
〈eiP tξ, eiP ′tη〉 − 〈ξ, η〉 = 〈(e−iP ′teiP t − 1)ξ, η〉 ≤ Ct ‖ξ ‖‖η‖ .
Therefore
|〈ξ, iP ′η〉+ 〈iPξ, η〉| ≤ C ‖ξ ‖‖η‖ , |〈ξ, P ′η〉| ≤ (C ‖ξ ‖ + ‖Pξ ‖) ‖η‖ . (2.3)
Since P ′ is self-adjoint, we have ξ ∈ Dom(P ′∗) = Dom(P ′). Now we are able to rewrite (2.3)
to obtain
|〈(P − P ′)ξ, η〉| ≤ C ‖ξ ‖‖η‖
for all ξ ∈ Dom(P ), η ∈ Dom(P ′). Since Dom(P ) and Dom(P ′) are dense in H, ‖P −P ′ ‖≤
C and P, P ′ have the same domain. Note that for suﬃciency we only use
‖eiP t − eiP ′t ‖≤ C|t| , t ∈ [0, ]
for some  > 0.
The following is Lemma 5.1 of [22], which is used as a key tool in the construction of
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continuous paths. The readers are refer to [22] for its proof.
Lemma 2.1.4. LetM⊂ B(H) be a von-Neumann algebra with properly inﬁnite commutant
M′. For a unitary u ∈M, there exists a smooth path u(t), t ∈ [0, 1] of unitary, such that
i) u(0) = 1 and u(1) = u;
ii) ‖u′(t)‖≤ 9;
iii) ‖ [u(t), a]‖≤ 4 ‖ [u, a]‖;
iv) ‖ [u′(t), a]‖≤ 9 ‖ [u, a]‖;
v) ‖ d
dt
u(t)au(t)∗ ‖≤ 45 ‖ [u, a]‖;
for all t ∈ [0, 1] and a ∈M.
The next lemma is an analog of Lemma 5.2 of [22].
Lemma 2.1.5. Let h 6= h′ both be nonzero and k ∈ N be given. Let (P (h), Q(h)) (resp.
(P (h′), Q(h′))) be a representation of [P,Q] = −ihI (resp. [P,Q] = −ih′I) of inﬁnite multi-
plicity on a separable Hilbert space H. Denote the associated one-parameter unitary groups
as
u0(t) = e
iP (h)t , v0(t) = e
iQ(h)t , u1(t) = e
iP (h′)t , v1(t) = e
iQ(h′)t.
Assume that the commutant of {u0(t), u1(t), v0(t), v1(t) | t ∈ R} is properly inﬁnite and
P (h)− P (h′) and Q(h)−Q(h′) are bounded. Denote
d = max{‖P (h)− P (h′)‖, ‖Q(h)−Q(h′)‖} ,
and set
sj = h+
j
k
(h′ − h) , j = 0, 1, · · · , k
so that s0 = h, sk = h
′. Then there exist pairs (P (sj), Q(sj)), j = 1, 2, · · · k−1, of self-adjoint
operators on H such that
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i) (P (sj), Q(sj)) satisﬁes the Heisenberg relation [P (sj), Q(sj)] = −isjI;
ii) P (sj)− P (sj+1) and Q(sj)−Q(sj+1) are bounded and
max{‖P (sj)− P (sj+1)‖, ‖Q(sj)−Q(sj+1)‖} ≤ 1224(|h− h′|/k) 12 + 45d/k ;
iii) the commutant of the one-paramter groups {eiP (s0)t, · · · , eiP (sk)t, eiQ(s0)t, · · · , eiQ(sk)t} is
properly inﬁnite.
Proof. We decompose H = H1 ⊗H2 ⊗H3 as a tensor product of three inﬁnite dimensional
Hilbert spaces. Moreover we may assume the four one-parameter groups u0(t), u1(t), v0(t), v1(t)
are in the subalgebra B(H1) ⊗ CIH2 ⊗ CIH3 , since commutant of {u0(t), u1(t), v0(t), v1(t)}
is properly inﬁnite. Also, P (θ), Q(θ), P (h′) and Q(h′) can be regarded as operators on H1
by identifying operators P with P ⊗ 1B(H2) ⊗ 1B(H3). Denote δ = (|θ′ − θ|/k)
1
2 and set
P¯ (s0) = P (h), Q¯(s0) = Q(h). We can apply Theorem 2.1.1 inductively to obtain k pairs of
self-adjoint operators (P¯ (sj), Q¯(sj)) on H1 satisfying i) and
max{‖ P¯ (sj)− P¯ (sj + 1)‖, ‖Q¯(sj)− Q¯(sj + 1)‖} ≤ 9δ . (2.4)
By the assumption of d and the triangle inequality, we have
max{‖ P¯ (sk)− P (h′)‖, ‖Q¯(sk)−Q(h′)‖} ≤ 9kδ + d . (2.5)
Note that sk = h
′, both pairs (P¯ (sk), Q¯(sk)) and (P (h′), Q(h′)) are inﬁnite multiplicity
representations of the Heisenberg relation with the nonzero parameter h′. Then P (h′) =
WP (sk)W
∗, Q(h′) = WQ(sk)W ∗ for some unitary W ∈ B(H1) ⊗ C1 ⊗ C1. Thus (2.5)
implies
max{‖ P¯ (sk)−WP¯ (sk)W ∗ ‖, ‖Q¯(sk)−WQ¯(sk)W ∗ ‖} ≤ 9kδ + d .
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Denote u¯sj(t) = e
tP¯ (sk)i, v¯sj(t) = e
tQ¯(sk)i. By Proposition 2.1.3,
max{‖ [w, u¯sk(t)]‖, ‖ [w, v¯sk(t)]‖} ≤ (9kδ + d)|t| , t ∈ R .
For any j = 0, 1, · · · , k, by (2.4) and the triangle inequality we have
max{‖ [w, u¯sj(t)]‖, ‖ [w, v¯sj(t)]‖} ≤ (27kδ + d)|t| , t ∈ R .
All of the operators above are in the subalgebra B(H1) ⊗ CI ⊗ CI, which is of properly
inﬁnite commutant inside B(H1)⊗B(H2)⊗CI. Hence we can apply Lemma 2.1.4 for W , to
obtain a path of unitary W : [0, 1]→ B(H1)⊗B(H2)⊗C1 such that W (0) = I,W (1) = W ,
and
max{‖ d
ds
W (s)usj(t)W
∗(s)‖ , ‖ d
ds
W (s)vsj(t)W
∗(s)‖} ≤ 45(27kδ + d)|t| ,
for all j = 0, 1, · · · k and t ∈ R. Now for each j, set
usj(t) = W (
j
k
)u¯sj(t)W
∗(
j
k
) , vsj(t) = W (
j
k
)v¯sj(t)W
∗(
j
k
) ,
and self-adjoint operators P (sj), Q(sj) for the associated inﬁnitesimal generators. We claim
that this gives the desired construction.
First, P (s0) = P (h), Q(s0) = Q(h) and P (sk) = P (h
′), Q(sk) = Q(h′). Each pair
(P (sj), Q(sj)) satisﬁes the commutation relations i). Moreover,
‖usj(t)− usj+1(t)‖≤ ‖W (
j + 1
k
)(u¯sj+1(t)− u¯sj(t))W ∗(
j + 1
k
)‖
+ ‖
∫ j+1
k
j
k
d
ds
(W (s)u¯sj(t)W
∗(s))ds‖
≤9δ|t|+ 45(27δ + d
k
)|t| = (1224δ + 45d
k
)|t| ,
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and the same bound holds for ‖vsj+1(t)− vsj(t)‖. By Lemma 2.1.3, we obtain that
max{‖P (sj)− P (sj+1)‖, ‖Q(sj)−Q(sj+1)‖} ≤ 1224δ + 45d
k
.
Finally, all unitary groups usj(t), vsj(t) belong to B(H1)⊗B(H2)⊗ C1 and hence the com-
mutant is properly inﬁnite.
Remark 2.1.6. Note that for (P (h), Q(h)), we only use the fact that Theorem 2.1.1 applies.
Hence the above theorem remains valid if h is 0 and (P (h), Q(h)) is unitarily equivalent to
an inﬁnite multiple of left regular representation. This point is used in the next theorem.
Let us denote by S(H) the set of all self-adjoint operators on the Hilbert space H. Based
on the above lemma, we construct maps P,Q : R → S(H) with continuously bounded
perturbation. The next theorem is an analog of Lemma 5.3 and Theorem 5.4 of [22] for
Heisenberg relations.
Theorem 2.1.7. Let H be an inﬁnite dimensional Hilbert space. Then there exist maps
P,Q : R→ S(H) and a universal constant C > 0 such that for all h, h′ ∈ R,
i) [P (h), Q(h)] = −ihI;
ii) P (h)− P (h′) and Q(h)−Q(h′) are bounded on H and moreover,
max{‖P (h)− P (h′)‖, ‖Q(h)−Q(h′)‖} ≤ C|h− h′| 12 . (2.6)
Proof. Set k = 8100 and Γ =
⋃∞
n=1 Γn, where
Γn = { j
kn
| j ∈ Z, |j| ≤ (n+ 1)kn} .
Write H = H1 ⊗H2 where both H1 and H2 are inﬁnite dimensional. Let K be a separable
inﬁnite dimensional Hilbert space. We may assume H1 = L2(R2, K) and deﬁne the map
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P,Q in S(L2(R2, K)) for all integers j ∈ Z as follows
(P (0)f)(x,y) = −i∂f
∂x
(x,y) , (Q(0)f)(x,y) = −i∂f
∂y
(x,y) , f ∈ C1c (R2, K) ,
P (j + 1) = w∗P (j)w , Q(j + 1) = w∗(Q(j) + x)w ,
where w ∈ U(L2(R2, K)) is the unitary operator described in (2.2). Theorem 2.1.1 implies
max{‖P (j)− P (j + 1)‖, ‖Q(j)−Q(j + 1)‖} ≤ 9 .
Now identify P (j) and Q(j) with their ampliﬁcations P (j) ⊗ I and Q(j) ⊗ I on H1 ⊗ H2.
Denote that u(h, t) = eiP (h)t and v(h, t) = eiQ(h)t. Then {(P (j), Q(j)), j = −1, 0, 1} deﬁnes
the map on Γ0 satisfying condition i) and ii) for constant C
′ = 2500, and
iii) the commutant of {u(h, t), v(h, t)| h ∈ Γn} is properly inﬁnite.
Now assume that the maps P,Q are deﬁned on Γn with conditions i), ii) and iii) satisﬁed.
For the induction step, we ﬁrst add two integer points h = ±(n + 2), and then apply the
Lemma 2.1.5 to the subintervals [ j
kn
, j+1
kn
] (note that at j = 0, (P (0), Q(0)) is the left regular
representation) and unit intervals [−(n+ 2),−(n+ 1)], [n+ 1, n+ 2]. In particular, for the
two unit intervals, we can apply the Lemma 2.1.5 of k-division n+ 1 times. Thus we extend
the maps P,Q to Γn+1 with i), ii) and iii) still satisﬁed. Indeed, for ii),
max{‖P ( j
kn+1
)− P (j + 1
kn+1
)‖, ‖Q( j
kn+1
)−Q(j + 1
kn+1
)‖}
≤ 1224k−n+12 + 452500
k
k−
n
2 = (1224 + 2500
45√
k
)k−
n+1
2 ≤ 2500k−n+12 ,
where the last inequality follows from that
√
k = 90. Thus by induction, we construct the
maps P,Q on Γ.
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Finally, we extend P,Q from the dense subset Γ to R. By Lemma 2.1.3, the one-parameter
unitary groups u(h, t) = eiP (h)t, v(h, t) = eiQ(h)t satisfy that
max{‖u(h, t)− u(h′, t)‖, ‖v(h, t)− v(h′, t)‖} ≤ 2500|t| · |h− h′| 12 , t ∈ R, h ∈ Γ ,
For a ﬁxed t, we can continuously extend u(·, t), v(·, t) for all h ∈ R. It can be proved by the
same argument of Theorem 5.4 in [22] that this extension is again Lip
1
2 -continuous, but with
a larger constant C = 320 · 2500|t| = 800, 000|t|. Namely, for all t, h, h′ ∈ R, our extension
satisﬁes
max{‖u(h, t)− u(h′, t)‖, ‖v(h, t)− v(h′, t)‖} ≤ 800, 000|t| · |h− h′| 12 , (2.7)
The continuity implies that for each h, u(h, t) and v(h, t) are strongly continuous one-
parameter unitary groups such that
u(h, s)v(h, t) = eisthv(h, t)v(h, s) , ∀ s, t ∈ R . (2.8)
Finally we choose the self-adjoint operators P (h) and Q(h) as the inﬁnitesimal generators
of u(h, t) and v(h, t). By Lemma 2.1.3, ii) is satisﬁed with constant C = 800, 000.
Remark 2.1.8. Proposition 3.9 of [22] proves that if (P,Q) is a representation of the Heisen-
berg relation of ﬁnite multiplicity on a Hilbert space H, there exists no strongly commuting
pair (P0, Q0) on H such that P − P0 and Q−Q0 are bounded. The argument works for all
h 6= 0, which implies that the (P (h), Q(h)) constructed above at each h is a representation
of inﬁnite multiplicity.
We end this section with an reformulation using one-parameter unitary groups.
Corollary 2.1.9. Let H be an inﬁnite dimensional Hilbert space. There exist two maps
u, v : R× R→ U(H) and a universal constant C > 0 such that
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i) for each h ∈ R, u(h, ·) and v(h, ·) are strongly continuous one-parameter unitary groups
satisfying
u(h, s)v(h, t) = eisthv(h, t)u(h, s) , s, t ∈ R , (2.9)
ii) for each t ∈ R, u(·, t) and v(·, t) are Lip 12 -continuous,
max{‖u(h, t)− u(h′, t)‖, ‖v(h, t)− v(h′, t)‖} ≤ C|t||h− h′| 12 , ∀ h, h′ ∈ R.
Moreover, for all h, u(h, ·) and v(h, ·) is a representation of (2.9) of inﬁnite multiplicity.
2.2 Continuous deformation of quantum Euclidean
spaces
We now consider the case of dimension d > 2. We denote by θ = (θjk)
d
j,k=1 a real skew-
symmetric d × d-matrix. The next theorem is the generalization of Theorem 2.1.1 for high
dimensions.
Theorem 2.2.1. Let θ be nonsingular. Let (P1, P2, · · · , Pd) be a representation of
[Pj, Pk] = −iθjkI , j, k = 1, 2, · · · , d
on a separable Hilbert space H of inﬁnite multiplicity. Then for any real skew-symmetric θ′,
there exist self-adjoint operators P ′1, P
′
2, · · · , P ′d on H such that for all j, k,
i) [P ′j , P
′
k] = −iθ′jkI;
ii) Pj − P ′j is bounded on H and
‖Pj − P ′j ‖< 9(d− 1) max
k
|θjk − θ′jk|
1
2 .
25
Proof. Let K be a separable inﬁnite dimensional Hilbert space. Set δj = max
k
|θjk − θ′jk|1/2.
Let us ﬁrst assume that δj > 0 for every j. By Proposition 1.2.3, up to a unitary equivalence
we may assume that H = L2(Rd, K) and (P1, P2, · · · , Pd) are given by
Pj = (−iδj ∂
∂xj
+
∑
k<j
θkj
δk
xk)⊗ 1K , (2.10)
where (−i ∂
∂xj
)'s (resp. xj's) are derivative operators (resp. multiplier operators) as in (1.5).
Let W : Rd → U(K) be a C1-function with values in the unitary group U(K). W can be
viewed as a unitary on L2(Rd, K) via pointwise action. A calculation similar to (3.13) yields
W ∗PjW = −iδj( ∂
∂xj
+W ∗
∂W
∂xj
) +
∑
k<j
θkj
δk
xk .
Let us recall the two-variable C1-function w : R2 → U(K) in Theorem 2.1.1. Write
δjk =
θ′jk−θjk
δjδk
and deﬁne the following functions,
w2(x1,x2, · · · ,xd) = w(x1, δ12x2) ,
w3(x1,x2, · · · ,xd) = w(x1, δ13x3)w(x2, δ23x3) ,
...
wd(x1,x2, · · · ,xd) = w(x1, δ1dxd)w(x2, δ2dxd) · · ·w(xd−1, δd−1,dxd) .
When 1 ≤ j < k, for any (x1,x2, · · · ,xd) ∈ Rd
‖ ∂wk
∂xj
(x1,x2, · · · ,xd)‖=‖ ∂w
∂x
(xj, δjkxk)‖< 9 , (2.11)
and when k < j ≤ d, ∂wk
∂xj
= 0. Because the pointwise unitaries w(xk, δkjxj) commutes with
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the multipliers xj, we have
∂wj
∂xj
(x1,x2, · · · ,xd)−
∑
1≤k<j
δkjxkwj(x1,x2, · · · ,xd)
=
∑
1≤k<j
δkjw(x1, δ1jxj) · · · ∂w
∂y
(xk, δkjxj) · · ·w(xj−1, δj−1,jxj)−
∑
1≤k<j
δkjxkwj(x1,x2, · · · ,xd)
=
∑
1≤k<j
δkjw(x1, δ1jxj) · · · (∂w
∂y
(xk, δkjxj)− ixkw(xk, δkjxj)) · · ·w(xj−1, δj−1,jxj) . (2.12)
Thus the norm estimate follows
‖ ∂wj
∂xj
(x1,x2, · · · ,xd)−
∑
k<j
δkjxkwj(x1,x2, · · · ,xd)‖≤ 9
∑
k<j
δkj. (2.13)
Now set
W (x1,x2, · · ·xd) = w2(x1,x2, · · · ,xd)w3(x1,x2, · · · ,xd) · · ·wd(x1,x2, · · · ,xd) .
and deﬁne P ′j = W
∗(Pj +
∑
1≤k<j
θ′kj − θkj
δk
xk)W . Then (P
′
1, P
′
2, · · · , P ′d) satisﬁes
[P ′j , P
′
k] = −iθjkI and for each j
Pj − P ′j = i(δjW ∗
∂W
∂xj
− i
∑
1≤k<j
θ′kj − θkj
δk
xk) = iδj(W
∗∂W
∂xj
− i
∑
1≤k<j
δkjx) .
Note that for all x = (x1,x2, · · · ,xd) ∈ Rd
‖ ∂W
∂xj
(x1,x2, · · · ,xd)−
∑
1≤k<j
δkjxkW (x1,x2, · · · ,xd)‖
≤ ‖ ∂wj
∂xj
(x1,x2, · · · ,xd)−
∑
1≤k<j
δkjxkwj(x1,x2, · · · ,xd)‖ +
∑
j<k≤d
‖ ∂wk
∂xj
(x1,x2, · · · ,xd)‖
≤9
∑
1≤k<j
δkj + 9(j − 1) = 9(j − 1) + 9(d− j) = 9(d− 1) .
Therefore, Pj − P ′j is bounded on H and ‖Pj − P ′j ‖≤ 9(d− 1)δj.
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For a general θ′, we may assume that δj > 0 for j ≤ s and δj = 0 for s < j ≤ d. Then
we take the representation (2.10) for j ≤ s and use
Pj = (−i ∂
∂xj
+
∑
k≤s
θkj
δk
xk +
∑
s<k<j
θjkxk)⊗ 1K ,
for s < j ≤ d. Applying the above argument to P1, · · · , Ps, we obtain
P ′j = W
∗(Pj +
∑
k<j
θ′kj − θkj
δk
xk)W , j ≤ s .
Note that now the pointwise unitary W is independent of coordinates xs+1, · · · ,xd, and
hence it commutes with the newly deﬁned Ps+1, · · · , Pd. One can verify that the d-tuple
(P ′1, · · · , P ′s, Ps+1, · · · , Pd) satisﬁes the desired conditions.
The next proposition is a partial converse of above theorem. The proof is a natural
generalization of the Proposition 3.7 in [22].
Proposition 2.2.2. Let θ be nonsingular and (P1, P2, · · · , Pd) be a representation of
[Pj, Pk] = −iθjkI , j, k = 1, 2, · · · , d
on a Hilbert space H. If (P1, P2, · · · , Pd) is of ﬁnite multiplicity, then there exist no strongly
commuting self-adjoint operators (P ′1, P
′
2, · · · , P ′d) on H such that Pj − P ′j is bounded on H
for all j.
Proof. Let us ﬁrst assume that (P1, · · · , Pd) is irreducible. It is suﬃcient to consider the
standard representation on L2(Rn),
Pj = −i ∂
∂xj
, Pj+n = xj , j = 1, · · · , n = d
2
.
Other θ's follow by a linear transformation T as in Proposition 1.8. Consider the creation
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and annihilation operators of the n-dimensional harmonic oscillator,
aj =
1√
2
(Pj − iPj+n) , a∗j =
1√
2
(Pj + iPj+n) .
We use the standard multi-index notations m = (m1,m2, · · · ,mn) ∈ Nn,m! = m1! · · ·mn!
and |m| = ∑jmj. Denote φ0(x) = pi−n4 e− |x|22 as the Gaussian density for Rn. There is a
natural orthonormal basis of harmonic oscillator
φm =
1
bm
(a∗)mφ0 , m ∈ Nn
where (a∗)m = (a∗1)
m1 · · · (a∗n)mn and bm is the normalization constant. The creation and
annihilation actions are
a∗jφm =
√
mj + 1φ(m1,··· ,mj+1,··· ,mn) , ajφm =
√
mjφ(m1,··· ,mj−1,··· ,mn),
ajφ(m1,··· ,0,··· ,mn) = 0 .
Let c1, · · · , cn be the N×N matrices which are self-adjoint generators of the complex Cliﬀord
algebra Cln (N = 2
n
2 or N = 2
n+1
2 ). They satisfy the commutation relations
cjck + ckcj =

2, if j = k
0, otherwise.
Set A =
∑
j cj ⊗ a∗j . One calculates that
A∗A = 1⊗
∑
j
aja
∗
j , AA
∗ = 1⊗
∑
j
a∗jaj .
Note that
(
∑
j
aja
∗
j)φm = (|m|+ n)φm , (
∑
j
a∗jaj)φm = |m|φm,
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Thus |A| = (A∗A) 12 is invertible with compact inverse |A|−1 and ker(|A∗|) = {Cφ0} ⊗ CN .
The polar V = A|A|−1 of A is a partial isometry, ker(V ) = ker(|A|), and kerV ∗ = ker(|A∗|).
Hence V is a Fredholm operator with Index(V ) = −N .
Assume that P ′1, · · · , P ′d on H commute strongly and P ′j − Pj is bounded for all j. Then
A′ =
1√
2
n∑
j=1
cj ⊗ (P ′j + iP ′j+n)
is normal, and A′ − A is bounded on H. Let V ′ = A′|A|−1. V ′ is everywhere deﬁned
and bounded since V ′ − V = (A′ − A)|A|−1 is compact. Hence V ′ is also a Fredholm
operator with Index(V ′) = −N . Nevertheless, since |A|−1 is one-to-one and onto the domain
Dom(A)(= Dom(A′)),
dim(ker(V ′)) = dim(ker(A′)) = dim(ker(A′∗)) = dim(ker(V ′∗)).
which leads to a contradiction.
When (P1, · · · , Pd) has ﬁnite multiplicity M , V is of Fredholm index −MN . The proof
remains the same as above.
We now prove the main Theorem of this chapter. Let us denote by A(d) the set of all
real d-dimensional skew-symmetric matrix.
Theorem 2.2.3. There exist continuous maps u1, u2, · · ·ud : A(d) × R → U(H) and a
universal constant C > 0 such that
i) for each θ, u1(θ, ·), u2(θ, ·), · · · , ud(θ, ·) are strongly continuous one-parameter unitary
groups satisfying
uj(θ, s)uk(θ, t) = e
istθjkuk(θ, t)uj(θ, s) , ∀ s, t ∈ R , j, k = 1, · · · , d ;
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ii) for any t ∈ R and θ, θ′ ∈ A(d),
‖uj(θ, t)− uj(θ′, t)‖≤ C|t|(
∑
k
|θkj − θ′kj|
1
2 ) , j = 1, · · · , d .
Proof. The proof is by induction. The continuous maps u, v from Theorem 2.1.7 give the
initial step of d = 2. For the induction step, we may write H = H1 ⊗H⊗(d−1)2 , where both
H1 and H2 are inﬁnite dimensional. We assume the d − 1 maps U1, U2, · · · , Ud−1 on H1
satisfying the desired poperty for dimension d− 1. Also we have the two maps u, v for d = 2
on each copy of H2. Denote θˆ for the submatrix (θjk)
d−1
j,k=1, I1 the identity on H1 and I2 the
identity on H2. We constructed d maps from A(d) to U(H1 ⊗H⊗(d−1)2 ) as follows,
u1(θ, t) =U1(θˆ, t)⊗ u(θ1d, t)⊗ I2 ⊗ · · · ⊗ I2 ,
u2(θ, t) =U2(θˆ, t)⊗ I2 ⊗ u(θ2d, t)⊗ I2 ⊗ · · · ⊗ I2 ,
u3(θ, t) =U3(θˆ, t)⊗ I2 ⊗ I2 ⊗ u(θ3d, t)⊗ I2 ⊗ · · · ⊗ I2 ,
...
u(d−1)(θ, t) = U(d−1)(θˆ, t)⊗ I2 ⊗ · · · ⊗ I2 ⊗ u(θ(d−1),d, t) ,
ud(θ, t) =I1 ⊗ v(θ1d, t)⊗ v(θ2d, t)⊗ v(θ3d, t)⊗ · · · ⊗ v(θ(d−1),d, t) .
One can check that (u1, u2, · · · , ud) satisﬁes the desired commutation relations. By the
triangle inequality, for j ≤ d− 1,
‖uj(θ, t)−uj(θ′, t)‖≤‖Uj(θˆ, t)− Uj(θˆ′, t)‖ + ‖u(θjd, t)− u(θ′jd, t)‖ (2.14)
≤ C|t|(
∑
1≤k≤d−1
|θjk − θ′jk|
1
2 ) + C|t| |θjd − θ′jd|
1
2 = C|t|(
∑
1≤k≤d
|θjk − θ′jk|
1
2 ) ,
and the estimate of ud follows similarly. Here we used the inductive assumption on d − 1
and the initial step on d = 2. The constant C is independent of dimension d and it can be
800, 000 as in Theorem 2.1.9.
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Denote |ξ| = (∑j |ξj|2) 12 as the Euclidean metric for vector ξ = (ξ1, ξ2, · · · , ξd) and write
the symplectic bilinear form θ(ξ,η) =
∑
jk θjkξjηk. Recall that a strongly continuous map
u : Rd → U(H) is called a θ-projective unitary representation (or shortly θ-representation)
of Rd if it satisﬁes
u(ξ)u(η) = e
i
2
θ(ξ,η)u(ξ + η) . (2.15)
The above theorem can be reformulated as a continuous family of projective unitary repre-
sentations.
Corollary 2.2.4. Let H be an inﬁnite dimensional Hilbert space. There exist a map u :
A(d)× Rd → U(H) and a universal constant C > 0 such that
i) for each θ ∈ A(d), u(θ, ·) is a strongly continuous θ-representation of Rd;
ii) for any ξ ∈ Rd and θ, θ′ ∈ A(d),
‖u(θ, ξ)− u(θ′, ξ)‖≤ C|ξ|(
∑
k,j
|θkj − θ′kj|
1
2 ) , (2.16)
Proof. Let u1(θ, ·), u2(θ, ·), · · · , ud(θ, ·) be one-parameter unitary groups from Theorem 2.2.3
and P1(θ), P2(θ), · · · , Pd(θ) be the corresponding inﬁnitesimal generators. Then
[Pj(θ), Pk(θ)] = −iθjkI , j, k = 1, · · · , d,
and by Lemma 2.1.3, Pj(θ)− Pj(θ′) is bounded on H,
‖Pj(θ)− Pj(θ′)‖≤ C(
∑
k
|θjk − θ′jk|
1
2 ) .
We ﬁrst consider that θ and θ′ are nonsingular. It is clear from Proposition 1.2.3 that
P1(θ), P2(θ), · · · , Pd(θ) share a common core. For any vector ξ ∈ Rd, we deﬁne by the
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Baker-Campbell-Hausdorﬀ formula that
u(θ, ξ) := ei(
∑
j ξjPj(θ)) = exp(− i
2
∑
j<k
θjkξjξk)u1(θ, ξ1)u2(θ, ξ2) · · ·ud(θ, ξd) .
Therefore,
‖u(θ, ξ)− u(θ′, ξ)‖ =‖ei(
∑
j ξjPj(θ)) − ei(
∑
j ξjPj(θ
′)) ‖≤‖
∑
j
ξj(Pj(θ)− Pj(θ′))‖
≤ C
∑
j
|ξj|(
∑
k
|θjk − θ′jk|
1
2 ) ≤ C|ξ|(
∑
j
(
∑
k
|θjk − θ′jk|
1
2 )2)
1
2
≤ C|ξ|(
∑
j,k
|θjk − θ′jk|
1
2 ) .
Note that when ξ is ﬁxed, u(·, ξ) is continuous in norm. Then the estimates for general θ
and θ′ follows.
We now explore the continuity for nice elements in quantum Euclidean space Eθ. Given
a θ-representation u : Rd → B(H), the associated quantization is given by
u(f) =
1
(2pi)d
∫
Rd
fˆ(ξ)u(ξ)dξ , f ∈ S(Rd) .
By universality of Eθ, there is a (canonical) ∗-homomorphism from Eθ onto the C∗-algebra
generated by the quantized Schwartz class {u(f) | f ∈ S(Rd)} such that
piu(λθ(f)) = u(f) .
We say u is canonical if piu is a ∗-isomorphism.
Lemma 2.2.5. Let θ ∈ A(d) be nonsingular and θˆ = (θjk)d−1j,k=1 be its principal submatrix.
For a vector ξ ∈ Rd−1, write (ξ, 0) = (ξ1, · · · , ξ(d−1), 0) ∈ Rd. Let u : Rd → U(H) be a
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θ-representation on H. Then the following θˆ-representation of Rd−1
uˆ : Rd−1 → U(H) , uˆ(ξ) = u(ξ, 0) ,
is canonical.
Proof. For f ∈ S(Rd−1), denote v(f) = ∫ fˆ(ξ)λθ(ξ, 0)dξ, and λθˆ(f) for the left θˆ-Moyal
multiplication on L2(Rd−1). It is suﬃcient to show that
‖v(f)‖ = ‖λθˆ(f)‖
holds for functions f which are L1-norm dense in S(Rd−1). By Proposition 1.2.3, we may just
consider that u = λθ is the left regular θ-representation on L2(Rd). For any g ∈ S(Rd−1),
deﬁne gn ∈ S(Rd) as follows,
gˆ(η,ηd) = gˆ(η)φn(ηd) , (η,ηd) ∈ Rd ,
where φn ∈ S(R) is a sequence of smooth function supported in [−n, n] such that n → 0
and the L2-norm ‖φn ‖2= 1. For f ∈ S(Rd−1),
v̂(f)gn(η,ηd)− λ̂θˆ(f)g(η)φn(ηd)
=φn(ηd)
∫
fˆ(ξ)gˆ(η − ξ)e i2 θˆ(ξ,η−ξ) exp( i
2
d−1∑
j=1
θjdξjηd)dξ − φn(ηd)
∫
fˆ(ξ)gˆ(η − ξ)e i2 θˆ(ξ,η−ξ)dξ
=φn(ηd)
∫
fˆ(ξ)gˆ(η − ξ)e i2 θˆ(ξ,η−ξ)(exp( i
2
d−1∑
j=1
θjdξjηd)− 1)dξ .
Now assume that fˆ is compactly supported. Then the sequence
βn := sup
ηd∈supp(φn)
sup
ξ∈supp(f)
| exp( i
2
d−1∑
j=1
θjdξjηd)− 1|
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converges to 0 as n→∞. Hence
‖ v̂(f)gn − λ̂θˆ(f)gφn ‖2≤ βn ‖φn ‖2‖f ‖2‖g‖2→ 0
Thus for compactly supported f , and any g ∈ S(Rd−1)
lim
n
‖v(f)gn ‖2 = ‖λθˆ(f)g‖2 ,
which implies ‖v(f)‖=‖λθˆ(f)‖ and completes the proof.
Let s > 0 and ∆ be the Laplacian on Rd. Recall that the Sobolev space Hs(Rd) is
the Hilbert space Hs(Rd) := {f ∈ L2(Rd) | (1 + |∆|) s2f ∈ L2(Rd)} equipped with the norm
‖f ‖Hs=‖(1 + |∆|) s2f ‖2.
Corollary 2.2.6. Let H be an inﬁnite dimensional Hilbert space and s > d
2
+1. There exists
a map
u : A(d)× S(Rd)→ B(H) , (θ, f)→ uθ(f)
such that
i) for each θ ∈ A(d),
uθ(f ?θ g) = uθ(f)uθ(g) , ∀ f, g ∈ S(Rd) ;
ii) for s > d
2
+ 1, there exists a constant Cs,d such that for all f ∈ S(Rd) and θ, θ′ ∈ A(d),
‖uθ(f)− uθ′(f)‖≤ Cs,d(
∑
j,k
|θjk − θ′jk|
1
2 ) ‖f ‖Hs ;
iii) for each θ, uθ is a canonical representation.
Proof. We ﬁrst consider the case d = 2m is even. Let u(θ, ξ) be the continuous family of
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projective unitary representations from Corollary 2.2.4. Deﬁne
uθ(f) =
∫
Rd
fˆ(ξ)u(θ, ξ)dξ .
The ﬁrst assertion follows from that u(θ, ·) is a θ-representation of Rd. For ii), we use the
estimate (2.16),
‖uθ(f)− uθ′(f)‖ ≤ C(
∑
j,k
|θjk − θ′jk|
1
2 )
∫
Rd
|fˆ(ξ)||ξ|dξ
≤ C(
∑
j,k
|θjk − θ′jk|
1
2 ) ‖|fˆ ||ξ|(1 + 4pi|ξ|2)α2− 12 ‖2 (
∫
Rd
(1 + 4pi|ξ|2)−α+1dξ) 12
≤ Cα,d(
∑
j,k
|θjk − θ′jk|
1
2 ) ‖f ‖Hα ,
The second integral converges when s− 1 > d
2
and the constant
Cs,d = (
Vd
2s− d− 2)
1
2C
where Vd is the volume of unit (d−1)-sphere. For iii), given a θ, it is suﬃcient to show that for
any f ∈ S(Rd), ‖uθ(f)‖=‖λθ(f)‖. This is clear for all nonsingular θ because Eθ is simple.
Given a singular θ in even dimensions, we choose a sequence of nonsingular skew-symmetric
θn converging to θ. With the continuity in ii), we obtain that for all f ∈ Hs(Rd),
‖uθ(f)‖= lim
n
‖uθn(f)‖= lim
n
‖λθn(f)‖≥‖λθ(f)‖ .
The last inequality follows from that λθn(f) → λθ(f) in strong operator topology, and it is
actually an equality (see [39]). Since Hs(Rd) is L1-norm dense in S(Rd), we proved the case
for d even. When d = 2n− 1 is odd, we set
uθ(f) =
∫
Rd−1
fˆ(ξ)u(θ˜, (ξ, 0))dξ , f ∈ S(Rd−1) , θ ∈ A(d− 1)
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where θ˜ =
 θ 0
0 0
 is an embedding of A(d − 1) into A(d). i) and ii) follows similarly.
For iii), again we choose a sequence of nonsingular θ˜n approximating θ˜. Denote θn for
corresponding the (d− 1)× (d− 1) principal submatrix of θ˜n. Then θn converges to θ, and
by Lemma 2.2.5 we obtain that for all f ∈ Hs(Rd−1),
‖uθ(f)‖= lim
n
‖
∫
fˆ(ξ)u(θ˜n, (ξ, 0))dξ‖= lim
n
‖λθn(f)‖≥‖λθ(f)‖ ,
which completes the proof.
2.3 Application to quantum tori
Let d ≥ 0 and θ = (θjk)dj,k=1 be a real skew-symmeteric matrix.
Deﬁnition 2.3.1. The quantum d-tori Aθ associated to θ is deﬁned as the universal C∗-
algebra generated by d unitaries (u1, u2, · · · , ud) satisfying
ujuk = e
2piiθjkukuj , j, k = 1, 2, · · · , d, (2.17)
We say (u1, u2, · · · , ud) is a canonical d-tuple of generators forAθ if the canonical quotient
map from Aθ to the C∗-algebra generated by (u1, u2, · · · , ud) is a ∗-isomorphism. We denote
T(d) as the space of all Hermitian d × d matrices with unit entries. In this section u =
(u1, u2, · · · , ud) will denote a d-tuple of unitaries and m = (m1,m2, · · · ,md) denote a d-
tuple of integers. We use the standard notation of multiple Fourier series as follows,
um = um11 u
m2
2 · · ·umdd .
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A polynomial in u with ﬁnite nonzero coeﬃcients is
a =
∑
m∈Zd
αmu
m .
Denote Pθ the ∗-algebra of all polynomials of (u1, u2, · · · , ud). Aθ is the enveloping C∗-
algebra of Pθ. One can deﬁne a faithful tracial state τ on Pθ,
τ(
∑
m∈Zd
αmu
m) = α0 .
The GNS-representation of τ is given as follows,
pi(um)|m′〉 = exp(2pii(−
∑
1≤j<k≤d
θjkmkm
′
j))|m+m′〉 , ∀m,m′ ∈ Zd , (2.18)
where we use kets |m〉 for the GNS-vector of um. The set {|m〉|m ∈ Zd} forms an or-
thonormal basis and the Hilbert space is isomorphic to l2(Zd). The trace τ is implemented
by the cyclic vector |0〉,
τ(
∑
m∈Zd
αmu
m) = 〈0|
∑
m∈Zd
αmpi(u
m)|0〉 = α0 .
By universality, pi extends to a ∗-representation of Aθ and so does the tracial state τ . To
see that both τ and pi are faithful, we can write τ by the transference automorphisms of Aθ.
Let Td be the d-torus
Td = {(z1, z2, · · · , zd) ∈ Cd | |zj| = 1 , ∀j} .
For a d-tuple z = (z1, z2, · · · , zd) ∈ Td, the transference automorphism associated to z is
given by
αz(u
m) = zmum := zm11 z
m2
2 · · · zmdd um11 um22 · · ·umdd ,
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For each j, we introduce the following map
Φj(a) =
∫
T
α(1,··· ,zj ,··· ,1)(a)dzj .
As an averaging of automorphisms, Φj is faithful, completely positive and contractive. Note
that
Φj(u
m) =

um ifmj = 0
0 otherwise
.
Namely, Φj is the conditional expectation onto the subalgebra generated by all unitary
generators except uj. One can see that for any j, k, ΦjΦk = ΦkΦj, and the composition is
the conditional expectation onto the subalgebra generated by all generators except for uj
and uk. Inductively, the map Φ1Φ2 · · ·Φd is the conditional expectation onto the scalers,
which coincides with the canonical state τ ,
Φ1Φ2 · · ·Φd(um) = τ(um)I =

I if m = (0, 0, · · · , 0)
0 otherwise
.
This justiﬁes that τ is faithful and so is the representation pi.
The following lemma is an analog of Lemma 4.3 in [22].
Lemma 2.3.2. Let (u1, u2, · · · , ud) be a d-tuple of unitaries satisfying
ujuk = e
2piiθjkukuj , j, k = 1, 2, · · · , d .
Then (u1, u2, · · · , ud) is a canonical d-tuple of generators for Aθ if and only if there exists a
state τ on the C∗-algebra C∗(u1, u2, · · · , ud) such that,
τ(um) =

1 if m = (0, 0, · · · , 0)
0 otherwise
. (2.19)
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Proof. The necessity follows from the above discussion. Let us identify Aθ with the repre-
sentation pi(Aθ) ⊂ B(l2(Zd)) in (2.18). Given a state τ as (2.19), the GNS-representation piτ
maps C∗(u1, u2, · · · , ud) into B(l2(Zd)) and sends each uj to the canonical unitary pi(u˜j) ∈
pi(Aθ). Denote piu for the canonical map from Aθ onto C∗(u1, u2, · · · , ud). Both compositions
piupiτ and piτpiu are the identity maps, since they send generators to generators. Therefore
the canonical piu is a ∗-isomorphism.
The following theorem is the Lip1/2 deformation of quantum d-tori.
Theorem 2.3.3. Let H be an inﬁnite dimensional Hilbert space. There exist d continuous
maps u1, u2, · · · , ud from T(d) to U(H) and a universal constant C > 0 such that
i) for σ such that σjk = e
2piiθjk , (u1(σ), u2(σ), · · · , ud(σ)) is a canonical d-tuple of gener-
ators for Aθ;
ii) for each j,
1
2
max
k
|σjk − σ′jk|
1
2 ≤‖uj(θ)− uj(θ′)‖≤ C(
∑
k
|σjk − σ′jk|
1
2 ) .
Proof. The continuous maps and the upper estimates of ii) can be proved with same con-
struction as in Theorem 2.2.3. The lower estimates follows from Proposition 4.6 in [22],
for each pair of indices (j, k). To show that (u1(σ), u2(σ), · · · , ud(σ)) is canonical, we recall
the fact that Aθ is simple when θZd ∩ Zd = {0} (see [41][36][19]). Such θ's are dense in
all skew-symmetric d × d matrices. Then the conclusion can be derived by combining the
argument of Remark 5.6 in [22] with Lemma 2.3.2.
Remark 2.3.4. For s > 0, let us recall the Soblev space on d-torus
Hs(Td) = {f ∈ L2(Td) |
∑
m∈Zd
(1 + |m|2)s|fˆ(m)|2 <∞} , ‖f ‖Hs= (
∑
m∈Zd
(1 + |m|2)s|fˆ(m)|2) 12
40
where fˆ is the Fourier series of f . Given the d continuous maps u1, u2, · · · , ud above, we
have the following quantization,
uσ(f) :=
∑
m
fˆ(m1,m2, · · · ,md)u1(σ)m1u2(σ)m2 · · ·ud(σ)md , σ ∈ T(d) .
The series is well deﬁned if f ∈ Hs(Td) for some s > d
2
. We have an analog of Corollary
2.2.6 as follows: for s > d
2
+ 1 there exists constant Cs,d depending on s, d such that for any
f ∈ Hs(Td) and σ, σ′ ∈ T(d),
‖uσ(f)− uσ′(f)‖≤ Cs,d ‖f ‖Hs
∑
j,k
|σjk − σ′jk|
1
2 .
Let us deﬁne that for each pair σ, σ′ ∈ T(d),
ρ(σ, σ′) := inf max
j
‖uj − u′j ‖ ,
where the inﬁmum runs over all d-tuple of unitaries (u1, u2, · · · , ud) on the seperable inﬁnite
dimensional Hilbert space H satisfying the commutation relation (2.17) for σ, and respec-
tively (u′1, u
′
2, · · · , u′d) for σ′. It is proved in [22] that for d = 2, ρ is a translation invariant
metric on T and
1
2
|σ − σ′| 12 ≤ ρ(σ, σ′) ≤ 24|σ − σ′| 12 , σ, σ′ ∈ T .
Their argument generalizes to d > 2.
Proposition 2.3.5. ρ is a translation-invariant metric on T(d) and for any σ, σ′ ∈ T(d),
1
2
max
j,k
|σjk − σ′jk|
1
2 ≤ ρ(σ, σ′) ≤ 24(d− 1) max
j,k
|σjk − σ′jk|
1
2 . (2.20)
Proof. We ﬁrst show the translation-invariance. Given σ, σ′, σ′′ ∈ T(d), let (u1, u2, · · ·ud),
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(u′1, u
′
2, · · ·u′d) and (u′′1, u′′2, · · ·u′′d) be d tuples of unitaries on H satisfying
ujuk = σjkukuj , u
′
ju
′
k = σ
′
jku
′
ku
′
j , u
′′
ju
′′
k = σ
′′
jku
′′
ku
′′
j , j, k = 1, · · · , d.
Deﬁne the new unitaries on H ⊗2 H ∼= H,
vj = uj ⊗ u′′j , v′j = uj ⊗ u′′j , , j = 1, · · · , k
They satisfy
vjvk = σj,kσ
′′
j,kvkvj , v
′
jv
′
k = σ
′
j,kσ
′′
j,kv
′
kv
′
j .
Since ‖ vj − v′j ‖=‖ uj − u′j ‖ for all j, we have ρ(σ, σ′) ≤ ρ(σσ′′, σ′σ′′) where σσ′′ is the
Hadamard (entrywise) product. Thus the translation invariance follows by symmetry.
With the translation-invariance, it is suﬃcient to prove the triangle inequality
ρ(σ′, σ′′) ≤ ρ(σ′, σ) + ρ(σ, σ′′) (2.21)
for all triple (σ, σ′, σ′′) with a ﬁxed σ. Indeed for any η, σ, σ′, σ′′ ∈ T(d), the triangle in-
equalities (2.21) for (σ′, σ, σ′′) and (σ′η, ση, σ′′η) are equivalent. Choosing θ ∈ A(d) such
that θZd ∪ Zd = {0}, then Aθ is simple. We claim that any two d-tuples of unitaries
(u1, u2, · · · , ud) and (v1, v2, · · · , vd) on H satisfying the commutation relations of Aθ are ap-
proximately unitarily equivalent, i.e. there exists a sequence {wn} of unitaries on H such
that for all j
‖wnujw∗n − vj ‖→ 0 .
This can be shown, as in Proposition 4.2 of [22], by Voiculescu's noncommutative Weyl-von
Neumann Theorem [48]. Consider the two canonical ∗-homomrophisms piu, piv : Aθ → B(H),
piu(u˜j) = uj , piv(u˜j) = vj , j = 1, · · · , d,
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where u˜j's represent the generators of Aθ. Denote by K the ideal of compact operators on
H. We need to verify that pi−1u (K) ⊂ kerpiu and pi−1u (K) ⊂ kerpiv. pi−1u (K) and pi−1u (K) are
proper ideals in Aθ, and hence both are trivial because Aθ is simple.
Now choose σ such that e2piiθjk = σjk. For any σ
′ and σ′′, ﬁnd d-tuples (u1, · · · , ud) and
(u′1, · · · , u′d) of unitaries on H such that
ujuk = σjkukuj , u
′
ju
′
k = σ
′
jku
′
ku
′
j, and max
j
‖uj − u′j ‖≤ ρ(σ, σ′) +

2
,
and also (v1, · · · , vd) and (v′′1 , · · · , v′′d) such that
vjvk = σjkvkvj , v
′′
j v
′′
k = σ
′′
jkv
′′
kv
′′
j , and max
j
‖vj − v′′j ‖≤ ρ(σ, σ′′) +

2
.
Since (u1, · · · , ud) and (v1, · · · , vd) are approximately unitarily equivalent, there exists a
unitary w on H such that
max
j
‖wujw∗ − vj ‖≤ .
Then take u¯j = wu
′
jw
∗, we have
ρ(σ′, σ′′) ≤ max
j
‖ u¯j − v′′j ‖≤ max
j
(‖wu′jw∗ − wujw∗ ‖ + ‖wujw∗ − vj ‖ + ‖vj − v′′j ‖)
≤ max
j
‖wu′jw∗ − wujw∗ ‖ + max
j
‖wujw∗ − vj ‖ + max
j
‖vj − v′′j ‖
≤ ρ(σ′, σ) + ρ(σ, σ′′) + 2 .
Therefore we prove the triangle inequality.
Finally, the left inequality of (2.20) is a consequence of Theorem 2.3.3. On the other
hand, let θ, θ′ ∈ A(d) (we may assume θ nonsingular by translation invariance) such that
σjk = e
2piiθjk and σ′jk = e
2piiθ′jk . We have P1, P2, · · · , Pd and P ′1, P ′2, · · · , P ′d be the self-adjoint
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operators from Theorem 2.2.1. The second inequality follows from choosing
uj(t) = e
√
2piiPjt , u′j(t) = e
√
2piiP ′jt , j = 1, · · · , d .
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Chapter 3
Pseudo-diﬀerential Calculus for
Non-commutative Derivatives
The derivatives on Rd are Fourier multipliers,
∂α(eixξ) = ∂α11 · · · ∂αdd eixξ = (i)|α|ξαeixξ ,
A general Fourier multiplier Ta is a translation invariant operator on Rd as follows,
Ta(e
ixξ) = a(ξ)eixξ ,
where a(ξ) is called the symbol of Ta. Pseudo-diﬀerential operators (ΨDOs) are gener-
alizations of diﬀerential operators and Fourier multipliers by allowing symbols a(x, ξ) as
a smooth bi-variable function. (We refer to [44, 27] for a detailed account of ΨDOs on
Euclidean space). The resulting operator a(x, D) is deﬁned as a singular integral
a(x, D)(f)(x) =
1
(2pi)d
∫
Rd
eix·ξa(x, ξ)fˆ(ξ)dξ , f ∈ S(Rd) .
From functional calculus point of view, the map sending symbols a(x, ξ) to operators a(x, D)
is essentially a quantization,
a ∈ C∞(Rd × Rd) 7→ op(a) :=
∫
Rd
∫
Rd
aˆ(η,y)u(η)v(y) , (3.1)
where
aˆ(η,y) =
∫
Rd
∫
Rd
a(x, ξ)e−i(xη+ξy)dxdξ
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is the Fourier transform. Here and in the following u(η) is the multiplier unitary and v(y)
is the translation operator
(u(η)f)(x) = eiηxf(x) , (v(y)f)(x) = f(x+ y) .
The quantization op(a) = a(x,D) can be ﬁrst deﬁned for Schwartz functions S(Rd) and then
extended to tempered distributions S ′(Rd). In the pseudo-diﬀerential calculus, the multipli-
ers always precede translations so that for a(x, ξ) =
∑
α aα(x)ξ
α, op(a) =
∑
α aα(x)(−i∂)α.
Following this idea, we establish in this chapter a Pseudo-diﬀerential calculus to quan-
tum Euclidean spaces equipped with noncommuting covariant derivatives. Namely, on Rθ
generated by CCR [xj, xk] = −iθjk, we consider the covariant derivatives ξ1, · · · , ξd also
satisfy another CCR with parameter θ′ [ξj, ξk] = −iθ′jk. Then ΨDOs are aﬃliated to the
2d-dimensional quantum Euclidean space RΘ with Θ =
 θ −I
I θ′
, which is generated by
x1, · · · , xd, ξ1, · · · , ξd satisfying
[xj, xk] = −iθjk , [ξj, ξk] = −iθ′jk , [xj, ξk] = −iδjk .
Our Pseudo-diﬀerential calculus can be viewed as a compatible mixture of Weyl quantization
on Rθ and R′θ and the ΨDO calculus between Rθ and Rθ′ .
The organization of this chapter is as follows. In Section 3.1 we brieﬂy recall some
basic diﬀerentiation and integration structure on quantum Euclidean spaces. Section 3.2
introduces a noncommutative asymptotic analysis on Rθ. This is used to justify our deﬁnition
of symbols class in Section 3.3. We discuss in Section 3.4 the co-multiplication on Rθ. Section
3.5 is devoted to the two main ingredients of ΨDOs calculusthe L2 boundedness theorem
and the composition identity. Section 3.6 discusses the principal symbols of classical ΨDOs.
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3.1 Basics structures
Recall that λθ denotes the left regular θ-twisted representation of Rd and the associated
quantization
λθ(f) =
1
(2pi)d
∫
Rd
fˆ(ξ)λθ(ξ)dξ , f ∈ S(Rd) , (λθ(ξ)f)(x) = eiξ·xf(x− θ
2
ξ) , ξ ∈ Rd .
Rθ is the von Neumann subalgebra ofB(L2(Rd)) generated by λθ(S(Rd)). We write (x1, · · · , xd)
for the d self-adjoint unbounded generator of Rθ. We start with the noncommutative inte-
gration.
Proposition 3.1.1. The canonical trace
τθ(λθ(f)) =
∫
Rd
f , f ∈ S(Rd)
extends to a normal faithful semi-ﬁnite trace on Rθ.
i) Let T be a real invertible matrix and T t be its transpose and θ˜ = TθT t. Then the
normal ∗-isomorphism ΦT : Rθ˜ → Rθ,
ΦT (λθ˜(ξ)) = λθ(T
tξ) ,ΦT (λθ˜(f)) = λθ(f ◦ T ), (3.2)
satisﬁes τθ ◦ ΦT = |detT |−1τθ˜.
ii) Let x ∈ Rd. Deﬁne the map
αx(λθ(ξ)) = e
iξ·xλθ(ξ) , αx(λθ(f)) = λθ(αx(f)) , αx(f)(·) = f(·+ x) .
Then αx is a τθ-preserving automorphism on Rθ.
Proof. The fact τθ is a normal faithful trace on Rθ was proved in [16] by writing Rθ as an
iterated crossed product L∞(R)oRo· · ·oR. Here we present a proof using its representation
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theory, which will be helpful for our other discussion. Recall the multiplier and translation
unitary groups on L2(Rn),
(u(ξ)f)(x) = f(x+ ξ) , (v(η)f)(x) = eiη·xf(x) .
We ﬁrst consider the case d = 2n and θ =
 0 −In
In 0
. By Stone von-Neumann theorem,
there exists some Hilbert space H and a unitary W : L2(Rθ)→ L2(Rn)⊗ IH such that
Wλθ(ξ,0)W
∗ = u(ξ)⊗ IH , Wλθ(0,η)W ∗ = v(η)⊗ IH ,
where ξ ∈ Rn are the ﬁrst n coordinates and η ∈ Rn are the last n coordinates. For
f1, f2 ∈ S(Rn), the quantization λθ(f1 ⊗ f2) is unitary equivalent to (a multiple of) the
following operator Tf1,f2 . For h ∈ L2(Rn)
(Tf1,f2h)(y) = (2pi)
−2n
∫ ∫
fˆ1(ξ)fˆ2(η)e
− i
2
ξ·ηeiη·(y+ξ)h(y + ξ)dξdη
= (2pi)−2n
∫ ∫
fˆ1(x− y)fˆ2(η)e− i2 (x−y)·ηeix·ηh(x)dxdη
= (2pi)−n
∫
fˆ1(x− y)f2(x+ y
2
)h(x)dx .
Bacause f1, f2 ∈ S(Rn), Tf1,f2 is of trace class for the usual trace tr on B(L2(Rn)) and
tr(Tf1,f2) =(2pi)
−n
∫
Rn
fˆ1(y − y)f2(y + y
2
)dy
=(2pi)−n
∫
Rn
fˆ1(0)f2(y)dy
=(2pi)−n
∫
Rn
f1 ·
∫
Rn
f2 ,
which coincides with τθ on Rθ up to a normalization constant (2pi)−n. Now we consider θ is
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a singular standard form θ =

0 −In 0
In 0 0
0 0 0
. Let θ1 =
 0 −In
In 0
 be the non singular
part. Because Rθ1 ∼= B(L2(Rn)) is a Type I factor and the degenerated part of θ gives the
left regular representation λ0 : Rd−2n → B(L2(Rd−2n)), it is clear that
Rθ ∼= Rθ1 ⊗ R0 ∼= B(L2(Rn))⊗ L∞(Rd−2n)
and the canonical trace τθ is the product trace τθ1⊗τ0. Then, τθ is a normal faithful semiﬁnite
trace because τ0 on L∞(Rd−2n) is the Lebesgue integral and we have shown that τθ1 is given
by the standard trace tr. The case for general θ follows from i) via a change of variables in
Proposition 1.2.2.
For i), recall that the normal ∗-isomorphism ΦT is implemented by a invertible operator
UT : L2(Rθ˜)→ L2(Rθ) , UTλθ˜(f) = λθ(f ◦ T−1) .
For f ∈ S(Rd),
τθ ◦ ΦT (λθ˜(f)) =τθ
(∫
Rd
fˆ(ξ)λθ(Tξ)dξ
)
=|detT |−1τθ
(∫
Rd
fˆ
(
T−1η
)
λθ(η)dη
=| detT |−1
∫
Rd
f
=| detT |−1τθ˜(λθ˜(f)) .
For ii), αx is implemented by the shifting unitary Ux ∈ B(L2(Rθ)),
αx(·) = Ux(·)U∗x , Ux(λθ(f)) = λθ(αx(f)) .
49
Hence αx extends to an automorphism on Rθ and moreover it preserves Sθ and Eθ.
The automorphisms αx,x ∈ Rd gives an action of Rd on Rθ called the transference
action. We see from the above proposition that the integration on quantum Euclidean
admits change of variables for invertible aﬃne transformations. For 1 ≤ p ≤ ∞, we write
Lp(Rθ) for the noncommutative Lp space with respect to τθ and identify L∞(Rθ) = Rθ. For
all θ, L2(Rθ, τ) ∼= L2(Rd). The noncommutative Lorentz space Lp,∞(Rθ) is the space of
measurable operators a aﬃliated to Rθ such that the following quasi-norm is ﬁnite
‖a‖pLp,∞= sup
t>0
tpτθ(1|a|>t) ,
where 1|a|>t denote the spectrum of |a| > t. In other words, a ∈ Lp,∞(Rθ) if τθ(1|a|>t) is
asymptotically at most O(t−p).
Proposition 3.1.2. Denote |x| := (∑j x2j) 12 and 〈x〉 := (1 +∑j x2j) 12 . For each θ,
i) 〈x〉−1 ∈ Ld,∞(Rθ).
ii) τθ(e
−t|x|2) = t−
d
2det( piiθ
sinh(iθ)
)1/2 .
Proof. Let us ﬁrst consider that θ is the following standard form

−In
In
 . (3.3)
We have shown in Proposition 3.1.1 that there is a trace preserving ∗-isomorphism pi : Rθ →
B(L2(Rn))⊗L∞(Rd−2n) on L2(Rd−n) such that for 1 ≤ j ≤ n, 1 ≤ k ≤ d− 2n
xj 7→ Dyj , xj+n 7→ yj , x2n+k 7→ yn+k .
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where
Dyjg = i
∂g
∂yj
, (yjg)(y) = yjg(y) .
Then 〈x〉 is unitary equivalent to (a multiple) of the following operator on L2(Rd−n),
H := (
n∑
j=1
D2yj + y
2
j )⊗ idL2(Rd−2n) + idL2(Rn) ⊗ (1 +
d−n∑
l=n+1
y2l ) .
The ﬁrst part is the Hamiltonian of n-dimemsional quantum harmonic oscillator and the
second part is a multiplier on L2(Rd−2n). As we have seen in the proof of Proposition 2.2.2,
H1 := (
∑n
j=1 D
2
yj
+ y2j ) has discrete spectrum µN = 2N + n and the degeneracy of µN is(
N+n−1
N
)
. Combined with the continuous part on L∞(Rd−2n), we have
tr ⊗
∫
Rd−2n
(1H≤µ) =
∑
2N≤µ−n
(
N + n− 1
N
)∫
Rd−2n
1(1+|y|2)≤µ−2N−ndy
. µ · µn−1 · µ d−2n2 = µ d2 .
Thus tr ⊗
∫
Rd−2n
(1{H− 12>µ}) . µ
−d which imples H−
1
2 ∈ Ld,∞. The case for general θ
follows from the change of variable formula in Proposition 3.1.1 i). Moreover, if T is a real
invertible matrix such that TθT t is the standard form (3.3), then det(T ) = µ1µ2 · · ·µn, where
µ1, µ2, · · · , µn are imaginary parts of eigenvalues of θ. Thus, by the isomorphism deﬁned in
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(3.2), we have
τθ(e
−t|x|2) = µ1µ2 · · ·µn(2pi)n · tr(e−t
∑n
j=1 µj(D
2
yj
+y2j )) ·
∫
Rd−2n
e−t
∑d−n
j=n+1 y
2
jdyn+1 · · · dyd−n
= µ1µ2 · · ·µn(2pi)n ·
( n∏
j=1
∑
k=0
e−tµj(1+2k)
) · (pi
t
)
d−2n
2
=
( n∏
j=1
2pitµj
etµj − e−tµj
)
(pi)
d−2n
2 t−
d
2
= t−
d
2
( n∏
j=1
piµj
sinhµj
)
(pi)
d−2n
2
= t−
d
2det(
piiθ
sinh(iθ)
)1/2 .
The equality follows from lim
µ→0
µ
sinh(µ)
= 1.
We summarizes the properties of diﬀerentiation structure on Rθ in the following propo-
sition.
Proposition 3.1.3. Deﬁne the self-adjoint partial derivatives,
Dj(λθ(f)) = λθ(−i ∂
∂xj
f) , f ∈ S(Rd) .
Then D1, · · · , Dd are unbounded self-adjoint operators on L2(Rθ) which has Sθ as a common
core. Moreover
i) D1, · · · , Dd satisﬁes the product rule
Dj(λθ(f)λθ(g)) = Dj(λθ(f))λθ(g) + λθ(f)Dj(λθ(g))
ii) The associated one parameter unitary groups are the transference group
eitDjλθ(f) = λθ(e
itDjf) = λθ(α(0,··· ,t,··· ,0)(f))
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iii) Dj can be viewed as a vector derivative
Dj(λθ(f)) = −i lim
xj→0
1
xj
(αxj(λθ(f))− λθ(f)) .
iv) Viewing λθ(f) ∈ Sθ as an operator in B(L2(Rθ)), we have
Dj(λθ(f)) = [Dj, λθ(f)]
Proof. i) follows from the product rule of Moyal product (see [17]),
∂
∂xj
(f ?θ g) =
∂
∂xj
(f) ?θ g + f ?θ
∂
∂xj
(g) .
ii) and iii) follows from the commutative case. For iv),
[Dj, λθ(f)]λθ(g) =Dj(λθ(f ?θ g))− (λθ(f)Dj(λθ(g))
=λθ(Djf ?θ g)) + λθ(f ?θ Djg))− λθ(f ?θ Djg))
=Dj(λθ(f))λθ(g) .
Let S ′(Rd) be the space of tempered distribution on Rd. The Weyl quantization can be
weakly extended to S ′(Rd). Namely, for T ∈ S ′(Rd), we deﬁne λθ(T ) as a densely deﬁned
operator on L2(Rθ) as follows,
〈λθ(T ), λθ(f)〉 = 〈T, f〉 , 〈λθ(T )λθ(f), λθ(g)〉 = 〈λθ(T ), λθ(f)λθ(g)〉 ,
〈λθ(T )∗, λθ(f)〉 = 〈T, f ∗〉 , 〈λθ(f)λθ(T ), λθ(g)〉 = 〈λθ(T ), λθ(g)λθ(f)〉 .
It is not hard to see that for all T ∈ S ′(Rd), λθ(T ) commutes with the right Moyal multipli-
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cation hence aﬃliates to Rθ. We consider the multiplier algebra deﬁned as follows,
Mθ = {λθ(T ) | T ∈ S ′(Rd), λθ(T )Sθ ⊂ Sθ,Sθλθ(T ) ⊂ Sθ} .
This multiplier algebra was studied in details in [47].
Theorem 3.1.4 ([47]). Mθ is a complete nuclear semi-reﬂexive locally convex unital ∗-
algebra with hypo-continuous multiplication and continuous involution. Moreover,Mθ is the
maximal unitalization of Sθ deﬁned by duality.
The diﬀerential structures can be weakly extend toMθ by standard arguments.
Proposition 3.1.5. i) Mθ contains the noncommutative polynomials of x1, · · · , xd. In
particular, the quantization for the j-th coordinate function xj are exactly the noncommuting
variables x1, · · · , xd, i.e.
λθ(xj) = xj , xjλθ(f) = λθ(xjf) +
1
2
∑
k
θjkDkλθ(f) .
ii) the transference action αx,x ∈ Rd extends to a ∗-homomorphism onMθ that for a ∈Mθ,
〈αx(a), λθ(f)〉 := 〈a, α−x(λθ(f))〉 .
iii) the weak derivatives 〈Dj(a), λθ(f)〉 = 〈a,Djλθ(f)〉 satisﬁes Dj(a) = [Dj, a] for all a ∈
Mθ.
Proof. The proof are standard weak argument as for classical tempered distributions.
3.2 Asymptotic degrees
The motivation of the analysis in section is the abstract ΨDOs introduced by Connes and
Moscovici in [9, 10], which we brieﬂy recall in the following. LetD be a (possibly unbounded)
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self-adjoint operator on a Hilbert space H such that |D| is strictly positive. For each s ∈ R,
put Hs = Dom(|D|s) with inner product
〈v1, v2〉Hs := 〈|D|sv1, |D|sv2〉H , v1, v2 ∈ Dom(|D|s)
Let H∞ = ∩s∈ZHs, a dense subspace of H. For each r ∈ R, deﬁne opr to be the linear
space of closed operators F on H such that H∞ ⊂ Dom(F ), F (H∞) ⊂ H∞ and for any
s, F extends to a bounded operator from Hs to Hs−r. Using the isometric isomorphism
|D|−s : H0 → Hs, one sees that
‖F : Hs → Hs−r ‖=‖|D|s−rF |D|−s ‖
Thus F ∈ opr if and only if for any s, |D|s−rF |D|−s are bounded on H.
We borrow the above idea to characterize the asymptotic degree (to distinguish with the
notation order used for ΨDOs) of elements in Mθ. Our candidate for the strict positive
operator D is 〈x〉 := (1 +∑j x2j) 12 .
Deﬁnition 3.2.1. We say an operator a ∈Mθ is of asymptotic degree r if for any s ∈ R,
〈x〉sa〈x〉−s−r
extends to a bounded operator on L2(Rθ) (hence in Rθ). We denote Or the set of all elements
of asymptotic degree r and write O−∞ = ∩r∈ZOr.
Let Ls2(Rθ) be the Hilbert space completion of Sθ with respect to the inner product
〈λθ(f), λθ(g)〉s = τθ(λθ(f)∗〈x〉2sλθ(g)) .
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It is clear that a ∈ Or if and only if for any s ∈ R, the left multiplication operator of a
λθ(f) 7→ aλθ(f)
extends continuously from Ls2(Rθ) → Ls−r2 (Rθ). The following technical lemma estimates
the degrees of some common elements that we will repeatedly used in the later discussion.
We introduce the standard notation of multi-indices that for α = (α1, α2, ·, αd),
xα := xα11 x
α2
2 · · ·xαdd , Dα := Dα11 Dα22 · · ·Dαdd .
Note that the product xα is ordered because of the non-commutativity.
Theorem 3.2.2. For all multi-indices α and r ∈ R,
xα ∈ O|α| , [xα, 〈x〉r] ∈ Or+|α|−2 , Dα(〈x〉r) ∈ Or−|α| .
Proof. We divide the proof into several steps.
Step 1 : [Dj, 〈x〉−r]〈x〉r+1, [xj, 〈x〉−r]〈x〉r+1 are bounded for 0 < r < 2.
We use the following integral for a positive operator A,
A−s = Cs
∫ ∞
0
(t+ A)−1t−sdt , 0 < s < 1 ,
where Cs is a nonzero constant depending on s. Since the constant does not aﬀect the
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boundedness, we suppress all constant Cs's. Denote ∆ := 〈x〉2 = 1 +
∑
j x
2
j . For 0 < r < 2,
[Dj, 〈x〉−r] =
∫ ∞
0
[Dj, (t+ ∆)
−1]t−
r
2dt
=
∫ ∞
0
(t+ ∆)−1[(t+ ∆), Dj](t+ ∆)−1t−
r
2dt
= 2i
∫ ∞
0
(t+ ∆)−1xj(t+ ∆)−1t−
r
2dt
= 2i
∫ ∞
0
xj(t+ ∆)
−2t−
r
2dt+ 2i
∫ ∞
0
[(t+ ∆)−1, xj](t+ ∆)−1t−
r
2dt
= 2i
∫ ∞
0
xj(t+ ∆)
−2t−
r
2dt+ 2i
∫ ∞
0
(t+ ∆)−1[xj, (t+ ∆)](t+ ∆)−2t−
r
2dt
= 2ixj
∫ ∞
0
(t+ ∆)−2t−
r
2dt+ 2
∑
k
θjk
∫ ∞
0
(t+ ∆)−1xk(t+ ∆)−2t−
r
2dt
For the ﬁrst integral,
2ixj
∫ ∞
0
(t+ ∆)−2t−
r
2dt ·∆ 1+r2 = 2ixj∆−1− r2 ∆ 1+r2
= 2ixj∆
− 1
2
is bounded. For the second integral,
‖
∫ ∞
0
(t+ ∆)−1xk(t+ ∆)−2t−
r
2dt〈x〉1+r ‖ ≤
∫ ∞
0
‖(t+ ∆)−2+ r2 ‖ t− r2dt
≤
∫ ∞
0
(t+ 1)−2+
r
2 t−
r
2dt <∞
For the commutator with xj, we have
[xj, 〈x〉r] =
∫
(t+ ∆)−1[(t+ ∆), xj](t+ ∆)−1t−
r
2dt
= 2i
∑
k
θjk
∫
(t+ ∆)−1xk(t+ ∆)−1t−
r
2dt
= 2i
∑
k
θjk[Dj, 〈x〉r],
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which is bounded by previous case. In particular, we also obtained
〈x〉−rxj〈x〉r+1 = [〈x〉−r, xj]〈x〉−r+1 + xj〈x〉−1
is bounded for 0 < r < 2.
Step 2. [xj, 〈x〉−r]〈x〉r+1, [Dj, 〈x〉−r]〈x〉r+1 are bouneded for all r.
First for −2 < r < 0,
[xj, 〈x〉−r]〈x〉r+1 = [xj, 〈x〉−r−2]〈x〉r+3 + 2i
∑
k
θjk〈x〉−r−2xk〈x〉r+1 .
Then we have the initial case for −2 < r < 2 and use the the following induction steps
r → −r + 1 for r < 0 and r → −r − 1 for r > 0,
[xj, 〈x〉r]〈x〉−r+1 = 〈x〉[xj, 〈x〉r−1]〈x〉−r+1 + [xj, 〈x〉]
= 〈x〉r[〈x〉−r+1, xj] + [xj, 〈x〉]
[xj, 〈x〉r]〈x〉−r+1 = 〈x〉−1[xj, 〈x〉r+1]〈x〉−r+1 + [xj, 〈x〉−1]〈x〉2
= 〈x〉r[〈x〉−r−1, xj]〈x〉2 + [xj, 〈x〉−1]〈x〉2
= 〈x〉r[〈x〉−r−1, xj]− 〈x〉−1[〈x〉2, xj] + [xj, 〈x〉−1]〈x〉2 .
The argument for [Dj, 〈x〉−r]〈x〉r+1 is similar.
Step 3. xα ∈ O|α| and [xα, 〈x〉r] ∈ O|α|+r−2 for all α and r.
First, by Step 2 we have
〈x〉sxj〈x〉−s−1 = [〈x〉s, xj]〈x〉−s−1 + xj〈x〉−1
〈x〉−s[xj, 〈x〉r]〈x〉−r+s+1 = [xj, 〈x〉r−s]〈x〉−r+s+1 + [xj, 〈x〉−s]〈x〉s+1
〈x〉−s[Dj, 〈x〉r]〈x〉−r+s+1 = [Dj, 〈x〉r−s]〈x〉−r+s+1 + [Dj, 〈x〉−s]〈x〉s+1
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are all bounded, which implies
xj ∈ O1 , [xj, 〈x〉r] ∈ Or−1 , [Dj, 〈x〉r] ∈ Or−1 .
Thus xα ∈ O|α| by product. The second statement of |α| = 1 is proved in step 2 and for the
induction step follows from the Leibniz's rule
[xjx
α, 〈x〉r] = xj[xα, 〈x〉r] + [xj, 〈x〉r]xα .
Step 4. Dα(〈x〉r) ∈ Or−|α| for all r ∈ R.
We ﬁrst do induction on |α| for −2 < r = −2s < 0. For 0 < s < 1, we introduce the
following notation
Is(a1, a2, · · · , al) :=
∫ ∞
0
t−s(t+ ∆)−1a1(t+ ∆)−1a2(t+ ∆)−1 · · · (t+ ∆)−1al(t+ ∆)−1dt .
For |α| = 1,
[Dj, 〈x〉−2s] = 2iIs(xj) .
Note that by Leibniz rules
[Dj, Iα(a1, · · · , al)] =
∑
1≤k≤l
Iα(a1, · · · , [Dj, ak]︸ ︷︷ ︸
kth
, · · · , al)
+
∑
1≤k≤l+1
Iα(a1, · · · , [∆, Dj]︸ ︷︷ ︸
kth
, ak, · · · , al) . (3.4)
Thus all higher order derivatives (commutators withDj's) of 〈x〉−2s are sum of Is(a1, a2, · · · , al)
terms with a1, · · · , al ∈ {1, x1, · · · , xn}. Moreover, their degree can be tracked inductively.
Let sk be the degree of ak. It will be shown in the next lemma that Is(a1, · · · , al) is at
most of degree −2l − 2s +∑k sk. Now assume that for |α| ≤ N , Dα(〈x〉r) is a sum of the
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terms Is(a1, a2, · · · , al) with −2l − 2s +
∑
k sk ≤ r − |α|. Then [Dj, Dα(〈x〉r)] is a sum of
commutators as (3.4). Note that the degree of the ﬁrst part in 3.4 is lowered by 1 because
[Dj, xj] = −i and [Dj, 1] = 0, and the second part has the degrees at most
−2(l + 1)− 2s+ (1 +
∑
k
sk) = −2l − 2s− 1 +
∑
k
sk
because [∆, Dj] = 2ixj and the length l is increased by 1. Thus by induction on |α| we prove
the case −2 < r < 0. For general r, one can always write r = r1 + r2 + · · · + rl as a ﬁnite
sum of rk ∈ (−2, 0] ∪ 2N. Then by Leibniz rule
Dα(〈x〉r) =
∑
α1+···+αl=α
(
α
α1, · · · , αn
)
Dα1(〈x〉r1) · · ·Dαl(〈x〉rl) ,
where
(
α
α1,··· ,αn
)
= α!(α1!)
−1 · · · (αd!)−1 is the multi-nomial coeﬃcient. For positive integer
m, Dα(x
2m) is a polynomial of degree 2m − |α| and the term Dα(〈x〉rk),−2 < rk < 0
has degree at most rk − |α| as proved above. Therefore, Dα(〈x〉r) is of degree at most∑
k rk − |αk| = r − |α|.
The following lemma is inspired from [24].
Lemma 3.2.3. Let 0 < s < 1 and Is be the notation
Is(a1, a2, · · · , al) :=
∫ ∞
0
t−s(t+ ∆)−1a1(t+ ∆)−1a2(t+ ∆)−1 · · · (t+ ∆)−1al(t+ ∆)−1dt .
Then
i) if ak ∈ Osk , Is(a1, a2, · · · , al) ∈ O−2l−2s+
∑
k sk+ for any  > 0
ii) if ak ∈ {1, x1, x2, · · · , xn}, Iα(a1, a2, · · · , al) ∈ O−2l−2s+
∑
k sk .
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Proof. Let q, r ∈ R with −q + r = −2l − 2s+∑k sk + .
〈x〉q
∫ ∞
0
t−s(t+ ∆)−1a1(t+ ∆)−1a2(t+ ∆)−1 · · · (t+ ∆)−1al(t+ ∆)−1dt〈x〉−r
=
∫ ∞
0
t−s(t+ ∆)−1+α−/2〈x〉q(t+ ∆)−s+/2a1(t+ ∆)−1 · · · (t+ ∆)−1al(t+ ∆)−1〈x〉−rdt
Note that
‖〈x〉q(t+ ∆)−s+/2a1(t+ ∆)−1a2(t+ ∆)−1 · · · (t+ ∆)−1an(t+ ∆)−1〈x〉−r ‖
≤ ‖〈x〉2q−(t+ ∆)−q+/2 ‖‖〈x〉q−2s+a1〈x〉−q+2s−−s1 ‖‖〈x〉2(t+ ∆)−1 ‖
· · · ‖〈x〉2(t+ ∆)−1 ‖‖〈x〉q+
∑
k≤l−1 sk−2(n−1)−2s+al〈x〉−q−
∑
k≤l sk+2s+2(n−1)− ‖‖〈x〉2(t+ ∆)−1 ‖
≤ ‖〈x〉q−2s+a1〈x〉−q+2s−−s1 ‖ · · · ‖〈x〉q+
∑
k≤l−1 sk−2(l−1)−2s+al〈x〉−q−
∑
k≤l sk+2s+2(l−1)− ‖
which is uniform bounded. Thus
‖〈x〉q
∫ ∞
0
t−s(t+ ∆)−1a1(t+ ∆)−1a2(t+ ∆)−1 · · · (t+ ∆)−1an(t+ ∆)−1dt〈x〉−r ‖
≤C
∫ ∞
0
‖ t−q(t+ ∆)−1+s−/2 ‖ dt ≤ C
∫ ∞
0
t−s(t+ 1)−1+s−/2dt <∞ .
For ii), note that
Is(1, · · · , 1︸ ︷︷ ︸
l
) =
∫ ∞
0
(t+ ∆)−lt−sdt = Cs〈x〉−2(l−1)−2s
Let k be the last position in Is(a1, · · · , al) such that ak is not scalar. That is, for all n ≤ k,
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an = xjn for some 1 ≤ jn ≤ d and am = 1 for all k < m ≤ l.
Is(a1, · · · , ak−1, xj, 1, · · · , 1︸ ︷︷ ︸
l
) =Is(a1, · · · , ak−1, 1, xj, 1, · · · , 1︸ ︷︷ ︸
l
)
+ Is(a1, · · · , ak−1, 1, [∆, xj], 1, · · · , 1︸ ︷︷ ︸
l+1
)
=Is(a1, · · · , ak−1, 1, · · · , 1︸ ︷︷ ︸
l
)xj
+
∑
k+1≤m≤l+1
Is(a1, · · · , ak−1, 1, · · · , [∆, xj]︸ ︷︷ ︸
m th
, · · · , 1)
Note that [∆, xj] = −2i
∑
k θkjxk. Then by i), the second part belongs toO
−2l−2+∑k sk−2s+ ⊆
O−2l+
∑
k sk−2s. We then ﬁnish the proof by the induction on the last non-scalar position.
Proposition 3.2.4. i) Let s ∈ R. If Dα(a)〈x〉−s is bounded for all α, then a ∈ Os.
ii) Sθ = {a ∈ Rθ |Dα(a) ∈ O−∞} and the semi-norms ‖Dα(·)〈x〉2n ‖ for all α and positive
integer n are equivalent to the standard semi-norms on S(Rd).
Proof. i) Deﬁne the notation
a(1) := [∆, a] = i
∑
l
θjl(xjDl(a) +Dl(a)xj);
a(2) := [∆, [∆, a]] = −2
∑
l
∑
m
θjlθmj(xmDl(a) +Dl(a)xm)
−
∑
l,m
θjlθkm(xjxkDlDm(a) + xjDlDm(a)xk + xkDlDm(a)xj +DlDm(a)xkxj)
We ﬁrst give the proof for s = 0. Assume that Dα(a) is bounded for all α. a(1)〈x〉−1 is
bounded because
xjDl(a)〈x〉−1 = Dl(a)xj〈x〉−1 + [xj, Dl(a)]〈x〉−1
= Dl(a)xj〈x〉−1 −
∑
k
θjkDkDl(a)〈x〉−1 .
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and similarly one can verify that a(2)〈x〉−2 is bounded by using up to 4th order derivatives).
Then for 0 < r < 2,
[a, 〈x〉−r]〈x〉r = I r
2
([∆x, a])〈x〉r
= I r
2
(a(1))〈x〉r
= a(1)I r
2
(1)〈x〉r + I r
2
(a(2), 1)〈x〉r
= a(1)〈x〉−1 + I r
2
(a(2), 1)〈x〉r .
The second part is bounded because
‖I r
2
(a(2), 1)〈x〉r ‖≤
∫ ∞
0
t−
r
2 ‖(∆ + t)−1 ‖‖a(2)(t+ ∆)−1 ‖‖〈x〉r(t+ ∆)−1 ‖ dt
Thus we have 〈x〉−ra〈x〉r is bounded for 0 ≤ r ≤ 2, and for −2 ≤ r ≤ 0 by taking the
adjoint. Moreover, the same argument applies to Dβ(a) for all β. Consider b = 〈x〉−ra〈x〉r.
Dα(b) =
∑
α1+α2+α3=α
(
α
α1, α2, α3
)
Dα1(〈x〉−r)Dα2(a)Dα3(〈x〉r) .
by Leibniz rule and Theorem 3.2.2 is bounded for all α. Thus we have shown that 〈x〉−ra〈x〉r
bounded for −4 ≤ r ≤ 4. By induction this can be extended for all r ∈ R. For general s,
we have
Dα(a〈x〉−s) =
∑
α1+α2=α
(
α
α1, α2
)
Dα1(a)Dα2(〈x〉−s) ,
which is bounded because Dα2(〈x〉−s) ∈ Os−|α| by Theorem 3.2.2 and the assumption
Dα(a)〈x〉−s bounded. Thus by the case of s = 0, we know a〈x〉−s ∈ O0 which implies
a ∈ Os.
For ii), we ﬁrst show that λθ(f)〈x〉2m is bounded for all positive integers m. Note that
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〈x〉2m is a polynomial of x with degree 2m. And
xjλθ(f) = λθ(xjf +
i
2
∑
k
θjk∂jf) ,
λθ(f)xj = (xjλθ(f¯))
∗ = (λθ(xj f¯ +
i
2
∑
k
θjk∂jf))
∗ = λθ(xjf)− i
2
∑
k
θjkλθ(∂jf)
Then λθ(f)〈x〉2m are again in Sθ hence bounded. Therefore for any r > 0, λθ(f)〈x〉r is
bounded and similarly for the derivatives Dα(λθ(f)). Thus by i), D
α(λθ(f)) ∈ O−∞ for all
α. For the other direction, a ∈ Or for r < −d
2
implies
‖a‖2≤‖〈x〉r ‖2‖〈x〉−ra‖∞<∞ .
Thus a = λθ(f) for some f ∈ L2(Rd) in the distribution sense and similarly for the deriva-
tives,
Dα(λθ(f)) = λθ(D
α(f)).
Then all the derivatives of f belongs to L2(Rd) and hence f is in the Sobolev space Hs(Rd) =
{f | (1 + ∆)sf ∈ L2(Rd)} for all s. Using Sobolev embedding theorem, f ∈ C∞0 (Rd) with all
derivatives bounded. To see fxβ bounded for β, we use induction on |β| and
λθ(fxj) = xjλθ(f)− i
2
∑
k
θjkλθ(Djf) . (3.5)
Similarly we know that Dα(f)x
β are bounded for all α, β. To show the semi-norms are
equivalent, let f ∈ S(Rd) and denote fˆ as its Fourier transform. Let n be the smallest even
integer greater than d
2
,
‖Dβ(f)〈x〉2m ‖∞ ≤‖ ̂Dβ(f)〈x〉2m ‖1
≤‖〈ξ〉n ̂Dβ(f)〈x〉2m ‖2‖〈ξ〉−n ‖2 .
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Let 〈ξ〉n ̂Dβ(f)〈x〉2m ∈ S(Rd) be the Fourier transform of g. g can be expressed as a linear
combination of xβDα(f) with |α| up to n, β up to 2m. Therefore,
‖Dβ(f)〈x〉2m ‖∞ . ‖λθ(g)‖2. ‖〈x〉nλθ(g)‖∞
. sup{Dαλθ(f)xβ | |α| ≤ n, |β| ≤ n+ 2m} .
3.3 Abstract Pseudo-diﬀerential symbols
In Riemannian Geometry the noncommutivity of covariant derivatives reﬂects the curvature
of the space. Let Rd be usual Euclidean space and L = Rd × C be its trivial complex line
bundle. Consider connection ∇ : C∞(Rd) → Ω1(Rd) from the smooth functions to complex
1-forms given by
∇f = df +
∑
j,k
i
2
θj,kxjdxk ,
The self-adjoint covariant derivatives ∇j := ∇(−i ∂
∂xj
) : C∞(Rn)→ C∞(Rn) is
∇jf = −i ∂
∂xj
(f)−
∑
k
1
2
θjkxk
∇1, · · · ,∇d satisﬁes the CCR
[∇j,∇k] = −iθjk
which means the connection ∇ has a constant curvature form
dω =
i
2
∑
j,k
θjkdxj ∧ dxk .
Such a geometric construction is not available in noncommutative case for quantum
Euclidean space. Let Rθ be a d-dimensional quantum Euclidean space generated by the
CCR [xj, xk] = −iθjk. With its natural commuting derivatives, x1, · · ·xd and D1, · · ·Dd
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generates B(L2(Rθ)). Suppose we have the covariant derivatives ξ1, · · · , ξd satisfy another
CCR. Namely, we have
[xj, xk] = −iθjk, [ξj, xk] = −iδjk , [ξj, ξk] = −iθ′jk .
For general θ and θ′, the algebra generated by x1, · · · , xd, ξ1, · · · , ξd may not be isomorphic
to B(L2(Rθ)) because
 θ −I
I 0
 and Θ =
 θ −I
I θ′
 (3.6)
can have diﬀerent ranks. In particular, there may not be a change of variable such that
x1, · · · , xd, ξ1, · · · , ξd are linear combinations of x1, · · · , xd, D1, · · · , Dd as in the commutative
case. Thus we will consider x1, · · · , xd and ξ1, · · · , ξd live in the 2d-dimensional quantum
Euclidean space RΘ with Θ given in 3.6. We will see later in Chpater 5 that this construction
gives an interesting example of locally compact noncommutative manifold and the non-
commuting derivatives adds curvature term to Rθ. In rest of this chapter, we develop an
abstract ΨDO calculcus for non-commuting xj's and ξk's given as above.
Let us denote Rθ,θ′ = Rθ⊗Rθ′ andMθ,θ′ (resp. Sθ,θ′) for associated the multiplier algebra
(resp. Schwartz class). Rθ,θ′ is a 2d-dimensional quantum Euclidean space with parameter
matrix
 θ 0
0 θ′
, in which x and ξ variables are mutually commuting, i.e. [xj, ξk] = 0 for
all j, k. We specify the natural partial derivatives for x variables by Dx1 , · · · , Dxd and for ξ
variables by Dξ1 , · · · , Dξd . That is, for a ∈Mθ,θ′
Dxj(a) = [Dj ⊗ 1, a] , Dξj(a) = [1⊗Dj, a] .
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We will also use the standard multi-derivative notation that for α = (α1, α2, · · · , αd) ∈ Nd ,
Dαx (a) = D
α1
x1
Dα2x2 · · ·Dαnxn , Dαξ (a) = Dα1ξ1 Dα2ξ2 · · ·Dαnξn (a) .
In the commutative class, a symbol of order m is a smooth bi-variable function a ∈
C∞(Rd,Rd) such that the
|DαxDβξ (a)(x, ξ)| ≤ Cα,β(1 + |ξ|2)(m−|β|)/2 . (3.7)
We start with the following abstract reformulation of the above deﬁnition (3.7). Recall that
we write 〈ξ〉 := (1 +∑j ξ2j ) 12 where ξj's are the non-commuting generators for Rθ′
Deﬁnition 3.3.1. For a real number m, deﬁne Σm as the set of all operators a ∈ Mθ,θ′
such that for all α, β,
DαxD
β
ξ (a)〈ξ〉|β|−r
extends to be a bounded operator in Rθ,θ′. We call Σm the space of symbols of order m. We
write Σ−∞ = ∩mΣm,Σ∞ = ∪mΣm.
A priori it is no clear that the above deﬁnition satisfy some basic properties of symbol
class such that Σm · Σn = Σm+n and (Σm)∗ = Σm. To resolve it, we introduce the following
deﬁnition.
Deﬁnition 3.3.2. Given two real numbers s and r, we say an operator a ∈ Mθ,θ′ is of
bi-degree (s, r) if for all s′, r′
〈x〉s′〈ξ〉r′a〈x〉−s′−s〈ξ〉−r′−r
extends to a bounded element in Rθ,θ′. We denote Os,r the set of all elements of bi-degree
(s, r) and write O−∞,r = ∩sOs,r, Os,−∞ = ∩rOs,r and O−∞,−∞ = ∩s,rOs,r.
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Note that in Rθ,θ′ , 〈x〉 and 〈ξ〉 commute so the order of the product 〈x〉s′〈ξ〉r′ doesn't
matter. The deﬁnition of bi-degree gives a characterization of our abstract Deﬁnition of
symbol class.
Theorem 3.3.3. Let m be a real number. An element a ∈ Σm if and only if for all α, β,
DαxD
β
ξ (a) ∈ O0,m−|β| .
Proof. The suﬃciency is clear by the deﬁnition. For the necessity, by the Lemma 3.2.4, we
know DαxD
β
ξ (a) is of degree 0 for x variable and degree m− |β| for ξ variable. Because 〈x〉
and 〈ξ〉 commute, we have DαxDβξ (a) ∈ O0,r−|β|.
Proposition 3.3.4. Σm is a Frechet spaces with the semi-norms ‖·‖α,β:=‖DαxDβξ (·)〈ξ〉|β|−m ‖.
Proof. Let an ∈ Σm be a converging sequence in Σm with respect to all the semi-norms
‖·‖α,β. Then there exists bα,β ∈ Rθ,θ′ such that
‖DαxDβξ (an)〈ξ〉|β|−m − bα,β ‖∞→ 0 as n→∞ .
Denote that cα,β = bα,β〈ξ〉m−|β| and C0,0 = b0,0〈ξ〉m. We have cα,β = DαxDβξ (c0,0) weakly.
Indeed, let λθ,θ′(f) ∈ Sθ,θ′
〈cα,β, 〈ξ〉|β|−mλθ,θ′(f)〉 = lim
n→∞
〈bα,β〈ξ〉|β|−m, (λθ,θ′(f))〉
= lim
n→∞
〈bα,β, λθ,θ′(f)〉
= lim
n→∞
〈DαxDβξ (an)〈ξ〉|β|−m, λθ,θ′(f)〉
= lim
n→∞
〈an〈ξ〉−m, 〈ξ〉mDαxDβξ (〈ξ〉|β|−m(λθ,θ′(f))〉
= 〈b0,0, 〈ξ〉mDαxDβξ (〈ξ〉|β|−m(λθ,θ′(f))〉
= 〈DαxDβξ (c0,0), 〈ξ〉|β|−m(λθ,θ′(f))〉 ,
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and the set 〈ξ〉|β|−mSθ,θ′ is dense in Sθ,θ′ . To see that c0,0 is again in the multiplier algebra
Mθ,θ′ , it suﬃces to show that for any λθ,θ′(f) ∈ Sθ,θ′ ,
‖DαxDβξ (c0,0λθ,θ′(f))(〈x〉〈ξ〉)γ ‖
is bounded for any α, β, γ. This follows from Leibniz rule and the fact λθ,θ′(f) and all its
derivatives DαxD
β
ξ (λθ,θ′(f)) are in O
−∞,−∞.
We obtain the following algebraic structure of symbols classes as expected.
Corollary 3.3.5. For all multi-indice α and real numbers m,n
i) ξα ∈ Σ|α|, 〈ξ〉m ∈ Σm
ii) a ∈ Σm if and only if a∗ ∈ Σm
iii) a ∈ Σm, b ∈ Σn, then ab ∈ Σm+n.
In particular, Σ0 is an unital ∗-Frechet subalgebra of Σ∞ and Σ−∞ is a two-sided ideals in
Σ0.
Proof. i) is a direct consequence of Lemma 3.2.2. ii) follows from the fact that
DαxD
β
ξ (a
∗) = (−1)|α|+|β|
(
DαxD
β
ξ (a)
)∗
.
For iii), by the Leibniz rule
DαxD
β
ξ (ab) =
∑
α1+α2=α, β1+β2=β
(
α
α1, α2
)(
β
β1, β2
)
Dα1x D
β1
ξ (a)D
α2
x D
β2
ξ (b) . (3.8)
Using Theorem 3.3.3,
Dα1x D
β1
ξ (a) ∈ O0,m−|β1| , Dα2x Dβ2ξ (b) ∈ O0,n−|β2| .
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Hence all summands in (3.8) are belongs to O0,m+n−|β
′|−|β2| = O0,m+n−|β|. Again by Theorem
3.3.3, ab ∈ Σn+m.
3.4 Co-multiplication
In quantum group theory, the co-multiplication map is the dual operation of the multipli-
cation in groups. As the dual of the addition, the co-multiplication map of Rd as a abelian
group is given by
σ : L∞(Rd)→ L∞(Rd)⊗L∞(Rd) ∼= L∞(Rd × Rd) , σ(f)(x,y) = f(x+ y) .
Algebraically, σ(u(ξ)) = u(ξ) ⊗ u(ξ) where u(ξ)(x) = eiξ·x is the unitary multiplier. The
co-multiplication map gives functions that are constant along all the hyperplanes with the
equations x+ y = z for some ﬁxed z ∈ Rd. The idea of co-multiplication on Rθ was used in
the symbol calculus of [16] and also went back to Hormander's double symbols (see [27]).
In the following we will use the multiplier unitary u(ξ) and the translation unitary
(v(η)f)(x) = f(x+ ξ) on L2(Rd) as follows,
(u(ξ)f)(x) = eiξ·xf(x) , (v(η)f)(x) = f(x+ η) , f ∈ L2(Rd) . (3.9)
For Rθ, we consider the following deformed co-multiplication
σθ : Rθ → L∞(Rn)⊗Rθ , σθ(λθ(ξ)) = u(ξ)⊗ λθ(ξ) .
By identifying L∞(Rn)⊗Rθ ∼= L∞(Rd,Rθ), we know at a point x ∈ Rd
σθ(λθ(ξ))(x) = e
ix·ξλθ(ξ) = αx(λθ(ξ)) .
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Proposition 3.4.1. The map σθ : Sθ → L∞(Rd,Rθ)
σθ(λθ(f))(x) = αx(λθ(f)) ,
i) extends to an injective ∗-homomorphism from Rθ to L∞(Rd,Rθ).
ii) extends to an injective ∗-homomorphism fromMθ to L∞(Rd,Mθ).
iii) extends to a completely isometry from L2(Rθ) to Lc2(Rd)⊗hRθ which satisﬁes the module
property
σ(aλθ(f)) = σθ(a)σθ(λθ(f)) , for a ∈ Rθ, λθ(f) ∈ L2(Rθ) .
where Lc2(Rd)⊗h Rθ is the left Rθ-module with
〈f, g〉 =
∫
Rd
f(x)g(x)∗dx ∈ Rθ .
iv) for all a ∈Mθ,
σθ([Dj, a]) = [1⊗Dxj , σθ(a)] = [Dxj ⊗ 1, σθ(a)] . (3.10)
Proof. i) follows from the fact that at each point x ∈ Rd, αx is an ∗-automorphism of Rθ.
ii) is similar to i). For iii), let b =
∑
k λθ(fk) ⊗ bk with λθ(fk) being an orthonormal set in
L2(Rθ) and bk ∈Mn are n-dimensional matrices. Note that for f ∈ S(Rd),
σθ(λθ(f)) =
∫
fˆ(ξ)u(ξ)⊗ λθ(ξ)dξ.
71
Then
‖σθ ⊗ idMn(
∑
k
λθ(fk)⊗ bk)‖Mn(Lc2(Rd)⊗minRθ)
= ‖
∑
k,k′
( ∫
fˆk(ξ)λθ(ξ)
∫
fˆk′(η)λθ(η)
∗ ⊗ u(ξ)∗u(η)dηdξ)bk(bk′)∗ ‖Mn(Rθ)
= ‖
∑
k,k′
∫
fˆk(ξ)fˆk′(ξ)λθ(ξ)λθ(ξ)
∗dξbk(b′k)
∗ ‖Mn(Rθ)
= ‖1⊗
∑
k
b∗kbk ‖Mn(Rθ)=‖b‖Lc2(Rθ)⊗minMn ,
which veriﬁes iii). iv) let Dxj denote the partial derivatives for j-th coordinate of Rd and
Dxj denote the jth partial derivatives on Rθ. For all x ∈ Rd and a ∈Mθ,
Dxjσθ(a)|x = lim
h=(0,··· ,hj ,··· ,0)→0
−iαx+h(a)− αx(a)
hj
= Dxj(αx(a))
= αx(Dxja) .
We ﬁnish the proof.
Our algebras of ΨDOs will be aﬃliated to the 2d-dimensional quantum Euclidean space
RΘ with Θ =
 θ −In
In θ
′
. That is, (x1, x2, · · · , xd) and (ξ1, ξ2, · · · , ξd) are two d-duple of
self-adjoint operators which satisfy the following commutation relations
[xj, xk] = −iθjk , [ξj, ξk] = −iθ′jk , [ξj, xk] = −iδjk .
Throughout the paper the usual letters xj, ξk always represents operators and the boldface
letters xj, ξk represents the real variables and vectors. For RΘ, we deﬁne the following
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quantization
λΘ(F ) = (2pi)
−2d
∫
Rd
∫
Rd
Fˆ (η,y)λθ(η)λθ′(y)dηdy , F ∈ S(Rd × Rd) ,
where Fˆ (η,y) =
∫
R2d
F (x, ξ)e−i(xη+ξy)dxdξ. Note that the generators in RΘ satisfy the
commutation relation
λθ(η)λθ′(y) = e
iηyλθ′(y)λθ(η) .
Recall that Rθ,θ′ := Rθ⊗Rθ′ and the quantization map is
λθ,θ′(F ) = (2pi)
−2d
∫
R2d
Fˆ (η,y)λθ(η)⊗ λθ′(y)dηdy ,
We have the following Hilbert space isometry between two quantizations,
W : L2(RΘ)→ L2(Rθ,θ′) , WλΘ(F ) = λθ,θ′(F ) .
Our ﬁrst co-multiplication map for RΘ is following.
Proposition 3.4.2. Deﬁne the unitary
uθ(y) : L2(Rθ)→ L2(Rθ) , uθ(y)λθ(f) = λθ(f(·+ y)) .
The map σ˜Θ : SΘ → B(L2(Rθ))⊗Rθ′
λΘ(F ) 7→ (2pi)−2d
∫
R2d
Fˆ (η,y)λθ(η)uθ(y)⊗ λθ′(y)dηdy
i) satisﬁes that WλΘ(F )W
∗ = σ˜Θ(λΘ(F )).
ii) extends to an injective ∗-homomorphism from RΘ → B(L2(Rθ))⊗Rθ′.
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Proof. It suﬃces to verify i). Given a λθ,θ′(G) ∈ SΘ,
Wλθ(η0)λθ′(y0)W
∗λθ,θ′(G) =Wλθ(η0)λθ′(y0)λΘ(G)
=W
∫
R2d
Gˆ(η,y)λθ(η0)λθ′(y0)λθ(η)λθ′(y)dydη
=W
∫
R2d
Gˆ(η,y)eiηy0λθ(η0)λθ(η)λθ′(y)λθ′(y0)dydη
=
(
λθ(η0)uθ(y0)⊗ λθ′(y0)
)
λθ,θ′(G) .
By linearity, this veriﬁes σ˜Θ(λΘ(F )) = WλΘ(F )W
∗.
Now let us consider the GNS-construction of B(L2(Rθ)) with respect to its standard
trace. Deﬁne for a Schwartz function F that the operator
TF = (2pi)
−2d
∫
R2d
Fˆ (η,y)uθ(y)λθ(η)dηdy .
For λθ(f) ∈ L2(Rθ),
TF (λθ(f)) = (2pi)
−2d
∫
Fˆ (η,y)fˆ(ξ)uθ(y)λθ(η)
(
λθ(ξ)
)
dηdydξ
= (2pi)−2d
∫
Fˆ (η,y)fˆ(ξ)eiy(η+ξ)e
i
2
ηθξλθ(η + ξ)dηdy
= (2pi)−2d
∫ (∫
Fˆ (η − ξ,y)fˆ(ξ)eiyηe i2ηθξdydξ
)
λθ(η)dη
Then at the Fourier side TF has the following kernel representation,
̂(TFλθ(f))(η) = (2pi)−2d
∫
Fˆ (η − ξ,y)eiyηe i2ηθξdyfˆ(ξ)dξ .
Since F ∈ S(R2d),
tr(TF ) = (2pi)
−2d
∫
Fˆ (0,y)eiyηdydη = (2pi)−d
∫
F
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. On the other hand, one calculates (the normalization constant is omitted)
T ∗FTF =
∫
R2d
∫
R2d
Fˆ (η1,y1)Fˆ (η2,y2)λθ(−η1)uθ(−y1)uθ(y2)λθ(η2)dη1dy1dη2dy2
=
∫
R2d
∫
R2d
Fˆ (η1,y1)Fˆ (η2,y2)e
− i
2
η2θη1eiη1(y2−y1)uθ(y2 − y1)λθ(η2 − η1)dη1dy1dη2dy2
=
∫
R2d
∫
R2d
Fˆ (η1,y1)Fˆ (η + η1,y + y1)e
− i
2
ηθη1e−iη1yλθ(η)uθ(y)dη1dy1dηdy
One see that up to a scalar that we have a Hilbert space isometry
V : L2(B(L2(Rθ)), tr)→ L2(Rd, L2(Rθ)) , V (TF )(x) = λθ(F (·,x)) .
Write pi as the GNS construction of B(L2(Rθ)) on L2(B(L2(Rθ)), tr). p˜i(·) = V pi(·)V ∗ gives
a normal faithful ∗-homomorphism form B(L2(Rθ)) to B(L2(Rd))⊗Rθ as follow,
p˜i(TF ) := V pi(TF )V
∗ = (2pi)−2d
∫
R2d
Fˆ (η,y)v(η)u(y)⊗ λθ(η)dηdy ∈ B(L2(Rd))⊗Rθ ,
where u, v are shifting unitary and multiplier unitary on L2(Rd) deﬁned in (3.9). Combining
p˜i with the co-multiplication σ˜Θ in Proposition 3.4.2, we obtain another co-multiplication of
RΘ.
Proposition 3.4.3. The map σ˜Θ : SΘ → B(L2(Rd))⊗Rθ⊗R′θ
λΘ(F ) 7−→ (2pi)−2d
∫
Fˆ (η,y)
(
v(η)u(y)⊗ λθ(η)⊗ λθ′(y)
)
dηdy
extends to an normal injective ∗-homomorphism from B(L2(Rd))⊗Rθ⊗R′θ.
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Proof. We verify that σΘ = (p˜i ⊗ idRθ′ ) ◦ σ˜Θ. Indeed
(p˜i ⊗ idRθ′ ) ◦ σ˜Θ(λΘ(F )) =p˜i ⊗ idRθ′
(
(2pi)−2d
∫
R2d
Fˆ (η,y)λθ(η)uθ(y)⊗ λθ′(y)dηdy
)
=(2pi)−2d
∫
Fˆ (η,y)
(
v(η)u(y)⊗ λθ(η)⊗ λθ′(y)
)
dηdy
=σΘ(λΘ(F )).
3.5 Pseudo-diﬀerential operators calculus
A pseudo-diﬀerential operator op(a) is called order m if its symbol a is of order m. Based
on the deﬁnition of symbol classes, there are two main ingredients of ΨDO Calculus. One is
the L2-boundedness theorem which states that 0 order op(a) extends to bounded operators
on the L2 space. The other one is the composition identity, which states that the product
of two ΨDOs is again a ΨDO and the order is the sum of two. Moreover its symbol can
be given by a formal series. We prove in this section these two main properties of ΨDO
Calculus in our setting (We refer to [44] for the theory in classic case.)
On Euclidean space Rd the pseudo-diﬀerential operator op(a) of a symbol a(x, ξ) of ﬁnite
order is given by the following singular integral form,
op1(a)(f)(x) :=
1
(2pi)d
∫
Rd
eix·ξa(x, ξ)fˆ(ξ)dξ , f ∈ S(Rd) (3.11)
On quantum Euclidean space Rθ, the ΨDOs in [16] are deﬁned as
op2(a)(λθ(f)) =
1
(2pi)d
∫
Rd
a(ξ)λθ(ξ)fˆ(ξ)dξ , f ∈ S(Rd) . (3.12)
where a : Rd → Rθ is the symbol. Recall the Hilbert space isometryW : L2(Rθ,θ′)→ L2(RΘ)
W (λθ,θ′(F )) = λΘ(F ) , F ∈ S(R2d) .
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The ΨDOs in our setting are deﬁned as unbounded operator on L2(RΘ).
Deﬁnition 3.5.1. For a symbol a ∈ Σm, we deﬁne the operator Op(a) : SΘ → SΘ as follows,
Op(a)λΘ(F ) = W
( 1
(2pi)d
∫
R2d
α2η(a)Fˆ (η,y)λθ(η)⊗ λθ′(y)dηdy
)
We denote by Opm the set of all ΨDOs of order m.
We justify the deﬁnition in the following proposition. In the following calculation and
veriﬁcation, the normalization constant (2pi)−d will be omitted if it is irrelevant.
Proposition 3.5.2. For a symbol a ∈ Σm, Op(a)(SΘ) ⊂ SΘ and Op(a) is an operator
aﬃliated to RΘ. In particular, for a = a1 ⊗ a2 ∈ Σm,
Op(a1 ⊗ a2) = a1a2 .
Proof. We ﬁrst verify that Op(a) is aﬃliated to Rθ by showing it commutes with right
multiplication. For any η0,y0 ∈ Rd,
λΘ(F )λθ(η0)λ
′
θ(y0) =
(∫
R2d
Fˆ (η,y)λθ(η)λθ′(y)dηdy
)
λθ(η0)λ
′
θ(y0)
=
∫
R2d
Fˆ (η,y)eiyη0eiηθη0eiyθ
′y0λθ(η + η0)λθ′(y + y0)dηdy
=
∫
R2d
Fˆ (η − η0,y − y0)ei(y−y0)η0eiηθη0eiyθ′y0λθ(η)λθ′(y)dηdy
=e−iy0η0
∫
R2d
Fˆ (η − η0,y − y0)eiηθη0eiyθ′y0λθ(η)αη0(λθ′(y))dηdy
=e−iy0η0α2η0
(∫
R2d
Fˆ (η − η0,y − y0)eiηθη0eiyθ′y0λθ(η)λθ′(y)dηdy
)
=W
(
α2η0
(
λθ,θ′(F )
)
λθ(η0)⊗ λθ′(y0)
)
.
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Then we verify that
W ∗(Op
(
λΘ(F )λθ(η0)λ
′
θ(y0)
)
)
=
∫
R2d
α2η+η0(a)Fˆ (η,y)e
iyη0eiηθη0eiyθ
′y0λθ(η + η0)⊗ λθ′(y + y0)dηdy
=
(∫
R2d
α2η+η0(a)Fˆ (η,y)λθ(η)⊗ αη0(λθ′(y))dηdy
)
λθ(η)⊗ λθ′(y)
=α2η0
(∫
R2d
α2η(a)Fˆ (η,y)λθ(η)⊗ λθ′(y)dηdy
)
λθ(η)⊗ λθ′(y)
=α2η0
(
Op(a)λΘ(F )
)
λθ(η)⊗ λθ′(y) .
Hence for any η0,y0,
Op(a)
(
λΘ(F )λθ(η0)λθ′(y0)
)
= Op(a)
(
λΘ(F )
)
λθ(η0)λθ′(y0) ,
which implies Op(a) is aﬃliated to the left regular representation RΘ ⊂ B(L2(RΘ)). To
show Op(a)λΘ(F ) ∈ SΘ, it is equivalent to verify the pre-image W ∗(Op(a)λΘ(F )) ∈ Sθ,θ′ .
Let us ﬁrst assume that a ∈ Σ0 is a zero order symbol. Then a is bounded in Rθ,θ′ and
‖a‖∞=‖α2η(a)‖∞ for all y. Thus the singular integral
∫
R2d
α2η(a)Fˆ (η,y)λθ(η)⊗ λθ′(y)dηdy
converges absolutely in Rθ,θ′ . Write the set
Ω := {W ∗Op(a)λΘ(F ) |F ∈ S(R2d) , a ∈ Σ0} ⊂ Rθ,θ′ .
For derivatives, we know
Dxj(λθ(η)) = ηjλθ(η) , Dξj(λθ′(y)) = yjλθ′(y) .
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and DβxD
γ
ξ (a) ∈ Σ(−|γ|). Using product rules in the singular integral,
Dξj
(∫
R2d
α2η(a)Fˆ (η,y)λθ(η)⊗ λθ′(y)dηdy
)
=
∫
R2d
α2η(Dξja)Fˆ (η,y)λθ(η)⊗ λθ′(y)dηdy +
∫
R2d
α2η(a)Fˆ (η,y)yjλθ(η)⊗ λθ′(y)dηdy
which is again in the set Ω. By induction, we see Ω is stable under any order derivatives
DβxD
γ
ξ . On the other hand, note that for h ∈ R
eixjhλθ(η) = e
i
2
∑
k hθjkηkλθ(η + (0, · · · , h, · · · , 0)) ,
λθ(η)e
ixjh = e−
i
2
∑
k hθjkηkλθ(η + (0, · · · , h, · · · , 0)) .
Taking derivative at h = 0 gives
xjλθ(η) = Dηj(λθ(η)) +
1
2
∑
k
θjkηkλθ(η) ,
λθ(η)xj = Dηj(λθ(η))−
1
2
∑
k
θjkηkλθ(η) ,
Similarly, we also have
ξjλθ′(y) = Dyj(λθ′(y)) +
1
2
∑
k
θ′jkykλθ(yj) ,
λθ(η)ξj = Dyj(λθ(y))−
1
2
∑
k
θjkykλθ(yj) .
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Thus
(∫
R2d
α2η(a)Fˆ (η,y)λθ(η)⊗ λθ′(y)dηdy
)
ξj
=
∫
R2d
α2η(a)Fˆ (η,y)λθ(η)⊗Dηj(λθ(y))dηdy
− (1
2
∑
k
θjkηk)
∫
R2d
α2η(a)Fˆ (η,y)λθ(η)⊗ λθ(y)dηdy
=
∫
R2d
α2η(−Dξja)Fˆ (η,y)λθ(η)⊗ λθ(y)dηdy
− (1
2
∑
k
θjkηk)
∫
R2d
α2η(a)Fˆ (η,y)λθ(η)⊗ λθ(y)dηdy ,
which is again in the set Ω. Then Ω is stable under right multiplication of polynomials xβξγ.
Then by Proposition 3.2.4, we know Ω ⊂ Sθ,θ′ . Thus we proved Op(a)(SΘ) ⊂ SΘ for 0-order
symbol. Now consider b ∈ Σm with m being an even integer, we know b = b〈ξ〉−m〈ξ〉m and
b〈ξ〉−m is a zero order symbol, 〈ξ〉m is a polynomial. Note that for a ∈ Σ0,
∫
R2d
α2η(aξj)Fˆ (η,y)λθ(η)⊗ λθ′(y)dηdy
=
∫
R2d
α2η(a)(ξj + ηj)Fˆ (η,y)λθ(η)⊗ λθ′(y)dηdy
=
∫
R2d
α2η(a)Fˆ (η,y)ξjλθ(η)⊗ λθ′(y)dηdy +
∫
R2d
α2η(a)Fˆ (η,y)ηjλθ(η)⊗ λθ′(y)dηdy
which by our previous argument is in set Ω. Therefore we know Op(a)(SΘ) ⊂ SΘ for all order
symbol. Finally, we verify that Op(a1 ⊗ a2) = a1a2. It suﬃces to consider test functions
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λΘ(F ) = λθ(f1)λθ′(f2) with F (x, ξ) = f1(x)f2(ξ). Then
Op(a1 ⊗ a2)λθ(F ) =W
(∫ (
a1 ⊗ αη(a2)
)
fˆ1(η)fˆ2(y)
(
λθ(η)⊗ λθ′(y)
)
dηdy
)
=W
(∫
fˆ1(η)a1λθ(η)⊗ (αη(a2)λθ′(f2))dη
)
=
∫
fˆ1(η)a1λθ(η)αη(a2)λθ′(f2)dη
=a1a2
∫
fˆ1(η)λθ(η)λθ′(f2)dη
=a1a2λθ(f1)λθ′(f2) .
Note that here we use the fact that for a2 ∈Mθ′ ,
a2λθ(η) = λθ(η)αη(a2) .
This property can be easily veriﬁed for a2 ∈ Sθ′ and weakly extends toMθ′ .
Our Deﬁnition 3.5.1 is a generalization of ΦDOs on Rd and quantum Euclidean spaces Rθ
as in (3.12). The connection can be made explicit via operator-valued ΦDOs. Our proof on
L2-boundedness theorem will also rely on the operator-valued Calderon-Vallicourt theorem
proved by Merklen in [32].
Theorem 3.5.3 (Theorem 2.1 of [32]). Let A be a C∗-algebra and CB∞(Rd × Rd ,A) be
the set of smooth A-valued functions with bounded derivatives of all orders. Then for any
a ∈ CB∞(Rd × Rd ,A),
Op(a)f(x) =
1
(2pi)d
∫
Rd
eix·ξa(x, ξ)fˆ(ξ)dξ , f ∈ S(Rd,A)
extends to a bounded operator on the Hilbert A-module L2(Rd,A). Moreover, there exists a
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constant C independent of a, such that
‖op(a)‖≤ C sup{‖DαxDβξ (a)‖∞ | 0 ≤ α, β ≤ (1, 1, · · · , 1)} .
The co-multiplication maps provided the connection between our setting and the operator-
valued ΦDOs. Let op1 be the ΦDO map on Rd spaces and op2 be the map for Rθ. We have
the following commuting diagram
Σ0 ⊂ Rθ,θ′ RΘ
Rθ⊗¯L∞(Rd,Rθ) B(L2(Rd))⊗¯Rθ
L∞(Rd × Rd,Rθ,θ′) L(L2(Rd)⊗ Rθ,θ′) B(L2(Rd))⊗¯Rθ,θ′
id⊗ σθ′
Op
op2 ⊗ idRθ′
σθ ⊗ id
σ˜Θ
σΘ
p˜i ⊗ idRθ
ιop1 ⊗ idRθ′,θ′
Here σθ, σθ′ , σΘ, σ˜Θ are co-multiplication maps discussed in the previous section. To avoid
unboundedness, we restrict the domain to the zero order symbol Σ0. Algebraically, the di-
agram also holds with high order symbols. On the second row, op2 ⊗ idθ is the Rθ-valued
version of (3.12). On the bottom row, op1 ⊗ idθ,θ′ is the Rθ,θ′-valued ΦDOs map as in The-
orem 3.5.3. L(L2(Rd)⊗ Rθ,θ′) denote the space of adjointable map on the left Rθ,θ′-module
L2(Rd,Rθ,θ′). The adjointable module maps L(L2(Rd) ⊗ Rθ,θ′) is canonically isomorphic
to B(L2(Rd))⊗Rθ,θ′ (see [30]). The above diagram enable us to prove the L2-boundedness
theorem to through the operator-valued case.
Theorem 3.5.4 (L2-boundedness). Let a ∈ Σ0 be a symbol of order 0. Then Op(a) extends
to a bounded operator on L2(RΘ).
Proof. Let a ∈ Σ0. By deﬁnition a ∈ Rθ and all its derivatives DαxDβξ (a) are bounded. Then
σθ ⊗ σθ′(a) ∈ L∞(Rd × Rd,Rθ,θ′) and for any α, β,
‖DαxDβξ (σθ,θ′(a))‖=‖σθ,θ′(DαxDβξ (a))‖
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are bounded. Thus σθ,θ′(a) is a Rθ,θ′-valued symbol with all derivatives bounded. Then by
Theorem 3.5.3, we know op1⊗id(σθ,θ′(a)) is a bounded element in B(L2(Rd))⊗Rθ,θ′ . Because
the map σΘ is injective, by diagram chasing we know
‖Op(σθ,θ′(a))‖=‖σΘ(Op(a))‖B(L2(Rd))⊗Rθ,θ′=‖Op(a)‖RΘ ,
which completes the proof.
To state the composition formula, we deﬁne the following equivalence relation of symbols.
Deﬁnition 3.5.5. Let mj, j ≥ 0 be a decreasing sequence of real numbers and aj ∈ Σmj .
We write a m0 order symbol a ∼
∑
j≥0 aj if for any N , a−
∑
N≤mj aj ∈ ΣN .
Theorem 3.5.6 (Composition identity). Let a ∈ Σm and b ∈ Σn. Then the operator
Op(a)Op(b) is a ΨDO of order m+ n and its symbol
Sym(Op(a)Op(b)) ∼
∑
α
i−|α|
|α|! D
α
ξ (a)D
α
x (b) .
We need the following Lemma.
Lemma 3.5.7. Let η ∈ Rd. Denote 〈ξ + η〉 := (1 +∑j(ξj + ηj)2) 12 . Then
i) αη(〈ξ〉) = 〈ξ + η〉 and αη(〈ξ〉−1) = 〈ξ + η〉−1;
ii) for any positive integer n, there exists a constant cn such that
‖〈ξ + η〉n〈ξ〉−n ‖≤ cn|η|n , ‖〈ξ〉n〈ξ + η〉−n ‖≤ cn|η|n .
Proof. It is clear that
〈αη(ξ)〉2 = 1 +
∑
j
(ξj + ηj)
2 = αη(〈ξ〉2) .
83
Then by the fact αη is a ∗-isomorphism onMθ,
αη(〈ξ〉−2) = 〈αη(ξ)〉−2 .
Then we apply the operator integral,
〈ξ〉−1 = C
∫ ∞
0
(t+ 〈ξ〉2)−1t− 12dt .
For ii), it is easy to see that for n = 2
‖〈ξ + η〉2〈ξ〉−2 ‖≤‖1 +
∑
j
ηj〈ξ〉−2 +
∑
j
η2j 〈ξ〉−2 ‖. 〈η〉2 .
For n = 1, we have ‖〈ξ + η〉〈ξ〉−1 ‖2=‖〈ξ〉−1〈ξ + η〉2〈ξ〉−1 ‖ and
‖〈ξ〉−1〈ξ + η〉2〈ξ〉−1 ‖ ≤‖〈ξ + η〉2〈ξ〉−2 ‖ + ‖ [〈ξ + η〉2, 〈ξ〉−1]〈ξ〉−1 ‖
≤ C〈y〉2 +
∑
j
‖ [ξ2j , 〈ξ〉−1]〈ξ〉−1 ‖
For each j, [ξ2j , 〈ξ〉−1]〈ξ〉−1 is bounded by the Lemma 3.2.2. Thus we have the estimates for
n = 1. For general n, one can use an induction by writing
‖〈ξ + η〉n〈ξ〉−n ‖≤‖〈ξ + η〉n−2〈ξ〉−n〈ξ + η〉2 ‖ + ‖〈ξ + η〉n−2[〈ξ + η〉2, 〈ξ〉−n]‖ .
The induction argument follows from [〈ξ + η〉2, 〈ξ〉−n] ∈ O−n by the Lemma 3.2.2.
The proof of the composition formula adapts the argument of E. M. Stein [44] to an
operator-valued setting.
Proof of Theorem 3.5.6. Given two classical operator valued symbol a, b ∈ C∞(Rd×Rd,A),
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the composition operator in the usual Euclidean case is
c(x, ξ) =
1
(2pi)d
∫
R2d
a(x,η)b(y, ξ)ei(η−ξ)·(x−y)dηdy.
Given symbols a, b aﬃliated to Rθ,θ′ , the co-multiplication σθ,θ′ gives us operator-valued
symbol
σθ,θ′(a)(x, ξ) = α
1
xα
2
ξ(a) , σθ,θ′(b)(x, ξ) = α
1
xα
2
ξ(b) .
By the chasing the commuting diagram, we have
σΘ
(
Op(a)Op(b)
)
= σΘ(Op(a))σΘ(Op(b)) = Op
(
σθ,θ′(a)
)
Op
(
σθ,θ′(b)
)
Then the symbol of σΘ
(
Op(a)Op(b)
)
is given by
C(x, ξ) =
1
(2pi)d
∫
R2d
α1xα
2
η(a)α
1
yα
2
ξ(b)e
i(η−ξ)·(x−y)dηdy
=α1xα
2
ξ
( 1
(2pi)d
∫
R2d
α2η−ξ(a)α
1
y−x(b)e
i(η−ξ)·(x−y)dηdy
)
=α1xα
2
ξ
( 1
(2pi)d
∫
R2d
α2η(a)α
1
y(b)e
−iηydηdy
)
Hence in our setting, the symbol of composition Op(a)Op(b) reformulates to
c =
1
(2pi)d
∫
R2d
α2η(a)α
1
y(b)e
−iη·ydηdy .
which is only weakly deﬁned. Let φ be a compactly supported smooth function on Rd such
that φ ≥ 0, φ(x) = 1 for |x| ≤ 1. The symbol c can also be viewed as a strong operator
topology limit
c = lim
→0
1
(2pi)d
∫
α2η(a)b(y)e
−iη·ydηdy ,
where for each , b(y) = φ(y)α
2
y(b) is compactly supported and b → αy(b) weakly. For
the compactly supported b ∈ L∞(Rd,Σn), the Fourier transform with value in the Frechet
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space Σm is well-deﬁned,
bˆ(η) =
∫
b(y)e
−iyηdy .
In particular,
∫
ηβ bˆ(η)dη =
∫
b(y)(−1)βDβy(e−iyη)dydη
=
∫
Dβy(φ(y)α
1
y(b))e
−iyηdydη
=
∑
β1+β2=β
∫
|β1|Dβ1φ(y)α1y(D
β2
x b)e
−iyηdydη
=
∫
φ(y)α1y(D
β
xb)e
−iyηdydη +O()
= (2pi)dDβxb+O(,Σ
n) . (3.13)
Here O(,Σn) is an inﬁnitesimal in Σn. We also have
DβxD
γ
ξ (bˆ(η)) =D
β
xD
γ
ξ (
∫
φ(y)αy(b)e
−iyηdy)
=
∫
φ(y)αy(D
β
xD
γ
ξ b)e
−iyηdy)
=D̂βxD
γ
ξ b(η) .
We write c = c1 + c2 with
c1 =
1
(2pi)d
∫
α2η(a)b(y)e
−iη·ydηdy =
∫
α2η(a)bˆ(η)dη
Using Taylor expansion with value in the Frechet space Σm, we have
αη(a) =
∑
|β|≤N
(Dβξ a)η
β
β!
+
∑
|β|=N+1
1
N !
∫ 1
0
αtη(D
β
ξ a)(1− t)Ndt . (3.14)
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Using the calculation (3.13), the ﬁrst part leads to
∫ ∑
|β|≤N
Dβξ a
β!
ηβ bˆ(η)dη = (2pi)
d
∑
|β|≤N
(i)−|β|
β!
Dβξ aD
β
xb+O(,Σ
m+n)
which gives the desired leading terms. For the second term in (3.14), we have |β| = N + 1
and
‖
∫ 1
0
αtη(D
α
ξ a)(1− t)Ndt〈ξ〉−m+N+1 ‖
≤
∫ 1
0
(1− t)N ‖αtη
(
Dβξ (a)〈ξ〉−m+N+1
)‖ · ‖〈ξ + tη〉m−N−1〈ξ〉−m+N+1 ‖ dt
≤
∫ 1
0
(1− t)N ‖Dβξ (a)〈ξ〉−m+N+1 ‖ · ‖〈ξ + tη〉m−N−1〈ξ〉−m+N+1 ‖ dt
.
∫ 1
0
(1− t)N(t|η|)|−m+N+1|dt ≤ AN,m|η||−m+N+1| .
AN,m is some positive constant only depends on N,m. Here we used the fact D
β
ξ (a) ∈
Σm−N−1 and Lemma 3.5.7. On the other hand for any β,
bˆ(η)η
β =
∫
b(y)D
β
y(e
−iyη)dy
=
∫
b(y)(−1)|β|Dβy(e−iyη)dy
=
∫
Dβy(b(y))e
−iyηdy
=
∑
β1+β2=β
∫
Dβ1y (φ(y))αy(D
β2
x (b))e
−iyηdy
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For each term
‖Dβ1y (φ(y))〈ξ〉m−N−1αy(Dβ2x (b))〈ξ〉−n−m+N+1 ‖
≤|Dβ1y (φ(y))| · ‖〈ξ〉m−N−1〈ξ + y〉−m+N+1 ‖ · ‖〈ξ〉n+m−N−1〈ξ〉−n−m+N+1 ‖
· ‖αy
(〈ξ〉m−N−1Dβ2x (b)〈ξ〉−n−m+N+1)‖
.|Dβ1y (φ(y))| · |y||m−N−1|+|n+m−N−1|.
Here we used the assumption that b,Dβ2x (b) ∈ Σn and again Lemma 3.5.7. BecauseDβ1y (φ(y))
is a compactly supported function of y. Thus we have
‖〈ξ〉m−N−1bˆ(η)〈ξ〉−n−m+N+1 ‖≤ Bn,m,N(1 + |η|−n) ,
where Bn,m,N is a constant depending on (n,m,N) and . Thus,
‖
∫
Rd
(∫ 1
0
αtη(D
β
ξ a)(1− t)Ndt
)
ηβ bˆ(η)dη〈ξ〉−m−n+N+1 ‖
.
∫
|η||m−N−1| ‖〈ξ〉m−N−1ηαbˆ(η)〈ξ〉−m−n+N+1 ‖ dη <∞ .
Similar argument applies for derivatives,
Dγ1x D
γ2
ξ
(∫
Rd
( ∫ 1
0
α2tη(D
β
ξ a)(η)(1− t)Ndt
)
ηβ bˆ(η)dη
)
Therefore we obtain that
c1 =
∑
|β|≤N
(i)−|β|
β!
Dβξ aD
β
xb+O(,Σ
m+n) + c3
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where c3 is a remainder term in Σ
n+m−N−1. Now take ′ <  and
b2(y) := b′(y)− b(y) = (φ(′y)− φ(y))αy(b)
which is supported away from 0. Denote ∆η =
∑
j D
2
ηj
, ∆ξ =
∑
j D
2
ξj
and ∆y =
∑
j D
2
yj
.
Because ∆η(αη(a)) = αη(∆ξa), using integration by parts (which is valid weakly) we have
∫
αη(a)b2(y)e
iη·ydηdy
=
∫
αη(∆
m1
ξ a)|y|−2m1b2(y)e−iηydηdy
=
∫
αη(∆
m1
ξ a)(1 + ∆y)
m2(|y|−2m1b2(y))〈η〉−2m2e−iηydηdy
Here |y|−2m1b2(y) has no singularity because b2 is supported away from y = 0. Because
a ∈ Σm, b ∈ Σn,
∆m1ξ (a) ∈ Σm−2m1 , (1 + ∆y)m2(|y|−2m1b2(y)) ∈ Σn .
Moreover it is not hard to verify that
‖αη(∆m1ξ a)〈ξ〉−m+2m1 ‖≤ A˜m,m1 |η||−m+2m1| ,
‖〈ξ〉m−2m1(1 + ∆y)m2(|y|−2m1b2(y))〈ξ〉−m+2m1−n ‖≤ B˜m,m1,n(1 + |y|)−2m1
for some constants A˜m,m1 and B˜m,m1,n. We can choose m1,m2 large enough such that 2m1 >
N + 1 and then the integral
‖
∫
αη(a)b2(y)e
−iηydηdy · 〈ξ〉−m−n+N+1 ‖≤
∫
|η||−m+2m1|〈η〉−2m2(1 + |y|)−2m1dηdy <∞
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converges absolutely. The argument for the derivatives are similar. Hence
∫
αη(a)b2(y)e
−iηydηdy ∈ Σn+m−N−1 ,
which is of lower order of the leading terms. Note that the above estimates is uniform for
0 < ′,  < 1. The proof is then completed by passing the limit ′, → 0.
In the rest of the section we discuss the integrability of ΨDOs whose symbols has good
integrability at the ﬁrst component Rθ.
Deﬁnition 3.5.8 (Tame symbols). An element a ∈Mθ,θ′ is a tame symbol of order m if
for any α, β and γ,
‖〈x〉γDαxDβξ (a)〈ξ〉|β|−m ‖Rθ,θ′≤ Cαβγ .
We write Σrtame the set of all tame symbols of order r and Σ
−∞
tame := ∩rΣrtame.
This follows proposition is a direct consequence of Theorem 3.3.3
Proposition 3.5.9. A symbol a ∈ Σmtame if and only if for all α, β, DαxDβξ (a) ∈ O−∞,m−|β|.
Moreover, for b ∈ Σn, ab ∈ Σn+mtame.
The integrability of a tame ΦDOs increases if the order decreases.
Corollary 3.5.10. Let a ∈ Smtame. Then
i) Op(a) ∈ L2(RΘ) if m < −d2 ;
ii) Op(a) ∈ EΘ if m < 0;
iii) Op(a) ∈ L1(RΘ) if m < −d.
Proof. It is clear from the algebraic property that Op(λθ(f1) ⊗ λθ′(f2)) = λθ(f1)λθ′(f2) for
f1, f2 ∈ S(Rd). Then the op map extends to a L2-isometry and trace preserving on Sθ,θ′ .
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For m < −d/2, ‖ 〈x〉−m ‖L2(Rθ)< ∞ and ‖ 〈ξ〉−m ‖L2(Rθ′ )< ∞. Then 〈x〉−m〈ξ〉−m ∈ L2(RΘ).
Because a〈ξ〉−m〈x〉−m ∈ Rθ, we have
‖a‖2 ≤‖a〈ξ〉−m〈x〉−m ‖∞‖〈ξ〉m〈x〉m ‖2
=‖a〈ξ〉−m〈x〉−m ‖∞‖〈ξ〉m ‖L2(Rθ′ )‖〈x〉m ‖L2(Rθ)
Hence Op(a) ∈ L2(RΘ). For any m < 0, there exists a k ∈ N+ such that 2mk < −d/2. Then
ak ∈ Σkm and by composition formula,
(Op(a)∗Op(a))k = Op((a∗a)k) +R
where R is a pseudo-diﬀerential operator with order less than 2mk < −d/2. Thus
(Op(a)∗Op(a))k ∈ L2(RΘ) , Op(a) ∈ L 1
k
(RΘ) .
Hence Op(a) is a τΘ-compact operator. For iii), note that Op(〈ξ〉r) = 〈ξ〉r for any real r.
Choose r = m
2
,
Op(a) =Op(a〈ξ〉−r〈ξ〉r)
=Op(a〈ξ〉−r)〈x〉−r〈x〉r〈ξ〉r
=
(
Op(a〈ξ〉−r)〈x〉−r
)(
〈x〉r〈ξ〉r
)
.
Op(a〈ξ〉−r)〈x〉−r is a tame ΨDO of order less than m/2 hence in L2(RΘ) and 〈x〉r〈ξ〉r is also
in L2(RΘ) by the discussion in i).
As the classical case, we have the trace of a ΨDO is given by its symbols.
Proposition 3.5.11. If a symbol a ∈ L1(Rθ,θ′) and its operator Op(a) ∈ L1(RΘ). Then
τΘ(Op(a)) = τθ,θ′(a) .
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Proof. Using the deﬁnition of Op(a),
τΘ(Op(a)λΘ(F )) =τθ,θ′
(∫
R2d
Fˆ (η,y)α2η(a)λθ(η)⊗ λθ(y)dηdy
)
=
∫
R2d
Fˆ (η,y)
(
τθ,θ′(α
2
η(a)λθ(η)⊗ λθ(y))
)
dηdy
=
∫
R2d
Fˆ (η,y)
(
τθ,θ′
(
aλθ(η)⊗ α2−η(λθ(y))
))
dηdy
=
∫
R2d
Fˆ (η,y)e−iηy
(
τθ,θ′(aλθ(η)⊗ λθ(y))
)
dηdy
=τθ,θ′(aλθ,θ′(F
′)) ,
where F ′s Fourier transform is given by Fˆ ′(η,y) = Fˆ (η,y)e−iηy. Here we can use the Fubini
theorem because a ∈ L1(Rθ,θ′). Let Fn ∈ S(R2d) be a sequence of Schwartz function such
that Fˆn converges to the Dirac measure at 0 as n → ∞. Then λθ,θ′(F ′n) and λΘ(Fn) both
weakly converges to identity 1 respectively in Rθ,θ′ and RΘ. Therefore,
τΘ(Op(a)) = lim
n→∞
τΘ(Op(a)λΘ(Fn)) = lim
n→∞
τθ,θ′(aλΘ(Fn)
′) = τθ,θ′(a) .
3.6 Principal symbols
Along with the ΨDO calculus on Euclidean spaces developed by Kohn and Nirenberg [29],
Hormander in [25] introduced classical ΨDOs, from the very beginning, on a manifold in an
coordinate independent way. The symbol of a classical ΨDOs of order m can be written as
a formal series of homogeneous functions
a(x, ξ) =
∑
n≥0
an(x, ξ) ,
where an(x, tξ) = t
m−nan(x, ξ) is homogeneous function of degree m− n with respect to ξ.
The leading term a0, called the principal symbol of a, is invariant under change of coor-
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dinates. Since a homogeneous function on Euclidean Space Rd are determined by its degree
and restriction on the sphere Sd−1. The principal symbol gives a complete characterization
of classical ΨDOs opcl by order reduction,
opmcl /op
m−1
cl = C(S
d−1) .
In particular, for m = 0, op−1cl = op
0
cl ∩ K are compact operators and op0cl/K ∼= C(Sd−1).
[45] introduced a C∗-algebra approach to principal symbol, which generalized to several
standard noncommutative space including quantum Euclidean spaces and quantum tori. In
this section, we follow the idea of [45] to show that the principal symbol can also be deﬁned
when covariant derivatives are not commuting. Denote the minimal unitalization of Eθ as
E˜θ := Eθ + C.
Deﬁnition 3.6.1. A symbol a ∈ Σm is a classical symbol if
a ∼
∑
|α|+n≤m
aα,n ⊗ ξα|ξ|n
for some aα,n ∈ E˜θ. We write Σmcl for the set of all classical symbol of order m.
Here we treat ξα|ξ|n as the model homogenous functions on Rθ. Denote Rphgθ be the C∗-
subalgebra generated by
ξα|ξ|n , |α|+ n ≤ 0
In commutative case θ = 0, Rphg0 is the space of all bounded continuous homogenous functions
and the quotient Rphg0 /C0(Rd) is isomorphic to C∗-algebra of continuous functions on the
(d− 1) sphere C(Sd−1). The next lemma is noncommutative analog of this isomorphism.
Lemma 3.6.2. Let xj(x) = xj be the function on Sn−1 giving j-th coordinates. Denote [a]
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as the image of the quotient map in Rθ/Eθ for a ∈ Rθ. Then for any θ, the map
xj → xj〈x〉−1
induces a C∗-algebra isomorphism pi : C(Sd−1)→ Rphgθ /Eθ
To prove it, we need a lemma of the following two facts.
Lemma 3.6.3. Let g(x) = e−|x|
2
be the gaussian function and λθ(g) be its quantization in
Sθ. Then
i) for any θ, λθ(g) is positive and hence ‖λθ(g)‖1= (pi)− d2 .
ii) Denote 〈x〉 := (
∑
j x
2
j + )
1
2 . Then for multi-index α
lim
→0
τθ(〈x〉−|α|xαλθ(g)) =
∫
Rd
xα|x|−|α|g(x)dx .
Proof. i) Using a change of variables by an orthogonal transformation, it is suﬃces to consider
the standard form,
θ =

0 −Dλ
Dλ 0
0
 , Dλ =

λ1
. . .
λn
 .
Here Dλ is a real diagonal matrix and λj's are positive eigenvalues of iθ. Note that g(x) =
g1(x1, · · · ,x2n)g2(x2n+1, · · · ,xd) where g1 is the gaussian function for ﬁrst 2n variables and
g2 for the last d− 2n variables. Form the discussion in Proposition 3.1.1, we know λθ(g) is
unitarily equivalent to a tensor product element Tg1 ⊗ g2 ∈ B(L2(Rn)) ⊗ L∞(Rd−2n) with
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g2 ∈ L∞(Rd−2n). Without losing generality, we calculate Tg1 for the case λj = 1 as follows,
Tg1f(x) =(
1
2pi
)n
∫
R2n
e−
|ξ|2
4 e−
|η|2
4 e−
i
2
ξηeiξ(x+η)f(x+ η)dξdη
=(
1
2pi
)n
∫
R2n
e−
|ξ|2
4 e−
|η|2
4 eiξ
(x+y)
2 f(y)dξdη
=(
1
2pi
)
n
2
∫
R2n
e−
|x+y|2
4 e−
|y−x|2
4 f(y)dy
=(
1
2pi
)
n
2
∫
R2n
e−
|x|2
2 e−
|y|2
2 f(y)dy
which is clearly the integral kernel of a positive operator. For ii), it follows from (3.5) that
for any Schwartz function f ∈ S(Rd),
xαλθ(f) = λθ(x
αf) +O(|θ|) , (3.15)
where O(|θ|) is uniformly small in Sθ when θ → 0. Let 〈x〉 be the positive invertible operator
on Sθ deﬁned by
〈x〉
(
λθ(f)
)
= λθ(〈x〉f) .
Note that 〈x〉2n is a polynomial and by (3.15)
〈x〉2nλθ(f) = λθ(〈x〉2nf) +O(|θ|) = 〈x〉2nλθ(f) +O(|θ|) .
Using the formula A−1 −B−1 = A−1[B − A]B−1, we know
(〈x〉−2n − 〈x〉−2n)λθ(f) = O(|θ|)
For odd power, we use the operator integral
〈x〉−n =
∫ ∞
0
t−
1
2 (t+ 〈x〉2n)−1dt .
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Indeed,
〈x〉−nλθ(f) =
∫ ∞
0
t−
1
2 (t+ 〈x〉2n)−1λθ(f)dt
=
∫ ∞
0
t−
1
2
(
λθ((t+ 〈x〉2n)−1f)dt+
∫ ∞
0
t−
1
2 (t+ 〈x〉2n)−1dtO(|θ|)
=λθ(〈x〉−nf)dt+O(|θ|)
Thus we have 〈x〉−nxαλθ(f) = λθ(〈x〉−nxαf) +O(θ). Therefore
lim
→0
τθ(〈x〉−nxαλθ(g)) = lim
→0
τθ(λθ(〈x〉−nxαg))
= lim
→0
∫
Rd
xα〈x+ 〉−ng(x)dx
=
∫
Rd
xα〈x〉−ng(x)dx
where in the last equality we used the bounded converge Theorem.
Now we are ready to prove Lemma 3.6.2.
Proof of Lemma 3.6.2. Eθ is the C∗-algebra generated by τθ-compact operators and the quo-
tient Rθ/Eθ is an analog of the Calkin algebra. We ﬁrst show that pi(xj), j = 1, · · · , d are
commutative in the quotient. We show that for all j, k, the commutators [xj, 〈x〉−1] and
[xj〈x〉−1, xk〈x〉−1] are τθ-compact. By the Theorem 3.2.2 [xj, 〈x〉−1] belongs to O−2 and so
does
[xj〈x〉−1, xk〈x〉−1] =xj[〈x〉−1, xk〈x〉−1] + [xj, xk〈x〉−1]〈x〉−1
=xj[〈x〉−1, xk]〈x〉−1 + xk[xj, 〈x〉−1]〈x〉−1 + [xj, xk]〈x〉−2
=xj[〈x〉−1, xk]〈x〉−1 + xk[xj, 〈x〉−1]〈x〉−1 + [xj, xk]〈x〉−2 ,
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Thus pi(xj) are mutually commutative self-joint elements and
∑
j
pi(xj)
2 =
∑
j
pi(xj)
∗pi(xj) =
∑
j
〈x〉−1x2j〈x〉−1 = 1− 〈x〉−1 = 1 ∈ RΘ/Eθ .
Recall C(Sd−1) is the universal commutative C∗-algebra generated by self-adjoint elements
a1, · · · , ad such that
∑
j a
2
j = 1. Thus by universality pi induces a surjective ∗-homomorphism
pi : C(Sn−1)→ Rphgθ /Eθ. Now we show that the induced ∗-homomorphism pi is injective. Let
a ∈ C(Sd−1) with ‖a‖= 1. For any δ > 0, we can choose b = ∑α hαxα such that ‖b−a‖≤ δ.
Then for small δ > 0,
‖b∗b− a∗a‖≤‖b∗b− a∗b‖ + ‖a∗b− a∗a‖≤ δ(1 + δ) + δ ≤ 3δ .
Write B =
∑
α,α′ hαhα′(x
α′)∗xα〈x〉−|α|−|α′| ∈ Rθ. In the quotient algebra Rθ/Eθ, pi(b∗b) equals
to the quotient element of B because [xj, 〈x〉] ∈ Eθ. Suppose pi(a) = 0 in Rθ/Eθ. Then there
exists a κ ∈ L1 ∩ L∞(Rθ) and ‖ κ ‖∞≤ 1 such that ‖ B − κ ‖∞≤ 4δ. Let g(x) = e−|x|2
be the usual gaussian function and g(x) = e
−|x|2 be the dilated ones. Using change of
variable formula in Proposition 3.1.1 of the dilation map Φ : Rθ → Rθ , xj →  12xj, we
have Φ(λθ(g)) = λθ(g), and
‖λθ(g)‖L1(Rθ)= −
d
2 ‖λθ(g)‖L1(Rθ) , ‖λθ(g)‖L2(Rθ)= −
d
4 ‖λθ(g)‖L2(Rθ) .
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When → 0,
‖Bλθ(g)‖L1(Rθ)≤ ‖(B − κ)λθ(g)‖1 + ‖κλθ(g)‖1
≤4δ ‖λθ(g)‖1 + ‖κλθ(g)‖1
≤4δ− d2 ‖λθ(g)‖1 + ‖κ‖2‖λθ(g)‖2
≤4δ ‖λθ(g)‖1 − d2 + ‖κ‖2‖g‖2 − d4
≤4δ ‖λθ(g)‖1 − d2 +O(− d4 ) . (3.16)
It is clear that Φ(|x|2) = |x|2 and Φ(B) = B for B =
∑
α,α′(x
α′)∗xα(
∑
j x
2
j + )
− |α|+|α′|
2 .
This means that B are almost homogenous with degree 0. Thus,
τθ(Bλθ(g)) = τθ ◦ Φ(Bλθ(g)) = − d2 τθ(Bλθ(g)) .
By Lemma 3.6.3 the limit of → 0 converges to the commutative case
lim
→0+
τθ(Bλθ(g)) =
∫
Rd
|b(x)|2e−|x|2dx
=Cd−1
∫
Sd−1
|b(x)|2dx
∫ ∞
0
rd−1e−r
2
dr
=C ′d−1 ‖b‖22 (3.17)
where ‖b‖2 is the usual 2-norm on Sd−1 and C ′d−1 is a constant only depends on the dimension
d. Thus by combining (3.16) and (3.17), we obtain ‖ b ‖22≤ 4δC0. We have shown that for
any δ > 0, exists a b such that ‖a− b‖∞≤ δ and ‖b‖22≤ 4δC0. Thus
‖a‖2≤‖b‖2 + ‖a− b‖2≤‖b‖2 + ‖1Sd−1 ‖2‖a− b‖∞≤ Cδ + 2
√
C0δ.
Since δ is arbitrary, we have a = 0, which proves the injectivity.
This following lemma is a variation of Lemma 3.1 of [45].
98
Lemma 3.6.4. Let A1 be a simple C∗-algebra and A2 be an unital commutative C∗-algebra.
Let pi1 : A1 → B and pi2 : A2 → B be two ∗-homomorphism with commuting range, i.e.
[pi1(A1), pi2(A2)] = 0. If pi2 is injective, then the map pi1 ⊗ pi2 : A1 ⊗ A2 → B extends to an
injective ∗-homomorphism on the minimal tensor product A1 ⊗min A2.
Proof. Write A2 ∼= C(Ω) for some compact topological space Ω. Let B ⊂ B(H) for some
Hilbert space H. We can write H =
∫
ω∈ΩHω as an direct integral and pi2(f) =
∫
ω∈Ω f(ω)IHω .
Because [pi1(A1), pi2(A2)] = 0, we know pi1 can be decomposed as an direct integral as well,
pi1(a) =
∫
ω∈Ω
piω(a) .
Because A1 is a simple C∗-algebra, then for each ω ∈ Ω, piω is injective. Then for an algebraic
tensor sum
∑
j aj ⊗ fj ∈ A1 A2 where fj are some continuous function on Ω,
∑
j
pi1(aj)⊗ pi2(fj) = 0⇒
∑
j
fj(ω)piω(aj) = 0 , ∀ω ∈ Ω .
Since piω is injective for each ω,
∑
j fj(ω)aj = 0 for all ω ∈ Ω which implies
∑
j aj⊗fj = 0 in
A1A2. Hence pi1⊗pi2 is injective on the algebraic tensor A1A2. and then C∗-norm of B
induces a C∗-norm on A1A2, which has to coincides with the minimal tensor norm because
A2 is nuclear. Therefore we can extend pi1 ⊗ pi2 to a ∗-isomorphism on A1 ⊗min A2.
Theorem 3.6.5. Let A be the C∗-subalgebra of RΘ generated by 0-order classical ΨDOs
op0cl. Then A/EΘ is isomorphic to E˜θ ⊗min C(Sd−1).
Proof. Consider the ∗-homophism
pi1 : E˜θ ↪→ RΘ/EΘ ,
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and the injective ∗-homomorphism pi2 : C(Sn−1)→ RΘ/EΘ
pi2(ξj) = ξj〈ξ〉−1 .
The pi1 and pi2 has commuting range because for any λθ(f) ∈ Sθ, λθ(f) is a 0-order tame
ΨDO and ξj〈ξ〉−1 is a 0-order ΨDO. Their commutator [λθ(f), ξj〈ξ〉−1] by symbol calculus is
a (−1)-order tame ΨDO hence belongs to EΘ by Lemma 3.5.10. Note that if θ is nonsingular
Eθ is simple. Then by the Lemma 3.6.2 and Lemma 3.6.4, we know for nonsingular θ, pi1⊗pi2
extend to an injective ∗-homomorphism on Eθ ⊗min C(Sn−1). For θ that Eθ is not simple.
Let f ∈ C(Sn−1,Eθ) with ‖f ‖= 1. For any  > 0 there exists a ﬁnite sum
∑
λθ(fα)⊗ xα ∈ Sθ ⊗ C(Sn−1)
such that ‖ f −∑ λθ(fα) ⊗ xα ‖≤ . Suppose that pi1 ⊗ pi2(f) = 0 ∈ RΘ/EΘ. Then there
exists a λΘ(g) ∈ SΘ such that
‖
∑
pi1(λθ(fα))pi2(x
α)− λΘ(g)‖≤ 
Using Corollary 2.2.6, we can ﬁnd a nonsingular θ′ and |θ′ − θ| is small enough such that
‖
∑
λθ(fα)⊗ xα ‖ − ‖
∑
λθ′(fα)⊗ xα ‖≤ 
and
‖λΘ(g)‖ − ‖λΘ′(g)‖≤  .
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Thus by the injectivity for nonsingular θ′,
‖
∑
λθ′(fα)⊗ xα ‖=‖
∑
pi1(λθ(fα))⊗ pi1(xα)‖RΘ′/Eθ′≥ 1− 
which implies that
‖
∑
pi1(λθ′(fα))⊗ pi2(xα)− λΘ′(g)‖RΘ′≥ 1− 2
for any g ∈ S(R2d). On the other hand,
‖
∑
pi1(λθ′(fi))⊗ pi2(ai)− λΘ′(g)‖
≤ ‖
∑
pi1(λθ′(fi))⊗ pi2(ai)‖ − ‖
∑
pi1(λθ(fi))⊗ pi2(ai)‖
+ ‖
∑
pi1(λθ(fi))⊗ pi2(ai)‖−‖λΘ(g)‖ + ‖λΘ′(g)‖ − ‖λΘ(g)‖≤ 3.
which leads to a contradiction for  < 1
5
.
We have identiﬁed our principal symbols space as E˜θ ⊗min C(Sd−1). Denote ι : A/EΘ →
E˜θ ⊗min C(Sd−1) as the isomorphism in the above theorem and q : A → EΘ as the quotient
map. Then the principal symbol map can be deﬁned as
ι ◦ q : op(Σ0cl)→ E˜θ ⊗min C(Sd−1).
Our principal symbols are E˜θ-valued functions on sphere Sd−1.
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Chapter 4
Applications to Local Index formula
Index theory was one of the main motivations for noncommutative geometry. One great
success in this direction was the Connes-Moscovici local index formula for spectral triples
[10] (before called unbounded Kasparov modules). A (unital) spectral triple (A,H,D) is
given by a Hilbert space H, a unital ∗-subalgebra A ⊂ B(H) and a densely deﬁned self-
adjoint operator D such that for any a ∈ A i) a · dom(D) ⊂ dom(D) and [D, a] is bounded;
ii) a(1 + D2)−
1
2 is a compact operator. In the standard commutative case, C∞(M) is the
algebra of smooth functions on a compact manifoldM, D is a Dirac type operator acting on
some Hermitian bundle operatorM. Connes-Moscovici local index formula gives a tractable
analytic formula for the index pairing between a projection e ∈ Mn(A) and the unbounded
Fredholm operator D, which is essentially the numerical pairing between K0-group and K-
homology. This index formula was extended by [7] to non-unital spectral triples (A,H,D),
which correspond to locally compact noncommutative manifolds. In their work for locally
compact cases, the integrability conditions has been carefully treated and studied. They
illustrates the calculation for Quantum Euclidean Spaces with the standard Dirac operator
induced by commuting partial derivatives.
In this section, we will consider the situation of noncommuting covariant derivatives and
apply our ΨDO calculus from the last chapter to give a simpliﬁcation of the local index
formula for Rθ. For that we ﬁrst recall the deﬁnitions of semi-ﬁnite spectral triple in [7]
and show how our non-commuting covariant derivatives is a natural example of semi-ﬁnite
spectral triple. Then we generalizes Geztler' calculus of asymptotic ΨDOs to obtain trace
formula for ΨDOs. The main results of this Chapter is a simpliﬁed index formula and we
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calculate it for the Bott projector as an example.
4.1 Semi-ﬁnite Spectral triple
In this section we recall the basic deﬁnitions of semi-ﬁnite spectral triple from [7]. Let (N , τ)
be a von Neumann algebra (N , τ) equipped with a normal faithful semi-ﬁnite trace τ . The
τ compact operators K(N , τ) is deﬁned to be the norm completion of L1 ∩ L∞(N , τ). For
example, in our case K(Rθ, τθ) = Eθ.
Deﬁnition 4.1.1. A semi-ﬁnite spectral triple (A, H,D), relative to a semi-ﬁnite trace von
Neumann algebra (N , τ), is by given a Hilbert space H, a ∗-subalgebra A of N acting on H,
and a densely deﬁned unbounded self-adjoint operator D aﬃliated to N such that
i) a · domD ⊂ domD for all a ∈ A, so that da := [D, a] is densely deﬁned. Moreover, da
extends to a bounded operator in N for all a ∈ A;
ii) a(1 +D2)−1/2 ∈ K(N , τ).
We say (A, H,D) is even if in addition there is a Z2-grading such that A is even and D is
odd. That is, there is an operator γ ∈ N such that γ = γ∗, γ2 = 1, γa = aγ for all a ∈ A
and Dγ + γD = 0.
The main diﬀerence to the compact (unital) case is the condition ii), which in compact
situation simpliﬁes to that (1+D2)−1/2 is compact. The semi-ﬁniteness allow locally compact
space equipped with non-ﬁnite measure. An classical example is a complete Riemannian
manifold (M, g) equipped with its Spin dirac operator DS on the Spinor bundle L2(M,S).
See [7, 38] for the discussion on the spectral triple (W∞,1(M), L2(M,S), DS).
The next deﬁnition gives the dimension of a spectral triple.
Deﬁnition 4.1.2. A semi-ﬁnite spectral triple (A, H,D) is called ﬁnitely summable if
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there exists s > 0 such that for all a ∈ A, a(1 +D2)− s2 ∈ L1(N , τ). We call
p = inf{s > 0| for all a ∈ A, a(1 +D2)− s2 ∈ L1(N , τ)}
the spectral dimension of (A, H,D).
The subalgebra A plays the role of smooth function. For semi-ﬁnite spectral triple, one
also requires a ∈ A and its derivatives has enough the integrability. The following deﬁnitions
are introduced in [7]. Deﬁne B1(D, p) as the completion of the space B2(D, p)B2(D, p) where
B2(D, p) = {a|(1+D2)−s/4aa∗(1+D2)−s/4, (1+D2)−s/4a∗a(1+D2)−s/4 ∈ L1(N , τ) for all s > p} .
Deﬁnition 4.1.3. A semi-ﬁnite spectral triple (A, H,D) is QCk-summable if (A, H,D)
has spectral dimension p and for any a ∈ A ∪ [D,A], δk(a) ∈ B1(D, p) where
δ(a) := [|D|, a] (or equivalently δ(a) = [(1 +D2)1/2, a]) .
A semi-ﬁnite spectral triple (A, H,D) is called smoothly summable if (A, H,D) is QCk-
summable for all positive integers k.
The rest of this section is to show that our non-commuting covariant derivatives gives
a smooth summable semi-ﬁnite spectral triple in the above deﬁnitions. First we choose the
smooth subalgebra A to be the noncommutative Sobolev space
W 1,∞(Rθ) = {a |Dα(a) ∈ L1(Rθ) for all α} .
In the classical case W 1,∞(Rd) ⊂ C∞0 (Rd) by Sobolev embedding theorem (c.f. [18]). The
next lemma is a weak analog on Rθ due to Junge and Mei.
Lemma 4.1.4. If Dα(a) ∈ L1(Rθ) for all α, then Dα(a) ∈ Lp(Rθ) for all 1 ≤ p ≤ ∞ and
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α. In particular, the unitalization W˜ 1,∞(Rθ) := (W 1,∞(Rθ) + C) is a dense ∗-subalgebra of
E˜θ closed under holomorphic function calculus.
Proof. Denote ∆ =
∑
j D
2
xj
. For λθ(f) ∈ Sθ,
(1 + ∆)λθ(f) = λθ((1 + ∆)f) =
∫
Rd
〈η〉2fˆ(η)λθ(η)dη .
Choose a integer 2n > d, we have (1 + ∆)−n : L2(Rθ)→ L∞(Rθ) is bounded because
‖(1 + ∆)−nλθ(f)‖= ‖
∫
Rd
〈η〉−nfˆ(η)λθ(η)dη‖
≤ ‖〈η〉−nfˆ ‖1
≤ ‖〈η〉−n ‖2‖ fˆ ‖2
≤ ‖〈η〉−n ‖2‖λθ(f)‖2 .
By duality, we also have that (1 + ∆)−n : L1(Rθ) → L2(Rθ) is bounded. Indeed, for any
λθ(f), λθ(g) ∈ Sθ,
〈λθ(g), (1 + ∆)−nλθ(f)〉τθ = 〈(1 + ∆)−nλθ(g), λθ(f)〉τθ
≤‖(1 + ∆)−nλθ(g)‖∞‖λθ(f)‖1
≤ C ‖λθ(g)‖2‖λθ(f)‖1
Here we have used the fact (1 + ∆)−n is self-adjoint on Sθ. Thus we have that (1 + ∆)−n :
L1(Rθ) → L∞(Rθ) is continuous. If Dα(a) ∈ L1(Rθ) for all |α| ≤ 2n, then (1 + ∆)n(a) ∈
L1(Rd) and hence a ∈ L∞(Rθ). Therefore W 1,∞(Rθ) is closed under product hence a sub-
algebra of Eθ. It is dense because Sθ ⊂ W 1,∞(Rθ). To show W 1,∞(Rθ) is closed under
holomorphic calculus, it suﬃces to consider the resolvent (λ − a)−1 for for λ /∈ Spec(a).
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Indeed, (λ− a)−1 is bounded and
λ−1 − (λ− a)−1 = λ−1((λ− a)− λ)(λ− a)−1 = −λ−1a(λ− a)−1 ∈ L1(Rθ) .
For the derivatives,
[Dj, (λ− a)−1] = (λ− a)−1[Dj, a](λ− a)−1 ∈ L1
For higher order derivatives Dα, we use induction and Leibniz rule
Dα((λ− a)−1) =Dα((λ− a)−1(λ− a)(λ− a)−1)
=
∑
α1+α2+α3=α
α!
α1!α2!α3!
Dα1((λ− a)−1)Dα2(λ− a)Dα3((λ− a)−1) .
The above lemma implies that the inclusion W 1,∞(Rθ) ⊂ Eθ induces K-group isomor-
phism (c.f. page 292 of [8]). In particular, every projection in Eθ or Mn(Eθ) can be approxi-
mated using projections in W 1,∞(Rθ). To verify the ﬁnite and smooth summability, we need
the following lemma.
Lemma 4.1.5. Let a ∈ W 1,∞(Rθ). Then 〈ξ〉− r2a〈ξ〉− r2 , a〈ξ〉−r ∈ L1(RΘ) if r > d.
Proof. First a can be written as a = a1a2 with a1, a2 ∈ L2(Rθ). Then
〈ξ〉− r2a〈ξ〉− r2 = (〈ξ〉− r2a1)(a〈ξ〉− r2 ) ∈ L1(RΘ)
because
‖〈ξ〉− r2a1 ‖L2(Rθ)=‖〈ξ〉−
r
2 ‖L2(Rθ′ )‖a1 ‖L2(Rθ) ,
‖a2〈ξ〉− r2 ‖L2(Rθ)=‖〈ξ〉−
r
2 ‖L2(Rθ′ )‖a2 ‖L2(Rθ) .
Then it suﬃces to show that 〈ξ〉− r2 [a, 〈ξ〉− r2 ] ∈ L1(Rθ). Choose n such that 2n > r2 and write
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s = r
4n
. By operator integral,
〈ξ〉− r2 [a, 〈ξ〉− r2 ] =〈ξ〉− r2
∫ ∞
0
t−s[a, (t+ 〈ξ〉2n)−1]dt
=〈ξ〉− r2
∫ ∞
0
t−s(t+ 〈ξ〉2n)−1[a, t+ 〈ξ〉2n](t+ 〈ξ〉2n)−1dt
=
∫ ∞
0
t−s(t+ 〈ξ〉2n)−1
(
〈ξ〉− r2 [a, 〈ξ〉2n]〈ξ〉−2n
)
〈ξ〉2n(t+ 〈ξ〉2n)−1dt
Since [a, 〈ξ〉2n] is a linear combination of a's derivatives, we know
[a, 〈ξ〉2n] ∈ L1(Rθ) , 〈ξ〉− r2 [a, 〈ξ〉2n]〈ξ〉−2n ∈ L1(RΘ) .
Then the integral converges in L1-norm,
‖〈ξ〉− r2 [a, 〈ξ〉− r2 ]‖1
≤
∫ ∞
0
t−s ‖(t+ 〈ξ〉2n)−1 ‖∞‖〈ξ〉− r2 [a, 〈ξ〉2n]〈ξ〉−2n ‖1‖〈ξ〉2n(t+ 〈ξ〉2n)−1 ‖∞ dt
≤C
∫ ∞
0
t−s(t+ 1)−1dt <∞ .
To verify the smooth summability, we use the following suﬃcient condition from [7].
Proposition 4.1.6 (Proposition 2.21. of [7]). Let (A, H,D) be a spectral triple of spectral
dimension p relative to (N , τ). If for all a ∈ A ∪ [D,A], k ∈ N+ and s > p,
(1 +D2)−
s
4Lk(a)(1 +D2)−
s
4 ∈ L1(N , τ),
then (A,H,D) is smoothly summable. Here L(T ) := (1 +D2)−
1
2 [D2, T ].
Recall that the Cliﬀord algebra Cld is generated by d self-adjoint generators c1, · · · , cn
satisfying the anti-commutation relation
cjck + ckcj = 2δj,k .
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For d = 2n even, Cld is isomorphic to the matrix algebra MN with N = 2
n. For d = 2n+ 1
odd, Cld is isomorphic to M2n ⊕M2n ⊂MN with N = 2n+1. When d even, Cld is Z2 graded
with the parity element γ = (−1)b d+12 cc1 · · · cd.
Theorem 4.1.7. The triple (W∞,1(Rθ)⊗MN , L2(RΘ)⊗ CN ,
∑
j ξj ⊗ cj) relative to (RΘ ⊗
MN , τΘ ⊗ tr) is a smooth summable semi-ﬁnite spectral triple with spectral dimension d.
Moreover it is even if d = 2n is even, and γ = (−1)b d+12 cc1 · · · cd.
Proof. Note that
D2 =
∑
j,k
ξjξk ⊗ cjck =
∑
j
ξ2j +
i
2
∑
j,k
θj,kcjck .
Denote ω = i
2
∑
j,k θj,kcjck. Then 1 + D
2 = 〈ξ〉2 + ω. Since ω ∈ MN commutes with RΘ,
for integrability it equivalent to consider 1 +D2 = 〈ξ〉. Then by Lemma 4.1.5, we know the
spectral dimension is d. For smooth summability, we know [|ξ|2, a] ∈ L1(Rθ) and by Lemma
4.1.5 again,
(1 +D2)−
s
2L(a)(1 +D2)−
s
2 ∈ L1(RΘ)
if s > d. The argument for Lk(a) follows similarly.
4.2 Getzler Calculus
In this section, we adapt Getzler's asymptotic ΨDOs to the spectral triple
(W∞,1(Rθ)⊗MN , L2(RΘ)⊗ CN ,
∑
j
ξj ⊗ cj)
Let Λ∗n = Λ
∗Cn be the wedge product space of n-dimensional complex vector space and
{e1, e2, · · · , en} be the standard basis. We denote the space of k-wedge forms as Λk. For
a vector v =
∑
j v(j)ej ∈ Cn, the associated Cliﬀord element is c(v) =
∑
j v(j)cj. Cl
n is
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isomorphic to Λ∗n as vector spaces via the following map,
c(v1)c(v2) · · · c(vn)↔ v1 ∧ v2 ∧ · · · ∧ vn .
This map is not an algebra homomorphism but the diﬀerence is always of lower order. We
identify Cln ∼= Λ∗n via c(v1∧v2∧· · ·∧vn) := c(v1)c(v2) · · · c(vn). We start to build up a basic
setting for Getzler's calculus.
Deﬁnition 4.2.1 (Super-symmetric Symbols). A element a ∈ Σ∞ ⊗ Λ∗n is a s-symbol of
order m if a can be written as a ﬁnite sum
a =
∑
k
ak ⊗ ωk
where ak ∈ Σm−k and ωk ∈ Λk. We write SΣm as the set of all s-symbols of order m and
SΣ∞ := ∪mSΣm, SΣ−∞ := ∩mSΣm
Let t ∈ (0,∞) be a real parameter.
Deﬁnition 4.2.2 (Asymptotic Symbol). A family of symbols a(t) ∈ SΣm is an asymptotic
symbol of order m if
a(t) ∼
∑
n
tnan
with an ∈ SΣm−n. The series means that for every positive integer N
lim
t→0
t−N(a(t)−
N∑
n=0
tnan) = 0
in SΣm−N . a0 is called the leading symbol of a(t).
It is clear from the deﬁnition that the leading symbol is uniquely determined. We denote
the operator map for s-symbols also by Op,
Op : SΣ∞ → RΘ ⊗MN , Op(a⊗ ω) = Op(a)⊗ c(ω) .
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Now we introduce the Getzler's rescaling in our noncommutative setting. We will use the
change of variable ∗-isomorphism σt : Rθ′ → Rt−2θ′ (in this chapter σ will not denote co-
multiplications)
σt(λθ′(y)) = σt(λ 1
t2
θ′(ty)) , σt(λθ′(f)) = σt(λθ′(f(t ·))) .
This map is trace preserving up to a constant
τt−2θ′(σtλθ(f)) =
1
td
τθ(λθ(f)) ,
and moreover σt weakly extends to symbols,
σt : Σ
m(Rθ,θ′)→ Σm(Rθ,t−2θ′) .
Here and in the following, Σm(Rθ,θ′) denotes the symbol class aﬃliated to Rθ,θ′ = Rθ⊗Rθ′ .
For a s-symbol a =
∑
k ak⊗ωk ∈ SΣm(Rθ,θ′), we deﬁne the rescaling family at ∈ SΣm(Rθ, θ′
t2
),
at =
∑
k
σt(ak)⊗ tkωk .
Denote Θt =
 θ −In
In
θ′
t2
. We write Opm(RΘt) for m order ΨDOs aﬃliated to RΘt (resp.
RΘt ⊗MN) and denote by Opt for the operator map from Σm(Rθ, θ′
t2
) (resp. SΣm(R
θ, θ
′
t2
)) to
Opm(RΘt). Let us denote L2(RΘt , 〈ξ〉s) the Hilbert space equipped with the inner product
〈λΘt(F ), λΘt(G)〉 := τΘt(λΘt(F )∗〈ξ〉2sλΘt(G)) .
We deﬁne the following asymptotic equivalence between family of ΨDOs.
Deﬁnition 4.2.3 (Asymptotic equivalence). A family of ΨDOs A(t) ∈ Op−∞(RΘt)⊗MN is
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called asymptotically zero, denoted as A(t) ∼ 0, if for any real numbers r, s and N > 0,
lim
t→0
t−N ‖A(t) : L2(RΘt , 〈ξ〉s)⊗ CN → L2(RΘt , 〈ξ〉r)⊗ CN ‖= 0 .
We say A(t) ∼ B(t) are asymptotic equivalent if A(t)−B(t) ∼ 0.
Lemma 4.2.4. If b(t) ∼ a(t) as two asymptotic symbols, then Opt(b(t)t) ∼ Opt(a(t)t).
Proof. Theorem 3.5.4 implies that if a ∈ SΣ0, then Op(a) ∈ B(L2(RΘ)⊗ CN). Use symbol
calculus, a ∈ SΣm implies Op(a) is bounded from L2(RΘ, 〈ξ〉s) to L2(RΘ, 〈ξ〉s−m) for any s.
Moreover when a(t)→ 0 in SΣm,
‖Op(a(t)) : L2(RΘ, 〈ξ〉s)⊗ CN → L2(RΘ, 〈ξ〉s−m)⊗ CN ‖→ 0 .
Now given a(t)− b(t) ∼ 0, we know
t−N(a(t)− b(t))→ 0 in SΣm(Rθ,θ) (4.1)
for any N andm. It is not hard to see a→ at is continuous from SΣm(Rθ,θ′) to SΣm(Rθ,t−2θ′).
Moreover for am−k ∈ Σm−k, ωt the semi-norms
‖DβxDγξ
(
(am−k ⊗ ωk)t
)〈ξ〉−m+k+|γ| ‖
= ‖ t|γ|σt
(
DβxD
γ
ξ (am−k)〈t−ξ〉−m+k+|γ|
)
⊗ tkωk ‖
= ‖DβxDγξ (am−k)〈t−1ξ〉−m+k+|γ| ⊗ tkωk ‖
≤tk−|γ| ‖DβxDγξ (am−k)〈ξ〉−m+k+|γ| ⊗ ωk ‖‖〈ξ〉m−k−γ〈t−1ξ〉−m+k+|γ| ⊗ tkωk ‖
≤tk−|γ| · tm−k−|γ| ‖DβxDγξ (am−k)〈ξ〉−m+k+|γ| ⊗ ωk ‖
≤tm ‖DβxDγξ (am−k)〈ξ〉−m+k+|γ| ⊗ ωk ‖ .
Here we use the fact that DβxD
γ
ξ (σt(a)) = t
|γ|σt(DβxD
γ
ξ (a)). This is clear for a ∈ Sθ,θ′ and
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can be weakly extends to symbol classes. Thus for SΣm, the rescaling σt is bounded by the
constant tm on each semi-norm. Then (4.1) implies for any N,m
t−N ‖Opt(a(t)t − b(t)t) : L2(RΘt , 〈ξ〉s)⊗ CN → L2(RΘt , 〈ξ〉s+m)⊗ CN ‖→ 0 .
which completes the proof.
Deﬁnition 4.2.5. A family of ΨDOs A(t) ∈ Opm(RΘt)⊗MN is called an asymptotic ΨDO of
order m if there exists an asymptotic symbol a(t) ∈ SΣm(Rθ,θ′) such that A(t) ∼ Opt(a(t)t).
Now we extend the symbol calculus to asymptotic symbols.
Lemma 4.2.6 (Composition Identity). Let A(t) ∼ Opt(a(t)t) be an asymptotic symbol of
order m and B(t) ∼ Opt(b(t)t) be an asymptotic symbol of order n. Then there exists an
asymptotic symbol c(t) of order m+ n such that A(t) ◦B(t) ∼ Opt(c(t)t). Moreover if a0 is
the leading symbol of a(t) and b0 is the leading symbol of b(t), the leading symbol of c(t) is
given by a0 ∧ b0. Here the wedge product means,
(a⊗ ω1) ∧ (b⊗ ω2) = ab⊗ (ω1 ∧ ω2) .
Proof. Let a(t) ∼∑n tnan with an = ∑k an,k⊗ωn,k where an,k ∈ Σm−n−k, ωn,k ∈ Λk. Similar
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let b(t) ∼∑m tmbm with bm = ∑l bm,l ⊗ γm,l. Then
A(t)B(t) ∼ Opt(a(t)t)Opt(b(t)t)
=(
∑
n,k
Opt ◦ σt(tnan,k)⊗ tkc(ωn,k))(
∑
n,k
Opt ◦ σt(tmbm,l)⊗ tlc(γm,l))
=(
∑
m,l
Opt ◦ σt(tnan,k)⊗ tkc(ωn,k))(
∑
n,k
Opt ◦ σt(tmbm,l)⊗ tlc(γm,l))
=(
∑
n,k,m,l
tn+mOpt(σt(an,k))Opt(σt(bm,l))⊗ tk+lc(ωk)c(γl))
=(
∑
n,k,m,l
tn+mOpt(
∑
α
i−|α|
α!
Dαξ (σt(an,k))D
α
xσt(bm,l))⊗ tk+lc(ωk)c(γl))
=(
∑
n,k,m,l
tn+mt|α|Opt(
∑
α
i−|α|
α!
σt(D
α
ξ an,kD
α
x bm,l))⊗ tk+lc(ωk)c(γl))
=(
∑
N
∑
n+m+|α|=N,k,l
tn+m+|α|Opt(
∑
α
i−|α|
α!
σt(D
α
ξ an,kD
α
x bm,l))⊗ tk+lωn,kγm,l)
Because c(ωn,k)c(γm,l) = c(ωn,k ∧ γm,l) + lower order terms, we know tk+l(c(ωn,k ∧ γm,l) +
lower order terms) = c(ωn,k ∧ γm,l)t +O(t).
∑
n+m+|α|=N,k,l
tn+m+|α|Opt
(∑
α
i−|α|
α!
σt(D
α
ξ an,kD
α
x bm,l)
)⊗ tk+lc(ωn,k)c(γm,l)
= Opt
( ∑
n+m+|α|=N,k,l
tn+m+|α|
(i−|α|
α!
σt(D
α
ξ an,kD
α
x bm,l)
)⊗ tk+l(ωn,k ∧ γm,l + lower)
= Opt
( ∑
n+m+|α|=N,k,l
(
(i)−|α|
α!
Dαξ an,kD
α
x bm,l)t ⊗ (ωn,k ∧ γm,l + o(t))t
)
So the leading symbol is the summand of n = m = |α| = N = 0, which equals to
∑
k
(a0,k ⊗ ω0,k) ∧
∑
l
(b0,l ⊗ ω0,l) = a0 ∧ b0 .
Let e1, · · · , ed be the standard basis of Cn. The d-order wedge space Λd is spanned by
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one element e1 ∧ · · · ∧ ed. Deﬁne the linear functional τΛ : Λ∗ → C,
τΛ(e1 ∧ · · · ∧ ed) = 1 , τΛ(Λk) = 0 for k < d .
Because the wedge product and Cliﬀord product coincides at the highest order term, this
corresponds to the super trace on Cliﬀord algebra Cld ∼= MN ,
τΛ(ω) = trN(γc(ω)) , (4.2)
where γ = c1 · · · cd is the parity elements. On RΘ ⊗MN , we use the following notation for
super trace,
StrΘ(a) := τΘ ⊗ trN(γa) .
Theorem 4.2.7 (Trace formula). Let a(t) =
∑
n=0 t
nan be an asymptotic symbol and A(t) =
Opt(a(t)t). Suppose for each t (small enough), A(t) ∈ L1(RΘ)⊗MN and
∑
n
tn ‖an ‖L1(Rθ,θ′ )<∞ .
Then
StrΘt(A(t)) =
∑
n≥0
αnt
n , α0 = trθ,θ′ ⊗ τΛ(a0) .
Proof. Suppose
a(t) =
∑
n
tnan , an =
∑
k
an,k ⊗ ωn,k
with an ∈ SΣm−n and an,k ∈ Σm−n−k, ωn,k ∈ Λk. Using Proposition 3.5.11 and the formula
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(4.2),
Str(Opt(a(t)t)) =
∑
n,k
tn+kτΘt(Opt ◦ σt(an,k))trN(γc(ωn,k))
=
∑
n
tn+dτΘt(Opt ◦ σt(an,d))τΛ(ωn,d)
=
∑
n
tn+dτθ,t−2θ′(σt(an,d))τΛ(ωn,d)
=
∑
n
tn+dt−dτθ,θ′(an,d)τΛ(ωn,d)
=
∑
n
tnτθ,θ′ ⊗ τΛ(an,d ⊗ ωn,d)
=
∑
n
tnτθ,θ′ ⊗ τΛ(an) .
Here in the fourth equality, we used the fact t−dτθ,θ′(a) = τθ,t−2θ′(σt(a)).
In the above theorem has a strong restriction on summability of L1-norm of symbols,
which could relaxed to more general case. Nevertheless, this restrictive version suﬃces in
our later discussion.
We give some examples of asymptotic ΨDOs that will be used later. Recall that our
dirac operator D =
∑
j ξj ⊗ cj and D2 =
∑
j ξ
2
j +
i
2
∑
jk θj,kcjck. Write
ω =
i
2
∑
jk
θjkej ∧ ek , a = |ξ|2 + ω ∈ SΣ2 .
The rescaling is at = σt(|ξ|2) + t2ω = t2|ξ|2 + t2ω. Thus t2D2 = Opt(at) is an asymptotic
ΨDO of order 2. For a ∈ Rθ ⊂ RΘ, [D, a] =
∑
j[ξj, a]⊗ cj =
∑
j Dxj(a)⊗ cj. Write
da = Dxj(a)⊗ ej ∈ SΣ1 .
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Then
[tD, a] = t
∑
j
Dxj(a)⊗ cj = Opt(
∑
j
Dxj(a)⊗ tej) = Opt(dat)
is an asymptotic ΨDO of order 1. By composition identity, we know the commutator
[t2D2, [tD, a]] is also an asymptotic ΨDO. Moreover the leading symbol is
(|ξ|2 + ω) ∧ df − df ∧ (|ξ|2 + ω) =
∑
j
[|ξ2|, Dxj(a)]⊗ ej +
∑
j
Dxj(a)⊗ (ω ∧ ej − ej ∧ ω)
=0 + 0 = 0
The ﬁrst term is zero because in the symbol space (aﬃliated to) Rθ,θ′ , [|ξ2|, Dxj(a)] = 0. For
the second term, ω is a wedge form of degree 2 and ej is of degree 1. Hence
ej ∧ ω = (−1)1·2ω ∧ ej = ω ∧ ej .
Therefore [t2D2, [tD, a]] is an asymptotic ΨDOs with leading symbol zero!
Lemma 4.2.8. e−t
2D2 is an asymptotic ΨDO.
Proof. Denote B = i
2
∑
jk θj,kcjck. Because t
2D2 = t2|ξ|2 + t2B and [|ξ|2, B] = 0,
e−t
2D2 = e−t
2
∑
j ξ
2
j ⊗ e−t2B .
For the ﬁrst tensor component
e−
∑
j t
2ξ2j = Opt(e
−∑j t2ξ2j ) = Opt(σt(e−∑j ξ2j )) .
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For the second tensor component, since B ∈MN ,
et
2B =
∑
n
t2nBn
n!
=
∑
n=0,0≤m≤d
t2nµm(B
n)
n!
=
∑
k
tk
( ∑
2n−m=k,0≤m≤d
t2n−mµm(Bn)
n!
)
,
where µm(B
n) is the degree 2n−m part of Bn. Write µ˜m(Bn) for the corresponding wedge
form such that c(µ˜m(B
n)) = µm(B
n). Thus
e−t
2D2 = e−
∑
j t
2ξ2j ⊗ et2B = Opt
(
(
∑
k
tke−
∑
j t
2ξ2j ⊗ νk)t
)
,
where
ν0 =
∑
2n=m,
µ˜m(B
n)
n!
, νk =
∑
2n−m=k,0≤m≤d
µ˜m(B
n)
n!
.
Then we have e−t
2D2 = Opt
(
B(t)t
)
with B(t) =
∑
k
tke−
∑
j ξ
2
j ⊗ µk is asymptotic s-symbol
of order −∞ because e−
∑
j ξ
2
j ∈ Σ−∞. Moreover for any N
lim
t→0
t−N(B(t)−
N∑
k=0
tke−
∑
j t
2ξ2j ⊗ νk) = lim
t→0
∑
k=N+1
tk−Ne−
∑
j t
2ξ2j ⊗ νk = 0
For k = 0, µ2n(c(ω)
n) is the highest order term of c(ω)n. Hence µ2n(c(ω)
n) = c(ω∧n) where
ω∧n = ω ∧ · · · ∧ω is the n-th wedge product of ω. To conclude, the leading symbol of e−t2D2
is
ν0 = e
−∑j ξ2j ⊗ ∑
0≤n≤ d
2
1
n!
ω∧n .
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4.3 Local Index Formula on Rθ
In this section, we apply the ΨDO symbol calculus to the local index formula. We refer to
[40, 3] for more information on K-Theory and to [8, 7] on local index formula. Let us ﬁrst
brieﬂy recall the local index formula for semi-ﬁnite spectral triple and focus on the even
case.
Let A be a pre C∗-algebra. Write A¯ be the completion of A and A∼ = A¯ + C as the
unitalization. Let e ∈ Mn(A∼) be a projection. The element [e] represents its homotopic
equivalent class of projections in M∞(A∼) = ∪nMn(A∼). Its rank element is [1e] := [pin(e)]
given by the quotient map pin : Mn(A˜) → Mn(C). The K0-group K0(A¯) is the additive
group of the abstract diﬀerences [e]− [1e] of all projections e ∈M∞(A˜). If the unitalization
A∼ is a closed under holomorphic functional calculus then K0(A¯) ∼= K0(A). Namely every
element in K0(A¯) can ﬁnd its representative from A∼. In the unital case, the rank element
vanishes and it simpliﬁes to consider formal diﬀerence [e]− [f ] for two projections e and f .
A even spectral triple (A, H,D) is a dual object to K0(A). Roughly speaking, it gives a
(semi-ﬁnite) Fredholm module of A, which induces a homomorphism pi(H,D) from K0(A) to
K0(K) of compact operators (τ -compact in the semi-ﬁnite case). The numerical index pairing
betseen a K0(A) element [e]− [1e] and (A, H,D) is then given the mapping pi(H,D)([e]− [1e]).
(This is a very rough explanation, please see [8] and [7] for rigorous deﬁnitions.) In the
following, we use the standard notation 〈[e], (A, H,D)〉 for the index pairing (unital case).
By the construction, this quantity is a topological data as it is invariant under homotopy.
The remarkable Connes-Mosicovi's local index formula expressing the index pairing using
geometric data. More precisely, they proved for unital spectral triple the index pairing can
be given by the following residue cocycle formula
〈[e], (A, H,D)〉 =
d∑
m=0,even
φm(Ch
m(e))
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where Chm(e) = (e− 1
2
)⊗ e⊗ · · ·⊗ e is the Chern character and φm is a m+ 1 bilinear form
on A⊗n deﬁned as
φm(a0, · · · , am) =
d−m∑
|k|=0
(−1)|k|α(k)
|k|+m/2−1∑
j=0
σ|k|+m
2
,j
Resz=0z
jtr(γa0da
(k1)
1 · · · da(km)m (1 +D2)−|k|−m/2−z) .
Here d is the spectrum dimension and α(k), σn,j are normalization constant. For a multi-
index k
α(k) = k1!k2! · · · km!/(k1 + 1)(k1 + k2 + 2) · · · (|k|+m) . (4.3)
The constant σn,j are given by the equation
n−1∏
j=0
(z + j) =
∑
j
σn,jz
j . (4.4)
Inside the trace da := [D, a] and da(k) = [D2, [D2, · · · [D2︸ ︷︷ ︸
k-times
, da]]. The residue
Resz=0z
jτ(γa0da
(k1)
1 · · · da(km)m (1 +D2)−|k|−m/2−z)
for diﬀerent j are ﬁrst and higher order residue of the zeta function
ζ(z) = τ(γa0da
(k1)
1 · · · da(km)m (1 +D2)−|k|−m/2−z) .
For compact Spin manifolds, the residue at z = 0 is well-deﬁned and has only nonzero
residues when j = 0 and k = 0, and it recovers the index theorem for Spin Dirac operator
(see [10], [24] and [38]). For general spectral triple, it is not guaranteed that this zeta function
admits an analytic continuation with an isolated pole at z = 0. Then one need the following
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assumption.
Deﬁnition 4.3.1. (A, H,D) has isolated spectral dimension if for all a0, · · · , am ∈ A,
the zeta function
ζ(z) = τ(γa0da
(k1)
1 · · · da(km)m (1 +D2)−|k|−m/2−z)
has an analytic continuation to a deleted neighbourhood of z = 0.
This is a technical assumption that ensures the residue formula is well-deﬁned. The
multi-linear form φm represents a cyclic cocycle which satisﬁes cyclicity
φm(a0, a1, · · · , am) = φm(am, a0, · · · , am−1)
Moreover as indicated by the index pairing, φm is invariant under homotopy that
φm(e, e, · · · , e) = φm(f, f, · · · , f) if [e] = [f ] .
Carey, Gayral, Rennie and Sukochev in [7] extends Connes-Moscovici local index formula
to semi-ﬁnite setting. The following theorem is the part of Theorem 3.33 of [7] under the
assumption of isolated spectral dimension .
Theorem 4.3.2. Let (A, H,D) be an even semi-ﬁnite spectral triple, which is smoothly
summable with spectral dimension d. Suppose that (A, H,D) has isolated spectral dimension.
Then the numerical index pairing for a projection e ∈Mn(A∼) can be computed by
〈[e]− [1e], [(A, H,D)]〉 =
d∑
m=0,even
φm(Ch
m(e), Chm(1e)) ,
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where the cocycle φm is given by
φm(a0, · · · , am) =
d−m∑
|k|=0
(−1)|k|α(k)
|k|+m/2−1∑
j=0
σk,m,jResz=0z
jτ(γa0da
(k1)
1 · · · da(km)m (1 +D2)−|k|−m/2−z) , (4.5)
and α(k), σk,m,j are the constant given in (4.3) and (4.4).
In the following, we use ΨDOs calculus to calculate the cocycle formula φm for the
spectral triple (W∞,1(Rθ), L2(RΘ) ⊗ CN ,
∑
j ξj ⊗ cj). Let us denote ω = i2
∑
j θjkej ∧ ek as
a analog of curvature form.
Theorem 4.3.3. The spectral triple (W∞,1(Rθ), L2(RΘ)⊗CN ,
∑
j ξj⊗cj) has isolated spectral
dimension. Moreover for a0, · · · , am ∈ W∞,1(Rθ),
φm(a0, · · · , am) = Γ(m
2
)−1 det(
piiθ′
sinh(iθ′)
)1/2 · τθ1 ⊗ τΛ(a0 ∧ da1 ∧ · · · ∧ dam ∧ A d−m
2
) .
Here da =
∑
j Dj(a)⊗ ej ∈ Rθ ⊗ Λ∗ and An = (n!)−1ω∧n.
Proof. Let us denote Ψk = a0da
(k1)
1 · · · da(km)m . Because a0, · · · , am ∈ W∞,1(Rθ), Ψ ∈ W∞,1(Rθ).
By Lemma 4.1.5, Ψ(1+D2)−|k|−
m
2
−z ∈ L1(RΘ⊗MN) if −|k|− m2 −Re(z) < −d2 . The cocycle
φ2m is a linear combination of residue of the following zeta functions
ζk(z) = StrΘ(Ψk(1 +D
2)−|k|−m−z) .
Hence we only need to consider m+ 2|k| ≤ d. Applying Mellin transform, we have
StrΘ(Ψk(1 +D
2)−|k|−
m
2
−z) =
1
Γ(|k|+ m
2
+ z)
∫ ∞
0
StrΘ(Ψke
−s(1+D2))s|k|+
m
2
+z−1ds . (4.6)
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For a ∈ W∞,1(Rθ), by Lemma 3.5.11 and calculation in Proposition 3.1.2, we know for s > 0,
τΘ(ae
−s(1+D2)) = τθ(a)τθ′(e−s(1+D
2)) = τθ(a)τθ′(e
−|ξ|2)s−
d
2 e−s .
The integral in (4.6) then converges for Re(z) + |k|+ m
2
− d
2
≥ 0. Note that the integral
∫ ∞
1
StrΘ(Ψke
−s(1+D2))s|k|+m/2+z−1dt
is analytic around z = 0 because the integral converges absolutely. Now we apply Getzler
calculus rescaling. For t ∈ (0, 1), we denote
Ψk,t := a0(t
1+2k1da
(k1)
1 ) · · · (t1+2kmda(km)m ) .
We have Ψte
−s(1+t2D2) ∈ RΘt is an asymptotic ΨDOs because it is a linear combination of
products of t2D2, tda and e−s(1+t
2D2). Moreover using the change of variable isomorphism
σt : RΘ → RΘt , σt(xj) = xj, σt(ξj) = tξj, we have
StrΘt(Ψte
−s(1+t2D2)) = StrΘ(Ψe−s(1+D
2))
is constant over t. On the other hand, one can write Ψk,t = Opt(B(t)t) with
B(t) =
∑
n
t2k1+na0da
(k1)
1 · · · da(km)m ⊗ e−s(1+|ξ|
2) ⊗ νn
with νn is calculated in Lemma 4.2.8. Note that νn = O(
1
n!
), then by the trace formula in
Theorem 4.2.7
lim
t→0
StrΘt(Ψk,te
−s(1+t2|ξ|2)) = τθ,θ′ ⊗ τΛ(bk) ,
where bk is the leading symbol of Ψk,te
−s(1+t2|ξ|2). Because [t2D2, tda] has leading symbol
zero, we know by composition identity that bk = 0 for |k| 6= 0. For |k| = 0, the calculation
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in Lemma 4.2.8 implies that
b0 = e
−sa0 ∧ da1 ∧ · · · ∧ dam ∧ (e−
∑
j ξ
2
j ⊗
∑
0≤n≤ d
2
1
n!
snω∧n) .
Denote An =
1
n!
ω∧n. We have
Resz=0StrΘ(Ψ0(1 +D
2)−m/2−z)
=Resz=0
1
Γ(m/2 + z)
∫ 1
0
StrΘ(Ψ0e
−s(1+D2))sm/2+z−1dt
=
1
Γ(m/2)
·Resz=0
∫ 1
0
τθ ⊗ τΛ(a0 ∧ da1 ∧ · · · ∧ dam ∧
∑
snAn)τθ′(e
−s|ξ|2)e−ssm/2+z−1dt
=
1
Γ(m/2)
det(
piiθ′
sinh(iθ′)
)1/2
∑
n
τθ ⊗ τΛ(a0 ∧ da1 ∧ · · · ∧ dam ∧ An)Resz=0
∫ 1
0
e−ssn+
m−d
2
+z−1dt
=
1
Γ(m/2)
det(
piiθ′
sinh(iθ′)
)1/2
∑
n
τθ ⊗ τΛ(a0 ∧ da1 ∧ · · · ∧ dam ∧ An) ·Resz=0Γ(n+ m− d
2
+ z)
=
1
Γ(m/2)
det(
piiθ′
sinh(iθ′)
)1/2τθ ⊗ τΛ(a0 ∧ da1 ∧ · · · ∧ dam ∧ A d−m
2
) ·Resz=0Γ(z)
=
1
Γ(m/2)
det(
piiθ′
sinh(iθ′)
)1/2τθ ⊗ τΛ(a0 ∧ da1 ∧ · · · ∧ dam ∧ A d−m
2
) .
For the second last equality, the sum only has one nonzero term at n = d−m
2
. Indeed, if
n < d−m
2
then
a0 ∧ da1 ∧ · · · ∧ dam ∧ An
has no d-form; if n > d−m
2
, the gamma function Γ(n+ m−d
2
+ z) is analytic at z = 0. Because
Gamma function Γ(z) at z = 0 has no higher residues, the summands for j 6= 0 in the cocycle
formula (4.5) vanish. That completes the proof.
The above theorem gives a concrete calculation of noncommutative local index formula.
It simpliﬁes the cocycle formula to the term only |k| = j = 0. This coincides with situations
for Spin manifolds [10, 38]. It is possible to adapt Higson's argument in [24] to show that
cocycle formula has simple pole at z = 0. Nevertheless, here Getzler calculus plays a key
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role in the reduction to |k| = 0 as in the classical case. Also one see that the term ω plays
the role of the curvature. Thus our spectral triple (W∞,1(Rθ), L2(RΘ)⊗CN ,
∑
j ξj⊗cj) gives
a exmaple of noncommutative noncompact manifold with non-ﬂat geometry.
Finally, we end our discussion with a concrete example in dimension d = 2. Now let θ be
a real number and Rθ is the quantum Euclidean space generated by two self-adjoint element
x, y which satisﬁes the commutation relation [x, y] = −iθ. In the 2-dimensional case, we
only need to consider the φ2 form
φ2(e, e, e) = Cθ′τθ ⊗ τΛ(e ∧ de ∧ de) .
Since Cθ′ is just a normalization constant between usual trace and τθ′ , we omit it in the
following calculation.
In the classical case, a canonical generator for K0(C0(R2)) is the Bott projector
eB(x,y) =
1
1 + x2 + y2
 1 x− iy
x+ iy x2 + y2
 ∈M2(C0(R2)∼) , 1eB =
 0 0
0 1
 ∈M2(C) .
We consider an analog of Bott projector in Rθ. Write z = x+ iy. One calculates that
zz∗ = x2 + y2 + θ , z∗z = x2 + y2 − θ .
Let R = (1 + z∗z)−1 and u =
 1 0
z 0
. Then
e := u(R⊗ 1)u∗ =
 R Rz∗
zR zRz∗
 .
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is a projection. This is because
(R
1
2 ⊗ 1)u∗u(R 12 ⊗ 1) =
 1 0
0 0
 .
The only drawback of e is that it does not belongs to W∞,1(Rθ)∼. Indeed,
e−
 0 0
0 1
 =
 R Rz∗
zR zRz∗ − 1
 .
By Theorem 3.2.2, it is not hard to show that
R ∈ L1,∞ ∩ Eθ , d(R) ∈ W∞,1 ∩ L2,∞ ,
zR ∈ L2,∞ , d(zR) = d(z)R + zdR ∈ L1,∞
and
zRz∗ − 1 =(zRz∗ −Rzz∗) + (Rzz∗ −Rz∗z) + (Rz∗z − 1)
=[z, R]z∗ + (2θ + 1)R ∈ L1,∞ ∩ Eθ .
One see that although e /∈M2(W∞,1(Rθ)∼) but de · de does. Then the our formula
φ2(e, e, e) = τθ ⊗ τΛ(e ∧ de ∧ de)
is well-deﬁned for e. To show it still gives the index pairing for e, we need the following
approximation lemma.
Lemma 4.3.4. Let en ∈M2(W∞,1(Rθ)∼) be a sequence of projection satisfying
lim
n→∞
‖en − e‖∞= 0 .
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Then
lim
n→∞
τθ ⊗ τΛ(en ∧ den ∧ den) = τθ ⊗ τΛ(e ∧ de ∧ de) .
One know that if two projections e, f satisfy that ‖e− f ‖≤ 1 then e is homotopic to f
hence [e] = [f ] (see e.g. [40]). Then by the homotopy invariance of index pairing, we know
for n large
〈[e], (A, H,D)〉 = 〈[en], (A, H,D)〉
= τθ ⊗ τΛ(en ∧ den ∧ den)
= lim
n
τθ ⊗ τΛ(en ∧ den ∧ den)
= τθ ⊗ τΛ(e ∧ de ∧ de)
Thus our simpliﬁed formula also applies to e.
Proof of Lemma 4.3.4. Using linearity and cyclicity,
τθ ⊗ τΛ(ede ∧ de)− τθ ⊗ τθ ⊗ τΛ(enden ∧ den)
=
(
τθ ⊗ τΛ(ede ∧ de)− τθ ⊗ τΛ(ende ∧ de)
)
+
(
τθ ⊗ τΛ(ende ∧ de)− τθ ⊗ τΛ(enden ∧ de)
)
+
(
τθ ⊗ τΛ(enden ∧ de)− τθ ⊗ τΛ(enden ∧ den)
)
=
(
τθ ⊗ τΛ(ede ∧ de)− τθ ⊗ τΛ(ende ∧ de)
)
+
(
τθ ⊗ τΛ(ede ∧ den)− τθ ⊗ τΛ(ende ∧ en)
)
+
(
τθ ⊗ τΛ(eden ∧ den)− τθ ⊗ τΛ(enden ∧ den)
)
=τθ ⊗ τΛ
(
(e− en)de ∧ de
)
+ τθ ⊗ τΛ
(
(e− en)de ∧ den
)
+ τθ ⊗ τΛ
(
(e− en)den ∧ den
)
.
Because ‖e− en ‖∞→ 0 and de∧ de, de∧ den, den ∧ den are all in L1(Rθ)⊗Λ∗. All the above
three terms converges to 0.
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Theorem 4.3.5. For any θ,
τθ ⊗ τΛ(e ∧ de ∧ de) = 2pi
Proof. First, the trace element of the product
e ∧ de ∧ de =
 R Rz∗
zR zRz∗

 dR d(Rz∗)
d(zR) d(zRz∗)

 dR d(Rz∗)
d(zR) d(zRz∗)

has eight terms
Rd(R)d(R) +Rd(Rz∗)d(zR) +Rz∗d(zR)d(R) +Rz∗d(zRz∗)d(zR)
+ zRd(R)d(Rz∗) + zRd(Rz∗)d(zRz∗) + zRz∗d(zR)d(Rz∗) + zRz∗d(zRz∗)d(zRz∗) , (4.7)
Here and in the following we will omit the wedge product to usual product and write (τθ⊗τΛ)
shortly as τ in the intermediate steps. We will repeatedly use Leibniz rule and traciality,
d(a1a2) = (da1)a2 + a1da2 , τ(da1 ∧ da2a3) = τ(a3da1 ∧ da2)
For the ﬁrst and ﬁfth term in (4.7),
τ
(
Rd(R)d(R) + zRd(R)d(Rz∗)
)
= τ
(
d(R)d(R)R + d(R)d(Rz∗)zR
)
= τ
(
d(R)d(R)R + d(R)d(R)z∗zR + d(R)Rd(z)∗zR
)
= τ
(
d(R)d(R)R + d(R)d(R)(1−R) + d(R)Rd(z)∗zR
)
= τ
(
d(R)d(R) + d(R)Rd(z∗)zR
)
Similarly we have for the second and sixth term, third and seventh term , fourth and eighth
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term,
τ
(
Rd(Rz∗)d(zR) + zRd(Rz∗)d(zRz∗)
)
= τ
(
d(Rz∗)d(zR) + zRd(Rz∗)zRdz∗
)
τ
(
Rz∗d(zR)d(R) + zRz∗d(zR)d(Rz∗)
)
= τ
(
z∗d(zR)dR + zRz∗d(zR)Rdz∗
)
τ
(
Rz∗d(zRz∗)d(zR) + zRz∗d(zRz∗)d(zRz∗)
)
= τ
(
z∗d(zRz∗)d(zR) + zRz∗d(zRz∗)zRdz∗
)
Recoupling these terms,
τ
(
dRdR + z∗d(zR)dR
)
= τ
(
R−1dRdR + z∗(dz)RdR
)
τ
(
zRdRRdz∗ + zRz∗d(zR)Rdz∗
)
= τ
(
zdRRdz∗ + zRz∗dzR2dz∗
)
τ
(
d(Rz∗)d(zR) + z∗d(zRz∗)d(zR)
)
= τ
(
R−1d(Rz∗)d(zR) + z∗(dz)Rz∗d(zR)
)
τ
(
zRd(Rz∗)zRdz∗ + zRz∗d(zRz∗)zRdz∗
)
= τ
(
zd(Rz∗)zRdz∗ + zRz∗(dz)Rz∗zRdz∗
)
On the right hand side, there are only three terms still contains derivatives of products. We
again use Leibniz rule,
τ(R−1d(Rz∗)d(zR)) =τ(R−1d(R)z∗d(zR) + dz∗d(zR))
=τ(d(R)z∗d(z) +R−1d(R)(R−1 − 1)dR)
+ dz∗d(z)R + dz∗zdR)
τ(z∗(dz)Rz∗d(zR)) =τ(z∗(dz)(1−R)dR)
τ(zd(Rz∗)zRdz∗) =τ(z∗Rdz∗zRdz∗ + zdR(1−R)dz∗)
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Gathering all the terms we have,
(dR ∧ z∗dz + z∗dz ∧ dR) + (dz∗ ∧ zdR + zdR ∧ dz∗)+
(zRdz∗ ∧ zRdz∗ +R−1dR ∧R−1dR + (dz)Rz∗ ∧ (dz)Rz∗) +Rdz∗ ∧ dz + zRz∗dz ∧Rdz∗ .
Here only the last two terms has nonzero trace. This is because for any a1, a2, a3, b1, b2b3
τθ ⊗ τΛ
(
a1(da2)a3 ∧ a1(da2)a3
)
= 0 ,
τθ ⊗ τΛ
(
a1(da2)a3 ∧ b1(db2)b3 + b1(db2)b3 ∧ a1(da2)a3
)
= 0 .
It remains to show that Rdz∗ ∧ dz + zRz∗dz ∧Rdz∗ is tracable and calculate it. Note that
zz∗ = z∗z − 2θ = R−1 − 1− 2θ , dz = e1 + ie2 , dz∗ = e1 − ie2 .
Then
τθ ⊗ τΛ(Rdz∗ ∧ dz + zRz∗dz ∧Rdz∗) = 2τθ(R− zRz∗R)
= 2τθ
(
(1− zz∗R)R + 2z[R, z∗]R
)
= 2τθ
(
(1 + 2θ)R2 + 2z[R, z∗]R
)
The latter term is integrable because z[R, z∗]R ∈ O−3 by Lemma 3.2.2. Finally one can use
eigenvalues of quantum harmonic oscillator to calculate the trace
2τθ(R− aRa∗R) = 2θ · 2pi
∑
k=0
1
1 + 2θ + 2kθ
− 1
1 + 2kθ
2kθ
1 + 2θ + 2kθ
= 2θ · 2pi
∑
k=0
1
1 + 2kθ
1
1 + 2θ + 2kθ
= 2pi .
That completes the proof.
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We know that when d = 2, Eθ ∼= K for all nonzero θ. Our index calculation shows that
for each θ, the noncommutative Bott projector e ∈ M2(E∼θ ) is a representative of generator
of the K0(Eθ) = Z. Moreover, our simpliﬁed formula gives a uniform calculation of index
for all parameter θ.
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