Introduction. To a smooth manifold M one can associate in a natural way a new smooth manifold, the manifold of k-jets of n-dimensional submanifolds of M, indicated by G (k) n (M) , which parametrizes in a smooth way the k-jets of immersed submanifolds of M. On G (k) n (M) one can build in a canonical way a differential ideal, denoted Ᏽ (k) . The cohomology associated to the complex G (k) n (M)/Ᏽ (k) is called characteristic cohomology. These ideas, which in part go back to [C] , are explained here. A more detailed introduction to them can be read, for example, in the introduction to [BG1] or in [BGH1] (see also [BG2] , [BGH2] , [BGH3] ). Characteristic cohomology appears in this picture as a cohomological tool to study n-dimensional submanifolds of M. In this context one should think of submanifolds as solutions to systems of PDEs (partial differential equations). For example, they could be integral manifolds of an integrable distribution or of a differential ideal. Characteristic cohomology (or a variation of it) can then be used to provide invariants for the system of PDEs. The notation for the qth characteristic cohomology group over a smooth manifold M is
A first step in the study of characteristic cohomology is to see if something such as a Poincaré lemma holds for it; that is, if the characteristic cohomology vanishes on contractible open subsets of G (k) n (M) . More precisely, it has been conjectured by Griffiths [Gri] that for any contractible open set ᐁ ⊂ G (k) n (M) one has H q * (ᐁ)/Ᏽ (k) (ᐁ) , d = (0) when 0 ≤ q < n.
For dim(M) − n = k = 1 the result is classical. Griffiths and his collaborators [Gri] proved it when n = 1 and k, dim(M) is arbitrary, when k = 1 and n, dim(M) is arbitrary, and finally when dim(M) = 3, k = 2, and n = 2. In Section 5, we prove precisely what was conjectured for all k, n, and dim(M). For index q = n, the result is no longer true. This is because on a smooth manifold, one can have many independent functionals on n-dimensional submanifolds, even locally. The extremely rich structure of the nth characteristic cohomology group is probably the next object to research. Some intriguing conjectures on this topic, formulated by Griffiths, suggest possible approaches. Following this line of ideas,
Definitions and basic properties.
The definition of k-jet of an immersed manifold f : N → M at a point p ∈ M can be found in [BCGGG, . We also define it here. Definition 1.1. (1) Two germs of immersed manifolds f, g : (R n , 0) → (M, p) are said to have the same k-jet at 0 if, for some (and therefore any) choice of coordinates on M around p, the correspondingf ,g : (R n , 0) → (R dim(M) , 0) have equal k-jets (in the ordinary sense) at the origin. In this case, f ≡ (k) g.
(2) The space of k-jets of n-dimensional parametrized immersed submanifolds of
, is the set of equivalence classes of immersed germs
(3) Consider the group Aut(R n , 0) of germs of diffeomorphisms of R n leaving the origin fixed. There is a natural action of the group Aut(R n , 0) on the vector space J k 0,p (R n , M). This allows one to consider the orbit space of J k 0,p (R n , M) with respect to this action, indicated by
Here we want to stress that we use nonparametrized k-jets.
See [BCGGG, for the related concept of a jet bundle J k (N, M) between two smooth manifolds of dimensions n and m, respectively. On G (k) n (M) there is a natural smooth structure. The following elementary proposition is included to identify a choice of coordinate neighborhoods on G (k) n (M). Then G (k) n (M) admits a smooth structure.
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Proof. Let p ∈ M be a point. Let f : R n → M be a smooth map f (0) = p with injective differential at 0, and letf : (R n , 0) → (M, p) be its germ. Let (x i , where the p α are symmetric in the lower indices and stand for the partial derivatives described in the previous proof.
, N has dimension n and df is everywhere injective). Then there is a canonical lifting f (k) where G (k) n (M) is the Grassmann bundle over the tangent bundle. Definition 1.5. The natural maps from the space of i-jets to the space of j -jets, for i ≥ j , are indicated with π i,j :
A differential ideal on a manifold M is simply a homogeneous (two-sided) ideal inside the algebra of global differential forms, which is closed under exterior differentiation (see, for example, [BCGGG, p. 16] ). The notion of an integral manifold is associated to a differential ideal Ᏽ. This is an immersion f : N → M such that f * (Ᏽ) = (0) (see, for example, [BCGGG, p. 16] ). On G (k) n (M) there is a canonical differential ideal, which we denote by Ᏽ (k) . Because a differential ideal is a module over the smooth functions, its restrictions over open sets generate a (fine) sheaf. Therefore the ideal is determined by its local sections, and it is enough to give it over coordinate neighborhoods. We do this for Ᏽ (k) , using the neighborhoods identified above for G (k) n (M). Definition 1.6. The contact ideal, indicated by Ᏽ (k) , is the differential ideal on G (k) n (M) generated locally by the forms (using Einstein's summation convention)
We call I (k) the (algebraic) ideal generated by the forms above. 
There are many connections of differential ideals with PDEs and with Lagrangians. Consult [BGH1] , [BCGGG] , and [BG1] .
A theorem on
Tor. In Sections 2 and 3, we consider some (apparently) unrelated algebraic constructions and results. As usual, k[x] is the algebra of polynomials over the ring k in the variables x = x 1 , . . . , x n . One can put a Hopf algebra structure on the k-algebra k [x] in the following way (see [Sw] for the definition of Hopf algebra).
is defined as the k-algebra homomorphism that sends x i to −x i for all i = 1, . . . , n. All the other elements of the Hopf algebra structure are canonical.
Following the standard practice, we indicate by M[a] the graded module M with the degrees shifted by the integer a (i.e., M [a] 
Proof. By definition,
where m is the maximal (irrelevant) ideal of k [x] . This identification shows that
Lemma 2.4. The maps
Proof. We prove this for ψ l and φ l ; the case of ψ r and φ r is just the same. First, let us show that φ l is well defined. Indeed, ifφ l is the map Id
which is φ l . This is enough to show that φ l is well defined and surjective. Also, ψ l is well defined, as k[x] is a free k-algebra. It is also clear that φ l ψ l = Id. To show that ψ l φ l = Id, it is then enough to prove that ψ l is surjective. As the maps are clearly homogeneous morphisms of graded k-algebras, to prove surjectivity it is enough to consider "monomials" of the form (m 1 ⊗ m 2 ) ⊗ 1, where m 1 and m 2 are monomials of k [x] , and show that these are in the image of ψ l . We do this by induction on 
With the structure induced by
Proof. We prove only that with the structure induced by ψ l ,
All the other statements follow easily from this. We define a k-linear map from
We have to check that the map is well defined, bijective, and a morphism of k[x]-modules. We omit the simple verifications that the map is well defined and injective. To prove that it is surjective, we proceed exactly as before to define
We have by inspection that −1 = −1 = Id, and therefore is also surjective. It remains to be checked that is a map of k[x]-modules. However,˜ clearly is, with respect to multiplication on the left factor on M ⊗ k N. Through the quotient map
The following theorem is fundamental for the proof of the local vanishing theorem. We have not encountered any similar result in the literature.
Theorem 2.9. Let M and N be finitely generated graded
With this structure, and for all i, j , Tor
A standard spectral sequence argument shows that the total complex of this double complex is a free-graded resolution (not minimal) of
Indeed, the E 1 term of one of the two spectral sequences looks like
and the E 2 term has all zeroes. Note that the tensor products are over k, not over k [x] . From Remark 2.8, the resolution is free-graded as it is over k [x] . It follows that the total complex associated to the double complex (C * ⊗ k D * )⊗ k [x] k computes the Tor group in the left-hand side of the equality that we want to show. Using the first standard filtration of this double complex and computing the spectral sequence associated to it, we get the expression for the E 1 term:
is easily seen by Lemma 2.7 to be isomorphic over k [x] to ( C p 
. Hence, the E 0 term may be taken to look like
As a consequence, we have, as C p is still free over k [x] 
Moreover, still using Lemma 2.7, we see that 
Therefore the spectral sequence degenerates at the second term, and we obtain the desired result.
A vanishing theorem for Koszul homology. If M is a k[x]
-module, the Hopf algebra structure introduced before puts a k[x]-module structure on M ⊗ k M, as we have seen, by imposing p(x)(m ⊗ n) = (p(x))(m ⊗ n). We want to extend this method to build some other module structures.
Now, note that there is an action of the symmetric group p over
, where (σ ) is the sign of σ . Relative to this action, there is an operator π ∧ = (1/p!) σ ∈ p σ . Here we are using the fact that p! is invertible in k.
Proof. We see that
As usual, this operator satisfies π ∧ • π ∧ = π ∧ , and its image inside
We have therefore proved the following lemma.
Remark 3.5. The module structure on p k (M) is made so that
Proof. This is an immediate consequence of Remark 3.2 and Lemma 3.3.
Definition 3.6. If M is a k[x]-module, with K t (x, M) j , we indicate the j th graded part of the homology of the complex obtained tensoring the Koszul complex over
This is a standard definition. These objects are called Koszul homology groups of M (over the polynomial ring k [x] ). Note that the Koszul complex has all the maps of degree 1, so it is not, properly speaking, in the category of graded k[x]-modules.
Proof. This is just an application of the fact that the Koszul complex is a free resolution of k over k [x] .
The above proposition is standard. For a general introduction to Koszul homology, see [BH, p. 39] or [G] .
Corollary 3.8. K t (x, −) j is an additive functor from the category of k[x]-modules to the category of k-modules.
The main result of this section is the following theorem.
Theorem 3.9. Let W be a vector space of dimension s over k, and let m be the
The proof is at the end of this section. 
Proof. From Theorem 2.9, Remark 2.6, and Proposition 3.7, we have that
is generated in a degree greater than or equal to m t (M) + t. For a homogeneous element x in C t to be sent into m ρ C t−1 by d, it must be that deg(
for some x ∈ C t+1 . So, to get a nonzero homology element in the middle term of the complex
we must go to degree at least m t−1 (M) + τ + t − 1. This, together with the above identification of the Koszul homology group as a Tor group, proves that
Proof. We prove this lemma by induction on p. If p = 1, we have to prove that K t (x, k[x] /m τ ) j = 0 whenever t ≥ 1 and j < τ − 1. This is clear from Lemma 3.11 applied to M = k. Suppose now that we know the statement for p − 1 ≥ 1. We have
From Lemma 3.11, we have that
By induction we conclude therefore that
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This concludes the proof, because clearly
Proof of Theorem 3.9. The proof of Theorem 3.9 follows immediately if we observe that, from Corollary 3.8 and Lemma 3.4 applied to the case
We apply Lemma 3.4 to the case
M = W ⊗ k[x]/m τ .
The algebraic reduction of the vanishing problem.
We now reduce the problem of local vanishing of characteristic cohomology to an algebraic problem. This is done in two steps, obtaining a first algebraic reduction and then a second algebraic reduction.
We use the notation of Proposition 1.6. In particular, we use Einstein's summation convention for repeated indices. is antisymmetric in l, h, the second summand is zero, while the first one is as desired. For the case t = k − 1, we just have to observe that d 2 = 0 and that d is a derivation of the exterior algebra.
Given an element in q (ᐁ), we can always write it in a unique way as a sum of "monomials" of the form m = θ
∂ dp α
For any monomial m as before, we define also the following.
Note that we do not put p k in p. Clearly, we have r = q − |p(m)|.
Definition 4.4 (Characteristic weight). (1) Given
(2) For any monomial m as before, different from 0, we define
We say that v is w-homogeneous if all the monomials in its expression have the same w. We call w the characteristic weight.
Lemma 4.5. For any v that is w-homogeneous, we have w(∂(v))
Proof. For a typical element m as above, we have
We have indicated formally with θ i the ith element in the wedge product above. It is clear that the first summation is ∂(m), while the second one is (d −∂)(m). In the first summation all summands have w decreased by 1, while in the last summand w stays the same or increases. This proves the statement.
Definition 4.6. We have
is isomorphic to a split subcomplex of the following complex: . The identification we are looking into is
The map providing this isomorphism is
Then we extend this by linearity to all the exterior algebras. Observe now that in the quotient complex
the induced differential comes only from ∂, as d − ∂ is mapped to zero. Moreover, under the above isomorphism, the ∂ of the quotient complex is sent to the ∂ of the "algebraic" complex
This just means that we have built a map of complexes. In the algebraic complex, we can define a weight w (see also Definition 4.8), and the image is just obtained by fixing w + q. From this it follows that the image of the above map is actually a split subcomplex.
In view of the result of Lemma 4.7, it is interesting to isolate the algebraic part of the complex considered there. Proof. We may as well assume that ᐁ is included in a standard chart for G k n (M n+s ) and that it is smooth and topologically trivial. Suppose that v ∈ Ᏽ q (ᐁ) = Ᏽ(ᐁ) ∩ q (ᐁ), with dv = 0, v = 0, and q ≤ n. Then modulo dᏵ, v is in the ideal generated by the θ 's. Indeed, the only problem can arise from multiples of the dθ but not of the θ . However, any multiple of a dθ is equivalent modulo dᏵ to a multiple of θ, as can be verified easily. For our purposes (proving that v is a boundary), we can replace v by this new element, obtained by adding a boundary to it. We may assume, therefore, without loss of generality, that for some w with Lemma 4.11. The two following complexes are isomorphic:
Definition 4.8 (First algebraic reduction). The first algebraic reduction is the
2) the graded piece of a Koszul complex:
Proof. Pick a basis {e α | α = 1, . . . , s} for W . Remember that we have already an ordered basis {ω i | i = 1, . . . , n} for . Pick an element of the form
where the m i 's are monomials of degree |m i | smaller than or equal to k, with i |m i | = pk −w, and J is an ordered multiindex of length n−t. Write m i = x E i , where the E i are multiindices of length |m i |. This element is sent to (ω J ⊗ ((e α 1 ⊗ m 1 
in the corresponding space of the first complex, where * is the usual Hodge * operator on the space * . To define * , we use the given ordered basis for (as in the classical case one uses an orthonormal ordered basis). Then is extended by k-linearity, and in this way becomes an isomorphism over k. A direct computation shows that an element of degree j is sent to an element with w = (q −t)k−j , and therefore the degrees in the two complexes correspond correctly. We have only to check that commutes with the differentials in the two complexes. By k-linearity, it is enough to prove this for elements of the kind used above. In the following, we indicate with the contraction operator, and with (∂/∂ω i ) the dual to ω i with respect to the given bilinear form on . We call d the differential in the second complex. We have The following simple fact is standard from Hodge theory. Proof. First of all, we note that, for ᐂ ⊆ G (k) n (M) small enough and contractible, H q (Ᏽ * (ᐂ), d) = 0 for 0 ≤ q ≤ n. Indeed, from Theorem 4.13, this is equivalent to showing that K n−t (x, q−t (W ⊗ k k[x] /m k+1 )) j = 0 whenever n − t ≥ q − t and j < (q −t)k. This is the content of Theorem 3.9. Let us now consider the complex of sheaves 0 → ( Ᏽ (k) ) 0 → · · · → ( Ᏽ (k) ) n → · · · . The previous vanishing result reveals that this complex of sheaves is exact up to level n. Moreover, all the sheaves involved are fine. Therefore the first spectral sequence of hypercohomology abuts to zero in a degree smaller than or equal to n, while the second one abuts to the cohomology of the global sections of the previous complex over ᐁ. This shows that H q (Ᏽ * (ᐁ), d) = 0
