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Abstract 
In the current scenario, there is a tremendous necessity for strong cryptographic techniques for securely transmitting and storing 
data or information. The wide requirement of security in various areas develop the interest in doing research for producing 
variety of cryptographic algorithms which can provide security at various level. The algorithms can be implemented either in 
software or in hardware. The idea for secure algorithms evolved in the mid of 1970's. One of the most robust and secure 
asymmetric algorithm was proposed by Rivest, Shamir and Adelmann (RSA) in 1977 and proved to become a defacto standard, 
in cooperated with a large basis of products and applications that are still in operation. There are lots of work has been done in 
analysing the algorithm. Modular exponentiation is the basic operation for RSA. It consumes lots of time and resources for large 
values. To speed up the computation a naive approach is used in the exponential calculation in RSA by utilizing the Euler's and 
Fermat's Theorem .The method can be used in all scenarios where modular exponentiation plays a role. 
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1. Introduction 
Public key cryptosystem can be claimed as the most secure algorithm while compared with private key 
cryptosystem. In the public key cryptosystem we have two domains, public and private which contain the public and 
private keys used for encryption and decryption respectively. The encryption and decryption operations are 
commutative in nature, explained using axiom 1. 
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Axiom1: ׊ א ୩ǡ ୩ א  
ቀ൫୩ǡ ሺ୩ǡ ሻ൯ ൌ ൫୩ǡ ሺ୩ǡ ሻ൯ቁ 
 
     We can express the properties that there is no key acting as an  identity function for any text and no key exists 
which can correctly decrypt the text ,encrypted using another key  using the following axioms ,axiom 2 and axiom 3. 
 
Axiom 2: ׊ א ୩ א ሺሺ୩ǡ ሻ ് ሻ 
 
Axiom3: ׊ א ୩ǡ ୩ǡ  א ሺ୩ǡ ୩ሻ
൫୩ ്  ୩ ്  ՜ ൫ǡ ሺ୩ǡ ሻ൯ ് ൯

      For a system to be consistent the cryptographic algorithm should ensure the above mentioned axioms. The most 
commonly and widely used Asymmetric cryptosystem1 is the RSA cryptosystem. The complexity lies in RSA is 
mainly on prime factorization and exponentiation .The computational complexity in performing exponentiation can 
be reduced by in cooperating multiplicative inverses along with Euler's Theorem and Fermat's Theorem. The 
encryption and decryption of RSA cryptosystem are done using commutative ring2 .Two algebraic structures are 
used in RSA out of which one is a public ring R and the other is a private group G. 
 
ܴ ൌ ۃܼ௡ǡ ൅ǡ ൈۄwith two arithmetic operations, addition and multiplication 
ܩ ൌ ۃܼ˗ሺ௡ሻǡ כǡ ൈۄwith two operations, multiplication and division (by applying multiplicative inverse) 
 
      In RSA cryptosystem3 2- tuple (e, n) is considered as the public domain and d is the private domain5. The 
encryption and decryption functions of RSA are illustrated in table 1. 
Table 1.Encryption and decryption of RSA. 
Encryption   Decryption   
ሺǡ ǡ ሻ 
{   
 ൌ ୣ 
 // P is the plaintext to be encrypted in         
//   ୬such  that     
// ݌ ൏ ݊ 
  // ሺǡ ˗ሺሻሻ ൌ ͳǡ  ൏ ˗ሺ݊ሻ 
// ɮ(n)- Euler's Totient function  
} 
 
ሺǡ ǡ ሻ 
{  
 ൌ ୢ 
 // C is the ciphertext to be 
decrypted in  ୬ 
//   כ  ൌ ͳ˗ሺሻ 
ሽ 
 
  
 
      For encryption as well as for decryption exponentiation need to be performed. There are lots of techniques 
available to perform power reduction. But unfortunately most of the languages used in computers have no single 
operator that can accurately and efficiently compute exponentiation, especially when the power is very large. This 
paper proposes a new approach by using multiplicative inverse with Euler's and Fermat's Theorems for exponential 
simplification. Euler's and Fermat's theorems are explained in detail in the forthcoming sections .The proposed 
method is adequate for the exponentiation problems. The computation power as well as the computation time is 
drastically decreases using this method. 
2. Theorems 
2.1 Euler’s theorem 
Euler's phi-function ɮ(n) also called Euler's Totient function2 plays a vital role in cryptography. The function 
calculate the number of integers or the totatives which are smaller as well as relative prime to n given in equation 1. 
 
      If n is possible to factorize as, 
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݊ ൌ  ݍଵ
௘భ ൈ ݍଶ
௘మ ൈ ݍଷ
௘య ڮڮൈ ݍ௞
௘ೖݓ݄݁ݎ݁ݍଵǡ ݍଶ ǥݍ௞ܽݎ݁݈݈ܽ݌ݎ݅݉݁ݐ݄݁݊ 
˗ሺሻ ൌ ൫ݍଵ
௘భ െ ݍଵ
௘భିଵ൯ ൈ ൫ݍଶ
௘మ െ ݍଶ
௘మିଵ൯ ൈ ڮڮ൫ݍ௞
௘ೖ െݍ௞
௘ೖିଵ൯                                      (1) 
 
      Euler's theorem states that if a and n are relatively prime then equation 2 gives 
 
ܽ˗ሺ୬ሻ ؠ ͳሺ݉݋݀݊ሻ        (2) 
 
      The second version of Euler's theorem given in equation 3 removes the condition that 'a' and 'n' are coprime4. 
 
 ൌ  ൈ ǡ  ൏ ݊ܽ݊݀݇ܽ݊݅݊ݐ݁݃݁ݎǡ ݐ୩ൈɮሺ୬ሻାଵ ؠ ሺሻ   (3) 
 
      This can be stated as two cases given in table 2. 
Table 2. Cases of Euler’s Theorem 
Case1  Case2  
ሺǡ ሻ ൌ ͳ 
 
୩ൈ˗ሺ୬ሻାଵ ൌ ቀ˗ሺ୬ሻ ൈ ሺሻቁ 
ൌ ͳ୩ ൈ ሺሻ 
ൌ ܽ ሺሻ 
If a is a multiple of p and not a multiple of q then 
 
ܽ˗ሺ୬ሻ݉݋݀ݍ ൌ ൫ܽ˗ሺ୯ሻ݉݋݀ݍ൯
˗ሺ୮ሻሺ݉݋݀ݍሻ ൌ ͳ 
 
 
 
The main properties of Euler's Theorem are listed below. 
 
i. If n is a prime, then ɮ(n) = n-1 
 
ii. The Euler's Totient function ɮ(n) is multiplicative, 
 i.e. if ሺǡ ሻ ൌ ͳǡ ˗ሺሻ ൌ ˗ሺሻכ ˗ሺሻǤ 
 
iii.  ൌ ଵ
ୣభǡ ଶ
ୣమǡڮ ǡ ୩
ୣౡԢǡ  
 
˗ሺሻ ൌ ൭ͳ െ ൬
ͳ
ଵ
൰൱൭ͳ െ ൬
ͳ
ଶ
൰൱ǥǥǥ൭ͳ െ ൬
ͳ
୩
൰൱ 
 
iv. ˗ሺ݊ሻϐǡ ׊ ൒ ͷǡ  א  
˗ሺሻ ൐
݊
൬͸ ቀ݈݊൫݈݊ሺ݊ሻ൯ቁ൰
 
2.2 Fermat’s theorem 
     Fermat's theorem1 is a special case of Euler's Theorem given in equation 4 states that if p is a prime number , a ȯ 
Zn and  p does not divide a, then 
 
ܽ௣ିଵ ؠ ͳ݉݋݀݌                                                                                                       (4) 
 
     The main properties of Fermat's Theorem is listed below 
 
i. If ؠ ሺ െ ͳሻǡ ୡ ؠ ୠሺሻ׊ א 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ii. ׊ א ǡ ୮ ؠ ሺሻ 
 
2.3 Exponentiation reduction using multiplicative  inverse by Euler's theorem and Fermat's theorem 
2.3.1 Modular multiplicative inverse 
      In modular arithmetic,  the modulo operator (mod) takes an integer 'a' from the set of integers Z and a positive 
ሺ݊ሻǤ The operator creates a nonnegative residue (r), such that ܽ݊ ൌ ݎǤ  Modular addition and 
multiplication operations are quite easy. In order to perform addition of two numbers x and y modulo n, we have to 
add the numbers x and y and modulo operation applied to the result to make the result lies between 0 and n. 
Similarly for multiplication instead of performing addition we need to perform multiplication. Subtraction is 
performed in the normal way. If the resultant value is negative repeated addition of modulus value is required till we 
get a positive value. 
     Division seems to be a bit harder. In arithmetic, division is the inverse of multiplication .i. e, there exists some y 
such that y=1/x which can be represented as   ൈ  ൌ ͳǤ when  ൌ Ͳǡ  does not exist. Similarly, if we require to 
divide by x mod n, we need to calculate y mod n such that ൈ  ൌ ͳ; i. e dividing by x modulo n is 
equivalent to multiplying by y modulo n. The y is termed as the multiplicative inverse of x modulo n. But for all 
numbers multiplicative inverse does not exists. If it exists it will be unique. In୬  ,consider two numbers a and b 
are said to be multiplicative inverses of each other if ؠ ͳሺሻ. 
In brief modular addition and subtraction can be done without the use of a long division. Modular multiplication can 
be achieved by multiplying the inputs and then taking the remainder as the result after the division by the modulus 
value. In modular arithmetic, integer a has a multiplicative inverse in ୬   provided gcd (a, n) =1. Modular inverse 
calculation methods and their time complexities are given in table 3. 
Table 3. Modular Inverse Methods Comparison 
Methods    Brute Force    Extended                 Euler’s             Fermat’s             
Euclidean                Theorem           Theorem             
 
 
Time Complexity                       O(m)                 
 
O(log(m2))              O(log(m))           O(log(m)) 
 
 
 
The Euclidean Algorithm can be extended such that it is not only produces the greatest common divisor d for the 
integers a and b but also for the integers x and y satisfying the equationܽݔ ൅ ܾݕ ൌ ݀ . Extended Euclidean 
algorithm6  is widely used for calculating multiplicative inverses. Algorithm given in Fig.1 as follows. 
 
 
INPUT    :   Consider  א ୬ 
OUTPUT:ିଵǡ  
 
   Step1 :  Apply the extended Euclidean method to calculate values for x and y such that  ൅  ൌ  
                Step1.1 :  Input two positive integers a and b, where  ൒  
Step1.2 :  check if  b=0 then assign  ՚ ǡ  ՚ ͳǡ  ՚ Ͳሺǡ ǡ ሻ 
                Step1.3 :  Assign the values ଶ ՚ ͳǡ ଵ ՚ Ͳǡ ଶ ՚ Ͳǡ ଵ ՚ ͳ 
                Step1.4 :  While b൐ Ͳ do 
                                    Step1.4.1:    ՚ ቔ ൗ ቕǡ  ՚ ሺ െ ሻǡ  ՚ ሺଶ െ ଵሻǡ ՚ ሺଶ െ ଵሻ 
  Step1.4.2:     ՚ ǡ  ՚ ǡ ଶ ՚ ଵǡ ଵ ՚ ǡ ଶ ՚ ଵǡ ଵ ՚  
                        Step1.5:    ՚ ǡ  ՚ ଶǡ  ՚ ଶǡ ሺǡ ǡ ሻ 
  Step2:   ൐ ͳǡ ݐ݄݁݊ݐ݄݁ݎ݁݅ݏ݊݋݅݊ݒ݁ݎݏ݁ ݂݋ݎ ܽሺିଵ     ሻǡ ሺሻ 
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 Fig.1 Extended Euclidean Algorithm 
2.3.2 Exponential simplification 
The existing methods for exponential simplification are as follows. 
 
a) Square and multiply method 
       The square and multiply method1 is one of the widely used and efficient method for exponentiation problems. 
The concept behind this method is as the name suggests we need to perform repeated squaring as well as 
multiplication for the required value. It is considered to be a fast exponentiation method in which two operations, 
squaring and multiplying are used instead of performing only multiply operation. The main idea adopted in this 
algorithm is to treat the exponent as a binary number of m bits. The algorithm make use of m iterations .The method 
is depicted in Fig.2 as shown below. 
 
 
INPUT: a, x , n א ୬ 
OUTPUT:  ൌ  ୶
S െ ሺǡ ǡ ሻ
{ ൌ ͳǢ 
ሺ ൌ Ͳ െ ͳሻ        // m is the number of bits in x 
 
{  ሺ ൌ ͳ ൌ  ൈ Ǣ
 ൌ ଶǢ 
} 
return b; 
} 
Fig. 2 Square and Multiply Method 
b) Euler's theorem 
 
According to Euler's theorem5, let a and n are two positive integers which are relatively prime. Then   ˗ሺ୬ሻ ؠ
ͳǤ By applying Euler's theorem, we can reduce the exponent by multiples of ˗ሺ݊ሻwithout changing the final 
result of the computation, provided the base a and the modulus n are relatively prime. According to Euler's Theorem 
the modulus value n א ܼ௡, but need not be a prime number. We can say this using the equation 5 that, 
 
if 
ܾ ൌ Ƚ ൅  ൈ ˗ሺሻǡȽ א  ሼͲǡ Ǥ Ǥ Ǥ ǡ ˗ሺሻ െ ͳሽ 
     then 
ୠ ൌ ൫஑ା୩ൈ˗ሺ୬ሻ൯ ൌ ஑ ൈ ൫˗ሺ୬ሻ൯
୩
ൌ  ஑               (5) 
 
      By this way we can use the reduced exponent and get the same result of exponentiation, provided a and n are 
relatively prime. 
 
c) Fermat's theorem 
 
Fermat's little theorem1 can be used for finding the remainder for large exponential values modulo a prime number. 
Consider the case where we need to calculate the value of ܽ௡݉݋݀݊ǡ݊ is a prime number. Then according to 
Fermat’s little theorem it can be explained using equation 6. 
 
୬ ൌ  כ ୬ିଵ ൌ ୬ିଵ ൌ ͳ             (6) 
3. Proposed method for exponential simplification 
    There are lots of methods available for exponential reduction 7, 8, 9. The above mentioned methods are suitable for 
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certain scenarios. The proposed method is quite faster in calculating the exponential values. Suitable case can be 
chosen based on the value of n. The method is depicted in Fig.3. 
 
 
 
 
 
 
 
  ൌ ୬     ǣ 
ǣ̴ሺǡ ǡ ሻ 
ǣǡ ǡ ǡ ˗ሺሻ 
ǣ  ൌ ୬   
 
 
ͳ ׷  	Ԣ  
 
      Step ͳǣ 
ሺ ൌ  െ ͳሻ 
 ൌ ͳ 
 
      Step 2 : ሺ ൏ ݌ െ ͳሻ
 ൌ  ሺ െ ͳሻ െ 
 ൌ ሺ୫ሻିଵ 
 
      Step 3 : ሺ ൐ ݌ െ ͳሻ
 ൌ  െ ሺ െ ͳሻ
 ൌ ୫ 
 
 ʹ ׷  Ԣ 
 
ͳǣሺ ൌ ˗ሺሻሻ
 ൌ ͳ 
 
  Step 2 : ሺ ൏ ˗ሺ݌ሻሻ 
 ൌ  ሺ˗ሺሻሻ െ  
 ൌ ሺ୫ሻିଵ 

  Step 3 :  ሺ ൐ ˗ሺ݌ሻሻ 
 ൌ  െ ˗ሺሻ 
 ൏ ˗ሺ݌ሻݐ݄݁݊ݔ ൌ  ୫
 ൌ  െ  ൈ ˗ሺሻ ൒ ͳǡ 
 ൅  
  ൌ ୫ 
 
Fig.3 Proposed Algorithm 
 
As mentioned in the figure the method suggests two cases depends on the value of ‘n’. The exponential 
simplification can be done using either Fermat’s method or Euler’s method. The idea behind the approach is to bring 
down the exponential value by some means so that the evaluation can be performed in no time. Square and Multiply 
method is considered to be the fastest exponential reduction method which is used in the power evaluation of public 
key cryptosystems such as RSA2, ElGamal1 etc .But by embedding the proposed method with the Square and 
Multiply method it can even make faster.  
Fermat’s method can be used if the modulus value is a prime number. This method evaluate the exponential value as 
given in figure, x =an mod p based on three scenarios. If the exponential value n divides a and n=p-1 then the value 
of x will be one. On the other way if the value of n is less than (p-1) then calculate the value of m which is the 
difference of (p-1) and n. Modular inverse of am mod p results in x. Suppose the value of n is greater than (p-1) then 
find the value of m which is nothing but the difference between n and (p-1).The value of x gets through by 
calculating am mod p. 
Euler’s theorem can be applied if p is an integer, not necessarily a prime number. The Euler’s Totient function (p) 
is calculated. In this case the totient function of p is equated with the value of n. If the value of n is equal to (p) 
then the value of x is one. Suppose the value of n is less that (p) then the difference of (p) and n is assigned to m. 
The   value of x is calculated by taking the modular inverse of ammod p. On the other way round if the value of n is 
greater than (p) then the value of m =n- (p). The calculated value of m is compared with (p).If m< (p) then x 
can be calculated directly by x=am mod p else m is recalculated as m=n- k* (p), such that k is greater than or equal 
to one. Then the value of x can obtained using x=ammod p. 
By utilizing the proposed method the square and multiply method can be simplified as shown in Fig.4.By make use 
of the proposed method the exponential value is reduced to a small integer, which will help in producing the result 
in a faster way in square and multiply method. This will help in reducing the computation cost of the cryptographic 
algorithms which is working on exponentiation. 
 
720   Maya Mohan et al. /  Procedia Computer Science  78 ( 2016 )  714 – 721 
 
INPUT: a, x , n א ୬ 
OUTPUT:  ൌ  ୶ 
 
Step 1: Apply the proposed method to reduce the exponential value  x 
Step 2:S െ ሺǡ ǡ ሻ 
          { 
 ൌ ͳǢ 
ሺ ൌ Ͳ െ ͳሻ        // m is the number of bits in x 
                 {  ሺ ൌ ͳ ൌ  ൈ Ǣ 
 ൌ ଶǢ 
 } 
            return b;   
          }
                                                      Fig.4 Modified Square and Multiply Method 
4. Performance evaluation 
      The computational difference in finding the modular inverse and exponentiation is clearly given in table 4 4.  
 
Table 4. Time complexity Comparison 
Operation  Bit Complexity  
  ሺ ൅ ሻ    O(log n)  
Modular Subtraction             (a-b) mod n  O(log n)  
Modular Multiplication         (a . b mod n)  O((log n)2)  
Modular Inverse                     a-1 mod n   O((log n)2)  
Modular Exponentiation        ak mod n k<n  O((log n)3)  
 
      Even though there is a little exponentiation is needed after finding the inverse but the method drastically 
decreases the huge exponential computation used in the normal calculation. Once the inverse is calculated then the 
square and multiply method can be utilized to find the result. The graphical representation of the comparison is 
shown in Fig. 5.The computational cost also less for the proposed method. The method can be executed in parallel 
which is not possible with square and multiply method. For large values of p and n this method is well suited 
compared to the   existing methods. 
 
 
                      Fig.5 Time Complexity Analysis 
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Fig 6. Illustrated Example 
5. Conclusion 
In the wide era of information exchange the security plays a vital role. It creates an urge of using cryptographic 
algorithm. In leading public key cryptosystems exponentiation is used frequently. The proposed method helps in 
reducing the computation time of the exponentiation which intern reduces the computation time of the cryptosystem 
chosen. Apart from that the computational resources needed is less for this method compared to the exponential 
evaluation. 
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