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Abstract
The extended W -algebra of type sl2 at positive rational level, denoted by Mp+,p− , is a
vertex operator algebra that was originally proposed in [1]. This vertex operator algebra is
an extension of the minimal model vertex operator algebra and plays the role of symmetry
algebra for certain logarithmic conformal field theories. We give a construction ofMp+,p− in
terms of screening operators and use this construction to prove that Mp+,p− satisfies Zhu’s
c2-cofiniteness condition, calculate the structure of the zero mode algebra (also known as
Zhu’s algebra) and classify all simple Mp+,p−-modules.
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1 Introduction
The theory of vertex operator algebras (VOA), which was developed by Borcherds [2], is an
algebraic counter part to conformal field theory and gives an algebraic meaning to the notions of
locality and operator product expansions. For general facts about VOAs we refer to [3, 4, 5].
Examples of conformal field theories on general Riemann surfaces for which vertex operator
algebraic descriptions are known, are given by lattice VOAs, VOAs associated to integrable repre-
sentations of affine Lie algebras and VOAs associated to minimal representations of the Virasoro
algebra. The abelian categories associated to the representation theory of all these examples are
semi-simple and the number of irreducible representations is finite.
In order to define conformal field theories over a Riemann surface associated to a VOA, the
VOA needs to satisfy certain finiteness conditions. Zhu found such a finiteness condition [6],
which is now called Zhu’s c2-cofiniteness condition. For a VOA satisfying Zhu’s c2-cofiniteness
condition it is known that the abelian category of its representations is both Noetherian and
Artinian. Additionally the number of simple objects is finite. In general this abelian category is not
semisimple [6, 7], though so far the semi-simple case is much better understood. Conformal field
theories associated to VOAs with a non-semisimple representation theory are called logarithmic
or non-semisimple.
Examples of VOAs which satisfy Zhu’s c2-cofiniteness condition but not semisimplicity are
given by so called Wp theories for which the representation category is by now well established
[8, 9, 10, 11, 12].
In this paper we analyse a different example which generalises the Wp theories. This example
was originally defined in [1] and was called Wp+,p− . Unfortunately the letter “W” is rather overused
in this context, so we will denote these VOAs by Mp+,p− and call them “extended W -algebras of
type sl2 at rational level”. The construction of Mp+,p− in [1] is very similar to the way Wp was
constructed in [13].
TheMp+,p− are a family of VOAs parametrised by two coprime integers p+, p− ≥ 2. They are
defined by means of a lattice VOA Vp+,p− and two screening operators Q+,Q−. TheMp+,p− have
the same central charge
cp+,p− = 1− 6
(p+ − p−)2
p+p−
,
as the minimal models. However, the Virasoro subtheory of Mp+,p− is not isomorphic to the
minimal model VOA MinVirp+,p− . The minimal model VOA MinVirp+,p− is obtained fromMp+,p−
by taking a quotient.
A number of results in this paper have already been described in [1]. In [1] the construction
of integration cycles, over which products of screening operators are integrated, are described
by using a Kazhdan-Lusztig type correspondence between the homology groups of configuration
spaces of points on the projective line with local coefficients and quantum groups at roots of unity.
However, this correspondence is not yet well understood in this case [14, 15, 16, 17, 18] though
it has been explored for the Wp case [19, 20, 11]. In [21, 22] Adamovic´ and Milas succeeded in
proving the c2 cofiniteness, in computing relations in Zhu’s algebra and in classifying all simple
modules of the VOAM2,p− for p− odd. They proved these results by making use of a super VOA
structure that exists for p+ = 2 and by considering a field G(z) that is generally not local with
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fields of the lattice VOA V2,p− , but local with fields in M2,p− . The zero mode of this field G(z)
acts as a derivation on M2,p− .
In order to analyse the VOAMp+,p− for coprime p+, p− ≥ 2, we introduce free field VOAs over
the discrete valuation ringO = C[[ε]], the ring of complex formal power series; and its quotient field
K = C((ε)), the field of formal Laurent series. We discuss the representation theory and screening
operators of these free field VOAs as well as the construction of cycles on which products of
screening operators can be integrated. By using the theory of Jack polynomials we show that the
integration of products of screening operators over these cycles defines intertwining operators of
the Virasoro algebra over O. These intertwining operators map between free field modules over O,
called Fock modules. Furthermore, by using the theory of Jack polynomials we explicitly calculate
all the data required for analysing the VOA structure of Mp+,p− . Using formulae concerning
integrals of Jack polynomials, which were originally conjectured by Macdonald [23] and proved
by Kadell [24], we construct derivations E and F of the VOA Mp+,p− , which we call Frobenius
homomorphisms. Thus we are able to analyse the zero mode algebra, prove c2 cofiniteness and
classify all simple modules of the VOA Mp+,p− .
The results of this paper form a necessary starting point for studying problems such as the
Mp+,p− representation theory; the Kazhdan-Lusztig correspondence betweenMp+,p− and quantum
groups; and conformal field theories with Mp+,p− symmetry on the Riemann sphere and elliptic
curves – as was done in [25, 26] for the semi-simple case – and more generally on moduli spaces
of N point genus g stable curves.
This paper is organised as follows: In Section 2 we introduce some basic notation and defi-
nitions. We define VOAs with an emphasis on the Heisenberg and lattice VOAs as well as their
screening operators. We also briefly explain how to construct the Poisson and zero mode algebra
associated to a VOA as well as their implications for the representation theory of a VOA.
In Section 3 we develop the techniques required for analysing the extended W -algebraMp+,p− .
We construct cycles over which products of screening operators can be integrated. These inte-
gration cycles are elements of the homology groups of configuration spaces of N points on the
projective line, with local coefficients defined by the monodromy of products of screening oper-
ators. Due to so called resonance problems homology and cohomology groups with these local
coefficients exhibit very complicated behaviour [27, 28]. To overcome these complications we de-
form the Heisenberg VOA, including its Virasoro field and screening operators, and construct the
theory over the ring O and its field of fractions K = C((ε)). The problem is thus translated into
constructing well behaved cycles such that all matrix elements of integrals of products of screening
operators lie in O rather than K. We show this by using the theory of Jack polynomials [29]. By
setting ε = 0 we then obtain integration cycles over C for products of screening operators. By inte-
grating these products of screening operators over the constructed cycles we obtain local primary
fields Q[r]+ (z),Q[s]− (z), r, s ∈ N of conformal weight 1. The zero mode operators Q[r]+ ,Q[s]− , r, s ∈ N
of these primary fields define Virasoro intertwining operators.
In Section 4 we review the decomposition of Fock modules as Virasoro modules due to Feigin
and Fuchs [30, 31, 32]. By using the intertwining operators Q[r]+ and Q[s]− , we construct all Virasoro
singular vectors of these Fock modules at central charge cp+,p− . We define operators E and F which
we call Frobenius homomorphisms. The Frobenius homomorphisms are Virasoro homomorphisms
that map between the kernels of Q[r]+ and Q[s]− respectively and define derivations of the extended
W -algebra Mp+,p− . The Frobenius homomorphisms E,F are motivated by so called divided
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power operators, constructed in [1] by using quantum groups. The definition and properties of the
Frobenius homomorphisms are stated in Theorem 4.17.
In Section 5 the extended W -algebraMp+,p− is introduced. We give a decomposition ofMp+,p−
as a Virasoro module, determine a generating set of fields, analyse its zero mode and Poisson
algebra and classify and construct all simple Mp+,p− modules. The screening operators Q[r]+ ,Q[s]−
and the Frobenius homomorphisms E,F are crucial to all these calculations. The structure of
Mp+,p− as a VOA is stated in Theorem 5.4, the structure of the zero mode algebra A0(Mp+,p−)
is stated in Theorem 5.9 and the classification of all simple A0(Mp+,p−)- and Mp+,p−-modules is
stated in Theorem 5.13.
In Section 6 we give our conclusions and state a list of future problems and conjectures asso-
ciated to conformal field theories with Mp+,p− symmetry.
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2 Basic definitions and notation
In this section we review basic definitions and notation for VOAs, in particular Heisenberg and
lattice VOAs.
2.1 Vertex operator algebras
For a detailed discussion of vertex operator algebras see [4, 5, 7].
Definition 2.1. A tuple (V, |0〉, T, Y ) is called a vertex operator algebra (VOA for short) where
1. V is a complex non-negative integer graded vector space
V =
∞⊕
n=0
V [n] ,
called the vacuum space of states.
2. |0〉 ∈ V [0] is called the vacuum vector.
3. T ∈ V [2] is called the conformal vector.
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4. Y is a C-linear map
Y : V → EndC(V )[[z, z−1]]
called the vertex operator map.
These data are subject to the axioms:
1. Each homogeneous subspace V [n] of the space of states is finite dimensional and in particular
V [0] is spanned by the vacuum vector.
2. For each A ∈ V [h] there exists a Laurent expansion
Y (A; z) = A(z) =
∑
n∈Z
A[n]z−n−h ,
where Y (A; z) is called a field and the A[n] are called field modes. Each field satisfies the
the state field correspondence
Y (A; z)|0〉 − A ∈ V [[z]]z .
The field corresponding to the vacuum is the identity field
Y (|0〉; z) = idV .
For certain special fields, such as the Virasoro field below, we denote the mode as an index
instead of in brackets.
3. The field modes of the field corresponding to the conformal vector
Y (T ; z) = T (z) =
∑
n∈Z
Lnz
−n−2 ,
satisfy the commutation relations of the Virasoro algebra with fixed central charge c = cV
[Lm, Ln] = (m− n)Lm+n + cV
12
(m3 −m)δm+n,0 .
The field T (z) is called the Virasoro field.
4. The zero mode of the Virasoro algebra L0 acts semi-simply on V and the eigenvalues of L0
define the grading of V , that is,
V [h] = {A ∈ V |L0A = hA} .
5. The Virasoro generator L−1 acts as the derivative with respect to z
d
d z
Y (A; z) = Y (L−1A; z) ,
for all A ∈ V .
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6. For any two elements A,B ∈ V the fields Y (A; z) and Y (B;w) are local, i.e. there exists a
sufficiently large N ∈ Z such that
(z − w)N [Y (A; z), Y (B;w)] = 0 ,
as elements of End(V )[[z, z−1, w, w−1]].
7. For a homogeneous element A ∈ V [h] and an element B ∈ V the fields Y (A; z) and Y (B;w)
satisfy the operator product expansion
Y (A; z)Y (B;w) = Y (Y (A; z − w)B;w)
=
∑
n∈Z
Y (A[n]B;w)(z − w)−n−h .
When there is no chance of confusion we will refer to a VOA just by its graded vector space
V .
Remark 2.2.
1. For A ∈ V [h] the Virasoro generators L0 and L−1 satisfy
[L−1, A[n]] = −(n+ h− 1)A[n− 1]
[L0, A[n]] = −nA[n] .
2. The operator product expansion of the Virasoro field with itself is
T (z)T (w) =
cV /2
(z − w)4 +
2
(z − w)2T (w) +
1
z − w∂T (w) + · · · .
3. For any homogeneous element A ∈ V [h] such that LnA = 0 for n ≥ 1, the operator product
expansion of the Virasoro field with Y (A; z) is
T (z)Y (A;w) =
h
(z − w)2Y (A;w) +
1
z − w∂Y (A;w) + · · · .
Such fields Y (A;w) are called primary fields.
Definition 2.3. A VOA module M is a vector space that carries a representation YM
YM : V → EndC(M)[[z, z−1]] ,
of the vertex operator Y , such that for all A,B ∈ V and C ∈M
1. YM(A, z)C ∈M((z)),
2. YM(|0〉; z) = idM , is the identity on M ,
3. YM(A; z)YM(B;w) = YM(Y (A; z − w)B;w) .
6
Let O(V ) be the vector subspace of V spanned by vectors
A ◦B = Resz=0 Y (A; z)B (1 + z)
hA
z2
d z =
hA∑
n=0
(
hA
n
)
A[−n− 1]B ,
for A ∈ V [hA], B ∈ V . Furthermore, let A ∗B be the binary operation
A ∗B = Resz=0 Y (A; z)B (1 + z)
hA
z
d z =
hA∑
n=0
(
hA
n
)
A[−n]B .
Proposition 2.4. The space AZ(V ) = V/O(V ) is called Zhu’s algebra and carries the structure
of an associative C algebra. Let [A], [B] ∈ AZ(V ) denote the classes represented by A,B ∈ V , then
the multiplication in AZ(V ) is given by
[A] · [B] = [A ∗B] .
1. The unit of AZ(V ) is the class of the vacuum state 1 = [|0〉].
2. The class of the conformal vector [T ] lies in the centre of AZ(V ).
3. (L0 + L−1)A ∈ O(V ) for all A ∈ V .
4. There is a 1 to 1 correspondence between finite dimensional simple AZ(V )-modules and
simple V -modules. The simple AZ(V )-modules are isomorphic to the homogeneous space of
least conformal weight of the corresponding simple V -module.
5. For A ∈ V [hA], B ∈ V and m ≥ n ≥ 0
Resz=0 Y (A; z)B
(1 + z)hA+n
z2+m
d z ∈ O(V ) .
There is an equivalent definition of Zhu’s algebra as a quotient of the algebra of zero modes.
Let
U(V ) =
⊕
d∈Z
U(V )[d]
U(V )[d] = {P ∈ U(V )|[L0, P ] = −d}
be the graded associative algebra of modes of all the fields in V . This algebra is called the current
algebra [4]. Furthermore, let Fp(V ) be the descending filtration
Fp(V ) =
⊕
d≤p
U(V )[d]
of U(V ) and let
I = U(V ) · F−1(V )
be the closure of the U(V ) left ideal generated by F−1(V ), then
I = I ∩ F0(V )
is a closed two sided F0(V ) ideal.
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Definition 2.5. The zero mode algebra is the quotient algebra
A0(V ) = F0(V )/I .
Proposition 2.6.
1. There exists a canonical surjective C algebra homomorphism
U(V )[0]→ A0(V )
which maps an element P ∈ U(V )[0] ⊂ F0(V ) to its class in the zero mode algebra A0(V ) =
F0(V )/I.
2. There exists a well defined canonical isomorphism of C algebras from Zhu’s algebra AZ(V )
to the zero mode algebra A0(V ), such that for A ∈ V
AZ(V )→ A0(V )
[A] 7→ [A[0]] .
Remark 2.7. Since the zero mode algebra and Zhu’s algebra are canonically isomorphic, we
identify these two algebras and denote both by A0(V ). For A ∈ V we denote the corresponding
class in A0(V ) by [A] = [A[0]].
Let c2(V ) be the subspace of V given by
c2(V ) = span{A[−(hA + n)]B|A ∈ V [hA], B ∈ V, n ≥ 1} .
Definition 2.8. The VOA V is said to satisfy Zhu’s c2-cofiniteness condition if the quotient
p(V ) = V/c2(V )
is finite dimensional.
Proposition 2.9. The quotient space p(V ) = V/c2(V ) carries the structure of a commutative
Poisson algebra. Let [A]p, [B]p be the classes of A ∈ V [hA] and B ∈ V , then the multiplication and
bracket are given by
[A]p · [B]p = [A[−hA]B]p ,
{[A]p, [B]p} = [A[−hA + 1]B]p .
Remark 2.10. The space O(V ) is not spanned by homogeneous vectors; therefore Zhu’s algebra
is not graded, it is merely filtered by conformal weight. The space c2(V ), on the other hand, is
spanned by homogeneous vectors, so the Poisson algebra p(V ) is graded by conformal weight.
Let F0(A0(V )) ⊂ F1(A0(V )) ⊂ · · · be the filtration of A0(V ) by conformal weight, that is
Fp(A0(V )) =
{
[A]|A ∈
p⊕
h=0
V [h]
}
.
8
Then the gradification of A0(V ) is the graded algebra
Gr(A0(V )) =
⊕
p≥0
Gp(A0(V )) ,
where
G0(A0(V )) = F0(A0(V )), Gp(A0(V )) = Fp(A0(V ))/Fp−1(A0(V )), p ≥ 1 .
Proposition 2.11. There exists a surjection of graded C algebras
p(V )→ Gr(A0(V )) .
For proofs of the properties of Zhu’s algebra see [6, 7] and for a proof of the existence of the
canonical isomorphism between AZ(V ) and A0(V ) see [4]. The connection between Zhu’s algebra
and the zero mode algebra has also been commented on in the physics literature [33].
2.2 The Heisenberg vertex operator algebra
The Heisenberg VOA is a central building block for all the VOAs considered in this paper. Before
we define the Heisenberg VOA, we must first define the Heisenberg algebra and its highest weight
modules, called Fock modules.
Definition 2.12.
1. Let U(b±) and U(b0) be Z-graded polynomial algebras over C given by
U(b±) = C[b±1, b±2, . . . ] , U(b0) = C[b0] ,
where the degree of bn is deg (bn) = −n.
2. The associative Z-graded degree wise completed C-algebra U(b) is given by
U(b) = U(b−)⊗ˆU(b+)
as a vector space, where ⊗ˆ denotes the degree wise completed tensor product. The algebra
structure on U(b) is defined by the Heisenberg commutation relations
[bm, bn] = mδm,−n · id , m, n ∈ Z \ {0} .
3. The Heisenberg algebra is the Z-graded associative algebra U(b) given by
U(b) = U(b)⊗ U(b0)
and satisfies the commutation relations
[bm, bn] = mδm,−n · id , m, n ∈ Z .
Definition 2.13. Let β ∈ C.
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1. We define the left U(b)-module Fβ – called a Fock module. It is generated by the state |β〉,
which satisfies
b0|β〉 = β|β〉, bn|β〉 = 0 , n ≥ 1 ,
such that
U(b−)→ Fβ
P 7→ P |β〉
is an isomorphism of complex vector spaces.
2. We define the right U(b)-module F∨β – called a dual Fock module. It is generated by the state
〈β|, which satisfies
〈β|b0 = 〈β|β, 〈β|bn = 0 , n ≤ −1 ,
such that
U(b+)→ F∨β
P 7→ 〈β|P
is an isomorphism of complex vector spaces.
3. The two Fock modules Fβ, F
∨
β are equipped with an inner product
F∨β × Fβ → C ,
characterised by 〈β|β〉 = 1.
The parameter β is called the Heisenberg weight.
Remark 2.14. Let bˆ be the conjugate of b0, that is, bˆ satisfies the commutation relations
[bm, bˆ] = δm,01 .
For each γ ∈ C, eγbˆ defines a Heisenberg weight shifting map
eγbˆ : Fβ → Fβ+γ ,
that satisfies
1. eγbˆ|β〉 = |β + γ〉,
2. eγbˆ commutes with U(b−) and U(b+).
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For α0 ∈ C let
T =
1
2
(b2−1 + α0b−2)|0〉 ∈ F0 .
Proposition 2.15. The Fock space F0 carries the structure of a VOA, with
Y (|0〉; z) = id , Y (b−1|0〉; z) = b(z) =
∑
n∈Z
bnz
−n−1 ,
Y (T ; z) = T (z) =
1
2
(: b(z)2 : +α0∂b(z)) .
We denote this VOA by Fα0 = (F0, |0〉, T, Y ) and call it the Heisenberg VOA.
Remark 2.16. The operator product expansion of the field b(z) with itself is given by
b(z)b(w) =
1
(z − w)2 + · · ·
and the central charge of Fα0 is given by
cα0 = 1− 3α20 .
The roots of the polynomial κ2 − (α0
2
+ 1)κ + 1 are called the level of Fα0. The values of α0 of
interest to this paper will result in positive rational levels.
Proposition 2.17.
1. The Fock module Fβ is a simple Fα0-module for all β ∈ C.
2. The abelian category of Fα0-modules, Fα0-mod, is semisimple and the set of simple objects
is given by {Fβ}β∈C.
3. The generating state |β〉 of Fβ satisfies
L0|β〉 = hβ|β〉 , Ln|β〉 = 0 , n ≥ 1
where
hβ =
1
2
β(β − α0) .
We introduce an auxiliary field ϕ(z), which is a formal primitive of b(z)
ϕ(z) = bˆ+ b0 log z −
∑
n6=0
bn
n
z−n
and which satisfies the operator product expansion
ϕ(z)ϕ(w) = log(z − w) + · · · .
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Definition 2.18. For all β ∈ C, let Vβ(z) denote the field
Vβ(z) =: e
βϕ(z) := eβbˆzβb0Vβ(z)
Vβ(z) = e
β
∑
n≥1
b−n
n
zne−β
∑
n≥1
bn
n
z−n ∈ U(b)⊗ˆC[z, z−1] ,
where zβb0 = exp(βb0 log(z)).
The multivaluedness of zβb0 will be addressed in Section 3.2.
Proposition 2.19. For all β ∈ C the fields Vβ(z) satisfy:
1. For γ ∈ C the field Vβ(z) defines a map
Vβ(z) : Fγ → Fβ+γ[[z, z−1]]zβγ .
2. The field Vβ(z) corresponds to the state |β〉, that is,
Vβ(z)|0〉 − |β〉 ∈ Fβ[[z]]z .
3. The field Vβ(z) is primary and satisfies the operator product expansion
T (z)Vβ(w) =
hβ
(z − w)2Vβ(w) +
1
z − w∂Vβ(w) + · · · .
4. For β1, . . . , βk ∈ C the product of the k fields Vβi(zi) satisfies the operator product expansion
k∏
i=1
Vβi(wi) = e
∑k
i=1 βibˆ
k∏
i=1
wβib0i
∏
1≤i<j≤k
(wj − wi)βiβj :
k∏
i=1
V βi(wi) : ,
where :
∏k
i=1 V βi(wi) : is an element of U(b)⊗ˆC[z1, z−11 , . . . , zk, z−1k ]
:
k∏
i=1
V βi(wi) := e
∑k
i=1 βi
∑
n≥1
b−n
n
wni e−
∑k
i=1 βi
∑
n≥1
bn
n
w−ni .
Remark 2.20. The Virasoro generator L0 is diagonalisable on the Fock spaces Fβ. The eigenval-
ues of L0 define a grading of Fβ
Fβ =
⊕
n≥0
Fβ[hβ + n] ,
where
Fβ[h] = {u ∈ Fβ|L0u = hu} .
The dimension of these homogeneous subspaces is
dimFβ[hβ + n] = p(n) ,
where p(n) is the number of partitions of the integer n.
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The Heisenberg algebra U(b) admits an anti-involution
σ : U(b)→ U(b)
bn 7→ δn,0α0 − b−n ,
such that
σ(Ln) = L−n .
Definition 2.21. The dual Fock module F∨β is isomorphic to the graded dual space of Fβ
F∨β =
⊕
n≥0
Hom(Fβ[hβ + n],C) .
The anti-involution σ induces the structure of a left U(b)-module on F∨β by
〈bnϕ, u〉 = 〈ϕ, σ(bn)u〉
for all n ∈ Z, ϕ ∈ F ∗β , u ∈ Fβ. We denote this left module by F ∗β and call it the contragredient
dual of Fβ.
Proposition 2.22. Taking the contragredient defines a contravariant functor
∗ : Fα0-mod→ Fα0-mod ,
satisfying
F ∗β = Fα0−β ,
such that (F ∗β )
∗ = Fβ.
2.3 The lattice vertex operator algebra Vp+,p−
The lattice VOA Vp+,p− is defined for special values of the parameter α0 and by restricting the
weights of the Fock spaces to a certain lattice. Let p+, p− ≥ 2 be two coprime integers, such that
α+ =
√
2p−
p+
α− = −
√
2p+
p−
α0 = α+ + α−
κ+ =
α2+
2
=
p−
p+
κ− =
α2−
2
=
p+
p−
α = p+α+ = −p−α− .
The parameters κ+ = κ
−1
− are the roots of the polynomials κ
2 − (α0
2
+ 1)κ + 1 and are called the
level of Vp+,p− . Next we define the rank 1 lattices
Y = Z
√
2p+p− X = HomZ(Y,Z) = Z
1√
2p+p−
.
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Both α+ and α− lie in X and we define the parametrisation
βr,s =
1− r
2
α+ +
1− s
2
α− , r, s ∈ Z .
Note that βr,s = βr+p+,s+p− and we use the shorthand
βr,s;n = βr−np+,s = βr,s+np− .
When denoting the weights of Fock spaces, we will only write the indices and drop the “β” from
βr,s;n or βr,s, that is
Fβr,s;n = Fr,s;n , Fβr,s = Fr,s .
Remark 2.23.
1. After specialising the parameter α0 to α0 = α++α− we denote the Heisenberg VOA by Fp+,p−
instead of Fα0.
2. Taking the contragredient of a Fock space Fr,s;n reverses the sign of the indices:
F ∗r,s;n = F−r,−s;−n .
Definition 2.24. The lattice VOA Vp+,p− is the tuple (V[0], |0〉, 12(b2−1 − α0b2)|0〉, Y ), where the
underlying vector space of Vp+,p− is given by
V[0] =
⊕
β∈Y
Fβ =
⊕
n∈Z
Fnα .
The fields corresponding to |0〉, b−1|0〉 and T are those of Fp+,p− and
Y (|β〉; z) = Vβ(z), β ∈ Y .
Remark 2.25. The relations for the vertex operator map in the definition above uniquely define
the VOA structure of Vp+,p−. The central charge of the Virasoro field T (z) is
cp+,p− = 1− 6
(p+ − p−)2
p+p−
,
and the conformal weight of the generating state |β〉 of a Fock module Fβ is hβ = 12β(β−α0). We
define hr,s = hβr,s , r, s ∈ Z, then we have
hr,s =
r2 − 1
4
κ+ − rs− 1
2
+
s2 − 1
4
κ− .
Proposition 2.26. The abelian category Vp+,p−-mod of Vp+,p−-modules is semi-simple with 2p+p−
simple objects. These simple objects are parametrised by the classes of X/Y
V[β] =
⊕
γ∈β+Y
Fγ , β ∈ X .
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Remark 2.27. Using the βr,s;n we parametrise the simple Vp+,p−-modules as
V +r,s =
⊕
n∈Z
Fr,s;2n
V −r,s =
⊕
n∈Z
Fr,s;2n+1 ,
for 1 ≤ r ≤ p+, 1 ≤ s ≤ p−. In this notation V[0] = V +1,1.
By the formula for conformal weights in Proposition 2.17, the two Heisenberg weights α+, α−
have conformal weight hα± = 1. These are the only Heisenberg weights with conformal weight 1.
We call the fields corresponding to |α±〉 screening operators and denote them by
Q±(z) =: eα±ϕ(z) : .
Since hα± = 1, these fields define intertwining operators, that is, the map
Q± =
∮
Q±(z)dz : V[0] → V[α±]
is C-linear and commutes with the Virasoro algebra. Note that since α± /∈ Y the fields Q±(z)
do not belong to Vp+,p− . We will later define the extended W -algebra Mp+,p− as the subVOA of
Vp+,p− given by the intersection of the kernels of Q+ and Q−. Screening operators were originally
developed by Dotsenko and Fateev [34, 35].
3 Deformation of screening operators
For the purposes of this paper it is necessary to consider integrals of products of screening operators
and not just the residues of individual screening operators. In order to perform these integrals
one needs to consider homology groups of configuration spaces of N points on the projective line
with local coefficients. It is necessary to use local coefficients because these products of screening
operators are not single valued, but have non-trivial monodromies that are roots of unity. The
homology groups with such local coefficients exhibit very complicated behaviour and in order to
make them tractable we deform the Heisenberg VOA, that is, we deform its conformal structure
and its screening operators. The associated local systems then no longer exhibits monodromy at
roots of unity and the homology groups of these deformed local systems are very simple. After
analysing the deformed case in detail, we will show that one can take a meaningful limit to the
undeformed case.
3.1 Deformation of the Heisenberg vertex operator algebra
Let O = C[[ε]] be the ring of formal power series with coefficients in C and let K = C((ε)) be the
fraction field of O. To any module over O we can associate a C vector space by taking the tensor
product − ⊗O C, that is, by setting ε to zero. We enlarge the ground field C of the Heisenberg
algebra U(b) introduced in Section 2.2 to the rings O and K.
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Definition 3.1. Let UK (b±) and UO (b±) be the Heisenberg algebra over K and O respectively,
that is
UK (b±) = K[b±1, b±2, . . . ] UO (b±) = O[b±1, b±2, . . . ]
UK (b0) = K[b0] UO (b0) = O[b0]
UK (b) = UK (b−)⊗ˆK UK (b+) UO (b) = UO (b−)⊗ˆO UO (b+)
=
⊕
d∈Z
UK (b)[d] =
⊕
d∈Z
UO (b)[d]
UK (b) = UK (b)⊗K UK (b0) UO (b) = UO (b)⊗O UO (b0) .
The Heisenberg algebra over K contains the O subalgebra UO (b) as an O lattice.
We deform the parameters α± and κ± as follows. Let
α±(ε) = α
(0)
± + α
(1)
± ε+ α
(2)
± ε
2 + · · · ∈ O
such that α
(0)
± = α± and that α
(1)
± 6= 0 as well as α+(ε)α−(ε) = −2. Furthermore, let
κ±(ε) = 12α±(ε)
2 ∈ O ,
α0(ε) = α+(ε) + α−(ε) ∈ O .
We define the rank 2 abelian group
XO = Z
α+(ε)
2
⊕ Zα−(ε)
2
⊂ O
and for r, s ∈ Z
βr,s(ε) =
1− r
2
α+(ε) +
1− s
2
α−(ε) ∈ XO .
Definition 3.2. 1. For each β ∈ XO we define the left UK (b)-module FK β generated by |β〉
b0|β〉 = β|β〉 , bn|β〉 = 0, n ≥ 1 ,
such that
UK (b−)→ FK β
P 7→ P |β〉
is an isomorphism of K-vector spaces.
2. Let FO β be the subspace of FK β given by
FO β = UO (b)|β〉 .
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The Virasoro field and other fields are defined in the same way as in Section 2
T (z) = 1
2
: b(z)2 : +α0(ε)
2
∂b(z)
Vβ(z) =: e
βϕ(z) : ,
with β now in O instead of C. Also as in Section 2, we drop β from the index of Fock spaces
FK βr,s = FK r,s , FO βr,s = FO r,s . By evaluating operator product expansions it follows that the
central charge and conformal weights are given by the same formulae as before
cp+,p−(ε) = 1− 3α0(ε)2 ∈ O , hβ(ε) = 12β(β − α0(ε)) ∈ O .
Set hr,s(ε) = hβr,s(ε), r, s ∈ Z, then
hr,s(ε) =
r2 − 1
4
κ+(ε)− rs− 1
2
+
s2 − 1
4
κ−(ε) .
Proposition 3.3. Let FK p+,p− = ( FK 0 , |0〉, 12(b2−1 + α0(ε)b−2)|0〉, Y ), then FK p+,p− has the struc-
ture of a VOA over the field K.
Proposition 3.4. For each A ∈ FO 0 , the field Y (A; z) preserves the O lattice FO 0 of FK 0 , that
is
Y (A; z) ∈ EndO( FO 0 )[[z, z−1]] .
The two Heisenberg weights α±(ε) have conformal weight hα±(ε) = 1. Therefore the fields
Q+(z) =: eα+(ε)ϕ(z) :
Q−(z) =: eα−(ε)ϕ(z) :
define screening operators for FK p+,p− .
3.2 The construction of renormalisable cycles
In this section we construct cycles over which we can integrate products of the screening operators
Q+(z) and Q−(z). In order to construct these cycles, we make extensive use of local systems as
well as de Rham theory twisted by these local systems. We refer readers unfamiliar with these
topics to Aomoto and Kita’s book [36]. We give a very brief overview following Chapter 2 of [36]
to fix notation.
For m ≥ 1 let Ym be the complex manifold
Ym = {(y1, . . . , ym) ∈ Cm|yi 6= yj, yi 6= 0, 1}
Let ρ, σ, τ ∈ O, then
Gm(ρ, σ, τ ; y) =
m∏
i=1
yρi (1− yi)σ
∏
1≤i 6=j≤m
(yi − yj)τ
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is a multivalued function on Ym. The logarithmic derivative of Gm(ρ, σ, τ ; y)
ωm(ρ, σ, τ) = d logGm(ρ, σ, τ, y) =
m∑
i=1
(
ρ
yi
− σ
1− yi
)
d yi +
∑
1≤i<j≤m
τ
d yi − d yj
yi − yj
is a single valued 1-form, which defines the twisted differential
∇ωm(ρ,σ,τ) = d +ωm(ρ, σ, τ) ∧ .
The local systems LO m(ρ, σ, τ) and LK m(ρ, σ, τ) are defined to be the local solutions of the differ-
ential equation
∇ωm(ρ,σ,τ)f(y) = 0
overO andK respectively. Note thatGm(ρ, σ, τ ; y) is such a local solution, since∇ωm(ρ,σ,τ)Gm(ρ, σ, τ ; y) =
0. The local systems LO m(ρ, σ, τ) and LK m(ρ, σ, τ) are fibre bundles with base manifold Ym and
with fibres O and K respectively. The duals of these local systems are denoted by L∨O m(ρ, σ, τ) =
Hom( LO m(ρ, σ, τ),O) and L∨K m(ρ, σ, τ) = Hom( LK m(ρ, σ, τ),K). The twisted homology groups
with coefficients in L∨O m(ρ, σ, τ) and L∨K m(ρ, σ, τ) are denoted byHp(Ym, L∨O m(ρ, σ, τ)) andHp(Ym, L∨K m(ρ, σ, τ))
and the twisted cohomology groups by
Hp(Ym, LO m(ρ, σ, τ)) = HomO(Hp(Ym, L∨O m(ρ, σ, τ)),O) ,
Hp(Ym, LK m(ρ, σ, τ)) = HomK(Hp(Ym, L∨K m(ρ, σ, τ)),K) .
The boundary maps required for defining the twisited homology groups are constructed in the
following way. Let ∆p be a p-simplex in some smooth triangulation K of Ym. We fix a branch ϕ
of Gm(ρ, σ, τ ; y) on ∆p and denote the pair by the symbol ∆p ⊗ ϕ. The boundary ∂(∆p ⊗ ϕ) of
∆p ⊗ ϕ is given by the boundary of ∆p with the branch fixed by restricting ϕ to the boundary of
∆p. See Figure 1 for an explicit example of a closed cylce. For a p-cycle Γp and a single valued
p− 1-form ψp−1(y), the twisted version of Stokes theorem is given by∫
∂Γp
Gm(ρ, σ, τ ; y)ψp−1(y) =
∫
Γp
dGm(ρ, σ, τ ; y)ψp−1(y) =
∫
Γp
Gm(ρ, σ, τ ; y)∇ωm(ρ,σ,τ)ψp−1(y) .
The differential ∇ωm(ρ,σ,τ) defines a twisted de Rham theory.
The theorem of twisted de Rham theory states that the twisted cohomology groups are iso-
morphic to twisted de Rham cohomology groups
Hp(Ym, LO m(ρ, σ, τ)) ∼= HpO (Ym,∇ωm(ρ,σ,τ)) , Hp(Ym, LK m(ρ, σ, τ)) ∼= HpK (Ym,∇ωm(ρ,σ,τ)) .
The pairing between the twisted homology groups and twisted de Rham cohomology groups is
given by integration as with ordinary de Rham theory. It is known that [36, Chapter 2]
dimHp(Ym, LO m(ρ, σ, τ)) = 0, p > m .
The theory of local systems elegantly sidesteps the potentially problematic multivaluedness of
Gm(ρ, σ, τ ; y) (or the multivaluedness of z
βb0 mentioned in Section 2.2), by expressing everything
in terms of a de Rham theory with twisted differential ∇ωm(ρ,σ,τ).
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The symmetric group Sm acts in a compatible fashion on both Ym and LK m(ρ, σ, τ), therefore
the cohomology group Hp(XN , LK m(ρ, σ, τ)) carries the structure of a finite dimensional represen-
tation of Sm. We can therefore decompose H
p(XN , LK m(ρ, σ, τ)) into a direct sum of irreducible
Sm modules. For any Sm module M , let M
Sm− be the skew symmetric part of M . For the
purposes of this paper we are only interested in the skew symmetric parts of the mth cohomology
groups Hm(Ym, LK m(ρ, σ, τ))Sm−.
Proposition 3.5. Let ρ = ρ0 + ρ1ε + · · · , σ = σ0 + σ1ε + · · · , τ = τ0 + τ1ε + · · · ∈ O such that
the constant terms of σ, τ lie in C \Q≤0 and
d(d+ 1)τ /∈ Z , d(d− 1)τ + dρ /∈ Z , d(d− 1)τ + dσ /∈ Z , 1 ≤ d ≤ m,
then there exists a construction of a closed cycle ∆m(ρ, σ, τ) with non-trivial homology class
[∆m(ρ, σ, τ)] ∈ Hm(Ym, L∨K m(ρ, σ, τ)) such that
1. For f(y) ∈ K[y±1 , . . . , y±m]∫
[∆m(ρ,σ,τ)]
Gm(ρ, σ, τ ; y)f(y)
d y1··· d ym
y1···ym =
∫
∆m
Gm(ρ, σ, τ ; y)f(y)
d y1··· d ym
y1···ym ,
where the right hand side is an indefinite integral over the m-simplex ∆m = {1 > y1 > · · · >
ym > 0}.
2. The integration of Gm(ρ, σ, τ) over ∆m is given by the Selberg integral
Sm(ρ, σ, τ) =
∫
∆m
Gm(ρ, σ, τ ; y)
d y1··· d ym
y1···ym
=
1
m!
m∏
i=1
Γ(1 + iτ)Γ(ρ+ (i− 1)τ)Γ(1 + σ + (i− 1)τ)
Γ(1 + τ)Γ(1 + ρ+ σ + (m+ i− 2)τ)
Proof.
1. The class of cylces [∆m(ρ, σ, τ)] was explicitly constructed in [37, Sections 5] by means of the
isomorphism of homology groups Hm(Ym, L∨K m(ρ, σ, τ)) ∼= H l.fm (Ym, L∨K m(ρ, σ, τ)) between the
twisted homology group and the locally finite homology group. If ϕ is the principal branch
of Gm(ρ, σ, τ ; y) on ∆m, then [∆m ⊗ ϕ] ∈ H l.fm (Ym, L∨K m(ρ, σ, τ)). The corresponding class in
Hm(Ym, L∨K m(ρ, σ, τ)) was then constructed by means of a blow up Yˆm → Ym.
2. This integral is due to Selberg [38]. For an overview of the many contributions of the Selberg
integral to mathematics see [39].
For m = 1 the exponent τ does not appear in the multi-valued function G1(ρ, σ, τ ; y) and the
cycle ∆1(ρ, σ, τ) is also known as the regularisation of the open interval (0, 1). See Figure 1 for
an explicit depiction of ∆1(ρ, σ, τ). The integral of G1(ρ, σ, τ ; y) over the class [∆1(ρ, σ, τ)] is the
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10 [δ, 1− δ]
δ 1− δ
S1δ (0) S
1
δ (1)
G1(ρ, σ, τ ; y) = y
ρ(1− y)σ
Figure 1: Regularisation of the open interval (0, 1): The closed interval from δ to 1− δ for some
small δ > 0 is denoted by [δ, 1 − δ], the counter-clockwise circle around 0 of radius δ starting
at δ by S1δ (0) and the counter-clockwise circle around 1 of radius δ starting at 1 − δ by S1δ (1).
The boundary of the interval [δ, 1 − δ] is given by its end points but with opposite orientations
∂[δ, 1 − δ] = 〈1 − δ〉 − 〈δ〉. The start and end points of the two circles S1δ (0) and S1δ (1) are the
same, however, since they are on different branches the circles are not closed. The boundaries are
given by ∂S1δ (0) = e
2piiρ〈δ〉 − 〈δ〉 = (e2piiρ − 1)〈δ〉, ∂S1δ (1) = (e2piiσ − 1)〈1− δ〉. The regularisation
of the open interval (0, 1) is given by ∆1(ρ, σ, τ) =
1
e2piiρ−1S
1
δ (0) + [δ, 1− δ]− 1e2piiσ−1S1δ (1), which is
closed ∂∆1(ρ, σ, τ) = 0.
famous Euler beta function.
B(ρ, σ + 1) =
∫
[∆1(ρ,σ,τ)]
yρ(1− y)σ d y
y
=
∫ 1
0
yρ(1− y)σ d y
y
=
Γ(ρ)Γ(σ + 1)
Γ(ρ+ σ + 1)
For m ≥ 2 the cycles [∆m(ρ, σ, τ)] are more difficult to visualise, because the visualisations would
have to be drawn in Cm. The [∆m(ρ, σ, τ)] are essentially just higher dimensional analogues of
[∆1(ρ, σ, τ)], that is, one starts with an m-simplex ∆m = {1 > y1 > · · · > yn > 0} and cuts out
the k-faces of ∆m on which Gm(ρ, σ, τ ; y) is singular, where m > k ≥ 0. The k-faces that were
cut away are then replaced by the boundaries of tubular neighbourhoods of said k-faces. This
procedure is carried out explicitly in [37, Section 5].
We will now use these classes of cycles [∆m(ρ, σ, τ)] in order to integrate N -fold products of
screening operators. Consider the N -fold product of Q±(z)
N∏
i=1
Q±(zi) = eNα±(ε)bˆ
N∏
i=1
z
α±(ε)b0
i
∏
1≤i 6=j≤N
(zi − zj)α±(ε)2/2 :
N∏
i=1
Q±(zi) : ,
where :
∏N
i=1Q±(zi) :∈ UO (b)⊗ˆOO[z±1 , . . . , z±n ]Sn
:
N∏
i=1
Q±(zi) :=
∏
k≥1
eα±(ε)
∑N
i=1
zki
k
b−k
∏
k≥1
e−α±(ε)
∑N
i=1
z−ki
k
bk .
The superscript Sn of O[z±1 , . . . , z±n ]Sn indicates that :
∏N
i=1Q±(zi) : is symmetric with respect to
permuting the variables zi.
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Let r ≥ 1, s ∈ Z, then if we evaluate the operator Q+(z1) · · · Q+(zr) on FK r,s we have
r∏
i=1
Q+(zi) = erα+(ε)bˆUr(z1, . . . , zr;κ+(ε))
r∏
i=1
zs−1i :
r∏
i=1
Q+(zi) : .
where
Ur(z1, . . . , zr;κ+(ε)) =
∏
1≤i 6=j≤r
(zi − zj)κ+(ε)
r∏
i=1
z
(1−r)κ+(ε)
i
=
∏
1≤i 6=j≤r
(1− zi
zj
)κ+(ε) .
Similarly one can also evaluate Q−(z1) · · · Q−(zs) on FK r,s for s ≥ 1, r ∈ Z.
We can use the twisted de Rham theory, developed above, to integrate the multivalued function
UN(z1, . . . , zN ;κ). Consider the N dimensional complex manifold
XN = {(z1, . . . , zN) ∈ CN |zi 6= zj, zi 6= 0} .
and fix
κ = κ0 + κ1ε+ · · · ∈ O
such that κ0 ∈ C \Q≤0 and κ1 6= 0. Then
UN(z;κ) =
∏
1≤i 6=j≤N
(1− zi
zj
)κ
defines a multivalued holomorphic function on XN . Denote by LK N(κ) the local system defined
by the multivaluedness of UN(z;κ) over K and its dual by L∨K N(κ). We introduce new variables
z, y1, . . . , yN−1 such that
z1 = z , zi = zyi−1 , i = 2, . . . , N .
Then it is clear that XN ∼= C∗ × YN−1. If we write UN(z;κ) in terms of the new variables, we see
that the z dependence drops out
UN(z, zy1, . . . ;κ) =
N−1∏
i=1
y
(1−N)κ
i (1− yi)2κ
∏
1≤i 6=j≤N−1
(yi − yj)κ = GN−1((1−N)κ, 2κ, κ) .
By the Ku¨nneth formula we therefore have
HN(XN , L∨K N(κ)) = H1(C∗,K)⊗HN−1(YN−1, L∨K m((1−N)κ, 2κ, κ)) .
It is known that [36]
dimKHN(XN , LK N(κ)) = (N − 1)! ,
dimKHN(XN , LK N(κ))SN− = 1 .
Let 2pii[γ] ∈ H1(C∗,K) be the class of a circle about the origin, then we can use Proposition 3.5.
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Definition 3.6. Let [ΓN(κ)] and [ΓN(κ)] be the renormalised cycles
[ΓN(κ)] =
1
SN−1((1−N)κ, 2κ, κ) [∆N−1((1−N)κ, 2κ, κ)] , [ΓN(κ)] = [γ]× [ΓN(κ)]
such that∫
[ΓN (κ)]
UN(z;κ)
N∏
i=1
d zi
zi
= 1 ,
∫
[ΓN (κ)]
UN(z, zy1, . . . , zyN−1;κ)
N−1∏
i=1
d yi
yi
= 1 .
Definition 3.7. For f ∈ K[z±1 , . . . , z±N ]SN the cycle [ΓN(κ)] defines a K-linear map
〈 〉Nκ : K[z±1 , . . . , z±N ]SN → K
by the formula
〈f(z)〉Nκ =
∫
[ΓN (κ)]
UN(z;κ)f(z)
N∏
i=1
d zi
zi
.
Proposition 3.8.
1. 〈1〉Nκ = 1
2. 〈f〉Nκ = 0 if deg f 6= 0
3. 〈f〉Nκ = 〈f〉Nκ where f(z1, . . . , zN) = f(z−11 , . . . , z−1N ).
Definition 3.9. Let ( , )Nκ be the bilinear K-form
( , )Nκ : K[z1, . . . , zN ]SN ⊗K K[z1, . . . , zN ]SN → K
defined by
(f, g)Nκ = 〈fg〉Nκ−1 .
Note that the inner product above is defined in terms of κ−1 in order to be closer to the notation
of Macdonald’s book [29]. Following Macdonald’s book [29], we will evaluate this bilinear form in
the next section by using the theory of Jack polynomials. We will also be able to show that it
defines an inner product of symmetric polynomials over O, that is
( , )Nκ : O[z1, . . . , zN ]SN ⊗O O[z1, . . . , zN ]SN → O .
3.3 The theory of Jack polynomials
We introduce the theory of Jack polynomials following Macdonald’s book [29, Chapter 6]. Fix the
parameter κ to be
κ = κ0 + κ1ε+ · · · ∈ O ,
such that κ0 ∈ C \Q≤0 and κ1 6= 0.
22
Definition 3.10. The rings of symmetric polynomials over O and K in N variables xi are given
by
ΛK N = K[x1, . . . , xN ]SN ΛO N = O[x1, . . . , xN ]SN
= K[p1, . . . , pN ] = O[p1, . . . , pN ]
where the
pn =
N∑
i=1
xni ,
are called power sums. The ring of symmetric polynomials ΛK N forms a graded commutative
algebra with deg pn = n. Rings of symmetric polynomials in different numbers of variables are
related by the homomorphisms
ρN,M : ΛK N → ΛK M
xi 7→ xi i ≤M
xi 7→ 0 i > M ,
where N > M . The ring of symmetric polynomials in a countably infinite number variables is
given by the projective limit
ΛK = lim←−
N
ΛK N ,
relative to the homomorphisms ρN,M . One can return to the finite variable case by the projection
ρN : ΛK → ΛK N
xi 7→ xi i ≤ N
xi 7→ 0 i > N .
A convenient way of parametrising symmetric polynomials is by partitions of integers.
Definition 3.11. A partition λ = (λ1, λ2, . . . ) is a weakly descending sequence of non-negative
integers. We refer to |λ| = ∑i λi as the degree of λ and to `(λ) = #{λi 6= 0} as the length of λ.
To each partition λ we associate a Young diagram, that is a collection of left aligned rows of
boxes where the ith row consists of λi boxes. The boxes of a diagram are labelled by two integers
(i, j), where i labels the row and j the column. For every partition λ there is also conjugate
partition λ′ which is obtained by exchanging rows and columns in the Young diagram. For example
the conjugate of the partition (4, 2) is (2, 2, 1, 1). For a box s = (i, j) in a Young diagram let
aλ(s) = λi − j a′λ(s) = j − 1
`λ(s) = λ
′
j − i `′λ(s) = i− 1 .
Partitions admit a partial ordering ≥ called the dominance ordering. For two partitions λ, µ of
equal degree, λ ≥ µ if and only if
n∑
i=1
λi ≥
n∑
i=1
µi , for any n ≥ 1 .
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Two examples of bases of ΛK parametrised by partitions are the power sums
pλ(x) = pλ1(x)pλ2(x) · · ·
and the symmetric monomials
mλ(x) =
∑
σ
∏
i≥1
xλiσ(i) ,
where the first sum runs over all distinct permutations of the entries of the partition λ. Note
that in the case of symmetric polynomials in N variables one must restrict oneself to partitions of
length at most N , since
ρN(mλ(x)) = 0 , for `(λ) > N .
Definition 3.12. Let ( , )κ be the inner product of symmetric polynomials defined by
( , )κ : ΛK ⊗K ΛK → K
(pλ(x), pµ(x))κ 7→ δλ,µzλκ`(λ) ,
where
zλ =
∏
i≥1
imi(λ)mi(λ)!
and mi(λ) is the multiplicity of i in λ.
Proposition 3.13. For κ = κ0 +κ1ε+ · · · ∈ O such that κ0 ∈ O\Q≤0 and κ1 6= 0, the symmetric
polynomials ΛK admit a basis of polynomials called Jack polynomials Pλ(x;κ) that satisfy
1. (Pλ(x;κ), Pµ(x;κ))κ = 0 if λ 6= µ
2. Pλ(x;κ) =
∑
λ≥µ uλ,µ(κ)mµ(x), where uλ,λ(κ) = 1, uλ,µ(κ) ∈ O and the partial ordering ≥
is the dominance ordering.
Definition 3.14. Let
bλ(κ) = ((Pλ(x;κ), Pλ(x;κ))κ)
−1 ,
then the polynomials
Qλ(x;κ) = bλ(κ)Pλ(x;κ) ,
form a basis dual to Pλ(x;κ), such that,
(Pλ(x;κ), Qµ(x;κ))κ = δλ,µ .
Jack polynomials in an infinite number of variables satisfy a number of remarkable properties
which we summarise in the following proposition.
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Proposition 3.15.
1. For κ = κ0 + κ1ε + · · · ∈ O such that κ0 ∈ C \ Q≤0 and κ1 6= 0, the coefficients bλ(κ) are
given by
bλ(κ) = ((Pλ(x;κ), Pλ(x;κ))κ)
−1 =
∏
s∈λ
κaλ(s) + `λ(s) + 1
κaλ(s) + `λ(s) + κ
and are units of O, that is, the coefficient of ε0 is non-zero.
2. ∏
i,j≥1
(1− xiyj)−1/κ =
∏
k≥1
e
1
κ
pk(x)pk(y)
k =
∑
λ
Pλ(x;κ)Qλ(y;κ)
3. Let ωβ, β ∈ O be the K algebra endomorphism of ΛK given by
ωβ(pr) = (−1)r−1βpr,
for r ≥ 1, then the Jack polynomials satisfy
ωκ(Pλ(x;κ)) = Qλ′(x;κ
−1) .
4. Let ΞX be the O algebra homomorphism defined by
ΞX : ΛK → K
pr 7→ X
for r ≥ 1 and any X ∈ O, then the Jack polynomials satisfy
ΞX(Qλ(x;κ)) =
∏
s∈λ
X + κa′λ(s)− `′λ(s)
κaλ(s) + `λ(s) + κ
.
The map ΞX allows us to decompose certain products in terms of Jack polynomials.
ΞX(
∏
i,j≥1
(1− xiyj)−1/κ) =
∏
k≥1
e
X
κ
pk(y)
k =
∏
i≥1
(1− yi)−
X
κ
=
∑
λ
Pλ(y;κ)ΞX(Qλ(x;κ))
We return to symmetric polynomials in a finite number of variables.
Proposition 3.16. 1. A partition λ defines a non-zero Jack polynomial Pλ(x;κ) ∈ ΛK N if and
only if `(λ) ≤ N .
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2. For the partition λ = (M, . . . ,M), that is a partition consisting of N copies of an integer
M , the Jack polynomial Pλ(x;κ) ∈ ΛK N is given by
Pλ(x;κ) = mλ(x) =
N∏
i=1
xMi .
3. For a partition λ = (λ1, . . . , λN) and M ≥ 0, let λ + M = (λ1 + M, . . . , λN + M), then the
Jack polynomial Pλ(x;κ) ∈ ΛK N satisfies
Pλ(x;κ) ·
N∏
i=1
xMi = Pλ+M(x;κ) .
Definition 3.17. For the symmetric polynomials in a finite number of variables, let ( , )Nκ be the
inner product
( , )Nκ : ΛK N ⊗K ΛK N → K
such that
(f, g)Nκ =
∫
[ΓN (κ)]
UN(x;κ
−1)fg
N∏
i=1
dxi
xi
,
where f = f(x−11 , . . . , x
−1
N ).
Proposition 3.18. For κ = κ0 + κ1ε + · · · ∈ O such that κ0 ∈ C \ Q≤0 and κ1 6= 0, the inner
product ( , )κ and the inner product ( , )
N
κ of Definition 3.9 satisfy:
1. For two partitions λ, µ
(Pλ(x;κ), Pµ(x;κ))κ = δλ,µbλ(κ)
−1 ∈ O
bλ(κ) =
∏
s∈λ
κaλ(s) + `λ(s) + 1
κaλ(s) + `λ(s) + κ
.
2. For two partitions λ, µ with `(λ), `(µ) ≤ N
(Pλ(x;κ), Pµ(x;κ))
N
κ = δλ,µ
bNλ (κ)
bλ(κ)
∈ O
bNλ (κ) =
∏
s∈λ
N + κa′λ(s)− `′λ(s)
N + (a′λ(s) + 1)κ− `′λ(s)− 1
.
3. For positive integers M,N , let λN,M = (M, . . . ,M) denote the length N partition consisting
of N copies of M . The coefficients bNλN,M (κ), bλN,M (κ) satisfy the remarkable identity
bNλN,M (κ) = bλN,M (κ) .
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As a direct consequence of the above proposition we have the following proposition.
Proposition 3.19. Let κ = κ0 + κ1ε+ · · · ∈ O such that κ0 ∈ O \Q≤0 and κ1 6= 0.
1. The restriction of the map 〈 〉N1/κ of Definition 3.7 to O[z±1 , . . . , z±N ]SN induces a map
〈 〉N1/κ : O[z±1 , . . . , z±N ]SN → O .
2. The restriction of the inner product ( , )Nκ of Definition 3.9 to Λ
N
O induces an inner product
( , )Nκ : Λ
N
O ⊗O ΛNO → O ,
The following proposition is crucial for defining Frobenius homomorphisms in Section 4.5. It
was first conjectured by Macdonald [23] and was first proven by Kadell [24].
Proposition 3.20. Let ρ = ρ0 + ρ1ε + · · · , σ = σ0 + σ1ε + · · · , τ = τ0 + τ1ε + · · · ∈ O such that
the constant terms of σ, τ lie in C \Q≤0 and
d(d+ 1)τ /∈ Z , d(d− 1)τ + dρ /∈ Z , d(d− 1)τ + dσ /∈ Z , 1 ≤ d ≤ m.
Let λ be a partition and Qλ(x;κ) ∈ ΛO N a dual Jack polynomial. Then the Kadell integral is given
by
Iλ,N(ρ, σ, 1/κ) =
∫
[∆N (ρ,σ,1/κ)]
N∏
i=1
xρi (1− xi)σ
∏
1≤i 6=j≤N
(xi − xj)1/κQλ(x;κ)dx1··· dxNx1···xN
= SN(ρ, σ, 1/κ)
Ξκρ+N−1(Qλ(x;κ))
Ξκ(1+ρ+σ)+2(N−1)(Qλ(x;κ))
ΞN(Qλ(x;κ)) .
3.4 Integrating on the O-lattice
In this section we consider the action of the screening operators on the Fock modules FO r,s over
O.
Definition 3.21. Let r ≥ 1 and s ≥ 1. We define the fields Q[r]+ (z) and Q[s]− (z) by
Q[r]+ (z) =
∫
[Γr(κ+(ε))]
Q+(z)zr−1
r−1∏
i=1
Q+(zyi)
r−1∏
i=1
d yi ,
Q[s]− (z) =
∫
[Γs(κ−(ε))]
Q−(z)zs−1
s−1∏
i=1
Q−(zyi)
s−1∏
i=1
d yi .
Proposition 3.22. Let r ≥ 1, s ≥ 1 and k ∈ Z.
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1. The fields Q[r]+ (z) and Q[s]− (z) lie in HomK( FK r,k , FK −r,k )[[z, z−1]] and HomK( FK k,s , FK k,−s )[[z, z−1]]
respectively and they are primary fields of conformal weight 1, that is, they satisfy
T (w)Q[r]+ (z) =
1
(w − z)2Q
[r]
+ (z) +
1
(w − z)∂Q
[r]
+ (z) + · · ·
[Ln,Q[r]+ (z)] = zn(z
d
d z
+ (n+ 1))Q[r]+ (z)
T (w)Q[s]− (z) =
1
(w − z)2Q
[s]
− (z) +
1
(w − z)∂Q
[s]
− (z) + · · ·
[Ln,Q[s]− (z)] = zn(z
d
d z
+ (n+ 1))Q[s]− (z)
for n ∈ Z and k = r, s.
2. The fields Q[r]+ (z), Q[s]− (z) admit the the mode expansions
Q[r]+ (z) =
∑
n∈Z
Q[r]+ [n]z−n−1 , Q[r]+ [n] = Resz=0 znQ[r]+ (z) d z ∈ HomK( FK r,s , FK −r,s )
Q[s]− (z) =
∑
n∈Z
Q[s]− [n]z−n−1 , Q[s]− [n] = Resz=0 znQ[s]− (z) d z ∈ HomK( FK r,s , FK r,−s ) .
3. For n ∈ Z, the modes Q[r]+ [n],Q[s]− [n] satisfy, respectively,
Q[r]+ [n]( FO r,s ) ⊆ FO −r,s , r ≥ 1, s ∈ Z ,
Q[s]− [n]( FO r,s ) ⊆ FO r,−s , r ∈ Z, s ≥ 1 .
4. The zero modes Q[r]+ = Q[r]+ [0] and Q[s]− = Q[s]− [0] are Virasoro homomorphisms, that is, they
are Virasoro intertwining operators of Fock modules.
Proof. We only prove the Q[r]+ case, since the Q[s]− case follows by the same arguments.
1. The fieldQ[r]+ (z) maps from FK r,k to FK −r,k , because eachQ+(z) shifts the Heisenberg charge
by α+(ε) and βr,k(ε) + rα+(ε) = β−r,k(ε). We prove the operator product expansion formula. The
formula for the commutator then directly follows from the operator product expansion. By the
definition of Q[r]+ (z) we have the equation:
T (w)Q[r]+ (z) =
∫
[Γr(κ+(ε))]
T (w)Q+(z)zr−1
r−1∏
i=1
Q+(zyi)
r−1∏
i=1
d yi
=
∫
[Γr(κ+(ε))]
(
1
(w − z)2Q+(z) +
1
w − z∂Q+(z)
)
zr−1
r−1∏
i=1
Q+(zyi)
r−1∏
i=1
d yi
+
r−1∑
i=1
∫
[Γr(κ+(ε))]
Q+(z)zr−1
i−1∏
j=1
Q+(zyj)
×
(
1
(w − zyi)2Q+(zyi) +
1
w − zyi (∂Q+)(zyi)
) r−1∏
j=i+1
Q+(zyj)
r−1∏
j=1
d yj .
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Straightforward but somewhat tedious algebraic manipulations simplify the above operator prod-
uct expansions to
T (w)Q[r]+ (z) =
1
(w − z)2Q
[r]
+ (z) +
1
w − z∂Q
[r]
+ (z)
−
∫
[Γr(κ+(ε))]
dy
r−1∑
i=1
(−1)i
(
1
w − zyi −
yi
w − z
)
Q+(z)zr−2
r−1∏
j=1
Q+(zyi)
∏
1≤j≤r−1
j 6=i
d yj ,
where dy is the total derivative with respect to the yi variables, which implies that the integral on
the right hand side vanishes.
2. The mode expansions follow from the fact Q[r]+ (z) and Q[s]− (z) conformal weight 1 primary
fields.
3. We note two properties of Jack polynomials that will be helpful for this proof. Let λ =
(λ1, . . . , λr) be a partition of length at most r. Due to the upper triangular decomposition of Jack
polynomials into symmetric monomials in Proposition 3.13, there exists a symmetric polynomial
Q˜λ(z1, . . . , zr;κ+(ε)) in positive powers of the zi variables of degree rλ1 − |λ| such that
Qλ(z
−1
1 , . . . , z
−1
r ;κ+(ε)) = Q˜λ(z1, . . . , zr;κ+(ε))
r∏
i=1
z−λ1i .
Let µ = (λ1 − λr, . . . , λr−1 − λr, 0), then
Qλ(z1, . . . , zr;κ+(ε)) = Qµ(z1, . . . , zr;κ+(ε))
r∏
i=1
zλri ,
due to the third part of Proposition 3.16.
The mode Q[r]+ [n] is given by
Q[r]+ [n] =
∫
[Γr(κ+(ε))]
zn+11 Q+(z1) · · · Q+(zr) d z1 · · · d zr
=
∫
[γ]×[Γr(κ+(ε))]
zn+1+sGr−1((1− r)κ+(ε), 2κ+(ε), κ+(ε); y)
×
r−1∏
i=1
ysi : Q+(z)
r−1∏
i=1
Q+(zyi) : d z d y1 · · · d yr−1
zy1 · · · yr−1 ,
whereGr−1((1−r)κ+(ε), 2κ+(ε), κ+(ε); y) is the multivalued function of Section 3.2. Due to the two
properties of Jack polynomials listed at the beginning of this proof, the product : Q+(z)
∏r−1
i=1 Q+(zyi) :
admits a decomposition into Jack polynomials of the form
: Q+(z)
r−1∏
i=1
Q+(zyi) :=
∑
k∈Z
∑
`(λ)≤r−1
zrk
r−1∏
i=1
ykiQλ(z, zy1, . . . , zyr−1;κ−(ε))Aλ,k ,
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where the second summation index runs over all partitions λ of length at most r − 1 and Aλ,k is
an element of U(b¯)[|λ| + k]. Therefore the action of Q[r]+ [n] reduces to evaluating integrals of the
form ∫
[Γr(κ+(ε))]
Gr−1((1− r)κ+(ε) + k, 2κ+(ε), κ+(ε); y)Qλ(y;κ−(ε))d y1 · · · d yr−1
y1 · · · yr−1 ,
where k ∈ Z and λ is a partition of length at most r − 1. By using the Kadell integral formulae
of Proposition 3.20 one sees that all these integrals lie in O and thus Q[r]+ [n]( FO r,s ) ⊆ FO −r,s .
4. The zero mode Q[r]+ [0] being a Virasoro homomorphisms follows from Q[r]+ (z) being a primary
field of conformal weight 1.
Definition 3.23. By setting ε = 0 in Definition 3.21 we define the primary fields:
Q[r]+ (z) ∈ HomC(Fr,s, F−r,s)[[z, z−1]] , r ≥ 1, s ∈ Z ,
Q[s]− (z) ∈ HomC(Fr,s, Fr,−s)[[z, z−1]] , r ∈ Z, s ≥ 1 .
In the same way we also define the Virasoro homomorphisms:
Q[r]+ = Resz=0Q[r]+ (z) d z , Q[s]− = Resz=0Q[s]− (z) d z .
For each γ ∈ C \ {0}, let ργ be the C algebra isomorphism
ργ : Λ→ U(b−)
pn(x) 7→ γb−n, n = 1, 2, . . . .
Proposition 3.24. Let λN,M = (M, . . . ,M) be the partition consisting of N copies of M . The
action of the screening operators on |βr,s〉 is given by
1. For r ≥ 1 and s ∈ Z
Q[r]+ : Fr,s → F−r,s ,
such that
Q[r]+ |βr,s〉 =
{
0 s ≥ 1
ρ 2
α+
(Qλr,−s(x;κ−))|β−r,s〉 s ≤ 0 .
2. For r ∈ Z and s ≥ 1
Q[s]− : Fr,s → Fr,−s ,
such that
Q[s]− |βr,s〉 =
{
0 r ≥ 1
ρ 2
α−
(Qλs,−r(x;κ+))|βr,−s〉 r ≤ 0 .
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3. For r, s ≥ 1
Q[r]+ |βr,−s〉 = (−1)rsbλr,s(κ−)Q[s]− |β−r,s〉 .
Proof. This proposition is proved by using Proposition 3.18 to evaluate the action of the screening
operators on |βr,s〉.
1. Let r ≥ 1 and s ∈ Z. Recall that the conformal weight of βr,s is
hr,s =
r2 − 1
4
κ+ − rs− 1
2
+
s2 − 1
4
κ− .
If s ≥ 1, then hr,s < h−r,s. This means that F−r,s has no states of conformal weight hr,s and that
therefore Q[r]+ |βr,s〉 = 0. If s ≤ 0, then evaluating Q[r]+ on |βr,s〉 yields
Q[r]+ |βr,s〉 =
∫
[Γr(κ+)]
Ur(z;κ−(ε))
r∏
i=1
zsi
∏
k≥1
eα+
pk(z)
k
b−k |β−r,s〉d z1 · · · d zr
z1 · · · zr
=
∫
[Γr(κ+)]
Ur(z;κ−(ε))
r∏
i=1
zsi
∑
λ
Pλ(z;κ−)ρ 2
α+
(Qλ(x;κ−))|β−r,s〉〉d z1 · · · d zr
z1 · · · zr
=
∑
λ
(Pλr,−s(z;κ−), Pλ(z;κ−))
r
κ−ρ 2
α+
(Qλ(x;κ−))|β−r,s〉 = ρ 2
α+
(Qλr,−s(x;κ−))|β−r,s〉 ,
where we have used the identity
∏
k≥1
eα+
pk(z)
k
b−k = ρ 2
α+
(∏
k≥1
e
1
κ−
pk(z)pk(x)
k
)
=
∑
λ
Pλ(z;κ−)ρ 2
α+
(Qλ(x;κ−)) .
2. follows by the same arguments as 1.
3. follows from part 3 of Proposition 3.15.
Remark 3.25. The results of Proposition 3.24 are truly remarkable. The screening operators on
the left-hand side of points 1 and 2 are defined in terms of integrals over renormalised cycles and
Jack polynomials in a finite number of variables, while the right-hand side is written in terms of
Jack polynomials in the infinite variable case with Heisenberg generators inserted.
For generic values of the central charge c /∈ Q, the singular vectors of Fock modules were
identified with Jack polynomials by direct calculation in [40].
4 Virasoro representation theory
The way in which Fock spaces decompose into Virasoro modules was determined by Feigin and
Fuchs in [30, 31, 32]. For a more modern and detailed account see [41]. In this section we will see
how Fock-modules decompose as Virasoro modules, calculate the kernels and images of screening
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operators mapping between Fock-modules and introduce infinite sums of kernels and images that
will later turn out to be Mp+,p−-modules.
Let L be the Virasoro algebra at fixed central charge
cp+,p− = 1− 6
(p+ − p−)2
p+p−
and let U(L) be the universal enveloping algebra of L. The Virasoro vertex operator algebra
Virp+,p− is given by the restriction of Fp+,p− to the subVOA Virp+,p− = (U(L)|0〉, |0〉, 12(b2−1 −
α0b2)|0〉, Y ). Furthermore let U(L)K and U(L)O be the universal enveloping algebras of the
Virasoro algebra at central charge cp+,p−(ε) over K and O respectively. By U(L−), U(L−)K and
U(L−)O we denote the universal enveloping algebras of Virasoro generators with negative mode
numbers over C,K and O respectively.
4.1 Virasoro representation theory over K and O
Let
KK 1,1 = ker(Q+ : FK 1,1 → FK −1,1 ) ∩ ker(Q− : FK 1,1 → FK 1,−1 )
KO 1,1 = ker(Q+ : FO 1,1 → FO −1,1 ) ∩ ker(Q− : FO 1,1 → FO 1,−1 ) ,
then ( KO 1,1 , |0〉, 12(b2−1 +α0(ε)b−2)|0〉, Y ) carries the structure of a VOA over O and is an O-lattice
of the VOA ( KK 1,1 , |0〉, 12(b2−1 + α0(ε)b−2)|0〉, Y ).
Remark 4.1. It is known that ( KK 1,1 , |0〉, 12(b2−1 + α0(ε)b−2)|0〉, Y ) is isomorphic to the Virasoro
VOA over K at central charge cp+,p−(ε). However, as we will see in Section 5, the VOA ( KO 1,1⊗O
C, |0〉, 1
2
(b2−1 + α0(0)b−2)|0〉, Y ) is larger than just the Virasoro VOA at central charge cp+,p−.
For each h ∈ K, let MK (h) be the UK (L)-Verma module with highest weight h.
Proposition 4.2.
1. The Verma module MK (h) is not simple as a UK (L) module if and only if h = hr,s(ε) for
some r ≥ 1, s ≥ 1.
2. For each β ∈ K, consider the left UK (L)-module FK β , then there is a canonical UK (L)-
module map
MK hβ → FK β
uhβ 7→ |β〉 ,
where uhβ is the highest weight state that generates MK hβ . This map is not an isomorphism
if and only if β = βr,s(ε) for some r ≥ 1, s ≥ 1.
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3. Let r ≥ 1, s ≥ 1. The sequences
0→ LK (hr,s(ε)) −→ FK r,s
Q[r]+−→ FK −r,s → 0
0→ LK (hr,s(ε)) −→ FK r,s
Q[s]−−→ FK r,−s → 0
0→ FK r,−s
Q[r]+−→ FK −r,−s −→ LK (h−r,−s(ε))→ 0
0→ FK −r,s
Q[s]−−→ FK −r,−s −→ LK (h−r,−s(ε))→ 0
are exact as UK (L)-modules and the screening operators Q[r]+ and Q[s]− commute.
4. The map
MK (hr,s(ε))→ FK −r,−s ,
uhr,s(ε) 7→ |β−r,−s(ε)〉
is an isomorphism of left UK (L)-modules and so is its dual
FK r,s = F
∗
K −r,−s → MK (hr,s(ε))∗ .
If we restrict the domains of the above UK (L)-module isomorphisms to MO (hr,s(ε)) and
FO r,s we obtain UO (L)-module homomorphisms
MO (hr,s(ε))→ FO −r,−s
FO r,s → MO (hr,s(ε))∗ ,
where
MO (hr,s(ε)) = UO (L)uhr,s(ε) ⊂ MK (hr,s(ε))
MO (hr,s(ε))
∗ =
⊕
d≥0
HomO( MO (hr,s(ε))[hr,s(ε) + d],O) .
5. For each r ≥ 1, s ≥ 1 there exists a unique element Sr,s(κ) ∈ UO (L−) such that
Sr,s(κ) = (L−1)rs + · · ·
which satisfies
LnSr,s(κ)uhr,s(ε) = 0, n ≥ 1
L0Sr,s(κ)uhr,s(ε) = (hr,s(ε) + rs)Sr,s(κ)uhr,s(ε)
hr,s(ε) + rs = hr,−s(ε) = h−r,s(ε) .
6. The conformal weight hr,s(ε) + rs = hr,−s(ε) = h−r,s(ε) is precisely the conformal weight of
Sr,s(κ)uhr,s(ε), Q[r]+ |βr,−s(ε)〉 and Q[s]+ |β−r,s(ε)〉. Under the identification
MK (hr,s) ∼= FK −r,−s
these three singular vectors are proportional to each other.
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Proof. By construction the Virasoro representation over K is equivalent to working over C at
generic central charge. The above statements on Virasoro representation theory at generic central
charge are shown in [30, 31, 32]. See [41] for detailed proofs. The statements regarding Virasoro
representation theory over O follow by restriction.
4.2 The category U(L)-mod of Virasoro modules at central charge
cp+,p−
The purpose of this subsection is to give a summary of Virasoro representation theory and to give
socle sequence decompositions of Fock-modules in terms of simple Virasoro modules.
Definition 4.3. Recall that X was defined to be the lattice of the Heisenberg weights that appear
in lattice modules:
X = Z
1√
p+p−
.
Let
H = {hβ|β ∈ X}
be the set of highest conformal weights. Two non-equal Heisenberg weights β, β′ ∈ X correspond
to the same conformal weight if and only if β′ = α0 − β.
Definition 4.4. 1. For 1 ≤ r < p+, 1 ≤ s < p−, let
∆r,s = ∆p+−r,p−−s = hr,s;0 .
2. The Kac table T is the quotient set
T = {(r, s)|1 ≤ r < p+, 1 ≤ s < p−}/ ∼ ,
where (r, s) ∼ (r′, s′) if and only if r′ = p+ − r, s′ = p− − s. The Kac table is the set of all
classes [(r, s)] such that the conformal weights ∆r,s are distinct.
3. For 1 ≤ r ≤ p+, 1 ≤ s ≤ p−, n ≥ 0 let
∆+r,s;n =

hp+,p−;−2n r = p+, s = p−
hp+−r,p−;−2n−1 r 6= p+, s = p−
hp+,p−−s;2n+1 r = p+, s 6= p−
hp+−r,s;−2n−1 r 6= p+, s 6= p−
, ∆−r,s;n =

hp+,p−;−2n−1 r = p+, s = p−
hp+−r,p−;−2n−2 r 6= p+, s = p−
hp+,p−−s;2n+2 r = p+, s 6= p−
hp+−r,s;−2n−2 r 6= p+, s 6= p−
.
Definition 4.5. Let U(L)-Mod be the abelian category whose morphisms are Virasoro-homomorphisms
and whose objects are left U(L) modules that satisfy the following:
1. Every object M decomposes into a direct sum of generalised L0 eigenspaces
M =
⊕
h∈C
M [h]
M [h] = {u ∈M |∃n ≥ 1, s.t. (L0 − h)nu = 0}
where dimM [h] < ∞. For all h ∈ C and there are only a countable number of h for which
M [h] is non-trivial.
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2. For every object M ∈ U(L)-Mod, there exists the contragredient object M∗
M∗ =
⊕
h∈C
Hom(M [h],C) ,
on which the anti-involution σ(Ln) = L−n induces the structure of a left U(L)-module by
〈Lnϕ, u〉 = 〈ϕ, σ(Ln)u〉, ϕ ∈M∗, u ∈M .
Note that (M∗)∗ ∼= M .
Definition 4.6. Let M ∈ U(L)-Mod be a Virasoro module.
1. The Virasoro module M is called semi-simple if and only if it is isomorphic to a at most
countably infinite direct sum of simple Virasoro modules.
2. If there exist non-zero semi-simple submodules of M , then we denote the maximal semi-simple
submodule of M by S1(M), that is, S1(M) is semi-simple and any semi-simple submodule
of M lies in S1(M). Note that if M is semi-simple, then S1(M) = M . The semi-simple
module S1(M) is called the socle of M .
3. Let
0 = M0 ⊂M1 ⊂M2 ⊂ · · ·
be an ascending sequence of submodules of M , such that Si(M) = Mi/Mi−1, i ≥ 1 is the
maximal semi-simple submodule of M/Mi−1, that is, for each i ≥ 1, the socle of M/Mi−1 is
Si(M). The semi-simple simple modules Si(M) are called the components of M , while the
sequence {Si(M)}i≥1 is called the socle sequence of M . If there exists an element Mn of
the filtration, such that, Mn = M and Mn−1 6= M , then we say that the socle sequence has
length n or that it has finite length. Socle sequences are unique if they exist.
Definition 4.7. We define U(L)-mod to be the full subcategory of U(L)-Mod such that all objects
M in U(L)-mod satisfy the following two conditions:
1. The socle sequence of M has finite length,
2. The conformal weights h of the simple modules L(h), appearing in the components of M , are
elements of H.
Note that the Verma modules M(hr,s) and their duals M(hr,s)
∗ are not objects of U(L)-mod
because they do not admit finite length socle sequences. However, the Fock modules Fβ, β ∈ X
and the simple modules L(h), h ∈ H are objects of U(L)-mod.
Proposition 4.8.
1. For each β ∈ X the Fock module Fβ is an object of U(L)-mod.
2. There are four cases of socle sequence for the Fock modules Fr,s;n
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(I) For 1 ≤ r < p+, 1 ≤ s < p−, n ∈ Z,
S1(Fr,s;n) =
⊕
k≥0
L(hr,p−−s;|n|+2k+1) ,
S2(Fr,s;n) =
⊕
k≥a
L(hr,s;|n|+2k)
⊕
⊕
k≥1−a
L(hp+−r,p−−s;|n|+2k) ,
S3(Fr,s;n) =
⊕
k≥0
L(hp+−r,s;|n|+2k+1) ,
where a = 0 if n ≥ 0 and a = 1 if n < 0.
(II+) For 1 ≤ s < p−, n ∈ Z,
S1(Fp+,s;n) =
⊕
k≥0
L(hp+,p−−s;|n|+2k+1) ,
S2(Fp+,s;n) =
⊕
k≥a
L(hp+,s;|n|+2k) ,
where a = 0 if n ≥ 1 and a = 1 if n < 1.
(II−) For 1 ≤ r < p+, n ∈ Z,
S1(Fr,p−;n) =
⊕
k≥0
L(hr,p−;|n|+2k) ,
S2(Fr,p−;n) =
⊕
k≥a
L(hp+−r,p−;|n|+2k−1) ,
where a = 1 if n ≥ 0 and a = 0 if n < 0.
(III) For n ∈ Z, the Fock space Fp+,p−;n is semi-simple as a Virasoro module
S1(Fp+,p−;n) = Fp+,p−;n =
⊕
k≥0
L(hp+,p−;|n|+2k) .
The above socle sequences are originally due to [32], however, a more comprehensive explana-
tion can be found in [41]. Figure 2 is a visualisation of the socle sequence decomposition of Fock
modules.
4.3 Kernels and images of screening operators
In this subsection we give the socle sequences of the kernels and images of the screening operators
Q[r]+ , Q[s]− .
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(I) Fr,s;n 1 ≤ r < p+, 1 ≤ s < p−
n ≥ 0 0
1
1
2
2
3
3
4
4 · · ·
· · ·
k = hp+−r,s;n+k, k = hr,s;n+k, k = hp+−r,p−−s;n+k, k = hr,p−−s;n+k
n ≤ 0 0
1
1
2
2
3
3
4
4 · · ·
· · ·
k = hp+−r,s;−n+k, k = hp+−r,p−−s;−n+k, k = hr,s;−n+k, k = hr,p−−s;−n+k
(II−) Fp+,s;n , 1 ≤ s < p−
n ≥ 1 0 1 2 3 4 · · ·
k = hp+,s;n+k, k = hp+,p−−s;n+k
n < 1 1 2 3 4 5 · · ·
k = hp+,p−−s;−n+k, k = hp+,s;−n+k
(II+) Fr,p−;n , 1 ≤ r < p+
n ≥ 0 0 1 2 3 4 · · ·
k = hp+−r,p−;n+k, k = hr,p−;n+k
n < 0 -1 0 1 2 3 · · ·
k = hr,p−;−n+k, k = hp+−r,p−;−n+k
Figure 2: The socle sequences of Fock modules: The arrows indicate which states one can reach
by acting with the Virasoro algebra, that is, an arrow v → w means w ∈ U(L)v.
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Definition 4.9. We denote the kernels and images of screening operators Q[r]+ , Q[s]− by
1. For 1 ≤ r < p+, 1 ≤ s ≤ p−, n ∈ Z
Kr,s;n;+ = kerQ[r]+ : Fr,s;n → Fp+−r,s;n+1
Xp+−r,s;n+1;+ = imQ[r]+ : Fr,s;n → Fp+−r,s;n+1
2. For 1 ≤ r ≤ p+, 1 ≤ s < p−, n ∈ Z
Kr,s;n;− = kerQ[s]− : Fr,s;n → Fr,p−−s;n−1
Xr,p−−s;n−1;− = imQ[s]− : Fr,s;n → Fr,p−−s;n−1
3. For 1 ≤ r < p+, 1 ≤ s < p−, n ∈ Z
Kr,s:n = Kr,s;n;+ ∩Kr,s;n;− Xr,s:n = Xr,s;n;+ ∩Xr,s;n;−
Kr,p−;n = Kr,p−;n;+ Kp+,s;n = Kp+,s;n;−
Kp+,p−;n = Xp+,p−;n = Fp+,p−;n .
Proposition 4.10. For 1 ≤ r < p+, 1 ≤ s < p− the socle sequences of the kernels and images of
the screening operator Q+ are given by
n ≥ 0 n ≤ −1
S1(Kr,s;n;+) =
⊕
k≥1
L(hr,p−−s;n+2k−1) , S1(Kr,s;n;+) =
⊕
k≥1
L(hr,p−−s;−n+2k−1) ,
S2(Kr,s;n;+) =
⊕
k≥1
L(hr,s;n+2(k−1)) , S2(Kr,s;n;+) =
⊕
k≥1
L(hr,s;−n+2k) ,
S1(Xr,s;n+1;+) =
⊕
k≥1
L(hr,p−−s;n+2k) , S1(Xr,s;n+1;+) =
⊕
k≥1
L(hr,p−−s;−n+2(k−1)) ,
S2(Xr,s;n+1;+) =
⊕
k≥1
L(hr,s;n+2k−1) , S2(Xr,s;n+1:+) =
⊕
k≥1
L(hr,s;−n+2k−1) ,
and those of the screening operator Q− by
n ≥ 1 n ≤ 0
S1(Kr,s;n;−) =
⊕
k≥1
L(hr,p−−s;n+2k−1)) , S1(Kr,s;n;−) =
⊕
k≥1
L(hr,p−−s;−n+2k−1)) ,
S2(Kr,s;n;−) =
⊕
k≥1
L(hp+−r,p−−s;n+2k) , S2(Kr,s;n;−) =
⊕
k≥1
L(hp+−r,p−−s;−n+2(k−1)) ,
S1(Xr,s;n+1;−) =
⊕
k≥1
L(hr,p−−s;n+2(k−1)) , S1(Xr,s;n+1;−) =
⊕
k≥1
L(hr,p−−s;−n+2k) ,
S2(Xr,s;n+1;−) =
⊕
k≥1
L(hp+−r,p−−s;n+2k−1) , S2(Xr,s;n+1;−) =
⊕
k≥1
L(hp+−r,p−−s;−n+2k−1) .
For r = p+ or s = p− the kernels and images are semisimple and we have
Kr,p−;n;+ = Xr,p−;n;+ = S1(Fr,p−;n) , Kp+,s;n;− = Xp+,s;n;− = S1(Fp+,s;n) .
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The above proposition is due to Felder [42]. It can be proved by means of the socle sequences
in Propositions 4.8 and the following proposition due to Felder [42].
Proposition 4.11. 1. For 1 ≤ r < p+, 1 ≤ s ≤ p− and n ∈ Z the screening operator Q+
defines the Felder complex
· · · Q
[r]
+−→ Fp+−r,s;n−1
Q[p+−r]+−→ Fr,s,n
Q[r]+−→ Fp+−r,s;n+1
Q[p+−r]+−→ · · · .
This complex is exact for s = p−. For 1 ≤ s < p− it is exact everywhere except in Fr,s;0,
where the cohomology is given by
Kr,s;0;+/Xr,s;0;+ ∼= L(hr,s;0) .
2. For 1 ≤ r ≤ p+, 1 ≤ s < p− and n ∈ Z the screening operator Q− defines the Felder complex
· · · Q
[s]
−−→ Fr,p−−s;n+1
Q[p−−s]−−→ Fr,s,n
Q[s]−−→ Fr,p−−s;n−1
Q[p−−s]−−→ · · · .
This complex is exact for r = p+. For 1 ≤ r < p+ it is exact everywhere except in Fr,s;0,
where the cohomology is given by
Kr,s;0;−/Xr,s;0;− ∼= L(hr,s;0) .
Theorem 4.12. Let 1 ≤ r ≤ p+, 1 ≤ s ≤ p−, all singular vectors of the Fock modules Fr,s;n can
be expressed as the images of the screening operators Q+ and Q−.
1. The singular vectors at conformal weights hr,p−−s;|n|+2k−1, k ≥ 0 are given by
Q[(k+n+1)p+−r]+ |βp+−r,s;−1−2k−n〉 ∈ Fr,s;n
for n ≥ 0 and
Q[(k+1)p+−r]+ |βp+−r,s;−1−2k+n〉 ∈ Fr,s;n
for n ≤ 0.
2. The singular vectors at conformal weights hr,p−−s;|n|+2k−1, k ≥ 0 are given by
Q[(k+1)p−−s]− |βr,p−−s;2k+n+1〉 ∈ Fr,s;n
for n ≥ 0 and
Q[(k−n+1)p−−s]− |βr,p−−s;2k−n+1〉 ∈ Fr,s;n
for n ≤ 0.
Proof. The formulae for the singular vectors are precisely those of Proposition 3.24 with the values
of r, s, n chosen appropriately. The fact that these lists exhaust all singular vectors follows from
the socle sequence decompositions in Proposition 4.8, that is, the generating singular vector of
each simple module in the socle of Fr,s;n is constructed by the above formulae.
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4.4 From U(L)-mod to Mp+,p−-mod
The purpose of this subsection is to define certain infinite direct sums of kernels and images of
Q[s]+ , Q[s]− which will later turn out to be modules of Mp+,p− .
Definition 4.13.
1. For 1 ≤ r < p+, 1 ≤ s < p− and n ≥ 0, let K±r,s and X±r,s be the direct sums
K+r,s = kerQ[r]+ |V +r,s ∩ kerQ
[s]
− |V +r,s =
⊕
n∈Z
Kr,s;2n ,
X+r,s = imQ[p+−r]+ |V +p+−r,s ∩ imQ
[p−−s]
− |V +r,p−−s =
⊕
n∈Z
Xr,s,;2n
K−r,s = kerQ[r]+ |V −r,s ∩ kerQ
[s]
− |V −r,s =
⊕
n∈Z
Kr,s;2n+1 ,
X−r,s = imQ[p+−r]+ |V −p+−r,s ∩ imQ
[p−−s]
− |V −r,p−−s =
⊕
n∈Z
Xr,s,;2n+1
K+r,p− = X+r,p− = kerQ[r]+ |V +r,p− =
⊕
n∈Z
Kr,p−;2n , K−r,p− = X−r,p− = kerQ[r]+ |V −r,p− =
⊕
n∈Z
Kr,p−;2n+1 ,
K+p+,s = X+p+,s = kerQ[s]− |V +p+,s =
⊕
n∈Z
Kp+,s;2n , K−p+,s = X−p+,s = kerQ[s]− |V −p+,s =
⊕
n∈Z
Kp+,s;2n+1 ,
K+p+,p− = X+p+,p− =
⊕
n∈Z
Fp+,p−;2n , K−p+,p− = X−p+,p− =
⊕
n∈Z
Fp+,p−;2n+1 .
2. For 1 ≤ r ≤ p+, 1 ≤ s ≤ p− and n ≥ 0, let V ±r,s:n be the spaces of singular vectors of
conformal weight ∆±r,s;n
V ±r,s:n = {u ∈ X±r,s|L0u = ∆±r,s;nu, Lnu = 0, n ≥ 1} .
We call these spaces soliton sectors. The elements of V ±r,s:n are called soliton vectors.
Note that by Theorem 4.12 it is easy to give explicit bases of the soliton sector V ±r,s;n in terms
of screening operators.
Basis in terms of Q+:
V +r,s:n =

⊕n
m=−nCQ[(n+m)p+]+ |βp+,p−;−2n〉 r = p+, s = p−⊕n
m=−nCQ[(n+m)p+]+ |βp+,s;−2n〉 r = p+, s 6= p−⊕n
m=−nCQ[(m+n+1)p+−r]+ |βp+−r,p−;−2n−1〉 r 6= p+, s = p−⊕n
m=−nCQ[(m+n+1)(p+−r)]+ |βp+−r,s;−2n−1〉 r 6= p+, s 6= p−
V −r,s:n =

⊕n+1
m=−nCQ[(n+m)p+]+ |βp+,p−;−2n−1〉 r = p+, s = p−⊕n+1
m=−nCQ[(n+m)p+]+ |βp+,s;−2n−1〉 r = p+, s 6= p−⊕n+1
m=−nCQ[(m+n+1)p+−r]+ |βp+−r,p−;−2n−2〉 r 6= p+, s = p−⊕n+1
m=−nCQ[(m+n+1)p+−r]+ |βp+−r,s;−2n−2〉 r 6= p+, s 6= p−
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Basis in terms of Q−:
V +r,s:n =

⊕n
m=−nCQ[(n−m)p−]− |βp+,p−;2n〉 r = p+, s = p−⊕n
m=−nCQ[(n−m+1)p−−s]− |βp+,p−−s;2n+1〉 r = p+, s 6= p−⊕n
m=−nCQ[(n−m)p−]− |βr,p−;2n〉 r 6= p+, s = p−⊕n
m=−nCQ[(n−m+1)p−−s]− |βr,p−−s;2n+1〉 r 6= p+, s 6= p−
V −r,s:n =

⊕n+1
m=−nCQ[(n−m+1)p−]− |βp+,p−;2n+1〉 r = p+, s = p−⊕n+1
m=−nCQ[(n−m+2)p−−s]− |βp+,p−−s;2n+2〉 r = p+, s 6= p−⊕n+1
m=−nCQ[|](n−m+1)p−βr,p−;2n+1〉 r 6= p+, s = p−⊕n+1
m=−nCQ[(n−m+2)p−−s]− |βr,p−−s;2n+2〉 r 6= p+, s 6= p−
Proposition 4.14. As Virasoro modules the spaces K±r,s and X±r,s decompose as
1. For 1 ≤ r < p+ and 1 ≤ s < p−
K+r,s = U(L)|βr,s;0〉 ⊕
⊕
n≥1
L(∆+r,s:n)⊗ V +r,s;n
X+r,s =
⊕
n≥0
L(∆+r,s:n)⊗ V +r,s;n
K−r,s = X−r,s =
⊕
n≥0
L(∆−r,s:n)⊗ V −r,s;n
2. For r = p+ and 1 ≤ s < p−
K+p+,s = X+p+,s =
⊕
n≥0
L(∆+p+,s:n)⊗ V +p+,s;n
K−p+,s = X−p+,s =
⊕
n≥0
L(∆−p+,s:n)⊗ V −p+,s;n
3. For 1 ≤ r < p+ and s = p−
K+r,p− = X+r,p− =
⊕
n≥0
L(∆+r,p−:n)⊗ V +r,p−;n
K−r,p− = X−r,p− =
⊕
n≥0
L(∆−r,p−:n)⊗ V −r,p−;n
4. For r = p+ and s = p−
K+p+,p− = X+p+,p− =
⊕
n≥0
L(∆+p+,p−:n)⊗ V +p+,p−;n
K−p+,p− = X−p+,p− =
⊕
n≥0
L(∆−p+,p−:n)⊗ V −p+,p−;n
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Proof. The above proposition follows by plugging Definition 4.9 and Proposition 4.10 into Defini-
tion 4.13.
Proposition 4.15. For 1 ≤ r < p+, 1 ≤ s < p−, the K+r,s satisfy the following exact sequence as
Virasoro modules
0 −→ X+r,s −→ K+r,s −→ L(hr,s;0) −→ 0 .
4.5 Frobenius homomorphisms
In this section we introduce a class of Virasoro homomorphisms
E,F ∈ EndC(K±r,s), 1 ≤ r < p+, 1 ≤ s < p−
such that E and F define derivations of the VOAMp+,p− . We call E and F Frobenius homomor-
phisms. These Frobenius homomorphisms will prove to be essential tools for analysing the VOA
structure of Mp+,p− and for analysing the action of Mp+,p− on the K±r,s. In [21, 22], for p+ = 2 a
similar derivation was constructed as the zero mode of a field that is non-local with the fields of
V2,p− . The Frobenius homomorphisms E and F are not constructed as the zero modes of anything,
though as we shall see, they are not well defined on the Fock modules Fr,s but only on the kernels
of Q+ and Q−. So it appears that some of the non-locality encountered in [21, 22] is still there,
but it manifests in a different way.
Recall that by the Felder complexes the maps
Q[p+−r]+ ◦ Q[r]+ : Fr,s;n → Fr,s;n+2 , Q[p−−s]− ◦ Q[s]− : Fr,s;n → Fr,s;n−2
are zero. The Frobenius homomorphisms are regularisations of these maps, such that they become
non-trivial.
We give the details of the construction for Q+, the Q− case follows in the same way. At first
we fix 1 ≤ r ≤ p+ and s ∈ Z and consider the action of Q+(z1) · · · Q+(zp+) on FK r,s
Q+(z1) · · · Q+(zp+) = ep+α+(ε)bˆUp+(z;κ+(ε), r)
p+∏
i=1
zs−1i :
p+∏
i=1
Q+(zi) :
Up+(z;κ+(ε), r) =
∏
1≤i 6=j≤p+
(zi − zj)κ+(ε)
p+∏
i=1
z
(1−r)κ+(ε)
i .
Let LK p+(κ+(ε), r) be the local system onXp+ overK defined by the multivaluedness of Up+(z;κ+(ε), r)
and let L∨K p+(κ+(ε), r) be its dual. For r = p+ we can integrate the above screening operators over
the cycle [Γp+(κ+)] to obtainQ[p+]+ , however, for r < p+ the homology groupHp+(Xp+ , L∨K p+(κ+(ε), r))
is trivial and no such cycle exists. We remedy this problem by changing the domain of the zi to
Yp+ = {(z1, . . . , zp+) ∈ Cp+ |zi 6= zj, zi 6= 0, 1} ⊂ Xp+ ,
then it is known that [28, 36]
dimKHp+(Yp+ , LK p+(κ+(ε), r)) = p+! ,
dimKHp+(Yp+ , LK p+(κ+(ε), r))Sp+− = 1 ,
dimKHp+(Yp+ , L∨K p+(κ+(ε), r)) = p+! .
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We introduce new variable names wi = zi+p+−r, i = 1, . . . , r and consider the open domain
U
p+−r
1 × U r2 ⊂ Yp+
U
p+−r
1 = {(z1, . . . , zp+−r) ∈ Cp+−r|zi 6= zj, |zi| > 1} ,
U r2 = {(w1, . . . , wr) ∈ Cr|wi 6= wj, 1 > |wi| > 0} ,
and define the multivalued holomorphic functions
Gp+−r(z;κ+(ε)) =
∏
1≤i 6=j≤p+−r
(zi − zj)κ+(ε)
p+−r∏
i=1
z
(1+r)κ+(ε)
i ,
Ur(w;κ+(ε)) =
∏
1≤i 6=j≤r
(wi − wj)κ+(ε)
r∏
i=1
w
(1−r)κ+(ε)
i .
on U
p+−r
1 and U
r
2 respectively. Then on U
p+−r
1 ×U r2 the productQ+(z1) · · · Q+(zp−r)Q+(w1) · · · Q+(wr)
factorises as
p+−r∏
i=1
Q+(zi)
r∏
i=1
Q+(wi) = ep+α+(ε)bˆGp+−r(z;κ+(ε))
p+−r∏
i=1
zs−1i :
p+−r∏
i=1
Q+(zi) :
× Ur(w;κ+(ε))
r∏
i=1
ws−1i :
r∏
i=1
Q+(wi) : .
Next we consider the local system GK p+−r(κ+(ε)) on Up+−r1 defined by Gp+−r(z;κ+(ε)) and the
local system LK r(κ+(ε)) on U r2 defined by Ur(w;κ+(ε)). We define regularised cycles
[Γ∞p+−r(κ+(ε))] ∈ H l.fp+−r(Up+−r1 , G∨K p+−r(κ+(ε)))
[Γr(κ+(ε))] ∈ H l.fr (U r2 , L∨K r (κ+(ε))) ,
where the regularised cycles [Γr(κ+(ε))] are those of Definition 3.6. We define [Γ
∞
p+−r(κ+(ε))] as
[Γ∞p+−r(κ+(ε))] =
1
c∞r (κ+(ε))
[∆∞p+−r ⊗ ϕ] ,
where ∆∞p+−r = {∞ > z1 > · · · > zp+−r > 1}, ϕ is the principal branch of Gp+−r(z;κ+(ε)) and
c∞r (κ+(ε)) = ε
∫
[∆∞p+−r⊗ϕ]
∫
[Γr(κ+(ε))]
∏
1≤i 6=j≤p+−r
(zi − zj)κ+(ε)
p+−r∏
i=1
z
2κ+(ε)
i
p+−r∏
i=1
r−1∏
j=1
(zi − yj)2κ+(ε)
×
∏
1≤i 6=j≤r−1
(yi − yj)κ+(ε)
r−1∏
i=1
y
2κ+(ε)
i
d y1 · · · d yr−1
y1 · · · yr−1
d z1 · · · d zp+−r
z1 · · · zp+−r
,
where [Γr(κ+(ε))] is the regularised cycle of Definition 3.6. By the change of variables ui = 1/zi
one can express c∞r (κ+(ε)) as
c∞r (κ+(ε)) = ε
∫
[∆∞p+−r⊗ϕ]
∫
[Γr(κ+(ε))]
∏
1≤i 6=j≤p+−r
(ui − uj)κ+(ε)
p+−r∏
i=1
u
(1−2p++r)κ+(ε)
i
p+−r∏
i=1
r−1∏
j=1
(1− uiyj)2κ+(ε)
×
∏
1≤i 6=j≤r−1
(yi − yj)κ+(ε)
r−1∏
i=1
y
2κ+(ε)
i
d y1 · · · d yr−1
y1 · · · yr−1
du1 · · · dup+−r
u1 · · ·up+−r
.
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The product
∏p+−r
i=1
∏r−1
j=1(1 − uiyj)2κ+(ε) can be expanded as a sum of symmetric polynomials
in the ui times symmetric polynomials in the yi and we can therefore use Kadell’s integrals of
Proposition 27 to evaluate c∞r (κ+(ε)).
Iλ,p+−r((1− 2p+ + r)κ+(ε) + k, 0, κ+(ε)) ∈
{
ε−1O× k = p−, λ = 0
O else ,
Iµ,r−1(2κ+(ε) + k, 0, κ+(ε)) ∈ O ,
for k ≥ 0 and λ and µ partitions of length at most p+ − r − 1 and r − 2 respectively. It therefore
follows that c∞r (κ+(ε)) ∈ O×. We define the cycle [Γp+,r(κ+(ε))] ∈ Hp+(Yp+ , L∨K p+(κ+(ε), r)) as
the image of
[Γ∞p+−r(κ+(ε))]⊗ [Γr(κ+(ε))] ∈ H l.fp+−r(Up+−r1 , G∨K p+−r(κ+(ε)))⊗H l.fr (U r2 , L∨K r (κ+(ε)))
under the map
H l.fp+−r(U
p+−r
1 , G∨K p+−r(κ+(ε)))⊗H l.fr (U r2 , L∨K r (κ+(ε)))
→ H l.fp+(Yp+ , L∨K p+(κ+(ε), r)) ∼= Hp+(Yp+ , L∨K p+(κ+(ε), r)) .
Definition 4.16.
1. For 1 ≤ r ≤ p+, s ∈ Z, the Frobenius operator E associated to Q+ is the map E : FK r,s →
FK r−2p+,s , where
E =
∫
[Γp+,r(κ+(ε))]
p+−r∏
i=1
Q+(zi)
r∏
i=1
Q+(wi)
p+−r∏
i=1
d zi
r∏
i=1
dwi .
2. For 1 ≤ s ≤ p−, r ∈ Z, the Frobenius operator F associated to Q− is the map F : FK r,s →
FK r,s−2p− , where
F =
∫
[Γp−,s(κ−(ε))]
p−−s∏
i=1
Q−(zi)
s∏
i=1
Q−(wi)
p−−s∏
i=1
d zi
s∏
i=1
dwi .
Theorem 4.17. For 1 ≤ r ≤ p+, 1 ≤ s ≤ p− and n ∈ Z the Frobenius homomorphisms E and F
induce well defined maps over C
E : Kr,s;n;+ → Kr,s;n+2;+ F : Kr,s;n;− → Kr,s;n−2;−
that satisfy the following properties:
1. The maps E and F are Virasoro homomorphisms.
2. The maps E and F act transitively on the soliton sectors, that is, for m ≥ 0, l ≥ 1
EQ[(m+1)p+−r]+ |βp+−r,s;−m−1−l〉 = constQ[(m+2)p+−r]+ |βp+−r,s;−m−1−l〉
FQ[(m+1)p−−s]− |βr,p−−s;m+1+l〉 = constQ[(m+2)p−−s]− |βr,p−−s;m+1+l〉 ,
where the constants are non-zero complex numbers.
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3. The maps E and F are derivations, that is, for A ∈ K1,1;2n;+, B ∈ Kr,s;m;+ and n,m ∈ Z
EY (A;u)B = Y (EA;u)B + Y (A;u)EB ,
while for C ∈ K1,1;2n;−, D ∈ Kr,s;m;−
FY (C;u)D = Y (FC;u)D + Y (C;u)FD .
Proof. We prove the Theorem for E, since F follows in the same way. We already know from our
previous calculations regarding the screening operator Q[r]+ , that integrating the wi coordinates
over the cycle [Γr(κ+(ε))] is well defined over C after setting ε = 0. If we evaluate the integral
formula,
E =
∫
[Γp+,r(κ+(ε))]
p+−r∏
i=1
Q+(zi)
r∏
i=1
Q+(wi)
p+−r∏
i=1
d zi
r∏
i=1
dwi ,
which defines E, on FK r,s and integrate the wi coordinates over the cycle [Γr(κ+(ε))] then what
is left over is sums of integrals of the form∫
[Γ∞p+−r(κ+(ε))]
∏
1≤i 6=j≤p+−r
(zi − zj)κ+(ε)
p+−r∏
i=1
z
(1+r)κ+(ε)+k
i f(z)
d z1 · · · d zp+−r
z1 · · · zp+−r
,
for k ∈ Z and f(z) ∈ O[z±1 , . . . , x±p+−r]Sp+−r . Due to the identities for Jack Polynomials introduced
in the third part of the proof of Proposition 3.22, we can without loss of generality consider
f(z) = Qλ(z
−1;κ−(ε)) to be a dual Jack polynomial in z−1i with a partition λ of length at most
p+ − r − 1. If we perform a change of variables ui = 1/zi, then we can evaluate this expression
using the Kadell integral formulae in Proposition 3.20∫
[Γ∞p+−r(κ+(ε))]
∏
1≤i 6=j≤p+−r
(zi − zj)κ+(ε)
p+−r∏
i=1
z
(1+r)κ+(ε)+k
i Qλ(z
−1;κ−(ε))
d z1 · · · d zp+−r
z1 · · · zp+−r
=
1
c∞r (κ+(ε))
∫
[∆∞p+−r⊗ϕ]
∏
1≤i 6=j≤p+−r
(ui − uj)κ+(ε)
p+−r∏
i=1
u
(1−2p++r)κ+(ε)−k
i Qλ(u;κ−(ε))
du1 · · · dup+−r
u1 · · ·up+−r
=
Iλ,p+−r((1− 2p+ + r)κ+(ε)− k, 0, κ+(ε))
c∞r (κ+(ε))
∈
{
ε−1O× k = −p− and λ = 0
O else
It thus follows that E : FO r,s → ε−1 FO r−2p+,s , which is why the action of E is not well defined
on the Fock modules Fr,s;n when one sets ε = 0. Furthermore, if A ∈ Kr,s;n;+ then for any lift
A˜ ∈ FO r,s , we have ∫
[Γr(κ+(ε))]
r∏
i=1
Q+(wi)A˜ dw1 · · · dwr ∈ ε FO −r,s
Therefore it follows that E induces a well defined map E : Kr,s;n;+ → Fr,s;n+2 over C.
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Next we show that E commutes with the Virasoro algebra. Recall that
[Lm,Q+(zi)] = zmi (zi∂zi + n+ 1)Q+(zi) = ∂zizm+1i Q+(zi) .
If we consider the action of Virasoro generator Lm on integral expressions of the form∫
[Γ∞p+−r(κ+(ε))]
∏
1≤i 6=j≤p+−r
(zi − zj)κ+(ε)
p+−r∏
i=1
z
(1+r)κ+(ε)+k
i f(z)
d z1 · · · d zp+−r
z1 · · · zr ,
then the action of Lm can be written as a total derivative∫
[Γ∞p+−r(κ+(ε))]
(
p+−r∑
l=1
∂zlz
m+1
l )
∏
1≤i 6=j≤p+−r
(zi − zj)κ+(ε)
p+−r∏
i=1
z
(1+r)κ+(ε)+k
i Qλ(z
−1;κ−(ε))
d z1 · · · d zp+−r
z1 · · · zp+−r
=
∫
[Γ∞p+−r(κ+(ε))]
d
p+−r∑
l=1
(−1)l+1zml
∏
1≤i 6=j≤p+−r
(zi − zj)κ+(ε)
p+−r∏
i=1
z
(1+r)κ+(ε)+k
i Qλ(z
−1;κ−(ε))
d z1 · · · d̂ zl · · · d zp+−r
z1 · · · ẑl · · · zp+−r

=
∫
[Γ∞p+−r(κ+(ε))]
Gp+−r(z;κ+(ε))∇G
(
p+−r∑
l=1
(−1)l+1zml
p+−r∏
i=1
zkiQλ(z
−1;κ−(ε))
d z1 · · · d̂ zl · · · d zp+−r
z1 · · · ẑl · · · zp+−r
)
= 0 ,
where d denotes the exterior derivative with respect to the zi coordinates, ˆ denotes omission of a
variable and ∇G is the differential twisted by Gp+−r(z;κ+(ε))
∇G = d +(d logGp+−r(z;κ+(ε))) ∧ .
It therefore follows that E commutes with the Virasoro algebra, that is, E is a Virasoro homo-
morphism. Since E is a Virasoro homomorphism, it follows that imE(Kr,s;n;+) ⊂ Kr,s;n+2;+ from
the socle sequence decompositions of Proposition 4.10.
Next we prove that E acts transitively on soliton vectors. In order to show that
EQ[(m+1)p+−r]+ |βp+−r,s;−m−1−l〉 = constQ[(m+2)p+−r]+ |βp+−r,s;−m−1−l〉
it is sufficient to show that EQ[(m+1)p+−r]+ |βp+−r,s;−m−1−l〉 6= 0, since singular vectors of a given
conformal weight are unique up to normalisation and, due to E being a Virasoro homomorphism,
E maps singular vectors to singular vectors. We show that E acts non-trivially by showing that
the following matrix element is non-trivial
〈βr,s+k1−k2;m−l+2|
k1∏
i=1
Vα−/2(vi)V−k2α−/2(u)EQ[(m+1)p+−r]+ |βp+−r,s;−m−1−l〉 ,
k1 = (m + 1)p−, k2 = (l + 1)p− − s and we assume that vi, u lie on the positive imaginary axis,
satisfying |vk1| > · · · > |v1| > |u| > 1. We will show that the matrix element is non-trivial by
writing it as the product of a non-trivial multivalued function times a Laurent series in the u, v, w
46
and z variables with at least one non-vanishing coefficient. A lift of this matrix element to O is
given by
M(u, v) =
∫
[Γp+,r(κ+(ε))]
〈βr−2p+,s+k1−k2+p−(m−l)(ε)|
k1∏
i=1
Vα−(ε)/2(vi)V−k2α−(ε)/2(u)
×Q+(z1) · · · Q+(zp+−r)Q+(w1) · · · Q+(wr)
× ρ2/α+(ε)(Qλ(m+1)p+−r,(`+1)p−−s(x;κ−(ε)))|βr,s+(m−`)p−(ε)〉
p+−r∏
i=1
d zi
zi
r∏
i=1
dwi
wi
,
where ρ is the map introduced for Proposition 3.24. Multiplying this matrix element by
k1∏
i=1
v
−1
2
α−(ε)βr,s+(m−`)p− (ε)
i u
k2
2
α−(ε)βr,s+(m−`)p− (ε)+((m+1)p+−r)((`+1)p−−s)
×
∏
1≤i 6=j≤k1
(vi − vj)−
κ−(ε)
4
k1∏
i=1
(vi − u)k2
κ−(ε)
4 ,
and then taking the limit u→ 0 along the positive imaginary axis the integrand becomes
M˜(v) =(−1)p+k2
k1∏
i=1
p+−r∏
j=1
(vi − zj)−1
k1∏
i=1
r∏
j=1
(vi − wj)−1
Ξ−k1κ−(ε)
(
Qλ(m+1)p+−r,(`+1)p−−s(x;κ−(ε))
)
× Up+−r(z;κ+(ε))
p+−r∏
i=1
z
(m+2)p−+εp+κ+(ε)
i Ur(w;κ+(ε))
r∏
i=1
w
(m+1)p−
i
×
p+−r∏
i=1
r∏
j=1
(1− wj
zi
)2κ+(ε)
p+−r∏
i=1
d zi
zi
r∏
i=1
dwi
wi
,
where Ξ is the map introduced in Proposition 3.15. Next we take the limit v1 → 0 along the
positive imaginary axis and then v2 → 0 and so on. As the vi become sufficiently small the
integrand M˜(v) picks up degree 1 poles at wi = vj. Upon evaluating the residues at these poles,
one sees that they do not contribute in the limit vi → 0 and it therefore follows that
lim
vk1→0
· · · lim
v1→0
∫
[Γp+,r(κ+(ε))]
M˜(v) =
(−1)−p+(k2−k1)Ξ−k1κ−(ε)
(
Qλ(m+1)p+−r,(`+1)p−−s(x;κ−(ε))
) Sp+−r((1− 2p+ + r)κ+(ε), 0, κ+(ε))
c∞r (κ+(ε))
.
This lies in O× and thus EQ[(m+1)p+−r]+ |βp+−r,s;−(m+1+`)〉 is non-zero.
Finally we prove the derivation property of E. Let Let A ∈ K1,1;2n;+, B ∈ Kr,s;2m;+, n,m ∈ Z
and let A˜ ∈ KO 1,1+2np−;+ , B˜ ∈ KO r,s+2mp−;+ be lifts of A and B. Then
EY (A˜;u)B˜ = [E, Y (A˜;u)]B˜ + Y (A˜;u)EB˜ .
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Let [Γr(κ+(ε))] be the renormalised cycles given in Definition 3.6. The commutator above is given
by evaluating the Frobenius operator E of Definition 4.16 on Y (A˜;u) with the integration contour
centred at u
[E, Y (A˜;u)]
=
∫
[Γ∞p+−r(κ+(ε))]
Y
(
p+−r∏
i=1
Q+(zi − u) Resw=u
∫
[Γr(κ+(ε))]
r∏
i=1
Q+(wyi−1 − u)A˜;u
)
wr−1
p+−r∏
i=1
d zi dw
r−1∏
i=1
d yi
=
∫
[Γ∞p+−r(κ+(ε))]
∫
[Γr(κ+(ε))]
Y
(
p+−r∏
i=1
Q+(zi − u)
r∏
i=1
Q+(u(yi−1 − 1))(Q+A˜);u
)
ur−1
p+−r∏
i=1
d zi dw
r−1∏
i=1
d yi .
Note that we have suppressed total derivative terms in the yi coordinates and that since A˜ ∈
KO 1,1+2np−;+ for n not necessarily 0, the vertex operator Y ( , ) is actually a generalised vertex
operator in the sense of [43] though this does not change how the calculation is performed. Setting
u = −1, then implies
[E, Y (A˜;−1)]
=
∫
[Γ∞p+−r(κ+(ε))]
∫
[Γr(κ+(ε))]
(−1)r−1Y
(
p+−r∏
i=1
Q+(zi + 1)
r∏
i=1
Q+(1− yi−1)(Q+A˜);−1
)
p+−r∏
i=1
d zi dw
r−1∏
i=1
d yi .
Therefore we have an orientation reversal of the usual integration of the yi coordinates and a shift
in the lower bound of the cycle for the zi coordinates. Since changing the lower bound of the cycle
for the zi coordinates only leads to corrections of order ε and greater, we can shift the lower bound
of the cycle for the zi to 1 and obtain
[E, Y (A˜;−1)]
=
∫
[Γ∞p+−r(κ+(ε))]
∫
[Γr(κ+(ε))]
Y
(
p+−r∏
i=1
Q+(zi)
r−1∏
i=1
Q+(yi)(Q+A˜);−1
)
p+−r∏
i=1
d zi d yi mod ε .
Recall that Hp+(Yp+ , LK p+(κ+(ε), r))Sp+− is 1 dimensional, so the two integrals∫
[Γ∞p+−r(κ+(ε))]
∫
[Γr(κ+(ε))]
Y
(
p+−r∏
i=1
Q+(zi)
r−1∏
i=1
Q+(yi)(Q+A˜);−1
)
p+−r∏
i=1
d zi d yi ,
∫
[Γ∞p+−1(κ+(ε))]
Y
(
p+−1∏
i=1
Q+(zi)(Q+A˜);−1
)
p+−1∏
i=1
d zi
can at most differ by the multiplication with some constant. The multivalued part of the operator
product expansion of
∏p+−r
i=1 Q+(zi)
∏r−1
i=1 Q+(yi) on an element of KO −1,1+2np−;+ is
∏
1≤i 6=j≤p+−r
(zi − zj)κ+(ε)
p+−r∏
i=1
z
2κ+(ε)
i
p+−r∏
i=1
r−1∏
j=1
(zi − yj)2κ+(ε)
∏
1≤i 6=j≤r−1
(yi − yj)κ+(ε)
r−1∏
i=1
y
2κ+(ε)
i
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and the normalising factor c∞r (κ+(ε)) in the definition of [Γ
∞
p+−r(κ+(ε))] was chosen such that∫
[Γ∞p+−r(κ+(ε))]
∫
[Γr(κ+(ε))]
Y
(
p+−r∏
i=1
Q+(zi)
r−1∏
i=1
Q+(yi)(Q+A˜);−1
)
p+−r∏
i=1
d zi d yi
=
∫
[Γ∞p+−1(κ+(ε))]
Y
(
p+−1∏
i=1
Q+(zi)(Q+A˜);−1
)
p+−1∏
i=1
d zi .
Setting ε = 0, it therefore follows that
[E, Y (A;−1)] = Y (EA;−1) .
Since E is a Virasoro homomorphism it then follows that
[E, Y (A;u)] = e(1−u)L−1 [E, Y (A;−1)]e(u−1)L−1
= Y (EA;u) .
Remark 4.18. The Frobenius operators E and F are only well defined on the kernels of the
screening operators Q+ and Q− respectively. Attempting to evaluate E and F on the Fock modules
Fr,s;n leads to poles in the deformation parameter ε.
Definition 4.19. For 1 ≤ r ≤ p+, 1 ≤ s ≤ p− and n ≥ 0, bases of the sectors V ±r,s;n ⊂ K±r,s;n in
terms of the Frobenius homomorphisms E and F are given by:
1. E basis
V +r,s:n =

⊕n
m=−nCEn+m|βp+,p−;−2n〉 r = p+, s = p−⊕n
m=−nCEn+m|βp+,s;−2n〉 r = p+, s 6= p−⊕n
m=−nCEn+mQ[p+−r]+ |βp+−r,p−;−2n−1〉 r 6= p+, s = p−⊕n
m=−nCEn+mQ[p+−r]+ |βp+−r,s;−2n−1〉 r 6= p+, s 6= p−
V −r,s:n =

⊕n+1
m=−nCEn+m|βp+,p−;−2n−1〉 r = p+, s = p−⊕n+1
m=−nCEn+m|βp+,s;−2n−1〉 r = p+, s 6= p−⊕n+1
m=−nCEn+mQ[p+−r]+ |βp+−r,p−;−2n−2〉 r 6= p+, s = p−⊕n+1
m=−nCEn+mQ[p+−r]+ |βp+−r,s;−2n−2〉 r 6= p+, s 6= p−
2. F basis
V +r,s:n =

⊕n
m=−nCF n−m|βp+,p−;2n〉 r = p+, s = p−⊕n
m=−nCF n−mQ[p−−s]− |βp+,p−−s;2n+1〉 r = p+, s 6= p−⊕n
m=−nCF n−m|βr,p−;2n〉 r 6= p+, s = p−⊕n
m=−nCF n−mQ[p−−s]− |βr,p−−s;2n+1〉 r 6= p+, s 6= p−
V −r,s:n =

⊕n+1
m=−nCF n−m+1|βp+,p−;2n+1〉 r = p+, s = p−⊕n+1
m=−nCF n−m+1Q[p−−s]− |βp+,p−−s;2n+2〉 r = p+, s 6= p−⊕n+1
m=−nCF n−m+1|βr,p−;2n+1〉 r 6= p+, s = p−⊕n+1
m=−nCF n−m+1Q[p−−s]− |βr,p−−s;2n+2〉 r 6= p+, s 6= p−
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5 The extended W -algebra Mp+,p−
In this section we apply the theory developed in the previous sections to analysing the extended
W -algebra Mp+,p− .
5.1 The algebra structure of Mp+,p−
Definition 5.1.
1. The extended W -algebraMp+,p− = (K+1,1, |0〉, T, Y ) is a subVOA of Vp+,p−, where the vacuum
vector, conformal vector and vertex operator map are those of Vp+,p−; and
K+1,1 = kerQ+ ∩ kerQ− ⊂ V +1,1 .
2. Let M(0)p+,p− =Mp+,p− ∩F1,1;0 = (K1,1;0, |0〉, T, Y ) be the restriction of Mp+,p− to its Heisen-
berg weight 0 subspace. Then M(0)p+,p− contains the vacuum and Virasoro states |0〉, T and
is a subVOA of Mp+,p−.
We specialise some of the notation of Section 4.
Definition 5.2.
1. For n ≥ 0 let
α+n = βp+−1,1;−2n−1 = α+ − (n+ 1)α ,
α−n = β1,p−−1;2n+1 = α− + (n+ 1)α ,
such that α−n = α
+
n
∨
. The conformal weight corresponding to these Heisenberg weights is
∆+1,1;n = hα±n = ((n+ 1)p+ − 1)((n+ 1)p− − 1) .
We abbreviate ∆+1,1;n as ∆n.
2. Let λ+n,m and λ
−
n,m be the conjugate partitions
λ+n,m = λ(n+m+1)p+−1,(n−m+1)p−−1
λ−n,m = λ(n−m+1)p−−1,(n+m+1)p+−1 ,
where λN,M = (M, . . . ,M) is the partition consisting of N copies of M .
3. For n ≥ 0 and −n ≤ m ≤ n let Wn,m be the basis of the soliton sector V +1,1;n given by
Wn,m = E
n+mQ[p+−1]+ |α+n 〉 .
Proposition 5.3. For 1 ≤ r < p+ and 1 ≤ s < p− the screening operators Q[r]+ and Q[s]− are
Mp+,p− homomorphisms, that is, for A ∈ K+1,1
[Q[r]+ , Y (A;w)] = 0 , [Q[s]− , Y (A;w)] = 0 .
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Proof. We show the Q+ case.
[Q[r]+ , Y (A;w)] = Resz=wQ[r]+ (z)Y (A;w) d z
= Resz=w
∫
[Γr(κ+)]
zr−1Y (
r−1∏
i=1
Q+((z − w)yi)Q+(z − w)A;w) d z d y1 · · · d yr−1
=
∫
[Γr(κ+)]
zr−1Y (
r−1∏
i=1
Q+((z − w)yi)(Q+A);w) d y1 · · · d yr−1 = 0 ,
since Q+A = 0. Note that we have suppressed total derivative terms in the yi coordinates. Note
that the vertex operator Y ( , ) is technically a generalised vertex operator in the sense of [43],
but this does not change how the calculation is performed.
Theorem 5.4. The extended W -algebra Mp+,p− is generated by the fields T (z), Y (W1,1; z) and
Y (W1,−1; z), while M(0)p+,p− is generated by the fields T (z) and Y (W1,0; z). Furthermore the VOAs
Mp+,p− and M(0)p+,p− satisfy:
1. The Frobenius homomorphisms E and F are derivations of the extended W -algebra Mp+,p−.
2. The module X+1,1 ⊂ K+1,1 is simple as anMp+,p−-module and is generated by the soliton vector
W0,0.
3. The quotient K+1,1/X+1,1 ∼= L(0) is a simpleMp+,p−-module on which Y (A; z) = 0 for A ∈ X+1,1.
4. The sequence
0 −→ X+1,1 −→ K+1,1 −→ L(0) −→ 0 ,
is an exact sequence of Mp+,p−-modules.
5. The module X1,1;0 is simple as anM(0)p+,p−-module and is generated by the soliton vector W0,0.
6. The quotient K1,1;0/X1,1;0 ∼= L(0) is a simple M(0)p+,p−-module on which Y (A; z) = 0 for
A ∈ X1,1;0.
7. The sequence
0 −→ X1,1;0 −→ K1,1;0 −→ L(0) −→ 0 ,
is an exact sequence of M(0)p+,p−-modules.
Remark 5.5. The modes of the fields T (z), Y (W1,1; z) and Y (W1,−1; z) generate all of Mp+,p−
by acting on the vacuum vector |0〉, however, the operator product expansion of Y (W1,1; z) with
Y (W1,−1; z) contains Y (W1,0; z) as one of its singular terms. Therefore T (z), Y (W1,1; z) and
Y (W1,−1; z) are what is sometimes referred to as weak generators while T (z), Y (W1,1; z), Y (W1,0; z)
and Y (W1,−1; z) are strong generators.
In order to prove the above Theorem we first state the following proposition.
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Proposition 5.6.
1. For n ≥ 0
W1,1[∆n −∆n+1]Wn,n = anWn+1,n+1 , W1,−1[∆n −∆n+1]Wn,−n = bnWn+1,−(n+1) ,
W1,1[∆n+1 −∆n]Wn+1,−(n+1) = cnWn,−n , W1,−1[∆n+1 −∆n]Wn+1,n+1 = dnWn,n ,
where an, bn, cn and dn are non-zero constants.
2. For m > ∆1 −∆0
W1,−1[m]W1,1 = 0 W1,1[m]W1,−1 = 0
Proof. Since up to multiplication by non-zero constants the Wn,±n are given by Q[p∓−1]∓ |α∓n 〉, 1. is
proven by showing that the matrix elements∫
[Γp∓−1(κ∓)]
〈α∓n+1|Q−(z1 + w) · · · Q−(zp∓−1 + w)Vα∓1 (w)|α
∓
n 〉
p∓−1∏
i=1
d zi ,
∫
[Γp∓−1(κ∓)]
〈α±n−1|Q−(z1 + w) · · · Q−(zp∓−1 + w)Vα∓1 (w)|α
±
n 〉
p∓−1∏
i=1
d zi ,
are non-zero. We detail how to evaluate one of these matrix elements. The rest follow in the same
way. ∫
[Γp−−1(κ−)]
〈α−n+1|Q−(z1 + w) · · · Q−(zp∓−1 + w)Vα−1 (w)|α
−
n 〉
p−−1∏
i=1
d zi ,
=
∫
[Γp−−1(κ−)]
∏
1≤i 6=j≤p−−1
(zi − zj)κ−
p−−1∏
i=1
z
(2−p−))κ−+1−3p+
i
×
p−1∏
i=1
(1 + zi
w
)2κ−−2(n+1)p+w2(n+1)p+p−−2p+
p−−1∏
i=1
d zi
zi
= w∆n+1−∆n−∆1Ξ2(n+1)p−−1(Qλ−2,1(x;κ+)) 6= 0 ,
where Ξ is the map described in Proposition 3.15.
2. follows from the fact that
W1,−1[m]|α−1 〉 = 0 W1,1[m]|α+1 〉 = 0
for m > ∆1 −∆0.
Proof of Theorem 5.4. 1. follows directly from Theorem 4.17. We prove the points 2. - 4. per-
taining to Mp+,p− , points 5. - 7. follow by the same methods.
2. Since W0,0 is a Virasoro descendant of the vacuum |0〉, proving thatMp+,p− is generated by
T (z), Y (W1,−1; z) and Y (W1,1; z), reduces to showing that all soliton vectors Wn,m can be reached
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by acting on W0,0 with the modes of Y (W1,−1; z) and Y (W1,1; z). We prove this by showing that
W1,−1[∆n−∆n±1]Wn,m and W1,1[∆n−∆n±1]Wn,m have non-zero contributions from Wn±1,m−1 and
Wn±1,m+1 respectively.
We show the W1,−1 case. Since FW1,−1 = 0, the derivation property of the Frobenius homo-
morphisms implies that Y (W1,−1; z) commutes with F . Therefore
Fm+n(W1,−1[∆n −∆n+1]Wn,m) = constWn+1,−(n+1) ,
which implies that W1,−1[∆n −∆n+1]Wn,m has non-zero contributions from Wn+1,m−1, similarly
W1,−1[∆n −∆n−1]Wn,m = constF n−mWn−1,n−1 ,
which implies that W1,−1[∆n −∆n−1]Wn,m has non-zero contributions from Wn−1,m−1.
3. and 4. Since K+1,1 and X+1,1 are Mp+,p−-modules their quotient K+1,1/X+1,1 ∼= L(0) is an
Mp+,p−-module on which all fields Y (A; z), A ∈ X+1,1 act trivially. Thus the sequence
0 −→ X+1,1 −→ K+1,1 −→ L(0) −→ 0 ,
is an exact sequence of Mp+,p−-modules.
Proposition 5.7. Let ωn(β) be the eigenvalues of the zero modes Wn,0[0] acting on the generating
state |β〉 ∈ Fβ for β ∈ C and n ≥ 0.
1. For n ≥ 0 the eigenvalue ωn(β) is a degree ∆n polynomial in β
ωn(β) = 〈β|Wn,0[0]|β〉 = const ·
(n+1)p+−1∏
i=1
(n+1)p−−1∏
j=1
(β − βi,j) .
2. For n ≥ 0 and hβ = 12β(β − α0) there exist polynomials gn(h) ∈ C[h] such that
gn(hβ) =
{
ωn(β) n even
ωn(β)
2 n odd
.
For n = 0, 1, 2 these polynomials are
g0(hβ) = ω0(β) = const ·
∏
[(i,j)]∈T
(hβ −∆i,j) ,
g1(hβ) = ω1(β)
2 = const ·
∏
[(i,j)]∈T
(hβ −∆i,j)4
p+−1∏
i=1
p−−1∏
j=1
(hβ −∆+i,j;0)2
p+−1∏
i=1
(hβ −∆+i,p−;0)2
p−−1∏
j=1
(hβ −∆+p+,j;0)2
(hβ −∆+p+,p−;0) ,
g2(hβ) = ω2(β) = const ·
∏
[(i,j)]∈T
(hβ −∆i,j)3
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p+−1∏
i=1
p−−1∏
j=1
(hβ −∆+i,j;0)2
p+−1∏
i=1
p−−1∏
j=1
(hβ −∆−i,j;0)
p+−1∏
i=1
(hβ −∆+i,p−;0)2
p+−1∏
i=1
(hβ −∆−i,p−;0)
p−−1∏
j=1
(hβ −∆+p+,j;0)2
p−−1∏
j=1
(hβ −∆−p+,j;0)
(hβ −∆+p+,p−;0)(hβ −∆−p+,p−;0) ,
where T is the Kac table and ∆r,s and ∆±r,s;0 are the conformal weights of Definition 4.13.
Proof. 1. can be expressed in terms of Jack polynomials and evaluated accordingly.∫
[Γ+
(n+1)p+−1]
w∆n〈β|Q+(z1 + w) · · · Q+(z(n+1)p+−1 + w)Vα+n (w)|β〉
(n+1)p+−1∏
i=1
d zi
= Ξα−β(Qλ+n,0(x;κ−)) =
(n+1)p+−1∏
i=1
(n+1)p−−1∏
j=1
β − βi,j
β(n+1)p+−i,1+j−(n+1)p−
,
where Ξ is the map described in Proposition 3.15.
2. follows from 1. by using the identity
(β − βi,j)(β − β−i,−j) = β2 − β(βi,j + β−i,−j) + βi,jβ−i,−j = 2(hβ − hi,j) .
5.2 The zero mode algebra and the c2-cofiniteness condition
In this section we will determine the structure of the zero mode algebra A0(Mp+,p−) and the
Poisson algebra p(Mp+,p−), as well as prove that Mp+,p− satisfies Zhu’s c2-cofiniteness condition.
Let A0 = A0(Mp+,p−). We will first compute relations for the zero mode algebra A0 and then
show that they imply that the Poisson algebra is finite dimensional and that therefore Mp+,p−
satisfies Zhu’s c2-cofiniteness condition.
Proposition 5.8.
1. The Mp+,p− derivations E and F induce derivations on A0.
2. The Mp+,p− anti-involution σ defines an anti-involution of A0 and A0(M(0)p+,p−). On A0 it
satisfies
σ([T ]) = [T ] σ([W1,m]) = −[W1,m]
for m = −1, 0, 1 and on A0(M(0)p+,p−)
σ([T ]) = [T ] σ([Wn,0]) = (−1)n[Wn,0] ,
for n ≥ 0.
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3. We have the following surjection onto the zero mode algebra A0 from a subspace of K+1,1
C[T ]⊕
1⊕
m=−1
C[T ] ∗W1,m → A0 ,
where C[T ] denotes polynomials in T with multiplication ∗.
4. We have the following surjection onto the zero mode algebra A0(M(0)p+,p−) from a subspace of
K1,1;0
C[T ]⊕
⊕
n≥1
C[T ] ∗Wn,0 → A0(M(0)p+,p−) ,
where C[T ] denotes polynomials in T with multiplication ∗.
Proof. 1. and 2. follow because they hold in U(Mp+,p−)[0] and descend to A0 and A0(M(0)p+,p−).
We prove 3. by using Zhu’s formulation of the zero mode algebra. It follows from Lemma 5.6
and Proposition 2.4 that for n ≥ 2
Wn,n = const ·W1,1[∆n−1 −∆n]Wn−1,n−1 ∈ O(Mp+,p−) .
By applying F multiple times to Wn,n we see that Wn,m ∈ O(Mp+,p−) for n ≥ 2 and −n ≤ m ≤ n.
From Proposition 2.4 it also follows that the image of L−n for n ≥ 3 satisfies
L−nA ∈ C[L−2, L−1, L0]A mod O(Mp+,p−) .
Since (L0 + L−1)A ∈ O(Mp+,p−) we therefore have the following surjection of vector spaces
C[L−2]|0〉 ⊕
1⊕
m=−1
C[L−2]W1,m −→ A0 .
Thus A0 is spanned by polynomials in T and polynomials in T times W1,m.
4. follows from the same arguments used to prove 3. and the decomposition of K1,1;0 as a U(L)
module.
Theorem 5.9.
1. The zero mode algebra A0 is finite dimensional and is generated by [T ], [W1,m], m = −1, 0, 1.
2. In the zero mode algebra A0(M(0)p+,p−) the Virasoro element satisfies the polynomial relations
gn([T ]) =
{
[Wn,0] n even
[Wn,0]
2 n odd
,
where n ≥ 0 and the the gi are the polynomials of Proposition 5.7.
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3. In the zero mode algebra A0 the Virasoro element satisfies the polynomials relations
[W0,0] = g0([T ]) [W1,0]
2 = g1([T ])
[W2,0] = g2([T ]) = 0 ,
where the gi are the polynomials of Proposition 5.7.
4. The products of the generators [W1,m], m = −1, 0, 1 are given by
· [W1,−1] [W1,0] [W1,1]
[W1,−1] 0 −f([T ])[W1,−1] −g1([T ])− f([T ])[W1,0]
[W1,0] f([T ])[W1,−1] g1([T ]) −f([T ])[W1,1]
[W1,1] −g1([T ]) + f([T ])[W1,0] f([T ])[W1,1] 0
where f is a degree less than ∆1/2 polynomial and g1 is that of Proposition 5.7.
5. The commutators of the generators [W1,m], m = −1, 0, 1 are given by
[[W1,0], [W1,1]] = −2f([T ])[W1,1] , [[W1,0], [W1,−1]] = 2f([T ])[W1,−1] ,
[[W1,1], [W1,−1]] = 2f([T ])[W1,0] ,
Proof. We first prove the polynomial relations of 2. Let k ≥ 0. Since
W2k+1,0 ∗W2k+1,0 ∈ U(L)|0〉 ⊕
m−1⊕
n=1
U(L)Wn,0 ,
where m is the smallest integer such that ∆m > 2∆2k+1, it follows that in A0(M(0)p+,p−)
[W2k+1,0]
2 = f
(2k+1)
0 ([T ]) +
m−1∑
n=1
f (2k+1)n ([T ])[Wn,0] ,
for some polynomials f
(2k+1)
n . Furthermore, since
W1,0[∆2k+1 −∆2k+2]W2k+1,0 = constW2k+2,0 +
2k+1⊕
n=0
U(L)Wn,0
lies in O(M(0)p+,p−), it follows that in A0(M(0)p+,p−)
[W2k+2,0] = f
(2k+2)
0 ([T ]) +
2k+1∑
n=1
f (2k+2)n ([T ])[Wn,0] ,
for some polynomials f
(2k+2)
n . Additionally, since σ([W2k+1,0]
2) = [W2k+1,0]
2 and σ([W2k+2,0]) =
[W2k+2,0], the polynomials f
2k+1
n , f
2k+2
n must vanish for n odd. Finally, it follows by induction in
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k that in A0(M(0)p+,p−) the elements [W2k+1,0]2 and [W2k+2,0] for k ≥ 0 are polynomials in [T ], since
W0,0 is a Virasoro descendant of the vacuum. The formulae for these polynomials follow from
Proposition 5.7.
Next we prove 3. The above calculations forA0(M(0)p+,p−) imply that inA0, [W0,0] = g0([T ]), [W1,0]2 =
g1([T ]), [W2,0] = g2([T ]) and since [W2,0] vanishes in A0, it follows that g2([T ]) = 0. The finite
dimensionality of A0 then follows from Proposition 5.8 and g2([T ]) = 0, thus proving 1.
Finally we prove 4. and 5. The relation [W1,±1]2 = 0 follows from the fact that W1,±1∗W1,±1 = 0
in K+1,1. To show the relation for [W1,0] · [W1,−1] recall that
W1,0 ∗W1,−1 ∈ U(L)W1,−1 .
This implies that in A0
[W1,0] · [W1,−1] = f([T ])[W1,−1] .
for some degree less than ∆1/2 polynomial f . We take this to be the polynomial f in the theorem.
The remaining relations follow by the application of E and σ to the above relations.
Theorem 5.10.
1. The Poisson algebra p(Mp+,p−) is finite dimensional and Mp+,p− therefore satisfies Zhu’s
c2-cofiniteness condition.
2. As a commutative algebra p(Mp+,p−) is generated by [T ]p and [W1,m]p, m = −1, 0, 1.
3. The maps E and F act as derivations on p(Mp+,p−).
4.
[W1,±1]2p = 0
[W1,1]p · [W1,−1]p = −[W1,0]2p
[W1,0]
2
p = const ·[T ]∆1p
Proof. 2. and 3. follow directly from Theorem 5.4.
The first relation of 4. follows from
W1,±1[−∆1]W1,±1 = 0 .
The second relation follows by applying E2 to [W1,−1]2p = 0. The third relation is a consequence
of Proposition 2.11 which implies that the relation [W1,0]
2 = g1([T ]) in A0 becomes
[W1,0]
2 = const ·[T ]∆1
in Gr∆1(A0) and therefore the same relation follows in p(Mp+,p−).
The Poisson algebra p(Mp+,p−) is finite dimensional because it is finitely generated and all of
its generators are nilpotent, thus proving 1.
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5.3 Classification of simple Mp+,p− modules
In this section we classify all simple modules of both the zero mode algebra A0 and of the VOA
Mp+,p− . We will see that all simple Mp+,p−-modules are either isomorphic to minimal model
modules L[r,s] or submodules of the lattice modules V
±
r,s.
Proposition 5.11. Let K±r,s and X±r,s be the Virasoro modules of Proposition 4.14, where 1 ≤ r ≤
p+, 1 ≤ s ≤ p−.
1. The K±r,s and X±r,s are Mp+,p−-modules.
2. The X±r,s are simple Mp+,p−-modules for 1 ≤ r ≤ p+, 1 ≤ s ≤ p−.
3. For 1 ≤ r < p+, 1 ≤ s < p− the modules K+r,s satisfy the exact sequences
0→ X+r,s → K+r,s → L[r,s] → 0 ,
where the arrows are Mp+,p−-homomorphisms and
L[r,s] = L[p+−r,p−−s] = K+r,s/X+r,s = L(∆r,s)
are the simple modules of the minimal model VOA MinVircp+,p− .
4. For 1 ≤ r ≤ p+, 1 ≤ s ≤ p− the spaces of least conformal weight K+r,s[∆r,s] and X+r,s[∆+r,s;0] of
K+r,s and X+r,s are one dimensional and the zero modes W1,m[0],m = −1, 0, 1 act trivially. The
spaces of least conformal weight K−r,s[∆−r,s;0] = X−r,s[∆−r,s;0] of K−r,s = X−r,s are two dimensional
and the zero modes W1,m[0],m = −1, 0, 1 act non-trivially.
Proof. The fact that K±r,s and X±r,s areMp+,p−-modules follows analogously to the proof of Theorem
5.4 by showing that Y (W1,±1; z) act transitively on the soliton vectors. This then also implies that
the X±r,s are simple.
The L[r,s] areMp+,p−-modules, because they are quotients ofMp+,p−-modules. They are simple,
because they are already simple as Virasoro modules.
The spaces of least conformal weight of K+r,s are just C|βr,s:0〉 while for X±r,s they are the soliton
sectors V ±r,s:0.
For a simple Mp+,p−-module M let M be its corresponding simple A0-module.
Proposition 5.12. The simple modules of the zero mode algebra corresponding to the simple
Mp+,p−-modules of Proposition 5.11 have the following structure:
1. For 1 ≤ r < p+, 1 ≤ s < p− the simple A0-modules L[r,s] = L[p+−r,p−−s] are 1-dimensional.
The Virasoro [T ] element acts as ∆r,s · id, while the [W1,m] act trivially.
2. For 1 ≤ r < p+, 1 ≤ s < p−, the simple A0-modules X+r,s are 1-dimensional. The [W1,m] act
trivially, while the Virasoro element acts as
[T ] = ∆+r,s;0 · id .
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3. For 1 ≤ r < p+, 1 ≤ s < p−, the simple A0-modules X−r,s are 2-dimensional. Let v± be a
basis such that
v− = [W1,−1]v+ ,
then
[T ]v± = ∆−r,s;0v±
[W1,0]v± = ∓f([T ])v±
and ∆−r,s;0 is not a root of f .
Proof. Recall the structure of the K±r,s and X±r,s as laid out in Proposition 4.14.
1. For 1 ≤ r < p+, 1 ≤ s < p− the factorisation of ω1(β) in Proposition 5.7 contains a factor
hβ − ∆r,s. Therefore the A0 generator [W1,0] acts trivially on L[r,s]. By applying E and F
one sees that [W1,±1] must also act trivially. Thus [T ] is the only generator of A0 that acts
non-trivially on L[r,s] and it acts by multiplying by the conformal weight ∆r,s.
2. The case for X+r,s follows in the same way as for L[r,s].
3. For 1 ≤ r ≤ p+, 1 ≤ s ≤ p−, the zero modes W1,m[0],m = −1, 0, 1 act non-trivially on the
two dimensional soliton sector V −r,s;0 ⊂ X−r,s. Therefore there exits a basis v± of X−r,s such that
v− = [W1,−1]v+ v+ = const[W1,1]v−.
It then follows from the relations of A0 and the conformal weight of V
−
r,s;0 that
[T ]v± = ∆−r,s;0v±
[W1,0]v± = ∓f([T ])v± .
Since [W1,0] acts non-trivially on X−r,s, the conformal weight ∆
−
r,s;0 cannot be a root of f(hβ).
Theorem 5.13. The list of 2p+p− + (p+ − 1)(p− − 1)/2 simple Mp+,p−-modules and simple A0-
modules of Propositions 5.11 and 5.12 are a full classification of all simple Mp+,p−- and A0-
modules.
Proof. From Theorem 5.9 we know that g2([T ]) = 0 in A0. Therefore the minimal polynomial of
[T ] must divide g2([T ]), that is the conformal weight of any simple A0-module must be a root of
g2(hβ). The list of simple A0-modules in Proposition 5.12 gives one example of a simple A0-module
for every root of g2(hβ). What remains to be shown is that there exist no other inequivalent simple
A0-modules with the same conformal weights as those listed above.
Consider a simple A0-module M with conformal weight ∆r,s or ∆
+
r,s;0. By the polynomial
relations between [T ] and [W1,0] in Theorem 5.9, the generator [W1,0] must act trivially on M and
hence [W1,±1] must also act trivially. Therefore the image of of A0 in End (M) is a commutative
algebra generated by [T ]. Since finite dimensional simple modules of commutative algebras are 1
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dimensional, it follows that M is 1 dimensional and therefore included in the list in Proposition
5.12.
Consider a simple A0-module M with conformal weight ∆
−
r,s;0. By the polynomial relations
between [T ] and [W1,0] in Theorem 5.9, the generator [W1,0] must act non-trivially on M and
hence also [W1,±1]. By Proposition 5.12, it also follows that f(∆−r,s;0) 6= 0. Thus the image of A0
in End(M) contains the Lie algebra sl2 with generators
H =
1
f(∆−r,s;0)
[W1,0], E =
1√
2f(∆−r,s;0)
[W1,−1], F =
−1√
2f(∆−r,s;0)
[W1,1],
and M must therefore be a simple finite dimensional sl2 module. Since E and F are non-trivial
but E2 = 0 and F2 = 0, it follows that M must be the 2 dimensional simple sl2 module and is
therefore included in the list in Proposition 5.12.
5.4 The Whittaker category Mp+,p−-Whitt-mod
Let Mp+,p−-mod be the category of left Mp+,p−-modules. Then in the sense of abelian categories
any object M ofMp+,p−-mod has a finite Jordan-Ho¨lder composition series and the simple objects
of Mp+,p−-mod are given by
{L[r,s]|1 ≤ r < p+, 1 ≤ s < p−} ∪ {X±r,s|1 ≤ r ≤ p+, 1 ≤ s ≤ p−} .
Definition 5.14. We define the full subcategoryMp+,p−-Whitt-mod ofMp+,p−-mod as the category
of all objects M ∈Mp+,p−-mod such that the composition series of M only contains simple objects
in
{X±r,s|1 ≤ r ≤ p+, 1 ≤ s ≤ p−} .
We call the category Mp+,p−-Whitt-mod the Whittaker category of Mp+,p−-mod and the objects
of Mp+,p−-Whitt-mod Whittaker Mp+,p−-modules.
The full subcategory Mp+,p−-Whitt-mod has properties crucial to developing the conformal
field theory associated to Mp+,p− .
6 Concluding remarks and further problems
Since the VOA Mp+,p− satisfies the c2-cofiniteness condition, one can develop the conformal field
theory over general Riemann surfaces associated to Mp+,p− . A paper on this subject is being
prepared by the first author together with Y. Hashimoto [44].
We have some conjectures regarding the conformal field theory over general Riemann surfaces
associated toMp+,p− . By considering the conformal field theory on the Riemann sphere associated
to Mp+,p− , the fusion tensor product ⊗˙ induces the structure of a braided monoidal category on
Mp+,p−-mod. However, as was noted in [45], this fusion tensor product is not exact on Mp+,p−-
mod. We conjecture the following:
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1. The full abelian subcategory Virmin ⊂Mp+,p−-mod, generated by the simple modules
{L[r,s] = |1 ≤ r < p+, 1 ≤ s < p−}
forms a tensor ideal in Mp+,p−-mod . Thus Mp+,p−-Whitt-mod is endowed with a quotient
braided monoidal structure (Mp+,p−-Whitt-mod, ⊗˙).
2. The category (Mp+,p−-Whitt-mod, ⊗˙) is rigid as a monoidal category.
3. In their seminal paper [18] Feigin, Gainutdinov, Semikhatov and Tipunin defined the quan-
tum group gp+,p− – a finite dimensional complex Hopf algebra. They determined all simple
modules of gp+,p− and their projective covers. There are exactly 2p+p− simple modules,
which is also the number of simple objects in Mp+,p−-Whitt-mod. The Hopf algebra gp+,p−
is not quasi-triangular, nevertheless, we expect the monoidal category (gp+,p−-mod, ⊗˙) to be
braided. Since gp+,p− is a Hopf algebra, (gp+,p−-mod, ⊗˙) is a rigid monoidal category. We
conjecture that
(Mp+,p−-Whitt-mod, ⊗˙) ∼= (gp+,p−-mod, ⊗˙)
as braided monoidal categories.1
4. In [18] it was also shown that the centre Z(gp+,p−) of gp+,p− is
1
2
(3p+−1)(3p−−1) dimensional
and carries the structure of a SL(2,Z)-module. The space of vacuum amplitudes ofMp+,p−-
mod on the torus also carries an SL(2,Z) action. Explaining the relation between these two
SL(2,Z) modules will be an important future problem.
5. For any rank ` simple Lie algebra g of ADE type, we fix coprime positive integers p+, p− ≥
h = h∨, where h is the Coxeter number of g. By using free bosons and 2` screening operators,
one can define an extended W algebra of type g, which we call Mp+,p−(g). When g = sl2,
then Mp+,p−(sl2) is just Mp+,p− , the VOA considered in this paper. We conjecture that
Mp+,p−(g) satisfies Zhu’s c2-cofiniteness condition and that one can construct Frobenius
homomorphisms Ei, Fi, i = 1, . . . , ` subject to relations that are similar to those encountered
in the case g = sl2.
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