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1. Introduction
As mentioned in the abundant literature of convex analysis, convexity plays a vital role in many pure and applied
mathematical problems; see, e.g., [1–17] and the references therein. In recent years, many scholars have characterized the
different classes of generalized convex functions and have addressed their important properties [1–17]. Also, one of the
most characteristic features of modern variational analysis is the intrinsic presence of nonsmoothness, i.e., the necessity to
deal with nondifferentiable functions, sets with nonsmooth boundaries, and set-valuedmappings. The notion of generalized
differentiation plays a fundamental role in modern variational analysis [18–20,5,6]. One class of the important generalized
differentials is that of limiting subdifferentials in Hilbert spaces.
An important generalization of convexity is invexity, first introduced by Hanson [1]. More recently, characterizations
and applications for generalized invexity have been studied by many authors; see [21,22,1,2,15–17] and references therein.
In some recently published papers [10–14], Soleimani-damaneh has provided some results in invexity analysis. Also in
another paper [9], he has studied the relations between quasi-convexity and pseudo-convexity of a nonsmooth function by
means of limiting subdifferentials in Rn. Jabarootian and Zafarani [2] researched the relations between generalized invexity
of a nondifferentiable function and generalized monotonicity of its Clarke generalized subdifferential mapping. Fan [21]
generalized some results of [2,9], using the properties of limiting subdifferentials in Rn. In this paper, it will be shown that
two of the main results of Fan [21] seem invalid, and the remaining ones can be proved under any separable Hilbert space,
rather thanRn. In addition, some further results are established, which provide some other characterizations for generalized
invexity and generalized monotonicity under separable Hilbert spaces.
The rest of the paper unfolds as follows: Section 2 contains some preliminaries and basic definitions; Section 3 provides
two counterexamples; Section 4 gives some extensions for the results established in [21,9]; and finally Section 5 provides
some other characterizations for invexity and monotonicity.
2. Preliminaries
Let H be a real Hilbert space and let D be a nonempty subset of H . Suppose that x is a point not lying in D. Suppose further
that there exists a point s in Dwhose distance to x is minimal. Then s is called the projection of x onto D. The set of all such
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projections is named as the metric projection of x onto D and is denoted byMD(x). Hence
MD(x) = {s ∈ D : ‖x− s‖ ≤ ‖x− y‖ for all y ∈ D}.
The vector x − s determines what we will call a proximal normal direction to D at s. Any nonnegative multiple ζ =
λ(x− s), λ ≥ 0, of the proximal normal direction is called a proximal normal to D at s. Hence the proximal normal cone to
D at s ∈ D is given by
NPD(s) = {ζ ∈ H : ∃(λ ≥ 0, x ∈ H \ D) such that s ∈MD(x) & ζ = λ(x− s)}.
Suppose that s ∈ D such that s 6∈ MD(x) for all x 6∈ D (for instance, suppose that s ∈ intD), then we define NPD(s) = {0}.
When s 6∈ D then NPD(s) remains undefined.
A vector ζ ∈ H is said to be a proximal subgradient of h : S ⊆ H −→ R at x ∈ S if
(ζ ,−1) ∈ NPepi h(x, h(x)),
where
epi h = {(x, z) : z ≥ h(x)} ⊆ S × R.
The set of all proximal subgradient vectors of h at x is denoted by ∂Ph(x) and is referred to as the proximal subdifferential
[18,19]. The function h : R −→ R defined by h(x) = −|x| is a simple example of a continuous function having ∂Ph(0) = ∅.
Hence, there may exist some points x, in domain of h such that ∂Ph(x) = ∅. Hence, we define the notion of limiting
subdifferentials as follows. In the following definition ‘‘wlim’’ stands for ‘‘lim’’ in the weak topology.
Definition 2.1 ([18,19]). A vector d ∈ H is a limiting subdifferential vector of f : S ⊆ H −→ R at x ∈ S if there exist two
sequences {ζi} ⊆ H and {xi} ⊆ S such that ζi ∈ ∂P f (xi), d = wlim ζi, xi −→ x, and f (xi) −→ f (x).
The set of all limiting subdifferential vectors of f at x is denoted by ∂Lf (x), i.e.,
∂Lf (x) = {wlim ζi : ζi ∈ ∂P f (xi), xi −→ x, f (xi) −→ f (x)}.
The following results concern the closedness and boundedness property of ∂L(.). In Theorem 2.1, a further condition on H
(being separable) is required.We recall that a normed vector space is separable if it has a dense countable subset. It is known
that a Hilbert space is separable if and only if it has a countable orthogonal basis. Hence Theorem 2.1 is valid when H = Rn.
Theorem 2.3 is a generalization of the mean value theorem in classic analysis in the presence of limiting subdifferentials.
The proofs of the next three theorems can be found in [18,19].
Theorem 2.1. Let H be separable, and function f : S ⊆ H −→ R be Lipschitz near x ∈ S. Then ∂Lf (x) is nonempty and weakly
closed. In fact, if xi −→ x, di ∈ ∂Lf (xi), and di w−→ d, then d ∈ ∂Lf (x).
Theorem 2.2. If f is Lipschitz near x with the Lipschitzian constant K , then the set of all limiting subdifferential vectors of f at x
is bounded by K .
Theorem 2.3 (Mean Value Theorem). Let function f be locally Lipschitz on a neighborhood of line segment [x, y]. Then for every
 > 0 there exists a point z in the -neighborhood of [x, y] and ζ ∈ ∂P f (z) such that
f (y)− f (x) ≤ 〈ζ , y− x〉 + .
We follow by introducing the notions of nonsmooth (pre) invex functions, monotone set-valued mappings, and their
generalizations in Hilbert spaces. Recall that S ⊆ H is said to be an invex set with respect to mapping η : S × S −→ H , if
u+ λη(x, u) ∈ S for each x, u ∈ S and each λ ∈ [0, 1]. (see [1,2]).
Note. Hereafter, unless otherwise specified, we assume that S ⊆ H is a nonempty open invex set with respect to mapping
η : S× S −→ H . Also f : S −→ R is a locally Lipschitz (Lipschitz continuous) function on S ⊆ H , where H is a real separable
Hilbert space.
The following definitions are extensions of those studied in [21,9].
Definition 2.2. f is said to be
(i) preinvex with respect to η on S if for any x, u ∈ S and any λ ∈ [0, 1],
f (u+ λη(x, u)) ≤ λf (x)+ (1− λ)f (u);
(ii) quasi-preinvex with respect to η on S if for any x, u ∈ S and any λ ∈ [0, 1],
f (x) ≤ f (u) H⇒ f (u+ λη(x, u)) ≤ f (u);
(iii) strictly-quasi-preinvex with respect to η on S if for any x, u ∈ S and any λ ∈ (0, 1),
f (x) < f (u) H⇒ f (u+ λη(x, u)) < f (u).
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Definition 2.3. f is said to be
(i) invex with respect to η on S if for any x, u ∈ S and any d ∈ ∂Lf (x),
f (u)− f (x) ≥ 〈d, η(u, x)〉;
(ii) weakly-invex with respect to η on S if for any x, u ∈ S, there exists d ∈ ∂Lf (x) such that
f (u)− f (x) ≥ 〈d, η(u, x)〉;
(iii) quasi-invex with respect to η on S if for any x, u ∈ S,
f (u) ≤ f (x) H⇒ 〈d, η(u, x)〉 ≤ 0, ∀d ∈ ∂Lf (x);
(iv) weakly-quasi-invex with respect to η on S if for any x, u ∈ S,
f (u) ≤ f (x) H⇒ 〈d, η(u, x)〉 ≤ 0, ∃ d ∈ ∂Lf (x);
(v) pseudo-invex with respect to η on S if for any x, u ∈ S,
〈d, η(u, x)〉 ≥ 0, ∃ d ∈ ∂Lf (x) H⇒ f (u) ≥ f (x);
(vi) strictly-pseudo-invex with respect to η on S if for any x, u ∈ S with x 6= u,
〈d, η(u, x)〉 ≥ 0, ∃ d ∈ ∂Lf (x) H⇒ f (u) > f (x).
Definition 2.4. A set-valued mapping F : S −→ 2H is said to be
(i) monotone with respect to η on S if for any x, u ∈ S and any d ∈ F(x), d1 ∈ F(u),
〈d1, η(x, u)〉 + 〈d, η(u, x)〉 ≤ 0;
(ii) quasi-monotone with respect to η on S if for any x, u ∈ S and any d ∈ F(x), d1 ∈ F(u),
〈d1, η(x, u)〉 > 0 H⇒ 〈d, η(u, x)〉 ≤ 0;
(iii) pseudo-monotone with respect to η on S if for any x, u ∈ S and any d ∈ F(x), d1 ∈ F(u),
〈d1, η(x, u)〉 ≥ 0 H⇒ 〈d, η(u, x)〉 ≤ 0;
(iv) strictly-pseudo-monotone with respect to η on S if for any x, u ∈ S with x 6= u and any d ∈ F(x), d1 ∈ F(u),
〈d1, η(x, u)〉 ≥ 0 H⇒ 〈d, η(u, x)〉 < 0.
In some of the results of the paper, we need to consider some further assumptions on η. These assumptions are known
in invexity literature [21,2]:
(A) for any x, u ∈ S and any λ ∈ [0, 1],{
η(x, u+ λη(x, u)) = (1− λ)η(x, u),
η(u, u+ λη(x, u)) = −λη(x, u);
(B) f (x+ η(u, x)) ≤ f (u); ∀x, u,∈ S;
(C) f (x+ η(u, x)) ≤ max{f (x), f (u)}, ∀x, u,∈ S.
Remark 2.1. Recently, Yang et al. [16] have shown that if η satisfies assumption (A), then
η(x+ λη(u, x), x) = λη(u, x), ∀x, u ∈ S, λ ∈ [0, 1].
Proposition 2.1. Assumption (B) always implies assumption (C) ; and if f is invex, weakly-invex, pseudo-invex, or strictly-
pseudo-invex with respect to η on S, then assumption (A) implies assumption (B).
Proof. The first part of the proposition is derived easily. To prove the second part, setting λ = 1, by assumption (A) we have
η(u, x+ η(u, x)) = 0.
If f is invex or weakly-invex, we have
f (u)− f (x+ η(u, x)) ≥ 〈d, η(u, x+ η(u, x))〉 = 0,
for some d ∈ ∂Lf (x+ η(u, x)), which leads to assumption (B). Also, if f is pseudo-invex or strictly-pseudo-invex, we have
f (u) ≥ f (x+ η(u, x)),
because
〈d, η(u, x+ η(u, x))〉 = 〈d, 0〉 = 0,
for each d ∈ ∂Lf (x+ η(u, x)). 
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3. Counterexamples
Theorem 4.2 in [21] is as follows:
Theorem 3.1. Suppose that η satisfies assumption (A). If f is quasi-invex with respect to η on S, then it is strictly-quasi-preinvex
with respect to the same η on S.
Although Fan [21] stated that the above theorem is an extension of [9, Theorem 3.2], there is no relation between these
two theorems. The following counterexample shows that the above theorem, [21, Theorem 4.2], is not valid.
Example 3.1. Consider S = (−1, 1) ⊆ R. It is clear that S is open and invex with respect to η : S × S −→ R, defined by
η(x, u) = x− u. Also, η satisfies assumption (A). Now consider function f : S −→ R, defined by
f (x) =
{
0, if x ∈ (−1, 0]
−x2, if x ∈ (0, 1).
It is not difficult to show that f is Lipschitz on S with a Lipschitzian constant equal to 2. Now we show that f is quasi-invex
with respect to η on S. To this end, consider two arbitrary x, u ∈ S = (−1, 1) such that f (u) ≤ f (x). Therefore, regrading
the definition of f , there are two possible cases:
case 1. x ∈ (−1, 0],
case 2. x, u ∈ (0, 1).
In case 1, we have ∂Lf (x) = {0} and hence 〈d, η(u, x)〉 ≤ 0, for each d ∈ ∂Lf (x). Note that the above-defined f is
differentiable and hence ∂Lf (y) = {f ′(y)} for each y ∈ S.
In case 2, we have ∂Lf (x) = {−2x} and
f (u) ≤ f (x) H⇒ −u2 ≤ −x2 H⇒ u ≥ x.
Therefore in case 2,
〈d, η(u, x)〉 = −2x(u− x) ≤ 0,
for each d ∈ ∂Lf (x).
So far, we have shown that f is quasi-invex with respect to η on S. But in what follows we show that f is not strictly-
quasi-preinvex with respect to the same η on S. To show this, consider x = 12 , u = −12 , and λ = 12 . We have
f (u) = 0 > f (x) = −1
4
,
while
f (u+ λη(x, u)) = f (0) = 0 ≥ f (u).
Thus, the above-defined f : S = (−1, 1) −→ R is quasi-invex with respect to the above-defined η on S, while it is not
strictly-quasi-preinvex with respect to the same η on S.
The above counterexample shows that Theorem 3.1, [21, Theorem 4.2], is not valid. In fact, there is a technical error in
the proof of [21, Theorem 4.2]. In the proof of [21, Theorem 4.2], Fan stated that
lim
µ−→0 f (xλ + µη(x, xλ)) ≥ f (y),
implies that there exists δ ∈ (0, 1) such that
f (xλ + µη(x, xλ)) ≥ f (y),
for each µ ∈ [0, δ], while this conclusion cannot be drawn. In fact, it is valid only when
lim
µ−→0 f (xλ + µη(x, xλ)) > f (y).
Part (ii) of Theorem 5.2 in [21] is as follows. Note that in the present paper we have omitted the expression ‘‘invariant’’
when defining the concept of monotonicity and its generalizations, for simplicity in writing.
Theorem 3.2. If ∂Lf is quasi-monotone with respect to η on S, and f and η satisfy assumption (A) and (C), then f is strictly-
quasi-preinvex with respect to the same η on S.
The following counterexample shows that Theorem 3.2, [21, part (ii) of Theorem 5.2], is not valid.
Example 3.2. Consider S = (−1, 1) ⊆ R. It is clear that S is open and invex with respect to η : S × S −→ R, defined by
η(x, u) = x− u. Now consider function f : S −→ R, defined by
f (x) =
{
0, if x ∈ (−1, 0]
−x2, if x ∈ (0, 1).
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It is not difficult to show that f is Lipschitz on S with a Lipschitzian constant equal to 2, and f and η satisfy assumptions (A)
and (C). In Example 3.1, it was shown that f is quasi-invex with respect to η on S. Hence, by part (i) of Theorem 5.2 in [21],
∂Lf is quasi-monotone with respect to η on S. But f is not strictly-quasi-preinvex with respect to the same η on S, as has
been shown in Example 3.1.
Example 3.2 shows that Theorem3.2, [21, part (ii) of Theorem5.2], is not valid. In fact, there is a technical error in the proof
of [21, part (ii) of Theorem 5.2]. At the beginning of the proof of [21, part (ii) of Theorem 5.2] Fan assumed, by contradiction,
that there exist x, y ∈ S and λ ∈ (0, 1) such that f (y) < f (x) and f (y + λη(x, y)) ≥ f (x). This assumption is not valid (or
sufficient) regarding the definition of strictly-quasi-preinvexity. Indeed, Fan should have assumed that there exist x, y ∈ S
and λ ∈ (0, 1) such that f (y) < f (x) and f (x+ λη(y, x)) ≥ f (x). However, even this assumption cannot lead to the desired
implication.
Theorems 4.3 and 4.6 of the next section in the present paper correct and generalize the two above-mentioned theorems
of [21].
4. Extension
In this section, it is shown that the results established in [21,9] can be generalized under any real separable Hilbert space,
rather thanRn. Theorem4.1 generalizes Theorems 3.1 and 3.2 in [21]. Comparing part (ii) of Theorem4.1 in the present paper
and Theorem 3.2 in [21] (or surveying the proof of [21, Theorem 3.2]) shows that the assumption ‘‘η satisfies assumption
(A)’’ of Theorem 3.2 in [21] is redundant.
Theorem 4.1. Suppose that η satisfies assumption (A). If f is invexwith respect to η on S, then f is preinvexwith respect to η on S.
(ii) If f is preinvex with respect to η on S, then f is weakly-invex with respect to η on S.
Proof. (i) Considering x, u ∈ S and λ ∈ (0, 1), regarding assumption (A) and the invexity hypothesis on S and f , we have
f (u)− f (x+ λη(u, x)) ≥ 〈d, η(u, x+ λη(u, x))〉 = (1− λ)〈d, η(u, x)〉,
f (x)− f (x+ λη(u, x)) ≥ 〈d, η(x, x+ λη(u, x))〉 = −λ〈d, η(u, x)〉,
for any d ∈ ∂Lf (x + λη(u, x)). Multiplying two above relations by λ and 1 − λ, respectively, and adding the resulted
inequalities imply
f (x+ λη(u, x)) ≤ λf (u)+ (1− λ)f (x),
which completes the proof.
(ii) Suppose that x, u ∈ S. If η(u, x) = 0, then the implication is derived easily. Thus suppose that η(u, x) 6= 0. By preinvexity,
we have
f (x+ λη(u, x))− f (x)
λ
≤ f (u)− f (x),
for each λ ∈ (0, 1). Since f is locally Lipschitz, there exists a θ > 0 such that f is Lipschitz on a neighborhood of
[x+ λη(u, x), x] for each λ ∈ (0, θ¯ ), where
θ¯ = min
{
1,
θ
2η(u, x)
}
.
Therefore, by Theorem 2.3, for each  > 0 there exists a z,λ in the -neighborhood of line segment [x + λη(u, x), x] and a
ζ,λ ∈ ∂P f (z,λ) such that
f (x)− f (x+ λη(u, x))
λ
≤ 〈ζ,λ,−η(u, x)〉 + 
λ
.
Thus
〈ζ,λ, η(u, x)〉 − 
λ
≤ f (u)− f (x),
for each λ ∈ (0, θ¯ ). Now if  ↓ 0, then the sequence {z,λ} has a subsequence, say {z¯,λ}, such that z¯,λ −→ xˆλ where
xˆλ belongs to the line segment [x + λη(u, x), x]. Let the subsequence of {ζ,λ} which is corresponding to {z¯,λ} be denoted
by {ζ¯,λ}. This subsequence is bounded with regard to Theorem 2.2, and hence it has a weak convergent subsequence, say
{ ¯¯ζ ,λ}, where ¯¯ζ ,λ w−→ dˆλ. By Theorem 2.1, we get dˆλ ∈ ∂Lf (xˆλ). Therefore, by  ↓ 0, we have
f (u)− f (x) ≥ 〈dˆλ, η(u, x)〉.
Now if λ ↓ 0, then xˆλ −→ x and regarding the above discussions without loss of generality we can assume that dˆλ w−→ d,
where d ∈ ∂Lf (x) by Theorems 2.1 and 2.2. Therefore
f (u)− f (x) ≥ 〈d, η(u, x)〉,
for some d ∈ ∂Lf (x), and the proof is complete. 
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The following theorem extends [9, Theorem 3.1] as well as [21, Theorem 4.1].
Theorem 4.2. If f is quasi-preinvex with respect to η on S, then f is weakly-quasi-invex with respect to η on S.
Proof. Suppose that u, x ∈ S and f (u) ≤ f (x). If η(u, x) = 0, then the implication is derived simply. Thus suppose that
η(u, x) 6= 0. By quasi-preinvexity, we have
f (x)− f (x+ λη(u, x)) ≥ 0,
for each λ ∈ (0, 1). Since f is locally Lipschitz, there exists a θ > 0 such that f is Lipschitz on a neighborhood of
[x+ λη(u, x), x] for each λ ∈ (0, θ¯ ), where
θ¯ = min
{
1,
θ
2η(u, x)
}
.
Therefore, by Theorem 2.3, for each  > 0 there exists a z,λ in the -neighborhood of line segment [x + λη(u, x), x] and a
ζ,λ ∈ ∂P f (z,λ) such that
0 ≤ f (x)− f (x+ λη(u, x)) ≤ −λ〈ζ,λ, η(u, x)〉 + .
Hence
〈ζ,λ, η(u, x)〉 ≤ 
λ
.
Now if  ↓ 0, then the sequence {z,λ} has a subsequence, say {z¯,λ}, such that z¯,λ −→ xˆλ where xˆλ belongs to the
line segment [x + λη(u, x), x]. Let the subsequence of {ζ,λ} which is corresponding to {z¯,λ} be denoted by {ζ¯,λ}. This
subsequence is bounded with regard to Theorem 2.2, and hence it has a weak convergent subsequence, say { ¯¯ζ ,λ}, where¯¯ζ ,λ w−→ dˆλ. By Theorem 2.1, we get dˆλ ∈ ∂Lf (xˆλ). Therefore, by  ↓ 0, we have
〈dˆλ, η(u, x)〉 ≤ 0.
Now if λ ↓ 0, then xˆλ −→ x and regarding the above discussions without loss of generality we can assume that dˆλ w−→ d,
where d ∈ ∂Lf (x) by Theorems 2.1 and 2.2. Therefore
〈d, η(u, x)〉 ≤ 0,
for some d ∈ ∂Lf (x), and the proof is complete. 
The following theorem corrects [21, Theorem 4.2] and generalizes [9, Theorem 3.2]. The assumption of the following
theorem shows that replacing the assumption ‘‘being locally Lipschitz’’ with ‘‘being Lipschitz’’ in [9, Theorem 3.2] is more
exact.
Theorem 4.3. Suppose that f is Lipschitz and η satisfies assumption (A). If f is quasi-invex with respect to η on S, then f is
quasi-preinvex with respect to η on S.
Proof. By contradiction suppose that f is not quasi-preinvex, and there exist x, u ∈ S and a λ ∈ (0, 1) such that f (x) ≤ f (u)
and
f (u+ λη(x, u)) > f (u).
Setting x¯ = u + λη(x, u), we get f (x¯) > f (u). Since f is Lipschitz, it is continuous on S and hence there exists a δ1 ∈ (0, 1)
such that
f (u+ θ(x¯− u)) > f (u),
for each θ ∈ [δ1, 1], and
f (x¯) > f (u+ δ1(x¯− u)).
Hence, setting δ = λδ1, we have δ ∈ (0, λ),
f (u+ µη(x, u)) > f (u),
for each µ ∈ [δ, λ], and
f (x¯) > f (u+ δη(x, u)).
Since f is Lipschitz on a neighborhood of [u + δη(x, u), x¯], by Theorem 2.3, for each  > 0 there exists a z in the
-neighborhood of line segment [u+ δη(x, u), x¯] and a ζ ∈ ∂P f (z) such that
f (x¯)− f (u+ δη(x, u)) ≤ 〈ζ, x¯− (u+ δη(x, u))〉 +  = (λ− δ)〈ζ, η(x, u)〉 + .
Now if  ↓ 0, then the sequence {z} has a subsequence, say {z¯}, such that z¯ −→ xˆ where xˆ belongs to the line segment
[u+δη(x, u), x¯]. Let the subsequence of {ζ}which is corresponding to {z¯} be denoted by {ζ¯}. This subsequence is bounded
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with regard to Theorem 2.2, and hence it has a weak convergent subsequence, say { ¯¯ζ }, where ¯¯ζ  w−→ dˆ. By Theorem 2.1,
we get dˆ ∈ ∂Lf (xˆ). Therefore, by  ↓ 0, we have
0 < f (x¯)− f (u+ δη(x, u)) ≤ (λ− δ)〈dˆ, η(x, u)〉.
Hence
〈dˆ, η(x, u)〉 > 0. (1)
On the other hand, since xˆ ∈ [u+ δη(x, u), x¯], there exists α ∈ [0, 1] such that
xˆ = αu+ αδη(x, u)+ (1− α)x¯
= αu+ αδη(x, u)+ (1− α)u+ (1− α)λη(x, u)
= u+ (αδ + λ− αλ)η(x, u).
Thus defining λ¯ = αδ + λ− αλ, we have λ¯ ∈ [δ, λ] and
xˆ = u+ λ¯η(x, u).
Therefore, we have f (xˆ) > f (u) ≥ f (x). Thus by the assumption of the theorem we get
〈d, η(x, xˆ)〉 ≤ 0, ∀d ∈ ∂Lf (xˆ).
On the other hand, by assumption (A) and the above inequality, for each d ∈ ∂Lf (xˆ)we have
0 ≥ 〈d, η(x, xˆ)〉 = 〈d, η(x, u+ λ¯η(x, u))〉
= (1− λ¯)〈d, η(x, u)〉,
which implies that
〈d, η(x, u)〉 ≤ 0, ∀d ∈ ∂Lf (xˆ).
This contradicts (1). Hence, we have
f (u+ λη(x, u)) ≤ f (u),
for each [0, 1). The above inequality for λ = 1 is derived regarding the continuity of f , and the proof is completed. 
The following theorem generalizes [9, Theorem 3.3] and [21, Theorem 4.3].
Theorem 4.4. Suppose that η satisfies assumption (A). If f is pseudo-invexwith respect to η on S, then f is strictly-quasi-preinvex
with respect to η on S.
Proof. By contradiction suppose that f is not strictly-quasi-preinvex, then there exist x, u ∈ S and a λ ∈ (0, 1) such that
f (x) < f (u) and
f (u+ λη(x, u)) ≥ f (u).
Regarding the pseudo-invexity of f , we have η(u, x) 6= 0. Setting x¯ = u + λη(x, u), we get f (x¯) ≥ f (u) > f (x). By the
pseudo-invexity assumption we have
〈d, η(x, x¯)〉 < 0
for each d ∈ ∂Lf (x¯). By assumption (A), we have
0 > 〈d, η(x, x¯)〉 = 〈d, η(x, u+ λη(x, u))〉 = (1− λ)〈d, η(x, u)〉
and
〈d, η(u, x¯)〉 = 〈d, η(u, u+ λη(x, u))〉 = −λ〈d, η(x, u)〉.
Hence
〈d, η(u, x¯)〉 > 0
for each d ∈ ∂Lf (x¯), and thus we have f (x¯) ≤ f (u) by pseudo-invexity assumption. Therefore f (x¯) = f (u).
On the other hand, since S is open and f is locally Lipschitz on S, there exists a 0 < δ¯ < 1 such that Bδ(x¯) ⊂ S and f is
Lipschitz on a neighborhood of [x¯ + δη(u, x¯), x¯] ⊆ Bδ¯(x¯), for each δ ∈ (0, δ¯]. Now, by Theorem 2.3, for each  > 0 there
exists a z,δ in the -neighborhood of the line segment [x¯+ δη(u, x¯), x¯] and a vector d,δ ∈ ∂P f (z,δ) such that
f (x¯)− f (x¯+ δη(u, x¯)) ≤ −δ〈d,δ, η(u, x¯)〉 + .
Now if  ↓ 0, then the sequence {z,δ} has a subsequence, say {z¯,δ}, such that z¯,δ −→ xˆδ where xˆδ belongs to the line
segment [x¯+δη(u, x¯), x¯]. Let the subsequence of {d,δ}which is corresponding to {z¯,δ} be denoted by {d¯,δ}. By Theorem2.2,
this subsequence is bounded and has a weak convergent subsequence, say {¯¯d,δ}, where ¯¯d,δ w−→ dˆδ . By Theorem 2.1, we get
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dˆδ ∈ ∂Lf (xˆδ). Now if δ ↓ 0, then xˆδ −→ x¯ and regarding the above discussions without loss of generality we can assume
that dˆδ −→ d, where d ∈ ∂Lf (x¯) regarding Theorems 2.1 and 2.2. This implies that
lim
δ−→0
f (x¯)− f (x¯+ δη(u, x¯))
δ
≤ −〈d, η(u, x¯)〉 < 0.
Thus there exists a vector xˆ and a µ ∈ (0, 1) such that
S 3 xˆ = x¯+ µη(u, x¯)
and f (xˆ) > f (x¯) = f (u). Hence, using the pseudo-invexity assumption we get 〈pi, η(u, xˆ)〉 < 0 and 〈pi, η(x¯, xˆ)〉 < 0 for
each pi ∈ ∂Lf (xˆ). Therefore regarding assumption (A),
0 > 〈pi, η(x¯, xˆ)〉 = −µ〈pi, η(u, xˆ)〉
1− µ > 0.
This is an obvious contradiction, which completes the proof. 
The rest of this section is devoted to establishing some relations between the monotonicity, invexity, and their
generalizations. Theorem 4.5 generalizes [21, Theorem 5.1] and restates [2, Lemma 3.1 and Theorem 3.1] using limiting
subdifferentials in separable Hilbert spaces.
Theorem 4.5. If f is invex with respect to η on S, then ∂Lf is monotone with respect to η on S.
(ii) If f is Lipschitz and assumption (A) and (B) hold, then the reverse of (i) holds.
Proof. (i) Consider arbitrary x, u ∈ S. By invexity hypothesis, we have
f (x)− f (u) ≥ 〈d, η(x, u)〉
for each d ∈ ∂Lf (u), and
f (u)− f (x) ≥ 〈d¯, η(u, x)〉
for each d¯ ∈ ∂Lf (x). Thus, we have
〈d, η(x, u)〉 + 〈d¯, η(u, x)〉 ≤ 0
for each d ∈ ∂Lf (x) and d¯ ∈ ∂Lf (u), and the proof is complete.
(ii) Consider arbitrary x, u ∈ S and arbitrary d ∈ ∂Lf (u). We need to show that
f (x)− f (u) ≥ 〈d, η(x, u)〉.
Since f is Lipschitz on a neighborhood of [u+ η(x, u), u+ 12η(x, u)], by Theorem 2.3 for each  > 0 there exists a z in the
-neighborhood of the line segment [u+ η(x, u), u+ 12η(x, u)] and a vector d ∈ ∂P f (z) such that
f (u+ η(x, u))− f
(
u+ 1
2
η(x, u)
)
≥ 1
2
〈d, η(x, u)〉 − .
Now if  ↓ 0, then the sequence {z} has a subsequence, say {z¯}, such that
z¯ −→ c1 ∈
[
u+ η(x, u), u+ 1
2
η(x, u)
]
.
Let the subsequence of {d} which is corresponding to {z¯} be denoted by {d¯}. This subsequence is bounded with regard
to Theorem 2.2, and hence it has a weak convergent subsequence, say {¯¯d}, where ¯¯d w−→ d1. By Theorem 2.1, we get
d1 ∈ ∂Lf (c1). Therefore, by  ↓ 0, we have
f (u+ η(x, u))− f
(
u+ 1
2
η(x, u)
)
≥ 1
2
〈d1, η(x, u)〉. (2)
Since c1 ∈ [u+ η(x, u), u+ 12η(x, u)], we have c1 = u+ θ1η(x, u) for some θ1 ∈ [ 12 , 1].
Since S is open and invex,[
u+ 1
2
η(x, u), u+ δη(x, u)
]
⊆ S, ∀δ ∈
(
0,
1
2
)
.
Suppose that η(x, u) 6= 0. f is Lipschitz on an open neighborhood of [u + 12η(x, u), u + δη(x, u)]. Hence, by Theorem 2.3,
for each  > 0 there exists a z,δ in the -neighborhood of the line segment [u + 12η(x, u), u + δη(x, u)] and a vector
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d,δ ∈ ∂P f (z,δ) such that
f
(
u+ 1
2
η(x, u)
)
− f (u+ δη(x, u)) ≥
(
1
2
− δ
)
〈d,δ, η(x, u)〉 − .
Now if  ↓ 0, then the sequence {z,δ} has a subsequence, say {z¯,δ}, such that
z¯,δ −→ cδ ∈
[
u+ 1
2
η(x, u), u+ δη(x, u)
]
.
Let the subsequence of {d,δ}which is corresponding to {z¯,δ} be denoted by {d¯,δ}. This subsequence is boundedwith regard
to Theorem 2.2, and hence it has a weak convergent subsequence, say {¯¯d,δ}, where ¯¯d,δ w−→ dδ . By Theorem 2.1, we get
dδ ∈ ∂Lf (cδ). Therefore, by  ↓ 0, we have
f
(
u+ 1
2
η(x, u)
)
− f (u+ δη(x, u)) ≥
(
1
2
− δ
)
〈dδ, η(x, u)〉. (3)
Since cδ ∈ [u+ 12η(x, u), u+ δη(x, u)], we have cδ = u+ θδη(x, u) for some θδ ∈ [δ, 12 ].
By monotonicity of ∂Lf , assumption (A), and Remark 2.1, we have
0 ≥ 〈d, η(c1, u)〉 + 〈d1, η(u, c1)〉 = θ1〈d− d1, η(x, u)〉
and
0 ≥ 〈d, η(cδ, u)〉 + 〈dδ, η(u, cδ)〉 = θδ〈d− dδ, η(x, u)〉,
for each δ ∈ (0, 12 ). Therefore, regarding θ1, θδ > 0, we have
〈d, η(x, u)〉 ≤ 〈d1, η(x, u)〉 (4)
and
〈d, η(x, u)〉 ≤ 〈dδ, η(x, u)〉, (5)
for each δ ∈ (0, 12 ). Relations (2)–(5) and assumption (B) imply that
f (x)− f (u+ δη(x, u)) ≥ (1− δ)〈d, η(x, u)〉.
Thus, since f is continuous by δ ↓ 0, we get
f (x)− f (u) ≥ 〈d, η(x, u)〉,
and the proof is complete, when η(x, u) 6= 0.
If η(x, u) = 0, by assumption (B), we have
f (x)− f (u) ≥ f (u+ η(x, u))− f (u) = 0 = 〈d, η(x, u)〉,
and the proof is complete.1 
Part (ii) of the following theorem corrects and generalizes part (ii) of [21, Theorem 5.2].
Theorem 4.6. (i) If f is quasi-invex with respect to η on S, then ∂Lf is quasi-monotone with respect to η on S.
(ii) If f is Lipschitz, assumption (A) and (C) hold, and ∂Lf is quasi-monotone with respect to η on S, then f is quasi-preinvex with
respect to η on S.
Proof. Theproof of part (i) is straightforward. To prove part (ii), consider x, u ∈ S such that f (x) ≤ f (u). Since f is continuous,
we need to prove that f (u+ λη(x, u)) ≤ f (u), for each λ ∈ (0, 1). By contradiction suppose that
f (u+ λ¯η(x, u)) > f (u) ≥ f (x),
for some λ¯ ∈ (0, 1). Therefore, regarding assumption (C), we have
f (u+ λ¯η(x, u)) > f (u+ η(x, u)).
Since f is continuous, regarding the two last relations, we have
f (u+ λ1η(x, u)) > f (u),
1 Although Theorem5.1 in [21] is valid, its proof has a shortcoming. Fan has concluded 〈w, η(x, y)〉 ≤ 〈ξ2, η(x, y)〉 fromλ2〈w, η(x, y)〉−λ2〈ξ2, η(x, y)〉 ≤
0, in which λ2 ∈ [0, 12 ], while this implication is not valid when λ2 = 0. Comparing the proof of Theorem 4.5 in the present paper and that of Theorem 5.1
in [21] clarifies the point.
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and
f (u+ λ2η(x, u)) > f (u+ η(x, u)),
for some λ1 ∈ (0, λ¯) and λ2 ∈ (λ¯, 1).
Since f is Lipschitz on a neighborhood of [u, u+ λ1η(x, u)] and hence by Theorem 2.3 for each  > 0 there exists a z in
the -neighborhood of the line segment [u, u+ λ1η(x, u)] and a vector d ∈ ∂P f (z) such that
f (u+ λ1η(x, u))− f (u) ≤ λ1〈d, η(x, u)〉 + .
Now if  ↓ 0, then the sequence {z} has a subsequence, say {z¯}, such that
z¯ −→ c1 ∈ [u, u+ λ1η(x, u)].
Let the subsequence of {d} which is corresponding to {z¯} be denoted by {d¯}. This subsequence is bounded with regard
to Theorem 2.2, and hence it has a weak convergent subsequence, say {¯¯d}, where ¯¯d w−→ d1. By Theorem 2.1, we get
d1 ∈ ∂Lf (c1). Therefore, we have c1 = u+ θ1η(x, u) for some θ1 ∈ [0, λ1], and
0 < f (u+ λ1η(x, u))− f (u) ≤ λ1〈d1, η(x, u)〉. (6)
In a similar way, there exists a c2 ∈ [u+ η(x, u), u+ λ2η(x, u)) and an d2 ∈ ∂Lf (c2) such that c2 = u+ θ2η(x, u) for some
θ2 ∈ [λ2, 1], and
0 < f (u+ λ2η(x, u))− f (u+ η(x, u)) ≤ (λ2 − 1)〈d2, η(x, u)〉. (7)
Hence, by (6) and (7), 〈d1, η(x, u)〉 > 0 and 〈d2, η(x, u)〉 < 0. By assumption (A) and Remark 2.1, we have
〈d1, η(c2, c1)〉 = 〈d1, η(u+ θ2η(x, u), u+ θ1η(x, u))〉
= 〈d1, η(u+ θ1η(x, u)+ (θ2 − θ1)η(x, u), u+ θ1η(x, u))〉
=
〈
d1, η
(
u+ θ1η(x, u)+ θ2 − θ11− θ1 η(x, u+ θ1η(x, u)), u+ θ1η(x, u)
)〉
=
〈
d1,
θ2 − θ1
1− θ1 η(x, u+ θ1η(x, u))
〉
= (θ2 − θ1)〈d1, η(x, u)〉 > 0
and
〈d2, η(c1, c2)〉 = 〈d2, η(u+ θ1η(x, u), u+ θ2η(x, u))〉
= 〈d2, η(u+ θ1η(x, u), u+ θ1η(x, u)+ (θ2 − θ1)η(x, u))〉
=
〈
d2, η
(
u+ θ1η(x, u), u+ θ1η(x, u)+ θ2 − θ11− θ1 η(x, u+ θ1η(x, u))
)〉
=
〈
d2,
θ1 − θ2
1− θ1 η(x, u+ θ1η(x, u))
〉
= (θ1 − θ2)〈d2, η(x, u)〉 > 0.
Therefore we get 〈d1, η(c2, c1)〉 > 0 and 〈d2, η(c1, c2)〉 > 0. These contradict quasi-monotonicity of ∂Lf , and completes the
proof. 
The following theorem generalizes [21, Theorem 5.3].
Theorem 4.7. (i) If f is strictly-pseudo-invex with respect to η on S, then ∂Lf is strictly-pseudo-monotone with respect to η on
S.
(ii) If f is Lipschitz, assumption (A) and (B) hold, and ∂Lf is pseudo-monotone with respect to η on S, then f is pseudo-invex with
respect to η on S.
Proof. The proof of part (i) is straightforward. To prove part (ii), consider x, u ∈ S such that f (u) < f (x). Hence, by
assumption (B) we have
f (x+ η(u, x)) ≤ f (u) < f (x).
Since f is continuous, there exists a θ ∈ (0, 1) such that
f (x+ θη(u, x)) > f (x+ η(u, x)).
Now, since f is Lipschitz on a neighborhood of [x + η(u, x), x + θη(u, x)] and hence by Theorem 2.3 for each  > 0 there
exists a z in the -neighborhood of the line segment [x+ η(u, x), x+ θη(u, x)] and a vector d ∈ ∂P f (z) such that
f (x+ θη(u, x))− f (x+ η(u, x)) ≤ (θ − 1)〈d, η(u, x)〉 + .
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Now if  ↓ 0, then the sequence {z} has a subsequence, say {z¯}, such that
z¯ −→ c ∈ [x+ η(u, x), x+ θη(u, x)].
Let the subsequence of {d} which is corresponding to {z¯} be denoted by {d¯}. This subsequence is bounded with regard
to Theorem 2.2, and hence it has a weak convergent subsequence, say {¯¯d}, where ¯¯d w−→ dc . By Theorem 2.1, we get
dc ∈ ∂Lf (c). Therefore, we have c = x+ µη(u, x) for some µ ∈ [θ, 1] and
0 < f (x+ θη(u, x))− f (x+ η(u, x)) ≤ (θ − 1)〈dc, η(u, x)〉.
Therefore 〈dc, η(u, x)〉 < 0. Hence, by assumption (A), we have
0 < −µ〈dc, η(u, x)〉 = 〈dc, η(x, x+ µη(u, x))〉 = 〈dc, η(x, c)〉.
Therefore, 〈dc, η(x, c)〉 > 0. By pseudo-monotonicity and Remark 2.1, we get
0 > 〈d, η(c, x)〉 = µ〈d, η(u, x)〉,
for each d ∈ ∂Lf (x). Thus
〈d, η(u, x)〉 < 0,
for each d ∈ ∂Lf (x)which leads to pseudo-invexity, and completes the proof. 
5. Further results
The previous sections have been sketched along correcting some of the results of [21] and generalizing the results of [9].
In this section, some further characterizations for generalized invexity andmonotonicity under separable Hilbert spaces are
proved. Theorem 5.1 shows that quasi-preinvexity is necessary for strictly-quasi-preinvexity. Example 3.1 of the present
paper exhibits that the reverse of Theorem 5.1 is not necessarily valid.
Theorem 5.1. Suppose that η satisfies assumption (A). If f is strictly-quasi-preinvex with respect to η on S, then f is quasi-
preinvex with respect to η on S.
Proof. Let x, u ∈ S such that f (x) ≤ f (u). If f (x) < f (u), then
f (u+ λη(x, u)) < f (u),
for each λ ∈ (0, 1), by strictly-quasi-preinvexity. Regarding the continuity of f we have
f (u+ λη(x, u)) ≤ f (u),
for each λ ∈ [0, 1].
Now suppose that f (x) = f (u). Since f is continuous, to show that f is quasi-preinvex, we need to show that
f (u+ λη(x, u)) ≤ f (u) = f (x),
for each λ ∈ (0, 1). By contradiction, suppose that
f (u+ λ¯η(x, u)) > f (u) = f (x),
for some λ¯ ∈ (0, 1). Defining x¯ = u+ λ¯η(x, u), we have
f (x¯) > f (u) = f (x).
Since f is continuous, there exist an xˆ ∈ S and a µ ∈ (0, 1) such that
xˆ = x¯+ µ(u− x¯)
and
f (x¯) > f (xˆ) > f (u) = f (x). (8)
Also, we have
xˆ = x¯+ µ(u− x¯) = x¯− µλ¯η(x, u)
= u+ λ¯(1− µ)η(x, u),
and, by assumption (A),
η(x, xˆ) = η(x, u+ λ¯(1− µ)η(x, u))
= (1− λ¯(1− µ))η(x, u).
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Thus
x¯ = xˆ+ µ(x¯− u) = xˆ+ µλ¯η(x, u) = xˆ+ µλ¯
1− λ¯(1− µ)η(x, xˆ).
Considering θ = µλ¯
1−λ¯(1−µ) , we have θ ∈ (0, 1) and
x¯ = xˆ+ θη(x, xˆ).
Thus by strictly-quasi-preinvexity and regarding a part of (8), we have
f (x¯) = f (xˆ+ θη(x, xˆ)) < f (xˆ).
Hence, f (x¯) < f (xˆ)which contradicts another part of (8) and completes the proof. 
Theorem 5.2. (i) If f is invex or strictly-pseudo-invex with respect to η on S, then f is quasi-invex and pseudo-invex with
respect to η on S.
(ii) If f is preinvex with respect to η on S, then f is quasi-preinvex with respect to η on S.
(iii) If f is weakly-invex with respect to η on S, then f is weakly-quasi-invex with respect to η on S.
Proof. The proof of this theorem is straightforward, regarding Definitions 2.2 and 2.3. 
Proposition 5.1. Monotonicity implies pseudo-monotonicity; and pseudo-monotonicity implies quasi-monotonicity.
Proof. Straightforward, regrading Definition 2.4. 
The following results generalize some results established by Peng [7] and Yang et al. [16].
Proposition 5.2. Suppose that η is affine in the first argument and is a skew mapping. Also, assume that for each x 6= u,
f (x) ≥ f (u) H⇒ ∃c ∈ (x, u), dc ∈ ∂Lf (c) such that 〈dc, η(x, c)〉 > 0.
If ∂Lf is quasi-monotone with respect to η on S, then f is quasi-invex with respect to η on S.
Proof. Consider x, u ∈ S, such that f (u) ≤ f (x). If x = u, since η is skew, we have η(u, x) = 0 and hence
〈d, η(u, x)〉 = 0,
for each d ∈ ∂Lf (x). If x 6= u, by assumption of the theorem, there exists a c ∈ (x, u) such that c = θx+ (1− θ)u for some
θ ∈ (0, 1) and
〈dc, η(x, c)〉 > 0,
for some dc ∈ ∂Lf (c). Thus by quasi-monotonicity assumption, we have
〈d, η(c, x)〉 ≤ 0,
for each d ∈ ∂Lf (x). The last inequality implies that
0 ≥ 〈d, η(c, x)〉 = θ〈d, η(x, x)〉 + (1− θ)〈d, η(u, x)〉 = (1− θ)〈d, η(u, x)〉,
for each d ∈ ∂Lf (x), because η is skew and affine in the first argument. Therefore,
〈d, η(u, x)〉 ≤ 0,
for each d ∈ ∂Lf (x), and the proof is complete. 
Proposition 5.3. Suppose that η satisfies assumption (A), and for each x 6= u, there exists a c ∈ (x+η(u, x), x) and a dc ∈ ∂Lf (c)
such that 〈dc, η(u, x)〉 < 0. If ∂Lf is quasi-monotone with respect to η on S, then f is quasi-invex with respect to η on S.
Proof. Consider x, u ∈ S, such that f (u) ≤ f (x). If x = u, by setting λ = 0 in assumption (A) we have η(u, x) = 0 and hence
〈d, η(u, x)〉 = 0,
for each d ∈ ∂Lf (x). If x 6= u, by assumption of the theorem, there exists a θ ∈ (0, 1) such that c = x+ θη(u, x) and
〈dc, η(u, x)〉 < 0,
for some dc ∈ ∂Lf (c). By assumption (A), we have
〈dc, η(x, c)〉 = 〈dc, η(x, x+ θη(u, x))〉 = −θ〈dc, η(u, x)〉 > 0,
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for some dc ∈ ∂Lf (c). Thus 〈dc, η(x, c)〉 > 0 for some dc ∈ ∂Lf (c), and by quasi-monotonicity assumption, we have
〈d, η(c, x)〉 ≤ 0,
for each d ∈ ∂Lf (x). Regrading Remark 2.1, the last inequality implies that
〈d, η(u, x)〉 ≤ 0,
for each d ∈ ∂Lf (x), and the proof is complete. 
Proposition 5.4. Suppose that η is affine in the first argument and is a skew mapping. If for each x 6= u,
f (x) > f (u) H⇒ ∃c ∈ (x, u), dc ∈ ∂Lf (c) such that 〈dc, η(x, c)〉 > 0,
and ∂Lf is pseudo-monotone with respect to η on S, then f is pseudo-invex with respect to η on S.
Proof. Consider x, u ∈ S, such that f (u) < f (x). By assumption of the theorem, there exists a c ∈ (x, u) such that
c = θx+ (1− θ)u for some θ ∈ (0, 1) and
〈dc, η(x, c)〉 > 0,
for some dc ∈ ∂Lf (c). Thus, by pseudo-monotonicity assumption, we have
〈d, η(c, x)〉 < 0,
for each d ∈ ∂Lf (x). The last inequality implies that
0 > 〈d, η(c, x)〉 = θ〈d, η(x, x)〉 + (1− θ)〈d, η(u, x)〉 = (1− θ)〈d, η(u, x)〉,
for each d ∈ ∂Lf (x), because η is skew and affine in the first argument. Therefore,
〈d, η(u, x)〉 < 0,
for each d ∈ ∂Lf (x), and the proof is complete. 
Proposition 5.5. Suppose that η is affine in the first argument and is a skew mapping. Suppose that for each x 6= u,
f (x) ≥ f (u) H⇒ ∃c ∈ (x, u), dc ∈ ∂Lf (c) such that 〈dc, η(x, c)〉 ≥ 0.
If ∂Lf is strictly-pseudo-monotone with respect to η on S, then f is strictly-pseudo-invex with respect to η on S.
Proof. Consider x, u ∈ S, such that x 6= u and f (u) ≤ f (x). By assumption of the theorem, there exists a c ∈ (x, u) such that
c = θx+ (1− θ)u for some θ ∈ (0, 1) and
〈dc, η(x, c)〉 ≥ 0,
for some dc ∈ ∂Lf (c). Thus, by strictly-pseudo-monotonicity assumption, we have
〈d, η(c, x)〉 < 0,
for each d ∈ ∂Lf (x). The last inequality implies that
0 > 〈d, η(c, x)〉 = θ〈d, η(x, x)〉 + (1− θ)〈d, η(u, x)〉 = (1− θ)〈d, η(u, x)〉,
for each d ∈ ∂Lf (x), because η is skew and affine in the first argument. Therefore,
〈d, η(u, x)〉 < 0,
for each d ∈ ∂Lf (x), and the proof is complete. 
Remark 5.1. Propositions 2.1 and 5.1–5.5, part (i) of Theorems 4.1 and 4.5–4.7, as well as Theorems 5.1 and 5.2 are valid
under any Hilbert space (not necessarily separable).
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