We consider words as a network of interacting letters, and approximate the probability distribution of states taken on by this network. Despite the intuition that the rules of English spelling are highly combinatorial (and arbitrary), we find that maximum entropy models consistent with pairwise correlations among letters provide a surprisingly good approximation to the full statistics of four letter words, capturing ∼ 92% of the multi-information among letters and even 'discovering' real words that were not represented in the data from which the pairwise correlations were estimated. The maximum entropy model defines an energy landscape on the space of possible words, and local minima in this landscape account for nearly two-thirds of words used in written English.
We consider words as a network of interacting letters, and approximate the probability distribution of states taken on by this network. Despite the intuition that the rules of English spelling are highly combinatorial (and arbitrary), we find that maximum entropy models consistent with pairwise correlations among letters provide a surprisingly good approximation to the full statistics of four letter words, capturing ∼ 92% of the multi-information among letters and even 'discovering' real words that were not represented in the data from which the pairwise correlations were estimated. The maximum entropy model defines an energy landscape on the space of possible words, and local minima in this landscape account for nearly two-thirds of words used in written English.
Many complex systems convey an impression of order that is not so easily captured by the traditional tools of theoretical physics. Thus, it is not clear what sort of order parameter or correlation function we should compute to detect that natural images are composed of solid objects [1] , nor is it obvious what features of the amino acid sequence distinguish foldable proteins from random polymers. Recently, several groups have tried to simplify the problem of characterizing order in biological systems using the classical idea of maximum entropy [2] . Maximum entropy models consistent with pairwise correlations among neurons have proven surprisingly effective in describing the patterns of activity in real networks ranging from the retina [3, 4] to the cortex [5] ; these models are identical to the Ising models of statistical mechanics, which have long been explored as abstract models for neural networks [6] . Similar methods have been used to analyze biochemical [7] and genetic [8] networks, and these approaches are connected to an independent stream of work arguing that pairwise correlations among amino acids may be sufficient to define functional proteins [9] . Because of the immediate connection to statistical mechanics, this work also provides a natural path for extrapolating to the collective behavior of large networks, starting with real data [10] . Here we test the limits of these ideas constructing maximum entropy models for the sequence of letters in words.
As non-native speakers know well, the rules of English spelling seem arbitrary and almost paradigmatically combinatorial (i before e except after c). In contrast, the whole point of maximum entropy constructions based on pairwise correlations is to ignore such higher order, combinatorial effects [11] . We thus suspect that the statistics of letters in words will provide an interesting test case. There is a long history of statistical approaches in the analysis of language, including applications of maximum entropy ideas [12] , while opposition to such statistical approaches was at the foundation of forty years of linguistic theory [13, 14] ; for a recent view of these debates see Ref [15] . Our goal here is not to enter into these controversies about language in the broad sense, but rather to test the power of pairwise interactions to capture seemingly complex structure.
Even with only four letters, there are N = (26) 4 = 456, 976 possible words, but only a tiny fraction of these are real (or even 'legal') words in English. Our problem thus is easy to state: are maximum entropy models powerful enough to capture this restriction of vocabulary?
To analyze the interactions among letters, we use two large corpora: a collection of novels from Jane Austen [16] , and a large sampling of American English contained in the American National Corpus (ANC) [17] . To control for potential typographic errors, words were also checked against a large dictionary database [18] . Out of 676,302 total words in our Austen corpus there were 7114 unique words, 763 of which were four letter words; the four letter words occurred in the corpus a total of 135,441 times.
Jane Austen ANC rank word probability word probability We used the second release of the ANC (∼ 2×10 7 words), and restricted ourselves to words used more than 100 times, providing 798 unique four letter words occurring 2,179,108 times. These numbers indicate that we can sample the distribution of four letter words with reasonable confidence. The most common words and their probabilities are shown in Table I .
We are interested in the full joint distribution P ( 1 , 2 , 3 , 4 ) of letters in a four letter word. The maximum possible entropy of this distribution is S rand = 4 log 2 (26) = 18.802 bits. Letters occur with different probabilities, however, so even if we compose words by choosing letters independently and at random out of real text, the entropy will be lower than this. A more precisely defined 'independent model' is the approximation
where we note that each of the P ( i ) is different because letters are used differently at different positions in the word. In the Austen corpus, this independent model has an entropy S ind = 14.083 ± 0.001 bits, while the full distribution has entropy of just S full = 6.92 ± 0.003 bits [19] . The difference between these quantities is the multi-information, I ≡ S ind − S full = 7.163 bits, which measures the amount of structure or correlation in the joint distribution of letters that form real words. Thus, spelling rules restrict the vocabulary by a factor of 2 I ∼ 143 relative to the number of words that would be allowed if letters were chosen independently. Maximum entropy models based on pairwise correlations are equivalent to Boltzmann distributions with pairwise interactions among the elements of the system (see, for example Ref [11] ); in our case this means ap-
where the V ij are 'interaction potentials' between pairs of letters and Z serves to normalize the distribution; because the order of letters matters, there are six independent potentials. Each potential is a 26 × 26 matrix, but the zero of energy is arbitrary, so this model has 6 × (26 2 − 1) = 4050 parameters, more than 100× less than the number of possible states. Note that interactions extend across the full length of the word, so that the maximum entropy model built from pairwise correlations is very different from a Markov model which only allows each letter to interact with its neighbor.
We determine the interaction potentials V ij by matching to the pairwise marginal distributions, that is by solving the six coupled sets of 26 2 equations:
and similarly for the other five pairs. As shown in Fig 1a, the pairwise marginals sampled from English are highly structured; many entries in the marginal distributions are exactly zero, even in corpora with millions of words. Construction of maximum entropy models for large systems is difficult [20] , but for ∼ 5 × 10 5 states as in our problem relatively simple algorithms suffice [21] . We see from Fig 1b that these methods succeed in matching the observed pairwise marginals with high precision.
As shown at left in Figure 2 , the maximum entropy model with pairwise interactions does a surprisingly good job in capturing the structure of the full distribution. In the Austen corpus the model predicts an entropy S 2 = 7.48 bits, which means that it captures 92% of the multi-information, and similar results are found with the ANC, where we capture 89% of the multi-information. Pairwise interactions thus restrict the vocabulary by a factor of 2 S ind −S2 ∼ 100 relative to the words which are possible by choosing letters independently.
While very good, the maximum entropy model is of course not perfect, as we can see at right in Fig 2. Here we see that the probabilities of the individual words predicted by the model agree only approximately with the observed probabilities. There is good agreement on average, especially for the more common words, but substantial scatter. On the other hand, there are particular words with low probability, whose frequency of use is predicted with high accuracy. We have singled out two of these, 'edge' and 'itch,' as somewhat surprising. Each contains sounds composed of three consonants in sequence, and we might have expected that to predict the frequency of these combinations one would need to incorporate three-body interactions among the letters, but it seems that pairwise interactions are sufficient.
Another way of looking at structure in the distribution of words is the Zipf plot [22] , the probability of a word's use as a function of its rank (Fig 3) . If we look at all words, we recover the approximate power law which initially intrigued Zipf; when we confine our attention to four letter words, the long tail is cut off [23] . The maximum entropy model does a good job of reproducing the observed Zipf plot, but removes some weight from the bulk of the distribution and reassigns it to words which do not occur in the corpus, repopulating the tail. Importantly, as shown in the inset to Fig 3, many of these 'non-words' are perfectly good English words which happen not to have been used by Jane Austen. Quantitatively, the maximum entropy models assigns 15% of the probability to words which do not appear in the corpus, but of these 1/5 are words that can be found in the dictionary, and the same factor for the 'correct discovery' of new words is found with the ANC. Although somewhat subjective, we note that even words not found in the dictionary seem to be speakable combinations of letters, not obviously violating known spelling rules.
If we take Equation (2) seriously as a statistical mechanics problem, then we have a constructed an energy landscape on the space of words, much in the spirit of Hopfield's energy landscape for the states of neural networks [6] . In this landscape there are local minima, combinations of letters for which any single letter change will result in an increase in the energy. In the maximum entropy model for the ANC, there are 136 of these local minima, of which 118 are real English words, capturing nearly two thirds (63.5%) of the full distribution; similar results are obtained in the Austen corpus. We note that such 'stable words' have the property that any single letter spelling error can always be corrected by relaxing to the nearest local minimum of the energy. It is tempting to suggest that if we could construct the energy landscape for sentences (rather than for words), then almost all legal sentences would be locally stable.
To summarize, in English we use only a very small fraction (∼ 1/3700) of the roughly half million possible four letter combinations. The hierarchy of maximum entropy constructions [11] allows us to decompose these spelling rules into contributions from interactions of different order. A significant factor (∼ 1/26) comes from the unequal probabilities with which individual letters are used, a larger factor (∼ 1/100) comes from the pairwise interactions among letters, and higher order interactions contribute only a small factor (∼ 1/1.5). The pairwise model represents an enormous simplification, which nonetheless has the power to capture most of the structure in the distribution of letters and even to discover combinations of letters that are legal but unused in the corpora from which we have learned. The analogy to statistical mechanics also invites us to think about the way in which combinations of competing interactions enforce a complex landscape, singling out words which can be transmitted stably even in the presence of errors. Although our primary interest has been to test the power of the maximum entropy models, these ideas of generalization and error correction seem relevant to understanding the cognitive processing of text [15, 24] .
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