Abstract-This brief studies invertibility and inverses of linear timevarying digital filters in the form of ARMA equation with time-varying dynamic order and relative degree. It presents a necessary and sufficient condition for the -shift invertibility of linear time-varying filters and a computational procedure for obtaining the -shift left and right inverses. A necessary and sufficient condition for stability of inverse filters is given.
the algorithm of [4] cannot be computed in place since it requires storing a total of 1:5 2 jdet(N)j samples.
The actual value of C URG clearly depends on the algorithm used to compute the odd-DFT's. If a split-radix FFT is used, it is possible to show that the total number of multiplications is C SR URG = (4=3M )jdet(N)j log 2 jdet(N)j 0 (4=3)(1 + (2 M =2 M 0 1))jdet(N)j. If Bruun's algorithm is used to compute the odd-DFT, the computational weight is still proportional to jdet(N)jlog 2 jdet(N)j, but only real arithmetic is required. Finally, if the odd-DFT are computed by means of an algorithm of linear complexity by Duhamel [11] , the total multiplicative cost of the proposed MD FFT becomes proportional to jdet(N)j.
B. Numerical Comparison
The theoretical results of Section V.A find quantitative confirmation in the results of Table I . This table compares the computational complexity of the algorithm proposed (with odd-DFT's computed by the 1-D split radix FFT) with that of the row-column FFT, the vector-radix [6] and, the vector split-radix FFT of [7] in the 2-and 3-D case. In every case, the proposed MD-FFT requires a lower number of additions or multiplications than the other algorithms.
VI. CONCLUSION
This work introduces a new multidimensional FFT algorithm, for signals periodic on generic lattices, based on the idea of weighted-periodic signals which can be interpreted as an ultimate extension of the decimation in frequency scheme.
The algorithm presented is made up of two parts: in the first the input signal is processed with multiplierless butterflies and, in the second, the computation is concluded with 1-D FFT's. A strong point of this MD FFT is that it inherits the computational characteristics of the 1-D FFT used in the second part: if the 1-D FFT has linear complexity, the proposed method will also have linear complexity, and if the 1-D FFT is efficient with real data, the proposed method will also be efficient with real data, etc.
The computational efficiency of the proposed method is superior to that of any other MD FFT, being paired only by the polynomial transform FFT, which is not, however, as general as the technique proposed.
I. INTRODUCTION
Linear time-varying (LTV) digital filters exist abundantly in communications, filtering, decoding, and network synthesis (see for example, [3] , [5] , [9] , [11] , and are an active research area [4] , [7] , [11] , [13] , [12] ). In this area, invertibility of LTV digital filters is a problem of considerable interest and importance, which can find applications in channel equalization, speech scrambling and blind source identification. For example, Fig. 1 depicts the speech scrambling scheme studied in [5] . In this scheme, the scrambling filter is a linear periodic system, i.e., a linear system with periodically time-varying parameters which is a special case of LTV systems. Thus, the scrambling filter and transmission channel in cascade connection can be viewed as an LTV system and the design of the descrambling filter is to find the inverse of this LTV system to recover the input speech signal.
An essential property of LTV filters is that the order and relative degree of the filter can be time-varying (see for example, [7] , [1] ). The LTV filters with fixed order and relative degree are a special class of general LTV filters.
Finding the inverses of fixed order periodic filters, which are a subset of LTV filters, was studied in [10] for finite impulse response (FIR) filters and in [6] for infinite impulse response (IIR) filters. In [6] , a lifting technique is used to transform the periodic filter into an equivalent time invariant model. For general LTV filters, due to the lack of explicit methods in dealing with their time-varying dynamics and structures, there have been no known methods for testing invertibility and computing the inverses. In this brief, we study this problem for LTV filters represented in the form of auto-regressive moving-average (ARMA) equation with time-varying dynamic order and time-varying relative degree. A necessary and sufficient condition is derived for the d-shift invertibility of LTV filters, and a procedure is developed for computation of d-shift left and right inverses. We also present a necessary and sufficient condition for stability of inverse LTV filters.
Section II formulates the inversion problem and gives definitions relating to stability, constant relative degree, and d-shift invertibility. Section III first discusses the relationship between left and right inverse filters, and then derives conditions for inverting LTV filters with and without constant relative degree and for stability of inverse filters. A procedure for computing the d-shift left/right inverse of an LTV filter and an example to illustrate the procedure are given in Section IV. 
where u k ; y k 2 R are the input and output of the filter, and a i;k ; b j;k 2 R for 1 i n k ; 0 j m k are time-varying coefficients at each time k with a n ;k ; b m ;k 6 = 0. Thus, the LTV filter (1) has timevarying order o k = maxfn k ; m k g.
Let z 01 be a back-shift operator, such that z 01 u k = u k01 and z 01 y k = y k01 . Equation (1) and y k = 0 for all k < 0) and for any input u with kuk < 1, the output y satisfies kyk ckuk.
Definition 2:
The LTV filter (1) is inversely stable if there exists a nonnegative constantc, such that, under the zero initial conditions and for any output y with kyk < 1, the input u of (1) satisfies kuk ckyk.
The above definition on stability implies that the output of a stable LTV filter converges to zero as time k goes to infinity for any norm bounded input. In particular, the IIR of the filter converges to zero under the impulse input (k 0 ) at any time k = 0.
A special class of LTV filters with constant relative degree is defined as follows. For all k 0, let U k = fu0;u1; . . . ; u k g; Y k = fy0;y1; . . . ; y k g be the input and output sequences of the LTV filter (1). We define d-shift invertibility of (1) as follows. This definition implies that a d-shift invertible LTV filter is not l-shift invertible for any l < d.
If the LTV filter G in the form (1) at each time k withân ;k ; bm ;k 6 = 0 (ãñ ;k ; bm ;k 6 = 0), and the order of G 01
III. INVERTIBILITY AND INVERSES OF LTV FILTERS

A. Left and Right Inverses of LTV Filters
In this subsection, we derive a relationship between d-shift left and right inverses of (1) . 
Substituting (8) into (2) and using (7), we obtain
Thus, (5), withã i;k =â i;k+d ;b j;k =b j;k+d for 1 i ñ k = n k ; 0 j m k =m k and all k 0, is a d-shift right inverse of (1).
Following the same line, it can be proven that if (5) is a d-shift right inverse of (1), withã i;k =â i;k+d ;b j;k =b j;k+d for 1 i ñ k = n k ; 0 j m k =m k and all k 0, then (4) is a d-shift left inverse of (1).
B. Inverses of LTV Filters With Constant Relative Degree
We now consider the invertibility of LTV filters in the form (1) with constant relative degree. 
Let the initial condition of (9) beûi = 0 for all i < r. Under the initial condition ui = 0 for all i < 0 for the LTV filter (1), we have yi = 0 for 0 i r 0 1 and y r = b r;r u 0 . Applying this to the input of (9) at k = r yieldsû Thus, the input sequence U k is uniquely determined from the output sequence Y k+r , and this is true for all k 0 by induction. It follows that (1) with constant relative degree r is r-shift invertible.
The proof of Theorem 3.1 is constructive in that it explicitly gives an r-shift left inverse filter of (1) in the form of ARMA equation (9) .
That is, replacingû k withû L k in (9), we obtain the following r-shift left inverse of (1) 
such that y k =ỹ R k0r .
C. Inverses of LTV Filters With Non-Constant Relative Degree
We further consider the general case where the LTV filter (1) has a nonconstant relative degree. Let m = max k0 fm k g and assume that L m is upper-bounded by a known integer L. We use these to form matrices k 2 R (L+1)2m and k 2 R (L+1)2(L+1) as in (12) and (13), shown at the bottom of the next page, where 0 l L; 1;k;l 2 R (l+1)2m ; 2;k;l 2 R (L0l)2m ; 1;k;l 2 R (l+1)2(l+1) ; 2;k;l 2 R (L0l)2(l+1) ; and 3;k;l 2 R (L0l)2(L0l) . Further define A k;l 2 R (l+1)2(l+1+n ) , for 0 l L, as in (14), shown at the bottom of the next page. It can be easily verified that, for each k 0 and 0 l L, the input and output of (1) u k+L g, the output of (1) is yi = 0 for all 0 i k + L. Since the nonzero u k cannot be distinguished from zero and be uniquely determined from the output sequence Y k+L = fy0; y1; . . . ; y k+L g, the LTV filter (1) We now prove that any nonnegative integer l < d is unable to have any input sequence U k uniquely determined from the output sequence 
D. Stability of Inverse Filters
We now give a necessary and sufficient condition for stability of inverse LTV filters. A k;l = a n ;k a n 01;k a n 02;k 111 1 11 1 a n ;k+1 a n 01;k+1 
(1) satisfy kuk ckyk for any norm bounded y. Thus, (1) is inversely stable.
Hence, the d-shift right inverse of (1) It is noted that there has been no known finite step procedure for testing stability and inverse stability of general LTV filters in system stability theory. In a special case that (1) and its inverses are periodic, their stability can be easily checked using the well known lifting technique [8] , [11] .
IV. A PROCEDURE AND AN EXAMPLE
For an LTV filter in the form (1) with constant relative degree r, it is straightforward to obtain its r-shift left/right inverse filter of the form (10)/(11). As to LTV filters with nonconstant relative degree, based on Theorem 3.2 we present the following procedure for computing the d-shift left/right inverse filter in the form (4)/(5).
Step 1) For each k 0, form matrix k in (13) Step 2.
Step 2) Obtain the row vector # k for each k 0, such that (16) is satisfied.
Step 3 (5) is determined byã i;k =â i;k+d for 1 i n k andb j;k =b j;k+d for 0 j m k .
Since the LTV filter and its inverses become time invariant after a certain time, it can be easily verified that both of them are stable filters.
V. CONCLUSION
In this brief, a necessary and sufficient condition for the d-shift invertibility of LTV filters with time-varying dynamic order and relative degree has been developed. A procedure resulting from this condition is presented for computing the d-shift left and right inverses of a given LTV filter. It is shown that the order of the inverses is also time-varying and that there may exist nonunique solutions for the inverses. Moreover, stability of the given filter and its inverses is discussed and a necessary and sufficient condition for stability of inverse filters is given.
The general results of this paper are applicable to periodic filters with time-varying order and relative degree, which is an extension of the existing results on inverting fixed order periodic filters. Our computation of inverses is straightforward using directly the filter parameters, thus avoiding transformations between time-varying and time invariant models as used in [6] .
