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Re´sume´
L’ARN, acide ribonucle´ique, est un des composants fondamentaux de
la cellule. Les ARNs sont constitue´s d’une se´quence oriente´e de nucle´otides
note´s A,C,G et U. Une telle se´quence se replie dans l’espace en formant des
liaisons entre les nucle´otides deux a` deux. La fonction des ARNs au sein de
la cellule est lie´e a` la conformation spatiale que ces ARNs adoptent. Ainsi,
il est essentiel de pouvoir comparer deux ARNs du point de vue de leur
conformation aﬁn de de´terminer, par exemple, s’ils ont la meˆme fonction.
On distingue trois niveaux dans la structure d’un ARN. La structure
primaire correspond a` la se´quence de nucle´otides, la structure secondaire
est constitue´e de la liste de certaines liaisons forme´es entre les nucle´otides
(celles correspondant aux he´lices), tandis que la structure tertiaire consiste
en la description exacte de la forme tridimensionnelle de la mole´cule (les
coordonne´es de chaque nucle´otide).
Bien que la structure tertiaire soit celle qui de´crit le mieux la forme spa-
tiale d’un ARN, il est admis que deux ARNs ayant une fonction mole´culaire
similaire ont des structure secondaires proches. On peut distinguer divers
e´le´ments de structure secondaire tels que les he´lices, les boucles multiples,
les boucles terminales, les boucles internes et les renﬂements.
Essentiellement trois formalismes ont e´te´ propose´s a` ce jour aﬁn de mo-
de´liser la structure secondaire d’un ARN. Le premier, celui des se´quences an-
note´es par des arcs, permet de repre´senter la se´quence de l’ARN, les arcs cor-
respondant alors aux liaisons entre les nucle´otides (les lettres de la se´quence)
qui s’apparient. Les 2-intervalles, qui sont une ge´ne´ralisation des se´quences
annote´es, sont forme´s par deux intervalles disjoints. La structure secondaire
peut alors eˆtre vue comme une famille de 2-intervalles. Enﬁn, une troisie`me
repre´sentation, celle des arbres enracine´s ordonne´s, oﬀre de nombreuses pos-
sibilite´s aﬁn de repre´senter la structure secondaire d’un ARN, du niveau
nucle´otidique au niveau du re´seau des boucles multiples.
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L’un des inconve´nients de toutes ces approches re´side dans le fait qu’elles
mode´lisent la structure secondaire d’un ARN selon un point de vue particu-
lier (nucle´otides, he´lices etc.). Nous proposons dans ce travail une nouvelle
mode´lisation, appele´e RNA-MiGaL, constitue´e de quatre arbres lie´s entre
eux, repre´sentant la structure a` diﬀe´rents niveaux de pre´cision. Ainsi, le
plus haut niveau correspond au re´seau de boucles multiples conside´re´ comme
e´tant le squelette de la mole´cule. Le dernier niveau de´taille quant a` lui les
nucle´otides de la se´quence.
Pour comparer de telles structures, nous utilisons la notion de distance
d’e´dition entre deux arbres. Cependant, au vu de certaines limitations de
celle-ci pour comparer des arbres repre´sentant la structure secondaire a` un
haut niveau d’abstraction, nous avons introduit une nouvelle distance d’e´di-
tion qui prend en compte deux nouvelles ope´rations d’e´dition : la fusion de
noeuds et la fusion d’arcs.
A` l’aide de cette nouvelle distance, nous proposons un algorithme permet-
tant de comparer deux RNA-MiGaLs. Celui-ci est imple´mente´ au sein d’un
outil permettant la comparaison de deux structures secondaires d’ARN.
Abstract
RNAs are one of the fundamental elements of a cell. Generally, RNAs are
deﬁned as oriented sequences of nucleotides (denoted by A,C,G and U). Inside
a cell, RNAs do not have a linear shape but fold in space. The molecular
function of an RNA strongly depends on this tri-dimensional folding. Hence,
the comparison of the tri-dimensional structure of two RNAs is essential to
determine whether the RNAs share the same function.
The structure of an RNA is generally divided into three parts. The ﬁrst
is the primary structure which corresponds to the sequence of nucleotides.
The secondary structure is composed of the list of links between nucleotides
that represent helices. Finally, the tertiary structure corresponds to the exact
tri-dimensional folding of the RNA.
Although the tertiary structure is the most accurate deﬁnition of the
spatial structure adopted by an RNA, it is well-known that two RNAs sha-
ring the same function will also have closely related secondary structures.
A few other structural elements can be distinguished in an RNA secondary
structure. These are the helices, multiloops, hairpin loops, internal loops and
bulges.
Up until now, essentially three data structures have been proposed to
represent an RNA secondary structure : arc-annotated sequences, 2-intervals
and rooted oriented trees. Arc-annotated sequences are sequences with arcs
between nucleotides of the sequence that form a pair in the structure. 2-
intervals generalise arc-annotated sequences and correspond to two disjoint
subsets. An RNA secondary structure is then deﬁned as a family of 2-
intervals. Finally, rooted ordered trees can represent an RNA secondary struc-
ture at various levels, from the nucleotides up to the network of multiloops.
One of the drawbacks of all these approaches is that they model the
secondary structure of an RNA from a speciﬁc point of view (nucleotides,
helices etc.). We decided to introduce a new model called RNA-MiGaL, made
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of four trees related among them. Each of these trees represents the structure
of an RNA at a particular level of detail : the upper level models the network
of multiloops that is considered as the skeleton of the secondary structure,
while the lower level represents nucleotides.
We use the tree edit distance to compare two RNA-MiGaLs. However, due
to some limitations of the classical edit distance to compare trees representing
RNA secondary structures, we introduced two new edit operations named
”node fusion” and ”edge fusion”, thus providing a new edit distance.
Using this distance, we developed an algorithm to compare two RNA-
MiGaLs. The algorithm has been implemented in a package which allows
RNA secondary structures to be compared in various ways.
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Introduction
L’informatique ge´nomique de´signe l’ensemble des proce´de´s informatiques
permettant le traitement de donne´es biologiques. Cette discipline de l’infor-
matique reveˆt un caracte`re original de par les relations qui se sont cre´e´es
entre biologistes et informaticiens au cours des 30 dernie`res anne´es.
Les donne´es collecte´es par les biologistes sont de plus en plus nombreuses
et leur traitement ne peut plus eˆtre eﬀectue´ manuellement de manie`re sys-
te´matique. L’ordinateur est devenu un outil indispensable pour la recherche
d’informations dans ces donne´es, ou encore pour diriger des expe´riences pra-
tiques souvent longues et couˆteuses.
Pour l’informatique, la ge´ne´tique est un nouveau domaine riche en pro-
ble`mes. Au de´but de la bioinformatique, la ge´ne´tique a apporte´ un ensemble
de questions relatives a` l’ADN dont le se´quenc¸age commenc¸ait a` se sys-
te´matiser. Ces proble`mes sont tre`s divers, de la recherche d’une se´quence
particulie`re, par exemple un ge`ne dans un ge´nome, a` la recherche d’un motif
commun a` plusieurs se´quences. L’algorithmique du texte, domaine de´ja` e´tabli
de l’informatique, a trouve´ la` un nouveau champ d’applications apportant ses
spe´ciﬁcite´s : la taille des donne´es a` traiter, les types de se´quences cherche´es,
l’alphabet des se´quences a` conside´rer.
Pour chaque proble`me biologique, le travail commence par une analyse
de ce proble`me par l’informaticien et le biologiste aﬁn d’en construire une
instance formelle qui doit eˆtre a` la fois ge´ne´rale mais aussi contenir les
contraintes pratiques lie´es a` ce proble`me.
Imaginons qu’un biologiste recherche une se´quence particulie`re dans un
ge´nome, celle-ci pouvant eˆtre pre´sente de fac¸on inexacte. Pour l’informaticien,
il va falloir ge´ne´raliser ce proble`me a` la recherche d’un motif quelconque dans
un texte avec e´ventuellement des erreurs. Il faut en outre caracte´riser ces
erreurs ainsi que la nature du motif et du texte. L’informaticien propose alors
une instance formelle du proble`me, qui peut eˆtre la recherche d’un motif court
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8 INTRODUCTION
de taille ﬁxe k dans un texte de taille n sur un alphabet a` 4 lettres avec au
plus e erreurs correspondant a` des mutations (changement d’une lettre dans
le motif). Si ce formalisme correspond bien au proble`me biologique initial,
alors l’informaticien peut commencer a` chercher une solution performante
a` ce proble`me. Dans cette recherche, il est important de tenir compte des
caracte´ristiques du proble`me (court motif de taille ﬁxe, alphabet de faible
taille) pour en tirer proﬁt.
Une fois une solution trouve´e, celle-ci doit eˆtre teste´e par le biologiste aﬁn
de ve´riﬁer que l’algorithme re´sout bien la question initiale. Si ce n’est pas le
cas, alors il faut revoir le formalisme. Il se peut, par exemple, que le nombre
d’erreurs de´pende de la taille du motif, ou bien ces erreurs peuvent aussi eˆtre
des de´le´tions ou insertions.
On voit ainsi que la bioinformatique demande une re´elle collaboration
entre biologistes et informaticiens tant pour la compre´hension du proble`me
biologique et de son formalisme que pour la validation de celui-ci sur des cas
concrets.
C’est ainsi qu’a de´bute´ cette the`se, par des discussions et des rencontres
avec des biologistes pour analyser le proble`me de la comparaison de structures
secondaires des ARN. Dans un premier temps, nous avons eu l’ide´e d’un
nouveau type de mode´lisation des structures secondaires des ARN en utilisant
diﬀe´rents niveaux de pre´cision dans la repre´sentation de cette structure. Cette
ide´e fut soumise a` des experts en ARN qui ont valide´ cette approche vis-a`-
vis de la nature des structures de ces ARN pour plusieurs raisons : d’une
part, il est bien connu qu’au sein d’une meˆme famille (ARN ayant une meˆme
fonction), la “forme” des ARN est conserve´e tandis que leur se´quence peut
varier de manie`re importante d’un ARN a` l’autre. D’autre part, le re´seau
de boucles multiples (niveau le plus abstrait de notre mode`le) constitue le
squelette de la structure secondaire et est tre`s souvent caracte´ristique des
ARN ayant une meˆme fonction.
L’e´tape suivante fut la recherche d’un algorithme permettant la comparai-
son de ce nouveau type d’objets. Cette recherche nous a amene´ a` analyser en
profondeur les algorithmes existants pour eﬀectuer la comparaison d’arbres.
En outre, l’algorithme d’e´dition pour la comparaison d’arbres repre´sentant
les ARN a` un haut niveau d’abstraction a montre´ certaines limitations. Pour
pallier celle-ci, nous avons de´ﬁni une nouvelle distance pour comparer ces
arbres, composants de notre mode`le ge´ne´ral, puis nous avons e´tabli un algo-
rithme pour la comparaison de deux ARN repre´sente´s par notre mode`le.
La dernie`re e´tape de validation est encore en cours, mais les premiers
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re´sultats sont de´ja` prometteurs. Nous espe´rons ainsi reprendre la collabora-
tion initiale avec les biologistes pour ﬁnir de valider notre mode`le en pratique,
l’ame´liorer et le comple´ter.
Le the`se est divise´e en 3 parties, portant respectivement sur le contexte
biologique de notre travail, l’e´tat de l’art sur les mode`les et algorithmes de
comparaison des structures secondaires d’ARN et, enﬁn, la pre´sentation de
nos re´sultats dans ce domaine.
Dans la premie`re partie, nous pre´sentons le contexte biologique de nos
travaux. En eﬀet, pour re´pondre au mieux au proble`me de la comparaison
d’ARN, il est ne´cessaire de bien comprendre ce que sont les ARN, leur struc-
ture et leur roˆle au sein de la cellule. Apre`s avoir de´crit la nature mole´culaire
des ARN, nous expliquerons comment ils se replient et adoptent une confor-
mation spatiale particulie`re fortement lie´e a` l’activite´ de l’ARN. Nous ﬁ-
nissons par la pre´sentation de quatre proble`mes sur les ARN ne´cessitant
un algorithme eﬃcace pour leur comparaison : le repliement de se´quence,
l’infe´rence de mode`le, la classiﬁcation automatique et la construction d’arbre
phyloge´nique.
La deuxie`me partie pre´sente l’e´tat de l’art des mode`les et algorithmes
de´ja` propose´s pour la repre´sentation et la comparaison des structures secon-
daires d’ARN. Nous commencerons par les se´quences annote´es par des arcs,
formalisme introduit par Evans [24] pour la mode´lisation des ARN consistant
en des se´quences auxquelles on ajoute des arcs reliant deux symboles de la
se´quence. Nous analyserons trois proble`mes sur ces se´quences :
– La recherche de la plus longue sous-se´quence commune avec conserva-
tion des arcs.
– La recherche de motif dans une se´quence annote´e.
– L’e´dition de deux se´quences annote´es.
Nous ﬁnirons cette partie en pre´sentant les 2-intervalles, introduits par Via-
lette [85], qui peuvent eˆtre vus comme une ge´ne´ralisation des se´quences an-
note´es.
En 1984, Zuker et Sankoﬀ [99] ont e´te´ les premiers a` introduire les arbres
pour la repre´sentation des structures secondaires d’ARN. Plus tard, Shapiro
[73] pre´sentera une autre fac¸on de repre´senter ces structures par des arbres.
Nous montrerons qu’en fait il existe de nombreuses fac¸ons de coder les struc-
tures secondaires par des arbres en fonction du type d’informations que l’on
souhaite mode´liser. Quel que soit le mode`le choisi, l’arbre re´sultant est un
arbre enracine´ et ordonne´, c’est-a`-dire que l’ordre entre les ﬁls d’un nœud
compte. L’une des voies pour la comparaison de ces arbres est l’utilisation
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de la distance d’e´dition. L’e´dition d’arbre introduite en 1977 par Selkow [72]
est une extension naturelle de la de´ﬁnition de l’e´dition entre se´quences in-
troduite en 1966 par Levenshtein [56]. Dans ce proble`me, on dispose d’un
ensemble d’ope´rations de base appele´es ope´rations d’e´dition pour transfor-
mer un arbre. A` chacune de ces ope´rations est associe´ un couˆt. On de´ﬁnit
alors la distance d’e´dition entre deux arbres comme le minimum des couˆts
des suites d’ope´rations transformant le premier arbre en le deuxie`me.
En 1989, Zhang et Shasha [95] fournissent un algorithme de type pro-
grammation dynamique plus simple et plus performant que celui de Tai. Nous
analyserons en de´tail cet algorithme, une partie de nos travaux e´tant base´e
dessus. Nous terminerons cette partie en pre´sentant la distance d’alignement
d’arbres enracine´s et ordonne´s introduit par Jiang dans [47] qui, contraire-
ment au cas des se´quences, n’est pas e´quivalente a` la distance d’e´dition.
La troisie`me partie expose les re´sultats de nos travaux de the`se. Dans
un premier temps, nous faisons une analyse de´taille´e de certains re´sultats
pratiques obtenus avec le calcul de distance d’e´dition entre deux arbres or-
donne´s. En outre, nous montrerons trois proble`mes pose´s par l’utilisation de
cette distance dans le contexte de la comparaison de structures secondaires
d’ARN. Pour re´soudre deux de ces trois proble`mes, nous avons introduit de
nouvelles ope´rations d’e´dition : la fusion de nœuds et la fusion d’arcs. Nous
pre´sentons ensuite un algorithme permettant le calcul de la distance d’e´dition
munie de ces nouvelles ope´rations suivi des re´sultats obtenus en pratique.
Dans un deuxie`me temps, nous de´ﬁnissons le type MiGaL, correspondant a`
un empilement de graphes relie´s entre eux par des applications d’abstraction.
L’application de MiGaL aux structures secondaires conduit au type RNA-
MiGaL correspondant a` 4 arbres enracine´s, ordonne´s repre´sentant 4 vues de la
structure secondaire a` un niveau de de´tail diﬀe´rent. Ensuite, nous de´ﬁnissons
un algorithme ge´ne´ral pour la comparaison de telles structures ainsi qu’une
de´clinaison spe´ciﬁque utilisant l’algorithme d’e´dition d’arbre pre´ce´demment
de´ﬁni. Nous concluons cette partie par quelques re´sultats pratiques obtenus
avec notre nouveau mode`le.
Enﬁn, en conclusion, nous aborderons les extensions possibles de nos tra-
vaux. Du point de vue biologique, nous tentons d’amener les premie`res ide´es
pouvant permettre la ge´ne´ralisation de notre mode`le aux structures tertiaires
d’ARN. Cette de´marche nous force a` introduire des graphes avec cycles dans
notre mode`le multi-niveau et n’est pas sans conse´quence sur les algorithmes
permettant alors la comparaison de ces nouveaux mode`les. Du point de vue
algorithmique, nous essayerons d’examiner les diﬀe´rentes voies qui s’oﬀrent a`
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nous pour le passage au proble`me de la comparaison multiple de structures se-
condaires. L’inte´reˆt principal est non plus de fournir une valeur d’appre´ciation
de la similarite´ entre deux structures comme c’est le cas dans la comparai-




Nous allons de´crire le contexte biologique dans lequel se situent nos tra-
vaux. Dans un premier temps, nous de´taillerons le roˆle des ARN dans la cel-
lule. Aﬁn d’illustrer notre propos, nous donnerons quelques exemples d’ARN
connus. Le repliement et la structure des ARN seront ensuite aborde´s. Pour
ﬁnir, nous pre´senterons quelques proble`mes pose´s par les biologistes faisant
intervenir la comparaison de structures d’ARN.
1.1 Les ARN dans la cellule
L’ARN, acide ribonucle´ique, est un des composants fondamentaux de
la cellule. Les ARN sont des mole´cules forme´es par des nucle´otides. Ces
nucle´otides re´sultent de la combinaison d’une base he´te´rocyclique azote´e,
Ade´nine, Guanine, Uracile ou Cytosine, avec un ribose et un groupement
acide phosphorique. Il est usuel de faire re´fe´rence a` ces nucle´otides par les
lettres A,C,G et U correspondantes aux diﬀe´rentes bases.
La ﬁgure 1.1 repre´sente les 4 nucle´otides ainsi qu’une chaˆıne d’ARN
(forme´e par ces nucle´otides). On peut voir qu’une des extre´mite´s de la chaˆıne
se termine par un groupement phosphate, c’est l’extre´mite´ 5’ ; l’autre extre´mite´
se termine par un sucre, c’est l’extre´mite´ 3’. Les ARN sont ainsi des mole´cules
oriente´es : la se´quence de´bute du cote´ 5’ et se termine du cote´ 3’.
Les ARN sont le produit de la transcription de l’ADN. Cette transcription
est eﬀectue´e par l’ARN polyme´rase (3 types chez les eucaryotes, un seul chez
les procaryotes). Celle-ci se ﬁxe a` l’ADN sur une re´gion qualiﬁe´e de promo-
trice. L’ARN polyme´rase parcourt alors le brin d’ADN dans le sens 3’ vers 5’
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Fig. 1.1 – Sur la gauche, la repre´sentation d’un nucle´otide ; a` droite celle
d’un ARN.
et contruit une se´quence comple´mentaire a` l’ADN parcouru. Lorsque l’ARN
polyme´rase rencontre un signal spe´ciﬁque sur le brin d’ADN, la transcription
de l’ADN est termine´e et une se´quence comple´mentaire de la re´gion lue est
ainsi produite. Chez les procaryotes, cette se´quence est produite dans le cyto-
plasme et peut eˆtre directement utilise´e pour fabriquer des prote´ines. Chez les
eucaryotes, cette se´quence est appele´e le transcrit primaire ou ARN nucle´aire
he´te´roge`ne et va subir de profondes modiﬁcations a` travers le processus de
maturation. La maturation du transcrit peut consister en la suppression de
certaines parties dites non codantes ou meˆme en la partition du transcrit en
plusieurs ARN.
L’ARN ainsi produit peut remplir de nombreux roˆles au sein de la cellule
en fonction du ge`ne dont il est issu. Nous allons maintenant voir des exemples
de divers types d’ARN.
1.2 Quelques exemples d’ARN
– Les ARN les plus connus sont les ARN messagers, note´s ARNm. Ces
ARN sont les porteurs de l’information ge´ne´tique (ADN) codant pour
une prote´ine. C’est a` travers le proce´de´ de traduction que les prote´ines
sont synthe´tise´es a` partir d’un ARNm.
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Jusqu’a` tre`s re´cemment, il a e´te´ suppose´ que les ARNm n’e´taient pas
structure´s et n’avaient pas d’autre roˆle que de ve´hiculer le code d’une
prote´ine. Cependant il a e´te´ montre´ [76] [5] [91] que certains ARNm
jouent un roˆle important dans certains me´canismes de re´gulation et
qu’ils seraient plus structure´s qu’initialement suppose´. Par exemple, les
“riboswitches” [76][88] sont forme´s dans les ARNm et sont implique´s
dans la re´gulation de ge`nes chez les bacte´ries.
– Les ARN ribosomaux, note´s ARNr, sont les composants de base des
ribosomes. Ces ribosomes sont forme´s de 2 ARNr (nomme´es respecti-
vement grande sous unite´ et petite sous unite´) ainsi que de prote´ines.
Les ribosomes sont les acteurs principaux de la traduction d’un ARNm
en prote´ine.
– Les ARN de transfert, ou ARNt, jouent e´galement un roˆle lors
de la traduction, en partenariat avec les ribosomes. Les ARNt font le
lien entre les nucle´otides d’un ARNm et les acides amine´s (composants
de base des prote´ines). Ce sont eux qui apportent les acides amine´s
ne´cessaires a` la synthe`se des prote´ines et ainsi font le lien entre le
monde des ARN et celui des prote´ines.
La ﬁgure 1.2 pre´sente de manie`re tre`s simpliﬁe´e le me´canisme de traduc-
tion et le roˆle joue´ par les ARNm, ARNr et ARNt.
Comme nous venons de le voir, les ARNr, les ARNt ainsi que certains
ARNm exercent une fontion mole´culaire spe´ciﬁque au sein de la cellule. Ces
fonctions sont lie´es a` des conformations spatiales bien pre´cises. On dit que les
ARN sont structure´s : ils adoptent dans l’espace une conformation de´termine´e
et spe´ciﬁque a` leur activite´. Ainsi, des motifs de structures ont pu eˆtre e´tablis
pour certaines classes d’ARN [93][36][12]. Nous reviendrons sur ces notions
plus tard.
Depuis les anne´es 90, de nombreux autres types d’ARN ont e´te´ de´couverts.
Par exemple, les snARN (“small nuclear RNA”) sont des ARN de petite
taille intervenant dans le processus de maturation du transcrit primaire, les
snoARN (“small nucleolar RNA”) jouent un roˆle dans la modiﬁcation de
bases de plusieurs familles d’ARN (ARNr, snARN, . . .), les microARN in-
hibent l’expression d’un ge`ne. Pour l’ensemble de ces ARN, la conformation
spatiale adopte´e par l’ARN est e´galement directement lie´e a` son activite´.
Nous allons maintenant voir en quoi consiste cette conformation spatiale.
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Fig. 1.2 – Les diﬀe´rentes e´tapes de la traduction.
1.3 Repliement et structure des ARN
Les ARN sont des se´quences mono-brin de nucle´otides (A, C, G et U).
Dans la cellule, ils ne restent pas sous une forme line´aire. En eﬀet, un ARN
se replie sur lui-meˆme et des liaisons fortes se cre´ent entre certains de ses
nucle´otides. Plusieurs liaisons peuvent eˆtre rencontre´es [54][55] :
– Les liaisons Watson-Crick ou liaisons canoniques sont les liaisons ma-
joritaires. Une liaison de ce type se fait entre un A et un U, ou bien
entre un C et un G.
– Les liaisons de type Wobble mises en e´vidence en 1966 par Crick sont les
liaisons entre un G et un U. Ces liaisons sont les liaisons non-canoniques
les plus courantes.
– D’autres liaisons plus rares telles que les liaisons G–A [68] et les liaisons
C–U [40].
Ces liaisons se forment par blocs tout au long de l’ARN. Un bloc, ou suite
de liaisons nucle´otidiques, forme une he´lice dans l’espace (en trois dimension).
La ﬁgure 1.3 montre une he´lice forme´e par une telle suite. La ﬁgure 1.4 montre
les he´lices qui composent un ARNt.
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Fig. 1.3 – A` gauche, on voit une suite de liaisons dont un wobble en rouge.
A` droite, l’he´lice forme´e par cette suite de liaisons.
Fig. 1.4 – A` gauche sont repre´sente´es les quatres he´lices qui constituent la
structure secondaire de l’ARNt dont la se´quence est a` droite.
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L’ensemble des liaisons nucle´otidiques, ou appariements de bases, qui
composent les he´lices d’un ARN constitue sa structure secondaire. Une fois les
he´lices de´termine´es, on peut distinguer les e´le´ments de structure secondaire
suivants (ceux-ci sont repre´sente´s sur la ﬁgure 1.5) :
– Une he´lice est une suite continue de liaisons entre nucle´otides.
– Une boucle terminale est la suite de bases non apparie´es formant une
boucle a` l’extre´mite´ d’une he´lice.
– Une boucle multiple de´signe le point de rencontre d’au moins 3 he´lices.
– Une boucle interne est forme´e par deux suites de bases reliant deux
he´lices. Une boucle interne peut eˆtre vue comme un cas particulier
d’une boucle multiple.
– Un renﬂement est une boucle interne dont l’une des suites de bases est
de longueur nulle.
– Une tige de´note une suite d’he´lice(s)/boucle(s) interne(s)/renﬂement(s).
Fig. 1.5 – Les points repre´sentent les bases de l’ARN. Les he´lices sont in-
dique´es en bleu, les boucles terminales en rouge, les boucles multiples en vert,
une boucle interne en rose et un renﬂement en bleu ciel. Cet ARN posse`de 8
tiges dont 6 ne sont forme´es que d’une he´lice, les deux autres e´tant entoure´es
en jaune.
La structure primaire d’un ARN correspond a` sa se´quence de nucle´otides.
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On de´ﬁnit les pseudo-nœuds [69] comme e´tant une suite de liaisons nucle´o-
tidiques entre des nucle´otides libres (non apparie´es) dans la structure secon-
daire (voir ﬁgure 1.6). Lorsque l’on prend en compte les pseudo-nœuds ainsi
que d’autres inte´ractions forme´es au sein de l’ARN telles que par exemple
les liaisons triples (une troisie`me base se lie avec une liaison canonique) et
les liaisons he´lice-he´lice [20], on parle de structure tertiaire. A` ce niveau, la
structure spatiale de l’ARN est parfaitement de´ﬁnie.
Fig. 1.6 – Exemple d’un pseudo-nœud : les liaisons qui forment le pseudo-
nœud sont en pointille´.
Il est bien e´vident que la structure tertiaire est la structure la plus pre´cise
permettant d’e´tudier la fonction d’un ARN, celle-ci e´tant lie´e a` la conforma-
tion spatiale adopte´e. Cependant, il est admis que deux ARN ayant une
structure secondaire proche auront une fonction mole´culaire similaire. C’est
pourquoi l’ensemble des approches visant a` e´tudier la fonction des ARN
re´alise´es a` ce jour repose sur la structure secondaire avec e´ventuellement la
prise en compte des pseudo-nœuds.
1.4 Comparaison des ARN
La comparaison de structures secondaires d’ARN trouve de nombreuses
applications en biologie. En eﬀet, il est couramment admis que si deux ARN
ont une structure spatiale proche, alors ils ont la meˆme fonction biologique.
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Nous allons voir des exemples pratiques d’utilisation de la comparaison de la
structure secondaire des ARN.
1.4.1 Repliement d’ARN.
Actuellement il existe deux fac¸ons de de´terminer la structure secondaire
d’un ARN.
La premie`re est expe´rimentale a` l’aide de me´thodes de cristallographie
par diﬀraction aux rayons X ou de re´sonance magne´tique nucle´aire [41]. Ces
me´thodes sont longues et couˆteuses.
La deuxie`me se fait a` l’aide d’algorithmes utilisant la structure primaire
d’un ARN. Un premier type d’algorithme utilise une approche base´e sur
la thermodynamique [98][100][64]. On de´termine la structure secondaire de
l’ARN qui posse`de l’e´nergie libre minimum selon un mode`le the´orique de
calcul d’e´nergie. C’est donc la structure the´orique la plus stable. Bien que
cette approche donne de bons re´sultats, surtout sur les petits ARN, il arrive
souvent que la structure pre´dite ne soit pas la bonne [97]. En eﬀet, un ARN
n’adopte pas toujours la structure dont l’e´nergie totale est minimale mais
plutoˆt une conformation ayant une e´nergie proche de la conformation la plus
stable. C’est pourquoi les programmes base´s sur cette approche proposent
non pas de ge´ne´rer la meilleure structure secondaire mais plutoˆt un certain
nombre de structures possibles dont l’e´nergie est proche de l’e´nergie mini-
mum. Il faut alors choisir parmi ces structures celle qui est “correcte”. Si l’on
dispose de la structure secondaire d’un ARN dont la fonction est identique a`
l’ARN dont on cherche le repliement, on peut alors comparer cette structure
a` chacune des structures possibles aﬁn d’en extraire la plus proche.
Une autre type d’algorithme repose uniquement sur une analyse compa-
rative d’un ensemble de se´quences d’ARN dont on fait l’hypothe`se qu’ils ont
la meˆme fonction [37][32][14][78][81].
Bien que nombreuses, il est possible de de´terminer un ensemble de struc-
tures secondaires possibles pour chacune de ces se´quences. Une fois ces struc-
tures calcule´es, on peut comparer ensemble ces structures aﬁn de trouver
pour chaque se´quence la structure pre´sentant la meilleure similarite´ avec les
structures des autres se´quences d’ARN.
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1.4.2 Infe´rence de mode`les.
Une autre application de la comparaison de structures est la ge´ne´ration
d’un mode`le pour une famille d’ARN connus [9][92]. Par mode`le, on entend
une description la plus pre´cise possible d’une structure secondaire a` laquelle
la majorite´ des ARN de cette famille se conforme.
Pour calculer ce mode`le, on dispose d’un ensemble de structures secon-
daires d’ARN ayant une meˆme fonction biologique. Il faut alors comparer
ces structures entre elles et de´terminer avec le plus de pre´cision possible les
parties communes.
De tels mode`les existent de´ja` pour certaines familles d’ARN [93][12],
cependant ceux-ci ont e´te´ construits le plus souvent manuellement et la
ge´ne´ration automatique “ﬁable” de mode`les reste un proble`me encore lar-
gement ouvert.
1.4.3 Classiﬁcation
Le proble`me de la classiﬁcation (“clustering”) est de partitionner un en-
semble de structures secondaires selon leur similarite´. Pour cela, on dispose
d’un ensemble de structures dont on ne connaˆıt pas a priori la fonction.
Dans un premier temps, on compare chacune de ces structures deux a` deux.
Puis, on constitue des groupes de telle fac¸on a` ce que toutes les structures
secondaires au sein d’un meˆme groupe soient “proches” [74].
L’une des diﬃculte´s est de de´ﬁnir la notion de “proche” et d’e´tablir le
nombre de groupes “ide´al”. En eﬀet, une solution triviale a` ce proble`me
revient a` cre´er autant de groupes qu’il y a de se´quences. La solution oppose´e
consiste a` n’avoir qu’un seul groupe pour l’ensemble des se´quences. Ainsi,
on voit bien qu’il faut mettre en place des crite`res a` la fois sur le nombre
de groupes et la similarite´ des structures au sein de chaque groupe. L’outil
utilise´ pour la comparaison des structures tient une place importante dans
cette de´marche car il sert a` e´tablir la similarite´ entre les ARN.
1.4.4 Phyloge´nie.
La phyloge´nie consiste en l’e´tude de l’e´volution de divers organismes aﬁn
de de´terminer leurs liens de parente´ (souvent repre´sente´ par un arbre)[57][67][26].
Dans la ﬁgure 1.7, on peut voir des arbres phyloge´niques pour 5 espe`ces.
La racine de ces arbres repre´sente l’anceˆtre hypothe´tique commun a` ces 5
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espe`ces. Un nœud interne repre´sente l’anceˆtre commun aux espe`ces descen-
dantes de ce nœud. Dans notre exemple, l’arbre de gauche nous dit que les
espe`ces C et D ont un anceˆtre commun, lui meˆme issu d’une espe`ce qui est
aussi anceˆtre de E. L’arbre de droite donne un autre sche´ma possible de
l’e´volution de ces espe`ces.
Fig. 1.7 – Exemple de deux arbres phyloge´niques des 5 espe`ces : A,B,C,D et
E. Chaque arbre pre´sente une histoire diﬀe´rente de l’e´volution.
Ainsi, l’une des proble´matiques de la phyloge´nie est d’e´tablir l’arbre phy-
loge´ne´tique d’un ensemble d’espe`ces. Pour cela, on doit observer les simila-
rite´s entre ces espe`ces aﬁn de trouver une histoire e´volutive possible reﬂe´tant
ces similarite´s. Par exemple, on peut utiliser le ge`ne codant pour une meˆme
prote´ine de plusieurs espe`ces. Une autre possibilite´ est d’utiliser des struc-
tures d’ARN pour e´tudier l’e´volution d’une famille d’ARN [50][16]. Pour
de´terminer la proximite´ de ces structures, nous avons besoin d’algorithmes
capables d’en eﬀectuer la comparaison.
Comme nous venons de le voir, la comparaison de structures d’ARN
pre´sente de nombreuses applications et est un aspect important dans l’e´tude
des ARN. Nous allons maintenant examiner les diﬀe´rentes possibilite´s exis-
tantes pour comparer deux ARN.
Chapitre 2
E´tat de l’art sur la mode´lisation
d’ARN et les algorithmes de
comparaison d’ARN
Depuis une quinzaine d’anne´es de nombreux mode`les et formalismes ont
e´te´ propose´s pour repre´senter la structure des ARN dans le but de les com-
parer. Dans cette partie, nous allons exposer ces diﬀe´rents formalismes ainsi
que les algorithmes qui leur sont associe´s.
Le premier mode`le sera les se´quences annote´es par des arcs. Ce mode`le
est tre`s proche de la structure secondaire car il consiste en une se´quence
augmente´e par des arcs entre les symboles de celles-ci qui peuvent eˆtre vus
comme les liaisons entre les nucle´otides. Nous verrons trois proble`mes for-
malise´s a` partir de ce mode`le : la recherche de la plus longue sous se´quence
annote´e commune a` deux se´quences annote´es, la recherche d’un motif dans
une se´quence annote´e par des arcs et l’e´dition de deux se´quences annote´es.
Ces proble`mes sont, dans le cas ge´ne´ral, NP-Complets. Nous examinerons des
restrictions compatibles avec la mode´lisation des ARN permettant d’obtenir
des algorithmes polynomiaux. Nous terminerons sur les 2-intervalles. Ceux-ci
peuvent eˆtre vus comme une ge´ne´ralisation des se´quences annote´es par des
arcs. Un 2-intervalle est l’union disjointe de deux intervalles sur les entiers
ou les re´els. Les ARN sont alors mode´lise´s par un ensemble de 2-intervalles
(un 2-intervalle repre´sentant une he´lice). Le proble`me e´tudie´ dans ce cas
sera celui de la recherche de motif dans cet ensemble. De meˆme que pour les
se´quences annote´es, ce proble`me a e´te´ prouve´ comme e´tant NP-Complet dans
le cas ge´ne´ral. Cependant, des restrictions sur le motif cherche´ permettent
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d’obtenir des algorithmes eﬃcaces.
Enﬁn, le dernier chapitre montre comment utiliser les arbres pour mode´liser
les ARN. Nous verrons qu’il existe de nombreux types d’arbres pour cette
mode´lisation en fonction du type d’information que l’on souhaite repre´senter.
Nous ﬁnirons sur le proble`me d’e´dition entre deux arbres ainsi que celui de
leur alignement.
2.1 Se´quence annote´e par des arcs
Evans dans [24] et [25] introduit la structure de se´quence annote´e par des
arcs. La ﬁn de ce chapitre est consacre´e aux 2-intervalles qui peuvent eˆtre vu
comme une ge´ne´ralisation des se´quences annote´es.
Dans un premier temps, nous allons donner la de´ﬁnition d’une telle se´-
quence ainsi que certains cas particuliers de se´quences annote´es. Puis nous
aborderons trois proble`mes algorithmiques : la recherche de la plus longue
sous-se´quence commune avec conservation des arcs, la recherche de motif
dans une sous-se´quence annote´e et l’e´dition de deux se´quences annote´es.
2.1.1 Introduction et notations
Dans l’ensemble de ce chapitre nous adoptons les notations suivantes :
on de´signe par t une se´quence de |t| symboles pris sur un alphabet Σ. On
notera t[i] le ie`me caracte`re de t. Ainsi t = t[1]t[2] . . . t[|t|]. La cardinalite´ d’un
ensemble E est note´e |E|.
La de´ﬁnition ge´ne´rale d’une se´quence annote´e est la suivante :
De´ﬁnition 1. Se´quence annote´e par des arcs :
Un se´quence annote´e par des arcs S(t, A) est de´ﬁnie par une chaˆıne t sur
un alphabet Σ ainsi qu’un ensemble A de couples de positions (i, j) sur t
(i, j ∈ [1; |t|]) tels que ∀(i, j) ∈ A, i < j.
La ﬁgure 2.1 montre deux exemples de se´quences annote´es par des arcs.
On peut ﬁxer un certain nombre de contraintes (limitations) sur une
se´quence annote´e telles que :
1. Un symbole c ∈ Σ ne peut eˆtre mis en relation via un arc qu’avec un
autre symbole c′ ∈ Σ.
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Fig. 2.1 – Deux exemples de se´quences annote´es par des arcs.
2. Les arcs de la se´quence ne peuvent se croiser (cas repre´sente´ par des
cercles bleus dans la ﬁgure 2.1) :
∀(i, j) et (k, l) ∈ A tels que i < k alors j ≤ k ou j ≥ l.
3. Chaque e´le´ment de t ne peut avoir au plus qu’un seul arc (cas repre´sente´
par des cercles rouges sur la ﬁgure 2.1) :
∀i, l ∈ [1; |t|], il existe au plus un couple (i, l) ∈ A.
Cela signiﬁe que deux arcs ne peuvent partager une meˆme extre´mite´.
4. Deux arcs ne peuvent eˆtre inclus l’un dans l’autre :
∀(i, j) et (k, l) ∈ A alors soit i < j ≤ k < l, soit k < l ≤ i < j.
5. A est vide.
Muni de ces contraintes, nous pouvons de´ﬁnir diﬀe´rents types de se´quences
annote´es par des arcs (voir la ﬁgure 2.2) :
ge´ne´ral : pas de limitation.
croise´s : contrainte 3.
imbrique´s : contraintes 2 et 3.
successifs : contraintes 2, 3 et 4
sans arc : contrainte 5.
On remarquera la relation d’inclusion existante entre ces groupes. En ef-
fet, les se´quences de type sans arc de´ﬁnissent un sous-ensemble des se´quences
de type successifs . . . qui sont un sous-ensemble des se´quences ge´ne´ral. Voyons
maintenant comment mode´liser les ARN avec de telles se´quences.
Comme l’a fait remarquer Lin dans [60], lorsqu’on repre´sente la structure
secondaire des ARN par des se´quences annote´es par des arcs, alors deux arcs
ne partagent pas une meˆme extre´mite´ (restriction 3). La ﬁgure 2.3 montre
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Fig. 2.2 – Exemple des diﬀe´rents types de se´quences annote´es (de gauche a`
droite et de haut en bas) : ge´ne´ral, imbrique´s, croise´s, successifs et sans arc.
un ARN repre´sente´ par une se´quence annote´e par des arcs.
Fig. 2.3 – Une se´quence annote´e par des arcs repre´sentant un ARN. Les
arcs dessine´s sous la se´quence correspondent a` un pseudo-nœud et croisent
d’autres arcs.
Proposition 1. Mode´lisation de la structure secondaire des ARN sans pseudo-
nœuds :
Toute structure secondaire d’ARN qui ne contient pas de pseudo-nœuds est
mode´lisable par une se´quence annote´e par des arcs de type imbrique´s.
De´monstration. Imme´diat (voir ﬁgure 2.4) de par la de´ﬁnition d’une struc-
ture secondaire sans pseudo-nœuds.
Proposition 2. Mode´lisation de la structure secondaire des ARN avec pseudo-
nœuds :
Toute structure secondaire d’ARN prenant en compte les pseudo-nœuds est
mode´lisable par une se´quence annote´e par des arcs de type croise´s.
De´monstration. Imme´diat (voir ﬁgure 2.4) de par la de´ﬁnition d’une struc-
ture secondaire avec pseudo-nœuds.
2.1. SE´QUENCE ANNOTE´E PAR DES ARCS 27
Notons aussi que la structure primaire (se´quence) des ARN est mode´lisable
par le type sans arc. La structure tertiaire des ARN implique des liaisons
telles que les pseudo-nœuds ou encore les liaisons triples (liaison d’une base
avec un liaison canonique). Ainsi les structures tertiaires des ARN sont
mode´lisables par les se´quences annote´es par des arcs de type ge´ne´ral.
Fig. 2.4 – Se´quence annote´e repre´sentant un ARN de transfert.
2.1.2 Proble`mes et Algorithmes
Nous allons maintenant voir trois proble`mes sur les se´quences annote´es
par des arcs, a` savoir la recherche de la plus longue sous se´quence commune a`
deux se´quences annote´es, la recherche d’un motif dans une se´quence annote´e
et l’e´dition de deux se´quences annote´es par des arcs.
LAPCS : recherche d’une sous-se´quence commune a` deux se´quences.
Comme nous l’avons vu, un des enjeux de l’e´tude des ARN est l’infe´rence
d’une sous-structure commune a` deux (ou plusieurs) ARN. Dans le cadre
d’une mode´lisation par des se´quences annote´es par des arcs, ceci se traduit
par le proble`me de la recherche de la plus longue sous-structure commune a`
deux se´quences annote´es, aussi appele´ LAPCS (pour “longest arc preserving
common subsequence”). Ce proble`me repose sur la notion d’association entre
deux se´quences annote´es avec pre´servation des arcs.
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De´ﬁnition 2 (Association). Soient deux se´quences annote´es par des arcs
S1(t1, A1) et S2(t2, A2). On de´ﬁnit une association M(S1, S2) comme e´tant
un ensemble de couples (i, j) avec i ∈ [1; |t1|] et j ∈ [1; |t2|] tels que :
∀(i1, j1) ∈M et ∀(i2, j2) ∈M :
– Si i1 = i2 alors j1 = j2 (association un-un).
– Si i1 < i2 alors j1 < j2 (pre´servation de l’ordre).
– (i1, i2) ∈ A1 si et seulement si (j1, j2) ∈ A2 (pre´servation des arcs).
– t1[i1] = t2[j1] (pre´servation des symboles).
De la`, nous pouvons de´ﬁnir une sous se´quence commune a` deux se´quences
annote´es avec pre´servation des arcs :
De´ﬁnition 3 (Sous se´quence commune). Soient deux se´quences annote´es
par des arcs S1(t1, A1) et S2(t2, A2). On dira que L(t, A), se´quence annote´e
par des arcs, est une sous se´quence commune a` S1 et S2 avec pre´servation
des arcs s’il existe une association (suite de couples) M = {m1, . . . , m|t|}
telle que :
– ∀mv = (i, j) ∈ AS, t[v] = t1[i] = t2[j].
– ∀mu = (i1, j1), mv = (i2, j2) ∈M , (u, v) ∈ A si et seulement si (i1, i2) ∈
A1 (et donc (j1, j2) ∈ A2).
Il ne reste plus qu’a` de´ﬁnir la plus longue sous se´quence commune a` deux
se´quences avec pre´servation des arcs :
De´ﬁnition 4 (Proble`me LAPCS(longest arc-preserving common sub-
sequence)). Soient deux se´quences annote´es par des arcs S1(t1, P1) et S2(t2, P2).
On appelle LAPCS, la sous se´quence commune a` S1 et S2 de longueur maxi-
male.
On notera LAPCS(Type1, Type2) le proble`me de la recherche de la plus
longue sous se´quence commune a` deux se´quences annote´es, la premie`re e´tant
de type Type1 et la deuxie`me de type Type2, parmi les types ge´ne´ral, croise´s,
imbrique´s, successifs, sans arc de´ﬁnis pre´ce´demment.
Comme le montre la table 2.5, les diﬀe´rents proble`mes LAPCS(Type1,
Type2) sont inclus les uns dans les autres du fait de la relation d’inclusion
qui existe entre les diﬀe´rents types de se´quences annote´es.
Le proble`me LAPCS(sans arcs, sans arcs) correspond a` la recherche de la
plus longue sous se´quence commune a` deux se´quences, proble`me bien connu
en algorithmique du texte.
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LAPCS ge´ne´ral croise´s imbrique´s successifs sans arcs
ge´ne´ral •⋃
croise´s • ⊃ •⋃ ⋃
imbrique´s • ⊃ • ⊃ •⋃ ⋃ ⋃
successifs • ⊃ • ⊃ • ⊃ •⋃ ⋃ ⋃ ⋃
sans arcs • ⊃ • ⊃ • ⊃ • ⊃ •
Fig. 2.5 – Relation entre les diﬀe´rentes instances du proble`me LAPCS.
Proposition 3 (LAPCS(sans arcs, sans arcs) [38]). La recherche de la
plus longue sous se´quence commune a` deux se´quences t1 et t2 sur un alphabet
ﬁxe se fait en O(|t1||t2|).
De´monstration. L’algorithme re´solvant ce proble`me a e´te´ propose´ en 1975
par Hirschberg et repose sur une technique de programmation dynamique.
Pour plus de de´tails on se re´fe´rera a` [38].
Dans [24], Evans montre que LAPCS(ge´ne´ral, sans arcs) est NP-Complet.
Nous pouvons tout d’abord faire la proposition suivante :
Proposition 4 (LAPCS(Type1, Type2)). LAPCS(Type1, Type2) est dans
NP.
Puis Evans montre que LAPCS(ge´ne´ral, sans arcs) est NP-dur par re´duction
a` partir du proble`me des ensembles inde´pendants :
De´ﬁnition 5 (Proble`me des ensembles inde´pendants (Independent
Set)). Soit un graphe G(V,E), de´ﬁni par un ensemble de sommets V et
d’arcs E. On dit qu’un sous ensemble V ′ de sommets de G est inde´pendant,
si pour chaque couple de sommets (u, v) ∈ V ′, il n’existe pas d’arc entre u et
v dans E. Le proble`me des ensembles inde´pendants est le suivant : Soit un
graphe G(V,E) et un entier k, existe-t-il un sous ensemble inde´pendant de
G de taille k ?
Proposition 5 (Re´duction). Le proble`me des ensembles inde´pendants peut
eˆtre re´duit en temps polynomial au proble`me LAPCS(ge´ne´ral, sans arcs).
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De´monstration. Nous ne donnons pas la re´duction comple`te, mais seulement
le codage utilise´, pour la preuve comple`te voir [24].
Pour eﬀectuer la re´duction, on part d’un graphe G(V,E) et on construit
deux se´quences annote´es S1(t1, P1) et S2(t2, P2). Pour S1, on a t1 = a
|V | et
P1 = E et pour S2, t2 = a
k et P2 = ∅. On montre ainsi que G posse`de un
ensemble inde´pendant de taille k si et seulement si il existe une association
de taille k entre S1 et S2.
On conclut par le the´ore`me suivant :
The´ore`me 1 (Complexite´ de LAPCS(ge´ne´ral, sans arcs)). LAPCS(ge´ne´ral,
sans arcs) est NP-Complet.
De´monstration. D’apre`s les propositions 4 et 5, le proble`me est dans NP et
est NP-dur.
Corollaire 1 (Complexite´ de LAPCS(ge´ne´ral, Type2)). LAPCS(ge´ne´ral,
Type2) est NP-Complet quel que soit le type de Type2.
De´monstration. Quelque soit le type de Type2, LAPCS(ge´ne´ral, Type2) a
pour sous proble`me LAPCS(ge´ne´ral, sans arcs) (voir la table d’inclusion 2.5)
et est dans NP (proposition 4).
Puis Evans montre que le proble`me de recherche de clique dans un graphe
peut eˆtre re´duit en temps polynomial a` LAPCS(croise´s, croise´s). Voici la
de´ﬁnition du proble`me de recherche de clique dans un graphe :
De´ﬁnition 6 (Clique dans un graphe (de´cision)). Soit G(V,E) un
graphe non oriente´ connexe et k un entier. Existe-t-il un sous graphe complet
de G a` k sommets ?
Proposition 6 (Re´duction). Le proble`me de recherche de clique dans un
graphe peut eˆtre re´duit en temps polynomial au proble`me LAPCS(croise´s,
croise´s).
De´monstration. Voici le codage utilise´ : On se donne un graphe G(V,E) com-
pose´ de n sommets et un entier k. On construit alors les se´quences annote´es
S1(t1, P1) et S2(t2, P2) de la manie`re suivante :
– t1 = (ba
nb)n : t1 est compose´ de n blocs de la forme (ba
nb). Ainsi la
longueur de t1 est n
2 + 2n.
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– P1 = {((u− 1)(n+ 2) + 1, u(n+ 2))|u ∈ V }
⋃
{((u− 1)(n+ 2) + v + 1, (v − 1)(n+ 2) + u+ 1|(u, v) ∈ E}
La premie`re partie de´ﬁnit un arc entre les deux “b” aux extre´mite´s de
chaque bloc (banb) de t1. La deuxie`me partie, pour chaque arc (u, v) de
E, cre´e un arc entre le ve`me “a” du bloc u et le ue`me “a” du bloc v.
– t2 = (ba
kb)k : t2 est compose´ de k blocs de la forme (ba
kb). Ainsi la
longueur de t2 est k
2 + 2k.
– P2 = {((u− 1)(k + 2) + 1, u(k + 2))|u ∈ [1; k]}
⋃
{((u− 1)(k + 2) + v + 1, (v − 1)(k + 2) + u + 1)|u ∈ [1; k[, v ∈]u; k]}
La premie`re partie de l’expression construit un arc entre les deux “b”
aux extre´mite´s de chaque bloc (bakb) de t2. Dans la deuxie`me partie,
pour chaque bloc i, on cre´e un arc pour tous les j e`me “a”, j > i, vers
le (k − j)e`me “a” du bloc j.
En fait, S2 correspond a` la se´quence S1 que l’on obtiendrait a` partir d’un
graphe complet de taille k.
Nous avons donne´ ici le codage utilise´ pour la re´duction, on se re´fe´rera a`
[24] pour la preuve comple`te.
La ﬁgure 2.6 montre l’exemple d’un graphe et des se´quences annote´es
construites selon le codage de´crit ci-dessus.
Il en suit le the´ore`me suivant :
The´ore`me 2 (Complexite´ de LAPCS(croise´s, croise´s)). Le proble`me
LAPCS(croise´s, croise´s) est NP-Complet.
De´monstration. LAPCS(croise´s, croise´s) est dans NP et d’apre`s la proposi-
tion 6, le proble`me est NP-dur.
Proposition 7 (Re´duction). Le proble`me des ensembles inde´pendants peut-
eˆtre re´duit en temps polynomial au proble`me LAPCS(croise´s, sans arc).
De´monstration. Voici le codage utilise´ pour construire une instance du proble`me
LAPCS(croise´s, sans arc) a` partir d’une instance du proble`me des ensembles
inde´pendants. (voir [24] pour la preuve comple`te).
Pour faire cette re´duction, on part d’un graphe G(V,E) a` n sommets et
d’un entier k. On construit alors S1(t1, P1) et S2(t2, P2) comme suit :
– t1 = (ba
n)n
– P1 = {((u− 1)(n+1)+ v+1, (v− 1)(n+1)+ u+1)|(u, v) ∈ E} : pour
chaque arc (u, v), on cre´e un arc entre le ue`me “a” du ve`me bloc (ban)
et le ve`me “a” du ue`me bloc.
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Fig. 2.6 – Exemple de se´quences construites a` partir d’un graphe avec k = 3
selon le codage utilise´ pour faire la re´duction du proble`me de recherche de
clique a` LAPCS(croise´s,croise´s).
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– t2 = (b
n−k+1an)knn−k
– P2 = ∅
The´ore`me 3 (Complexite´ de LAPCS(croise´s, {sans arc, successifs,
imbrique´s}) ). Les proble`mes LAPCS(croise´s, sans arc), LAPCS(croise´s,
successifs) et LAPCS(croise´s, imbrique´s) sont NP-Complets.
De´monstration. Le proble`me LAPCS(croise´s, sans arc) est dans NP et la
proposition 6 montre qu’il est NP-dur. De plus, LAPCS(croise´s, sans arc) est
une restriction de LAPCS(croise´s,successifs) et LAPCS(croise´s, imbrique´s)
(voir la table 2.5). Il en suit que LAPCS(croise´s,successifs) et LAPCS(croise´s,
imbrique´s) sont NP-Complets.
Evans donne un algorithme qui re´sout le proble`me LAPCS(croise´s, croise´s)
pour S1(t1, P1) et S2(t2, P2) en O(f(k)|t1||t2|), k e´tant la hauteur d’arc des
se´quences en entre´e et f(k) une fonction exponentielle en k inde´pendante de
|t1| et |t2|. La hauteur d’arc a` la position i de´signe le nombre d’arcs “passant”
par ou se terminant a` cette position. Par extension, on de´signe la hauteur
d’arc d’une se´quence comme e´tant le maximum des hauteurs d’arcs en chaque
position de la se´quence. L’algorithme divise le proble`me initial en k2 sous-
proble`mes en construisant k se´quences de type successifs a` partir de S1 et k
autres se´quences de type successifs a` partir de S2. Puis, il utilise le re´sultat
du calcul de la plus longue sous-se´quence commune entre chacune de ces
se´quences (k2) pour calculer la plus longue sous se´quence commune a` S1 et
S2 avec pre´servation des arcs.
En outre, cet algorithme re´sout le proble`me LAPCS(successifs, Type2),
pour Type2 e´gal a` successifs ou sans arcs, en O(|t1||t2|). En eﬀet, dans le cas
d’une se´quence de type successifs, la hauteur d’arc est de 1.
En 2000, Lin et al. dans [46] proposent un algorithme de programma-
tion dynamique en O(|t1| ∗ (|t2|3)) permettant de re´pondre au proble`me
LAPCS(S1, S2) avec S1 de type imbrique´s et S2 de type successifs ou sans
arc. Puis en 2002, ils montrent que LAPCS(imbrique´s, imbrique´s) est NP-
Complet (la preuve par re´duction est trop complexe pour eˆtre re´sume´e ici).
La table 2.7 re´sume les diﬀe´rentes complexite´s du proble`me LAPCS en
fonction des restrictions pose´es sur les se´quences en entre´e.
Comme nous l’avons vu, la structure secondaire des ARN est mode´lise´e
par les se´quences de types imbrique´s ou croise´s selon que l’on prend en compte
ou non les pseudo-nœuds. Nous venons de voir que le proble`me LAPCS est
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Type ge´ne´ral croise´s imbrique´s successifs sans arcs
ge´ne´ral NP-C[24]
croise´s NP-C[24] NP-C [24]
imbrique´s NP-C[24] NP-C [24] NP-C [60]
successifs NP-C[24] NP-C [24] O(nm3)[46] O(nm)[24]
sans arcs NP-C[24] NP-C [24] O(nm3)[46] O(nm)[24] O(nm)[38]
Fig. 2.7 – Complexite´s pour le proble`me LAPCS(S1, S2) avec S1 une
se´quence annote´e de longueur n (premie`re colonne) et S2 une se´quence an-
note´e de longueur m (premie`re ligne).
NP-Complet pour cette utilisation. Cependant, pour certains proble`mes, il
existe des algorithmes d’approximation [34] ainsi que des algorithmes exacts
performants sous certaines conditions [1].
La recherche d’un motif dans une se´quence annote´e.
Ce proble`me consiste a` trouver une occurrence d’un motif donne´ dans
une se´quence annote´e. On notera ce proble`me APS (“arc-preserving subse-
quence”).
De´ﬁnition 7 (APS). Soit une se´quence annote´e T (t, A) et une se´quence
annote´e P (p, B) que l’on nommera motif. Le proble`me est de re´pondre a` la
question : P est-il une sous se´quence de T ? Autrement dit, existe-t-il un
ensemble M de couples de positions dans S et P tel que :
– ∀j ∈ [1; |p|] ∃i tel que (i, j) ∈M (pre´servation de P ).
– ∀(i, j) ∈ M alors t[i] = p[j] (conservation des symboles).
– ∀(i, j)(i′, j′) ∈M :
– Si i < i′ alors j < j′ (conservation de l’ordre).
– Si (i, i′) ∈ A alors (j, j′) ∈ B (conservation des arcs).
Une autre fac¸on de poser ce proble`me est [33] : est-il possible d’obtenir P
a` partir de T en retirant un nombre arbitraire de symboles de T (lorsqu’un
symbole est de´truit, alors tous les arcs l’ayant comme extre´mite´ sont de´truits
aussi).
En fait ce proble`me est un cas particulier du proble`me LAPCS vu pre´ce´-
demment. En eﬀet, APS(T,P) est vrai si LAPCS(T,P)=P.
Un exemple de ce proble`me est repre´sente´ dans la ﬁgure 2.8.
De meˆme que pour LAPCS, on notera APS(Type1, Type2) le proble`me
APS pour une se´quence annote´e de type Type1 et un motif de type Type2,
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Fig. 2.8 – Exemple de la recherche d’une sous-se´quence dans une se´quence
annote´e. La se´quence EPROM n’est pas dans le texte (l’arc entre O et M
n’est pas pre´serve´). Par contre, la se´quence MOTIF est pre´sente dans le
texte.
le type Type2 e´tant inclut dans le type Type1. Type1 et Type2 peuvent eˆtre
ge´ne´ral, croise´s, imbrique´s, successifs ou sans arcs. Il y a une relation d’in-
clusion entre chaque proble`me APS pour les diﬀe´rents types de se´quences en
entre´e, celle-ci est la meˆme que pour LAPCS (voir table 2.5).
En utilisant la meˆme re´duction des ensembles inde´pendants a` LAPCS(
ge´ne´ral, sans arc), on montre que APS(ge´ne´ral, sans arcs) est NP-Complet.
De meˆme, on montre que APS(croise´s, croise´s) est NP-Complet par re´duction
a` partir du proble`me de calcul de clique.
La NP-Comple´tude de APS(croise´s, successifs) a e´te´ prouve´e en 2002 par
Guo dans [34]. La preuve passe par une re´duction du proble`me des ensembles
inde´pendants. Le codage utilise´ est similaire a` celui employe´ dans la re´duction
de clique a` LAPCS(croise´s, croise´s).
Tre`s re´cemment, Blin et al. [8] ont montre´s que APS(croise´s, sans arcs)
est NP-Complet.
Enﬁn, Gramm [33] donne trois algorithmes de programmation dyna-
mique en O(nm) pour re´soudre les proble`mes APS(imbrique´s, successifs),
APS(imbrique´s, sans arcs) et APS(imbrique´s, imbrique´s), avec n la taille de
la se´quence et m la taille du motif.
Le tableau 2.9 re´sume les complexite´s en temps du proble`me APS pour
les diﬀe´rents types de S et de P .
Pour clore cette section sur la recherche de motif, nous allons voir les
travaux de Bafna et al. [4] sur les se´quences annote´es dans le contexte de
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Type ge´ne´ral croise´s imbrique´s successifs sans arcs
ge´ne´ral NP-C[24]
croise´s NP-C[24] NP-C [24]
imbrique´s NP-C[24] NP-C [34] O(nm)[8]
successifs NP-C[24] NP-C [34] O(nm)[8]
sans arcs NP-C[24] NP-C [8] O(nm)[8] O(n + m) O(n + m)
Fig. 2.9 – Complexite´s pour le proble`me APS entre une se´quence annote´e
de taille n et un motif de taille m.
la mode´lisation des ARN. Dans ce cadre, les arcs sont uniquement de type
imbrique´s.
Le proble`me pose´ est celui de la recherche de l’occurrence d’un mot dans
un texte avec conservation exacte de la structure secondaire (i.e. des arcs)
ou bien une conservation partielle de cette structure.
De´ﬁnition 8 (Occurrence exacte et syme´trique [4]). Soient un ARN
T (t, A) et un motif P (p, B), le proble`me consiste a` trouver toutes les positions
i (aussi appele´es occurrences de P dans T ) telles que :
– ∀j ∈ [1; |p|] t[i+ j] = p[j].
– (k; l) ∈ B si et seulement si (i+ k, i+ l) ∈ A.
De´ﬁnition 9 (Occurrence exacte non syme´trique [4]). Soient un ARN
T (t, A) et un motif P (p, B), le proble`me consiste a` trouver toutes les positions
i (aussi appele´es occurrences de P dans T ) telles que :
– ∀j ∈ [1; |p|] t[i+ j] = p[j].
– ∀(k; l) ∈ B, (i+ k, i+ l) ∈ A.
Ces deux proble`mes se re´solvent en temps polynomial.
Plus exactement, le proble`me de la recherche d’occurrence exacte et
syme´trique se fait en O(|t| + |p|) par une modiﬁcation de l’algorithme de
Knut-Morris-Pratt [49] de recherche de motif dans un texte.
Le proble`me de la recherche d’occurrence exacte non syme´trique se fait
en O(|t| log |p|). L’algorithme utilise´ se de´roule en deux temps.
Dans un premier temps, on trouve toutes les positions dans t ou` p n’ap-
paraˆıt pas (sans tenir compte des arcs), ce qui se fait en O(|t|+ |p|).
La deuxie`me phase consiste a` trouver toutes les positions dans t ou` la
structure secondaire (les arcs) ne concorde pas. Cette phase est accomplie en
construisant deux nouvelles chaˆınes t′ et p′ telles que : pour chaque position
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i dans t, si (k, i) ou (i, k) ∈ A alors t′[i] = k − i sinon t′[i] = t[i]. On fait de
meˆme pour construire p′ sauf que si aucun arc n’a pour extre´mite´ i alors p′[i]
est un caracte`re joker. Puis on utilise un algorithme de recherche avec joker
pour trouver toutes les positions ou` la structure secondaire ne concorde pas,
ce qui se fait en O(|t| log |p|).
Une variante de ces proble`mes consiste a` autoriser un certain nombre
d’erreurs dans l’occurrence du motif. Ainsi pour une occurrence i, on autorise
a` ce que t[i . . . i + |m|] et p diﬀe`rent en au plus k positions. Bafna et al.
donnent deux algorithmes permettant de re´soudre le proble`me de la recherche





m logm), ou` n est la taille du texte et m celle du motif.
L’utilisation des se´quences annote´es pour les ARN dans le cas ou` l’on
ne prend pas en compte les pseudo-nœuds est donc tout a` fait envisageable
en pratique pour la recherche d’une sous-structure commune. Cependant,
cela suppose que l’on connaˆıt la sous structure a` chercher et que celle-ci se
pre´sente de manie`re exacte dans la se´quence dans le cas du proble`me APS.
Les deux derniers proble`mes inte`grent la notion d’erreurs permettant de
prendre en compte les phe´nome`nes de type mutation (une base est remplace´e
par une autre).
Or, en pratique, on rencontre souvent des diﬀe´rences entre des ARN
proches qui ne peuvent eˆtre pris en compte par ces approches. Ces diﬀe´rences
peuvent eˆtre, par exemple, l’absence d’une paire de base dans une he´lice ou
bien meˆme l’absence d’une he´lice comple`te. Ceci se traduit au niveau des
se´quences par des “trous”. Le proble`me APS permet ge´rer ces “trous” mais
pas les erreurs au niveau des symboles des se´quences.
C’est pourquoi, aﬁn de mieux prendre en compte ces re´alite´s biologiques,
le proble`me d’e´dition de deux se´quences annote´es par des arcs a e´te´ introduit.
E´dition de deux se´quences annote´es par des arcs
Nous allons dans un premier temps pre´senter le proble`me de l’e´dition
pour les chaˆınes de caracte`res. Puis nous montrerons comment e´tendre cette
notion aux se´quences annote´es.
E´dition de deux chaˆınes de caracte`res
La notion d’e´dition [56][71][35] entre deux chaˆınes de caracte`res introduit un
formalisme permettant de passer d’une chaˆıne a` une autre au moyen de 3
ope´rations e´le´mentaires :
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De´ﬁnition 10 (Ope´rations d’e´dition). Soit une chaˆıne t sur un alphabet
Σ. On note  le mot vide. On de´ﬁnit trois ope´rations d’e´dition :
1. La substitution : Changement d’une lettre ’a’ de t a` une position
donne´e par une autre lettre ’b’, note´e σ(a, b).
2. La de´le´tion : suppression d’une lettre de t, note´e σ(a, ).
3. L’insertion : insertion d’une lettre dans t, note´e σ(, a).
Munis de ces trois ope´rations, nous pouvons de´ﬁnir l’e´dition d’une chaˆıne
en une autre de la manie`re suivante :
De´ﬁnition 11 (E´dition). Soient deux chaˆınes t et t′ sur Σ∗. On dit qu’une
suite d’ope´rations d’e´dition re´alise l’e´dition de t en t′ si, en appliquant cha-
cune des ope´rations de cette suite a` t, on obtient la chaˆıne t′.
Fig. 2.10 – Deux suites d’ope´rations d’e´dition re´alisant l’e´dition de la
chaˆıne “EXEMPLE” en la chaˆıne “ENSEMBLE”. La premie`re suite est
{σ(E,E); σ(X,N); σ(, S); σ(E,E); σ(M,M); σ(P,B); σ(L,L); σ(E,E)}
la deuxie`me est {σ(E,E); σ(X, ); σ(, N); σ(, S); σ(E,E); σ(M,M);
σ(P,B); σ(L,L); σ(E,E)}. Dans le cas des fonctions de couˆt suivantes :
σ(a, a) = 0, σ(a, b) = 1, σ(a, ) = 1 et σ(, a) = 1, la premie`re suite to-
talise un couˆt de 3 (0+1+1+0+0+1+0+0) et la deuxie`me un couˆt de 4
(0+1+1+1+0+0+1+0+0). La distance d’e´dition entre ces deux se´quences
est de 3.
La ﬁgure 2.10 illustre l’e´dition de deux chaˆınes. On notera qu’il existe un
grand nombre de suites re´alisant l’e´dition d’une chaˆıne t en une autre chaˆıne.
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C’est pourquoi nous allons aﬀecter un poids a` chacune de ces ope´rations.
Ainsi on de´ﬁnit trois fonctions de score sub, ins et del qui, a` chaque ope´ration
d’e´dition, associent un score. De plus, si l’on dispose d’une suite d’ope´rations
S, on notera score(S) la somme des couˆts des ope´rations composant S. Main-
tenant que l’on peut associer un score a` une suite d’ope´rations d’e´dition, nous
pouvons de´ﬁnir la distance d’e´dition entre deux chaˆınes :
De´ﬁnition 12 (Distance d’e´dition). Soient deux chaˆınes t et t′, et soit
E l’ensemble des suites re´alisant l’e´dition de t en t′. La distance d’e´dition
note´e D(t, t′) est le minimum des scores de ces suites :
D(t, t′) = Min(score(S)|S ∈ E)
Cette distance d’e´dition est souvent appele´e distance de Levenshtein. Pour
que D soit une distance, il faut que les fonctions de scores satisfassent a`
certaines conditions :
Proposition 8 (Conditions sur les fonctions de score[17]). D est une
distance sur Σ∗ si et seulement si sub(a, b) (substitution) est une distance sur
Σ et del(a) = ins(a) > 0 (de´le´tion et insertion) pour tout a ∈ Σ.
De´monstration. L’implication se de´montre facilement, D(a, b) = score(a, b)
donc sub(a, b) est une distance. De plus D(a, ) = D(, a) = del(a) = ins(a)
car D est une distance. Ceci implique que del(a) = ins(a) > 0 pour tout
a ∈ Σ.
Pour montrer la re´ciproque, nous devons prouver les 4 proprie´te´s que doit
ve´riﬁer D pour eˆtre une distance :
1. Positivite´ : D est positive car c’est la somme de couˆts eux meˆmes
positifs.
2. Se´paration : Si D(u, v) = 0 alors u = v car seul le couˆt de la substi-
tution peut-eˆtre nul et sub est une distance sur Σ donc sub(a, b) = 0
implique que a = b. Pour la meˆme raison si u = v alors D(u, v) = 0.
3. Syme´trie : On doit montrer que D(u, v) = D(v, u). Si D(u, v) cor-
respond a` la suite d’ope´rations d’e´dition {s1 . . . sn}, alors on peut
construire la suite {s′n . . . s′1} telle que pour tout i ∈ [1;n]
– si si = sub(a, b) alors s
′
i = sub(b, a)
– si si = del(a) alors s
′
i = ins(a)
– si si = ins(a) alors s
′
i = del(a)
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Par construction la suite d’ope´rations {s′n . . . s′1} re´alise l’e´dition de v
en u. Comme le couˆt de l’insertion est e´gal a` celui de la de´le´tion et que
sub est syme´trique, le couˆt associe´ a` {s′n . . . s′1} est e´gal a` D(u, v). Enﬁn,
le score de {s′n . . . s′1} est minimal par construction et donc D(u, v) =
D(v, u).
4. Ine´galite´ triangulaire : Nous devons montrer que, quel que soit le
mot w ∈ Σ∗, D(u, w) + D(w, v) ≤ D(u, v). Supposons qu’il existe
un tel mot, alors si l’on construit la suite d’ope´rations re´sultant de la
concate´nation des ope´rations re´alisant l’e´dition de u en w et de celle
re´alisant l’e´dition de w en v, cette suite re´alise l’e´dition de u en v et
son couˆt est infe´rieur a` D(u, v) ce qui contredit la de´ﬁnition de D.
La distance d’e´dition entre deux se´quences peut-eˆtre calcule´ par un al-
gorithme de programmation dynamique. Soient deux chaˆınes t et t′ sur un
alphabet Σ de longueur n et m. On note t[i] le ie`me caracte`re de t, et t[i . . . j]
le facteur de t compose´ des caracte`res t[i]t[i+ 1] . . . t[j]. L’algorithme repose
sur la relation suivante :
D(t, t′) = D(t[1 . . . n], t′[1 . . .m]) =
Si t 





D(t[1 . . . n− 1] , t′ ) +Del(t[n])
D(t , t′[1 . . .m− 1] ) + Ins(t′[m])
D(t[1 . . . n− 1] , t′[1 . . .m− 1] ) + Sub(t[n], t′[m])
(2.1)
Sinon
D(, ) = 0
On pourra se re´fe´rer a` [35] pour une preuve de la validite´ de cet algo-
rithme.
Proposition 9 (Complexite´). La distance d’e´dition entre deux chaˆınes de
longueurs n et m sur un alphabet Σ peut eˆtre calcule´e a` l’aide d’un algorithme
de programmation dynamique en O(nm) temps et O(min{n,m}) espace.
De´monstration. En eﬀet, comme le montre la ﬁgure 2.11, l’algorithme
consiste a` calculer l’ensemble des valeurs d’une matrice de taille (n + 1) ∗
(m+1), le calcul d’une de ces valeurs se faisant en temps constant. De plus,
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on peut remarquer que si l’on eﬀectue le calcul de cette matrice ligne apre`s
ligne, on peut re´aliser l’ensemble du calcul dans un tableau de la taille d’une
ligne plus un e´le´ment. On peut utiliser le meˆme proce´de´ en ne conservant
qu’une seule colonne plus un e´le´ment durant le calcul. Il en re´sulte la com-
plexite´ en me´moire annonce´e.
Fig. 2.11 – Calcul de la distance d’e´dition entre deux chaˆınes selon un algo-
rithme de programmation dynamique.
Une notion lie´e a` celle de l’e´dition entre deux se´quences est l’alignement
de deux se´quences.
De´ﬁnition 13 (Alignement [35]). L’alignement de deux se´quences S1 et
S2 consiste a` inse´rer des blancs (caracte`re spe´cial note´ ’-’ n’appartenant pas
a` Σ) dans S1 et S2, e´ventuellement aux extre´mite´s. On obtient alors deux
se´quences S ′1 et S
′
2 telle que :
– l = |S ′1| = |S ′2| : S ′1 et S ′2 sont de meˆme longueur.
– ∀i ∈ [1; l], si S ′1[i] =′ −′ alors S ′2[i] 
=′ −′.
Les se´quences S ′1 et S
′
2 sont un alignement des se´quences S1 et S2.
La ﬁgure 2.12 montre l’alignement des deux se´quences “plante” et “de-
panner”.
En fait, on voit tout de suite l’e´quivalence entre l’e´dition et un alignement.
En eﬀet, si on dispose d’un alignement entre deux se´quences, lorsque deux
caracte`res sont aligne´s (l’un en dessous de l’autre), cela correspond a` une
substitution, si un caracte`re de la premie`re se´quence est aligne´ avec un blanc,
cela correspond a` la de´le´tion de ce caracte`re, l’inverse e´tant l’insertion.
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position : 1 2 3 4 5 6 7 8 9
S1 p l a n t e
S ′1 - - p l a n t e -
S ′2 d e p - a n n e r
S2 d e p a n n e r
Fig. 2.12 – Alignement des se´quences “plante” et “depanner”. On peut
construire la se´quence d’e´dition suivante pour passer de S1 a` S2 :
{σ(, d) ;σ(, e) ; σ(p, p) ;σ(l, ) ;σ(a, a) ;σ(n, n) ;σ(t, n) ;σ(e, e) ;σ(, r)}.
En suivant le meˆme raisonnement, on peut facilement construire l’aligne-
ment de deux se´quences a` partir du calcul de leur distance d’e´dition.
E´dition de deux se´quences annote´es
Plusieurs travaux ont e´tendu la notion d’e´dition sur les se´quences de´crites
pre´ce´demment aux se´quences annote´es. Nous allons pre´senter trois approches
de l’e´dition de deux se´quences annote´es. Chacune de ces approches introduit
de fac¸on diﬀe´rente de nouvelles ope´rations d’e´ditions agissant au niveau des
arcs de la se´quence.
Dans la suite, nous nous plac¸ons dans le cadre de la comparaison des
ARN par la calcul de l’e´dition entre deux se´quences annote´es. Ainsi, nous
ne conside´rerons que les se´quences annote´es de type croise´s (pour chaque
position de la se´quence, il y a au plus un arc dont une des extre´mite´s aboutit
a` cette position) ou un de ses sous types.
Premie`re approche : traitement se´pare´ des symboles et des arcs
Les premiers travaux [4] ont consiste´ a` faire l’e´dition sur se´quences an-
note´es a` l’aide des 4 ope´rations d’e´dition suivantes : substitution, de´le´tion,
insertion de symbole et substitution d’arc. La substitution d’arc est une
ope´ration supple´mentaire ajoute´e lorsque l’e´dition met en correspondance
deux paires de bases qui sont connecte´es par un arc dans une se´quence mais
pas dans l’autre. La ﬁgure 2.13 illustre ces quatre ope´rations. Il en re´sulte
un algorithme de programmation dynamique calculant l’alignement de deux
se´quences annote´es en O(n2m2) avec n et m la longueur des deux se´quences.
Cette approche pre´sente l’inconve´nient de traiter se´parement les arcs et
les symboles de la se´quence relie´s par ces arcs. Du point de vue de la struc-
ture secondaire ceci revient a` traiter la liaison entre deux nucle´otides sans
conside´rer les deux nucle´otides implique´s par cette liaison. Comme nous al-
2.1. SE´QUENCE ANNOTE´E PAR DES ARCS 43
lons le voir, d’autres ope´rations d’e´ditions pour les se´quences annote´es per-
mettent une gestion plus ﬁnes des arcs de la se´quence et donc des liaisons
nucle´otidiques.
Fig. 2.13 – Exemple d’alignement de deux se´quences annote´es utilisant la
premie`re approche. Les 3 ope´rations classiques sont repre´sente´es par les
lettres colore´es. Les arcs rouges correspondent a` des substitutions d’arcs.
Deuxie`me approche : bases apparie´es ou non apparie´es
Plus tard, en 1999, Zhang et al. propose`rent dans [96][62] une de´ﬁnition
de l’e´dition entre deux se´quences annote´es utilisant des ope´rations d’e´ditions
ope´rant sur les symboles de la se´quence annote´e et des ope´rations ope´rant
sur les arcs de la se´quence annote´e.
On dit qu’une position/lettre/caracte`re est libre si aucun arc n’a pour
extre´mite´ cette position. Dans le cas contraire, on dit qu’elle est apparie´e ou
lie´e.
Comme pour les se´quences, les trois ope´rations d’e´dition sont la substitu-
tion, la de´le´tion et l’insertion que l’on peut appliquer, soit a` une lettre libre,
soit a` une lettre apparie´e.
On a donc 6 ope´rations d’e´dition : dans le cas ou` une position est libre,
les ope´rations d’e´dition sont de´ﬁnies de la meˆme manie`re que les ope´rations
d’e´dition sur les se´quences. Conside´rons maintenant l’arc (i, j) ∈ A de la
se´quence annote´e T (t, A). La substitution applique´e a` cet arc consiste a` rem-
placer t[i] et t[j], la de´le´tion consiste a` retirer (i, j) de A ainsi que t[i] et t[j]
de t (de´le´tion des symboles) et l’insertion revient a` ajouter deux symboles
dans t ainsi que l’arc qui les lie dans A.
A` chacune de ces ope´rations est aﬀecte´ un couˆt et donc le proble`me est de
trouver la suite d’ope´rations d’e´dition permettant de passer d’une se´quence
annote´e a` une autre dont le couˆt est minimal.
On remarque tout de suite la diﬀe´rence qu’il y a entre la pre´ce´dente
approche et celle-ci : dans le cas pre´sent, les symboles libres et les sym-
boles lie´s sont conside´re´s comme deux types d’objets bien distincts dispo-
sant d’ope´rations d’e´dition spe´ciﬁques. Ainsi, contrairement a` l’approche
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Fig. 2.14 – Les ope´rations d’e´dition de la deuxie`me approche : a` gauche la
substitution, la de´le´tion et l’insertion sur les bases et a` droite la substitution,
la de´le´tion et l’insertion sur les arcs.
pre´ce´dente, un arc ne peut eˆtre aligne´ avec deux bases libres qu’en suppri-
mant cet arc (et donc les symboles aux extre´mite´s de celui-ci) et en inse´rant
deux nouveaux symboles dans la se´quence. Du point de vue de la structure
secondaire, cela revient a` conside´rer qu’une paire de bases ne peut pas eˆtre
associe´e a` deux bases libres.
Dans le cas ou` les deux se´quences annote´es sont de type croise´s, le
proble`me du calcul de leur distance d’e´dition est NP-Complet [96]. En ef-
fet, on montre que le proble`me 3-SAT peut eˆtre re´duit en temps polynomial
au calcul de la distance d’e´dition entre deux se´quences annote´es de type
croise´s.
De´ﬁnition 14 (3-SAT). Soient n clauses C1 . . . Cn, chacune compose´e de
3 litte´raux. Le proble`me est : Existe-t-il des valeurs pour ces variables telles
que les clauses soient satisfaites ?
Proposition 10 (Re´duction). Le proble`me 3-SAT peut eˆtre re´duit en
temps polynomial au proble`me du calcul de la distance d’e´dition entre deux
se´quences annote´es de type croise´s.
De´monstration. Pour la preuve, on se re´fe´rera a` [96].
Dans [15], Collins et al. proposent un algorithme polynomial permettant
de calculer une distance d’e´dition “contrainte” entre deux se´quences annote´es
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de type croise´s. La donne´e du proble`me est deux se´quences annote´es ainsi
qu’un ensemble E de couples de positions sur les deux se´quences. De plus
E doit eˆtre tel que si l’on supprime dans les deux se´quences les arcs mis en
relation par E alors au plus une des deux se´quences reste de type croise´s.
L’algorithme permet alors de calculer l’e´dition des deux se´quences telle que
pour chaque couple (i, j) de E, la ie`me lettre de la premie`re se´quence est
associe´e a` la j e`me lettre de la deuxie`me se´quence.
Dans le cas ou` les deux se´quences sont de type imbrique´s, celles-ci peuvent
eˆtre vues comme des arbres. Nous verrons dans le chapitre consacre´ a` la
mode´lisation utilisant les arbres que les ope´rations d’e´dition de´ﬁnies ici sont
une transposition des ope´rations d’e´dition de´ﬁnies sur les arbres. C’est pour-
quoi nous ne donnons pas ici l’algorithme d’e´dition qui est le meˆme que celui
pour les arbres.
Enﬁn, si l’une des se´quences est de type croise´s et l’autre de type im-
brique´s, alors on peut calculer leur distance d’e´dition a` l’aide d’un algorithme
de programmation dynamique. La complexite´ en temps de l’algorithme est
O(m2n log n) avec m et n la taille des se´quences et m < n [96].
Cette approche de l’e´dition de se´quences annote´es est directement inspire´e
de l’e´dition d’arbre que nous verrons dans le prochain chapitre. En eﬀet, il y
a une totale e´quivalence entre les se´quences annote´es de type imbrique´s et les
arbres ordonne´s. Les arbres ne pouvant prendre en compte des interactions
tertiaires (pseudo-nœuds), Zhang et al. [96] ont reformule´ le proble`me de
l’e´dition d’arbre avec les se´quences annote´es. Nous verrons que la de´ﬁnition
des ope´rations d’e´dition donne´e ici est e´quivalente aux ope´rations d’e´dition
sur les arbres. Ceci apparaˆıt clairement du fait que les ope´rations de´ﬁnies
sur les se´quences traitent un arc et les symboles a` ces extre´mite´s comme une
seule entite´ : les ope´rations sur les arcs agissent simultane´ment sur l’arc et
ses symboles. En eﬀet, dans le cas des arbres, les arcs et les symboles a` leurs
extre´mite´s forment une seul entite´ : un nœud. Enﬁn, l’algorithme calculant
l’e´dition entre une se´quence de type croise´s et une se´quence de type imbrique´s
utilise une formule de re´currence tre`s proche de celle que nous pre´senterons
pour le calcul de la distance entre deux arbres.
Concluons sur le fait que le type croise´s nous permet de prendre en
compte uniquement la structure secondaire ainsi que les pseudo-nœuds dans
la mode´lisation et non l’ensemble des interactions tertiaires possibles.
Voici une dernie`re approche ou` les ope´rations d’e´dition permettent plus
de souplesse dans le traitement des arcs.
Troisie`me approche : ope´rations de´die´es aux arcs
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Cette approche de l’e´dition de deux se´quences annote´es a e´te´ propose´e
par Lin et al. en 2001 dans [61] et [45]. L’e´dition de deux se´quences annote´es
repose alors sur 7 ope´rations d’e´dition.
Ainsi, dans [61], Lin et al. de´ﬁnissent les 4 ope´rations suivantes sur les
arcs :
– La substitution d’arc consiste a` changer les 2 symboles aux extre´mite´s
d’un arc. Le couˆt de cette ope´ration est note´ wam.
– L’alte´ration d’arc correspond a` la de´le´tion d’un des symboles aux
extre´mite´s d’un arc. Il en re´sulte que ce symbole est aligne´ avec un
blanc ’-’. Le couˆt de cette ope´ration est wa.
– La de´le´tion d’arc : les deux symboles incidents a` un arc sont supprime´s.
Son couˆt est wr.
– La cassure d’arc : un arc est supprime´, les symboles incidents a` celui-ci
deviennent libres. Le couˆt de l’ope´ration est wb.
De plus, on dispose des ope´rations d’e´dition classiques, a` savoir la substi-
tution de couˆt wm, la de´le´tion de couˆt wd et l’insertion dont le couˆt est aussi
wd.
Bien qu’elles n’aient pas e´te´ de´ﬁnies dans [61], de meˆme que l’insertion
est l’ope´ration inverse de la de´le´tion, l’alte´ration d’arc, la de´le´tion d’arc et
la cassure d’arc posse`dent leurs ope´rations inverses dont le couˆt est le meˆme
aﬁn de conserver la proprie´te´ de syme´trie. Ainsi cette de´ﬁnition de l’e´dition
de se´quence annote´e utilise onze ope´rations d’e´dition.
De meˆme que pour les proble`mes APS et LAPCS, on de´signera par
EDIT(Type1,Type2) l’e´dition entre une se´quence de type Type1 et une
se´quence de type Type2. Ainsi, dans le cadre de la comparaison d’ARN, nous
devons e´tudier le proble`me pour Type1 et Type2 e´gaux a` croise´s, imbrique´s,
successifs et sans arcs. Signalons que l’e´dition classique de´crite au de´but de
cette section re´pond au proble`me EDIT(sans arcs,sans arcs).
Lin et al. ont montre´ que le proble`me de coupe maximale dans un graphe
cubique peut eˆtre re´duit en temps polynomial au proble`me EDIT(croise´s,
sans arc).
De´ﬁnition 15 (Coupe maximale dans un graphe cubique). Soient un
graphe G(V,E), une partition de V en deux ensembles V1 et V2. Une coupe
de G est un sous-ensemble d’arcs de E tel que chaque arc de cet ensemble a
une extre´mite´ dans V1 et l’autre dans V2.
Le proble`me de la coupe maximale dans un graphe cubique est : e´tant
donne´ un graphe cubique G(V,E) (chaque sommet est de degre´ trois), trou-
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ver une partition de V telle que la coupe qui lui est associe´e soit de taille
maximale.
Fig. 2.15 – Se´quence construite a` partir d’un graphe cubique selon le codage
utilise´ dans la re´duction du proble`me de coupe maximale dans un graphe
cubique a` EDIT(croise´s, sans arc).
Proposition 11 (Re´duction). Le proble`me de coupe maximale dans
un graphe cubique peut eˆtre re´duit en temps polynomial au proble`me
EDIT(croise´s, sans arc).
De´monstration. Voici le codage utilise´, le reste de la preuve est dans [61].
On dispose d’un graphe G(V,E) avec n = |V |. On de´ﬁnit deux se´quences
annote´es S1(t1, P1) et S2(t2, P2) de la fac¸on suivante :
– t1 = (AAAUUU(C)
x)n−1AAAUUU , t1 est compose´ de n blocs de la
forme AAAUUU se´pare´s par x lettres ’C’, la de´ﬁnition de x est donne´e
plus bas.
– t2 = (UUUAAA(C)
x)n−1UUUAAA, t2 est compose´ de n blocs de la
forme UUUAAA se´pare´s par x lettres ’C’.
– P1 : Pour chaque couple (i, j), on cre´e un arc entre un des ’A’ du bloc
i et un des ’U’ du bloc j ainsi qu’entre un des ’U’ du bloc i et un des
’A’ du bloc j (voir ﬁgure 2.15).
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– P2 = ∅.
x est une valeur de´pendant des fonctions de couˆts utilise´es e´gale a`
max{2nwd, min(wb,wa,wr)wd }. Ces se´ries de ’C’ servent a` s’assurer que l’e´dition
des deux se´quences n’associera pas des bases de deux blocs s’il n’y a pas d’arc
entre les sommets correspondants a` ces blocs.
On en de´duit,
The´ore`me 4 (Complexite´ de EDIT(croise´s, Type2)). Les proble`mes
EDIT(croise´s, Type2 ) sont NP-Complets quel que soit le type Type2 de la
deuxie`me se´quence.
De´monstration. Il est clair que le proble`me EDIT(croise´s, sans arcs) est
dans NP, et d’apre`s la proposition pre´ce´dente, ce proble`me est NP-dur car
coupe maximale dans un graphe cubique est NP-dur et il peut eˆtre re´duit a`
EDIT(croise´s, Type2 ) en temps polynomial.
De plus, EDIT(croise´s, sans arcs) est une restriction de EDIT(croise´s,
Type2) pour tout type Type2.
Un algorithme de programmation dynamique pour le calcul de
EDIT(imbrique´s, sans arc) a e´te´ propose´ dans [61], sa complexite´ est O(nm3)
avec n la taille de la se´quence de type imbrique´s et m la longueur de la
se´quence sans arc. Cependant, cette distance d’e´dition est rarement utile
dans le cas de la comparaison d’ARN. En eﬀet, cela revient a` comparer un
ARN et sa structure secondaire avec la se´quence primaire d’un autre ARN.
Le cas EDIT(imbrique´s,imbrique´s), correspondant a` la comparaison de
deux structures secondaires, est NP-Complet. La preuve, trop complique´e
pour eˆtre re´sume´e ici, pourra eˆtre trouve´e dans [7].
Enﬁn, on notera aussi un algorithme de programmation dynamique per-
mettant de faire le calcul de EDIT(croise´s, imbrique´s) en temps polyno-
mial pour certaines fonctions de couˆt. En eﬀet, Lin et al. montrent que si
2wa = wb +wr alors toutes les ope´rations sur les arcs pre´ce´demment de´crites
seront re´alise´es avec l’ope´ration de cassure d’arc. L’algorithme qui en de´coule
est similaire a` celui permettant le calcul de EDIT(imbrique´s, sans arc).
Cette troisie`me approche, bien que plus pre´cise que les pre´ce´dentes dans
le traitement des arcs, ne permet pas de re´soudre eﬃcacement le proble`me
de la comparaison d’ARN.
Conclusion sur l’e´dition
2.1. SE´QUENCE ANNOTE´E PAR DES ARCS 49
Parmi ces trois approches, il semblerait que la deuxie`me soit la plus per-
tinente pour la comparaison des ARN. En eﬀet, contrairement a` la premiere
approche, elle conside`re les “paires de bases” (symboles lie´s par des arcs) et
les “bases non apparie´es” (symboles sans arc) comme deux entite´s bien dis-
tincts, ce qui semble pertinent vis a` vis des structures secondaires d’ARN. La
troisie`me approche de´ﬁnie des ope´rations plus complexes sur les arcs permet-
tant entre autre le passage d’une “paire de bases” a` une “base non apparie´es”
cependant l’utilisation de cette e´dition pour la comparaison de structures se-
condaires nous me`ne a` un proble`me NP-Complet.
Nous reviendrons sur cette distance dans le chapitre sur les arbres. La
troisie`me approche, bien que plus ﬁne dans la gestion des arcs, n’est pas
utilisable pour la comparaison des ARN, le proble`me e´tant NP-Complet.
2.1.3 2-intervalles : une ge´ne´ralisation des se´quences
annote´es
Dans [85], Vialette introduit les 2-intervalles pour la mode´lisation des
ARN. Dans un premier temps, nous donnerons la de´ﬁnition d’un ensemble
de deux intervalles et de´crirons son utilisation pour la mode´lisation de la
structure secondaire des ARN. Puis nous e´tudierons le proble`me de la re-
cherche de motif sur les 2-intervalles.
Pre´sentation des 2-intervalles
Un 2-intervalle est un couple d’intervalles disjoints. Deux 2-intervalles
D(I1, I2) et D







∅. Comme le montre la ﬁgure 2.16, on peut de´ﬁnir trois relations binaires
possibles entre deux 2-intervalles comparables : <,  et unionsq correspondant
aux cas (A), (B) et (C) de la ﬁgure. Pour un sous ensemble R de <,,unionsq,
on dit que deux 2-intervalles sont R-comparables s’ils le sont par une des
relations de R.
Il apparaˆıt assez naturellement que les 2-intervalles permettent de
mode´liser les he´lices d’une structure secondaire d’ARN. La ﬁgure 2.17
repre´sente l’ensemble des deux intervalles associe´s a` un ARN de transfert.
On de´ﬁnit alors une famille de 2-intervalles comme e´tant un ensemble de
2-intervalles. On peut remarquer qu’une se´quence annote´e par des arcs peut-
eˆtre vue comme un cas particulier de famille de 2-intervalles dans laquelle
tous les intervalles sont disjoints. Une des fac¸ons de construire une famille
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Fig. 2.16 – Relations possibles entre deux 2-intervalles comparables.
Fig. 2.17 – Ensemble de 2-intervalles mode´lisant la structure secondaire d’un
ARN de transfert.
Fig. 2.18 – Exemple d’une famille de 2-intervalles.
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de 2-intervalles a` partir d’une se´quence annote´e par des arcs consiste a` asso-
cier une longueur d’intervalle diﬀe´rente pour chaque lettre de l’alphabet de
la se´quence annote´e. Puis on construit la suite d’intervalles disjoints corres-
pondant a` la se´quence, un intervalle par lettre. Enﬁn, pour chaque arc de la
se´quence, on cre´e un 2-intervalle.
Recherche de sous famille maximale et recherche de motif.
Deux proble`mes ont e´te´ e´tudie´s sur les 2-intervalles.
Le premier proble`me consiste a` trouver la plus grande sous famille F ′
d’une famille F de 2-intervalles telle que tous les 2-intervalles de F ′ sont
deux a` deux R-comparables pour une ensemble R de relations. Vialette a
montre´ dans [85],[86] et [87] que ce proble`me est NP-complet lorsque R est
{<,,unionsq} ou {,unionsq}. Dans le cas ou` R est {<,},{<}, {} et {unionsq} il
fournit un algorithme polynomial pour re´soudre le proble`me. La complexite´
du proble`me lorsque R = {<,unionsq} est encore un proble`me ouvert a` ce jour.
Le deuxie`me proble`me est la recherche d’un motif dans une famille de
deux intervalles. Il correspond au proble`me biologique suivant : on dispose
du mode`le d’une famille d’ARN, c’est-a`-dire d’une description des he´lices
communes a` l’ensemble des ARN de cette famille, et de la se´quence d’un
ARN. La question est de savoir s’il existe parmi l’ensemble des he´lices pou-
vant eˆtre forme´es sur cet ARN, un sous ensemble compatible avec le mode`le.
Formellement, le motif M est de´crit par une famille de 2-intervalles disjoints
M1, . . . ,Mk R-comparables deux a` deux. Par analogie aux proble`mes sur les
se´quences, on appellera texte, note´ T, une famille de 2-intervalles T1, . . . , Tl
quelconques. On de´ﬁnit alors une occurrence du motif dans le texte par un
ensemble O de couples de 2-intervalles du motif et du texte tel que :
– ∀D ∈M, ∃(D,F ) ∈ O.
– ∀(D1, E1), (D2, E2) ∈ O, D1 et D2 sont α-comparable ssi E1 et E2 sont
α-comparable, α ∈ R.
– La sous-famille de T forme´e par les 2-intervalles intervenant dans O est
compose´e d’intervalles disjoints (implicite selon la deuxie`me condition).
Ce proble`me est NP-Complet dans le cas ou`R est {<,,unionsq} ou {,unionsq}.
Vialette [85][86][87] donne des algorithmes polynomiaux pour re´soudre le
proble`me lorsque R est {<,}, {<}, {} ou {unionsq}. La recherche de motifs
pour R = {<,unionsq} est un proble`me ouvert.
52 CHAPITRE 2. E´TAT DE L’ART
2.1.4 Conclusion
Comme nous avons pu le voir, les se´quences annote´es permettent de
correctement mode´liser les ARN et leur structure secondaire, voir meˆme
tertiaire. Cependant, malgre´ des restrictions sur le mode`le, de nombreux
proble`mes sur ces se´quences sont NP-Complets.
En fait, nous verrons dans le chapitre sur les arbres des algorithmes eﬃ-
caces permettant de comparer les ARN. Ces algorithmes, tels que le calcul de
la distance d’e´dition, peuvent tout a` fait eˆtre adapte´s aux se´quences annote´es
de types imbrique´s. Nous avons choisi de les pre´senter dans le contexte des
arbres car cette repre´sentation nous paraˆıt plus facile a` manipuler.
2.2 Arbres enracine´s et ordonne´s
Ce chapitre est consacre´ a` l’utilisation des arbres pour la mode´lisation
des structures secondaires d’ARN.
La premie`re partie de ce chapitre donne la de´ﬁnition de cette
mode´lisation. La deuxie`me partie sera quant a` elle consacre´e aux algorithmes
sur ces arbres. Nous nous concentrerons exclusivement sur les algorithmes de
comparaison d’arbres de´veloppe´s dans le contexte de la bioinformatique, plus
particulie`rement de l’analyse des ARN.
Nous conside´rons ici que la structure secondaire des ARN ne prend pas
en compte les pseudo-nœuds.
2.2.1 Plusieurs arbres possibles
Lorsque l’on regarde le dessin de la structure secondaire d’un ARN (ﬁgure
1.5 par exemple), il paraˆıt naturel de repre´senter cette structure par un arbre.
Pour construire un arbre a` partir d’une structure secondaire, nous pouvons
utiliser la notion d’accessibilite´ introduite par Zuker et Sankoﬀ.
De´ﬁnition 16 (Accessibilite´ [99]). Soit une structure secondaire d’ARN
dont les bases sont re´fe´rence´es par leurs indices d’apparitions le long de la
se´quence de l’ARN. Une paire de bases (ou appariement) est alors repre´sente´e
par le couple de positions correspondantes aux bases de cette paire.
Soit un appariement (i, j) (i < j) de la structure secondaire, une base r
est dite accessible depuis l’appariement (i, j), s’il n’existe pas de paire (k, l)
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telle que i < k < r < l < j. Un appariement (r, s) est accessible depuis (i, j)
si r et s sont accessibles depuis (i, j).
La ﬁgure 2.19 illustre cette notion.
Fig. 2.19 – Exemple d’accessibilite´ : Les bases 5, 6, 23, 63 et 64 et les paires
de base (7, 22), (24, 62) sont accessibles depuis (4, 65). Seule la paire (2, 67)
est accessible depuis (1, 68). La base 23 n’est pas accessible depuis (7, 22)
mais l’est depuis (4, 65).
Ainsi, il est facile de donner la de´ﬁnition d’un arbre repre´sentant la struc-
ture secondaire d’un ARN [99] :
De´ﬁnition 17 (Arbre d’une structure secondaire d’ARN). On dispose
en entre´e de la structure secondaire d’un ARN. L’arbre T mode´lisant cette
structure est construit comme suit :
– A` chaque base non apparie´e, on associe une feuille de T et a` chaque
paire de bases, on associe un nœud interne de T .
– Chaque nœud interne de T repre´sentant la paire de bases (i, j) a pour
ﬁls l’ensemble des nœuds repre´sentant les bases non apparie´es et les
paires de bases accessibles depuis (i, j). Ceux-ci sont ordonne´s selon
leur ordre d’apparition dans la se´quence de l’ARN.
– Les foreˆts ainsi obtenues sont connecte´es au nœud R, enracine de T ,
et ne correspondant a` aucun e´le´ment de la structure secondaire.
T est un arbre enracine´, ordonne´, c’est-a`-dire que l’ordre entre les ﬁls
compte. Le fait que T soit enracine´ implique que ces arcs sont oriente´s. Les
e´tapes de cette construction sont illustre´es dans la ﬁgure 2.20.
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Il existe bien d’autres fac¸ons de coder une structure secondaire par un
arbre. Ainsi, Fontana et al. introduisent dans [28] l’arbre home´omorphe
irre´ductible, note´ HIT (“Homeomorphically irreductible tree”). Cet arbre est
une version compacte de l’arbre construit par Zuker et Sankoﬀ.
On peut aise´ment voir qu’une he´lice dans la structure secondaire se tra-
duit par une suite de nœuds internes dont tous les nœuds sauf le dernier n’ont
qu’un seul ﬁls. De meˆme, une se´quence de bases non apparie´es se traduit par
une suite de feuilles. Ainsi, on peut “compacter” l’arbre initial en remplac¸ant
toute suite de feuilles par une seule feuille, et toute suite de nœuds internes
par un seul nœud. Cependant, pour pouvoir conserver l’e´quivalence entre les
deux structures (i.e. construire un arbre a` partir de l’autre), on code dans
chaque nœud et chaque feuille du HIT le nombre de nœuds correspondant
dans l’arbre d’origine. Notons que cette structure est utilise´e pour faire la
comparaison de structures secondaires d’ARN dans la plateforme VIENNA
[39].
Fig. 2.20 – E´tape de la construction de l’arbre codant la structure secondaire
d’un ARN. En bas, a` gauche, l’arbre construit selon Zuker et Sankoﬀ [99] et
a` droite, l’arbre home´omorphe irre´ductible utilise´ par Fontana et al [28].
Bien qu’inte´ressants, ces deux arbres posent ne´anmoins un proble`me : on
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perd l’information des symboles de la se´quence lors de la construction pour
ne garder que l’information portant sur les liaisons de la structure secondaire.
Ainsi, on pre´fe´rera souvent utiliser un arbre e´tiquete´ pour repre´senter la
structure secondaire d’un ARN (2.21 (3)). Cet arbre, que nous appellerons
arbre des liaisons nucle´otidiques, est le meˆme que celui de Zuker et Sankoﬀ
mais des e´tiquettes sont adjointes aux nœuds ainsi qu’aux feuilles. A` chaque
nœud de l’arbre est associe´e une e´tiquette sur {A,C,G, U}2, et a` chaque
feuille un symbole sur {A,C,G, U} correspondant au symbole pre´sent dans
la structure primaire a` la position code´e par cette feuille.
On peut alors e´tendre la notion de HIT aux arbres des liaisons
nucle´otidiques. Dans ce cas, le HIT est un arbre enracine´, ordonne´, e´tiquete´
dont les nœuds internes ont pour e´tiquettes des couples sur {A,C,G, U}∗,
c’est-a`-dire deux se´quences nucle´otidiques. Les feuilles sont e´tiquete´es sur
{A,C,G, U}∗. L’arbre (4) de la ﬁgure 2.21 en est un exemple.
D’autres types d’arbres ont e´te´ introduits dans le but de mieux mode´liser
la structure secondaire. L’unite´ a` mode´liser qui est conside´re´e dans ce cas
ne correspond pas aux nucle´otides mais aux e´le´ments de structures secon-
daires. Ainsi, Shapiro dans [73] propose de mode´liser la structure secondaire
des ARN par un arbre e´tiquete´ sur {M,B, I,H,R}, ces lettres repre´sentant,
respectivement, les boucles multiples, les renﬂements, les boucles internes,
les boucles terminales et la racine de l’arbre. L’arbre (5) est un exemple de
ce codage. Cette mode´lisation permet de bien prendre en compte l’agence-
ment des e´le´ments structuraux. Comme nous l’avons de´ja` mentionne´, deux
ARN ayant une fonction commune auront une conformation spatiale com-
mune. Cette conformation est dicte´e par ces e´le´ments structuraux plus que
par les nucle´otides eux meˆmes. Nous verrons en eﬀet dans le prochain chapitre
qu’il arrive souvent que deux structures ayant une meˆme fonction posse`dent
les meˆmes e´le´ments structuraux mais ont des se´quences nucle´otidiques tre`s
diﬀe´rentes.
En suivant ce raisonnement, on peut alors imaginer d’autres types de
repre´sentations comme celles pre´sente´es dans la ﬁgure 2.21. De meˆme que
pre´ce´demment, dans chacun de ces arbres, on peut stocker un nombre varie´
d’informations. Par exemple, l’arbre (6) est un arbre dont les nœuds codent
pour les boucles terminales et les boucles multiples d’un ARN. Les arcs de
cet arbre codent alors pour les tiges de la structure secondaire. On peut donc
e´tiqueter les arcs par la longueur des tiges, ou bien meˆme par leur composition
en {A,C,G, U}.
Dans l’ensemble de ces repre´sentations, un certain nombre de proprie´te´s
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Fig. 2.21 – Exemples des types d’arbres pouvant eˆtre utilise´s aﬁn de
repre´senter la structure secondaire d’un ARN.
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subsistent : il s’agit toujours d’arbres enracine´s, ordonne´s et e´tiquete´s. Nous
allons donc maintenant voir des algorithmes permettant la comparaison de
tels arbres.
Avant cela, pour conclure sur cette partie de mode´lisation d’ARN par des
arbres, nous noterons la syme´trie qu’il existe entre les se´quences annote´es de
type arcs imbrique´s et les arbres ordonne´s. En eﬀet, toute se´quence annote´e
de type arcs imbrique´s peut s’e´crire sous la forme d’une foreˆt d’arbres or-
donne´s. Pour cela, a` chaque lettre libre (aucun arc ne l’a pour extre´mite´) de
la se´quence et a` chaque couple de lettres lie´es par un arc, on associe un nœud
de l’arbre. Cette transformation est repre´sente´e dans la ﬁgure 2.22.
De meˆme, on peut aise´ment de´ﬁnir une se´quence annote´e a` partir d’un
arbre ordonne´.
Fig. 2.22 – Exemple de se´quences annote´es par des arcs et d’arbres
e´quivalents.
On peut cependant noter une diﬀe´rence majeure entre ces deux structures.
Le nœud interne, qui ne forme qu’une entite´ dans l’arbre, repre´sente deux
entite´s dans la se´quence annote´e, deux symboles de la se´quence ainsi qu’un
arc. Cette diﬀe´rence est surtout remarquable dans la de´ﬁnition des ope´rations
d’e´dition portant sur ces deux objets. Nous allons voir ceci dans la suite
consacre´e aux algorithmes pour la comparaison d’arbres.
2.2.2 Comparaisons d’arbres enracine´s et ordonne´s
Les algorithmes ci-dessous, e´labore´s entre autres pour la comparaison de
la structure secondaire des ARN, reprennent la notion d’e´dition que nous
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avons vue au chapitre pre´ce´dent. Celle-ci a e´te´ e´tendue aux arbres par Tai
en [79]. L’algorithme le plus connu pour calculer cette distance d’e´dition
entre arbres est celui de Zhang et Shasha [95]. Nous le pre´senterons dans
une premie`re partie. Puis nous verrons la notion d’alignement entre deux
arbres qui, contrairement a` l’alignement de se´quences, n’est pas e´quivalent a`
l’e´dition.
On de´signera par T un arbre ordonne´ compose´ de |T | nœuds. On note ti
le nœud nume´rote´ i lors d’un parcours postﬁxe de l’arbre. Les ﬁls du nœud
ti seront de´signe´s par la suite ci = {ti1 , ti2 . . .}.
E´dition de 2 arbres
L’e´dition d’arbres est de´ﬁnie de la meˆme fac¸on que l’e´dition sur les chaˆınes
de caracte`res (c.f. chapitre pre´ce´dent). On dispose de deux arbres T et T ′
ainsi que d’un ensemble d’ope´rations d’e´dition. A` chacune de ces ope´rations,
on associe un couˆt. La distance d’e´dition entre T et T ′ est alors le minimum
des couˆts des suites d’ope´rations qui, applique´es a` T , produisent T ′.
On de´ﬁnit les 3 ope´rations d’e´ditions suivantes sur l’arbre T :
– la substitution : Cette ope´ration consiste a` changer l’e´tiquette d’un
nœud (ﬁgure 2.23).
– la de´le´tion : La de´le´tion, pre´sente´e dans la ﬁgure 2.24, consiste en la
suppression d’un nœud ti de l’arbre. Les ﬁls de ti sont rattache´s au pe`re
de ti, a` la place de ti, avec conservation de leur ordre.
– L’insertion : Cette ope´ration est l’inverse de la de´le´tion, une suite
conse´cutive de ﬁls d’un nœud est remplace´e par un nouveau nœud.
Ce nouveau nœud a alors pour ﬁls la suite des nœuds pre´ce´demment
de´tache´e.
Notons tout d’abord la diﬀe´rence avec les se´quences annote´es de type
imbrique´s. Rappelons que les nœuds internes de l’arbre correspondent aux
arcs de la se´quence annote´e ainsi qu’aux symboles aux extre´mite´s de l’arc.
Les feuilles quant a` elles, correspondent aux symboles libres de la se´quence
(aucun arc n’a ce symbole pour extre´mite´). On peut alors re-e´crire les trois
ope´rations d’e´dition sur les arbres pour les se´quences annote´es :
– la substitution se traduit par 3 ope´rations :
1. le changement des e´tiquettes des 2 extre´mite´s d’un arc en meˆme
temps.
2. le changement d’un symbole de la se´quence s’il n’est pas lie´.
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3. si un arc relie deux lettres conse´cutives, on supprime cet arc et on
remplace ces deux lettres par une seule lettre (substitution d’un
nœud interne en une feuille).
– La de´le´tion se traduit par 2 ope´rations :
4. la de´le´tion d’un arc et des lettres a` ses extre´mite´s.
5. la de´le´tion d’un symbole libre de la se´quence.
– L’insertion se traduit par 2 ope´rations :
6. l’insertion dans la se´quence de deux caracte`res ainsi que d’un arc
les reliant.
7. l’insertion d’un unique caracte`re dans la se´quence.
On remarque ainsi que l’e´dition d’arbre ordonne´ se rapproche de l’e´dition
de se´quence annote´e pre´sente´e dans le chapitre pre´ce´dent et introduite par
Zhang et al. dans [96][62]. Cependant, ces deux e´ditions diﬀe´rent du fait que
l’ope´ration 3 n’avait pas e´te´ de´ﬁnie dans les ope´rations d’e´dition possibles sur
les se´quences annote´es. Pour ﬁnir, notons que la repre´sentation arborescente
pre´sente l’avantage de simpliﬁer la de´ﬁnition des ope´rations d’e´dition, celle-
ci s’eﬀectuant ici a` partir de trois ope´rations comme le montrent les deux
ﬁgures 2.23 et 2.24 ci-dessous.
Fig. 2.23 – Re-e´tiquetage du nœud noir en jaune et de la racine bleue en
rouge.
De meˆme que pour l’e´dition de se´quences, on notera σ(a, b) l’ope´ration
de substitution de a par b. La de´le´tion d’un nœud a sera alors note´e σ(a, )
et l’insertion d’un nœud b par σ(, b). On se muni d’une fonction de couˆt
score qui a` chaque ope´ration σ(a, b) aﬀecte un score positif note´ score(a, b).
De plus, on impose que score soit une distance, c’est a` dire :
– score(a, b) ≥ 0.
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Fig. 2.24 – La de´le´tion du nœud jaune dans l’arbre gauche ou l’insertion du
nœud jaune dans l’arbre droit.
– score(a, b) = 0 si et seulement si a = b.
– score(a, b) = score(b, a).
– score(a, b) ≤ score(a, c) + score(c, b).
De´ﬁnition 18 (Distance d’e´dition pour les arbres enracine´s or-
donne´s e´tiquete´s). Soient deux arbres enracine´s ordonne´s et e´tiquete´s T
et T ′. Soit S l’ensemble des suites d’ope´rations d’e´dition qui, applique´es a` T ,
produisent T ′ (on dit qu’une telle suite re´alise l’e´dition de T en T ′). Alors,
la distance d’e´dition entre T et T ′, note´e D(T, T ′) est de´ﬁnie par :
D(T, T ′) = Min{score(s)|s ∈ S}
On note que D est une distance car score est une distance.
Le premier algorithme permettant le calcul de cette distance d’e´dition
fut propose´ par Tai [79]. Plus tard, Zhang et Shasha dans [95] ont fourni un
algorithme de programmation dynamique calculant cette distance et qui est
plus performant que celui de Tai.
Dans un premier temps, nous pre´senterons cet algorithme, puis nous ver-
rons en de´tail sa complexite´. Enﬁn, nous montrerons comment il peut eˆtre
optimise´.
De meˆme que pour les se´quences annote´es par des arcs, nous allons intro-
duire la notion d’association entre deux arbres.
De´ﬁnition 19 (Association). Soient deux arbres T et T ′ ordonne´s, enra-
cine´s et e´tiquete´s. Une association A(T, T ′) entre T et T ′ est un ensemble
de couples (i, j) repre´sentant la mise en correspondance du nœud ti avec le
nœud t′j. L’association A doit, de plus, satisfaire aux conditions suivantes :
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– ∀(i, j) ∈ A, 1 ≤ i ≤ |T | et 1 ≤ j ≤ |T ′|.
– ∀(i1, j1), (i2, j2) ∈ A
– i1 = i2 si et seulement si j1 = j2.
– i1 < i2 si et seulement si j1 < j2.
– ti1 est anceˆtre de ti2 si et seulement si t
′
j1 est anceˆtre de t
′
j2.
En d’autres termes, un nœud de T ne peut eˆtre mis en relation qu’avec
un seul nœud de T ′ et l’ordre des ﬁls doit eˆtre conserve´ par l’association, de
meˆme que la relation d’ancestralite´.














On voit ainsi que la notion d’association et celle d’e´dition sont fortement
lie´es :
Proposition 12 ([95]). Soit S une suite d’ope´rations s1 . . . sk re´alisant
l’e´dition de T en T ′, deux arbres enracine´s ordonne´s. Il existe une associa-
tion A(T, T ′) telle que score(A) ≤ score(S). De meˆme, pour toute association
A(T, T ′), il existe une suite d’ope´rations S telle que score(A) = score(S).
De´monstration. La preuve de la premie`re partie de cette proposition se fait
par re´currence sur k. La relation est montre´e pour le cas initial k = 1 corres-
pondant a` une unique ope´ration d’e´dition. Supposons maintenant que l’on
dispose d’une suite d’ope´rations S = s1 . . . sk−1 et d’une association A telle
que score(A) ≤ score(S). Si l’on ajoute l’ope´ration sk a` S pour construire la
suite S ′, alors on construit l’association A′ de´ﬁnie comme la compose´e de A
avec l’association B correspondante a` sk, c’est-a`-dire :
A′ = A ◦B = {(i, j)|∀(i, j) ∃k tel que (i, k) ∈ A et (k, j) ∈ B}
On montre [95] que score(A′) ≤ score(A) + score(B). Il en re´sulte que
score(A′) ≤ score(A) + score(B) ≤ score(S) + score(sk) ≤ score(S ′).
La deuxie`me partie de cette proposition se montre facilement : a` partir
de l’association A, on construit la suite d’ope´rations telle que tout nœud de
T n’ayant pas de correspondant dans T ′ est de´truit, tout nœud de T ′ n’ayant
pas de correspondant dans T est inse´re´, et pour chaque couple (i, j) de A,
on ajoute une substitution de ti en t
′
j.
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Ainsi, si l’on note E l’ensemble des associations possibles entre T et T ′,
D(T, T ′) = Min{score(A)|A ∈ E}. La notion d’association est un forma-
lisme inte´ressant. Nous verrons a` la ﬁn de cette section qu’il permet d’expri-
mer simplement des restrictions au proble`me d’e´dition.
L’algorithme de Zhang et Shasha utilise la notion de descendant le plus a`
gauche. Ainsi, on note dpg(ti) l’indice du descendant le plus a` gauche du nœud
ti. La notation ti . . . tj repre´sente la foreˆt compose´e des nœuds ti, ti+1 . . . tj.
L’arbre T s’e´crit ainsi t1 . . . t|T |. Aﬁn de simpliﬁer les formules qui suivent,
nous noterons i le nœud ti lorsque le contexte le permet. Remarquons que
ti . . . tj = i . . . j repre´sente un arbre dans le cas ou` i = dpg(j). L’algorithme
repose sur les deux relations de re´currences suivantes :
distance(i1 . . . i2, j1 . . . j2) =




distance( i1 . . . i2 − 1 , j1 . . . j2 ) + score(i2, )
distance( i1 . . . i2 , j1 . . . j2 − 1 ) + score(, j2)






distance( i1 . . . i2 − 1 , j1 . . . j2) ) + score(i2, )
distance( i1 . . . i2) , j1 . . . j2 − 1 ) + score(, j2)
distance( i1 . . . dpg(i2)− 1 , j1 . . . dpg(j2)− 1 )
+distance( dpg(i2) . . . i2 , dpg(j2) . . . j2 )
(2.3)
La ﬁgure 2.25 montre une repre´sentation graphique de ces e´quations. Ainsi,
on distingue deux parties : la premie`re partie (2.2) calcule la distance entre
deux arbres. En eﬀet, celle-ci n’est applique´e que si les deux intervalles i1 . . . i2
et j1 . . . j2 de´crivent des arbres (i1 = dpg(i2) et j1 = dpg(j2)). Dans ce cas, la
distance entre les deux arbres est le couˆt minimal entre :
– la de´le´tion de la racine de l’arbre gauche,
– l’insertion de la racine de l’arbre droit,
– la substitution de la racine de l’arbre gauche par celle de l’arbre droit.
La deuxie`me partie (2.3) consiste en le calcul de la distance entre deux
foreˆts. Cette distance est e´gale au minimum entre :
– la de´le´tion de la racine de l’arbre droit de la foreˆt gauche,
– l’insertion de la racine de l’arbre droit de la foreˆt droite,
– la distance entre les deux arbres droits des deux foreˆts plus la distance
entre les deux foreˆts restantes.
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Fig. 2.25 – L’algorithme de calcul de la distance d’e´dition entre deux arbres
de Zhang et Shasha : la premie`re partie indique la distance entre deux arbres
et la deuxie`me celle entre deux foreˆts.
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Une imple´mentation na¨ıve de cet algorithme me`nerait a` un temps
d’exe´cution exponentiel en la taille des arbres en entre´e duˆ au fait que
grand nombre de calculs seraient faits plusieurs fois. Aﬁn d’obtenir un temps
d’exe´cution polynomial de cet algorithme nous devons alors conserver en
me´moire un certain nombre de re´sultats interme´diaires.
En examinant la deuxie`me partie de la formule de re´currence, il apparaˆıt
qu’il nous faut me´moriser distance(dpg(i) . . . i, dpg(j) . . . j) pour tous les i et
j du fait de la de´pendance implique´e par la formule. Ceci revient a` me´moriser
la distance entre tous les sous-arbres de T et ceux de T ′. Cela implique aussi
d’ordonner les calculs de telle fac¸on que lorsque l’on calcule la distance entre
deux sous-arbres i et j de T et T ′, les distances entre tous les sous-arbres
de i et j soient de´ja` calcule´es. C’est pourquoi nous devons commencer par
conside´rer les arbres au niveau des feuilles, puis remonter vers la racine.
De plus, pour chaque nœud i et j, la premie`re partie de l’algorithme nous
indique qu’il n’est pas ne´cessaire de calculer se´pare´ment la distance entre les
sous-arbres i′ et j′ tels que i′ est sur le chemin entre i et dpg(i), et j′ sur le
chemin reliant j a` dpg(j). En eﬀet, ces calculs seront eﬀectue´s lors du calcul
de la distance entre le sous-arbre i et le sous-arbre j.
Ainsi, pour un arbre T , on note RG l’ensemble des “racines gauches”
de´ﬁni
comme suit :
RG = {k|1 ≤ k ≤ |T | et 
 ∃k′ > k tq dpg(k′) = dpg(k)}
Les deux observations ci-dessus, ainsi que l’ensemble des “racines gau-
ches”, sont illustre´es dans la ﬁgure 2.26. Comme le montre la ﬁgure, l’en-
semble des “racines gauches” repre´sente l’ensemble des sous-arbres dont le
calcul de la distance doit eˆtre fait de fac¸on se´pare´e. Il en de´coule l’algorithme
suivant pour le calcul de la distance entre les deux arbres T et T ′.
Comme nous l’avions dit pre´ce´demment, la distance entre chaque sous
arbre de T et T ′ est conserve´e dans une matrice dont la taille est |T | ∗ |T ′|.
L’algorithme calculant la distance d’e´dition, eﬀectue´ selon les formules de
re´currences 2.2 et 2.3, est pre´sente´ dans la ﬁgure 2.28. Ce calcul requiert
une table supple´mentaire aﬁn de conserver la distance entre les foreˆts. Cette
table est temporaire. En eﬀet, les distances qui y sont conserve´es ne sont
plus ne´cessaires une fois la distance entre les deux sous-arbres calcule´e. On
se reportera a` [95] pour la preuve de la validite´ de cet algorithme.
Dans [74], Zhang et Shapiro utilisent cet algorithme pour faire de la com-
paraison multiple de structures secondaires. Entre autres, ils utilisent des
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Fig. 2.26 – L’ensemble des “racines gauches” de l’arbre est {2, 5, 6, 9, 10}.
Cette ﬁgure montre le de´coupage du calcul en sous-arbres induit par l’algo-
rithme de Zhang et Shasha. On voit ainsi que le calcul de la distance entre
l’arbre enracine´ au nœud 10 et un autre arbre utilise le calcul des distances
des sous-arbres enracine´s aux nœuds 9, 6 et 2 et induit le calcul de la distance
des sous-arbres dont les racines sont sur le chemin entre le nœud 1 et le nœud
10 (1, 3 et 7).
Distance(T ,T ′)
1. Calculer pour chaque nœud de T le dpg
2. Calculer pour chaque nœud de T ′ le dpg
3. Calculer l’ensemble RG des racines gauches de T
4. Calculer l’ensemble RG′ des racines gauches de T ′
5. pour chaque nœud i de RG dans l’ordre croissant
6. pour chaque nœud j de RG′ dans l’ordre croissant
7. calculer distance(dpg(i) . . . i, dpg(j) . . . j)
Fig. 2.27 – Algorithme de Zhang et Shasha : ordonnancement des calculs de
distance entre sous-arbres.
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arbres dont les nœuds repre´sentent les e´le´ments structuraux. Leur approche
consiste a` calculer la distance d’e´dition entre toutes les structures deux a`
deux, puis a` utiliser ces distances pour construire un arbre phyloge´ne´tique a`
l’aide de l’algorithme de´veloppe´ dans [42].
Complexite´ de l’algorithme de Zhang et Shasha
Le calcul de la complexite´ en temps de l’algorithme du calcul de la dis-
tance d’e´dition de Zhang et Shasha [95] consiste a` de´terminer pour chaque
nœud de l’arbre, dans combien de calculs de distance d’arbres ce nœud inter-
vient. Ceci revient a` calculer pour chaque nœud i, le nombre de ces anceˆtres
qui sont des racines gauches. Cette valeur sera note´e δ(i) = |anc(i)⋂RG(T )|,
ou` anc(i) de´signe l’ensemble des anceˆtres de i. Nous pouvons alors de´ﬁnir
δ(T ) comme e´tant le maximum des δ(i) pour chaque nœud i de l’arbre.
On note haut(i) la hauteur du nœud i (haut(i) = |anc(i)|), par extension
haut(T ) sera la hauteur de l’arbre (haut(T ) = maxhaut(i)). Nous pouvons
voir que |RG(T )| ≤ |feuilles(T )|, avec |feuilles(T )| le nombre de feuilles de
l’arbre.
De par la de´ﬁnition de δ(i), on a alors δ(i) ≤ min(haut(i), |RG(T )|) et
δ(T ) ≤ min(haut(T ), |RG(T )|).
The´ore`me 5 (Complexite´). La complexite´ en temps de l’algorithme de
Zhang et Shasha pour le calcul de la distance d’e´dition entre deux arbres T
et T ′ est O(|T | ∗ |T ′| ∗min(haut(T ), |RG(T )|) ∗min(haut(T ′), |RG(T ′)|). Cet
algorithme a une complexite´ en espace de O(|T | ∗ |T ′|).
De´monstration. La complexite´ en espace correspond a` la place me´moire re-
quise par les deux matrices Arbre et Foret.
La complexite´ en temps de l’algorithme de´pend du couˆt des comparaisons
de sous-arbres enracine´s aux racines gauches de chacun des arbres. Ainsi, si
l’on note T (i) le sous-arbre de T ayant pour racine le nœud i, la complexite´








i∈RG(T ) |T (i)| revient a` compter, pour chacun des nœuds
de l’arbre, dans combien de sous-arbres enracine´s a` une racine gauche il
appartient. Ainsi
∑
i∈RG(T ) |T (i)| =
∑i=|T |
i=1 δ(i).
Comme δ(i) ≤ δ(T ) ≤ min(haut(T ), |RG(T )|), il en re´sulte la complexite´
annonce´e.
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Distance(dpg(i) . . . i,dpg(j) . . . j)
1. Arbre : matrice des distances entre sous-arbres de taille |T | ∗ |T ′|
2. Foret : matrice de taille i ∗ j
3. Foret[0][0] = 0
4. pour k allant de dpg(i) a i
5. Foret[k][0] = Foret[k − 1][0] + score(tk, )
6. pour l allant de dpg(j) a j
7. Foret[l][0] = Foret[l − 1][0] + score(, tl)
8. pour k allant de dpg(i) a i
9. pour l allant de dpg(j) a j
10. Si dpg(k) = dpg(i) et dpg(l) = dpg(j) alors
11. Foret[k][l] = min{
12. Foret[k − 1][l] + score(tk, )
13. Foret[k][l − 1] + score(, tl)
14. Foret[k − 1][l − 1] + score(tk, tl)}
15. Arbre[k][l] = Foret[k][l]
16. Sinon
17. Foret[k][l] = min{
18. Foret[k − 1][l] + score(tk, )
19. Foret[k][l − 1] + score(, tl)




24. Destruction de la matrice Foret
25. Le resultat est dans Arbre[i][j]
Fig. 2.28 – Algorithme de Zhang et Shasha, calcul de la distance entre
deux arbres. Foret[k][l] repre´sente la distance entre les foreˆts dpg(i) . . . k
et dpg(j) . . . l. On notera a` la ligne 20 que le calcul suppose que Arbre[k][l]
est de´ja` calcule´, ce qui est assure´ par l’ordre des calculs pre´sente´ dans la
ﬁgure 2.27.
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Dans le pire des cas, la complexite´ en temps est O(n4), avec n la taille
des deux arbres compare´s. Ce cas apparaˆıt lorsque les deux arbres sont des
peignes.
Re´cemment, Dulucq et Tichit [22] ont montre´ la complexite´ en moyenne
de cet algorithme.
The´ore`me 6 (Complexite´ en moyenne). La complexite´ en moyenne de
l’algorithme de Zhang et Shasha pour le calcul de la distance d’e´dition entre
deux arbres T et T ′ est O(|T |3/2|T ′|3/2).
Il est inte´ressant de noter que, dans la deuxie`me partie de la formule de
re´currence 2.3, l’algorithme divise toujours le proble`me entre l’arbre droit
de la foreˆt et la foreˆt restante. Il n’est pas diﬃcile de transformer l’algo-
rithme aﬁn que le proble`me soit divise´ selon l’arbre gauche de la foreˆt plutoˆt
que le droit. On utilisera alors les sous-arbres enracine´s a` gauche a` la place
de ceux enracine´s a` droite. Bien que cela ne change pas la complexite´, on
peut voir que la de´composition induite par ce choix ne me`ne pas force´ment
au meˆme nombre de sous-arbres. Si l’on regarde l’arbre de la ﬁgure 2.29
et les de´compositions qui lui sont associe´es, on voit que dans le cas d’une
de´composition suivant les sous-arbres enracine´s aux racines gauches, l’algo-
rithme construit 12 sous foreˆts contre 8 lorsque l’on utilise les sous-arbres
enracine´s aux racines droites.
Dans [48], Klein propose une de´composition diﬀe´rente de celle utilise´e par
Zhang et Shasha et qui permet d’obtenir un algorithme en O(n3 ln(n)) dans
le pire des cas pour l’e´dition de deux arbres de taille n. Pour cela, lors de
l’appel re´cursif du calcul de la distance entre deux foreˆts, Klein choisit l’arbre
dont le poids (nombre de nœuds) est le plus e´leve´.
Re´cemment, Dulucq et Touzet ont propose´ dans [23] une analyse de ce
proble`me de de´composition. Ils fournissent les crite`res permettant d’e´tablir la
de´composition optimale pour un arbre donne´. Cependant, une question ou-
verte est de trouver un algorithme permettant de calculer cette de´composition
optimale et dont le couˆt de calcul serait moins e´leve´ que le gain ge´ne´re´ par
cette de´composition.
Autres proble`mes lie´s a` l’e´dition d’arbres.
Un certain nombre de “variantes” de la distance d’e´dition ont e´te´ pro-
pose´es. Nous allons brie`vement en faire la liste, puis nous verrons plus en
de´tails le proble`me de l’alignement de deux arbres.
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Fig. 2.29 – De´compositions produites par l’algorithme de Zhang et Shasha.
Les ﬂe`ches rouges indiquent une de´composition re´sultant de la partie 2.2 de
la formule. Les ﬂe`ches bleues indiquent la de´le´tion de la racine de l’arbre
gauche/droit de la foreˆt. Les ﬂe`ches vertes indiquent la se´paration du calcul
d’une foreˆt en arbre gauche/droit et foreˆt restante. En haut, la de´composition
suivant l’utilisation des sous-arbres enracine´s aux racines gauches. En bas,
la de´composition suivant l’utilisation des sous-arbres enracine´s aux racines
droites.
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Les plus grandes sous-structures communes a` deux arbres dont la distance
d’e´dition est au plus k.
Wang et al. [89] posent un proble`me lie´ a` l’e´dition d’arbre qui est
inte´ressant dans le cadre de la comparaison des ARN.
Le proble`me repose sur la notion de sous-structure. Soit T un arbre enra-
cine´ ordonne´, on de´ﬁnit une sous-structure de T comme e´tant un sous-arbre
de T dont on a e´ventuellement supprime´ un certain nombre de sous-arbres.
Soient alors deux arbres T et T ′ enracine´s et ordonne´s ainsi qu’un entier
positif k, l’objectif est de trouver deux sous-structures S et S ′ de T et T ′
telles que :
1. la distance entre ces sous-structures soit infe´rieure a` k,
2. Les sous-structures S et S ′ sont des sous-structures maximales dont la
distance est infe´rieur a` k.
Ce proble`me peut s’exprimer sous la forme de la recherche d’une associa-
tion sous certaines contraintes. Pour cela, nous devons modiﬁer la de´ﬁnition
du couˆt d’une association. Soit A(T, T ′) une association, on de´ﬁnit N et
N ′ les ensembles de nœuds de T et T ′ qui n’interviennent pas dans A :
N = {u| 
 ∃v tq (u, v) ∈ A} et N ′ = {v| 
 ∃u tq (u, v) ∈ A}.
On note anc(i) l’ensemble des anceˆtres du nœud i et desc(i) l’ensemble
des descendants de i.
On construit le sous-ensemble I de N tel que pour chaque nœud n de I
au moins un des descendants de n et un des anceˆtres de n sont implique´s
dans A :
I = {n|n ∈ N ; ∃x, y ∈ T ′
∃p ∈ anc(n) tq (p, x) ∈ A et
∃q ∈ desc(n) tq (q, y) ∈ A}
De la meˆme fac¸on, on de´ﬁnit l’ensemble I ′. On peut maintenant e´tablir











Le proble`me consiste alors a` de´terminer l’association de cardinalite´ maxi-
male dont le scoress est infe´rieur a` une valeur d.
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Wang et al. fournissent un algorithme de programmation dynamique
proche de l’algorithme de Zhang et Shasha permettant d’eﬀectuer ce calcul
en O(|T | ∗ |T ′|).
Sous-arbres isomorphes, de taille maximale contenant les racines.
Fig. 2.30 – En rouge, le sous-arbre isomorphe, de taille maximale contenant
les racines.
Ce proble`me propose´ par Selkow [72] et re´solu en O(|T | ∗ |T ′|) par Yang
[94] consiste a` de´truire les nœuds des deux arbres a` partir des feuilles. For-
mellement, on cherche les plus grandes sous-structures S de T et S ′ de T ′
telles que :
1. Le sous-arbre de T induit par S est connexe (de meˆme pour le sous-
arbre de T ′ induit par S ′).
2. L’arbre de´ﬁni par S a pour racine la racine de T (de meˆme pour S ′ et
T ′).
3. Il n’existe pas de sous-structures U et U ′ re´pondant aux deux crite`res
pre´ce´dents tels que |U |+ |U ′| > |S|+ |S ′| et D(U,U ′) < D(S, S ′).
Du point de vue de l’association, cela signiﬁe que l’association A doit
satisfaire a` la condition suivante :
– Pour tous les couples de nœuds (i, j) de A tels que i et j ne soient pas
les racines de T et T ′, le pe`re de i est mis en relation avec le pe`re de j
dans A.
Bien que l’on cette contrainte soit tre`s souvent veriﬁe´e lors de la compa-
raison d’ARN, il arrive parfois que ce ne soit pas le cas. Ainsi, en imposant
cette contrainte syste`matiquement pour de la comparaison d’ARN, certains
cas ne pourront eˆtre pris en compte.
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Sous-structure maximale commune a` deux arbres.
Fig. 2.31 – En rouge, la plus grande sous-structure commune depuis les
feuilles.
Dans ce proble`me, on cherche la sous-structure de taille maximale en
de´truisant les nœuds depuis la racine vers les feuilles, c’est-a`-dire qu’un nœud
ne peut eˆtre de´truit que si ces anceˆtres l’ont e´te´. Ainsi, pour chaque nœud
i participant a` une relation de l’association, l’ensemble des nœuds du sous-
arbre enracine´ a` i doivent participer a` l’association. Dans [83], Valiente four-
nit un algorithme en O(|T |+ |T ′|) aﬁn de calculer une telle distance. Cette
distance ne semble pas non plus tre`s utile dans le cadre de la comparaison
d’ARN car elle ne repond pas a` une contrainte biologique, c’est pourquoi
nous n’en fournirons pas plus de de´tails.
Alignement de deux arbres
Comme nous l’avions dit pre´ce´demment, bien qu’il existe une relation
d’e´quivalence claire entre l’e´dition et l’alignement de deux se´quences, il n’en
est pas de meˆme pour les arbres. Le proble`me de l’alignement de deux arbres
fut e´nonce´ en 1994 par Jiang et al. dans [47].
Eﬀectuer l’alignement de deux arbres consiste a` inse´rer des nœuds dans
chacun de ces arbres jusqu’a` ce qu’ils deviennent isomorphes. L’insertion se
fait de la meˆme manie`re que celle de´ﬁnie pour l’e´dition d’arbre. La ﬁgure
2.32 montre l’alignement de deux arbres.
De meˆme que pour la distance d’e´dition, on peut associer un couˆt a` un
alignement, celui-ci est la somme des scores en chacun des nœuds de l’ali-
gnement. La distance d’alignement est alors l’alignement dont le couˆt est mi-
nimal. On peut remarquer que l’alignement d’arbre et la distance d’e´dition
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Fig. 2.32 – Exemple d’alignement entre deux arbres [47].
d’arbre ne sont pas e´quivalents. En eﬀet, si l’on regarde la ﬁgure 2.32 et que
l’on suppose que le couˆt d’une substitution est de 1 si les symboles diﬀe´rent,
de 0 sinon, et le couˆt d’une de´le´tion ou d’une insertion est 1, alors l’aligne-
ment pre´sente´ a un couˆt de 4 (c’est le couˆt de l’alignement des deux arbres).
Lors d’un calcul d’e´dition, on peut supprimer le nœud E, puis inse´rer le
nœud F et obtenir ainsi le deuxie`me arbre. La distance d’e´dition entre ces
deux arbres est alors de 2.
En fait, l’alignement est une e´dition dans laquelle toutes les ope´rations
d’insertion doivent eˆtre faites avant les ope´rations de de´le´tion. Il en re´sulte
que le couˆt d’un alignement est supe´rieur ou e´gal a` la distance d’e´dition.
L’alignement de deux arbres enracine´s ordonne´s se calcule a` l’aide d’un
algorithme de programmation dynamique [47] dont la complexite´ en temps
est O(|T |∗|T ′|∗(deg(T )∗deg(T ′))2), deg(T ) e´tant le degre´ maximal des nœuds
de T . Re´cemment, Jansson et Lingas ont propose´ un algorithme permettant
de calculer l’alignement en O(n log(n)deg4d2) ou` n est la taille des arbres en
entre´e, deg leur degre´ maximal et d le nombre maximal de nœuds inse´re´s
dans les deux arbres.
Ho¨chsmann et al. dans [43] ont ge´ne´ralise´ cette de´ﬁnition pour le calcul
de l’alignement de deux foreˆts. En autres, ils proposent une nouvelle fac¸on
de coder les structures secondaires par des arbres ordonne´s. Dans [44], ils
utilisent leur mode´lisation pour eﬀectuer l’alignement multiple de plusieurs
ARN. Cet alignement multiple repose sur le calcul de l’alignement des struc-
tures deux a` deux et leur permet d’e´tablir des mode`les pour un ensemble
d’ARN.
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Alignement multiple de se´quences parenthe´se´es.
Pour ﬁnir ce chapitre sur la mode´lisation des ARN par les arbres, nous
allons brie`vement voir un cas d’alignement multiple de structures d’ARN
propose´ par Shapiro en 1988 [73].
Shapiro propose de mode´liser les ARN par des arbres de haut niveau,
c’est-a`-dire de construire des arbres dont les nœuds sont e´tiquete´s sur {N, I,
M, B, H}, chaque symbole correspondant a` un e´le´ment de structure secon-
daire, I pour les boucles internes, M pour les boucles multiples, B pour les
renﬂements, H pour les boucles terminales et N pour la racine de l’arbre.
Puis a` partir de cet arbre, Shapiro construit une chaˆıne sur l’alphabet
{N, I, M, B, H} ⋃ {(, )}. Cette chaˆıne est construite a` l’aide d’un parcours
en profondeur dans l’arbre, une parenthe`se e´tant ouverte avant d’aller dans
un sous-arbre puis ferme´e en revenant de ce meˆme sous-arbre. Ainsi, l’arbre
repre´sente´ dans la ﬁgure 2.33 est code´ par la chaˆıne (N(M(I(H))(B(H)))).
Cette se´quence peut eˆtre simpliﬁe´e en ne disposant des parenthe`ses que
lorsque le sous-arbre a plus d’un ﬁls. Cela revient a` ne pas mettre de pa-
renthe`ses au niveau des tiges. On obtient alors la se´quence (NM(IH)(BH)).
La ﬁgure 2.33 nous montre la repre´sentation parenthe´se´e d’un ARN. Cette
repre´sentation est un cas particulier de la repre´sentation annote´e par des arcs
avec deux restrictions, a` savoir : deux arcs ne peuvent avoir une extre´mite´
en commun et ne peuvent se croiser. Ce sont donc des se´quences annote´es de
type arcs imbrique´s.
Puis Shapiro utilise un algorithme d’alignement multiple, GENALIGN
[75], pour comparer un ensemble d’ARN. Cette approche n’est pas satis-
faisante car lors de l’alignement multiple, la conservation des parenthe`ses
(arcs) n’est pas maintenue. C’est pourquoi, en 1990 [74], Shapiro et Zhang
proposent de mode´liser les structures secondaires des ARN par des arbres et
d’utiliser l’e´dition pour les comparer.
2.2.3 Conclusion
Nous venons de voir que les arbres e´taient tout a` fait adapte´s a` la
mode´lisation des structures secondaires des ARN. Ils permettent une grande
diversite´ quant aux possibilite´s de codage de ces structures : on peut aussi
bien repre´senter les paires de bases et les bases non apparie´es que les tiges,
boucles terminales et boucles multiples.
L’e´dition d’arbres enracine´s, ordonne´s et e´tiquete´s est une approche per-
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Fig. 2.33 – Un ARN et sa repre´sentation parenthe´se´e.
tinente pour la comparaison de ces arbres car elle permet de prendre en
compte de manie`re re´aliste des phe´nome`nes biologiques connus comme la
perte (de´le´tion) de certaines bases, ou meˆme d’e´le´ments structuraux com-
plets, ou encore le changement d’une base par une autre (mutation).
Notons pour ﬁnir qu’il ne fait aucun doute que le cas des arbres peut
eˆtre appre´hende´ comme un cas particulier des se´quences annote´es de type
imbrique´. Cependant, comme nous l’avons vu, ce sont des objets beaucoup
plus simples a` manipuler, que cela soit dans le cas de la distance e´dition ou
meˆme dans celui de la formulation d’associations particulie`res.
Chapitre 3
Mode´lisation et algorithmes
pour la comparaison des ARN
Cette partie est consacre´e aux travaux re´alise´s durant la the`se.
Dans le premier chapitre, nous exposerons certains re´sultats pratiques
obtenus lors de la comparaison d’ARN en utilisant l’e´dition d’arbre. En outre,
nous montrerons que l’e´dition d’arbre ne permet pas d’obtenir un re´sultat
optimal pour la comparaison des ARN dans certaines situations. Nous avons
ainsi constate´ trois proble`mes lors de l’utilisation de la distance d’e´dition
d’arbres pour la comparaison des ARN.
Les deux premiers proble`mes sont la conse´quence du fait que l’association
produite par l’e´dition d’arbres met en relation un nœud du premier arbre avec
un nœud du deuxie`me arbre. Or, il est apparu que, dans le cas des ARN,
certaines conﬁgurations demandent a` pouvoir associer plusieurs nœuds du
premier arbre a` plusieurs nœuds, e´ventuellement en nombre diﬀe´rent, du
deuxie`me arbre. Notre solution pour ce proble`me consiste en l’ajout de quatre
nouvelles ope´rations d’e´dition : la fusion de nœuds et la fusion d’arcs, ainsi
que leurs ope´rations inverses, la scission de nœuds et la scission d’arcs.
Le dernier proble`me se pose lorsque les ARN compare´s, bien que
proches globalement, diﬀe`rent fortement sur une ou plusieurs re´gions. Alors
qu’on souhaiterait que les deux re´gions soient tout simplement ignore´es
(de´truites/inse´re´es), l’association, re´sultante du calcul d’e´dition, met en
correspondance de manie`re disperse´e certains e´le´ments de chacune de ces
re´gions. Ce phe´nome`ne, que nous avons appele´ dispersion, a de´ja` e´te´ observe´
dans le passe´ mais aucune solution satisfaisante n’a e´te´ donne´e. Il apparaˆıt
qu’une solution possible consiste a` inte´grer dans le mode`le des informations
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de plus haut niveau, telles que les he´lices, lorsque l’on conside`re les bases de
l’ARN ou bien les tiges pour les he´lices.
Dans le deuxie`me chapitre, nous introduirons une mode´lisation originale
des structures secondaires d’ARN. Celle-ci repose sur l’utilisation de plusieurs
arbres lie´s entre eux par des relations d’abstraction. Dans un premier temps,
nous de´crirons ce mode`le, appele´ MiGaL. Puis nous montrerons comment
l’utiliser pour mode´liser la structure secondaire des ARN. Enﬁn, nous verrons
comment faire de l’e´dition sur de telles structures. En outre, cette nouvelle
mode´lisation inte`gre une solution a` chacun des trois proble`mes cite´s plus
haut.
3.1 Deux nouvelles ope´rations d’e´dition
Dans un premier temps, nous allons donner des exemples concrets de com-
paraison de structures secondaires d’ARN en utilisant le calcul de la distance
d’e´dition entre deux arbres de´ﬁni dans la partie pre´ce´dente. Apre`s avoir re-
leve´ certains proble`mes de cette distance, nous pre´sentons quatre nouvelles
ope´rations d’e´dition, ainsi que les modiﬁcations apporte´es a` l’algorithme de
Zhang et Shasha pour prendre en compte ces modiﬁcations. Puis, suite a`
une analyse de la complexite´ de ce nouvel algorithme, nous fournissons des
exemples des re´sultats obtenus en pratique.
3.1.1 L’e´dition d’arbres pour les ARN : re´sultats pra-
tiques
Actuellement, l’e´dition d’arbres pre´sente´e dans la partie pre´ce´dente est
l’approche la plus aboutie permettant d’eﬀectuer la comparaison de deux
structures secondaires d’ARN. Comme il l’a de´ja` e´te´ observe´ [95][74], l’un
des avantages de l’e´dition d’arbres enracine´s ordonne´s est qu’elle peut eˆtre
applique´e a` toutes mode´lisations de la structure secondaire sous forme d’arbre
enracine´ ordonne´. Voyons ainsi des re´sultats obtenus sur deux types d’arbres
diﬀe´rents.
Codages utilise´s
Pour nos exemples, nous avons utilise´ deux fac¸ons diﬀe´rentes de
repre´senter les structures secondaires avec des arbres. Bien que nous ayons
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de´ja` brie´vement de´crit ces codages dans la partie pre´ce´dente, nous redonnons
ici une de´ﬁnition plus de´taille´e de ces arbres ainsi que de leurs utilisations
pour nos exemples.
Le premier type d’arbre consiste a` coder une paire de bases par un nœud
interne de l’arbre et une base non apparie´e par une feuille de l’arbre. Dans la
ﬁgure 3.1, on peut voir deux ARN extraits de la base de donne´es des RNAse P
[11]. Les arbres repre´sentant ces deux structures sont pre´sente´s dans la ﬁgure
3.2. Les nœuds de ces arbres sont e´tiquete´s par une base pour les feuilles et
une paire de bases pour les nœuds.
Fig. 3.1 – Deux ARN de type RNAse P. A` gauche, la RNAse P de Thermo-
toga maritima et a` droite celle de Streptococcus gordonii.
Le deuxie`me type d’arbre mode´lise les e´le´ments structuraux des ARN.
Ainsi, un nœud interne de l’arbre peut repre´senter une boucle multiple, un
renﬂement ou une boucle interne. Les feuilles codent pour les boucles ter-
minales et les arcs pour les he´lices de la structure. La ﬁgure 3.3 repre´sente
deux ARN de type RNAse P extraits de la base [11]. Les mode`les d’arbres
correspondants sont illustre´s dans la ﬁgure 3.4. Dans cette mode´lisation, des
valeurs sont aﬀecte´es aux nœuds et aux arcs. Celles-ci correspondent, respec-
tivement, aux nombres de bases libres ou paires de bases formant l’e´le´ment
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Fig. 3.2 – Les deux arbres mode´lisant les structures de la ﬁgure 3.1.
de structure secondaire.
On comprend vite qu’il existe ainsi une multitude de fac¸ons de repre´senter
un ARN par un arbre, en fonction de la granularite´ voulue ou bien encore
des e´tiquettes. Voyons maintenant le re´sultat de l’e´dition “classique” d’arbre
sur nos deux exemples.
Calcul de la distance d’e´dition
La ﬁgure 3.5 illustre le re´sultat obtenu avec le calcul de la distance
d’e´dition d’arbre entre les arbres de la ﬁgure 3.2. Les fonctions de score
utilise´es sont :
– substitution : 1 si diﬀe´rent, 0 sinon.
– insertion : 1.
– de´le´tion : 1.
Pour comparer les deux arbres de la ﬁgure 3.4, nous avons utilise´ la dis-
tance d’e´dition munie d’une fonction line´aire tenant compte des diﬀe´rentes
valeurs des nœuds ainsi que de leurs types respectifs. Le re´sultat de cette
e´dition est illustre´e dans la ﬁgure 3.6.
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Fig. 3.3 – Deux ARN de type RNAse P. A` gauche, la RNAse P de Saccha-
romyces kluveri et a` droite celle de Saccharomyces uvarum.
Analyse des re´sultats : trois proble`mes
Examinons tout d’abord notre premier exemple. La ﬁgure 3.7 nous montre
le re´sultat de l’e´dition d’arbre sur les ARN.
Sur chacun de ces ARN nous avons entoure´ deux zones, l’une dans un
carre´ et l’autre dans un cercle. Dans chacune de ces zones, les deux bases
encadre´es a` gauche sont mises en relation avec les bases encadre´es dans l’ARN
de droite. Ces appariements montrent l’un des proble`mes majeurs pose´ par
l’e´dition en ge´ne´ral. Le calcul de la distance repose sur une minimisation de
couˆts. Ainsi, meˆme si deux zones des e´le´ments compare´s sont tre`s diﬀe´rentes,
il y aura tre`s probablement des nœuds (bases) identiques dans chacune de
ces zones. La de´ﬁnition meˆme de la distance me`ne a` associer ces e´le´ments
aﬁn de diminuer le couˆt global plutoˆt que de de´truire/inse´rer ces zones.
Ce proble`me, que nous avons appele´ proble`me de dispersion n’est pas
spe´ciﬁque au cas des ARN. Ainsi, si l’on prend deux se´quences ale´atoires et
que l’on eﬀectue le calcul de la distance entre ces deux se´quences, il est suˆr
que des lettres de la premie`re se´quence seront mises en correspondance avec
des lettres de la deuxie`me se´quence. Dans le cas de se´quences ale´atoires, ce
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Fig. 3.4 – Repre´sentation arbore´e des ARN de la ﬁgure 3.3. Les cercles codent
pour les boucles multiples, les triangles pour les renﬂements, les losanges pour
les boucles internes, les carre´s pour les boucles terminales et les arcs pour
les he´lices. Les valeurs correspondent au nombre de base libres ou paires de
bases formant l’e´le´ment de structure.
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Fig. 3.5 – Re´sultat de l’e´dition des deux arbres de la ﬁgure 3.2.
Fig. 3.6 – Re´sultat de l’e´dition des deux arbres de la ﬁgure 3.4.
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Fig. 3.7 – Re´sultat de l’e´dition des deux arbres de la ﬁgure 3.5 reporte´ sur
les structures secondaires des ARN.
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Fig. 3.8 – Re´sultat de l’e´dition des deux arbres de la ﬁgure 3.6 reporte´ sur
les structures secondaires des ARN.
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re´sultat n’a rien de surprenant, tandis que lors de la comparaison d’ARN,
les structures posse`dent des similarite´s qui doivent eˆtre mises en avant par
l’e´dition d’arbre.
Cependant, les bases libres ne sont pas toutes e´quivalentes. En eﬀet, elles
font partie d’e´le´ments structuraux tels que les boucles multiples, boucles ter-
minales etc. Ainsi, on pourrait fortement re´duire, voire e´viter ce phe´nome`ne,
si l’on tenait e´galement compte d’une information de plus haut niveau sur la
structure secondaire. Dans notre exemple, les deux zones encadre´es mettent
en relation des bases qui font partie d’une boucle terminale d’un cote´, et
d’une boucle multiple de l’autre. On voit bien qu’une information structu-
rale comple´mentaire serait utile.
La ﬁgure 3.8 montre le re´sultat de l’e´dition de la ﬁgure 3.6 sur les deux
ARN de l’illustration 3.3. Le proble`me qui se pose est signale´ par les rec-
tangles dans la ﬁgure. Si l’on regarde la boˆıte en bas : pour l’ARN de gauche
nous avons une he´lice compose´e de 7 paires de bases, une boucle interne,
puis une autre he´lice forme´e de 5 paires de bases. Pour l’ARN de droite,
nous avons uniquement une he´lice de 13 paires de bases. Du point de vue
des arbres construits a` partir de ces ARN, dans le premier cas nous avons
un arc puis un nœud et un autre arc tandis que pour le deuxie`me cas, il y a
uniquement un arc. Or l’e´dition, par de´ﬁnition, ne peut associer qu’un seul
e´le´ment du premier arbre a` un e´le´ment du deuxie`me arbre. Cependant, il est
ﬂagrant qu’ici, les deux he´lices de l’ARN de gauche correspondent a` l’he´lice
de l’ARN de droite. Les boˆıtes en haut de la ﬁgure illustrent un cas similaire.
Ainsi, l’impossibilite´ dans certains cas de pouvoir associer plusieurs he´lices
(arcs) du premier ARN (arbre) a` une ou plusieurs he´lices (arcs) du deuxie`me
ARN (arbre) est re´ellement handicapant pour la comparaison des ARN. On
peut trouver d’autres types d’arbres mode´lisant des ARN pour lequel ce
proble`me apparaˆıt. Cela est le cas, par exemple, lorsque les nœuds internes
de l’arbre codent pour les boucles multiples, les arcs pour les tiges et les
feuilles pour les boucles terminales.
Le troisie`me proble`me est similaire au pre´ce´dent mais porte sur les nœuds.
Ce proble`me est illustre´ dans la ﬁgure 3.9. Le type d’arbre utilise´ est le meˆme
que celui de la ﬁgure 3.4. Dans cette ﬁgure, nous avons dessine´ les arbres cor-
respondant aux zones entoure´es des deux ARN. On voit bien que la meilleure
association consiste a` mettre en correspondance les deux boucles internes (lo-
sanges verts) de l’ARN de gauche avec la boucle interne de l’ARN de droite.
De plus, on voit aussi un exemple du proble`me pre´ce´dent provoque´ par la
pre´sence dans l’ARN de gauche d’un petit renﬂement au de´but de la zone
3.1. DEUX NOUVELLES OPE´RATIONS D’E´DITION 87
Fig. 3.9 – E´dition de deux ARN de type RNAse P extraits de la base [11].
Les arbres utilise´s pour mode´liser ces ARN codent les e´le´ments de struc-
ture secondaire, c’est-a`-dire que les nœuds internes codent pour les boucles
multiples, boucles internes et renﬂements, les feuilles pour les boucles termi-
nales et les arcs pour les he´lices. Pour chaque ARN, l’arbre en bas a` droite
repre´sente la partie entoure´e de l’ARN.
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entoure´e. Une fois encore, l’e´dition ne peut pas mettre en correspondance un
groupe d’e´le´ments d’un arbre avec un groupe d’e´le´ments d’un autre arbre.
Pour fournir une solution aux deux derniers proble`mes, nous avons intro-
duit quatre nouvelles ope´rations d’e´dition : la fusion de nœuds et la fusion
d’arcs ainsi que leurs ope´rations inverses, la scission de nœuds et la scission
d’arcs. Le premier proble`me, celui de la dispersion, sera quant a` lui traite´
dans le prochain chapitre a` l’aide d’une nouvelle mode´lisation.
3.1.2 Deux nouvelles ope´rations d’e´dition
La fusion de nœuds et la fusion d’arcs ont pour objectif de re´pondre
aux proble`mes souleve´s par la comparaison de structures secondaires d’ARN
utilisant des arbres dont les nœuds et arcs repre´sentent des e´le´ments de cette
structure.
Si u et v sont deux nœuds tels que v est le ﬁls de u et que a de´signe l’arc
reliant u et v, alors u est appele´ l’origine de l’arc a et v sa destination. On
dit aussi que a part de u et pointe sur v.
Il est important de noter que nous faisons ici re´fe´rence a` des arbres dont les
nœuds et les arcs sont e´tiquete´s. Cependant, un arc et le nœud sur lequel l’arc
pointe ne forment qu’un seul objet au sens des ope´rations d’e´dition. Ainsi, par
exemple, la de´le´tion d’un nœud implique la de´le´tion aussi de l’arc pointant
sur ce nœud. De meˆme, la substitution d’un nœud par un autre implique la
substitution de l’arc pointant sur le premier nœud par l’arc pointant sur le
deuxie`me nœud.
De´ﬁnition des nouvelles ope´rations
La fusion de nœuds est illustre´e dans la ﬁgure 3.10. Soit T un arbre enra-
cine´, ordonne´ et e´tiquete´ sur Σ, u un nœud de cet arbre. La suite {f1, . . . , fk}
de´note les ﬁls de u. La fusion de nœuds de u avec fi consiste a` supprimer
fi de l’arbre. Les ﬁls {f ′1, . . . , f ′l} de fi sont alors rattache´s a` u a` la place de
fi, u a alors pour ﬁls {f1, . . . , fi−1, f ′1, . . . , f ′l , fi+1, . . . , fk}. Enﬁn, l’e´tiquette
du nœud u est modiﬁe´e selon une fonction renommenœud : Σ × Σ → Σ qui
fournit l’e´tiquette correspondante a` la fusion de l’e´tiquette de u et de fi.
Au premier abord, cette ope´ration semble e´quivalente a` une de´le´tion suivie
d’une substitution. Nous reviendrons sur ce point un peu plus tard lors d’une
discussion sur les fonctions de couˆt.
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Fig. 3.10 – Exemple de fusion de nœuds (a` gauche) et de fusion d’arcs (a`
droite).
La scission de nœuds est de´ﬁnie comme e´tant l’ope´ration inverse de la fu-
sion de nœuds (de meˆme que l’insertion est l’ope´ration inverse de la de´le´tion).
Celle-ci est tre`s proche de l’ope´ration d’insertion : une suite conse´cutive s de
ﬁls d’un noeud u est remplace´e par un nouveau noeud f auquel on attribut
comme quite de ﬁls s. Les e´tiquettes de f et u sont modiﬁe´es aﬁn qu’elles
repre´sentent l’e´tiquette d’origine de u.
La fusion d’arcs consiste a` regrouper deux arcs. Celle-ci est repre´sente´e
dans la ﬁgure 3.10. Soit a l’arc arrivant au nœud u et a′ un arc partant du
nœud u pour arriver a` l’un de ses ﬁls fi. La fusion de l’arcs a avec l’arc a
′
consiste a` remplacer la destination de a par fi. L’e´tiquette de a est modiﬁe´e
selon une fonction renommearc : Σ×Σ → Σ qui calcule une nouvelle e´tiquette
a` partir des e´tiquettes de a et a′. On remarquera que tous les sous-arbres
attache´s aux nœuds fj pour j 
= i sont de´truits dans cette ope´ration. En
eﬀet l’ope´ration de fusion d’arcs sert, entre autre, a` regrouper deux he´lices (ou
tiges) se´pare´es par une boucle interne (pas de sous-arbres) ou e´ventuellement
une boucle multiple (sous-arbres). Une alternative aurait pu eˆtre de rattacher
ces sous-arbres au pe`re de u ou bien au noeud fi ce qui reviendrait a` de´placer
une partie de la structure secondaire (sous-arbre), la de´le´tion de ces sous-
arbres semble eˆtre le choix le plus pertinent.
La scission d’arcs est l’ope´ration inverse de la fusion d’arcs, elle correspond
a` l’e´clatement d’un arc en deux arcs tels que leurs e´tiquettes repre´sentent celle
de l’arc d’origine.
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Nouvelle distance et fonction de couˆt
Le choix des fonctions de couˆt associe´es a` ces nouvelles ope´rations est tre`s
important.
Comme nous l’avons mentionne´ pre´ce´demment, nous utilisons des arbres
dont les nœuds et les arcs sont e´tiquete´s, mais un arc et le nœud sur lequel il
pointe sont solidaires vis-a`-vis des ope´rations d’e´dition. Soient deux nœuds u
et v, le couˆt de la substitution du nœud u par le nœud v est note´ sub(u, v). Il
consiste en la substitution de l’e´tiquette du nœud u par celle de v ainsi que la
substitution de l’e´tiquette de l’arc pointant sur u par l’e´tiquette de l’arc poin-
tant sur v. Lorsque nous voudrons faire re´fe´rence se´pare´ment a` chacune de
ces ope´rations, nous e´crirons suba et subn : sub(u, v) = suba(u, v)+subn(u, v).
Il en sera de meˆme pour la de´le´tion dont le couˆt est note´ del et compose´e de
dela et deln, et l’insertion ins compose´e de insa et insn.
Voyons en premier lieu les conditions ne´cessaires pour que la distance
d’e´dition augmente´e de ces quatre nouvelles ope´rations soit toujours une
distance.
Proposition 13. Soit D(T, T ′) la distance d’e´dition entre deux arbres T ,T ′
enracine´s, ordonne´s et e´tiquete´s utilisant les sept ope´rations suivantes :
– La substitution des labels (arcs et nœuds) d’un nœud u par ceux du
nœud v. Son couˆt est sub(u, v).
– La de´le´tion d’un nœud u de T dont le couˆt est del(u).
– L’insertion d’un nœud u′ de T ′ dont le couˆt est ins(u′).
– La fusion de deux nœuds u et v de T . Cette fusion produit un nouveau
nœud r dans T tel que l’e´tiquette de ce nœud est renommenœud(u, v) et
l’e´tiquette de l’arc pointant sur r est identique a` celle de l’arc pointant
sur u. Son couˆt est note´ fusionnœuds(u, v, r).
– La scission du nœuds r′ de T ′ en deux nœuds u′ et v′. Son couˆt est note´
scissionnœuds(u
′, v′, r′).
– La fusion des deux arcs a et b de T tels que a pointe sur le nœud
u et b sur le nœud v. Le re´sultat de cette fusion est le nœud r
dont l’e´tiquette est identique a` celle de v et l’e´tiquette de l’arc poin-
tant sur r est renommearc(a, b). Le couˆt de cette ope´ration est note´
fusionarcs(u, v, r).
– La scission de l’arcs pointant sur le nœud r de T ′ en deux arcs a′ et b′
pointant sur les nœuds u′ et v′. Son couˆt est scissionarcs(u′, v′, r′).
D est une distance si et seulement si :
– sub est une distance.
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– del(u) = ins(u) > 0.
– fusionnœuds(u, v, r) = scissionnœuds(u, v, r) > 0.
– fusionarcs(u, v, r) = scissionarcs(u, v, r) > 0.
De´monstration. On note ∅ l’arbre vide.
L’implication (⇒) se de´montre comme suit : soient les deux nœuds u et
v, on a D(u, v) = sub(u, v). Ainsi, sub est une distance.
D est une distance, on a donc del(u) = D(u, ∅) = D(∅, u) = ins(u) et
donc del(u) = ins(u) > 0.
Soient deux arbres T et T ′, et deux nœuds u et v de T tels que la fusion
de u et v transforme T en T ′. Alors, fusionnœuds(u, v, u′) = D(T, T ′) =
D(T ′, T ) = scissionnœuds(u, v, u′) ≥ 0. En raisonnant de meˆme pour la fusion
d’arcs, il en re´sulte les conditions e´nonce´es.
Pour montrer la re´ciproque, nous devons prouver les 4 proprie´te´s que D
doit ve´riﬁer pour eˆtre une distance, c’est-a`-dire :
1. Positivite´ : D est positive car c’est la somme de couˆts eux-meˆmes
positifs.
2. Se´paration : Si D(u, u′) = 0 alors u = u′ car seul le couˆt de la
substitution peut eˆtre nul et sub est une distance. De meˆme si u = u′
alors D(u, u′) = 0.
3. Syme´trie : Montrons que D(T, T ′) = D(T ′, T ). Si D(T, T ′) est le score
de la suite {s1, . . . , sl}, on peut construire la suite D′ = {s′l, . . . , s′1} telle
que pour tout i ∈ [1;n]
– si si = sub(n,m) alors s
′
i = sub(m,n)
– si si = del(n) alors s
′
i = ins(n)
– si si = ins(n) alors s
′
i = del(n)
– si si = fusionnœuds(n, n
′, r) alors s′i = scissionnœuds(n, n
′, r).
– si si = fusionarcs(n, n
′, r) alors s′i = scissionarcs(n, n
′, r).
– si si = scissionnœuds(n, n
′, r) alors s′i = fusionnœuds(n, n
′, r).
– si si = scissionarcs(n, n
′, r) alors s′i = fusionarcs(n, n
′, r).
Les fonctions d’e´dition syme´triques sont e´gales, il en re´sulte que la suite
{s′1, . . . , s′l} re´alisant l’e´dition de T ′ en T est de score minimal et donc
que D(T, T ′) = D(T ′, T ).
4. Ine´galite´ triangulaire : Supposons qu’il existe un arbre U tel que
D(T, T ′) > D(T, U) + D(U, T ′). Alors si l’on concate`ne la suite des
ope´rations d’e´dition de D(T, U) et D(U, T ′), on obtient une suite
d’ope´rations re´alisant l’e´dition de T en T ′ et dont le couˆt est infe´rieur
a` D(T, T ′) ce qui contredit la de´ﬁnition de la distance d’e´dition.
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Ces conditions sont le minimum requis pour que l’e´dition soit toujours
une distance. Nous avons ajoute´ certaines autres conditions sur les fonctions
de renommage (renommearc et renommenœud) ainsi que sur les fonctions de
couˆt.
La fonction de renommage et la de´le´tion
Les deux fonctions de renommage (renommenœud et renommearc) cal-
culent l’e´tiquette correspondante a` la fusion de deux autres e´tiquettes. Il
semble raisonnable d’imposer que :
∀a, b, c ∈ Σ tels que renommearc|nœud(a, b) = c, del(a) + del(b) ≤ del(c)
En eﬀet, si cette condition n’est pas remplie, la distance d’e´dition aura ten-
dance a` syste´matiquement fusionner les e´le´ments pour les de´truire ensuite car
le couˆt de la de´le´tion des e´le´ments fusionne´s sera plus faible que la de´le´tion
des e´le´ments se´pare´s.
De´le´tion et fusion
Comme nous l’avons vu, la fusion de nœuds peut-eˆtre “simule´e” avec une
de´le´tion suivie d’une substitution. Ceci est illustre´ dans la ﬁgure 3.11. Si l’on
suit les ope´rations du chemin bleu, alors nous avons la fusion du nœud 5
avec le nœud 3, puis la substitution du nœud 8 par le nœud 9. Par le chemin
rouge, nous avons la substitution du nœud 5 par le nœud 9 puis la de´le´tion
du nœud 3.
Le score du chemin bleu est fusionnœuds(5, 3, 8) + sub(8, 9) et celui du
chemin rouge sub(5, 9) + del(3). Nous voyons ici que le choix de la fonction
fusionnœuds est de´licate car c’est elle qui “de´cidera” si ce sera plutoˆt une
fusion ou une de´le´tion qui devra eˆtre eﬀectue´e. Dans le cas expose´, cela
revient a` regarder si le nœud 8 cre´e´ par la fusion a un score de substitution
avec le nœud 9 meilleur que celui du nœud 5 avec le nœud 9. C’est pourquoi
nous avons choisi d’utiliser la fonction suivante pour la fusion :
fusionnœuds(u, v, r) = del(v) + t = dela(v) + deln(v) + t
La variable t est un parame`tre exte´rieur que nous avons appele´ parame`tre de
fusion. Dans l’exemple, on obtient alors que fusionnœuds(5, 3, 8) + sub(8, 9)
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Fig. 3.11 – Illustration de la fusion de nœuds (en bleu) vis-a`-vis d’une
de´le´tion suivie d’une substitution (en rouge).
e´quivaut a` del(3) + t. Si l’on compare cette nouvelle valeur avec le chemin
rouge dont le couˆt est sub(5, 9) + del(3), on voit que la fusion est choisie si
le couˆt de substitution en utilisant la nouvelle e´tiquette ame´liore le score de
substitution avec l’ancienne e´tiquette d’au moins t.
Pour la fusion d’arcs, le score doit prendre en compte le couˆt de la de´le´tion
des sous-arbres de´truits par cette ope´ration. Ainsi, si l’on nomme delst(u) le
couˆt de la de´le´tion du sous-arbre enracine´ en u (somme des de´le´tions de
l’ensemble de nœuds et arcs du sous-arbre)
fusionarcs(u, v, r) =
∑
s fre`re de v
delst(s) + del(u) + t
′
Le raisonnement sur le parame`tre de fusion est le meˆme que pour la fusion
de nœuds.
Une des conse´quences de cette fonction de fusion est qu’une fusion d’arcs
ne peut suivre une fusion de nœuds. En eﬀet, comme le montre la ﬁgure
3.12, le long du chemin rouge, nous faisons une fusion de nœuds dont le
couˆt est dela(b) + deln(B) + t suivie d’une fusion d’arcs dont le couˆt est
dela(a)+deln(AB)+t. Le chemin bleu consiste en une de´le´tion dont le couˆt est
dela(b)+deln(B) suivie d’une fusion de couˆt dela(a)+deln(A)+t. La diﬀe´rence
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Fig. 3.12 – Fusion de nœuds suivie d’une fusion d’arcs.
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de couˆt entre le chemin rouge et le chemin bleu est deln(AB) + t− deln(A).
D’apre`s la condition que nous avons pose´e sur la fonction de renommage au-
dessus, cette valeur est toujours positive. Une fusion d’arcs ne peut donc pas
suivre une fusion de nœuds. Ainsi, l’utilisation de ces fonctions de couˆts nous
permet ainsi de re´duire le nombre de fusions successives possibles par noeud
comme nous le verrons lors du calcul de la complexite´ de l’algorithme.
Nous allons maintenant voir l’algorithme permettant le calcul de la dis-
tance d’e´dition munie de ces 7 ope´rations. Cet algorithme est inde´pendant
des fonctions de score choisies.
3.1.3 Algorithme
Nous avons adapte´ l’algorithme de Zhang et Shasha pre´sente´ dans le
chapitre 4 aﬁn de prendre en compte nos nouvelles ope´rations. La ﬁgure 3.13
montre de manie`re graphique cet algorithme. Comme on peut le voir, nous
avons ajoute´ lors du calcul de la distance entre deux arbres la possibilite´ pour
la racine d’eﬀectuer une fusion (ou scission) d’arcs ou de nœuds avec un de
ces ﬁls.
Voici maintenant une version formelle des formules de re´currence de notre
algorithme. Soit T un arbre enracine´, ordonne´ et e´tiquete´ compose´ de |T |
nœuds. Les nœuds de T sont nume´rote´s selon un parcours postﬁxe, ti de´signe
alors le ie`me nœud de T . Lorsque le contexte sera clair, on de´notera le nœud
ti par i tout simplement. On note dpg(i) l’indice du descendant le plus a`
gauche du nœud i. Enﬁn, T (i . . . j) de´signe la foreˆt compose´e des nœuds
ti, . . . , tj que l’on notera aussi i . . . j dans les formules ci-dessous. Rappelons
tout d’abord la formule utilise´e par Zhang et Shasha pour le calcul de la
distance d’e´dition :
distance(i1 . . . i2, j1 . . . j2) =




distance( i1 . . . i2 − 1 , j1 . . . j2 ) + del(i2)
distance( i1 . . . i2 , j1 . . . j2 − 1 ) + ins(j2)
distance( i1 . . . i2 − 1 , j1 . . . j2 − 1 ) + sub(i2, j2)
(3.1)
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Fig. 3.13 – L’algorithme d’e´dition d’arbre prenant en compte les ope´rations
de fusion ; les ope´rations ajoute´es a` l’algorithme de Zhang et Shasha sont
dans le cadre rouge.





distance( i1 . . . i2 − 1 , j1 . . . j2) ) + del(i2)
distance( i1 . . . i2) , j1 . . . j2 − 1 ) + ins(j2)
distance( i1 . . . dpg(i2)− 1 , j1 . . . dpg(j2)− 1 )
+distance( dpg(i2) . . . i2 , dpg(j2) . . . j2 )
(3.2)
La formule est de´compose´e en deux parties, la premie`re (3.1) calcule la
distance d’e´dition entre deux arbres et la deuxie`me (3.2) la distance d’e´dition
entre deux foreˆts. Voici maintenant les formules permettant de calculer la
distance d’e´dition en prenant en compte les fusions et scissions.
distance(({i1, . . . , ik}, liste), ({j1, . . . , jk′}, liste′)) =




distance( ({i1 . . . ik−1} , ∅) , ({j1 . . . jk′} , liste′) ) + del(ik)
distance( ({i1 . . . ik} , liste) , ({j1 . . . jk′−1} , ∅) ) + ins(jk′)
distance( ({i1 . . . ik−1} , ∅) , ({j1 . . . jk′−1} , ∅) ) + sub(ik, jk′)
pour chaque fils ic de ik dans {i1, . . . , ik}, il = dpg(ic)
distance(({i1 . . . ic−1, ic+1 . . . ik}, liste.(u, ic)), ({j1 . . . jk′}, liste′))
+fusionnœuds(ik, ic) rmq : les donne´es de ik sont modiﬁe´es
distance(({il . . . ic−1, ik}, liste.(a, ic)), ({j1 . . . jk′}, liste′))
+fusionarcs(ik, ic) + distance(({i1 . . . il−1}, ∅), (∅, ∅))
+distance(({ic+1 . . . ik − 1, ∅), (∅, ∅)) rmq : les donne´es de ik
sont modiﬁe´es
pour chaque fils jc′ de jk′ dans {j1, . . . , jk′}, jl′ = dpg(jc′)
distance(({i1 . . . ik}, liste), ({j1 . . . jc′−1, jc′+1 . . . jk′ , liste′.(u, jc′)))
+scissionnœuds(jk′ , jc′) rmq : les donne´es de jk′
sont modiﬁe´es
distance(({i1 . . . ik}, liste), ({jl′ . . . jc′ , jk′ , liste′.(a, jc′)))
+scissionarcs(jk′ , jc′) + distance((∅, ∅), ({j1 . . . jl′−1}, ∅))
+distance((∅, ∅), (jc′+1 . . . jk′−1, ∅)) rmq : les donne´es de jk′
sont modiﬁe´es
(3.3)




distance( ({i1 . . . ik−1} , ∅) , ({j1 . . . jk′} , liste′) ) + del(ik)
distance( ({i1 . . . ik} , liste) , ({j1 . . . jk′−1} , ∅) ) + ins(jk′)
distance( ({i1 . . . il−1} , ∅) , ({j1 . . . jl′−1} , ∅) )
+distance( ({il . . . ik} , liste) , ({jl′ . . . jk′} , liste′) )
(3.4)
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Remarquons tout d’abord que nous avons ajoute´ deux variables au calcul de
la distance : liste et liste′. Ces deux parame`tres sont des listes renseignant sur
la suite des fusions eﬀectue´es sur les nœuds ik et jk. Ces listes sont forme´es
par des couples (a ou u, i) indiquant qu’il y a eu une fusion d’arcs (a) ou
de nœuds (u) avec le nœud i. Ainsi, la foreˆt de´crite par {i1, . . . , ik} et liste
correspond a` la foreˆt T (i1, . . . , ik) pour laquelle ik a e´te´ modiﬁe´ selon la suite
de fusions de´crites par liste.
Par ailleurs, l’algorithme d’origine utilise des intervalles pour faire
re´fe´rence aux foreˆts en cours de comparaison. Dans le cas de la fusion, il
nous faut faire explicitement re´fe´rence a` l’ensemble des nœuds formant les
foreˆts. En eﬀet, lorsqu’il y a une fusion entre la racine ik et l’un de ses ﬁls ic,
le nœud ic est supprime´ de la liste des nœuds formant la foreˆt.
En suivant un raisonnement identique a` celui de Zhang et Shasha, on voit
que pour obtenir un algorithme polynomial, on doit maintenir en me´moire le
calcul de la distance d’e´dition entre tous les sous-arbres de T et T ′, c’est-a`-
dire conserver la distance entre tous les (i, liste), (j, liste′). Le couple (i, liste)
de´signe le sous-arbre de T enracine´ au nœud ti et tel que les fusions de´crites
par la liste liste ont e´te´ applique´es a` ti.
La complexite´ est donc lie´e au nombre de valeurs diﬀe´rentes que la
variable liste peut prendre pour chaque nœud des deux arbres. Sup-
posons que l’on a un arbre complet de degre´ d, on note LISTEl =
{(a/u, f1), . . . , (a/u, fl)} l’ensemble des suites liste de longueur l possibles,
c’est-a`-dire le nombre de fac¸ons diﬀe´rentes d’eﬀectuer l fusions successives
a` partir de la racine r de cet arbre. La premie`re fusion ne peut eˆtre eﬀectue´e
qu’a` partir des ﬁls de r. Ainsi il y a d choix possibles pour f1. La deuxie`me
fusion peut se faire avec tous les ﬁls ou les petits ﬁls de r, c’est-a`-dire avec les
nœuds de l’arbre dont la hauteur est infe´rieur ou e´gale a` deux (la hauteur de
la racine est 0), il y en a d+ d ∗ d. On a ainsi d+ d2 choix possibles pour f2.
De meˆme, fl peut eˆtre n’importe lequel des descendants de r dont la hauteur
est infe´rieure ou e´gale a` l, il y en a d + d2 + · · ·+ dl = dl+1−1
d−1 . On peut alors
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Pour chacune des suites (f1 . . . fl), on peut eﬀectuer une fusion de nœuds ou
d’arcs avec le nœud fi, on a donc 2
l+1−1 possibilite´s diﬀe´rentes de fusionner r
avec une suite particulie`re. Ainsi, on peut en de´duire que la racine a O((2d)l)
fac¸ons diﬀe´rentes de fusionner l fois de suite.
Si l’on note d le degre´ maximal de T , d′ celui de T ′, n le nombre de nœuds
de T , n′ celui de T ′ et l le nombre maximal de fusions conse´cutives qu’un
nœud de l’arbre peut eﬀectuer, l’algorithme devra conserver en me´moire la
distance entre les O(n ∗ (2d)l) arbres possibles de T et les O(n′ ∗ (2d′)l) de
T ′. Il en re´sulte que la complexite´ me´moire de notre algorithme est :
O(n ∗ n′ ∗ (2d)l ∗ (2d′)l)
et la complexite´ en temps est :
O(n ∗ n′ ∗ (2d)l ∗ (2d′)l ∗min(haut(T ), |RG(T )|) ∗min(haut(T ′), |RG(T ′)|))
ou` haut(T ) est la hauteur de T et |RG(T )| est son nombre de racines gauches
(voir l’algorithme de Zhang et Shasha dans la partie pre´ce´dente).
Il est important de noter que cette complexite´ ne de´pend pas du nombre
total de fusions pouvant eˆtre faites aux arbres mais du nombre de fusions
successives pouvant eˆtre fait en chacun des nœuds.
Remarquons aussi qu’en utilisant les fonctions de couˆts de´crites
pre´ce´demment (avec parame`tre de fusion) pour les ope´rations de fusions,
une fusion d’arcs ne peut suivre une fusion de noeuds, ainsi le nombre de
fusions successives possibles par noeud est O(dl).
Dans le cas des ARN le degre´ des arbres est souvent faible (infe´rieur a` 5
en ge´ne´ral) et nous utilisons un nombre de fusions successives maximal assez
faible (2 ou 3), ce qui rend cet algorithme tout a` fait adapte´ a` la comparaison
des structures secondaires d’ARN comme nous allons le voir.
3.1.4 Re´sultats pratiques
Lorsque l’on utilise des arbres dont les nœuds repre´sentent les e´le´ments
de structure aﬁn de comparer des ARN, ceux-ci sont relativement petits. Par
exemple, la petite sous-unite´ de l’ARN ribosomal de Sulfolobus acidocalda-
rius (D14876) est compose´e de 1147 bases. Si l’on code sa structure par un
arbre ou` les nœuds repre´sentent les paires de bases et les feuilles les bases non
apparie´es, on obtient 440 nœuds internes et 567 feuilles, soit 1007 nœuds dans
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Fig. 3.14 – Re´sultat de l’e´dition d’arbre avec les ope´rations de fusion sur les
arbres de la ﬁgure 3.4. Les fusions d’arcs sont repre´sente´es par une ellipse
entourant les arcs fusionne´s.
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Fig. 3.15 – Re´sultat de l’e´dition d’arbre avec les ope´rations de fusion de la
ﬁgure 3.14 sur les ARN. Les contours en gras indiquent les he´lices fusionne´es.
l’arbre. Dans le cas d’un arbre ou` les nœuds codent pour les e´le´ments de struc-
ture secondaire (boucles multiples, renﬂements, boucles internes, boucles ter-
minales) et les arcs pour les he´lices, on obtient un arbre compose´ de 78 nœuds.
Un codage encore plus compact dans lequel on mode´lise les tiges, boucles ter-
minales et boucles multiples me`ne a` un arbre de 48 nœuds.
Ainsi, lorsque l’on code la structure secondaire des ARN par des arbres
repre´sentant les e´le´ments de cette structure, on obtient des arbres de faible
taille (moins de 100 nœuds). Si, de plus, on limite le nombre de fusions
successives a` des valeurs infe´rieures a` 3, on obtient un algorithme tout a` fait
utilisable en pratique : quelques minutes de temps d’exe´cution et moins d’un
giga-octet d’occupation me´moire.
Dans le cas des deux ARN sur lesquels nous avons observe´ le proble`me
de l’association bijective de l’e´dition d’arbre (Figure 3.3), nous avons obtenu
avec succe`s les fusions escompte´es. Le re´sultat de la comparaison des arbres
est pre´sente´ dans la ﬁgure 3.14.
Nous avons ainsi un algorithme permettant de re´soudre deux des trois
proble`mes signale´s au de´but de ce chapitre. Le troisie`me proble`me est l’eﬀet
de dispersion observe´ lors de l’e´dition dans des re´gions a` faible similarite´.
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Fig. 3.16 – Re´sultat de l’e´dition d’arbre avec les ope´rations de fusion pour
la comparaison des ARN de la ﬁgure 3.1. Les contours en gras indiquent
les fusions de nœuds (contour bleu) et d’arcs (contour rouge). Les zones
grises correspondent aux nœuds de´truits/inse´re´s dans le calcul de la distance
d’e´dition.
Fig. 3.17 – Ces arbres repre´sentent les deux ARN de la ﬁgure 3.1. Les cou-
leurs correspondent aux couleurs de la ﬁgure 3.16.
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Si l’on se place dans le cadre ge´ne´ral de la comparaison d’arbres ordonne´s,
ce proble`me n’a pas de solution. Cependant, dans le contexte de la compa-
raison de structures secondaires d’ARN, on peut re´duire, voir e´liminer ce
proble`me en prenant en compte des informations de plus haut niveau tel que
le type d’e´le´ment de structure secondaire dont fait partie une base libre. Re-
conside´rons les deux structures de la ﬁgure 3.1 que nous avions mode´lise´ par
un arbre codant les paires de bases et les bases non apparie´es. Nous pouvons
tout a` fait repre´senter ces ARN par des arbres codant pour les e´le´ments de
structure secondaire, puis eﬀectuer l’e´dition de ces deux arbres en utilisant
la fusion. Le re´sultat est montre´ dans la ﬁgure 3.16. Ensuite, nous pouvons
exploiter ce re´sultat en reportant sur les arbres de la ﬁgure 3.2 les infor-
mations correspondantes, c’est-a`-dire, par exemple, aﬀecter une couleur a`
chaque nœud de l’arbre. Si deux nœuds correspondent a` des bases faisant
partie d’un meˆme e´le´ment structural, ils ont la meˆme couleur. Si un nœud
u du premier arbre T a la meˆme couleur qu’un nœud u′ du deuxie`me arbre
T ′, c’est que u fait partie d’un e´le´ment structural du premier ARN associe´ a`
un e´le´ment structural du deuxie`me ARN dont u′ fait partie. On peut ainsi
eﬀectuer le calcul d’e´dition en prenant en compte ces couleurs.
Le mode`le que nous allons maintenant introduire reprend cette ide´e :
construire plusieurs arbres pour une meˆme structure secondaire, chacun four-
nissant une vue diﬀe´rente de cet ARN.
3.2 MiGaL : “Multiple Graph Layer”
Apre`s de nombreuses discussions avec des biologistes, il est apparu que
le re´seau de boucles multiples d’un ARN forme ce que l’on pourrait appeler
son squelette. Celui-ci est caracte´ristique dans un grand nombre de familles
d’ARN. De plus, comme nous l’avons de´ja` e´nonce´ pre´ce´demment, il est ad-
mis que la conservation en structure est plus forte que la conservation en
nucle´otides sur l’ensemble de la se´quence de l’ARN (ceci n’est pas force´ment
vrai localement). Ces deux faits biologique nous ont e´te´ conﬁrme´s par l’e´tude
d’un certain nombre de familles d’ARN, dont les RNaseP et des ARNr.
Ainsi, nous avons mis en place un mode`le base´ sur les repre´sentations
arborescentes pre´ce´demment de´crites prenant en compte ces diﬀe´rentes ob-
servations, c’est-a`-dire travaillant d’abord sur la structure ge´ne´rale d’un ARN
puis sur les similarite´s locales.
Dans une premie`re section, nous pre´sentons une de´ﬁnition formelle de
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notre mode`le. Puis nous exposons une des fac¸ons d’utiliser ce mode`le dans le
cadre de la comparaison des ARN. La comparaison de structures secondaires
ainsi mode´lise´es sera aborde´e avant de voir les premiers re´sultats pratiques
obtenus a` ce jour.
3.2.1 Description du mode`le
Nous allons maintenant voir une structure consistant en un ensemble de
graphes lie´s entre eux. Nous avons choisi d’appeler cette structure MiGaL
pour MultIple GrAph Layer. La section suivante est consacre´e a` l’utilisation
de MiGaL pour la comparaison de structures secondaires d’ARN.
De´ﬁnition 20 (MiGaL). On de´ﬁnit une structure de type MiGaL, que l’on
note M(G,R), comme un ensemble G de N graphes et un ensemble R de
N − 1 applications appele´es raﬃnements. Chaque graphe Gi(Si, Ai) de G est
compose´ d’un ensemble Si de sommets et un ensemble Ai d’arcs. Le raﬃ-
nement αi est une application de Si dans P(Si+1), c’est-a`-dire qu’un som-
met de Si a pour image un sous-ensemble de Si+1. L’application re´ciproque
βi = αi
−1 est une application surjective appele´e abstraction qui a` tout som-
met de Si+1 associe un sommet de Si. On pourra aussi de´ﬁnir une structure
MiGaL par M(G,A), c’est-a`-dire par l’ensemble des graphes de M ainsi que
des abstractions entre ces graphes. Enﬁn, M doit satisfaire aux deux condi-
tions suivantes :
1. Pour tout sommet s de Si, le sous-graphe de Gi+1 induit par l’ensemble
r = αi(s) de sommets de Si+1 est connexe.
2. Pour tout arc de Ai connectant le nœud s au nœud s
′ dans le graphe Gi,
il existe un arc de Ai+1 entre un nœud de αi(s) et un nœud de αi(s
′).
La ﬁgure 3.18 montre un exemple de structure de type MiGaL. Comme
on peut le voir, notre mode`le se preˆte bien a` la repre´sentation d’objets a`
diﬀe´rents niveaux de pre´cision, les applications d’abstractions et raﬃnements
permettant de faire le lien entre ces niveaux.
Voyons maintenant comment mettre en œuvre MiGaL pour mode´liser les
structures secondaires des ARN.
3.2.2 RNA-MiGaL
Nous allons pre´senter une des mode´lisations possibles des structure se-
condaires d’ARN utilisant MiGaL. Pour cela, chaque graphe de la structure
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Fig. 3.18 – Exemple d’une structure de type MiGaL compose´e de trois
graphes.
MiGaL sert a` repre´senter la structure secondaire d’un ARN vue selon une
granularite´ particulie`re. Les applications d’abstractions et de raﬃnements
permettent de relier ces vues entre elles.
De´ﬁnition 21 (RNA-MiGaL). On appelle RNA-MiGaL une structure de
type MiGaL MRNA(T,A) compose´e de 4 arbres ordonne´s T = T0, T1, T2, T3,
enracine´s, e´tiquette´s. Ces quatres arbres sont de´ﬁnis comme suit :
– L’arbre T3 repre´sente les bases libres et les paires de bases de la structure
secondaire de l’ARN. Un nœud interne de T3 code pour une paire de
bases, une feuille pour une base libre.
– Dans l’arbre T2, les arcs repre´sentent les he´lices de la structure. Un
nœud de T2 peut coder pour :
– une boucle multiple.
– une boucle interne.
– un renﬂement.
– une boucle terminale.
– L’arbre T1 repre´sente le re´seau de tiges, boucles multiples et boucles
terminales de la structure. Les arcs codent pour les tiges, les nœuds
codent pour les boucles multiples et terminales.
– Le dernier arbre T0 mode´lise le re´seau de boucles multiples de la struc-
ture secondaire de l’ARN. Les nœuds repre´sentent les boucles multiples,
les arcs codent pour les tiges reliant deux boucles multiples.
Les abstractions β0, β1, β2 de MRNA servent a` mode´liser la relation d’in-
clusion entre les diﬀe´rents nœuds de ces quatre arbres.
– β2 : a` chaque nœud interne de T3, repre´sentant une paire de bases,
on associe le nœud de T2 tel que l’arc pointant sur ce nœud code pour
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l’he´lice dont fait partie cette paire de base. A` chaque nœud terminal de
T3 codant pour une base libre, β2 associe le nœud de T2 codant pour
l’e´le´ment structural dont fait partie cette base.
– β1 : Lorsque le nœud de T2 repre´sente une boucle terminale ou une
boucle multiple, il est mis en relation avec le nœud correspondant au
meˆme e´le´ment dans T1. Si le nœud correspond a` une boucle interne ou
un renﬂement, celui-ci est mis en relation avec le nœud dont l’arc qui
pointe dessus code pour la tige a` laquelle appartient la boucle interne
ou le renﬂement.
– β0 : Les nœuds correspondant aux boucles multiples sont mis en relation
avec les nœuds codant pour ces meˆmes boucles multiples dans T0. Un
nœud correspondant a` une boucle terminale est mis en relation avec le
meˆme nœud que son pe`re (qui code force´ment pour une boucle multiple).
Nous verrons dans la section 3.2.5 sur les re´sultats pratiques obtenus, les
e´tiquettes aﬀecte´es aux nœuds et arcs de ces arbres.
De par la de´ﬁnition des abstractions et des arbres de RNA-MiGaL, on a
la proposition suivante illustre´e par la ﬁgure 3.19.
Proposition 14 (Ordre et parente´). Dans une structure RNA-MiGaL,
l’ordre entre les nœuds ainsi que le lien de parente´ sont conserve´s par les
applications d’abstractions et de raﬃnement a` travers les arbres.
Ainsi, soient u et v des nœuds du niveau i + 1 et soient u′ = βi(u) et
v′ = βi(v) leurs images dans l’arbre Ti par l’application βi.
Si u est un des fre`res gauche de v, alors l’une des conditions suivantes
est ve´riﬁe´e :
– u′ est le pe`re de v′.
– v′ est le pe`re de u′.
– u′ est un des fre`res gauche de v′.
– u′ et v′ sont le meˆme nœud.
Si u est le pe`re de v alors soit u′ est le pe`re de v′, soit u′ et v′ sont le
meˆme nœud.
De´monstration. Ces conditions sont directement de´duites du fait que tous les
arbres d’une structure RNA-MiGaL repre´sentent la meˆme structure secon-
daire d’un ARN. Ainsi, comme chaque niveau code pour cette structure et,
e´tant donne´e la de´ﬁnition des abstractions, il en suit la proprie´te´ e´nonce´e.
La ﬁgure 3.20 donne un exemple d’une structure d’ARN et de la structure
RNA-MiGaL qui lui est associe´e.
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Fig. 3.19 – Conservation de l’ordre et du lien de parente´ entre les nœuds au
travers des applications d’abstractions dans une structure RNA-MiGaL.
En fait, il existe d’autres possibilite´s d’utilisation du type MiGaL pour
la mode´lisation des structures secondaires d’ARN. En eﬀet, on peut, par
exemple, utiliser un type forme´ par seulement 3 arbres de RNA-MiGaL, ou
encore ajouter un niveau T4 dans lequel chaque nœud code pour une base.
Nous discuterons de cela dans la partie re´sultat 3.2.5 a` la ﬁn de ce chapitre.
Pour comparer deux structures de type RNA-MiGaL, nous avons mis en
place un algorithme base´ sur l’e´dition d’arbre vu dans le chapitre pre´ce´dent.
Dans un premier temps, nous allons voir un algorithme ge´ne´ral de comparai-
son de deux structures MiGaL, puis nous e´tudierons une version spe´ciﬁque a`
RNA-MiGaL.
3.2.3 Algorithme d’e´dition a` travers MiGaL
Dans un premier temps, nous allons voir l’algorithme ge´ne´ral de compa-
raison de deux structures MiGaL. Une de´clinaison spe´ciﬁque a` RNA-MiGaL
sera e´tudie´e ensuite.
Pour comparer deux structures MiGaL, on suppose que l’on a un al-
gorithme exte´rieur qui prend en parame`tre deux graphes colore´s et qui
renvoie une association d’ordre k entre ces deux graphes. Une association
d’ordre k est une ge´ne´ralisation de la notion d’association que nous avons
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Fig. 3.20 – Exemple d’une structure de type RNA-MiGaL. Cette structure
correspond a` la RNaseP Thermotoga maritima de la ﬁgure 3.1. En haut a`
gauche, l’arbre T3, a` sa droite l’arbre T2, dessous l’arbre T1 et a` gauche l’arbre
T0. Les pointille´s rouges montrent l’abstraction β2, en vert l’abstraction β1
et en bleu l’abstraction β0.
3.2. MIGAL : “MULTIPLE GRAPH LAYER” 109
vue pre´ce´demment.
De´ﬁnition 22 (Association d’ordre k entre deux graphes). Soient
deux graphes G(S,A) et G′(S ′, A′). On de´ﬁnit une association d’ordre k, Ak,
comme e´tant un ensemble de couples de sous-ensembles des sommets de G
et de sous-ensembles des sommets de G′.
Ak = {(P,Q)|P ⊂ S,Q ⊂ S ′}
De plus, Ak doit ve´riﬁer les conditions suivantes :
– ∀(P,Q) ∈ Ak, |P | ≤ k et |Q| ≤ k
– ∀(Pi, Qi), (Pj, Qj) ∈ Ak Pi
⋂
Pj = ∅ et Qi
⋂
Qj = ∅
Lorsque la valeur de k n’est pas ﬁxe´e, on parlera alors d’association
ge´ne´ralise´e. On remarque que l’association pre´ce´demment de´ﬁnie entre deux
arbres est une association d’ordre 1.
L’ide´e ge´ne´rale de l’algorithme de comparaison de deux structures MiGaL
est de comparer les graphes au niveau i. A` partir de cette comparaison, on
colore les graphes tels que deux sommets associe´s ont la meˆme couleur. Enﬁn,
on fait “descendre” ces couleurs sur les sommets des graphes du niveau i+1
a` l’aide des raﬃnements αi. On reprend alors la comparaison sur les deux
graphes en tenant compte des couleurs.
On de´ﬁnit ainsi une association d’ordre k entre deux graphes colore´s de
la fac¸on suivante :
De´ﬁnition 23 (Association d’ordre k entre graphes colore´s). Un
graphe colore´ est un graphe dans lequel a` chaque sommet est aﬀecte´e une
couleur. Les couleurs sont re´fe´rence´es par leurs indices, la couleur d’indice
0 correspondant a` la couleur des sommets ne pouvant intervenir dans l’as-
sociation. Une association Ak d’ordre k entre deux graphes colore´s est une
association d’ordre k qui ve´riﬁe les conditions suivantes :
– ∀(P,Q) ∈ Ak, ∀p ∈ P, q ∈ Q, p et q sont de meˆme couleur.
– Pour tous les sommets s de couleur 0, il n’existe pas de couple dans Ak
contenant s.
L’algorithme de comparaison de deux structures MiGaL M(G,R),
M ′(G′, R′) compose´es chacune de l graphes utilise un algorithme exte´rieur C
calculant une association ge´ne´ralise´e A entre 2 graphes colore´s. L’initialisa-
tion de l’algorithme consiste a` colorer les deux graphes de niveau 0 avec la
meˆme couleur. Puis, a` chaque e´tape i, pour i allant de 0 a` l − 2, on fait :
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Comparaison(M , M ′)
1. L : nombre de niveaux composant M et M ′
2. couleur = 2
3. Initialiser tous les nœuds de T0 et T ′0 a` la couleur 1.
4. pour chaque niveau i de 0 a` L
5. A = association(Ti, T ′i )
6. pour chaque nœud u de Ti
7. Si u est dans A
8. ﬁxer la couleur des nœuds αi(u) a` couleur
9. sinon
10. ﬁxer la couleur des nœuds αi(u) a` 0.
11. pour chaque nœud u′ de T ′i
12. Si u′ est lie´ a` u par A
13. ﬁxer la couleur des nœuds α′i(u
′) a` la couleur des nœuds αi(u).
14. sinon
15. ﬁxer la couleur de u a` 0.
16. Le re´sultat consiste en l’ensemble des associations calcule´es.
Fig. 3.21 – Algorithme ge´ne´ral de comparaison de deux structures RNA-
MiGaL M et M ′. La proce´dure association calcule l’association ge´ne´rale
entre deux graphes colore´s.
– a` l’aide de l’algorithme C, calculer l’association ge´ne´ralise´e A entre Gi
et G′i.
– Colorer les nœuds de Gi+1 et G
′
i+1 a` l’aide de A. A` chaque couple (P,Q)
de A on associe une unique couleur c 
= 0. Puis, pour chaque nœud u






La ﬁgure 3.21 donne le pseudo-code correspondant a` cet algorithme. Le
re´sultat de la comparaison consiste en l’union des associations calcule´es entre
chaque graphe. Formellement, on de´ﬁnit cette association de la manie`re sui-
vante :
De´ﬁnition 24 (Association entre deux MiGaL). Une association B
entre deux structures MiGaL M(G,R) et M ′(G′, R′) consiste en un ensemble
de couples d’ensembles de sommets tels que :
– ∀(E,E′) ∈ B, ∃i tq E ⊂ Gi et E ′ ⊂ Gi
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– ∀(E,E′) ∈ B, ∀s ∈ E, ∀s′ ∈ E ′, couleur(s) = couleur(s′) 
= 0.
– ∀(E,E′) ∈ B, tq E ⊂ Gi et E ′ ⊂ Gi :






La premie`re condition implique que l’association met en liaison des som-
mets de graphes de meˆme niveau. La deuxie`me condition impose que les
sommets associe´s sont d’une meˆme couleur diﬀe´rente de la couleur 0. En-
ﬁn, la troisie`me condition implique que si un sommet s est implique´ dans
l’association avec un sommet s′, alors son sommet correspondant a` travers
l’application d’abstraction est lui aussi implique´ dans l’association. De plus,
il est lie´ au sommet correspondant a` l’abstraction de s′.
Si l’algorithme utilise´ pour comparer deux graphes a pour complexite´
f(n), n e´tant la taille des deux graphes, alors l’algorithme de comparaison
de deux structures MiGaL compose´es de k graphes de taille n est O(k ∗
f(n) + k ∗ n). Cependant il est important de noter que dans cet algorithme,
lorsqu’un choix est eﬀectue´ au niveau i, il ne peut eˆtre remis en cause au
niveau i+1. On peut ainsi espe´rer que l’algorithme de comparaison de graphes
tire parti du coloriage pour re´duire la complexite´ ge´ne´rale de la comparaison
de deux structures MiGaL. De plus, dans cette complexite´, nous supposons
que les graphes qui composent une structure MiGaL ont tous la meˆme taille.
Or, l’ide´e meˆme de MiGaL est d’avoir des graphes dont la taille croˆıt avec
les niveaux. Ainsi, la comparaison initiale est moins couˆteuse et permet de
re´duire la complexite´ de la comparaison suivante, et ainsi de suite.
En outre, il ne nous est pas possible ici de re´duire la complexite´ de la
comparaison des graphes en calculant de manie`re se´pare´e les comparaisons
entre les sous-graphes de meˆme couleur. En eﬀet, comme nous allons le voir
dans le cas de la comparaison de deux RNA-MiGaL, un tel de´coupage peut
nous amener a` une comparaison globale fausse au sens de l’algorithme utilise´.
3.2.4 Comparaison de RNA-MiGaL
Dans le cas RNA-MiGaL, nous avons utilise´ un algorithme d’e´dition
d’arbre pour faire la comparaison de deux niveaux. Dans un premier temps,
nous allons voir une approche na¨ıve consistant a` eﬀectuer l’e´dition de la
totalite´ des arbres a` chaque niveau, puis nous verrons une ame´lioration per-
mettant de comparer se´pare´ment chaque sous-arbre de meˆme couleur.
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Algorithme na¨ıf
La version na¨ıve de l’e´dition d’arbres classique avec prise en compte de
la couleur des nœuds consiste tout simplement a` conditionner la substitution
par la couleur des nœuds. Ainsi, si l’on dispose d’une fonction couleur(i) qui
retourne la couleur du nœud i, on obtient les formules suivantes :
distance(i1 . . . i2, j1 . . . j2) =




distance( i1 . . . i2 − 1 , j1 . . . j2 ) + score(i2, )
distance( i1 . . . i2 , j1 . . . j2 − 1 ) + score(, j2)
Si couleur(i2) == couleur(j2) 
= 0






distance( i1 . . . i2 − 1 , j1 . . . j2) ) + score(i2, )
distance( i1 . . . i2) , j1 . . . j2 − 1 ) + score(, j2)
distance( i1 . . . dpg(i2)− 1 , j1 . . . dpg(j2)− 1 )
+distance( dpg(i2) . . . i2 , dpg(j2) . . . j2 )
(3.6)
Cette modiﬁcation ne change en rien la complexite´ de l’algorithme.
Dans le cas de l’algorithme avec fusion, nous devons aussi veiller a` ce que
les fusions ne se produisent qu’entre nœuds de meˆme couleur.
distance(({i1, . . . , ik}, liste), ({j1, . . . , jk′}, liste′)) =
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distance( ({i1 . . . ik−1} , ∅) , ({j1 . . . jk′} , liste′) ) + del(ik)
distance( ({i1 . . . ik} , liste) , ({j1 . . . jk′−1} , ∅) ) + ins(jk′)
Si couleur(ik) == couleur(jk′) 
= 0
distance( ({i1 . . . ik−1} , ∅) , ({j1 . . . jk′−1} , ∅) ) + sub(ik, jk′)
pour chaque fils ic de ik dans {i1, . . . , ik}, il = dpg(ic)
Si couleur(ik) == couleur(ic) 
= 0
distance(({i1 . . . ic−1, ic+1 . . . ik}, liste.(n, ic)), ({j1 . . . jk′}, liste′))
+fusionnœuds(ik, ic) rmq : les donne´es de ik sont modiﬁe´es
distance(({il . . . ic−1, ik}, liste.(a, ic)), ({j1 . . . jk′}, liste′))
+fusionarcs(ik, ic) + distance(({i1 . . . il−1}, ∅), (∅, ∅))
+distance(({ic+1 . . . ik − 1, ∅), (∅, ∅)) rmq : les donne´es de ik
sont modiﬁe´es
pour chaque fils jc′ de jk′ dans {j1, . . . , jk′}, jl′ = dpg(jc′)
Si couleur(jk′) == couleur(jc′) 
= 0
distance(({i1 . . . ik}, liste), ({j1 . . . jc′−1, jc′+1 . . . jk′ , liste′.(n, jc′)))
+scissionnœuds(jk′ , jc′) rmq : les donne´es de jk′
sont modiﬁe´es
distance(({i1 . . . ik}, liste), ({jl′ . . . jc′ , jk′ , liste′.(a, jc′)))
+scissionarcs(jk′ , jc′) + distance((∅, ∅), ({j1 . . . jl′−1}, ∅))
+distance((∅, ∅), (jc′+1 . . . jk′−1, ∅)) rmq : les donne´es de jk′
sont modiﬁe´es
(3.7)




distance( ({i1 . . . ik−1} , ∅) , ({j1 . . . jk′} , liste′) ) + del(ik)
distance( ({i1 . . . ik} , liste) , ({j1 . . . jk′−1} , ∅) ) + ins(jk′)
distance( ({i1 . . . il−1} , ∅) , ({j1 . . . jl′−1} , ∅) )
+distance( ({il . . . ik} , liste) , ({jl′ . . . jk′} , liste′) )
(3.8)
Cette modiﬁcation n’est pas sans conse´quence sur les performances de l’al-
gorithme. En eﬀet, le nombre de fusions successives pouvant eˆtre re´alise´es a`
chaque nœud se trouve limite´ par le nombre de descendants de meˆme cou-
leur de ce nœud. Ainsi, comme nous le verrons dans la section re´sultats, en
pratique nous pouvons autoriser un nombre de fusions successives beaucoup
plus grand que dans le cas des arbres non colore´s tout en conservant des
temps de calcul performants.
D’un point de vue the´orique, si l’on note m la taille maximale de chaque
sous-structure de couleur, la complexite´ de l’algorithme devient dans le pire
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des cas :
O((2d)m ∗ n4)
avec n la taille des deux arbres compare´s.
Bien que ces approches soient utilisables en pratique, on pourrait espe´rer
des algorithmes plus eﬃcaces pour faire la comparaison d’arbres colore´s tels
que nous l’avons de´ﬁnie. C’est pour cela que nous avons mis en place un
algorithme dont l’ide´e est de calculer se´pare´ment l’e´dition de chaque sous
arbre.
Algorithme de partage des couleurs
Il paraˆıt naturel de calculer de fac¸on se´pare´e la distance entre chaque
sous-structure de meˆme couleur. Dans un premier temps, nous allons de´ﬁnir
formellement le proble`me de l’e´dition d’arbre a` coloration connexe, puis nous
verrons un exemple illustrant le proble`me de la conservation d’ordre entre
les nœuds par une e´dition se´pare´e. Enﬁn, nous donnerons un algorithme
eﬀectuant le calcul de la distance.
De´ﬁnition 25 (Arbre a` coloration connexe). Soit T un arbre. On dit
que T est a` coloration connexe si a` chaque nœud de T est aﬀecte´ une couleur
et que pour chaque couleur, le sous-arbre de T induit par les nœuds de cette
couleur est connexe.
Pour chaque couleur c d’un arbre T a` coloration connexe, on de´ﬁnit
l’ensemble dep(c) comme l’ensemble des couleurs c′ telles qu’il existe un
nœud dans T de couleur c ayant pour ﬁls un nœud de couleur c′ dans
T . Dans l’exemple de la ﬁgure 3.22, pour l’arbre en haut a` gauche, on a
dep(bleu) = {rouge, vert} et dep(rouge) = ∅.
De´ﬁnition 26 (Proble`me). Soient deux arbres a` coloration connexe T et
T ′. On impose que ces arbres soient colore´s avec les meˆmes couleurs et que
pour chaque couleur c, dep(c) = dep′(c). Le proble`me consiste a` calculer la
distance d’e´dition entre T et T ′ telle que la substitution ne mette en relation
que des nœuds de la meˆme couleur. Dans le cas de l’e´dition avec fusion, ces
fusions ne peuvent se produire qu’entre nœuds de meˆme couleur.
La premie`re ide´e que l’on peut avoir est d’eﬀectuer de manie`re se´pare´e
le calcul de la distance entre chaque sous-structure de meˆme couleur puis de
regrouper le re´sultat de ces comparaisons. Comme le montre l’exemple qui
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Fig. 3.22 – Exemple d’erreur pouvant apparaˆıtre lors de l’e´dition se´pare´e des
sous-structures.
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suit, ceci pose un proble`me vis-a`-vis de la conservation de l’ordre entre les
ﬁls par l’e´dition d’arbre.
Examinons le cas pre´sente´ dans la ﬁgure 3.22. En haut, nous voyons le
re´sultat de la comparaison des deux arbres de niveau 0. En dessous, sont
repre´sente´s les arbres de niveau 1 dans lesquels nous avons reporte´ la couleur
des nœuds des arbres de niveau 0. Puis nous avons de´coupe´ chaque arbre en
sous arbres en fonction des couleurs et nous avons applique´ le calcul d’e´dition
entre chaque sous-structure de meˆme couleur. La dernie`re ﬁgure repre´sente
les deux arbres de niveau 1 colore´s en fonction du re´sultat des calculs de la
distance d’e´dition. Comme on peut le voir, l’association re´sultante entre les
deux arbres de niveau 1 est incorrecte dans le contexte de l’e´dition d’arbres
ordonne´s. En eﬀet, comme le montre la ﬂe`che en rouge, l’association entre
les deux nœuds bleus clairs ne respecte par l’ordre entre les nœuds. En fait,
lors de la re´union des diﬀe´rents re´sultats d’e´dition, il faut se demander s’il
est plus couˆteux de ne pas associer les deux nœuds bleus clairs ou de ne pas
associer les nœuds jaunes, bleus, verts et oranges.
Intuitivement, il apparaˆıt que nous devons tenir compte de la de´pendance
qui existe entre les sous-structures de couleurs. Ainsi, nous devons tout
d’abord calculer la distance entre les sous-structures de couleur c telle que
dep(c) = ∅. En eﬀet, celles-ci ne pre´sentent pas de de´pendance vis-a`-vis des
sous-structures des autres couleurs. Puis, nous devons conside´rer les couleurs
restantes telles que pour chaque couleur c, la distance entre les sous-structures
de couleurs dep(c) soit de´ja` calcule´e. De plus, nous devons modiﬁer les sous-
structures de couleur c aﬁn que la de´pendance avec les autres sous-structures
de couleurs dep(c) soient prises en compte dans le calcul de la distance.
Fig. 3.23 – Ancres ajoute´es a` la sous-structure de couleur rouge.
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Ainsi, supposons que l’on compare les deux sous-structures Sc et S
′
c de
couleur c des deux arbres T et T ′. Nous allons ajouter des feuilles, que nous
appellerons des ancres, dans l’arbre Sc. Une ancre sera adjointe au nœud u de
Sc, si u posse`de un ﬁls dont la couleur est diﬀe´rente de c dans T . Cette ancre
sera e´tiquete´e avec la couleur du ﬁls dont elle a pris la place. Cette ope´ration
est illustre´e par la ﬁgure 3.23. On fait de meˆme pour la sous-structure S ′c.
Nous pouvons alors calculer la distance entre Sc et S
′
c en imposant que
l’ancre de couleur d de Sc ne puisse eˆtre substitue´e que par l’ancre de couleur
d de S ′c et le score de cette substitution est e´gal a` la distance entre Sd et S
′
d.
De plus, le score de la de´le´tion de l’ancre de couleur d est e´gal a` la distance
de Sd a` l’arbre vide. De meˆme, le score de l’insertion de l’ancre de couleur d
est e´gal a` la distance entre l’arbre vide et S ′d. Dans le cas ou` l’on dispose des
ope´rations de fusion, celles-ci ne peuvent avoir lieu avec une ancre.
Du fait que nous ordonnons le calcul de distance entre les sous-structures
selon leur de´pendance en couleur, tous les scores relatifs aux ancres de´crits
ci-dessus sont de´ja` e´tablis lors de l’e´dition de Sc et S
′
c.
La complexite´ de cet algorithme de´pend du nombre de couleurs et surtout
de la taille des sous-structures pour chaque couleur. Ainsi, si l’on suppose
que les deux arbres sont colore´s avec k couleurs diﬀe´rentes, chaque cou-





k |Sk| = |T |
et
∑
k |S ′k| = |T ′| ), la complexite´ en temps du calcul de l’e´dition dans le pire










avec les ope´rations de fusion. La complexite´ en me´moire quant a` elle est
le maximum de la complexite´ me´moire du calcul pour chaque sous-arbre,
c’est-a`-dire :
O(maxk(|Sk| ∗ |S ′k|)2)
et
O((2d)2lmaxk(|Sk| ∗ |S ′k|)2)
pour l’e´dition avec fusion.
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3.2.5 Re´sultats pratiques
Pour clore notre travail sur MiGaL, nous allons maintenant pre´senter les
re´sultats que nous avons obtenus en pratique. Dans un premier temps, nous
donnerons une description des e´tiquettes utilise´es dans les arbres de RNA-
MiGaL. Une fois ces e´tiquettes e´tablies, nous de´ﬁnissons les fonctions de
couˆt des diﬀe´rentes ope´rations d’e´dition. Avant de conclure par un exemple
de comparaison d’ARN selon notre mode`le, nous fournirons quelques de´tails
quant a` l’imple´mentation re´alise´e.
De´ﬁnition de RNA-MiGaL
En pratique, nous avons choisi d’e´tiqueter les arbres T0...3 de la manie`re
suivante :
– Un nœud de T3 qui code pour une paire de bases est e´tiquete´ par les
deux bases formant cette paire. Une feuille est e´tiquete´e selon la base
libre qu’elle repre´sente.
– Dans l’arbre T2, les arcs qui repre´sentent les he´lices de la structure,
contiennent une e´tiquette indiquant le nombre de paires de bases for-
mant cette he´lice. Un nœud de T2 peut coder pour :
– une boucle multiple : l’e´tiquette de ce nœud est alors une suite de
valeurs indiquant la taille de chacune des se´quences de bases libres
formant cette boucle multiple.
– une boucle interne ou un renﬂement : l’e´tiquette consiste en deux
valeurs, la premie`re donnant la taille de la se´quence libre de la boucle
interne du coˆte´ 5’, l’autre la taille de la se´quence libre cote´ 3’. Dans
le cas d’un renﬂement, une de ces deux valeurs est nulle.
– une boucle terminale : l’e´tiquette est la taille de cette boucle.
– L’arbre T1 repre´sente le re´seau de tiges, boucles multiples et boucles
terminales de la structure. Les arcs, codant pour les tiges, sont e´tiquete´s
par deux valeurs indiquant le nombre de bases libres et le nombre de
paires de bases contenues par la tige. Un nœud code pour une boucle
multiple ou une boucle terminale, l’e´tiquette donne le nombre de bases
libres formant cette boucle.
– Le dernier arbre T0 code le re´seau de boucles multiples de la structure
secondaire de l’ARN. Les nœuds repre´sentent les boucles multiples, ils
sont e´tiquete´s par le nombre de tiges connecte´es a` cette boucle. Les
arcs codent pour les tiges et contiennent le nombre de bases libres et
3.2. MIGAL : “MULTIPLE GRAPH LAYER” 119
de paires de bases de cette tige.
Ainsi, nous avons choisi de n’apporter les informations sur les nucle´otides
qu’au niveau T3, les autres niveaux comportant des informations sur la dimen-
sion des e´le´ments. Il existe bien entendu de nombreuses autres possibilite´s
pour ces e´tiquettes telles que l’energie libre, la composition en nucle´otides
etc. Nous avons volontairement choisi des attributs “relativement” simples a`
comparer pour nos premie`res expe´riences, ceux-ci pouvant e´voluer en fonction
des re´sultats obtenus.
Fonctions de couˆt
Le choix des fonctions de couˆt est un proble`me important et de´licat dans
le cadre du calcul de la distance d’e´dition avec fusion. En eﬀet, comme nous
l’avions vu, la fusion est choisie si elle ame´liore le score de substitution d’au
moins t, parame`tre de la fusion (voir section 3.1.2). Les fonctions de couˆts
associe´es aux ope´rations de fusion sont de´ﬁnies comme indique´ dans la section
3.1.2), c’est-a`-dire :
fusionnœuds(u, v, r) = del(v) + t = dela(v) + deln(v) + t
et
fusionarcs(u, v, r) =
∑
s fre`re de v
delst(s) + del(u) + t
Nous devons maintenant de´ﬁnir les fonctions de de´le´tion, insertion et
substitution pour les e´tiquettes des nœuds ainsi que celles des arcs pour
chaque niveau.
Rappelons la condition e´mise sur la fonction de de´le´tion : Quelles que
soient deux e´tiquettes a et b, dont la fusion produit l’e´tiquette c, on doit
avoir : del(c) ≥ del(a) + del(b).
Pour re´pondre a` cette condition sur la fonction de de´le´tion (et donc d’in-
sertion), nous avons de´cide´ que le couˆt de la de´le´tion d’un nœud ayant re´sulte´
de la fusion de deux (ou plus) nœuds couˆte +∞. Il en est de meˆme pour le
fusion d’arcs. Ce choix est justiﬁe´ par le fait que la fusion n’est pas une
ope´ration destine´e a` de´truire des arcs et des nœuds mais a` ame´liorer la sub-
stitution.
Outre ce cas spe´cial de la de´le´tion, dans les autres cas, nous avons utilise´
des fonctions line´aires. Pour cela, nous avons choisi de manie`re empirique la
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valeur pour laquelle la de´le´tion vaut 1, c’est-a`-dire l’inverse de la pente de
la fonction. Par exemple, dans le cas de la de´le´tion d’un arc de l’arbre de
niveau 2 correspondant a` une he´lice, nous avons choisi de ﬁxer le score a` 1
lorsque le nombre de paires de bases vaut 5.
Fig. 3.24 – Fonction line´raire donnant, pour une valeur x, la valeur y telle
que la substitution de x a` y couˆte 1. Ainsi, la substitution de 6 en 10 couˆte
1, de 6 en 6 couˆte 0 et de 6 en 8 couˆte 0.5.
Pour la fonction de substitution, nous utilisons une fonction aﬃne qui
associe a` x la valeur y telle que la substitution de x par y couˆte 1. En
d’autres termes, cette fonction fournit la pente de la fonction line´aire utilise´e
pour calculer la substitution de x en y (x ≤ y).
Aﬁn d’assurer la cohe´rence des deux fonctions de de´le´tion et de substitu-
tion, nous nous assurons lors de la de´ﬁnition de la fonction de substitution
que la valeur de notre fonction en 0 est bien e´gale a` la valeur dont la de´le´tion
couˆte 1. Ainsi, la de´le´tion devient un cas spe´cial de la substitution avec la
valeur 0.
On voit ainsi, qu’il nous faut e´tablir un grand nombre de parame`tres
pour les fonctions de couˆts et maintenir la cohe´rence entre ces fonctions
(substitution et de´le´tion). Actuellement nous avons e´tabli ces valeurs de fac¸on
empirique, il est pre´vu qu’elles soient prochainement e´tablies sur la base des
expe´riences et re´sultats obtenus avec RNA-MiGaL.
En ce qui concerne le niveau 3, les e´tiquettes ne consistent pas en des
valeurs nume´riques mais en des nucle´otides. Pour la comparaison des arbres
T3, nous avons utilise´ la distance d’e´dition classique (la fusion n’a pas de
sens dans ce cas) avec des fonctions de couˆts unitaires, c’est-a`-dire que la
substitution d’une lettre par elle-meˆme coute 0, 1 si les lettres sont diﬀe´rentes
et la de´le´tion d’une lettre couˆte 1.
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Imple´mentation et performances
Nous avons imple´mente´ la construction de RNA-MiGaL, l’algorithme de
calcul de distance d’e´dition classique et avec fusion ainsi que l’algorithme
“na¨ıf” de comparaison de deux structures RNA-MiGaLs (sans le partage
utilisant les couleurs). Pour cela, nous avons choisi d’utiliser un language de
programmation objet : le C++. L’ensemble de ce projet se de´compose en 63
classes re´partie selon 4 espaces de noms.
Les classes faisant partie de data de´ﬁnissent les types de nœuds et arcs
de chacun des arbres de RNA-MiGaL, toutes de´rivent d’une classe Object,
puis soit de la classe Node, soit de la classe Edge.
L’espace visitor regroupe l’ensemble des visiteurs sur les classes de data.
Ils de´ﬁnissent l’ensemble des me´thodes que l’on souhaite appliquer a` un ou
deux objets de data telles que le calcul de couˆt de la de´le´tion ou encore la
construction du nœud re´sultant de la fusion de deux autres nœuds.
Dans edit on trouvera les algorithmes de comparaison de deux arbres en-
racine´s selon l’algorithme classique ainsi que l’algorithme avec fusion. L’al-
gorithme permettant la comparaison de deux structures RNA-MiGaLs se
trouve aussi dans cet espace.
Enﬁn, l’espace de nom util constitue l’ensemble des classes utilitaires
pour l’application. Entre autres, c’est dans cet espace que nous avons place´
les objects permettant le chargement de ﬁchier ainsi que l’allocateur des
objets de l’application base´ sur mmap.
Le code, ainsi que sa documentation au format html, sous licence
GPL/FDL [59][58], est disponible sur simple demande, sa mise en ligne
e´tant pre´vue une fois que l’algorithme utilisant le partage par couleur sera
imple´mente´.
Enﬁn, en plus du programme migal permettant la comparaison de deux
ARN, soit en utilisant l’e´dition sur les arbres ordonne´s de chaque niveau
se´pare´ment, soit en utilisant le mode`le RNA-MiGaL, nous avons e´crit deux
petits utilitaires. Le premier, rnaconverter, permet de charger les ﬁchiers
au format ct, ct2 ou encore bpseq et de sauvegarder la structure RNA-MiGaL
correspondante au format XML. Le deuxie`me, rna2tex, dessine dans un
ﬁchier LaTeX les arbres de la structure RNA-MiGaL en utilisant la librairie
pstricks.
Du point de vue des performances en temps, notre programme est tout
a` fait utilisable en pratique. Voici deux exemples de temps de calcul pour la
comparaison de deux ARN sur une machine PC a` 1GHz avec 256 me´ga de
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me´moire vive sur un syste`me d’exploitation Debian GNU/Linux.
Nous avons eﬀectue´ en une minute la comparaison de deux Introns de
Groupe I extraits de la base [12], le premier provenant de Acanthamœba
griﬃni (S81337) dont la se´quence fait 526 nucle´otides, le deuxie`me provenant
de Aureoumbra Lagunensis(U40258) dont la se´quence fait 468 nucle´otides.
La deuxie`me comparaison concerne des ARN ribosomaux 16S compose´s
de 1500 bases chacun appartenant respectivement a` Archaeoglobus fulgidus
(X05567 AE000965) et a` Aeropyrum pernix (AP000062). La comparaison
des structures RNA-MiGaL correspondantes a` ces ARN a e´te´ calcule´e en
quarante minutes.
Dans ces deux cas, la comparaison des arbres T0...2 des structures RNA-
MiGaLs prend moins de 5% du temps total de comparaison. En eﬀet, ces
arbres de haut niveau sont de faible taille tandis que les arbres de niveau
3 sont volumineux. Ils sont compose´s en moyenne de 3∗n
4
nœuds, n e´tant la
longueur de la se´quence.
Avec l’algorithme de partage de couleurs, on peut donc s’attendre a` une
forte ame´lioration de ces temps de calcul, de l’ordre de la minute pour la
comparaison des deux ARN ribosomaux 16S.
Exemples
Nous allons donner un exemple de comparaison d’ARN utilisant RNA-
MiGaL. Nous avons utilise´ deux introns de Groupe I extraits de la base [12]
et pre´sente´s sur la ﬁgure 3.26.
La ﬁgure 3.27 montre le re´sultat du calcul de la distance d’e´dition avec
fusion sur les arbres de niveau 0. Entre autres, nous pouvons voir une fusion
d’arcs au niveau des ﬂe`ches sur l’arbre gauche.
La ﬁgure 3.28 illustre le re´sultat de l’e´dition d’arbre sur le niveau 1 des
structures. On remarquera que la fusion d’arcs faite au niveau 0 est reproduite
a` ce niveau. On notera aussi la fusion de nœuds sur l’arbre droit entre les
deux nœuds jaunes.
La ﬁgure 3.29 correspond au re´sultat de la comparaison au niveau 2 des
deux RNA-MiGaLs. A` ce niveau, certaines de´le´tions ont e´te´ re´alise´es comme
la tige boucle grise en haut a` gauche de l’ARN de gauche. On notera aussi la
fusion de nœuds entre la boucle multiple rouge et la boucle interne rouge de
l’arbre gauche. Celle-ci s’est produite en partie parce que la boucle multiple
de droite comporte beaucoup plus de bases que celle de gauche (certaines
aux extre´mite´s 5’ et 3’ n’ont pas e´te´ dessine´es). Ainsi la re´alisation de cette
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fusion conduit a` l’augmentation de la taille de la boucle multiple et, ainsi,
a` l’ame´lioration du score de substitution avec la boucle multiple de l’ARN
de droite. En eﬀet, bien que les boucles multiples soient repre´sente´es par
des suites de valeurs, chacune correspondant a` la longueur d’une se´quence
de bases libres entre deux he´lices, pour la comparaison nous utilisons la
somme de ces longueurs. Il est fort probable que l’utilisation d’une fonc-
tion de couˆt plus sophistique´e comparant la longueur de chaque “morceau”
permette d’e´viter ce type de fusion non souhaite´.
Enﬁn, on peut observer le re´sultat de la comparaison au niveau des
nucle´otides dans la ﬁgure 3.30. Du point de vue ge´ne´ral, le re´sultat de la
comparaison est plutoˆt satisfaisant. Cependant, si l’on regarde les bases en
jaune en haut a` droite de chaque structure, on peut voir un proble`me sur
les appariements eﬀectue´s. En eﬀet, au niveau supe´rieur, les deux nœuds
en jaune de l’arbre droit ont e´te´ fusione´s aﬁn d’eˆtre mis en relation avec le
nœud jaune de l’arbre gauche. Cette fusion doit eˆtre vue comme la cassure
des liaisons de l’he´lice jaune. Le proble`me ici est que l’on ne peut reproduire
cette cassure au niveau 3. Ainsi, les bases libres de l’ARN gauche, qui corres-
pondent a` des feuilles dans l’arbre, ne peuvent eˆtre mises en relation avec les
paires de bases de l’ARN de droite, qui correspondent a` des nœuds internes.
Actuellement, nous travaillons sur deux solutions simples pour re´soudre
ce proble`me. La premie`re solution consiste a` ajouter une ope´ration d’e´dition
permettant de transformer un paire de bases en deux bases non apparie´es.
Une autre solution serait de changer la de´ﬁnition de l’arbre de niveau 3 de
telle fac¸on a` ce que chaque base soit repre´sente´e par une feuille dans l’arbre,
les nœuds internes mode´lisant alors une liaison entre le ﬁls le plus a` gauche
et celui le plus a` droite. Un tel arbre est pre´sente´ a` droite dans la ﬁgure 3.25.
D’une fac¸on ge´ne´rale, l’algorithme de comparaison a correctement associe´
les e´le´ments structuraux de part et d’autre des structures. Il apparaˆıt claire-
ment que la distance d’e´dition avec les ope´rations de fusion est indispensable
pour la comparaison des arbres de niveau 0, 1 et 2.
Conclusion
Les premiers re´sultats obtenus avec les structures RNA-MiGaLs sont tre`s
satisfaisants. En eﬀet, la mode´lisation par niveau, outre son inte´reˆt pour
la comparaison, semble tre`s utile pour appre´hender les re´gions ayant des
structures communes. Le niveau 0 nous permet de visualiser rapidement les
diﬀe´rentes parties d’une structure, les niveaux suivants fournissant plus de
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Fig. 3.25 – Deux codages possibles pour l’arbre de niveau 3 de RNa-MiGaL.
de´tails. Actuellement, seul le niveau 3 semble poser un proble`me de par l’im-
possibilite´ de se´parer une paire de bases en deux bases libres. Cependant, nous
avons de´ja` plusieurs solutions simples possibles pour re´soudre ce proble`me.
Du point de vue pratique, il ne fait aucun doute que nos algorithmes
re´pondent aux exigences de temps d’exe´cution d’espace me´moire occupe´e.
L’imple´mentation de l’algorithme de comparaison utilisant le partage de cou-
leurs devrait sans doute faire de RNA-MiGaL la me´thode de comparaison de
structures secondaires la plus rapide existante.
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Fig. 3.26 – Deux ARN extraits de la base [12]. A gauche, l’intron de Groupe
I de Acanthamœba griﬃni et a` droite celui de Chlorella sorokiniana.
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Fig. 3.27 – Re´sultat de la comparaison des ARN de la ﬁgure 3.26 au niveau
0.
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Fig. 3.28 – Re´sultat de la comparaison des ARN de la ﬁgure 3.26 au niveau
1.
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Fig. 3.29 – Re´sultat de la comparaison des ARN de la ﬁgure 3.26 au niveau
2.
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Fig. 3.30 – Re´sultat de la comparaison des ARN de la ﬁgure 3.26 au niveau
3.
Conclusion
Nous avons introduit un nouveau type de mode´lisation de structures se-
condaires d’ARN. Celui-ci est base´ sur une repre´sentation a` diﬀe´rents niveaux
d’abstraction de la structure, appele´e RNA-MiGaL.
Il semble que vis-a`-vis des approches existantes pour la mode´lisation des
structures secondaires, a` savoir les se´quences annote´es, les 2-intervalles ou
encore les arbres, notre mode`le pre´sente un atout capital : il ne se ﬁge pas
dans une seule fac¸on d’appre´hender une structure secondaire. En eﬀet, les
autres mode`les conside`rent une structure secondaire uniquement soit comme
un ensemble de paires de bases (se´quences annote´es, arbres) soit comme une
suite d’he´lices (2-intervalles, arbres).
Du point de vue de l’utilisation de cette structure, nous avons produit un
algorithme eﬃcace pour la comparaison de deux RNA-MiGaL.
Dans un premier temps, nous avons introduit une nouvelle distance
d’e´dition d’arbres permettant de comparer deux structures secondaires en
utilisant des arbres avec un haut niveau d’abstraction. Cette distance corrige
bien les proble`mes observe´s avec la distance d’e´dition classique, et bien que
son calcul soit plus couˆteux, elle est tout a` fait praticable pour les ARN.
Dans un deuxie`me temps, nous avons utilise´ cet algorithme pour eﬀectuer
la comparaison de deux RNA-MiGaL. Cet algorithme pre´sente de nombreux
avantages du point de vue des performances : au fur et a` mesure que l’on
descend les niveaux, la comparaison est partage´e selon les re´sultats obtenus
au niveau pre´ce´dent. Bien que l’algorithme utilisant le partage des couleurs ne
soit pas encore implante´, il y a de bonnes raisons de penser qu’il devrait eˆtre
extreˆmement rapide, et donc permettre de re´soudre certains proble`mes sur les
ARN ne´cessitant un grand nombre de comparaisons tels que la classiﬁcation
ou la construction d’arbre phyloge´nique (voir la premie`re partie).
Notons enﬁn que RNA-MiGaL a e´te´ de´ﬁnie dans un cadre plus formel
qui est celui de MiGaL, structure a` plusieurs niveaux de graphes. En outre,
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l’algorithme de comparaison de deux structures de type MiGaL en utilisant
un algorithme de comparaison de deux graphes a e´te´ pre´sente´.
Cependant, notre approche comporte certaines limitations.
La premie`re limitation re´side dans le fait que, parfois, la partie conserve´e
d’une famille d’ARN ne consiste qu’en une tige boucle. Ainsi, ces ARN ne
posse`dent pas de structure ge´ne´rale commune mais uniquement une petite
structure locale fortement conserve´e. Il est clair que notre mode`le n’est pas
le plus adapte´ pour prendre en compte ce type d’ARN mais plutoˆt des ARN
dont la structure ge´ne´rale est conserve´e.
La deuxie`me limitation se situe dans la complexite´ et le nombre important
de fonctions d’e´dition que l’algorithme de comparaison de deux RNA-MiGaL
manipule. En eﬀet, a` chaque niveau, il nous faut de´ﬁnir des fonctions com-
plexes de couˆt pour chaque type d’ope´rations d’e´dition et pour chaque type
d’e´tiquettes de nœud et d’arc. Ceci est directement lie´ a` la diversite´ des
vues de la structure secondaire de l’ARN qui sont prises en compte dans
RNA-MiGaL. A` ce jour, nous ne voyons pas de solution pour re´duire cette
complexite´ ; RNA-MiGaL est une structure dense en information, ce qui im-
plique un grand nombre de fonctions de couˆts.
En ce qui concerne la comparaison de structures secondaires d’ARN, il
nous reste encore beaucoup de choses a` faire. De nombreuses ide´es d’ex-
tensions et variantes du type RNA-MiGaL sont possibles, nous allons en
pre´senter deux. Puis nous survolerons le proble`me de la comparaison mul-
tiple.
Pseudo-nœuds et structure tertiaire
Comment modiﬁer RNA-MiGaL pour qu’elle prenne en compte les
pseudo-nœuds ? Initialement, cette structure devait prendre en compte de
tels e´le´ments structuraux. Ainsi, le niveau 3, repre´sentant les paires de bases
et les bases non apparie´es, devient un graphe. Il en est de meˆme pour le
niveau 2 codant pour les e´le´ments de structure secondaire et les he´lices. Le
niveau 1, quant a` lui, ne contient plus les pseudo-nœuds et est similaire au
niveau 1 tel qu’il est de´ﬁni actuellement, de meˆme pour le niveau 0. Il nous
est apparu que par rapport a` la fac¸on dont nous comparons les structures
secondaires en utilisant RNA-MiGaL, c’est-a`-dire du niveau 0 au niveau 3,
l’information des pseudo-nœuds intervient alors comme un ﬁltre. En eﬀet,
lorsque l’on compare les RNA-MiGaL au niveau 2, le premier niveau prenant
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en compte les pseudo-nœuds, les mises en correspondance entre les deux
structures sont pour ainsi dire de´ja` faites, et les pseudo-nœuds ne seront mis
en relation que si les deux parties qui forment ces pseudo-nœuds (puisqu’un
pseudo-nœud est forme´ de l’appariement de deux se´quences) ont e´te´ mises
en relation au niveau 1.
Ainsi, bien que nous pensons prendre en compte les pseudo-nœuds pro-
chainement, vis-a`-vis de la de´ﬁnition actuelle de RNA-MiGaL, ils ne joueront
un roˆle que dans les mises en correspondance locales, mais pas dans la mise
en correspondance globale qui est joue´e au premier niveau. Si l’on veut que
les pseudo-nœuds jouent un roˆle dans le calcul de la premie`re association,
il faut qu’ils soient pre´sents de`s le premier arbre, c’est-a`-dire au meˆme ni-
veau que les boucles multiples et les tiges, ce qui implique que le premier
niveau devienne un graphe avec cycle. Ceci n’est pas sans conse´quence sur
l’algorithme de comparaison de deux RNA-MiGaL. En eﬀet, une des fac¸ons
de coder ce graphe est d’utiliser les se´quences annote´es de types croise´s et,
comme nous l’avons vu, le proble`me d’e´dition entre deux se´quences de ce
type est NP-Complet.
Plus ge´ne´ralement, il serait inte´ressant de pouvoir prendre en compte
les interactions qui forment la structure tertiaire d’un ARN. En utilisant
la repre´sentation MiGaL, la mode`lisation consisterait alors en une suite de
graphes. Comme nous venons de le voir, si l’on souhaite toujours utiliser
un algorithme d’e´dition, il est fort probable que celui-ci soit NP-Complet.
Nous pouvons ne´anmoins espe´rer obtenir des re´sultats pour deux raisons. La
premie`re est que le premier niveau est une forte abstraction de la structure
secondaire, on peut s’attendre a` ce qu’il soit de faible taille en pratique. Ceci
pourrait nous autoriser a` utiliser un algorithme de comparaison meˆme s’il
est exponentiel en la taille des donne´es en entre´e. La deuxie`me raison est que
notre algorithme ge´ne´ral de comparaison de deux structures MiGaL progresse
selon une strate´gie de de´coupe du graphe en fonction de l’association calcule´e
au niveau pre´ce´dent. Ainsi les comparaisons apre`s le niveau 0 se feront entre
sous-structures de faible taille, et donc seront re´alisables en pratique.
Pour ﬁnir, notons que si la comparaison de structures MiGaL s’ave`re
re´alisable en pratique, il serait inte´ressant d’examiner la possibilite´ de
l’e´tendre a` d’autres proble`mes tels que la comparaison de prote´ines.
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Comparaison multiple
Une autre proble´matique inte´ressante pour la suite de nos travaux est
l’e´tude de la comparaison multiple de structures secondaires d’ARN. Par la`,
on entend la comparaison simultane´e de plus de deux ARN contrairement a`
une des solutions couramment mise en œuvre pour la comparaison multiple
qui consiste a` eﬀectuer toutes les comparaisons possibles deux a` deux.
Si l’on conserve la meˆme fac¸on d’avancer de niveau en niveau dans la
structure MiGaL, lors de la comparaison de plusieurs RNA-MiGaL, il nous
faut eﬀectuer la comparaison multiple entre des arbres enracine´s ordonne´s.
Une solution est d’utiliser l’algorithme d’e´dition que nous avons pre´sente´,
cependant la complexite´ de celui-ci devient alors exponentielle en le nombre
d’arbres en entre´e. Nous pouvons de`s a` pre´sent assurer qu’il ne sera pas
possible de comparer plus de trois ou quatre arbres en utilisant cette me´thode.
Une autre solution serait d’utiliser une structure d’indexation des arbres
aﬁn de trouver dans un premier temps les sous-structures communes a` l’en-
semble des arbres et de partir de ces sous-structures pour ﬁnir la comparai-
son. Cette de´marche est similaire a` celle couramment adopte´e pour eﬀectuer
la comparaison multiple de se´quences ; dans ce cas c’est une structure telle
que l’arbre des suﬃxes ge´ne´ralise´ qui est utilise´e. Actuellement, nous cher-
chons une structure d’indexation d’arbres enracine´s, ordonne´s permettant de
trouver en temps polynomial les sous-structures communes a` un ensemble
d’arbres.
Une fois ces sous-structures e´tablies (e´ventuellement plusieurs solutions),
il sera possible d’utiliser l’algorithme d’e´dition d’arbre en contraignant
l’e´dition pour qu’elle associe ces sous-structures.
Annexe A
L’arbre des k-facteurs
Cette annexe est consacre´ a` l’arbre des facteurs de longueur au plus k ou
arbre des k-facteurs. Cet arbre, base´ sur l’arbre des suﬃxes, indexe l’ensemble
des facteurs de longueur au plus k d’une se´quence. En fait, on peut voir l’arbre
des k-facteurs comme un arbre des suﬃxes tronque´ a` une longueur ﬁxe k,
la longueur e´tant la taille des mots e´pelle´s depuis la racine. L’algorithme
permettant de construire cet arbre est une version modiﬁe´e de l’algorithme
d’Ukkonen pour la construction de l’arbre des suﬃxes. Sa complexite´ en
temps et en me´moire est line´aire, le gain me´moire obtenu vis-a`-vis de l’arbre
des suﬃxes n’a pas e´te´ prouve´ d’un point de vue the´orique sauf pour de
faibles valeurs de k.
Malgre´ cela, l’arbre des facteurs est une structure puissante qui remplace
avantageusement l’arbre des suﬃxes dans de nombreux cas. En eﬀet, souvent
on aura a` utiliser l’arbre que jusqu’a` une certaine hauteur, par exemple si l’on
cherche des motifs dont la longueur est infe´rieur a` k dans un texte. Quelle
que soit cette borne, il est judicieux d’utiliser l’arbre des facteurs car il est
clair qu’au pire, il pre´sentera les meˆmes performance que l’arbre des suﬃxes.
La deuxie`me partie de ce travail, plus pratique, a consiste´ a` imple´menter
l’arbre des k-facteurs en utilisant l’un des codages les plus performants en
me´moire de l’arbre des suﬃxes. Pour cela, nous avons du modiﬁer ce codage,
en particulier aux feuilles, aﬁn de prendre en compte certaines particularite´s
de l’arbre des k-facteurs. Enﬁn, nous avons re´alise´ de nombreux tests pra-
tiques de notre structure. Entre autres, nous avons pu constater que le temps
de construction est tre`s souvent meilleur, et rarement supe´rieur au temps de
construction de l’arbre des suﬃxes. Les gains me´moire quant a` eux sont tre`s
variables en fonction du type de donne´es a` indexer. Pour le cas de texte
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structure´s comme un programme en C, nous avons un gain moyen de 23%
pour k = 20. Dans le cas de donne´es biologiques telles que des se´quences
d’ADN, le gain constate´ est de 32% pour une valeur de k e´gale a` 10. Enﬁn,
l’arbre des facteurs pre´sente aussi une ame´lioration par rapport a` l’arbre des
suﬃxes pour l’acce`s a` l’ensemble des positions correspondantes a` un motif.
En eﬀet, dans l’arbre des suﬃxes, il faut eﬀectuer un parcours en profondeur
d’un sous-arbre aﬁn de trouver l’ensemble des occurrences du motif corres-
pondant a` ce sous-arbre. Dans ce cas a` chaque feuille correspond une position.
Dans le cas, de l’arbre des facteurs, a` chaque feuille peut correspondre une
liste de positions. Ainsi, pour la recherche du meˆme motif, le sous-arbre a`
parcourir sera plus petit. C’est ainsi que nous avons constate´ un sensible gain
en temps avec l’utilisation de l’arbre des k-facteurs pour fournir l’ensemble
des occurrences correspondantes a` un motif.
Nous avons choisi de pre´senter ces travaux dans cette the`se car, bien
qu’e´labore´s en partie durant la maˆıtrise, ils ont e´te´ re´alise´s pour une grande
partie lors de la the`se. Cependant, ceux-ci n’e´tant pas en rapport direct avec
le sujet de la the`se, nous avons pre´fe´re´ les disposer en section annexe. Nous
tenons a` remercier entre autres les utilisateurs de notre imple´mentation de
l’arbre des k-facteurs :
– Alexandra Carvalho [13], de l’Instituto Superior Te´cnico, Lisbonne.
– Patricia The´bault [80], du Lab. de Biome´trie et Intelligence Artiﬁcielle,
INRA Toulouse.
– Pierre Peterlongo, Institut Gaspard Monge, Marne-la-Valle´e.
pour nous avoir aide´ a` en extraire les derniers bugs.
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A.1 The at most k-deep factor tree
Re´sume´
Cet article pre´sente un nouvelle structure d’indexation
proche de l’arbre des suﬃxes. Cette structure indexe tous les
facteurs de longueur au plus k d’une chaˆıne. La construction
et la place me´moire sont line´aires en la longueur de la chaˆıne
(comme l’arbre des suﬃxes). Cependant, pour des valeurs de
k petites, l’arbre des facteurs pre´sente un fort gain me´moire
vis-a`-vis de l’arbre des suﬃxes.
Mots Clefs : arbre des suﬃxes, arbre des facteurs, structure d’indexation.
Abstract
We present a new data structure to index strings that is
very similar to a suﬃx tree. The new structure indexes the
factors of a string whose length does not exceed k, and only
those. We call such structure the at most k-deep factor tree,
or k-factor tree for short. Time and space complexities for
constructing the tree are linear in the length of the string.
The construction is on-line. Compared to a suﬃx tree, the
k-factor tree oﬀers a substantial gain in terms of space com-
plexity for small values of k, as well as a gain in time when
used for enumerating all occurrences of a pattern in a text
indexed by such a k-factor tree.
Keywords : suﬃx tree, at most k-deep factor tree, string index, pattern
matching
A.1.1 Introduction
The suﬃx tree is one of the best known structures in text algorithms.
It is used in many ﬁelds such as string matching [18] [19], data compression
[53][52], computational biology [10] [21] [63] [70] etc. A suﬃx tree indexes
all suﬃxes of a string and can be constructed in time linear in the length of
the string. Furthermore, the size and depth of the tree are also linear in the
length of the string. The constant however may be big. One of the original
implementations of a suﬃx tree [65] thus requires 28 bits per input char.
Numerous eﬀorts have been made over the years to reduce this space. In
particular, S. Kurtz proposed in [51] various implementations which require
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20 bits per input char in the worst case and 10 on average. The same author
with co-workers suggested in another paper [31] a variant of the suﬃx tree,
called the lazy suﬃx tree, which can be built on the ﬂy as the need arises.
In many applications, the length of the patterns to be searched in the
suﬃx tree can be limited. Typically, this concerns applications to motif ex-
traction in biological sequences where the motifs of interest are often short or
are composed of short parts at constrained distances from one another [84],
applications to data compression using a sliding window [27], [66], etc.
There is therefore often no need to have the whole suﬃx tree. This is our
motivation for proposing a new structure, called the at most k-deep factor
tree, or, for short, the k-factor tree. The k-factor tree retains the linear pro-
perties of the suﬃx tree. Indeed, its construction follows closely that of the
suﬃx tree as proposed by Ukkonen [82]. For small values of k, there is fur-
thermore a gain in time and space that may be important. The gain in time
concerns both the construction itself and the use of the tree, for instance, to
do pattern matching.
Since our construction of the k-factor tree is strongly based on Ukko-
nen’s suﬃx tree construction, we start by recalling Ukkonen’s algorithm in
Section A.1.2. We then introduce our own algorithm for the k-factor tree
construction. The k-factor tree has been implemented using the coding pro-
posed by Kurtz in [51] and the results of the experiments are discussed in
Section A.1.5.
A.1.2 Suﬃx trees
Before recalling Ukkonen’s suﬃx tree construction, we start by introdu-
cing some notations.
Notations
In what follows, s will denote a string over a ﬁnite alphabet Σ whose
cardinality is |Σ|. The length of s is |s|. A string s is therefore an element of
the free monoid Σ∗. The ith letter of s is denoted by si and si...j represents the
factor sisi+1 . . . sj (also named substring or subword). The suﬃx of s starting
at position i is the factor si...|s|. If s ends with a letter which is not in Σ, we
say that s has an ending symbol, denoted by $. Given two strings u and v,
we note u.v the concatenation of u with v.





























Fig. A.1 – Suﬃx trie of s = aabb (left), implicit suﬃx tree of s (center) and
suﬃx tree of aabb$ (right).
Given a tree T with root R whose edges are labelled by elements of Σ∗
and a node N of T , path(N) is the string corresponding to the concatenation
of the labels encountered along the path from R to N . The depth of N ,
denoted by depth(N), is the number of nodes between R and N , N included
(depth(R) = 0).
Deﬁnition of a suﬃx tree
The suﬃx trie of s is a tree with edges labelled by elements of Σ. For each
factor of s, there exists a node N such that path(N) is equal to that factor.
If the factor is a suﬃx of s, some of these nodes may be leaves. If s has an
ending symbol, all nodes N whose path from R spells a suﬃx of s are leaves.
The implicit suﬃx tree of s is a tree with edges labelled by non-empty
elements of Σ∗. The tree is a compressed version of the suﬃx trie. Each
internal node N of the suﬃx trie that has only one son is deleted and its
two adjacent edges are replaced by an edge that goes from N ’s father to N ’s
son. The label of the new edge is equal to the concatenation of the label of
the edge going from N ’s father to N and of the label of the edge from N to
its son. This tree is called implicit because not all suﬃxes of s lead to a leaf.
The true suﬃx tree is obtained when an ending symbol $ is added at the end
of s.
Suﬃx tree construction
A ﬁrst suﬃx tree construction algorithm of complexity linear in the length
of the string was presented by Weiner in 1973 [90]. McCreight introduced a
similar but more performing algorithm in 1976 [65]. In 1995, Ukkonen publi-
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SuﬃxTree(s)
1. Tree T
2. For i from 1 to |s|
3. For j from 1 to i
4. Add(T ,sj...i)
Fig. A.2 – Naive algorithm
shed an on-line construction of the suﬃx tree using a very diﬀerent approach
[82]. Later, Giegerich and Kurtz [30] showed how all three constructions are
in fact similar.
We now brieﬂy present Ukkonen’s algorithm which is the basis for the k-
factor tree construction. For more details, we refer the reader to the original
paper [82]. We follow here the description of the algorithm given in [35].
A.1.3 Ukkonen’s algorithm
The algorithm is divided into |s| phases. The ith (for 1 ≤ i ≤ |s|) phase
consists in the insertion of all suﬃxes of s1...i into the tree. Each phase i is
then divided into j steps, one step for each insertion of a suﬃx of s1...i (see
Figure A.2). This naive algorithm is clearly in O(|s|3). We show now how
Ukkonen obtains a linear complexity.
Cases met when inserting a word w in the tree
Let us call v the longest preﬁx of w which is already in the tree. We have
w = vu. During the insertion of w, three cases may occur :
1. u is the empty word so that w is already in the tree : there is nothing
to do.
2. spelling v from the root leads to a leaf : all we need to do is append u
to the label of the edge leading to this leaf.
3. the last case may be divided into two subcases :
(a) spelling v leads to an internal node N : we attach a new leaf to
this node ; the edge from N to the leaf is labelled u.
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(b) spelling v leads to the middle of an edge : we have to cut this edge
at the position reached and insert a new node N ; to the node N
thus created, we then attach a new leaf ; the edge from N to the
leaf is labelled u.
Suﬃx links
Suﬃx links are fundamental elements in all linear time suﬃx tree
construction algorithms. We shall see later that they enable to reduce the
cost of string insertion during the algorithm.
A suﬃx link is an oriented link between two internal nodes in the suﬃx
tree. Given a node N , its suﬃx link points to the node, denoted by Sl(N),
such that path(Sl(N)) is equal to path(N)2...|path(N)| (that is, to path(N)
without the ﬁrst letter). In other words, path(Sl(N)) is the longest proper
suﬃx of path(N). All internal nodes have a suﬃx link.
Suﬃx links are added to the tree during construction as follows : let us
suppose that, during the insertion of string sj...i, a node N is created to which
a new leaf is attached (case 3b). We know that sj...i−1 is in the tree because
we inserted it during the previous phase. We therefore have that path(N) is
equal to sj...i−1. By construction, when a string is in the tree at the end of
a phase, all suﬃxes of this string are also in the tree. The factor sj+1...i−1
is thus already in the tree. Two cases may then happen : the path labelled
sj+1...i−1 ends in a node, let us denote it by N ′, or it ends inside an edge. In
the second case, the insertion of factor sj+1...i leads to the creation of a node,
that we also denote by N ′. In both cases, the suﬃx link of N points to N ′.
Fast insertion
Let N be the last node reached during the insertion of sj...i that has a
suﬃx link. We have that sj...i is equal to path(N).w.σ, where w can be empty
and σ ∈ Σ. If Sl(N) is the root, then the insertion of sj+1...i is done naively.
If Sl(N) is not the root, in order to insert sj+1...i, we just have to follow w
from Sl(N) and add σ if necessary.
During the insertion described above, we found w in the tree by succes-
sively comparing each letter of w. In fact, we can avoid such comparisons
in the following way. At each node met during the insertion, we just need
to know which edge to take. Once this edge is identiﬁed, we can go directly
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to the node it points to and, as a consequence, move in w by possibly more
than one letter.
The time spent during an insertion is essentially composed of the time
needed to calculate the length of an edge plus the number of nodes traversed
during the insertion. The next section shows how the length of an edge can be
computed in constant time and how, simultaneously, the space required by
the tree may be reduced. In the proof of the time linearity of the algorithm,
we show that the overall number of nodes traversed is then O(|s|).
Edge coding
The labels of the edges can be coded by a pair of integers which denote,
respectively, the start and end positions in s of the string labelling the edge.
This allows to obtain a linear space occupancy for the tree as is detailed
below. It also leads to an improvement in the time complexity of the suﬃx
tree construction as leaves can then be automatically extended.
Automatic leaf extension and condition for ending a
phase
Let us call end position of an edge the second value in the label of an
edge, which corresponds to the end position of the string labelling that edge.
Suppose a leaf is created during the insertion of sj...i. The end position of
the edge pointing to this leaf is i. In the next phase, the insertion of sj...i+1
will lead to case 2, and the end position of the edge will now become i + 1,
and so on for all the following phases. When a leaf L with edge E leading
to it is created, we can then set the end position of E to a global variable
whose value is the number of the phase. This will exempt us from having to
make the insertions corresponding to the extension of all edges leading to a
leaf. Furthermore, if the insertion of sj...i requires the creation of a leaf, then
all strings s...i for  from 1 to j lead to a leaf in the tree. During the next
phase, if the insertion of sj+1...i has not created a leaf, we can therefore start
the insertion of the suﬃxes of s1...i+1 from the insertion of sj+1...i+1 (that is,
from step j + 1) because all the longer suﬃxes are implicitly inserted. Each
phase then starts from the last leaf created.
In the same way, if, during the insertion of sj...i, we end up in case 1, we
do not have to insert s...i for  from j + 1 to i because if sj...i is already in
the tree, then all suﬃxes of sj...i are also in the tree.
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AddString(node,s,start,end)
1. endJump ← false
2. while(not endJump) and ((end− start) not equal to 0) do
3. set child to the child of node that start with the letter sstart
4. if (end− start) is greater or equal to length(node, child)
5. start← start + length(node, child)
6. node ← child
7. else
8. endJump ← true
9. done
10. if (end− start) is equal to 0 and node has not a child for letter send
11. add a child to node with edge label start equal to end
12. e ←the label of the edge between node and child
13. if eend−start+1 not equal to send
14. split e at position end− start
15. add a leaf with start position equal to end to the new node
16. done.
Fig. A.3 – The function AddString achieves the fast insertion.
In what follows, all non implicit insertions such as those described above
are called explicit.
Algorithm
Figure A.4 gives the complete algorithm for Ukkonen’s construction. We
see that index j does not appear anymore. As just showed, the beginning of
each phase is deduced from the end of the previous phase, and the end of a
phase is deduced from the result of a current insertion.
Moreover, we may observe that the algorithm of Figure A.4 constructs
the implicit suﬃx tree of s. To obtain the suﬃx tree of s, an ending symbol
$ must be appended to s.
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Suﬃx Tree(s)
1. Add to R a leaf L with edge label s1
2. lastLeaf ← L
3. For i from 2 to |s|
4. endPhase ← false
5. do
6. forward ← length(Father(lastLeaf), lastLeaf)− 1
7. if Sl(Father(lastLeaf)) is undeﬁned and Father(lastLeaf)! = R
8. forward ← forward+
9. length(Father(Father(lastLeaf)), Father(lastLeaf))
10. if Father(Father(lastLeaf)) is R
11. AddString(R,s,i− forward + 1,i)
12. else
13. AddString(Sl(Father(Father(lastLeaf))),s,i − forward,i)
14. else
15. if Father(lastLeaf) is R
16. AddString(R,s,i− forward + 1,i)
17. else
18. AddString(Sl(Father(lastLeaf)),s,i− forward,i)
19. if a node was created during the previous step
20. set suﬃx link of this node to the last node reached
21. during the insertion
22. if a leaf was created in the call to AddString
23. set lastLeaf to this leaf
24. if a node was not created in the call to AddString




Fig. A.4 – Ukkonen’s algorithm : construction of the suﬃx tree for s ; R is
the root of the tree. The function length returns the size of the edge label
between two nodes.
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Complexity
We now analyse the time and space complexities of the suﬃx tree
construction. These will be the same for the k-factor tree.
Time complexity
Ukkonen’s assertion [82] that his suﬃx tree construction algorithm is
linear in the length of the string rests upon the following lemma [35] :
Lemme 1. Let N be a node. We have that depth(N) ≤ depth(Sl(N)) + 1.
The implicit leaf extensions inside a phase take constant time, so the
implicit insertions made over the complete algorithm take O(|s|) time. The
time taken by the explicit insertion of a string in the tree is directly related
to the number of nodes traversed after the jump along the suﬃx link since
the ascent from a node to its father and the jump along the suﬃx link can
be done in constant time. Instead of counting the number of nodes traversed
after the jump along the suﬃx link for each separate insertion, we can upper
bound the number of nodes traversed during the whole construction. Let j be
the index of the extension currently considered. Index j remains unchanged
between two successives phases, and it never decreases. We may observe that
we do at most 2|s| explicit insertions because we have |s| phases and j is
at most |s|. During an explicit insertion, the depth of the node currently
considered is ﬁrst decreased by at most two, one to reach the father of a leaf
and one when jumping along the suﬃx link, and then increased at each skip
down the tree. Since the maximal depth of the tree is |s| and we do at most
2|s| insertions, the total number of nodes considered is O(|s|). If we suppose
that the access to a child of a node is done in O(1) time, then the total time
complexity of the suﬃx tree construction is in O(|s|).
Space complexity
Let T be the suﬃx tree of s. The root of T has exactly |Σ|+ 1 children.
One of them corresponds to a leaf (the string label of the edge leading to it is
$). The worst case for the space complexity will be obtained if each internal
node has exactly two children and each edge is labelled with a single letter
(i.e. its length is one).
In that case, the total number of nodes whose depth is k in the tree is :
2k−1(|Σ|+ 1)− 2k + 2 that is 2k−1(|Σ| − 1) + 2.
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The number of leaves in T is |s|+ 1 and we can then deduce the depth d of
T in the worst case which is :
2d−1(|Σ| − 1) + 2 + d− 1 = |s|+ 1 that is 2d−1(|Σ| − 1) + d = |s|
An upper bound for d is :
dmax = log2
2|s|
|Σ| − 1 .




[2k−1(|Σ| − 1) + 2]
that is :
2|s|+ 2dmax − |Σ|+ 2.
A.1.4 Factor trees
We now present the k-factor tree construction. A naive approach consists
in building the suﬃx tree and then pruning the tree in such a way that for
each node N of the remaining tree, |path(N)| ≤ k. Clearly, this approach
does not improve the space complexity because it requires ﬁrst constructing
the suﬃx tree.
Recall that one of the main ideas behind Ukkonen’s suﬃx tree construc-
tion is the automatic leaf extension allowed by the use of a global variable.
We must be able to preserve this idea in the k-factor tree construction if we
wish to keep the linear time complexity. Let us call length of a leaf L, the
length of the string labelling the path from R to L. Preserving Ukkonen’s
idea requires ﬁnding a way of stopping the extensions when a leaf reaches
the length k.
Construction
The k-factor tree contruction is based on Ukkonen’s algorithm. It is divi-
ded into two parts :
– building the implicit suﬃx tree for s1...k−1 ;
– adding to the tree all the suﬃxes of si−k+1...i for i from k to |s|.
We now detail these two parts. Henceforward, we call end position of a leaf
what corresponds to the end position of the edge leading to that leaf.
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S
1 |S|ll−k+1k−1
Fig. A.5 – k-Factor tree construction algorithm. The horizontal lines indicate
the substrings of s which are inserted into the tree during phase i. On the
left, the substrings inserted for i = k − 1 are shown and, on the right, the
substrings of length at most k inserted for i =  (for  ≥ k).
First part : construction of the implicit tree of the suf-
ﬁxes of s1...k−1
The ﬁrst part is done following Ukkonen’s algorithm in a straightforward
way. The only diﬀerence is that, when a leaf is created, it is now added to a
queue called queueleaf .
Second part : construction of the implicit tree of the
suﬃxes of si−k+1...i for i from k to |s|
For each string corresponding to a suﬃx of si−k+1...i for i from k to |s|
that needs to be inserted in the tree, we proceed essentially as in Ukkonen,
that is, we go up to the last node which has a suﬃx link, jump along the
suﬃx link and then go down in the tree. As for the ﬁrst part, we add each
newly created leaf to queueleaf . We now also have to remove an element from
the head of the queue at the end of each phase. Furthermore, there may be
another subtle but important diﬀerence in relation to Ukkonen’s algorithm
depending on the state of queueleaf at the beginning of a phase.
Indeed, in Ukkonen’s suﬃx tree construction, a phase starts from the
last leaf created. At the start of a phase i in our algorithm, two cases may
happen :
– there is a leaf L at the end of queueleaf ;
– queueleaf is empty.
In the ﬁrst case, we proceed with phase i straightforwardly from leaf L,
which corresponds to the last leaf created.
In the case where queueleaf is empty, we do not proceed as in Ukkonen
from the last leaf that was created in the algorithm, but from the last position
148 ANNEXE A. L’ARBRE DES K-FACTEURS
reached in the tree during the previous phase. This position may be in the
middle of an edge. The reason for this is the following. Let i be the phase
for which queueleaf is empty when the phase begins and let L be the last
leaf created before phase i. The leaf L corresponds therefore to si−k...i−1. At
phase i, we would start from leaf L, jump up to L’s father, along L’s father
suﬃx link and then try to insert si−k+1...i. If si−k+1...i were already in the
tree, phase i would be terminated and phase i + 1 would start again from
the leaf L. The ﬁrst string needing to be inserted would be si−k+2...i+1 and
we would have to follow two suﬃx links from L’s father in order to reach
si−k+2...i−1 and check for the existence of sisi+1 at the end of si−k+2...i−1. If
si−k+2...i+1 were already in the tree, phase i + 1 would also be stopped, and
phase i + 2 would again start from the leaf L and require now three suﬃx
link jumps before trying for the insertion of the ﬁrst suﬃx of the phase. If
we proceeded in this way, we could no longer guarantee a linear complexity
for the algorithm. This will not be the case if, instead, we start each phase
for which queueleaf is empty at the last position reached in the tree during
the previous phase. Inserting si−k+1...i implies then just checking, from such
a position, for the existence of si, which can be done in constant time. If a
leaf needs to be created, we create it, add it to queueleaf (it will become the
head of the queue) and go to the next step of the phase. If a leaf L is reached
(path(L) is thus already equal to si−k+1...i), we proceed with the next step
of the phase. Any leaf that needs to be created during the phase is added to
the queue.
At the end of phase i, the leaf L at the head of queueleaf is removed. The
end position of L is set to i.
Lemme 2. Stopping the automatic extension :
For each phase i, k ≤ i ≤ |s|, if queueleaf is not empty let us call L the leaf
at the head of queueleaf . The length of path(L) is equal to k at the end of
phase i.
De´monstration. When a leaf is created in the suﬃx tree, its length is always
equal to the length of the last created leaf minus one. This can be observed
in Ukkonen’s algorithm. Indeed, if in the phase i, we start with step j and
we create a leaf L, it will be because during a previous phase , the insertion
of sj−1... ended in the creation of a leaf L′, while during phases +1 . . . i− 1
there was no leaf created. At the end of phase i−1, leaf L′ will have a length
of i − (j − 1) + 1 because of the automatic extensions. We then insert sj...i
which creates leaf L whose length is equal to i− j + 1.
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During the ﬁrst phase, which is phase i = k, of the second part of the
algorithm (when the suﬃxes of si−k+1...i for i from k to |s| are inserted), the
leaf L at the head of queueleaf is the one that was created during the insertion
of s1. It was extended to k − 1 during the ﬁrst part of the algorithm. At the
end of phase i = k, L is removed from the queue, its end position is set to
i and thus its length is clearly k. If, at this point, any leaf remains in the
queue, the length of the one at the head is k − 1, and will become k at the
end of the next phase (i+ 1) when it is removed from the queue, and so on.
Suppose now that at the beginning of a phase i, queueleaf is empty. We
start the phase by trying to insert si−k+1...i. If this creates a leaf, it will be
put in the queue and will be at the head of it. When the phase ends, the
leaf will be removed and have length k. If no leaf is created in phase i, we
proceed with phase i + 1 and apply the same reasoning.
Algorithm
The pseudo code for the ﬁrst part of the k-factor tree construction al-
gorithm is the same as for Ukkonen (Figure A.4), we just have to add to
queueleaf the leaf created in line 21. The pseudo code for the second part of
the k-factor tree construction is given in Figure A.6.
Complexity
We now analyse the time and space complexities of the k-factor tree.
Time complexity
The time taken by the construction of the k-factor tree is linear in the
length of s. The proof is very similar to the one for Ukkonen’s suﬃx tree
construction presented in section A.1.3. The ﬁrst part of the algorithm re-
quires O(k) time. Lemma 1 remains true for the k-factor tree. During the
second part of the algorithm, we have |s| − k + 1 phases. We can start by
observing that all operations related to queueleaf are done in constant time
and therefore take O(|s| − k) time for the whole algorithm. As in Ukkonen,
between two phases, the start index j in s of the ﬁrst substring of s that
must be inserted can never decrease. The complexity thus still depends only
on the total number of nodes encountered during all insertions. This number
is at most 2|s| (we have |s| − k+1 phases and j is at most |s|). As the depth
currently reached in the tree remains unchanged between two phases and we
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Factor Tree(R, s , k , queueleaf )
1. For i from k to |s|
2. endPhase = false
3. if queueleaf is not empty
4. set lastLeaf to the leaf at the end of queueleaf
5. else
6. add si from last position reached during the last insertion
7. if a leaf is created
8. add this leaf at the end of queueleaf
9. set lastLeaf to this leaf
10. else
11. set lastLeaf to the leaf reached
12. do
13. forward ← length(Father(lastLeaf), lastLeaf)− 1
14. if Sl(Father(lastLeaf)) is undeﬁned and Father(lastLeaf)! = R
15. forward ← forward+
16. length(Father(Father(lastLeaf)), Father(lastLeaf))
17. if Father(Father(lastLeaf)) is R
18. AddString(R,s,i− forward + 1,i)
19. else
20. AddString(Sl(Father(Father(lastLeaf))),s,i − forward,i)
21. else
22. if Father(lastLeaf) is R
23. AddString(R,s,i− forward + 1,i)
24. else
25. AddString(Sl(Father(lastLeaf)),s,i− forward,i)
26. if a node was created during the previous step
27. set the suﬃx link of this node to the last node
28. reached during the insertion
29. if a leaf was created in the call to AddString
30. set lastLeaf to this leaf
31. add this leaf at the end of queueleaf
32. if a node was not created in the call to AddString
33. endPhase ← true
34. while(not endPhase)
35. remove the leaf at the head of queueleaf and set its end value to i
36. end for
37. return R
Fig. A.6 – Second part of the algorithm for the construction of the at most
k-deep factor tree of a string s.
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can go up by at most two nodes at each insertion, we can go up in the tree
by at most 4|s| nodes only during the whole algorithm. Since the depth of
the tree is at most k, the total number of nodes encountered is O(|s|).
If we make the assumption that the cost to reach the child of a node is
constant (|Σ| is ﬁxed), the whole algorithm therefore runs in linear time.
Space complexity
We now compute the number of nodes in the k-factor tree in the worst
case. Clearly, the worst scenario corresponds to the case where each node has
|Σ| children. The number of nodes is then ∑=k=0 |Σ|, that is :
|Σ|k+1 − 1
|Σ| − 1 .
The total number of nodes in the worst case is therefore :
min(
|Σ|k+1 − 1
|Σ| − 1 , 2|s|+ 2 log2(
2(|s| − 1)
|Σ| − 1 )− |Σ|+ 2).
We can thus guarantee a gain in memory when k is less than log|Σ|(2(|Σ| −
1)|s|)− 1. This result has been conﬁrmed in practice. Experiments are pre-
sented in the next section.
A.1.5 Coding and experiments
The construction algorithm we have just presented may be used with
any currently existing coding of the suﬃx tree. We chose to use it with the
coding adopted by S. Kurtz in [51] for building suﬃx trees. This employs
an “Improved Linked List Implementation” and is called the illi coding. The
choice is motivated by the fact that, to the best of our knowledge, this is
the best implementation in practice which is currently available. We start
by explaining the coding techniques adopted by S. Kurtz then describe the
modiﬁcations or extensions we had to do to it in order to adapt the coding to
the construction of k-deep factor tree. Basically, the coding must be changed
so that it can eﬃciently handle the fact that a leaf in the factor tree may
now store more than one position. We end by presenting some experimental
results.






































































Fig. A.7 – The suﬃx tree of s = ABAAB$, the right tree shows the suﬃx
tree as it is coded by illi.
Kurtz’s coding
We brieﬂy explain the illi coding. For further details, the reader is referred
to [51].
The internal nodes and the leaves of the suﬃx tree are coded using two
diﬀerent tables. In both tables, the index of a node corresponds to the order
in which the nodes are created during construction and thus put in the right
table. In particular, the index of a leaf corresponds to the position in s of
the suﬃx that is spelled by the path from the root to the leaf. In all cases,
the children of a node are stored in a linked list (ﬁrst-son, right-sibling). The
coding for a node contains the following information :
– The node is an internal node N :
– start position of the ﬁrst occurrence of path(N) in s that required the
creation of a node (this corresponds to the ﬁrst occurrence of path(N)
in s that is followed by a letter diﬀerent from the one following all
previous occurrences ; possibly there is only one). Such position will
be denoted by head(N) ;
– |path(N)| ;
– the ﬁrst child of N ;
– the right sibling of N ;
– the suﬃx link of N .
– The node is a leaf F :
– the right sibling of F .
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Observe that this information is enough since the values of head(F )
and |path(F )| for a leaf F may be deduced directly from the index of
the leaf in the table. Indeed, head(F ) is that index (of creation of the
leaf F ) and |path(F )| = |s| − head(F ).
Figure A.7 presents a suﬃx tree coded according to illi. One of the main
characteristics of the coding comes from the distinction between two types of
nodes : the so-called Small and Large nodes. The idea is that nodes are created
in batches, one batch (of possibly more than one node) inside each phase of
the construction algorithm. During phase i (lines 12-32 in Figure A.6), if z
nodes are created, say N1, . . . , Nz, then for each node Ni, 1 ≤ i < z, we
have that Ni+1 is the node to which points the suﬃx link of Ni (line 26),
|path(Ni)| = |path(Nz)| + (z − i) and head(Ni) = head(Nz) − (z − i). The
nodes Ni for 1 ≤ i < z are the so-called Small Nodes and the node Nz is the
so-called Large Nodes. The coding of a Small Node will also include a ﬁeld
indicating the distance (i.e., the number of nodes) until the Large Node with
which it is associated. This distance is equal to z − i.
The coding is detailed now. As indicated in [51], the index of a leaf may
be stored on 27 bits, that of an internal node on 28 bits. To code the index
of any node, we thus need 29 bits, the ﬁrst one indicating if the next 28
correspond to the index of a leaf or of an internal node.
A leaf F occupies 32 bits coded according to the model B shown below.
The third bit (↓) indicates whether the sibling of F is nil. If this is the case,
it is ﬂagged and the next 29 bits code for the suﬃx link of the father (as
explained below), otherwise the next 29 bits code for the sibling of F . We
shall come back to the use of the ﬁrst 2 bits later.
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A
5 dist. bits︷ ︸︸ ︷ 27 ﬁrst-child bits︷ ︸︸ ︷
B
2︷︸︸︷ ↓ 29 suﬃx-link/sibling-edge bits︷ ︸︸ ︷
C1 1
21 suﬃx-link bits︷ ︸︸ ︷ 10 |path(N)| bits︷ ︸︸ ︷
C2 0 ︸ ︷︷ ︸
27 |path(N)| bits
D
5 s. link bits︷ ︸︸ ︷ 27 head-position bits︷ ︸︸ ︷
The coding of a Small Node is done using 2 ∗ 32 bits (models A and B
above) and the coding of a Large Node on 4*32 bits (models A,B,C and
D above). We denote by N the coded node, and by i its index in the table
of nodes. The ﬁrst 5 bits of A are zero if N is a Large Node and, if N is a
Small Node, are equal to the distance until the Large Node with which N
is associated. In the case where distance ≥ 32, a “dummy” Large Node is
inserted at the index i + 32. The ﬁrst child of N is stored on the last 27
bits of A and the ﬁrst 2 bits of B. The remaining 30 bits code for the right
sibling. If N is a Small Node, its coding is ﬁnished. Indeed, the suﬃx link,
head(N) and |path(N)| may all be calculated from the Large Node whose
value is IN + distance(N) as described above. If N is a Large Node, it has
2*32 more bits. If |path(N)| can be coded on 10 bits (i.e. its value is strictly
less than 1024), then the next 4 bytes are coded according to scheme C1 :
the ﬁrst bit is ﬂagged, the next 21, the ﬁrst 5 bits of D and the 2 free bits
of the leaf whose value is head(N) are used to code the suﬃx link of N . If
|path(N)| ≥ 1024, then the next 4 bytes are coded according to scheme C2.
The 27 last bits code for |path(N)|. The suﬃx link of N is then coded in the
rightmost child (coding of B) whose ﬁeld “right sibling” is zero. Finally, the
last 27 bits of D code for head(N).
Coding for the factor tree construction algorithm
Let us examine now how we must change the illi coding in order to use it
in the implementation of our factor tree construction algorithm. As observed
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Fig. A.8 – An example of a best case for the illi coding, s = AAAA$. In the
boxes, what the data that are really coded.
previously, the values head(F ) and |path(F )| of a leaf F can be deduced
directly from the index of the leaf : the leaf F whose index is i is such that
head(F ) = i and |path(F )| = |s| − i. This is not true anymore in the case of
a k-deep factor tree. Indeed, since some leaves are cut, a shift is introduced
in the order in which a leaf is created and then inserted in the table for
the leaves. We can clearly identify the moment when a leaf is cut and a
shift is thus introduced. This happens at line 11 of the algorithm given in
Figure A.6. An easy way out would be at each such point to create and
insert in the table a dummy leaf as we could then again deduce the values
of head(F ) and |path(F )| from the index of F . This solution is however not
satisfying because memory space is unecessarily lost and, furthermore, we
cannot produce the list of all the occurrences associated with a leaf.
Another way of solving the problem consists in introducing a coding of the
occurrences of a leaf in the form of a linked list. At line 11 in the algorithm,
if a leaf F is reached at step p, a new cell is created in the table for all the
leaves whose index in the table is p− k. We then store in the cell the index
of F . In the tree, the link to F (ﬁeld ﬁrst child of the father or sibling of the
left brother) is replaced by a link to the leaf whose index is p− k.
This new procedure presents two problems :
– when one traverses a list of occurrences, an additional bit is required
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to indicate that we have reached the end of the list, but, as we have
seen above, all the bits of the ﬁeld have already been used ;
– to obtain the information “right sibling/suﬃx link of the father”, we
need to examine all the occurrences of the leaf, which implies that the
complexity of the construction algorithm is no longer in O(|s|).
In order to address these problems, the coding of a node has to be modi-
ﬁed. In particular, we need to “free” bits in the coding scheme of a leaf. We
thus modify the coding of the nodes in the following way. The suﬃx link of a
node is still either to a node which exists already, or to the next node which
will be created just after. In the case where the suﬃx link is to the next
node, we have a Small Node and the index of the suﬃx link is not coded but
is deduced from the node. In the other case, we have a Large Node. Let us
denote by i the index of N in the table of the nodes. If i ≤ 226, we know that
the suﬃx link can be coded using 26 bits and therefore, we employ the same
coding as above without using the 2 bits of the leaf whose index is head(N).
If i > 226, we use the coding scheme C1′ below. If |path(N)| can be coded
on 8 bits (i.e., its index is less than 256), then the 23 bits of C1′ plus the 5
bits of D are used to code the suﬃx link. If |path(N)| ≥ 256, we follow the
coding scheme C2 and the suﬃx link is found in the rightmost child.
C1′
↓
23 suﬃxlink bits︷ ︸︸ ︷ 8 —path(N)— bits︷ ︸︸ ︷
We thus have 32 bits per leaf and not 30 anymore. We recall that the
index of a leaf requires 27 bits. We also need 1 bit to indicate whether we
have reached the end of a linked list. In the case where we are at the end of
a list, we remain with 31 bits, 29 to code the value right sibling/suﬃx link
and 1 to indicate whether the index of the right sibling is nil. If we have
not reached the end of a list, then of the 31 remaining bits, 27 are used to
code the position of the next occurrence. To guarantee that we can obtain
the value right sibling/suﬃx link in constant time, we use the last 4 bits to
code part of the index of the last cell. In this way, in the worst case, we need
to traverse the ﬁrst 7 cells of the list before being able to jump directly to
the last cell. To improve access time to the last cell, we optimise the code in
the following way : if we are in cell c of the list, then we have already read
c ∗ 4 bits of the index of the last cell. If i is smaller than 2c∗4, then the value
read is the index of the last cell (because this index is less than c). Another
A.1. THE AT MOST K-DEEP FACTOR TREE 157
possible optimisation that has not yet been implemented consists in using in
cell c, with c coded on j bits, 32− 1− j bits to code part of the index of the
last cell. Indeed, the cell after i has a smaller index and thus can be coded
on j bits. In what is shown below, B1 represents the model used for the last
cell, otherwise it is the model B2 that is employed.
B1 1
↓
29 suﬃxlink/branchbrother bits︷ ︸︸ ︷
B2 0
4︷ ︸︸ ︷ 27 next leaf bits︷ ︸︸ ︷
The algorithm used to insert a cell in the linked list is the following.
Denoting by j the position of the next occurrence (last considered cell in the
table for the leaves), by i the index of the leaf to which an occurrence is
added and by e the index of the leaf at the end of the list whose ﬁrst cell is
i, we do the following :
– while looking for e, we :
– check whether the value e has already been coded in the ﬁrst cells of
the list ;
– determine the index l of the last cell reached before e.
– if e has already been coded, we insert cell j after cell l and i stays at
the head of the list ;
– otherwise, we place j at the head of the list. Its coding follows model
B2. We then need to update the pointers to i in the tree so that they
point to j.
An example of the procedure for inserting a cell is given in Figure A.9.
Experimental results
Suﬃx and factor tree construction time and space occupancy
Our ﬁrst test uses 43 ﬁles from the Canterbury Corpus [3] and the Calgary
Corpus [6]. All tests have been done on a PC with a single 1GHz processor
with 4Go of RAM memory under linux Debian/Gnu. Whenever possible, we
added a termination symbol at the end of the ﬁle. The table presented below
contains the following information (in order) :




.....0   0011  00......100111 .....
34(10 0010) .....

















.....0   0001  00......11001
25(1 1001)19(1 0011) 40(10 1000) .....





Fig. A.9 – Insertion in a list of occurrences. (a) The list contains only one
cell, 19. (b) Insertion of occurrence 25, i = e = 19. (c) Insertion of occurrence
34 i = 25, e = 19 and l = 25.(d) Insertion of occurrence 40 i = 34, e = 19,
l = 25, 19 is already coded in the cells 34 and 25, 40 is added after 25.
– the name of the ﬁle with, in parenthesis, its type : t for a text ﬁle, b for
a binary ﬁle, d for DNA and f for a ﬁle in formal language ;
– the length of the text ;
– the size of the alphabet used in the ﬁle ;
– the results obtained with a suﬃx tree using the illi coding :
– execution time in seconds ;
– space occupied in bytes ;
– the results obtained with a k-deep factor tree using our coding and for
k = 20 then k = 10 :
– execution time in seconds ;
– the memory gain (in %) in relation to a suﬃx tree with the illi
coding ;
– the results obtained with the k-deep factor tree with our coding for a
memory gain of at least 15% :
– execution time in seconds ;
– value of k.
The last line indicates the total size of the data, followed by the average
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value (time, space or gain) by column. In the case where there are 2 values
in a cell, the second value corresponds to the average of the values in the
column except for the ﬁles aaa and alphabet.
Let us start by commenting the space memory used by both data struc-
tures. We may observe ﬁrst that the type of results obtained depends on the
size of the ﬁle. Indeed, cutting the tree at a depth of 20 when the text is short
(for instance, paper5 which makes 11Kb) produces a weaker space gain than
cutting it also at a depth of 20 when the text is long (for instance, world192
which makes 2,5Mb). However, independently from the type and size of the
ﬁle, the factor tree oﬀers an often signiﬁcant gain for k = 10 as well as for
k = 20, except for the ﬁles random and kennedy. The text in these two ﬁles
present the same characteristic : they are not structured and do not contain
long repeats.
The ﬁles containing a text written in a formal language are the most
structured ones and are among the ones yielding the best results. For
example, a ﬁle such as cp which is in html format contains long repeats that
are speciﬁc of the language (e.g. the sentence <a href="http://www. with
20 characters). The structure itself of formal texts favours the existence of
deep nodes in the tree and therefore a reasonable cut (10 ≤ k ≤ 20) leads
to very good memory gains such as 25.98% for k = 10. The ﬁles aaa and
alphabet are equally favourable to both a suﬃx tree with the illi coding and a
k-factor tree with our coding in the sense that they too contain long repeats.
In fact, ﬁles such as these two represent the best cases for both approaches.
They lead to the best gains for the factor tree relatively to a suﬃx tree.
160 ANNEXE A. L’ARBRE DES K-FACTEURS
ﬁle length |Σ| suﬃx tree k=20 k=10 15%
time space time gain time gain time k
alice29 (t) 152090 75 0.50 9.84 0.51 1.95 0.43 16.12 0.47 10
asyoulik (t) 125180 69 0.38 9.77 0.48 1.30 0.38 9.37 0.38 8
bib (t) 111262 82 0.31 9.46 0.31 9.55 0.28 25.65 0.32 15
bible (t) 4047393 64 13.56 9.64 14.17 9.94 12.50 40.60 14.29 17
book1 (t) 768772 83 3.05 9.83 3.33 0.24 2.97 14.36 3.03 9
book2 (t) 610857 97 2.05 9.67 2.09 3.81 2.04 23.36 2.15 12
lcet10 (t) 426755 85 1.35 9.66 1.60 4.33 1.35 22.39 1.54 11
paper1 (t) 53162 96 0.14 9.82 0.17 4.96 0.14 16.12 0.14 10
paper2 (t) 82200 92 0.22 9.82 0.26 1.72 0.25 13.54 0.23 9
paper3 (t) 46527 85 0.15 9.80 0.14 0.79 0.12 9.21 0.15 8
paper4 (t) 13287 81 0.04 9.91 0.04 1.11 0.04 8.12 0.03 7
paper5 (t) 11955 92 0.03 9.80 0.04 1.24 0.03 8.44 0.04 7
paper6 (t) 38106 94 0.11 9.89 0.10 5.11 0.10 16.17 0.11 10
plrabn12 (t) 481862 82 1.75 9.74 2.00 0.34 1.96 11.59 1.88 9
world192 (t) 2473401 95 7.70 9.22 7.96 20.85 7.93 37.03 8.14 27
SUBTOTAL : 9290719 2.20 9.72 2.33 4.66 2.15 18.28 2.31 11.36
aaa (f) 100001 2 0.14 12.26 0.06 67.35 0.04 67.36 0.16 77734
alphabet (f) 100001 27 0.27 12.26 0.08 67.35 0.08 67.35 0.27 77713
cp (f) 24604 87 0.07 9.34 0.07 13.81 0.07 24.43 0.07 18
ﬁelds (f) 11151 91 0.01 9.79 0.04 10.69 0.01 25.97 0.03 15
grammar (f) 3722 77 0.02 10.14 0.02 7.83 0.01 21.93 0.01 13
news (f) 377110 99 1.49 9.54 1.43 10.00 1.44 20.16 1.56 12
progc (f) 39612 93 0.11 9.59 0.14 5.44 0.10 17.37 0.09 10
progl (f) 71647 88 0.17 10.23 0.18 19.87 0.16 34.11 0.16 27
progp (f) 49380 90 0.12 10.31 0.12 22.85 0.12 36.13 0.11 41
trans (f) 93696 100 0.23 10.50 0.20 30.73 0.19 42.96 0.25 59
xargs (f) 4228 75 0.01 9.63 0.01 1.68 0.01 10.79 0.01 8
SUBTOTAL : 875152 0.24 10.32 0.21 23.41 0.20 33.50 0.25 14150
9.90 13.65 25.98 22.55
geo (b) 102401 256 0.85 7.49 0.87 0.17 0.89 0.40 0.60 4
kennedy (b) 1029745 256 10.06 4.64 9.21 0.00 5.99 8.20 1.57 2
obj1 (b) 21505 256 0.10 7.69 0.07 6.65 0.11 10.86 0.10 6
obj2 (b) 246815 256 1.01 9.30 1.08 14.03 1.00 26.03 1.08 18
pi (b) 1000001 11 4.13 10.13 4.43 0.00 4.39 0.00 3.20 6
pic (b) 513217 160 1.20 8.95 0.85 44.01 0.74 47.30 1.16 204
random (b) 100001 65 0.50 7.05 0.49 0.00 0.49 0.00 0.32 3
sum (b) 38241 255 0.14 8.92 0.15 14.55 0.12 21.20 0.13 18
SUBTOTAL : 3051926 2.25 8.02 2.14 9.93 1.72 14.25 1.02 32.62
TOTAL : 13369887 1.53 9.52 1.55 11.89 1.36 22.19 1.29 4490.58
8.42 19.37 19.78
Text ﬁles produce also good memory gains. However, natural languages
do not in general contain very long repeats and the gain is thus in general less
strong, although there may be exceptions to this. For instance, the bible ﬁle
where sentences like “ And God ...” favour the presence of nodes at a depth
of more than 10. The average gain of 18.28% for a height k = 10 indicates
that the factor tree is well adapted to this type of ﬁle.
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The results on binary ﬁles are less easy to predict. Indeed, the ﬁle pic,
which codes for an image, contains long repeats due to the repetitition of
identical lines and the gain obtained on it is good.
For the other ﬁles, the results are disappointing. There are two reasons
for this : the alphabet of these ﬁles is often big and since the text in the
ﬁles are not structured, long repeats are rare. These ﬁles present therefore
some of the less good results with, nevertheless, an average gain of 14.25%
for k = 10.
ﬁle length |Σ| suﬃx tree k=20 k=10 15%
time space time gain time gain time k
C14 87164908 5 319.98 12.43 342.30 7.35 243.73 67.34 328.53 15
C22 34553832 5 116.28 12.29 124.82 9.83 92.30 66.20 120.99 15
J03071 66495 4 0.14 12.36 0.13 21.15 0.11 33.05 0.14 30
K02402 38059 4 0.10 12.59 0.09 0.14 0.11 3.69 0.07 8
M64239 94647 4 0.23 12.62 0.25 0.51 0.26 7.44 0.23 9
AE000111 4639221 4 14.84 12.56 16.33 1.04 9.80 59.44 14.11 12
V00636 48502 4 0.11 12.57 0.13 0.00 0.14 3.02 0.10 8
X14112 152261 4 0.44 12.55 0.48 0.88 0.38 18.79 0.39 10
TOTAL : 126757925 56.51 12.49 60.56 5.11 43.35 32.37 58.07 13.37
Let us now examine the results obtained on biological data, in this case,
DNA sequences. The sequences considered were chromosomes 14 and 22 of
Homo sapiens (retrieved from the database of the NCBI [29] and denoted
by C14 and C22), and seven sequences retrieved from the EMBL database
(the ﬁrst column indicates their primary access number). The results on
chromosomes 14 and 22 of man are encouraging given the size of the tree in
memory (more than 1Go), the 15% gain of the factor tree over the suﬃx tree
represents a real gain. Otherwise, although the gain remains important for
k = 10, results become disappointing for k = 20.
Figure A.10 shows the results for diﬀerent values of k on the sequence with
EMBL primary access number AE000111 which corresponds to the sequence
covering the ﬁrst 400 entries of the complete genome of Escherichia coli in
the EMBL database. We see that, as expected [2] [77], log4 |s| is a good
indicator of the value of k starting from which the gain diminishes as this
value is increased. The curve, that presents the same behaviour with random
sequences (results not shown), thus conﬁrms that the tree is almost complete
up to a depth of log|Σ| |s|. More details may be found in [2] and [77], where
the authors study the internal repeats of a text and average height of a suﬃx
tree. Observe that for DNA, the value of log4 |s| goes from 10 for a sequence
of 1Mo to 13 for a sequence of 100Mo. However, one must remember that













Fig. A.10 – Results obtained with the factor tree on the sequence with EMBL
primary access number AE000111. The Y -axis indicates the space occupied
by the factor tree in bytes per input char and the execution time in seconds,
the X-axis plots the values at which the tree is cut. The log curve represents
log4 |s|.
the nature of these sequences may change these results.
Finally, let us consider the construction time required by both structures.
In the case of the factor tree, we can see that the tests added by our algorithm
during construction lead to a slight increase in the execution time. However,
as soon as values of k between 10 and 20 are reached, the factor tree is at
least as performing as the suﬃx tree.
Execution time for pattern matching using a suﬃx or factor tree
We now present the results concerning the time required to do pattern
matching with a suﬃx tree or a factor tree. More precisely, since the time
for simply searching for a pattern (that is, just telling whether a motif is in
a text) is the same for both trees, we rather examine the time taken in each
case to enumerate all the positions of a pattern in the text. This is expected
to be diﬀerent because factor trees are cut at a depth k and a leaf points
now to a list of occurrences instead of a single one as in the case of a suﬃx
tree. We implemented for this a procedure that searches for a pattern and
then realises a depth-ﬁrst traversal of the tree (suﬃx or factor) until all the
positions of the pattern are reached. This traversal is done in an iterative
fashion using in both cases a static stack. At each position of pattern x in s,
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a function is called that does nothing.
Since a single search plus enumeration takes a time that is too small to
be measured, for each pattern sought, we repeated the same procedure until
we obtained an overall time of the order of a tenth of a second. We did this
operation for 1000 patterns randomly taken among the factors of s (the same
for the suﬃx and the factor trees).
The table below shows the results obtained. The columns indicate the
following (execution times are in microseconds) :
– name of the ﬁle ;
– size of the ﬁle ;
– length of the pattern sought ;
– results obtained with the suﬃx tree using the illi coding :
– minimum execution time of the operation ;
– average execution time of the operation ;
– maximum execution time of the operation ;
– results obtained with the factor tree using our coding :
– value of k ;
– minimum execution time of the operation ;
– average execution time of the operation ;
– maximum execution time of the operation ;
ﬁle length pattern suﬃx tree factor tree
length min mean max k min mean max
bible(t) 4047393 10 2.30 14.90 368.34 17 3.01 12.28 183.40
bible(t) 4047393 10 2.30 14.90 368.34 10 2.03 7.80 13.75
bible(t) 4047393 15 2.53 8.29 134.81 17 3.50 8.79 17.54
bible(t) 4047393 15 2.53 8.29 134.81 15 1.99 8.66 15.95
world192(t) 2473401 15 1.81 10.72 77.03 20 1.28 8.71 39.07
world192(t) 2473401 25 1.97 8.90 70.02 25 0.0 8.59 18.69
cp(f) 24604 10 0.84 5.50 19.27 18 0.85 5.79 17.08
cp(f) 24604 10 0.84 5.50 19.27 12 0.99 5.08 13.43
trans(f) 93696 20 0.92 5.28 45.79 59 0.46 6.12 26.92
trans(f) 93696 40 1.05 5.28 39.33 40 1.36 6.01 11.82
pic(b) 513217 60 0.0 8423.35 23333.33 204 0.0 4782.99 12999.99
U00096 4639221 10 2.06 3.44 17.55 12 1.84 3.21 4.80
U00096 4639221 12 2.16 3.22 12.68 12 1.97 3.13 4.93
We see that the factor tree has search plus enumeration times that are
equivalent and often better than those obtained using the suﬃx tree with the
illi coding. It is interesting to observe that, in all cases, the maximal search
time observed is greatly improved for a factor tree as against a suﬃx tree.
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A.1.6 Conclusion
We introduced in this paper a useful structure for indexing the at most
k-long factors of a string, and only those factors. The structure preserves the
properties of a suﬃx tree, including the on-line characteristic of its construc-
tion, and can therefore replace it advantageously in some cases. We also
showed that the modiﬁcations one must do to Ukkonen’s construction in
order to obtain a k-factor tree for a string s are easy.
Our experimental results show that this structure leads to often important
gains in terms of the time for constructing the tree, memory space and time
for some usages of the tree.
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