Abstract. We study a class of fourth order nonlinear parabolic equations which include the thinfilm equation and the quantum drift-diffusion model as special cases. We investigate these equations by first developing functional inequalities of the type
Introduction
Let T > 0 and Ω be a domain in R N with boundary ∂Ω. We consider the existence of a solution to the problem
u(x, 0) = u 0 (x) ≥ 0 on Ω, (1.3) where Ω T = Ω × (0, T ], Σ T = ∂Ω × (0, T ], ν is the unit outward normal to ∂Ω, n, α ∈ (0, ∞), and u 0 = u 0 (x) are given data whose precise assumptions will be made later.
Fourth-order nonlinear parabolic equations arise in a variety of physical settings ( [6] , [8] , [12] , [20] ). Two well-known examples are the thin film equation and the quantum drift-diffusion model, both of which are special cases of (1.1). In a typical thin film equation, we have that α = 1, n > 0, while parameter values of n = 1, α = 1 2 give us the quantum drift-diffusion equation . We have seen extensive research work done on these two types of problems. We refer the reader to ( [24] , [22] , [10] , [26] [15] ) and the references therein.
The objective of our work is to present a unified mathematical approach to these two very different physical problems. This is done via functional inequalities of the type Obviously, the validity of the above inequality depends on Ω, α, β and γ. We will focus on the case where Ω is bounded and convex. Then a result of [12] asserts that (1.6)
for all u ∈ W γ . Thus a slightly weaker version is the inequality
Several known inequalities are special cases of this. If β = 1, α = γ = 1 2 , then (1.7) is established for box domains with sides parallel to the coordinate planes in [4] (also see [16] ). It turns out [10, 22] that (1.7) is still valid if β = 1, γ = α ∈ (
2 ), and Ω is a bounded convex domain. The inequalities in [10, 22] are formulated in a measure-theoretic setting. See [27] for a more direct approach.
The significance of this type of functional inequalities lies in the fact that the integrand on the left-hand side of (1.4) can change signs. In essence, they are the nonlinear version of the Gårding inequality. To illustrate how they arise naturally in the study of fourth order nonlinear partial differential equations, we proceed to make some formal analysis of (1.1)-(1.3). That is, we assume that u is a positive, smooth solution of (1.1). Use u β , where β > 0, as a test function in (1.1) to derive 1 For the moment, we ignore the restrictions under which the above inequality holds. We will address this issue in Section 2. Integrate (1.8) to obtain (1.10) max dxds ≤ c.
Our study of (1.4) is inspired by the integration by parts rule proved by Gianazza et al. [10] and by Jüngel and Mattes [16] . We also refer the reader to [17] for the development of an algebraic technique for dealing with such formulas. The framework we have developed here is also algebraic in nature, but it seems to be more direct and easier to use. This can best be illustrated by the application of our method to the standard thin film (1.11) ∂ t u + div (u n ∇∆u) = 0.
In this case, the second integral in (1.8) becomes
This immediately puts us in a position to apply Lemma 2.5 in Section 2, from whence follows that for each β ∈ ( 1 2 − n, 2 − n) there is a positive number c such that
Of course, this result is well-known, see, e.g., [17] and the references therein. Also notice how easy it is for us to prove Lemma 2.5 in our framework. Most importantly, our method has led to the discovery of Corollary 2.2 in Section 2. It is this corollary that enables us to solve a problem left open in [22] . We can easily foresee other potential applications for the functional inequalities developed in this paper. An immediate example is the study of epitaxial growth of thin films ( see ([1] , [9] ) and the references therein). A family of continuum models has been established, one of which has the form (1.12)
Using u β as a test function yields (1.13)
and Lemma 2.5 in Section 2 becomes applicable. Of course, the resulting inequality is far from enough to obtain an existence assertion for (1.12). However, the idea behind the derivation of the inequality can lead to the discovery of additional estimates. Since our inequalities do not depend on the space dimension N , their applications will inevitably lead to the relaxation of the restrictions on N in previous studies [9] .
, where
Then there is a weak solution to (1.1)- (1.3) in the following sense:
We would like to make some remarks about Theorem 1.1. We can conclude from Lemma 2.2 below that ∇u 
, where σ is given as in (1.14) . Then there is a weak solution to (1.1)- (1.3) in the sense of (C3).
In comparison with previous results on the thin-film equation (see the reviews in [24] , [5] and [13] ), this theorem has removed all the restrictions on the space dimension. Thus this is truly a multi-dimensional result. As we all know, most of the existing results on non-linear fourth-order parabolic equations involve restrictions on the space dimensions with the one-dimensional problems attracting the most attention. See ,e.g., ( [2] , [3] , [7] , [25] and [6] ), where various properties of solutions are investigated.
Our approach to the question of existence is to construct a sequence of smooth, positive approximate solutions such that the calculations similar to (1.8)-(1.10) can be employed. A well-known difficulty in the study of fourth-order equations is that the maximum principle is no longer true. In fact, the heat kernel for the heat biharmonic equation changes signs. Thus arguments based upon the maximum principle for second order equations do not work here. We must rely on the nonlinear structure of our equation to obtain non-negative solutions. It turns out that the term u α−1 = 1 u 1−α in (1.1) plays a key role in the existence of non-negative solutions. The case where n = 1, α ≤ 1 has already been considered in [22] and [28] , while the case where α > 1 is left open there. One contribution of this paper is that we have completely solved this open problem (Theorem 1.1). Even though we have not been able to find a physical application for this case, it is still very interesting from the point of view of mathematical analysis because this is the case where the gradient flow theory fails [22] . The key to our success seems to be that we have found a right way to approximate the term u 1−α with the exponent being negative.
The optimal transport theory has been successfully employed to treat many different types of parabolic equations as gradient flows of various entropy functionals for various transportation metrics, the canonical example being the regular scalar heat equation viewed by Jordan, Kinderlehrer and Otto [14] as the gradient flow of the Boltzmann entropy for the quadratic Monge-Kantorovich MK2 (frequently named Wasserstein) metric. We have seen a very large body of work done on this subject in the last 20 years ( in the study of the heat equation in a very general framework, porous-medium equations, thin-film flow equations, chemotaxis models, etc.. See ( [10] , [22] , [18] ) and the references therein as examples.). However, in the generality considered in Theorems 1.1 and 1.2, the transport theory is no longer applicable [22] . We discretize the time derivative in (1.1) and transform it into a system of two second order elliptic equations. Our approximation scheme seems to be standard. However, the genius is in the details, and we have to overcome numerous technical difficulties for it to work here. On the one hand, we need to introduce new terms in our approximate problems in order to ensure high regularity and positivity of our approximate solutions. On the other hand, we have to make sure that these new terms do not destroy the essential a prior estimates that hold for positive, smooth solutions of the original equations. Striking a suitable balance between the two constitutes the core of our development.
This paper is organized as follows. In section 2 we develop a class of functional inequalities. Section 3 is devoted to the fabrication of our approximation schemes. Here the key is how to handle the term u α−1 . Then we proceed to obtain discretized versions of the a priori estimates that hold for positive, smooth solutions of the original equations, which eventually leads to the establishment of Theorems 1.1 and 1.2 in the two subsequent sections.
Functional Inequalities
In this section we study the functional inequality (1.4). We will focus on the case where Ω is a bounded convex domain in R N . Our method is algebraic in nature. In this regard, it is similar to [17] .
The key to our development is the following lemma, which is a substantial improvement over Lemma 2.1 in [28] . 
Then we have
Proof. If β = 0, then the lemma is trivially true. Thus assume that β = 0. Note that
Thus if α = β, then (2.2) is still true. Without loss of generality, we suppose
For convenience, we also assume that u ∈ W α is bounded above and bounded away from 0 below. As a result, u ∈ W s for each s ∈ R. (Otherwise, use a suitable approximation [10] . The same is understood in the subsequent calculations in this section. In this connection, we would like to mention that in our applications to partial differential equations our approximate solutions satisfy this condition.) We compute, for i, j = 1, · · · , N , that
First, we let i = j in the above equation and then sum up over i to derive
Square both sides of this equation and multiply through the resulting equation by
Square both sides of (2.5), multiply through the resulting equation by α 2 β 2 u 2α−2β , and then sum up i, j to obtain
Note that ∇u α = 2u
Keeping this in mind, we can rewrite (2.8) and (2.7) as
Integrating this equation over Ω, we obtain, with the aid of the fact that ∇u α · ν = 0 on ∂Ω, that
Integrate (2.9) and (2.10) over Ω, add the two resulting equations, then make use of (2.12), thereby derive
Multiplying through this equation by
, we can conclude the lemma from the inequality (2.3). The proof is complete.
Notice that the only inequality we have used in the proof of the above lemma is (2.3 
Proof. This lemma is taken from [28] . The proof is rather simple. Thus we repeat it here.
Remember that in this case (1.6) holds. Taking note of this, we calculate from (2.12) that
from whence the lemma follows.
Now we are ready to study the functional (2.16)
At this point, we only assume
Recall from (2.6) that
Plugging these two into (2.16) yields
Let us first consider the special case where N = 1. In this case, we have
Thus by (2.12), we obtain
then we apply (2.14) to (2.21) to get
For the coefficient of the integral in the preceding inequality to be positive, we must impose the conditions 
Now we deal with the more general case N > 1. It turns out that the sign of the term 2γ − α − β plays a significant role.
Lemma 2.4.
Let Ω be a bounded convex domain in R N and γ a number satisfying
Without loss of any generality, we assume
If either
then there is a positive number c such that (1.4) holds.
Proof. Under (2.28)-(2.30), the coefficient of the second integral in (2.20) is non-negative, while the coefficient of the third integral is negative. Thus we can deduce from (2.20) and (2.14) that
The coefficient of the last integral in the above inequality is positive by (2.30 ). This completes the proof of the first part of the lemma. If γ < α, then the coefficient of the second integral in (2.20) is negative. Then it follows from (2.20) and (2.14) that Next we analyze the case where γ = α+β 2 . In this direction, we have the following result.
In view of (2.14), we have
If α ∈ ( β 2 , 2β), then the coefficient on the right-hand side of the preceding inequality is positive. The proof is complete.
For the case where
we deduce from (2.12) that
Hence the key is how to handle the term Ω ∇u γ 2 ∇ 2 u γ ∇u γ 2 dx. To this end, we infer from (2.9) that
where η is a number to be determined later. Substituting this into (2.38) , we arrive at
This puts us in position to apply (2.2). To do this, we need to suppose
to ensure the coefficient of the last integral in (2.40) is positive. In our context, the inequality (2.2) has the form
Use this in (2.40) to derive
We choose η so that the coefficient of the last integral in the above equation is 0. This leads to
The number η chosen above must satisfy (2.41). Plug the value of η into (2.43) and take a note of (1.6) and the fact that the coefficient of the second integral in (2.43) is negative to arrive at
Thus our last hypothesis is that the coefficient of the above integral is positive, i.e.,
To summarize our results, we have 
Proof. This corollary is largely contained in [28] . We also refer the reader to (1.38) in [22] for a different version of (2.46). It is also an easy consequence of our preceding development. To see this, note that in this case we have (2.47) β = 1, γ = α, and 2γ − α − β = α − 1. 
Proof. In this case, we have
Thus α + β − 2γ = 1 − ε. Hence we need to show that there exists an ε ∈ [0,
where η is defined by (2.44). Plugging (2.51) into (2.44), we derive
Using this value of η in (2.53), after some elementary calculations we arrive at
The right-hand side is a quadratic function in ε, which achieves its minimum value at (2.56)
But this number is not always non-negative. It becomes negative only when α >
N +2 . Thus we take
otherwise.
Obviously, we have ε ∈ [0, 4−α 5 ). Next we will show that ε selected above satisfies (2.52)-(2.53). If ε = 0, then
for α < 2. Thus (2.52) is trivially true. Set ε = 0 in (2.55) to obtain (2.58)
Solutions to this inequality form the interval
which contains the interval (
That is to say, if the space dimension does not exceed 4, we can simply take ε = 0. We will have to do a little bit more work if we want (2.50) to hold for all the space dimensions. To this end, we substitute (2.56) into (2.55) to deduce
Solutions to this inequality are the interval
To see (2.52), we substitute (2.51) and (2.54) into (2.52) to obtain
Remember that ε lies in the interval (0,
) and the function on the left-hand side of the above inequality is an increasing function of ε over the interval. Thus it is sufficient for us to prove
It is easy to see that H(α) is a convex quadratic function of α. An elementary calculation shows that
Thus H(α) < 0 for each α ∈ ( 1 2 , 2). The proof is complete.
From our proof we see that this lemma can hold for more general α. Similarly, we can investigate the functional
A simple calculation shows
Plug this and (2.18) into J(u) to obtain
It is interesting to note that the arguments of Lemmas 2.4 and 2.5 do not work here. If
we can still mimic the proof of Lemma 2.6 to obtain the following lemma.
Lemma 2.7. Let Ω be a bounded convex domain in R N and (2.61) be satisfied. Set
If η satisfies the inequalities
then there is a positive number c = c(α, γ, N ) such that
Finally, we remark that it is possible to extend the inequality (1.4) to other types of domains Ω. For example, if the boundary of Ω is C 2 , β = 1, and α = γ = 1 2 , a result of [27] asserts that (2.66)
. Here the complication is largely due to the fact that (1.6) is no longer true in this case. In its place, we have
It is also interesting to pursue the case where the Neumann boundary condition is replaced with the Dirichlet boundary condition.
The Approximate Problem
In this section we will show how to construct a sequence of positive, smooth approximate solutions. Then we proceed to derive a priori estimates for the sequence that hold under more general conditions than these in Theorems 1.1 and 1.2. Our approximation scheme is based upon the following lemma.
Lemma 3.1. Let Ω be a bounded domain in R N with Lipschitz boundary ∂Ω. Assume that α ≥ 1, ε ∈ [0, 1), n ∈ R, and
Furthermore, we have that ρ, F ∈ C 0,β (Ω) for some β ∈ (0, 1) and ρ ≥ c 0 in Ω for some c 0 > 0, where β, c 0 depend on the given data.
Of course, the equations (3.2)-(3.4) are satisfied in the sense of distributions. The last term τ in (3.3) has been added to ensure that ρ cannot be identically 0. As we shall see, it is also the main reason why ρ has a positive lower bound. This idea was first employed in [26] . The real tricky part, though, is that we have used the term ρ 1−ε ρ α−ε +τ to approximate ρ 1−α . That is, a term with a negative exponent is being approximated by a term with two positive exponents. It serves two purposes: one is that we avoid having to seek solutions in a function space whose functions must have positive lower bounds; the other is that it ensures that solutions to (3.3) is non-negative. If our solution is non-negative then the term τ in (3.3) guarantees that it is bounded away from zero below. If we further assume that f is Hölder continuous on Ω, then the classical Schauder theory [11] indicates that the pair (ρ, F ) is a classical solution. This, together with the fact that ρ is bounded away from 0 below, enables us to achieve higher regularity, thereby justifying all our calculations in the derivation of a prior estimates for the sequence of approximate solutions to be constructed later.
Proof. We just need to modify the proof of Lemma 3.1 in [28] . We still apply the Leray-Schauder Fixed Point Theorem (see Theorem 11.3 in [11] ). For this purpose, we define an operator B from L ∞ (Ω) into L ∞ (Ω) as follows. Given that ρ ∈ L ∞ (Ω), we consider the problem
(Ω) and ∇ |F | q−2 F = (q − 1)|F | q−2 ∇F . Upon using it as a test function in (3.5), we arrive at (3.7)
F q ≤ 1 τ 2 ρ − f q . Now we use the function F so-obtained to form the problem
Obviously, this problem has a unique solution ψ in the space W 1,2 (Ω) ∩ L ∞ (Ω). We define
It is easy to see that B : L ∞ (Ω) → L ∞ (Ω) is well-defined. By Theorem 8.22 in [11] and a boundary flattening argument [29] , we can conclude that there exists a number β ∈ (0, 1), depending only on the given data, such that F, ψ ∈ C 0,β (Ω). It is not difficult to show that the Hölder continuity of ψ implies that B is continuous and maps bounded sets into precompact ones.
Next, we show that
for all σ ∈ [0, 1] and ρ such that σB(ρ) = ρ. Here and in the remaining proof, c is a generic positive number which depends only on the given data. Without loss of generality, assume σ > 0. Then the equation σB(ρ) = ρ is equivalent to the problem
Remember that ε < 1, and thus θ −1 (
− as a test function in (3.12), we deduce that ρ ≥ 0 in Ω. Subsequently, we have
We can rewrite (3.12) as (3.14)
Integrate this equation to obtain
The last step is due to the fact that p p+ε−1 ≤ p. A simple application of the interpolation inequality
gives ρ p ≤ c. In the sequel, we will not acknowledge this interpolation inequality again when it is being used.
Applying the proof of Theorem 8.15 in ( [11] , p.189), we can derive from (3.11) and (3.14) that
Note that the constant c here depends only the lower bound τ n of the elliptic coefficient (ρ + τ ) n in (3.11), not the upper bound. This completes the proof of existence.
Next, we show
To this end, we use 1 (ρ+δ) s , where δ > 0, as a test function in (3.3) to obtain
If s ≤ p, then we take δ → 0 in the above inequality to obtain
It is not difficult to see that this inequalities actually holds for each s > 1, and thus (3.18) follows. Now we let v = 1 ρ α +δ , δ > 0. Then we can easily show that v satisfies the boundary value problem
∇v · ν = 0 on ∂Ω in the sense of distributions. We can conclude from ( [11] , [28] ) again that
The last step is due to (3.18) . This completes the proof of Lemma 3.1.
If α < 1, then our approximate problem can be made a little simpler. In this regard, we have:
Let Ω be a bounded domain in R N with Lipschitz boundary ∂Ω. Assume that α ∈ (0, 1), n ∈ R, and
Then for each 1 > τ > 0 and each f ∈ L ∞ (Ω) there is a solution (ρ, F ) with ρ ≥ 0 in the space
The proof is similar to that of the previous lemma. We are ready to construct our approximate solutions. Let T > 0 be given. We divide the time interval [0, T ] into j equal subintervals, j ∈ {1, 2, · · · }. Set τ = T j .
We discretize and regularize the system (1.1)-(1.3) as follows. For k = 1, · · · , j, solve recursively the systems
Define the functions
We can rewrite the system (3.23)-(3.26) as 
for all τ ∈ (0, τ 0 ), where
Here and in what follows c denotes a positive constant independent of j.
By the proof of Corollary 2.2, we can take ε = 0 if N ≤ 4. Thus in this case n ∈ (0, 2).
We use K(ρ k ) as a test function in (3.23) to obtain (3.34)
We proceed to estimate each integral in the above equation. For this purpose, we solve (3.24) for F k to yield
k . This can be done because ρ k is bounded away from 0 below. Observe
This is due to the fact that K(r) is an increasing function on [0, ∞). Substituting (3.35) into the first integral in (3.34) gives
By Corollaries 2.1 and 2.2, we have
If α > 1, then the coefficient of the sixth integral in (3.37) is negative. To address this issue, we compute the integral as follows:
where δ is a positive number. Using (3.38)-(3.40) in (3.37) and choosing δ suitably small, we obtain
Plugging (3.35) into the second integral in (3.34) yields
A simple integration by parts enables us to represent I 1,k in the form
We first consider the case where
Then we can choose τ 0 ∈ (0, 1) so that
From here on, we assume that
Recall from the definition of K(r) that
We can easily deduce that the integrand of the first integral in (3.43) is non-positive only on the set
On this set, we have
Our assumptions on α, n, ε imply that ρ 2α−n−ε k ≤ 1 on A k , and (3.49)
Keeping these in mind, we calculate, for n > 1, that
where δ > 0. The above inequality still holds if n ≤ 1. Thus if δ is sufficiently small, this term can be incorporated into the second integral in (3.41).
If α = 1, then we can express I 1,k in the form (3.52)
on B k . For n < 1, we estimate
In view of the coefficient of the fourth integral in (3.41), we just need to impose a further condition
where c is the same as the one in the last line of (3.53). Then the fourth term in (3.41) can absorb the term on the right-hand side of (3.53). The case where n ≥ 1 can be handled in a similar manner. We can express I 2,k in the form (3.55)
The integrand in the above integral is always non-negative. Summarizing our preceding estimates, we obtain
for τ ∈ (0, τ 0 ). Multiplying through this inequality by τ and summing up over k, we obtain
for τ ∈ (0, τ 0 ). By the definition of K(r), we have
Here the fact that the second integral in (3.58) is bounded is due to our assumptions on u 0 . The rest is rather obvious. The proof is complete.
Lemma 3.4. Let the assumptions of Lemma 3.3 hold. Then we have
Proof. Here we use a different test function. Let
Then use L(ρ k ) as a test function in (3.23) to obtain
The first integral in the above equation is equal to 
If α > 1, then the coefficient of the sixth integral in (3.62) is negative. We will use (3.63) to deal with the term. To do this, we estimate
where δ is a positive number. Using (3.63)-(3.64) in (3.62) and choosing δ suitably small, we obtain
Plugging (3.35) into the second integral in (3.61) yields
The term J 1,k can be written in the form
If α > 1, we can define A k , b τ as before. Note that the integrand of the first integral in (3.67) is non-positive only on the set A k . For x ∈ A k , we have
If α < n, we have
where δ > 0. Thus J 1,k can be absorbed into the second integral in (3.65) if δ is small. If α ≥ n, a similar argument can be made. If α = 1, then we can express J 1,k in the form
Let B k = {x ∈ Ω : ρ k (x) ≥ 1} be given as before. On the set B k , we have
Furthermore, there holds
For n < 1, we estimate
In view of the coefficient of the fourth integral in (3.65), we just need to impose a further condition
where c is the same as the one in the last line of (3.71). The case where n ≥ 1 can be handled in a similar manner. We can express J 2,k in the form
The integrand in the above integral is always non-negative. If n > 1 and α = n, we have
Similarly, if n > 1 and α = n, we have
Thus we always have
where u j = u j (x, t), provided that n > 1. It is not difficult to see the same inequality holds for n ≤ 1. Collecting all the previous estimates in (3.61), we arrive at
Multiply through the inequality by τ , note that 0 ≤ α − 1 < 1, and sum up over k to obtain the desired result. The proof is complete.
Lemma 3.5. Let the assumptions of Lemma 3.3 hold. Then the sequence {u
Proof. Note that
We calculate
The last step is due to the fact that
On account of the Sobolev Embedding Theorem, we have
+ c. Recall the interpolation inequality
This, together with the fact that α ∈ [1, 
Proof. By the Sobolev inequality, we estimate, for α > n, that
Choosing δ suitably small yields
If α ≤ n, we have (3.80)
Multiplying through the inequality by τ and taking a note of Lemma 3.3 give the desired result.
Proof of Theorem 1.1
The proof is divided into several lemmas.
Lemma 4.1. Let the assumptions of Lemma 3.3 hold. If
Proof. Recall that
We will show that each term on the right hand side of the above equation tends to 0 strongly in
We begin with the last term. For this purpose, assume τ ≤ τ 0 , where τ 0 is given as in Lemma 3.3. Set
By the proof of Lemma 3.3, we have
Then we can rewrite (4.2) as
On the set B j , we have
while on the set A j , there holds
We wish to show that the right-hand side of (4.3) is bounded. If n > 1, we have
The last step is due to the fact that p + α − n ≥ 0. The second integral on the right-hand side of (4.3) can be handled in an entirely similar way. The third one there can be estimated as follows:
Here we have used Lemma 3.5 and the fact that ln u j ≤ u j on the set B j . As for the last integral, remember that ε − 1 < 0. Hence u ε−1 j ≤ 1 on B j . Subsequently, we have
Now we can conclude that
This implies
To see this, we calculate
Our assumption that n ≥ 1 is made just to ensure that |K(τ )| → ∞ as τ → 0.
We can derive from Lemma 3.3 that
≤ cτ (4.14) because 2α − 2 < 1. With the aid of Lemma 3.4, we obtain
We deduce from Lemma 3.5 that Proof. We first claim that (4.17)
We will prove this only in the case where N < 4. Assuming this, we have
The last step is due to Lemma 3.5.
Recall that
Our objective here is to show that each term on the right-hand side of the above equation is bounded in (L 1 (Ω T )) N . To this end, we note
It is easy to see that it is also bounded in L 1 (Ω T ). Let ξ be a C ∞ test function with ∇ξ · ν = 0 on ∂Ω. We have
where (·, ·) is the duality pairing between W 2,∞ (Ω) and its dual space (W 2,∞ (Ω)) * , from which the lemma follows.
Lemma 4.3. Let the assumptions of Lemma 4.2 hold. Then the sequence {u
where σ is given as before. By our assumption on α, we obviously have q > 2α. We estimate that
Note that
2(2−α)q 4−q = 2α + σ. Therefore, we obtain from (4.17) (4.25)
We can easily deduce from the definitions of u j ,ũ j that
This together with Lemma 4.2 implies that (4.28)
Observe that the embedding
continuous. A result of [23] asserts that {ũ j } is precompact in both L 2α ((0, T ); L 2α (Ω)) and L 1 ((0, T ); (W 2,∞ (Ω)) * ). According to (4.28), we also have that {u j } is precompact in L 1 ((0, T ); (W 2,∞ (Ω)) * ). This puts us in a position to apply the results in [23] again, from which the lemmas follows. The proof is complete.
We are ready to complete the proof of Theorem 1.1. We can extract a subsequence of {j}, still denoted by {j}, such that u j → u strongly in L 2α (Ω T ) and a.e., (4.29)
Equipped with this, we calculate that (4.31)
This implies that
Without loss of generality, we may also assume ∇u j → ∇u a.e. on Ω T .
Next we wish to prove
This can be derived from the proof of Lemma 4.2. To see this, first observe that (4.36) u α+n−2 j ∇u j → u α+n−2 ∇u a.e. on Ω T .
According to Egoroff's Theorem, to each δ > 0 there corresponds a set E δ ⊂ Ω T with the property (4.37) u α+n−2 j ∇u j → u α+n−2 ∇u uniformly on Ω T \ E δ and |E δ | < δ.
Due to our assumption, we have σ − 4n + 4 > 0. By a calculation identical to (4.20), we obtain In this case, we use the inequality Then apply Lemma 3.6 to yield the desired result. The remaining terms on the right-hand side of (4.17) are very easy to handle. Thus (4.35) follows. On account of (4.23), we have (u j + τ ) n F j ⇀ u α+n−1 ∆u α weakly in L 1 (Ω T ).
We can infer from (4.28) that (4.42)ũ j → u strongly in L 2α (Ω T ).
Assume ξ(x, T ) = 0 in (4.24), integrate it over (0, T ), then let j → ∞, and thereby obtain the theorem. The proof is complete.
Proof of Theorem 1.2
The proof of Theorem 1.2 relies on the following lemma Notice that M (r) changes from negative to positive at 1, and thus we always have (5.10) K 2,k ≥ 0.
The term K 1,k can be written in the form
Keeping this in mind, we estimate The remaining proof is similar to that of Lemma 3.3. The proof is complete.
We are ready to conclude the proof of Theorem 1.2. Since n > This can be done because from our assumptions we always have β + ε − 3 + 2(n − β) + ε < p − 1. We can conclude from Lemma 3.3 that lim τ →0 A 2 = 0. The term A 1 can be handled in the exactly same way. This completes the proof.
