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Abstract
The existence, nonexistence, and multiplicity of nonnegative solutions are established for the
three-point boundary value problem
{−u′′(t)= p(t)f (u(t)), 0< t < 1,
u(0)= 0, u(1)− αu(β)= λ,
where β ∈ (0,1), α ∈ (0,1/β), and λ is a nonnegative parameter, under appropriate hypotheses. The
key idea is that the problem of finding a nonnegative solution is transformed into the problem of
finding a fixed point of a completely continuous operator. The arguments involve the Schauder fixed
point, the method of upper and lower solutions for three-point boundary value problems and the
Leray–Schauder degree theory.
 2003 Elsevier Inc. All rights reserved.
1. Introduction and main results
Multi-point boundary value problems for ordinary differential equations arise in a vari-
ety of areas of applied mathematics and have been extensively studied. For details, see, for
example, [1,3–7,9–13] and references therein.
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238 Z. Zhang, J. Wang / J. Math. Anal. Appl. 285 (2003) 237–249In a recent article [12], Ma studied a three-point boundary value problem of the form{−u′′(t)= p(t)f (u(t)), 0 < t < 1,
u(0)= 0, u(1)− αu(β)= λ, (1.1λ)
where λ is a parameter, and obtained the following existence theorem.
Theorem A (see [12]). Suppose that the following three assumptions are satisfied:
(A1) β ∈ (0,1) and α ∈ (0,1/β);
(A2) p : [0,1]→ [0,+∞) is continuous;
(A3) f : [0,+∞)→[0,+∞) is continuous and limu→0+(f (u)/u)= 0.
Then there exists 0 < λ∗ +∞ such that problem (1.1λ) has at least one positive solution
for λ ∈ (0, λ∗).
In another paper [8], Hai considered the two-point boundary value problem{−u′′(t)+ p(t)u′(t)= f (u(t)), r < t < R,
u(r)= 0, u(R)= λ, (1.2λ)
where λ is a positive parameter, and established the following result.
Theorem B (see [8]). Suppose that the following two conditions hold:
(C1) p : [r,R]→ (0,+∞) is continuous;
(C2) f : [0,+∞)→[0,+∞) is locally Lipschitz continuous and satisfies
lim
u→∞
f (u)
u
=+∞ and lim inf
x→0
F(x)
x2
= 0, where F(x) :=
x∫
0
f (u) du.
(1.3)
Then there exists a positive number λ∗ such that problem (1.2λ) has at least two solutions
for λ ∈ (0, λ∗), at least one for λ= λ∗, and none for λ > λ∗.
In the present paper, we restudy problem (1.1λ) under the following hypotheses:
(H1) β ∈ (0,1) and α ∈ (0,1/β) are given real numbers;
(H2) p(t) is a nonnegative measurable function defined on (0,1) and
0
β∫
0
sp(s) ds <+∞, 0 <
1∫
β
(1− s)p(s) ds <+∞; (1.4)
(H3) f : [0,+∞)→[0,+∞) is continuous;
(H∗) f : [0,+∞)→[0,+∞) is locally Lipschitz continuous;3
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u→+∞
f (u)
u
< δ :=
(
β∗
(1− αβ)
1∫
0
G[0,1](β, s)p(s) ds
)−1
,
where β∗ := 1/min{β,1− β} and
G[a,b](t, s) :=
{
(b−t )(s−a)
b−a , a  s  t  b,
(b−s)(t−a)
b−a , a  t  s  b,
for given closed interval [a, b];
(H5) lim inf
u→+∞
f (u)
u
>M :=
(
α∗β
(1− αβ)
1∫
β
(1− s)p(s) ds
)−1
,
where α∗ := min{α,1};
(H6) lim supu→0+(f (u)/u) < δ, where δ is defined as the same as in (H4).
Definition. A function u(t) is said to be a solution to problem (1.1λ), if
(i) u(t) ∈AC[0,1], u(0)= 0, u(1)= αu(β)+ λ;
(ii) u′(t) ∈ACloc(0,1)∩L1[0,1]; and
(iii) u′′(t)=−p(t)f (u(t)) a.e. t ∈ (0,1).
Furthermore, if the function u(t) > 0 in (0,1), then it is called a positive solution to prob-
lem (1.1λ).
Our main results are stated as follows.
Theorem 1.1. Let (H1)–(H4) be fulfilled. Then problem (1.1λ) has at least one solution for
all λ 0. If λ > 0, then the solution is certainly positive.
Theorem 1.2. Let (H1)–(H3), (H5), and (H6) hold. Then there exists a positive number λ∗
such that problem (1.1λ) has at least one solution for all λ ∈ [0, λ∗], and none for λ > λ∗.
Theorem 1.3. Let (H1), (H2), (H∗3), (H5), and (H6) hold. Then there exists a positive num-
ber λ∗ such that problem (1.1λ) has at least two solutions for λ ∈ [0, λ∗), at least one for
λ= λ∗, and none for λ > λ∗.
The results extend the corresponding results in [8] to the three-point boundary value
problem (1.1λ), and improve and complement the results in [12] as well.
In Section 2, we will give several lemmas and proofs of our main results. Our approach
is based on the positivity of the operator Aλ (its definition can be found in Section 2), the
upper and lower solution method for three-point boundary value problems and the Leray–
Schauder degree theory.
There are two points that should be pointed out. Firstly, Theorem A follows from Lem-
mas 2.2 and 2.4. Secondly, according to our arguments, one can give conditions which are
weaker than (1.3) and guarantee that Theorem B is still valid.
Finally, we make some remarks.
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Remark 2. (H5) and (H6) allow but do not require the nonlinearity f (u) to be superlinear
at zero and infinity.
Remark 3. From (H1)–(H3), we know that any solution u(t) to problem (1.1λ) is concave
down on [0,1] and hence it is a positive solution for λ > 0.
Remark 4. In (H1), the condition α ∈ (0,1/β) is sharp. When αβ  1 and λ > 0, we obtain
u(β) u(1)β = (αu(β)+ λ)β = αβu(β)+ λβ > u(β),
a contradiction. That is to say, problem (1.1λ) has no solution when αβ  1 and λ > 0.
2. Lemmas and proofs of main results
In this section, α∗, β∗, δ, and M are determined by (H4) and (H5).
In order to prove our main results, we define an operator Aλ :K →K by setting
(Aλu)(t) :=


1
1−αβ
∫ 1
0 G[0,1](β, s)p(s)f (u(s)) ds + βλ1−αβ , t = β,∫ β
0 G[0,β](t, s)p(s)f (u(s)) ds + (Aλu)(β) tβ , 0 t  β,∫ 1
β
G[β,1](t, s)p(s)f (u(s)) ds + (Aλu)(β)α(t−β)+1−t1−β + (t−β)λ1−β ,
β  t  1,
where K := {u ∈ C[0,1]; u(0) = 0 and u(t) is concave down and nonnegative on [0,1]}
is a cone in C[0,1] and λ 0 is a given parameter.
Since for any u ∈K ,
‖u‖ := max{∣∣u(t)∣∣; 0 t  1} u(β)/min{β,1− β} = u(β)β∗,
u(β) can be used as a norm of u, which is equivalent to ‖u‖.
From the definition of Aλ, we can prove
Lemma 2.1. Let (H1)–(H3) hold. Then Aλ is a completely continuous operator from K
into itself. Moreover, for each fixed u ∈K , we have
(Aλu)(t) ∈AC[0,1], (Aλu)′(t) ∈ACloc(0,1)∩L1[0,1], (2.1)
(Aλu)(0)= 0, (Aλu)(1)− α(Aλu)(β)= λ, (2.2)
and
(Aλu)
′′(t)=−p(t)f (u(t)) a.e. t ∈ (0,1). (2.3)
From the lemma, we know that a fixed point ofAλ inK is certainly a solution to problem
(1.1λ) and vice versa.
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(Aλu)
′(t) :=


−1
β
∫ t
0 sp(s)f (u(s)) ds + 1β
∫ β
t (β − s)p(s)f (u(s)) ds
+ (Aλu)(β)
β
, 0 < t < β,
−1
1−β
∫ t
β
(s − β)p(s)f (u(s)) ds + 11−β
∫ 1
t
(1− s)p(s)f (u(s)) ds
+ (Aλu)(β) α−11−β + λ1−β , β < t < 1.
(2.4)
From this it follows that (Aλu)′(β−) = (Aλu)′(β+) =: (Aλu)′(β), which together
with (2.4) implies that (Aλu)′(t) ∈ACloc(0,1) is nonincreasing on (0,1).
From (2.4) and the definition of Aλ, we obtain
(Aλu)(β)
max{f (u); 0 u β∗N}
1− αβ
1∫
β
G[0,1](β, s)p(s) ds + βλ1− αβ =:C,
and ∣∣(Aλu)′(t)∣∣ B(t) ∈L1[0,1],
where
B(t) :=


max{f (u); 0 u β∗N}( 1
β
∫ β
0 sp(s) ds +
∫ β
t p(s) ds
)+ C
β
,
0 < t < β,
max{f (u); 0 u β∗N}(∫ t
β
p(s) ds + 11−β
∫ 1
β
(1− s)p(s) ds)
+ C(α+1)1−β + λ1−β , β < t < 1,
which shows that Aλ(KN) is sequentially compact in K . The continuity of f on [0,+∞)
implies that the continuity of Aλ on K . Thus Aλ is a completely continuous operator.
It follows from (2.4) and the definition of Aλ again that (2.1)–(2.3) hold. It is obvious
that Aλu ∈K is an immediate consequence of (2.2) and (2.3). ✷
Proof of Theorem 1.1. From (H4), we can choose ε > 0 sufficiently small so that
lim sup
u→+∞
f (u)
u
< δ− ε,
which implies that there exists N > 0 such that
f (u) (δ− ε)u for all uN.
Put
N∗ := 1
ε
(
max
{
f (u); 0 uN}+ δβλ
1− αβ + δN
)
and
KN∗ :=
{
u ∈K; u(β)N∗}.
For any u ∈KN∗ and any λ 0, we have
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1∫
0
G[0,1](β, s)p(s)f
(
u(s)
)
ds + λβ
1− αβ
 1
1− αβ
( ∫
0u(s)N
+
∫
Nu(s)β∗N∗
G[0,1](β, s)p(s)f
(
u(s)
)
ds
)
+ λβ
1− αβ
<
max{f (u); 0 uN}
1− αβ
1∫
0
G[0,1](β, s)p(s) ds
+ (δ− ε)β
∗N∗
1− αβ
1∫
0
G[0,1](β, s)p(s) ds + λβ1− αβ +N
N∗,
which together with Lemma 2.1 shows that Aλ is a completely continuous operator from
KN∗ into itself. The Schauder fixed point theorem tells us that Aλ has at least one fixed
point in KN∗ , which is a solution to problem (1.1λ), of course. Theorem 1.1 is thus
proved. ✷
Lemma 2.2. Let (H1)–(H3), and (H6) hold. Then there exists η∗ > 0 such that problem
(1.1λ) has at least one solution for each fixed λ ∈ [0, η∗].
Proof. From (H6), we can choose ε > 0 sufficiently small so that
lim sup
u→0+
f (u)
u
< δ− ε,
which implies that there exists η > 0 such that
f (u) (δ− ε)u for all u ∈ [0, β∗η].
Put
η∗ := ε(1− αβ)
βδ
η and Kη :=
{
u(t) ∈K; u(β) η}.
For any u ∈Kη and any λ ∈ [0, η∗], we have
(Aλu)(β)= 11− αβ
1∫
0
G[0,1](β, s)p(s)f
(
u(s)
)
ds + λβ
1− αβ
 (δ− ε)β
∗η
(1− αβ)
1∫
G[0,1](β, s)p(s) ds + η
∗β
1− αβ = η,0
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from Kη into itself. The Schauder point theorem tells us that Aλ has at least one fixed
point in Kη , which is a solution to problem (1.1λ). The proof of Lemma 2.2 is thus com-
plete. ✷
Lemma 2.3. Let (H1)–(H3), and (H5) hold. Then there exists N > 0 such that uλ(t) < N
on [0,1], where uλ(t) is an arbitrary solution to problem (1.1λ). In other words, problem
(1.1λ) has no solution for λN .
Proof. From (H5), we can choose ε > 0 sufficiently small so that
lim inf
u→∞
f (u)
u
>M + ε,
which implies that there exists N1 > 0 such that
f (u) (M + ε)u for all u α∗N1.
Let uλ(t) be a solution to problem (1.1λ). Then we can claim that uλ(β) < N1. If
uλ(β)N1, then we have
uλ(t) α∗uλ(β) α∗N1 on [β,1],
and hence lead to
uλ(β)= 11− αβ
1∫
0
G[0,1](β, s)p(s)f
(
uλ(s)
)
ds + λβ
1− αβ
 β
1− αβ
1∫
β
(1− s)p(s)f (uλ(s)) ds
 β
1− αβ
1∫
β
(1− s)p(s) ds (M + ε)α∗uλ(β)
= (1+ εM−1)uλ(β) > uλ(β),
a contradiction, which shows that our claim is true. In other words, problem (1.1λ) has no
solution when λN := β∗N1. ✷
Lemma 2.4. Let (H1)–(H3) hold. If problem (1.1λ) has a solution for λ = λ¯ > 0, then
problem (1.1λ) has a solution for each fixed λ ∈ [0, λ¯] as well.
Proof. Let v(t) ≡ 0 and let w(t) be the solution to problem (1.1λ¯). Then for each fixed
λ ∈ [0, λ¯], we have{−v′′(t) p(t)f (v(t)) a.e. in (0,1),
v(0)= 0, v(1)− αv(β)= 0 λ,
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w(0)= 0, w(1)− αw(β)= λ¯ λ,
i.e., v(t) is a lower solution to problem (1.1λ) and w(t) is an upper solution.
In what follows, we employ the method of upper and lower solutions to prove that
problem (1.1λ) has at least one solution u ∈K with
v(t)≡ 0 u(t)w(t) on [0,1] (2.5)
for each fixed λ ∈ [0, λ¯].
To this end, we consider the modified three-point boundary value problem{−u′′(t)= p(t)F ∗(t, u(t)), 0 < t < 1,
u(0)= 0, u(1)− αu(β)= λ, (2.6λ)
where λ ∈ [0, λ¯] and the function
F ∗(t, u) :=


f (0) if u < 0, 0 t  1,
f (u) if 0 uw(t), 0 t  1,
f (w(t)) if u >w(t), 0 t  1,
is clearly continuous, nonnegative and bounded on [0,1] × (−∞,+∞).
It is easy to see that problem (2.6λ) is equivalent to the operator equation u=A∗λu. Here
A∗λ :KN →KN is the operator defined by replacing f (u(s)) with F ∗(s, u(s)) in the defi-
nition of Aλ, which is a completely continuous operator from KN := {u ∈K; u(β)N}
into itself, since for each fixed u ∈KN ,
0 (A∗λu)(β) =
1
1− αβ
1∫
0
G[0,1](β, s)p(s)F ∗
(
s, u(s)
)
ds + βλ
1− αβ
 max{f (u); 0 u ‖w‖}
1− αβ
1∫
β
G[0,1](β, s)p(s) ds + βλ¯1− αβ
=:N.
By the Schauder fixed point theorem, A∗λ has a fixed point u in KN , which is a solution to
problem (2.6λ). The existence of a solution to problem (2.6λ) is proved.
Finally, we are going to prove (2.5). If the first inequality in (2.5) is not true, i.e., v(t)≡
0 > u(t) for some t ∈ (0,1], then there is a maximal subinterval (a, b) of [0,1] such that
ϕ(t) := v(t)− u(t) > 0 in (a, b) and ϕ(a)= 0,
and hence
h(t) := −ϕ′′(t) p(t)f (0)− p(t)F ∗(t, u(t))= 0 a.e. t ∈ (a, b).
We need to consider the following five cases.
Z. Zhang, J. Wang / J. Math. Anal. Appl. 285 (2003) 237–249 245Case (i) 0 a < b < 1. In this situation, we have ϕ(b)= 0 and
ϕ(t)=
b∫
a
G[a,b](t, s)h(s) ds  0 on [a, b],
a contradiction.
Case (ii) 0  a < β < b = 1. In this case, we have 1 − αβ + a(α − 1) > 0, ϕ(1) =
αϕ(β)− λ, and can obtain
ϕ(β)= 1
1− αβ + a(α− 1)
(
(1− a)
1∫
a
G[a,1](β, s)p(s)h(s) ds − λ(β − a)
)
 0,
a contradiction.
Case (iii) a = β < b = 1. In this situation, we have ϕ(1)=−λ and hence obtain
ϕ(t)=
1∫
β
G[β,1](t, s)p(s)h(s) ds − t − β1− β λ 0 on [β,1],
a contradiction again.
Case (iv) β < a < b = 1 and ϕ(β) 0. Then, we have ϕ(1)= αϕ(β)−λ 0 and hence
obtain
ϕ(t)=
1∫
a
G[a,1](t, s)p(s)h(s) ds + t − a1− a ϕ(1) 0 on [a,1],
a contradiction again.
Case (v) β < a < b = 1 and ϕ(β) > 0. In this case, there is a subinterval (a1, b1) of
[0, a] such that β ∈ (a1, b1) and
ϕ(t) := v(t)− u(t) > 0 in (a1, b1) and ϕ(a1)= ϕ(b1)= 0.
As the same as Case (i), we can lead to a contradiction.
Summarizing the above discussion, we conclude that the first inequality in (2.5) is true.
In the same way, we can prove that the second inequality in (2.5) is also true. As a result,
the solution u to problem (2.6λ) is also a solution to problem (1.1λ). Up to now, Lemma 2.4
is proved. ✷
Proof of Theorem 1.2. Set
λ∗ := sup{λ 0; problem (1.1λ) has at least one solution}.
From Lemmas 2.2 and 2.3, we know that 0< λ∗ <+∞.
We first prove that problem (1.1λ∗) has at least one positive solution. From the definition
of λ∗, we can choose a strictly increasing sequence {λn} such that problem (1.1λ) has a
solution un(t) for λ= λn and limn→∞ λn = λ∗. Based on Lemmas 2.1 and 2.3, it is easy
to prove that {un(t)} has a subsequence which converges uniformly on [0,1]. We denote
the subsequence by {un(t)} again and
u∗(t) := lim un(t), 0 t  1.
n→∞
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un(t)=


1
1−αβ
∫ 1
0 G[0,1](β, s)p(s)f (un(s)) ds + λnβ1−αβ , t = β,∫ β
0 G[0,β](t, s)p(s)f (un(s)) ds + un(β) tβ , 0 t  β,∫ 1
β
G[β,1](t, s)p(s)f (un(s)) ds + λn(t−β)1−β + un(β)α(t−β)+(1−t )1−β ,
β  t  1.
Letting n→∞ in the above, we obtain
u∗(t)= (Aλ∗u∗)(t), 0 t  1,
which shows that u∗(t) is a solution to problem (1.1λ∗). From the conclusion proved just
now and Lemma 2.4, we know that problem (1.1λ) has a solution for all λ ∈ [0, λ∗]. ✷
Proof of Theorem 1.3. According to Theorem 1.2, we only need to prove that problem
(1.1λ) has at least two solutions for λ ∈ [0, λ∗). Let uλ∗ be a solution to (1.1λ∗) and λ ∈
[0, λ∗). Clearly, u0 ≡ 0 is a solution to problem (1.10) since (H6) implies that f (0)= 0.
For each fixed λ ∈ [0, λ∗), we know that uλ∗ is an upper solution to problem (1.1λ) and
u0 ≡ 0 is a lower solution. As a result, problem (1.1λ) has a solution uλ with 0 uλ  uλ∗ ,
by using the method of upper and lower solutions as in the proof of Lemma 2.4.
We now claim and prove that uλ(t) < uλ∗(t) on (0,1]. If the claim is not true, then there
is b ∈ (0,1) such that uλ(b)= uλ∗(b),
uλ(t) uλ∗(t) on (0, b] and uλ(t) < uλ∗(t) on (b,1],
since
uλ∗(1)− uλ(1)= α
(
uλ∗(β)− uλ(β)
)+ λ∗ − λ > 0.
From this, it follows that
uλ(b)= uλ∗(b)=: P, u′λ(b)= u′λ∗(b)=:Q,
and hence both uλ(t) and uλ∗(t) are solutions to the initial value problem{−u′′(t)= p(t)f (u(t)), b < t < 1,
u(b)= P, u′(b)=Q.
It is easy to see that the initial value problem is equivalent to the integral equation
u(t)= P +Q(t − b)−
t∫
b
(t − s)p(s)f (u(s))ds, b t  1. (2.7)
From (H∗3), we know that there exists a positive number L such that∣∣f (u1)− f (u2)∣∣ L|u1 − u2| for all u1, u2 ∈ [0,N],
where N is the positive number determined by Lemma 2.3.
From (H2), it follows that the function
F(t) :=
t∫
(1− s)p(s) ds, b  t  1,b
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that
0
γ∫
b
(1− s)p(s) ds < 1
2L
.
Substituting uλ∗ and uλ into (2.7) and then finding the difference of them gives
∣∣uλ∗(t)− uλ(t)∣∣
t∫
b
(t − s)p(s)∣∣f (uλ∗(s))− f (uλ(s))∣∣ds
 L max
bsγ
∣∣uλ∗(s)− uλ(s)∣∣
γ∫
b
(1− s)p(s) ds
<
1
2
max
bsγ
∣∣uλ∗(s)− uλ(s)∣∣, b t  γ,
which implies that
max
btγ
∣∣uλ∗(t)− uλ(t)∣∣= 0, i.e., uλ∗(t)≡ uλ(t) on [b, γ ].
This contradicts the assumption that uλ∗(t) > uλ(t) in (b,1] and hence the claim is cer-
tainly true.
In what follows, we are going to establish the existence of a second positive solution to
problem (1.1λ), where λ ∈ [0, λ∗) is fixed.
Let f (u) = f (0) = 0 for u < 0 and let Φ : [0, λ∗ + 1] × E → E be defined by
Φ(µ,v)= u, where E := {u ∈ C[0,1]; u(0) = 0} and u is a solution to the three-point
boundary value problem{−u′′(t)= p(t)f (v(t)), 0 < t < 1,
u(0)= 0, u(1)− αu(β)= µ ∈ [0, λ∗ + 1]. (2.8µ)
Then Φ is completely continuous on [0, λ∗ + 1] ×E and u is a solution of problem (1.1λ)
if and only if u=Φ(λ,u).
Let
f˜ (v) :=
{
f (uλ∗) if v > uλ∗,
f (v) if v  uλ∗,
and let Φ˜(µ, v) be the operator analogous to Φ defined by f˜ . Then Φ˜(µ, v) ∈ K is
bounded and hence there exists a positive number M∗ such that ‖Φ˜(µ, v)‖ <M∗ for all
(µ, v) ∈ [0, λ∗ + 1] ×E.
Put Ω := {u ∈E; −Nt < u(t) < uλ∗(t), t ∈ (0,1]}. Then uλ ∈Ω and Ω is a bounded
open subset in E. We now claim that
deg
(
I − Φ˜(λ, ·),B(0,R),0)= 1, (2.9)
where R =M∗ +N , B(0,R) is the ball centered at 0 with radius R in E and the constant
N is determined by Lemma 2.3. It is obvious that Ω ⊂ B(0,R).
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Ψ (t, ·) := I − (1− t)Φ˜(λ, ·).
If (t, v) ∈ [0,1] × ∂B(0,R) and Ψ (t, v)= 0, then
v = (1− t)Φ˜(λ, v), ‖v‖ =R >M∗ > ∥∥Φ˜(λ, v)∥∥,
which is impossible and hence
deg
(
I − Φ˜(λ, ·),B(0,R),0)= deg(I,B(0,R),0)= 1.
This is our claim.
Here our argument is divided into two cases.
Case (A) If Φ˜(λ, ·) has no fixed point in B(0,R)\Ω , we obtain that
deg
(
I −Φ(λ, ·),Ω,0)= deg(I − Φ˜(λ, ·),Ω,0)
= deg(I − Φ˜(λ, ·),B(0,R),0)= 1. (2.10)
From Theorem 1.2, we know that
deg
(
I −Φ(λ∗ + 1, ·),B(0,R),0)= 0, (2.11)
and v =Φ(µ,v) for any v ∈ ∂B(0,R) and any µ ∈ [0, λ∗ + 1], since v =Φ(µ,v) implies
that ‖v‖<N <R. Therefore
dist
(
0,
(
I −Φ(µ, ·))(∂B(0,R)))> 0 for all µ ∈ [0, λ∗ + 1]. (2.12)
We claim that
deg
(
I −Φ(λ, ·),B(0,R),0)= 0. (2.13)
To prove the claim, we construct a compact operator H : [0,1] × B¯(0,R)→E defined
by
H(t, ·)=Φ(((1− t)λ+ t (λ∗ + 1)), ·),
where B¯(0,R) is the closure of B(0,R). By the theory of degree (see [2]), (2.11) and
(2.12), we have
deg
(
I −Φ(λ, ·),B(0,R),0)= deg(I −H(0, ·),B(0,R),0)
= deg(I −H(1, ·),B(0,R),0)= deg(I −Φ(λ∗ + 1, ·),B(0,R),0)= 0.
Thus claim (2.13) is valid.
By the excision property of the Leray–Schauder degree, (2.10), and (2.13), we obtain
deg
(
I −Φ(λ, ·),B(0,R)\Ω,0)=−1.
Thus the existence of a second positive solution to (1.1λ) follows.
Case (B) If Φ˜(λ, ·) has a fixed point u∗ in B(0,R)\Ω , then we assert that u∗ is a positive
solution to (1.1λ).
In the same way as the proof of (2.5), we can prove that 0  u∗(t)  uλ∗(t) on [0,1].
This shows that u∗ is also a fixed point of Φ(λ, ·) in B(0,R)\Ω, i.e., u∗(t) is a second
positive solution of (1.1λ), which is different from uλ. Theorem 1.3 is thus proved. ✷
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