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Preface
The novel contributions of this dissertation are listed in this preface. Modified
versions of most of this dissertation have appeared as archival journal or conference
publications or are currently under review for publication. Any contribution that has
appeared in a publication is referenced accordingly in this preface. The contribu-
tions related to minimum gain and optimal output modification in Part II
are as follows.
• Chapter 3
– A proof that nonminimum phase single-input single-output (SISO) lin-
ear time-invariant (LTI) systems have zero minimum gain (Lemma 3.4,
p. 26) [1, 2].
– A proof that multi-input multi-output (MIMO) LTI systems with trans-
mission zeros in the open right-half plane (ORHP) have zero minimum
gain (Lemma 3.5, p. 27) [2].
– The relationship between minimum gain and the minimum singular value
of a minimum phase LTI system (Lemma 3.7, p. 28) [3].
– A proof that a cascaded system has a minimum gain that is the product of
minimum gains of the systems within the cascade (Lemma 3.8, p. 29) [4].
– A sufficient LMI condition for a discrete-time LTI system to have minimum
gain (Lemma 3.10, p. 30).
• Chapter 4
– A direct method to synthesize H∞-optimal static (Section 4.3.1, p. 38) and
weighted H∞-optimal dynamic (Section 4.4.1, p. 42) parallel feedforward
controllers that lead to a minimum phase augmented system using a non-
zero minimum gain constraint [5].
– An indirect method to synthesize H∞-optimal static (Section 4.3.2, p. 39)
and weighted H∞-optimal dynamic (Section 4.4.2, p. 45) parallel feedfor-
ward controllers that lead to a minimum phase augmented system using
iv
the inverse of an asymptotically stabilizing feedback controller [5].
– Demonstration of H∞-optimal static and weighted H∞-optimal dynamic
parallel feedforward controller synthesis methods on a numerical exam-
ple with comparison to an analytically-derived H∞-optimal static parallel
feedforward controller (Section 5.4, p. 56) [5].
• Chapter 5
– A method to linearly combine a set of system measurements in such a
manner that the new system obtained is strictly positive real (SPR) while
minimizing the difference in an H2- or H∞- sense between the new system
and a given desired system (Section 5.3, p. 54) [6].
– Demonstration of the H2- and H∞-optimal sensor interpolation techniques
on numerical simulations of a single degree-of-freedom (DOF) mass-spring
system (Section 5.4.1, p. 56) and a 2 DOF flexible-joint robotic manipulator
(Section 5.4.2, p. 61) [6].
The contributions related to the Large Gain Theorem in Part III are as
follows.
• Chapter 7
– Nyquist stability criterion interpretations of the Large Gain Theorem for
SISO (Theorem 7.3, p. 76) and MIMO (Theorem 7.4, p. 77) LTI systems [3,
4].
– Three additional Large Gain Theorem-based stability results for LTI sys-
tems using the Nyquist stability criterion (Section 7.3.2, p. 76) [3].
• Chapter 8
– The equivalence of Large Gain Theorem-based robust control and Small
Gain Theorem-based robust control for robust stabilization and nominal
performance (Section 8.2.2, p. 95 and Section 8.3.2, p. 102).
– A framework to perform robust performance with the Large Gain Theorem
that guarantees the closed-loop performance transfer matrix has nonzero
minimum gain and is minimum phase (Section 8.4.2, p. 105).
– Definition of a structured minimum singular value (Definition 8.5, p. 98)
for the robust stability analysis of systems whose uncertainty is structured
and has nonzero minimum gain (Theorem 8.6, p. 98).
v
• Chapter 9
– Full-state feedback controller synthesis methods using the Large Gain
Theorem for robust stabilization, robust stabilizaiton and nominal per-
formance, and robust performance (Section 9.3, p. 114) [1].
– Dynamic feedback controller synthesis methods using the Large Gain The-
orem for robust stabilization, a special case of robust stabilization and
nominal performance, and robust performance (Section 9.4, p. 119).
– Robust controllers synthesized with the Large Gain Theorem for robust
stabilization and robust performance were tested on a numerical bench-
mark problem and compared to robust controllers synthesized with the
Small Gain Theorem (Section 9.5, p. 125).
All proofs, plots, illustrations, text, and numerical results in this dissertation were
produced by Ryan J. Caverly. Prof. James R. Forbes provided guidance and suggested
edits throughout the dissertation. The sole exceptions are Theorem 7.8 in Chapter 7,
which was derived in collaboration with Dr. Richard Pates, and the insight to explore
the equivalence of robust control with the Large Gain Theorem and the Small Gain
Thoerem, which was provided by Prof. Jeffrey Scruggs.
vi
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Abstract
When confronted with a control problem, the input-output properties of the sys-
tem to be controlled play an important role in determining strategies that can or
should be applied, as well as the achievable closed-loop performance. Optimal output
modification is a process in which the system output is modified in such a man-
ner that the modified system has a desired input-output property and the modified
output is as similar as possible to a specified desired output. The first part of this
dissertation develops linear matrix inequality (LMI)-based optimal output modifica-
tion techniques to render a linear time-invariant (LTI) system minimum phase using
parallel feedforward control or strictly positive real by linearly interpolating sensor
measurements. H∞-optimal parallel feedforward controller synthesis methods that
rely on the input-output system property of minimum gain are derived and tested on
a numerical example. The H2- and H∞-optimal sensor interpolation techniques are
implemented in numerical simulations of noncolocated elastic mechanical systems.
All mathematical models of physical systems are, to some degree, uncertain. Ro-
bust control can provide a guarantee of closed-loop stability and/or performance of
a system subject to uncertainty, and is often performed using the well-known Small
Gain Theorem. The second part of this dissertation introduces the lessor-known Large
Gain Theorem and establishes its use for robust control. A proof of the Large Gain
Theorem for LTI systems using the familiar Nyquist stability criterion is derived,
with the goal of drawing parallels to the Small Gain Theorem and increasing the
understanding and appreciation of this theorem within the control systems commu-
nity. LMI-based robust controller synthesis methods using the Large Gain Theorem
are presented and tested numerically on a robust control benchmark problem with a
comparison to H∞ robust control. The numerical results demonstrate the practical-
ity of performing robust control with the Large Gain Theorem, including its ability
to guarantee an uncertain closed-loop system is minimum phase, which is a robust
performance problem that previous robust control techniques could not solve.
xx
Part I
Introduction
1
Chapter 1
Introduction
A certainty in science and engineering is that all mathematical models of physical
systems are, to some degree, wrong. Every model contains a degree of uncertainty and
is therefore only an approximation of the actual system. Control systems engineers
often rely on uncertain models to design controllers that shape a system’s behavior,
making it imperative that the properties and limitations of the model are fully un-
derstood when the controller is designed and eventually implemented in practice. For
example, a mathematical aircraft model will never contain exact information of the
aircraft’s mass, aerodynamic properties, structural dynamics, and mechanical degra-
dation, but will still be used to predict its behavior and design a flight controller. One
possible approach to deal with an uncertain model is to determine system properties
that are invariant to the possible model uncertainty, such as input-output properties of
the system. If it can be shown that the uncertain system maintains useful properties,
such as being minimum phase, passive, finite gain, interior conic, or exterior conic,
then an appropriate control technique and stability result can be used to determine
robust stability properties of the uncertain closed-loop system. When a system does
not exactly meet the desired input-output properties, it is sometimes possible to use
a slight modification of the system output to correct this, which is known as output
modification. Another approach to the control of uncertain systems, is to determine a
set of uncertainty that contains all possible inaccuracies and design a controller that
provides stability and/or performance guarantees for the entire uncertainty set. This
is the approach used in many robust control techniques, including the H∞ control
framework, which relies on the well-known input-output stability result of the Small
Gain Theorem.
2
1.1 Motivation and Objectives
This dissertation is presented into two parts. The first part focuses on the rel-
atively new concept of minimum gain and optimal output modification, which is a
technique to perform output modification in such a manner that the modified output
is as similar as possible to a desired system output. The second part introduces the
Large Gain Theorem, a little known input-output stability theorem, and presents the
framework for it be used for robust control, much like the Small Gain Theorem is
used for H∞ robust control.
1.1.1 Minimum Gain and Optimal Output Modification
Minimum gain is a system property related to a lower bound on the gain of the
system. Despite being a relatively simple concept, it was only formally defined for
systems with quiescent initial conditions by Zahedzadeh et al. in 2008 [8] and more
generally for systems with nonzero initial conditions by Bridgeman and Forbes in
2015 [9]. Minimum gain is a property that is relevant to both linear systems and
nonlinear system, however the calculation of minimum gain for linear time-invariant
(LTI) systems is much more established and can be accomplished using a linear ma-
trix inequality (LMI) approach [9]. As minimum gain was only recently defined, the
literature on this topic and its uses is quite limited [8–12]. The Large Gain Theo-
rem [8], which is an input-output stability theorem discussed in the second part of this
dissertation, is the primary application of minimum gain. Minimum gain has been
used within this context to demonstrate the robust stabilization of certain classes of
system in [9, 11, 12]. One of the objectives of this dissertation is to provide insight
into some of the properties of minimum gain in an effort to determine more useful
applications of minimum gain.
Output modification is a well-known concept that is found in the literature under
many different names, including parallel feedforward control [13], positivity embed-
ding [14–17], sensor selection [18–21], zero assignment [22], zero shaping [23, 24],
squaring up [25–27], and µ-tip control [28, 29]. At their core, these techniques are all
based on the notion of adjusting a system’s output (and/or input) to enforce some
desired input-output properties on the modified system. This dissertation focuses
on output modification for LTI systems that is capable on rendering a modified sys-
tem minimum phase using parallel feedforward control or strictly positive real (SPR)
using sensor interpolation, which is similar to positivity embedding. The main ob-
jective of the proposed output modification techniques is that they are performed in
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an optimal manner. When modifying the output of a system, the modified system
output may be substantially different from the original output in order to meet the
desired specifications. This is undesirable, as a well-behaved output in this case does
not necessarily correspond to a well-behaved original output. For example, consider a
situation where output modification is performed on an aircraft whose original output
is pitch rate and a desired pitch rate is to be tracked. In this example, if the modified
output is capable of tracking the desired pitch rate, but is considerably different than
the original output, then it is unknown whether the true pitch rate tracking error
performance is acceptable. In order to avoid situations like this, it is necessary to
perform output modification optimally. The parallel feedforward controller synthesis
methods in this dissertation focus on minimizing the difference between the origi-
nal system and the modified system in an H∞- or a frequency-dependent weighted
H∞-sense. The enforcement of an SPR transfer matrix by sensor interpolation is
tasked with minimizing the difference between a system with a desired output and
the modified system in an H2- or H∞-sense.
1.1.2 The Large Gain Theorem
Input-output stability theory, pioneered in the 1960’s by Zames [30] and Sand-
berg [31], is widely used in many areas of control systems engineering, including
robust, nonlinear, and optimal control. Input-output stability theorems are capa-
ble of determining the input-output stability of a negative feedback interconnection,
which is of fundamental importance in of control systems engineering. Most no-
tably, the Small Gain Theorem [30] and the Passivity Theorem [30] are input-output
stability results that are regularly used in robust control. It was recently shown
in [32] that every input-output stability result that makes use of information about
norms and inner products of inputs and outputs, including gain [30], passivity [30, 33],
conic sectors [30], passivity indices [34], γ-passivity [35], β-bounds [36], and minimum
gain [8, 9], are all specials cases of the Extended Conic Sector Theorem [37].
The Large Gain Theorem, whose concept was introduced in [38] and formalized
in [8, 9], is one special case of the Extended Conic Sector Theorem that makes use of
the property of minimum gain. The Large Gain Theorem is similar to the Small Gain
Theorem, in that it only considers information on the gain of two systems within
a negative feedback without regard for the phase of the systems. The difference
between the Large Gain Theorem and the Small Gain Theorem is that the Large
Gain Theorem involves lower bounds on the gains of the systems within a negative
feedback interconnection, while the Small Gain Theorem involves upper bounds on
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the gains of these systems. This can be thought of as a duality between the two input-
output stability results, which is discussed throughout this dissertation. Although the
Small Gain Theorem is a widely-used result, thus far, the Large Gain Theorem has
few applications [9, 11, 12]. The work of [9] includes a numerical example where the
Large Gain Theorem is used to guarantee robust input-output stability of a simple
single-input single-output (SISO) linear system. Feedforward controllers are designed
in [11, 12] using the Large Gain Theorem to stabilize a class of nonlinear systems in
Lur’e form [11] and a class of SISO Takagi-Sugeno fuzzy systems [12].
The Large Gain Theorem is a much less intuitive input-output stability result
than the Small Gain Theorem, which is potentially why its applications are limited.
Existing proofs of the Large Gain Theorem in the literature use input-output stability
theory [8, 9], which provide mathematically rigorous explanations of the theorem,
but little intuition. This dissertation aims to improve intuition of the Large Gain
Theorem by developing an alternate proof for LTI systems using the well-known
Nyquist stability criterion. The second aim of this part of the dissertation is to provide
a means for the Large Gain Theorem to be used for robust control, in a similar manner
to the Small Gain Theorem, including effective robust controller synthesis methods.
Due to the differences between the Large Gain Theorem and the Small Gain Theorem,
this will ultimately allow for new types of robust control problems to be posed and
solved.
1.2 Outline and Contributions
General concepts and theory used throughout this dissertation are reviewed in
Chapter 2, including signals and input-output theory, optimization and LMIs, and
linear systems theory. Part II is dedicated to the concepts of minimum gain and
optimal output modification. Part II begins with Chapter 3, which introduces the
definition, important properties, and numerical examples of minimum gain. Chap-
ters 4 and 5 are devoted to optimal output modification strategies. In particular,
Chapter 4 presents the synthesis of H∞-optimal parallel feedforward controllers that
are capable of rendering an LTI system minimum phase and make use of the proper-
ties of minimum gain. Chapter 5 addresses a different output modification problem,
namely the task of selecting a linear combination of available sensor measurements
to render an LTI system SPR in an H2- or H∞-optimal manner.
Part III of this dissertation focuses on the Large Gain Theorem. Chapter 6 in-
troduces the Large Gain Theorem and compares its significance and relevance to
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other input-output stability results, including the well-known Small Gain Theorem.
Chapter 7 proves the Large Gain Theorem for LTI systems using the Nyquist sta-
bility criterion and presents additional stability results for feedback interconnections
of LTI systems based on the Large Gain Theorem. Chapters 8 and 9 cover the no-
tion of using the Large Gain Theorem for robust control in a very similar manner to
how the Small Gain Theorem is often used in robust control. Specifically, Chapter 8
includes the framework in which the Large Gain Theorem can be used to solve ro-
bust stabilization, nominal performance, and robust performance problems, as well
as the definition of a new structured minimum singular value. Chapter 9 presents
full-state feedback and dynamic output feedback controller synthesis methods to solve
the robust control problems discussed in Chapter 8 and demonstrates the controllers’
abilities on a numerical benchmark problem. Chapter 10 in Part IV summarizes the
importance of the contributions in this dissertation and suggests future research di-
rections. A detailed list of the novel contributions presented in this dissertation and
the publications in which they appear is found in the Preface.
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Chapter 2
Preliminaries
The work of this dissertation relies heavily on input-output theory, optimization,
and linear systems theory. As such, a brief review of each of these topics is provided
in this chapter. In particular, Section 2.1 focuses on the properties of signals and
input-output theory, Section 2.2 is concerned with convex optimization and LMIs,
and Section 2.3 reviews relevant linear systems theory.
2.1 Signals and Input-Output Theory
The inputs and outputs of a system are signals, whose properties determine the
system’s input-output characteristics.
2.1.1 Vector Spaces and Norms
Definition 2.1 (Vector Space [39]). Consider the space V and field F. The operations
of vector addition and scalar multiplication are defined as
1. for every pair u, v ∈ V , a unique element z = u + v ∈ V is assigned and called
their sum, and
2. for all a ∈ F and u ∈ V , there is a unique element v = au ∈ V called their
product.
The space V is a vector space if the following properties hold for all u, v, w ∈ V and
for all a, b ∈ F, for addition
1. there exists an additive identity, denoted 0 ∈ V , such that u + 0 = u,
2. there exists an inverse, denoted −u ∈ V , such that u + (−u) = 0,
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3. the commutativity relationship u + v = v + u holds,
4. the associativity property u + (v + w) = (u + v) + w holds,
and for multiplication
1. there exists a multiplicative identity, denoted 1 ∈ F, such that 1u = u,
2. the associativity property a(bu) = (ab)u holds,
3. the vector distributivity property a(u + v) = au + bv holds, and
4. the scalar distributivity property (a+ b)u = au + bu.
Definition 2.2 (Vector Norm [39]). A norm ‖·‖ on a vector space V is a function
that maps V → R≥0, for all u ∈ V that satisfies
1. ‖u‖ = 0 if and only if u = 0,
2. ‖au‖ = |a| ‖u‖ for all a ∈ F, and
3. the triangle inequality ‖u + v‖ ≤ ‖u‖+ ‖v‖, for all v ∈ V .
2.1.2 Inner Product Spaces
Definition 2.3 (Inner Product [39]). An inner product 〈·, ·〉 on a vector space V is
a function mapping V × V → F such that
1. for all u ∈ V , 〈u,u〉 ≥ 0,
2. for all u ∈ V , 〈u, v〉 = 0 if and only if v = 0,
3. for all u, v, w ∈ V and a, b ∈ F, 〈u, av + bw〉 = a 〈u, v〉 + b 〈u,w〉. This
condition implies that the mapping u 7→ 〈v,u〉 is linear on V .
Definition 2.4 (Inner Product Space [40]). Given an inner product 〈·, ·〉 : Rn×Rn →
R, an inner product space, X , is defined by
X =
x : R≥0 → Rn
∣∣∣∣∣ ‖x‖2 =
∞∫
0
〈x(t), x(t)〉 dt <∞
 .
The extended inner product space, Xe, is given by
Xe =
x : R≥0 → Rn
∣∣∣∣∣ ‖x‖2T =
T∫
0
〈x(t), x(t)〉 dt <∞, ∀T ∈ R≥0
 .
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Definition 2.5 (Lebesgue Space [40]). The Lebesgue space, L2, is an inner product
space, and is given by all square integral functions defined by
L2 =
x : R≥0 → Rn
∣∣∣∣∣ ‖x‖22 =
∞∫
0
xT(t)x(t)dt <∞
 .
The extended Lebesgue space, L2e, is given by
L2e =
x : R≥0 → Rn
∣∣∣∣∣ ‖x‖22T =
T∫
0
xT(t)x(t)dt <∞, ∀T ∈ R≥0
 .
Definition 2.6 (L∞ Space [40]). A function u ∈ L∞ if
‖u‖∞ = sup
t∈R≤0
[
max
i=1,...,n
|ui(t)|
]
<∞,
where uT(t) =
[
u1(t) · · · un(t)
]
.
2.1.3 Input-Output Theory
Definition 2.7 (Input-Output Stable [41]). The system y = Gu, with the operator
G : Xe → Xe, is input-output stable if Gu ∈ X for all u ∈ X .
Definition 2.8 (L2 Stable [41]). The system y = Gu, with the operator G : L2e →
L2e, is L2 stable if Gu ∈ L2 for all u ∈ L2.
Definition 2.9 (Finite L2 Gain [41]). The system y = Gu, with operator G : L2e →
L2e, has finite L2 gain if there exists a constant γ ∈ R>0 and a function β such that
‖Gu‖2T ≤ γ ‖u‖2T + β, ∀u ∈ L2e, ∀T ∈ R≥0. (2.1)
A system that has finite L2 gain is L2 stable. The L2 gain of G is the infimum of the
set of γ values satisfying (2.1) [42].
2.2 Optimization and LMIs
Optimization is a central theme of this dissertation, particularly convex optimiza-
tion with LMI constraints. Convex optimization is used in Part II of this dissertation
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for the synthesis of H∞-optimal parallel feedforward controllers and the optimal lin-
ear combination of sensor measurements, and in Part III for the synthesis of robust
controllers.
2.2.1 Convex Sets
Definition 2.10 (Convexity [43]). A set, S, in a real inner product space is convex
if for all x, y ∈ S and α ∈ [0, 1], αx+ (1−α)y ∈ S. A function, f : S → R, is strictly
convex if for all x, y ∈ S, α ∈ (0, 1), and x 6= y, f(αx+(1−α)y) < αf(x)+(1−α)f(y).
Proposition 2.11 (Uniqueness of a Convex Function Minimizer [43]). Suppose that
f : S → R is strictly convex and continuous. If S ⊂ Rn is closed, bounded, and
convex, then a unique minimizer of f exists in S.
2.2.2 Linear Matrix Inequalities
Definition 2.12 (Definiteness of a Matrix [40]). Consider the symmetric matrix
A = AT ∈ Rn×n. The matrix A is positive definite if xTAx > 0, ∀x 6= 0 ∈ Rn and
positive semi-definite if xTAx ≥ 0, ∀x ∈ Rn. Conversely, the matrix A is negative
definite if xTAx < 0, ∀x 6= 0 ∈ Rn and negative semi-definite if xTAx ≤ 0, ∀x ∈ Rn.
The matrix A is indefinite if xTAx is neither positive nor negative.
Definition 2.13 (Matrix Inequality). A matrix inequality, G : Rm → Rn×n, in the
variable x ∈ Rm is an expression of the form
G(x) = G0 +
p∑
i=1
fi(x)Gi ≤ 0,
where xT =
[
x1 · · ·xm
]
, Gi = GTi ∈ Rn×n, i = 0, . . . , p.
Definition 2.14 (Blinear Matrix Inequality). A bilinear matrix inequality (BMI),
H : Rm → Rn×n, in the variable x ∈ Rm is an expression of the form
H(x) = H0 +
m∑
i=1
m∑
j=1
xixjHi,j ≤ 0,
where xT =
[
x1 · · ·xm
]
, H0 = HT0 ∈ Rn×n, Hi,j = HTi,j ∈ Rn×n, i = 1, . . . ,m,
j = 1, . . . ,m.
10
Definition 2.15 (Linear Matrix Inequality). [44, 45] A linear matrix inequality
(LMI), F : Rm → Rn×n, in the variable x ∈ Rm is an expression of the form
F(x) = F0 +
m∑
i=1
xiFi ≤ 0, (2.2)
where xT =
[
x1 · · ·xm
]
, Fi = FTi ∈ Rn×n, i = 0, . . . ,m.
Example 2.16. [44] Consider the matrices A ∈ Rn×n and Q ∈ Rn×n, where Q =
QT > 0. It is desired to find a symmetric matrix P ∈ Rn×n satisfying the inequality
PA + ATP + Q < 0, (2.3)
where P = PT > 0. The elements of P are the design variables in this problem,
and although (2.3) is an LMI in the matrix variable P, it does not resemble the LMI
in (2.2). For simplicity, consider the case of n = 2 so that each matrix is of dimension
2 × 2, and x =
[
p1 p2 p3
]T
. Writing the matrix P in terms of a basis Ei ∈ R2×2,
i = 1, 2, 3, yields
P =
[
p1 p2
p2 p3
]
= p1
[
1 0
0 0
]
︸ ︷︷ ︸
E1
+p2
[
0 1
1 0
]
︸ ︷︷ ︸
E2
+p3
[
0 0
0 1
]
︸ ︷︷ ︸
E3
.
Note that the matrices Ei are linearly independent and symmetric, thus forming a
basis for the symmetric matrix P. The matrix inequality in (2.3) can be written as
p1
(
E1A + ATE1
)
+ p2
(
E2A + ATE2
)
+ p3
(
E3A + ATE3
)
.
Defining F0 = Q and Fi = FTi = EiA + ATEi, i = 1, 2, 3, yields
F0 +
3∑
i=1
piFi < 0,
which now resembles the definition of an LMI in (2.2). Throughout this dissertation,
LMIs are typically written in the matrix form of (2.3), rather than the scalar form
of (2.2).
Since LMIs are often written as a function of symmetric matrices, repeated blocks
within symmetric matrices are replaced by ∗ in this dissertation for brevity and clarity.
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For example,
A = AT =
[
B C
CT D
]
=
[
B C
∗ D
]
.
Proposition 2.17 (Convexity of LMIs [44]). An LMI, F : Rm → Rn×n, is convex.
Proof. Consider x, y ∈ Rm and α ∈ [0, 1], and suppose that x and y satisfy (2.2). The
LMI F : Rm → Rn×n is convex, since
F(αx + (1− α)y) = F0 +
m∑
i=1
(αxi + (1− α)yi)Fi
= F0 − αF0 + αF0 + α
m∑
i=1
xiF1 + (1− α)
m∑
i=1
yiFi
= αF0 + α
m∑
i=1
xiFi + (1− α)F0 + (1− α)
m∑
i=1
yiFi
= αF(x) + (1− α)F(y).
LMIs are useful in optimization because they are convex, as shown in Propo-
sition 2.17. An optimization problem with a convex objective function and whose
constraints are linear and/or LMIs will have a unique minimizer, as stated in Propo-
sition 2.11. Due to their attractive properties, LMIs are used throughout this disser-
tation as constraints in a number of controller synthesis methods.
The following LMI properties and tools are useful in transforming a BMI, or more
generally a matrix inequality, into an LMI.
Lemma 2.18 (Strict Schur complement [7, 44]). Consider the matrices A = AT ∈
Rn×n, C = CT ∈ Rm×m, and B ∈ Rm×n. The following conditions are equivalent.
1.
[
A B
BT C
]
< 0.
2. A− BC−1BT < 0, C < 0.
3. C− BTA−1B < 0, A < 0.
Lemma 2.19 (Nonstrict Schur complement [44]). Consider the matrices A = AT ∈
Rn×n, C = CT ∈ Rm×m, and B ∈ Rm×n. The following conditions are equivalent.
1.
[
A B
BT C
]
≤ 0.
12
2. A − BC+BT < 0, C ≤ 0, B(1 − CC+) = 0, where C+ is the Moore-Penrose
inverse of C.
3. C − BTA+B < 0, A ≤ 0, BT(1 − AA+) = 0, where A+ is the Moore-Penrose
inverse of A.
Lemma 2.20 (Young’s Relation [46, 47]). Consider the matrices X ∈ Rn×m, Y ∈
Rn×p, and S ∈ Rn×n, where S = ST > 0. The matrix inequality
XTY + YTX ≤ XTS−1X + YTSY
is known as Young’s relation.
Lemma 2.21 (Congruence Transformation [7]). Suppose Q = QT ∈ Rn×n and W ∈
Rn×n with rank(W) = n. The LMI Q < 0 is satisfied if and only if WQWT < 0.
2.3 Linear Systems Theory
The majority of the controller synthesis methods presented in this dissertation
involve LTI transfer matrices and state-space representations of LTI transfer matrices.
A review of linear systems theory is provided in this section, in particular the stability
of LTI systems, the H2 and H∞ norms of LTI systems, the zeros of LTI transfer
matrices, and the concept of the generalized LTI plant.
2.3.1 Stability of Linear Systems
Lemma 2.22 (Nonstrict Lyapunov Inequality [48]). Let A ∈ Rn×n and assume there
exists P ∈ Rn×n, where P = PT > 0, satisfying
ATP + PA ≤ 0.
Then Re{λi(A)} ≤ 0, i = 1, . . . , n, and the equilibrium point x = 0 of the system
x˙(t) = Ax(t) is Lyapunov stable.
Lemma 2.23 (Strict Lyapunov Inequality [48]). Let A ∈ Rn×n and assume there
exists P ∈ Rn×n, where P = PT > 0, satisfying
ATP + PA < 0.
Then Re{λi(A)} < 0, i = 1, . . . , n, the matrix A is Hurwitz, and the equilibrium point
x = 0 of the system x˙(t) = Ax(t) is asymptotically stable.
13
2.3.2 H∞ and H2 Norms of LTI Systems
Definition 2.24 (H∞ Norm of a Linear System [7, 41]). The H∞ norm of the asymp-
totically stable linear system G : L2e → L2e, denoted as ‖G‖∞, is given by
‖G‖∞ = sup
u∈L2\{0}
‖Gu‖2
‖u‖2
,
or equivalently
‖G‖∞ = sup
ω∈R
σ{G(jω)}.
Lemma 2.25 (Bounded Real Lemma [49]). Consider an LTI system, G : L2e → L2e,
with state-space realization (A,B,C,D) and transfer matrix G(s) = C (s1− A)−1 B +
D ∈ Cny×nu. The inequality ‖G‖∞ < γ holds if and only if there exists P = PT > 0
and 0 < γ <∞ such that PA + A
TP PB CT
∗ −γ1 DT
∗ ∗ −γ1
 < 0. (2.4)
The H∞ norm of G is the minimum value of 0 < γ < ∞ that satisfies (2.4) with
P = PT > 0.
Definition 2.26 (H2 Norm of a Linear System [48]). The H2 norm of the asymptot-
ically stable linear system G : L2e → L2e, denoted as ‖G‖2, is given by
‖G‖2 =
√√√√√ ∞∫
0
tr (GT(t)G(t)) dt,
where G(t) is the impulse response of the transfer matrix G(s). Equivalently,
‖G‖2 =
√√√√√ 1
2pi
∞∫
−∞
tr (GH(jω)G(jω)) dω.
Lemma 2.27 (H2 Norm of a Linear System with LMIs [44, 50]). Consider an LTI
system, G : L2e → L2e, with state-space realization (A,B,C, 0) and transfer matrix
G(s) = C (s1− A)−1 B ∈ Cny×nu. The inequality ‖G‖2 < µ holds if and only if there
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exists Q = QT > 0, Z = ZT > 0, and 0 < µ <∞ such that
QA + ATQ + QBBTQ < 0, (2.5)[
Q CT
∗ Z
]
> 0, (2.6)
trZ < µ2. (2.7)
The H2 norm of G is the minimum value of 0 < µ < ∞ that satisfies (2.5), (2.6),
and (2.7) with Q = QT > 0 and Z = ZT > 0.
2.3.3 Zeros of Linear Systems
Definition 2.28 (Blocking Zero [51]). A causal LTI system represented by the trans-
fer matrix G(s) ∈ Cny×nu has a blocking zero at z ∈ C if G(z) = 0.
Example 2.29. The transfer matrix G(s) ∈ C2×2 has a blocking zero at z = 3, where
G(s) =
[
s−3
s+1
s−3
(s+3)(s+5)
s−3
s+5
s−3
s+1
]
.
In this case G(z) = 0 when z = 3.
Definition 2.30 (Normal Rank of a Transfer Matrix [48]). The normal column rank
and the normal row rank of the transfer matrix G(s) ∈ Cny×nu are the maximum
column rank and row rank of G(s), respectively, over all s ∈ C that are not poles
of G(s). The normal rank of G(s) is the minimum of the normal column rank and
normal row rank of G(s).
Definition 2.31 (Transmission Zero [52, 53]). A causal LTI system represented by
the transfer matrix G(s) ∈ Cny×nu with full normal column rank (i.e., the normal
column rank of G(s) is nu) has a transmission zero at z ∈ C if lims→z (G(s)u(s)) = 0
for some finite and non-zero u(z) ∈ Cnu . Additionally, if z is not a pole of G(s), z is
a transmission zero of G(s) if G(z) does not have full column rank (i.e., G(z)u0 = 0
for u0 ∈ Rnu , u0 6= 0).
Remark 2.32. A transfer matrix blocking zero is a special case of a transfer matrix
transmission zero. In the special case of ny = nu = 1, the blocking zeros of the
transfer function G(s) ∈ C are simply zeros.
15
Remark 2.33. A more general definition of transmission zeros when the transfer matrix
does not have full normal column rank is found in [48, 54], which is omitted in this
dissertation, as only transfer matrices with full normal column rank are considered.
Example 2.34. The transfer matrix G(s) ∈ C2×2 has a transmission zero at z = 2,
where
G(s) =
[
1 s−2
s+3
1 0
]
.
The normal column rank of G(s) is 2. Evaluating G(z) with z = 2 yields a matrix
with rank 1 and choosing the input u0 =
[
0 1
]T
gives G(z)u0 = 0, where u0 6= 0.
Example 2.35. The transfer matrix G(s) ∈ C2×2 has a pole and a transmission zero
at z = 1, where
G(s) =
[
1 1
s−1
0 1
]
.
The normal column rank of G(s) is 2. Choosing the input u(s) =
[
−1 s− 1
]T
gives
lims→z (G(s)u(s)) = 0, where u(z) =
[
−1 0
]T
is finite and nonzero.
Definition 2.36 (Minimum Phase Transmission Zeros [55, 56]). A transmission zero
of G(s) ∈ Cny×nu at z ∈ C is minimum phase if Re(z) < 0. Conversely, a transmission
zero of G(s) ∈ Cny×nu at z ∈ C is nonminimum phase if Re(z) ≥ 0.
Definition 2.37 (Minimum Phase Transfer Matrix [56]). A transfer matrix G(s) ∈
Cny×nu is minimum phase if all of its transmission zeros are minimum phase. Con-
versely, a transfer matrix G(s) ∈ Cny×nu is nonminimum phase if it has at least one
nonminimum phase transmission zero.
Lemma 2.38 (Inverse of a Square System [22]). Consider a square causal LTI system,
G : L2e → L2e, with minimal state-space realization given by
x˙(t) = Ax(t) + Bu(t), (2.8)
y(t) = Cx(t) + Du(t), (2.9)
where x(t) ∈ Rnx, u(t) ∈ Rnu, y(t) ∈ Rny , nu = ny, and it is assumed that D is
invertible. A minimal state-space realization of the inverse of G is given by
x˙(t) =
(
A− BD−1C) x(t) + BD−1y(t), (2.10)
u(t) = −D−1Cx(t) + D−1y(t). (2.11)
16
wG
z
Gc
y u
Figure 2.1: Block diagram of the generalized plant G with the controller Gc.
Lemma 2.39 (Poles of an Inverse Square System [22, 57]). The transmission zeros
of a square causal LTI transfer matrix, G(s) ∈ Cm×m, with minimal state-space re-
alization given in (2.8) and (2.9), where D is invertible, are the poles of the inverse
system defined in (2.10) and (2.11).
2.3.4 The Generalized LTI Plant
Definition 2.40 (Generalized LTI Plant [48]). Consider the generalized LTI plant
G : L2e → L2e, shown in Figure 2.1, with a minimal state-space realization
x˙(t) = Ax(t) + B1w(t) + B2u(t),
z(t) = C1x(t) + D11w(t) + D12u(t),
y(t) = C2x(t) + D21w(t) + D22u(t),
where x(t) ∈ Rnx is the system state, z(t) ∈ Rnz is the performance signal, y(t) ∈ Rny
is the measurement signal, w(t) ∈ Rnw is the exogenous signal, u(t) ∈ Rnu is the
control input signal, and the state-space matrices have appropriate dimensions. The
generalized LTI plant can also be written in transfer matrix form as[
z(s)
y(s)
]
= G(s)
[
w(s)
u(s)
]
,
17
Gp(s) Gc(s)
yp(s)
d(s)
uc(s) r(s)
−
Wd(s)
Wn(s)
Wr(s)
n(s)
Figure 2.2: Block diagram of the basic servo loop with plant Gp(s), controller Gc(s),
and weighting transfer matrices Wr(s), Wd(s), and Wn(s).
where the transfer matrix G(s) ∈ C(nz+ny)×(nw+nu) is partitioned as
G(s) =
[
Gzw(s) Gzu(s)
Gyw(s) Gyu(s)
]
=
[
C1 (s1− A)−1 B1 + D11 C1 (s1− A)−1 B2 + D12
C2 (s1− A)−1 B1 + D21 C2 (s1− A)−1 B2 + D22
]
.
The generalized plant, also known as the standard control problem in [48], is
useful, as it is possible to represent a number of LTI systems in this form, as shown
in the following example.
Example 2.41 (Basic Servo Loop Tracking). Consider the basic servo loop shown
in Figure 2.2 involving the LTI controller Gc(s) ∈ Cnyc×nuc and the plant Gp(s) ∈
Cnyp×nup , where the weighting transfer matrices are simply chosen as Wr(s) = 1,
Wd(s) = 1, and Wn(s) = 1. The plant has a minimal state-space realization
(Ap,Bp,Cp,Dp) and the state xp(t). The performance variables are the true track-
ing error z1(t) = e(t) = r(t) − yp(t) and the control effort z2(t) = uc(t), where
zT(t) =
[
zT1 (t) zT2 (t)
]
. The generalized plant can be formulated with minimal state-
space representation
x˙(t) = Apx(t) +
[
0 Bp 0
]
w(t) + Bpu(t),
z(t) =
[
−Cp
0
]
x(t) +
[
1 −Dp 0
0 0 0
]
w(t) +
[
−Dp
1
]
u(t),
y(t) = −Cpx(t) +
[
1 −Dp −1
]
w(t)− Dpu(t),
where x(t) = xp(t), u(t) = uc(t), wT(t) =
[
rT(t) dT(t) nT(t)
]
, and y(t) = r(t) −
yp(t)− n(t).
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Example 2.42 (Basic Servo Loop Tracking with Weights). Consider the same ba-
sic servo loop shown in Figure 2.2 involving the LTI controller Gc(s) ∈ Cnyc×nuc ,
the plant Gp(s) ∈ Cnyp×nup , and the weighting transfer matrices Wr(s) ∈ Cnr×nr ,
Wd(s) ∈ Cnd×nd , and Wn(s) ∈ Cnn×nn . The plant has a minimal state-space re-
alization (Ap,Bp,Cp,Dp) and the weighting transfer matrices Wr(s), Wd(s), and
Wn(s) have minimal state-space realizations (Ar,Br,Cr,Dr), (Ad,Bd,Cd,Dd), and
(An,Bn,Cn,Dn), respectively. The performance variable is defined as the weighted
true tracking error z1(s) = We(s)e(s) = We(s) (Wr(s)r(s)− yp(s)) and the weighted
control effort z2(s) = Wu(s)uc(s), where zT(s) =
[
zT1 (s) zT2 (s)
]
and We(s) ∈ Cne×ne ,
Wu(s) ∈ Cnu×nu are weighting transfer matrices with minimal state-space realiza-
tions (Ae,Be,Ce,De) and (Au,Bu,Cu,Du), respectively. The generalized plant can be
formulated with minimal state-space representation
x˙(t) =

Ap 0 BpCd 0 0 0
0 Ar 0 0 0 0
0 0 Ad 0 0 0
0 0 0 An 0 0
−BeCp BeCr −BeCd 0 Ae 0
0 0 0 0 0 Au

x(t)
+

0 BpDd 0
Br 0 0
0 Bd 0
0 0 Bn
BeDr −BeDpDd 0
0 0 0

w(t) +

Bp
0
0
0
−BeDp
Bu

u(t),
z(t) =
[
−DeCp DeCr −DeDpCd 0 Ce 0
0 0 0 0 0 Cu
]
x(t)
+
[
DeDr −DeDpDd 0
0 0 0
]
w(t) +
[
−BeDp
Du
]
u(t),
y(t) =
[
−Cp Cr −DpCd −Cn 0 0
]
x(t) +
[
Dr −DpDd −Dn
]
w(t)− Dpu(t),
where xT(t) =
[
xTp (t) xTr (t) xTd (t) xTn(t) xTe (t) xTu (t)
]
, u(t) = uc(t), wT(t) =[
rT(t) dT(t) nT(t)
]
, y(s) = Wr(s)r(s)− yp(s)−Wn(s)n(s), and xr(t), xd(t), xn(t),
xe(t), and xu(t) are the states associated with the state-space realizations of the
weighting transfer matrices Wr(s), Wd(s), Wn(s), We(s), and Wu(s), respectively.
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Figure 2.3: Block diagram of the generalized plant G with the uncertainty ∆ and the
controller Gc.
Definition 2.43 (Generalized LTI Plant with Uncertainty). When the generalized
LTI plant is subject to uncertainty, as shown in Figure 2.3, it is defined as G : L2e →
L2e with minimal state-space realization given by
x˙(t) = Ax(t) + B1w(t) + B2u(t) + B3p(t)
z(t) = C1x(t) + D11w(t) + D12u(t) + D13p(t),
y(t) = C2x(t) + D21w(t) + D22u(t) + D23p(t),
q(t) = C3x(t) + D31w(t) + D32u(t) + D33p(t),
where q(t) ∈ Rnq is the robustness output signal, p(t) ∈ Rnp is the robustness input
signal, the signals common to the generalized plant without uncertainty are defined
the same, and the state-space matrices have appropriate dimensions. The generalized
LTI plant with uncertainty can also be written in transfer matrix form asz(s)y(s)
q(s)
 = G(s)
w(s)u(s)
p(s)
 ,
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Gp(s) Gc(s)
y(s)
d(s)
uc(s)
n(s)
r(s)
−
W∆(s)∆(s)
p(s)
q(s)
Figure 2.4: Block diagram of the basic servo loop with plant Gp(s), uncertainty ∆(s),
weighting transfer matrix W∆(s), and controller Gc(s).
where the transfer matrix G(s) ∈ C(nz+ny+nq)×(nw+nu+np) is partitioned as
G(s) =
Gzw(s) Gzu(s) Gzp(s)Gyw(s) Gyu(s) Gyp(s)
Gqw(s) Gqu(s) Gqp(s)

=
C1 (s1− A)
−1 B1 + D11 C1 (s1− A)−1 B2 + D12 C1 (s1− A)−1 B3 + D13
C2 (s1− A)−1 B1 + D21 C2 (s1− A)−1 B2 + D22 C2 (s1− A)−1 B3 + D23
C3 (s1− A)−1 B1 + D31 C3 (s1− A)−1 B2 + D32 C3 (s1− A)−1 B3 + D33
 .
Example 2.44 (Servo Loop Tracking with Uncertainty). Consider the same basic
servo loop from Example 2.41 with Wr(s) = 1, Wd(s) = 1, and Wn(s) = 1, but now
with additive plant uncertainty, as shown in Figure 2.4. Once again, the plant has a
minimal state-space realization (Ap,Bp,Cp,Dp) and the performance variable is the
true tracking error e(t) = r(t) − y(t). When the weighting transfer matrix is simply
W∆(s) = 1, the generalized plant can be formulated with a minimal state-space
representation
x˙(t) = Apx(t) +
[
0 Bp 0
]
w(t) + Bpu(t),
z(t) = −Cpx(t) +
[
1 −Dp 0
]
w(t)− Dpu(t)− p(t),
y(t) = −Cpx(t) +
[
1 −Dp −1
]
w(t)− Dpu(t)− p(t),
q(t) =
[
0 1 0
]
w(t) + u(t),
where x(t), u(t), w(t), and y(t) are defined in Example 2.41.
When the weighting transfer matrix W∆(s) ∈ Cnq×nq has a minimal state-space
realization (Aw,Bw,Cw,Dw), the generalized plant is described with a minimal state-
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space realization
x˙(t) =
[
Ap 0
0 Aw
]
x(t) +
[
0 Bp 0
0 Bw 0
]
w(t) +
[
Bp
Bw
]
u(t),
z(t) =
[
−Cp 0
]
x(t) +
[
1 −Dp 0
]
w(t)− Dpu(t)− p(t),
y(t) =
[
−Cp 0
]
x(t) +
[
1 −Dp −1
]
w(t)− Dpu(t)− p(t),
q(t) =
[
0 Cw
]
x(t) +
[
0 Dw 0
]
w(t) + Dwu(t),
where xT(t) =
[
xTp (t) xTw(t)
]
and xw(t) is the state of the weighting transfer matrix
W∆(s).
The generalized LTI plant with uncertainty can be formulated with weights on the
reference, disturbance, noise, and performance signals, as done in Example 2.42. An
example of this is omitted from this dissertation, as Example 2.42 and Example 2.44
can simply be combined to illustrate this possibility.
The generalized plant with uncertainty is used extensively in Chapter 8 and Chap-
ter 9 when discussing robust control using the Large Gain Theorem.
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Part II
Minimum Gain and Optimal
Output Modification
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Chapter 3
Preliminaries and Introduction to
Minimum Gain
3.1 Introduction
The input-output system property of minimum gain [8, 9] is a relatively new con-
cept that, despite its limited use, has intriguing characteristics. In order to elaborate
on the useful applications of minimum gain, it is essential to gain a better under-
standing of its properties. Minimum gain is formally defined in this chapter, followed
by a number of its useful properties and their proofs, including its relation to the H∞
norm and the minimum singular value of a minimum phase transfer matrix, the min-
imum gain of a nonminimum phase system, the minimum gain of a cascaded system,
and LMI-based methods to calculate minimum gain of LTI systems. The properties
of minimum gain derived in this chapter provide the foundation for practical ap-
plications of minimum gain, including the synthesis of optimal parallel feedforward
controllers in Chapter 4 and the use of the Large Gain Theorem for robust control in
Chapter 8 and Chapter 9.
When designing a feedback controller for a system, the input-output properties of
the open-loop system greatly affect the suitable choices of controllers and the achiev-
able closed-loop performance. For example, a system with open-loop nonminimum
phase zeros will not be suitable for certain adaptive control schemes and its achiev-
able closed-loop performance will be limited. The concept of output modification is
concerned with modifying the output of the open-loop system in such a manner that
the modified open-loop system has properties that are beneficial for the design of a
feedback controller and/or improve the achievable closed-loop performance. In the
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case of an open-loop nonminimum phase system, if the system output can be mod-
ified to make the modified open-loop system minimum phase, then a wider range of
control strategies are available to the control systems engineer and improved closed-
loop performance may be possible. A concern when performing output modification
is that the new system output may be substantially different from the original system
output. If the original system output represents a performance signal, say an output
that is to be regulated to zero, then a difference between the modified and original
system outputs may lead to poor performance in the original performance signal. For
this reason, it is essential to perform output modification in an optimal manner, such
that the modified system output is as close as possible to the original system output,
which is the topic of Chapters 4 and 5.
The optimal output modification considered in Chapter 4 concerns the synthesis of
H∞-optimal parallel feedforward controllers that modify the system output such that
the new system is minimum phase. The frequency-dependent weighted H∞ norm of
the parallel feedforward controller is minimized so that the modified system is as close
to the original system within a specified frequency band, in an H∞-sense. Minimum
gain plays an important role in the the synthesis of H∞-optimal parallel feedforward
controllers in this chapter.
Optimal output modification is also performed in Chapter 5, where the available
sensor measurements of an LTI system are linearly combined in such a manner that
the modified system is SPR and the system output is as close as possible to a specified
desired system output in anH2- orH∞-sense. By rendering the modified system SPR,
the choice of an asymptotically stabilizing negative feedback controller is simple, as
any positive real (PR) controller will accomplish this.
The remainder of this chapter introduces the concept of minimum gain and presents
its useful properties along with numerical examples involving minimum gain.
3.2 Minimum Gain
Definition 3.1 (Minimum Gain [8, 9]). A causal system, G : L2e → L2e, has a
minimum gain 0 ≤ ν <∞ if there exists β ∈ R such that
‖Gu‖2T − ν ‖u‖2T ≥ β, ∀u ∈ L2e, ∀T ∈ R≥0. (3.1)
Definition 3.2 (Least Conservative Minimum Gain). The least conservative mini-
mum gain of a causal system, G : L2e → L2e, denoted as ν∗, is the supremum of
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0 ≤ ν <∞ satisfying (3.1) with β ∈ R.
3.2.1 Properties of Minimum Gain
Lemma 3.3 (Least Conservative Minimum Gain and the L2 Gain [8]). The L2 gain
of a causal invertible system, G : L2e → L2e, is the inverse of the least conservative
minimum gain of the inverse system. That is, γ(G) = (ν∗(G−1))−1, where γ(G) is the
L2 of G and ν∗(G−1) is the least conservative minimum gain of G−1. If G : L2e → L2e
is a causal linear invertible system, then γ(G) is the H∞ norm of G.
Lemma 3.4 (Minimum Gain of a Nonminimum Phase Transfer Function). A non-
minimum phase causal LTI SISO system has minimum gain ν = 0.
Proof. A proof of ν = 0 is found in [8] for asymptotically stable nonminimum phase
LTI SISO systems without consideration of initial conditions. The proof using the
definition of minimum gain from [9] is presented here.
Consider a causal LTI SISO system represented by the biproper transfer function
G(s) ∈ C and the minimal state-space realization (A,B,C, D). Assume that the
numerator and denominator of G(s) have no common roots, which implies that the
pair (A,B) is controllable and the pair (A,C) is observable. Also, assume that the
system has a pair of complex conjugate nonminimum phase zeros at s = σ0 ± jω0,
where σ0 ∈ R≥0 and ω0 ∈ R. Since (A,C) is observable, the system can be written
in the observable canonical form (A
OC
,B
OC
,C
OC
, D
OC
). The expression for y(s) =
L {y(t)} is y(s) = C
OC
(s1 − A
OC
)−1x0 + G(s)u(s). The definition of minimum gain
can be rewritten for the system as
‖y‖2T − ν ‖u‖2T ≥ β. (3.2)
The inequality in (3.2) must hold for all u ∈ L2e for the system to have minimum
gain 0 ≤ ν < ∞. The input is chosen as u(t) = wuˆ(t) = weσ0t if ω0 = 0, or
u(t) = wuˆ(t) = weσ0t sin(ω0t) if ω0 6= 0, where w ∈ R. Substituting either expression
into y(s) yields
y(s) = C
OC
(s1− A
OC
)−1x0 + COC(s1− AOC)−1B˜OCw, (3.3)
where B˜
OC
is the “B
OC
” matrix associated with the transfer function G(s)uˆ(s) in
observable canonical form. The transfer function G(s)uˆ(s) has the same poles as
G(s), but one less zero (or two less zeros if ω0 6= 0). The order of the numerator of
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G(s)uˆ(s) is one (or two) less than that of G(s), which makes it strictly proper and
explains why the matrix D
OC
is no longer present in (3.3).
The inequality of (3.2) must hold for all initial conditions, so the initial condition
x0 = −B˜OCw is chosen, which leads to y(s) = 0 and y(t) = 0. For the chosen input,
‖u‖2T −→∞ as T −→∞. By increasing T , the value of ν in (3.2) becomes arbitrarily
small, and therefore the minimum gain must be ν = 0 for β ∈ R.
Lemma 3.5 (Minimum Gain of a Nonminimum Phase Transfer Matrix). A causal
LTI system G(s) ∈ Cny×nu with full normal column rank and a nonminimum phase
transmission zero at z ∈ C has minimum gain ν = 0.
Proof. Consider a causal LTI system represented by the transfer matrix G(s) ∈
Cny×nu with a minimal state-space realization (A,B,C,D). Note that the pair (A,C)
is observable. The proof for a nonminimum phase blocking zero is first presented
which is very similar to the proof of Lemma 3.4, followed by the proof of a nonmini-
mum phase transmission zero.
The case of a blocking zero at z with 0 < Re(z) is first considered, which bears
many similarities to the proof of Lemma 3.4. By the definition of a blocking zero,
G(z) = 0, which is equivalent to every transfer function composing the entries of G(s)
having a zero at z.
Since (A,C) is observable, the system can be written in observable canonical form
(Aoc,Boc,Coc,Doc). The expression for y(s) = L {y(t)} is
y(s) = Coc(s1− Aoc)−1x0 + G(s)u(s). (3.4)
The inequality in (3.1) must hold for all u ∈ L2e for 0 ≤ ν <∞ to be a minimum
gain of the system. Consider z ∈ C. If Im(z) = 0 so that z is a real number, the
input u(t) = wuˆ(t) = weσ0t is chosen, whereas the input is chosen as u(t) = wuˆ(t) =
weσ0t sin(ω0t) otherwise, where σ0 = Re(z), ω0 = Im(z), and w ∈ Rnu , w 6= 0. Note
that if Im(z) 6= 0 so that z is not a real number, then it is assumed that the complex
conjugate pair (z, z¯) are both zeros. Substituting either expression into (3.4) yields
y(s) = Coc(s1− Aoc)−1x0 + Coc(s1− Aoc)−1B˜ocw,
where B˜oc is the “Boc” matrix associated with the transfer matrix G(s)uˆ(s) in observ-
able canonical form. The transfer matrix G(s)uˆ(s) has the same poles as G(s), but
one less zero (or two less zeros if ω0 6= 0).
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The inequality of (3.1) must hold for all initial conditions, so the initial condition
x0 = −B˜ocw is chosen, which leads to y(s) = 0 and y(t) = 0. Since 0 < Re(z),
for the chosen input u(t) −→ ∞ as t −→ ∞ we have ‖u‖2T −→ ∞ as T −→ ∞.
By increasing T , the value of ν in (3.1) becomes arbitrarily small, and therefore the
minimum gain must be ν = 0 for β to be finite.
The case of a transmission zero at z with 0 < Re(z), where z is not a pole of G(s) is
considered. By the definition of a transmission zero for G(s) with full normal column
rank, rank(G(z)) < nu or G(z)u0 = 0 for u0 ∈ Rnu , u0 6= 0. Let G˜(s) = G(s)u0,
where G˜(z) = 0. The newly defined transfer matrix G˜(s) has a blocking zero at z,
which was shown to have a minimum gain of ν = 0. Since u0 6= 0 and G˜(s) = G(s)u0
has a minimum gain of ν = 0, it follows that G(s) has a minimum gain of ν = 0.
The case of a transmission zero at z with 0 < Re(z), where z may be a pole of
G(s). By the definition of a transmission zero for G(s) with full normal column rank,
lims→z (G(s)u(s)) = 0 for some finite and non-zero u(z). Let Gˆ(s) = G(s)u(s), where
Gˆ(z) = 0. Similar to the previous part of the proof, u(z) 6= 0 and Gˆ(s) has a blocking
zero at z, so it follows that G(s) has a minimum gain of ν = 0.
Remark 3.6. A transfer matrix G(s) ∈ Cny×nu , where ny < nu, will not have full
normal column rank and will have a minimum gain of ν = 0. Since G(s) does not
have full normal column rank, a nonzero input u(s) ∈ Cnu can be found such that
y(s) = G(s)u(s) = 0 regardless of the presence or location of transmission zeros.
Following similar arguments to the proof of Lemma 3.5, it can be shown that such a
transfer matrix has a minimum gain of zero.
Lemma 3.7. (Minimum Gain of a Transfer Matrix) A causal LTI system represented
by the minimum phase transfer matrix G(s) ∈ Cny×nu has a minimum gain 0 ≤ ν <∞
if and only if
0 ≤ ν ≤ inf
ω∈R≥0
σ{G(jω)}. (3.5)
Proof. Assume (3.1) holds and β = 0. Since Lemma 3.7 only concerns transfer
matrices, the assumption β = 0 is made without loss of generality. Rearranging (3.1)
and squaring both sides of the inequality yields ‖Gu‖22T ≥ ν2 ‖u‖22T . Using Parseval’s
Theorem [58, p. 15] and rearranging gives
∞∫
−∞
uHT (jω)
(
GH(jω)G(jω)− ν21)uT (jω)dω ≥ 0. (3.6)
Equation (3.6) must be satisfied for any choice of u(jω) ∈ L2e, which requires that
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GH(jω)G(jω) − ν21 ≥ 0, ∀ω ∈ R≥0. This implies that infω∈R≥0 λ{GH(jω)G(jω) −
ν21} ≥ 0, which is equivalent to the inequality infω∈R≥0 λ{GH(jω)G(jω)} ≥ ν2 or
infω∈R≥0 σ
2{G(jω)} ≥ ν2. Taking the square root of both sides of this inequality
yields infω∈R≥0 σ{G(jω)} ≥ ν, which is (3.5) and proves that (3.1) =⇒ (3.5).
The proof of (3.5) =⇒ (3.1) is done in the contrapositive by showing ¬(3.1) =⇒
¬(3.5). Assume that β = 0 and G is an LTI system with transfer matrix G(s)
satisfying y(s) = G(s)u(s). The negation of (3.1) is that ∀ν ∈ R>0, ∃u ∈ L2e,
∃T ∈ R≥0, such that
‖y‖2T < ν ‖u‖2T . (3.7)
The case of ν = 0 is not considered, since ν = 0 always satisfies (3.1). Nonminimum
phase systems have minimum gain of ν = 0, which makes this proof only valid for
minimum phase systems. Squaring both sides of (3.7) and using Parseval’s Theorem
yields
∞∫
−∞
uHT (jω)
(
GH(jω)G(jω)− ν21)uT (jω)dω < 0.
Following the same procedure as the first part of this proof, it can be shown that
infω∈R≥0 σ{G(jω)} < ν.
To summarize,¬(3.1) =⇒ infω∈R≥0 σ{G(jω)} < ν. This is the negation of (3.5),
which states that ν ≤ infω∈R≥0 σ{G(jω)}. This proves that (3.5) =⇒ (3.1).
Knowing that (3.1) =⇒ (3.5) and (3.5) =⇒ (3.1), it can be concluded that (3.1)
and (3.5) are equivalent.
Lemma 3.8 (Minimum Gain of Cascaded Systems). A cascaded system, G3 : L2e →
L2e, has minimum gain ν3 = ν1ν2, where y2 = G3u1, y1 = u2 = G1u1, y2 = G2u2, and
ν1 and ν2 are minimum gains of G1 and G2, respectively.
Proof. Consider the cascaded systems G1 : L2e → L2e and G2 : L2e → L2e with
minimum gains ν1 and ν2, respectively, that satisfy
‖G1u1‖2T − ν1 ‖u1‖2T ≥ β1, (3.8)
‖G2u2‖2T − ν2 ‖u2‖2T ≥ β2, (3.9)
where u1 is the input to G1 and u2 = y1 = G1u1 is the input to G2. Substituting
u2 = y1 = G1u1 and (3.8) into (3.9) gives
‖G2y1‖2T − ν1ν2 ‖u1‖2T ≥ ν2β1 + β2,
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which can be rewritten as ‖G3u1‖2T − ν3 ‖u1‖2T ≥ β3, where G2y1 = G3u1, ν3 = ν1ν2,
and β3 = ν2β1 + β2. Therefore, G3 has minimum gain ν3 = ν1ν2.
Lemma 3.9 (Minimum Gain Lemma [9]). Consider an LTI system, G : L2e →
L2e, with state-space realization (A,B,C,D). A sufficient condition for G to have
minimum gain 0 ≤ ν <∞ is that there exists a matrix P = PT ≥ 0 such that[
PA + ATP− CTC PB− CTD
∗ ν21− DTD
]
≤ 0. (3.10)
If G is a square system or span(C) ⊆ span(D), then the preceding condition is neces-
sary and sufficient for G to have minimum gain 0 ≤ ν <∞.
The Minimum Gain Lemma is a special case of the Exterior Conic Sector Lemma
found in [59], with a cone whose bounds are symmetric.
Lemma 3.10 (The Discrete-Time Minimum Gain Lemma). Consider an LTI system,
G : L2e → L2e, with discrete-time state-space realization (Ad,Bd,Cd,Dd). The system
G has minimum gain 0 ≤ ν <∞ if there exists a matrix P = PT ≥ 0 such that[
ATdPAd − P− CTdCd ATdPBd − CTdDd
∗ BTdPBd + ν21− DTdDd
]
≤ 0. (3.11)
Proof. Consider the non-negative function V (xk) = xTkPxk. Evaluating V (xk+1) yields
V (xk+1) = xTk+1Pxk+1
= (Adxk + Bduk)T P (Adxk + Bduk)
= xTkAdPAdxk + x
T
kAdPBduk + u
T
kB
T
dPAdxk + u
T
kB
T
dPBduk
+ yTk yk − yTk yk + ν2uTkuk − ν2uTkuk
= yTk yk − ν2uTkuk + xTk
(
AdPAd − CTdCd
)
xk + xTk
(
AdPBd − CTdDd
)
uk
+ uTk
(
BTdPAd − DTdCTd
)
xk + uTk
(
BTdPBd + ν
21− DTdDd
)
uk.
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Subtracting V (xk) from V (xk+1) and rearranging in matrix form gives
V (xk+1)− V (xk) = xTk
(
AdPAd − P− CTdCd
)
xk + xTk
(
AdPBd − CTdDd
)
uk
+ uTk
(
BTdPAd − DTdCTd
)
xk + uTk
(
BTdPBd + ν
21− DTdDd
)
uk
+ yTk yk − ν2uTkuk
=
[
xk
uk
]T [
ATdPAd − P− CTdCd ATdPBd − CTdDd
∗ BTdPBd + ν21− DTdDd
][
xk
uk
]
+ yTk yk − ν2uTkuk. (3.12)
Assuming (3.11) holds, it follows from (3.12) that
V (xk+1)− V (xk) ≤ yTk yk − ν2uTkuk.
Using induction it can be shown that
V (xN)− V (x0) ≤
N∑
i=0
yTi yi − ν2
N∑
i=0
uTi ui.
Since V (xN) ≥ 0, it is also follows that
N∑
i=0
yTi yi − ν2
N∑
i=0
uTi ui ≥ −V (x0). (3.13)
Making the substitution N = T/∆T , where 0 < T <∞ and ∆T is the discretization
time step, (3.13) becomes
‖y‖22T − ν2 ‖u‖22T ≥ −V (x0).
Therefore, the discrete-time LTI system, G : L2e → L2e, with state-space realization
(Ad,Bd,Cd,Dd) has minimum gain 0 ≤ ν <∞.
Lemma 3.11 (Modified Minimum Gain Lemma). Consider an LTI system, G :
L2e → L2e, with state-space realization (A,B,C,D). A sufficient condition for G to
have minimum gain 0 ≤ ν <∞ is that there exists a matrix P = PT ≥ 0 such that
M¯(P, ν) =
[
PA + ATP PB− CTD
∗ ν21− DTD
]
≤ 0.
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Proof. Assuming M¯ ≤ 0, it is shown that
‖Gu‖22T − ν2 ‖u‖22T =
T∫
0
(
|Cx + Du|2 − ν2 |u|2 + d
dt
(
xTPx
)
− 2xTP(Ax + Bu)− xTCTCx + xTCTCx
)
dt,
=
T∫
0
(
−
[
xT uT
] [PA + ATP PB− CTD
∗ ν21− DTD
][
x
u
]
+
d
dt
(
xTPx
)
+ xTCTCx
)
dt,
=
T∫
0
(
−
[
xT uT
]
M¯
[
x
u
]
+
d
dt
(
xTPx
)
+ xTCTCx
)
dt
≥ −xT0Px0 = β˜,
which proves that G has minimum gain 0 ≤ ν <∞.
3.2.2 Numerical Examples of Minimum Gain
Example 3.12 (Minimum Gain of a SISO Transfer Function). Consider the LTI
SISO systems given by the minimum phase transfer functions
G1(s) =
10s+ 2
s+ 3k
, G2(s) =
2s2 + 30s+ 4
s2 + ks+ 2
, G3(s) =
6s2 + 0.9s+ 1
2s2 + ks+ 1
, k = ±1.
(3.14)
Bode magnitude plots of G1(s), G2(s), and G2(s) with k = 1 are shown in Figure 3.1.
From Figure 3.1 it can be gleaned that for k = 1, G1(s) has an H∞ norm of γ1 = 10
and a least conservative minimum gain of ν∗1 = 2/3, G2(s) has an H∞ norm of
γ2 = 30 and a least conservative minimum gain of ν
∗
2 = 2, and G3(s) has an H∞
norm of γ3 = 3.61 and a least conservative minimum gain of ν
∗
3 = 0.45. Note that
the least conservative minimum gains of G1(s), G2(s), and G3(s) remain unchanged
for k = −1.
Example 3.13 (Minimum Gain of a Square Multi-Input Multi-Output (MIMO)
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Figure 3.1: Bode magnitude plot of G1(s) and G2(s) with k = 1 in Example 3.12.
Black dashed lines represent ν∗ = infω∈R≥0 |G(jω)| of each system.
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Figure 3.2: Plots of the minimum singular value of G1(s), G2(s), and G4(s) versus
frequency with k = 1 in Examples 3.13 and 3.14. Black dashed lines represent
ν∗ = infω∈R≥0 σ{G(jω)} of each system.
Transfer Matrix). Consider the MIMO transfer matrices
G1(s) =
[
2s+5
s−1 1
−1 4s+3
s−1
]
,
G2(s) =
[
2s2+15s+4
s2+2s+2
− s+1
s+2
7s−3
s+1
3s2+10s+2
s2+3s+1
]
.
Plots of the minimum singular values of G1(s) and G2(s) are shown in Figure 3.2.
It can be seen in Figure 3.2 that G1(s) has a least conservative minimum gain of
ν∗1 = 2.16, while G2(s) has a least conservative minimum gain of ν∗2 = 0.61.
33
Example 3.14 (Minimum Gain of a Nonsquare MIMO Transfer Matrix). Consider
the MIMO transfer matrices
G3(s) =
[
s−1
s+5
1
]
, G4(s) =
[
1
s+7
s+5
]
.
The minimum gain of G3(s) is ν3 = 0, and the least conservative minimum gain
of G4(s) is ν∗4 = 1.41. A plot of the minimum singular values of G4(s) is given in
Figure 3.2. The minimum singular value of G3(s) is zero for all frequencies, and
therefore is not plotted.
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Chapter 4
H∞-Optimal Parallel Feedforward
Control using Minimum Gain
4.1 Introduction
There are well-established feedback controller synthesis methods that are capable
of enforcing closed-loop system properties, including the location of closed-loop poles.
However, in general feedback control is not capable of placing the transmission zeros
of the closed-loop system. Parallel feedforward control, introduced in [13, 22, 25],
is capable of placing closed-loop zeros by creating an augmented system with a new
output. Parallel feedforward control has been used in the literature to render systems
minimum phase for adaptive control schemes that have a minimum phase require-
ment [13, 60–62].
Despite having intriguing properties, including a duality with feedback control [63],
the literature on parallel feedforward control is limited. A challenge in synthesizing
a useful parallel feedforward controller stems from the fact that it is difficult to min-
imize the difference between the original system output and the augmented system
output. For example, when synthesizing a feedback controller that is inverted to
obtain a parallel feedforward controller, minimizing the H∞ norm of the parallel
feedforward controller requires maximizing the least conservative minimum gain of
the feedback controller. Minimum gain has previously been used for the purposes of
rendering a system minimum phase using feedback control on plants with a specific
structure [2, 24]. The work of [2, 24] is based on the notion that a system with nonzero
minimum gain is minimum phase (Lemma 3.5).
In this chapter, H∞-optimal static and dynamic parallel feedforward controller
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Figure 4.1: Block diagrams of (a) the plant and (b) the plant augmented with a
parallel feedforward controller.
synthesis methods are presented that render the augmented system minimum phase.
An indirect method is presented that is based on the parallel feedforward control
method of [13], where a minimum gain of the feedback controller is maximized, which
yields an H∞-optimal parallel feedforward controller when inverted. This is done
using an LMI condition for minimum gain from [9]. A direct method is also proposed
that directly synthesizes the parallel feedforward controller by imposing a nonzero
minimum gain condition on the augmented system, which ensures that it is minimum
phase. The direct and indirect dynamic parallel feedforward controller synthesis meth-
ods are designed with their H∞ norm minimized within a frequency band specified
by a weighting transfer matrix. The novel contributions of this chapter include two
systematic LMI-based methods to synthesize H∞-optimal parallel feedforward con-
trollers: an indirect method based on [13] and a direct method that both make use
of the properties of minimum gain.
The remaining sections of this chapter proceed as follows. Section 4.2 introduces
the notation used throughout the paper, the problem statement, as well as impor-
tant definitions and theorems. The proposed static and dynamic parallel feedforward
controller synthesis methods are presented in Sections 4.3 and 4.4, respectively. Nu-
merical results with the parallel feedforward controllers are included in Section 4.5.
Concluding remarks are given in Section 4.6.
4.2 Preliminaries
4.2.1 Problem Statement
Consider the square LTI plant G(s) ∈ Cnz×nw , shown in Figure 4.1a, with input
signal w(s) and output signal z(s), where nz = nw. The goal is to design a parallel
feedforward controller Gff(s) ∈ Cnz×nw such that the augmented system G¯(s) =
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G(s)+Gff(s), shown in Figure 4.1b, only features minimum phase transmission zeros,
and the H∞ norm of Gff(s) = G¯(s) − G(s) or W(s)Gff(s) = W(s)
(
G¯(s)−G(s)) is
minimized, where W(s) is a weighting transfer matrix. It may be important to ensure
the difference between G¯(s) and G(s) is close to zero in specific frequency bands, while
in others it may not matter. The weighting transfer matrix allows the designer to
encode this information into the synthesis problem. The plant G(s) can be described
by the minimal state-space realization
x˙(t) = Ax(t) + Bw(t),
z(t) = Cx(t) + Dw(t).
If the system is not square, then a squaring-up procedure is performed prior to parallel
feedforward controller synthesis [25–27]. It is also assumed that G(s) has poles in the
open left-half plane (OLHP), which simplifies the choice of an initial controller in the
synthesis methods presented in Sections 4.3 and 4.4. If this is not the case, then an
asymptotically stabilizing feedback controller is designed prior to the synthesis of the
parallel feedforward controller.
4.2.2 High-Gain Parallel Feedforward Control
Consider the SISO plant G(s) = n(s)/d(s) and the SISO parallel feedforward
controller Gff(s) = knff(s)/dff(s), where 0 ≤ k < ∞. The augmented plant with
parallel feedforward control is
G¯(s) = G(s) +Gff(s) =
n(s)dff(s) + knff(s)d(s)
d(s)dff(s)
.
The zeros of G¯(s) are the roots of n(s)dff(s)+knff(s)d(s) = 0. Notice that as k →∞,
the zeros of G¯(s) approach the roots of nff(s)d(s) = 0. Therefore, assuming G(s)
has only OLHP poles, Gff(s) is minimum phase, and k is sufficiently large, then G¯(s)
is minimum phase. This property extends to MIMO plants and parallel feedforward
controllers. Although it is not practical to design parallel feedforward controllers with
high gain, this property is exploited in the controller synthesis methods of Sections 4.3
and 4.4 to find an initial feasible controller.
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4.3 Static Parallel Feedforward Controller
A static parallel feedforward controller of the form zff(s) = Kffw(s) is considered,
where Kff ∈ Rnz×nw . The augmented system has state-space representation
x˙(t) = Ax(t) + Bw(t),
z¯(t) = Cx(t) + (D + Kff)w(t),
where
z¯(s) = z(s) + zff(s) = (G(s) + Kff)w(s) = G¯(s)w(s).
In this case, minimizing the H∞ norm of G¯(s) − G(s) is equivalent to minimizing
σ¯(Kff).
4.3.1 Direct Method using Minimum Gain
The direct method solves for Kff directly by ensuring that G¯(s) has non-zero
minimum gain, and therefore only has minimum phase transmission zeros.
A minimum gain of the augmented system can be found using the Minimum Gain
Lemma (Lemma 3.9) and expanding the terms, which givesPA + A
TP− CTC PB− CTD 0
∗ −DTD− DTKff −KTffD−KTffKff ν¯1
∗ ∗ −1
 ≤ 0. (4.1)
Lemma 4.1. The matrix inequality of (4.1) is implied by the matrix inequality in
the variables Kff , Y, P = PT ≥ 0, and 0 ≤ ν¯ <∞, given by
PA + ATP− CTC PB− CTD 0 0
∗ −DTD− DTKff −KTffD− YTKff −KTffY ν¯1 YT
∗ ∗ −1 0
∗ ∗ ∗ −1
 ≤ 0. (4.2)
Proof. Consider a special case of Young’s relation in Lemma 2.20 with S = 1 and
X = Kff . With some rearranging this yields the matrix inequality
−KTffKff ≤ −
(
YTKff + KTffY
)
+ YTY. (4.3)
Substituting (4.3) into (4.1) and using the Schur Complement on the term YTY, it is
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shown that (4.2) =⇒ (4.1).
Lemma 4.2. [44] Consider the square matrix Kff ∈ Rn×n. The inequality 0 <
σ¯ (Kff) < γ is satisfied for 0 < γ <∞ if and only if Kff satisfies the LMI[
γ1 Kff
∗ γ1
]
> 0. (4.4)
Synthesis Method 1. The controller synthesis method is performed with the follow-
ing iterative steps.
1. Set Kff,0 to some large value and set k = 0.
2. Fix Kff,k and solve for Yk, P = PT > 0, and 0 < ν < ∞, that satisfy (4.2). If
k = 0 and this step is infeasible, then return to Step 1) and set Kff,0 to a larger
value.
3. Fix Yk and solve for Kff,k+1, P = PT > 0, 0 < ν < ∞, and 0 < γ < ∞ that
minimize J (γ) = γ subject to (4.2) and (4.4).
4. If a specified stopping criteria is satisfied (e.g., the difference between γ is suc-
cessive iterations is less than a specified tolerance), exit and set Kff = Kff,k+1.
Otherwise, set k = k + 1 and repeat Steps 2) and 3).
4.3.2 Indirect Method using Inversion and Minimum Gain
The indirect method solves for the static output feedback gain K = K−1ff that
asymptotically stabilizes the closed-loop system, which ensures that G¯(s) only fea-
tures minimum phase transmission zeros. This method requires the assumption that
(A,B,C) is static output feedback stabilizable. A static feedback controller of the
form u = −Ky asymptotically stabilizes G(s) if and only if there exists P = PT > 0
such that
P
(
A− BK¯C)+ (A− BK¯C)P < 0, (4.5)
where K¯ = (1 + KD)−1 K is the result of simplifying an algebraic loop. The algebraic
loop is simplified by knowing that
u(t) = −Ky(t) = −K (Cx(t) + Du(t)) ,
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which is rearranged to yield (1 + KD)u(t) = −KCx(t) and
u(t) = − (1 + KD)−1 KCx(t) = −K¯Cx(t).
The indirect method maximizes σ(K), which is equivalent to minimizing σ¯(Kff).
Lemma 4.3. Consider the square matrix K =
(
1− DK¯)−1 K¯ ∈ Rn×n. The inequality
ν < σ (K) <∞ is satisfied for 0 < ν <∞ if K satisfies the matrix inequality−Z
TK¯− K¯TZ ZT (1− DK¯) ν1
∗ −1 0
∗ ∗ −1
 < 0. (4.6)
Proof. The inequality ν < σ (K) <∞ is satisfied if and only if[
−KTK ν1
∗ −1
]
< 0. (4.7)
Using Young’s Relation with X = K, Y =
(
1− DK¯)T Z, and S = 1, it can be shown
that
−KTK ≤ −K¯TZ− ZTK¯ + ZT (1− DK¯) (1− DK¯)T Z. (4.8)
From (4.8), it is known that (4.7) is implied by[
−K¯TZ− ZTK¯ + ZT (1− DK¯) (1− DK¯)T Z ν1
∗ −1
]
< 0. (4.9)
Using the Schur complement on (4.9) yields (4.6).
Synthesis Method 2. The controller synthesis method is performed iteratively in
the following four steps.
1. Find a controller gain K¯0 = (1 + K0D)−1 K0 that asymptotically stabilizes the
closed-loop system, and set k = 0.
2. Fix K¯k and solve for Pk, Zk, and 0 < ν < ∞ that maximize J (ν) = ν subject
to the LMIs in (4.5) and (4.6).
3. Fix Pk and Zk and solve for K¯k+1 and 0 < ν < ∞ that maximize J (ν) = ν
subject to the LMIs in (4.5) and (4.6).
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4. If a specified stopping criteria is satisfied, exit. Otherwise, set k = k + 1 and
repeat Steps 2) and 3).
The controller gain is recovered as K =
(
1− DK¯k+1
)−1 K¯k+1, and the static parallel
feedforward controller is given by Kff = K−1.
4.3.3 Discussion
Both direct and indirect static parallel feedforward controller synthesis methods
are iterative and require the selection of an initial feasible controller gain. Due to the
non-convexity of the synthesis methods, the solution will only converge to a controller
gain that represents a local minimizer. As such, the selection of the initial controller
gain greatly affects sub-optimal solution obtained. It is observed through numerical
examples where the global minimizer is known analytically, including the one in Sec-
tion 5.4, that initializing the direct synthesis methods with a sufficiently large positive
or negative gain can yield the global minimizer. Analogously, the indirect method
should be initialized with either a sufficiently small positive or negative gain.
4.4 Dynamic Parallel Feedforward Controller
A dynamic parallel feedforward controller is considered with state-space represen-
tation given by
x˙ff(t) = Affxff(t) + Bffw(t),
zff(t) = Cffxff(t) + Dffw(t).
The augmented system z¯(s) = z(s) + zff(s) = G¯(s)w has a state-space realization
˙¯x(t) = A¯x¯(t) + B¯w(t), (4.10)
z¯(t) = C¯x¯(t) + D¯w(t), (4.11)
where x¯T =
[
xT xTff
]
,
A¯ =
[
A 0
0 Aff
]
, B¯ =
[
B
Bff
]
, C¯ =
[
C Cff
]
, D¯ = D + Dff .
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The H∞ norm of W(s)Gff(s) = C˜ff
(
s1− A˜ff
)−1
B˜ff + D˜ff is the minimum value of
0 < γ <∞ that satisfies the Bounded Real Lemma (Lemma 2.25), given byP˜A˜ff + A˜
T
ff P˜ P˜B˜ff C˜
T
ff
∗ −γ1 D˜Tff
∗ ∗ −γ1
 < 0, (4.12)
where P˜ = P˜T > 0,
A˜ =
[
Aff 0
BwCff Aw
]
, B˜ =
[
Bff
BwDff
]
, C˜ =
[
DwCff Cw
]
,
D˜ = DwDff , and W(s) is a transfer matrix with a minimal state-space realization
(Aw,Bw,Cw,Dw).
4.4.1 Direct Method using Minimum Gain
The direct method solves for Gff(s) directly by ensuring that G¯(s) has non-zero
minimum gain, and therefore only has minimum phase transmission zeros.
A minimum gain of the augmented system described by (4.10) and (4.11) is any
value of 0 ≤ ν¯ < 0 satisfying the Minimum Gain Lemma, given byP¯A¯ + A¯
TP¯− C¯TC¯ P¯B¯− C¯TD¯ 0
∗ −D¯TD¯ ν¯1
∗ ∗ −1
 ≤ 0, (4.13)
where P¯ = P¯T ≥ 0.
Lemma 4.4. The matrix inequality of (4.13) is implied by the matrix inequality in
Aˆff = P2Aff , Bˆff = P2Bff , Cff , Dff , Y1, Y2, P¯ = P¯
T ≥ 0, P2 = PT2 > 0, and 0 ≤ ν¯ <∞,
given by 
N11 Aˆff + ATP2 − CTCff N13 0 0
∗ Aˆff + AˆTff − CTffY1 − YT1Cff N23 YT1 0
∗ ∗ N33 YT2 ν¯1
∗ ∗ ∗ −1 0
∗ ∗ ∗ ∗ −1
 ≤ 0, (4.14)
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where
N11 = P1A + AP1 − CTC,
N13 = P1B + Bˆff − CT(D + Dff),
N23 = P2B + Bˆff − CTff (D + Y2)− YT1Dff ,
N33 = −DTD− (D + Y2)TDff − DTff (D + Y2) ,
P¯ =
[
P1 P2
P2 P2
]
.
Proof. Substituting the expressions for A¯, B¯, C¯, D¯, and P¯ into (4.13) and performing
the change of variables Aˆff = P2Aff and Bˆff = P2Bff yields
N11 Aˆff + ATP2 − CTCff N¯13 0
∗ Aˆff + AˆTff − CTffCff N¯23 0
∗ ∗ N¯33 ν¯1
∗ ∗ ∗ −1
 ≤ 0, (4.15)
where
N¯13 = P1B + Bˆff − CT(D + Dff),
N¯23 = P2B + Bˆff − CTff (D + Dff) ,
N¯33 = − (D + Dff)T (D + Dff) .
The form of P¯ and the restriction P2 = PT2 > 0 are deliberately chosen to allow for
the change of variables. Applying a special case of Young’s Relation, where S = 1,
yields the inequality
−
[
CTff
DTff
] [
Cff Dff
]
≤
[
YT1
YT2
] [
Y1 Y2
]
−
[
CTff
DTff
] [
Y1 Y2
]
−
[
YT1
YT2
] [
Cff Dff
]
. (4.16)
Substituting (4.16) into (4.15) and rearranging, it is shown that that (4.15) is implied
by
N11 Aˆff + ATP2 − CTCff N13 0
∗ Aˆff + AˆTff − CTffY1 − YT1Cff N23 0
∗ ∗ N33 ν¯1
∗ ∗ ∗ −1
−
[
YT1
YT2
]
(−1)−1
[
Y1 Y2
]
≤ 0. (4.17)
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Applying the nonstrict Schur Complement Lemma (Lemma 2.19) to (4.17) gives the
matrix inequality of (4.14).
Lemma 4.5. The matrix inequality of (4.12) is implied by the matrix inequality in
Aˆff = P2Aff , Bˆff = P2Bff , Cff , Dff , P˜ = P˜
T ≥ 0, P2 = PT2 > 0, and 0 < γ < ∞, given
by 
N˜11 N˜12 Bˆff + P2BwDff CTffDTw
∗ P3Aw + ATwP3 Bˆff + P3BwDff CTw
∗ ∗ −γ1 DTffDTw
∗ ∗ ∗ −γ1
 < 0, (4.18)
where
N˜11 = Aˆff + Aˆ
T
ff + P2BwCff + C
T
ffB
T
wP2,
N˜12 = P2Aw + Aˆ
T
ff + C
T
ffB
T
wP3,
P˜ =
[
P2 P2
P2 P3
]
.
Proof. Substituting the expressions for A˜, B˜, C˜, and D˜, and P˜ into (4.12) and per-
forming the change of variables Aˆff = P2Aff and Bˆff = P2Bff yields (4.18).
Synthesis Method 3. The controller synthesis method is performed iteratively in
the following four steps.
1. Find a controller (Aff,0,Bff,0,Cff,0,Dff,0) that renders the transfer matrix from
w(s) to z¯(s) minimum phase, and set k = 0. This can typically be done by
choosing a parallel feedforward controller with sufficiently large gain.
2. Fix Cff,k, Dff,k, and solve for Aˆff , Bˆff , P1 = PT1 ≥ 0, P3 = PT3 ≥ 0, P2 = PT2 > 0,
Y1,k, Y2,k, 0 < ν < ∞, and 0 < γ < ∞ that minimize J (γ) = γ subject to
P˜ ≥ 0, P¯ ≥ 0, and the LMIs in (4.14) and (4.18).
3. Fix Y1,k, Y2,k, P2, and P3, and solve for Aˆff , Bˆff , Cff,k+1, Dff,k+1, P1 = PT1 ≥ 0,
0 < ν <∞, and 0 < γ <∞ that minimize J (γ) = γ subject to P¯ ≥ 0, and the
LMIs in (4.14) and (4.18).
4. If a specified stopping criteria is satisfied, exit and set Aff = P−12 Aˆff , Bff =
P−12 Bˆff , Cff = Cff,k+1, and Dff = Dff,k+1. Otherwise, set k = k + 1 and repeat
Steps 2) and 3).
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4.4.2 Indirect Method using Inversion and Minimum Gain
The indirect method solves for the dynamic output feedback controller Gc(s) =
G−1ff (s) that asymptotically stabilizes the closed-loop system, which ensures that G¯(s)
only features minimum phase transmission zeros. This method requires the assump-
tion that (A,B) is stabilizable and (A,C) is detectable. The indirect method pre-
sented in this section requires a weighting transfer matrix that is biproper and invert-
ible, as the H∞ norm of W(s)Gff(s) is minimized by maximizing a minimum gain of
Gc(s)Wˆ(s), where Wˆ(s) = W−1(s).
The dynamic output feedback controller Gc(s) is chosen to be an observer-based
compensator of the form
x˙c(t) = Acxc(t) + Bcy(t),
yc(t) = Ccxc(t) + Dcy(t),
where
Ac = A− BDˆcC− BˆCc − Bc
(
Cˆ− DˆCc
)
,
Bˆ = B (1 + DcD)−1 ,
Cˆ =
(
1− DDˆc
)
C,
Dˆ = D (1 + DcD)−1 ,
Dˆc = (1 + DcD)−1 Dc.
Defining e(t) = x(t)− xc(t), the closed-loop feedback interconnection is written as[
x˙(t)
e˙(t)
]
=
[
Aˆ− BˆCc BˆCc
0 Aˆ− BcCˆ
][
x(t)
e(t)
]
, (4.19)
where Aˆ = A − BDˆcC. Based on the upper-triangular nature of the closed-loop
dynamics matrix in (4.19), the closed-loop feedback interconnection is asymptotically
stable if and only if there exists P1 = PT1 > 0 and Q = QT > 0 such that(
Aˆ− BˆCc
)
Q + Q
(
Aˆ− BˆCc
)T
< 0, (4.20)
P1
(
Aˆ− BcCˆ
)
+
(
Aˆ− BcCˆ
)T
P1 < 0. (4.21)
Theorem 4.6. The controller Gc(s) asymptotically stabilizes the closed-loop feedback
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interconnection and Gc(s)Wˆ(s) has minimum gain greater than 0 < ν < ∞ if there
exists F, G, Q = QT > 0, Pˆ = Pˆ
T
=
[
P1 P1
P1 P2
]
≥ 0, and P1 = PT1 > 0 such that
AˆQ + QAˆ
T − BˆF− FTBˆT < 0, (4.22)
P1Aˆ + Aˆ
T
P1 −GCˆ− CˆTGT < 0, (4.23)
Mˆ11 Mˆ12 GDˆw + P1Bˆw − CTc DcDˆw
∗ Mˆ22 GDˆw + P2Bˆw − CˆTwDTc DcDˆw
∗ ν21− DˆTwDTc DcDˆw
 ≤ 0, (4.24)
where Wˆ(s) has a minimal state-space realization (Aˆw, Bˆw, Cˆw, Dˆw), F = CcQ, G =
P1Bc, Aˆc = Aˆ− BˆCc,
Mˆ11 = P1Aˆc + Aˆ
T
c P1 −G
(
Cˆ− DˆCc
)
−
(
Cˆ− DˆCc
)T
GT − CTc Cc,
Mˆ12 = P1Aˆw + Aˆ
T
c P1 −
(
Cˆ− DˆCc
)T
GT + GCˆw − CTc DcCˆw,
Mˆ22 = P2Aˆw + Aˆ
T
wP2 + GCw + C
T
wG
T − CˆTwDTc DcCˆw.
Proof. The LMIs of (4.22) and (4.23) are equivalent to the matrix inequalities of (4.20)
and (4.21) with the change of variables F = CcQ and G = P1Bc. The LMI of (4.24) is
equivalent to the matrix inequality of the Minimum Gain Lemma applied to the sys-
tem Gc(s)Wˆ(s) with the Lyapunov variable Pˆ and the change of variable G = P1Bc. A
common Lyapunov variable P1 is used in both (4.23) and (4.24), which introduces ad-
ditional conservatism, but yields a tractable LMI in the following controller synthesis
method.
Assuming that W(s) is invertible, the choice Wˆ(s) = W−1(s) gives a weighted H∞
norm that is equivalent to the weighted H∞ norm in the direct method.
Synthesis Method 4. The controller synthesis method is performed in the following
three steps.
1. Select a feasbile Dc. A suitable choice is K from the indirect static parallel
feedforward method.
2. Fix Dc, solve for F and Q = QT > 0 satisfying (4.22), and set Cc = FQ−1.
3. Fix Cc and Dc, and solve for G, P¯ = P¯
T ≥ 0, P1 = PT1 > 0, and 0 < ν < ∞
that maximize J (ν) = ν subject to (4.23) and (4.24). Set Bc = P−11 G, Ac =
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Aˆc − Bc
(
Cˆ− DˆCc
)
.
The parallel feedforward controller is obtained by inverting the dynamic output feed-
back controller using Lemma 2.38, and is given by the state-space representation
(Ac − BcD−1c Cc,BcD−1c ,−D−1c Cc,D−1c ).
4.4.3 Discussion
Similarly to the static parallel feedforward controller synthesis methods, the direct
dynamic parallel feedforward controller synthesis method is iterative and requires the
selection of an initial feasible controller. The controller must be be the same order
as the plant and is typically chosen to have a feedthrough matrix with either large
positive or large negative eigenvalues. The indirect dynamic parallel feedforward
controller synthesis method does not require an initial feasible controller, but does
require an initial feasible controller feedthrough matrix and yields a observer-based
controller that is the same order as the plant. For both the direct and indirect
methods, it is possible to use the solution of the static parallel feedforward controller
synthesis method as the initial feedthrough matrix.
The direct and indirect dynamic parallel feedforward controller synthesis methods
require a weighting transfer matrix that is of the same order as the plant. This is
due to the additional constraint added on the Lyapunov variable that is deliberately
added to obtain tractable synthesis methods. An advantage of the indirect dynamic
synthesis method is that it does not require iteration.
4.5 Numerical Example
A SISO numerical example is presented in this section to demonstrate the effective-
ness of the proposed H∞-optimal parallel feedforward controller synthesis methods.
Although the synthesis methods are valid for MIMO systems, a simple SISO example
is chosen since the H∞-optimal static parallel feedforward controller can be found
analytically, which provides a comparison for the results obtained with the proposed
synthesis methods.
Consider the SISO transfer function
G(s) =
s− 5
s2 + 3s+ 2
,
which has a nonminimum phase zero at s = 5. Suppose a static parallel feedforward
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Figure 4.2: Bode plots of G(s), G¯(s) = G(s) + kff , G¯(s) = G(s) + Gff,1(s), and
G¯(s) = G(s) + Gff,2(s). The magnitudes of G¯(s) = G(s) + Gff,1(s) and G¯(s) =
G(s)+Gff,2(s) more closely match the magnitude of G(s) at low frequencies compared
to G¯(s) = G(s)+kff , as a result of the chosen weighting functions W1(s) = 4×10−8(s+
500)2/(s+ 1)2 and W2(s) = (s+ 1)
2/(s+ 500)2.
controller, Gff(s) = kff , is designed to render the augmented system,
G¯(s) = G(s) +Gff(s) =
kffs
2 + (3kff + 1)s+ 2kff − 5
s2 + 3s+ 2
,
minimum phase. If 0 < kff < ∞, G¯(s) is minimum phase if and only if kff > 2.5.
If −∞ < kff < 0, G¯(s) is minimum phase if and only if kff < −1/3. Therefore, the
static parallel feedforward controller with smallest gain that renders G¯(s) minimum
phase is Gff(s) = −1/3 − , where 0 <  < ∞ is an arbitrarily small number that
ensures kff < −1/3.
The static parallel feedforward controller synthesis methods presented in Sec-
tion 4.3 are tested on this numerical example. For the direct method, an initial
choice of kff,0 = −1×106 yields an optimal value of kff = −0.335, while kff,0 = 1×106
yields an optimal value of kff = 2.503. With the indirect method, an initial choice of
k0 = −1× 10−6 gives an optimal value of kff = −0.3333337, while k0 = 1× 106 gives
an optimal value of kff = 2.50000004.
The dynamic parallel feedforward controller synthesis techniques from Section 4.4
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Figure 4.3: Bode plots of kff , Gff,1(s), and Gff,2(s). The gain of Gff,1(s) is the lowest
of the three parallel feedforward controllers for all frequencies.
are implemented. The direct method uses a weighting transfer function of
W (s) = 10−8
(s+ 500)2
(s+ 1)2
,
and an initial controller of
Gff,0(s) = −10 (s+ 1)
2
(s+ 10)2
.
The indirect method uses a weighting transfer function of
Wˆ (s) = 103
(s+ 1)2
(s+ 500)2
,
and Dc = −2.99. These weighting transfer functions emphasize the importance that
the difference between G¯(s) and G(s) is small at frequencies below 1 rad/s. The
weighting transfer function Wˆ (s) is chosen as Wˆ (s) = 10−4·W−1(s) rather than simply
Wˆ (s) = W−1(s) to improve the numerical conditioning of the synthesis method. The
scaling of the weighting transfer function is a tuning parameter that can be used to
adjust the numerical conditioning of the optimization problem. The dynamic parallel
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feedforward controller obtained with the direct method is
Gff,1(s) = −0.0239s
2 + 69.5s+ 7.75× 104
s2 + 6.58× 104s+ 5.30× 105 ,
and that obtained with the indirect method is
Gff,2(s) = −0.345s
2 + 6.13s+ 0.161
s2 + 3.67s+ 3.96
.
Bode plots of G(s), G(s) + kff , G(s) + Gff,1(s), and G(s) + Gff,2(s) are shown in
Figure 4.2, which illustrates that the dynamic parallel feedforward controllers are
capable of rendering the augmented system minimum phase without perturbing the
frequency response of the system at low frequencies. This is further reinforced in
Figure 4.3, which includes Bode plots of kff , Gff,1(s), and Gff,2(s). The gain of Gff,1 is
lower than kff over all frequencies, while the gain of Gff,2 is less than kff for frequencies
below 0.1 rad/s, but then exceeds kff above this frequency. This is possibly due to the
observer-based controller structure imposed on the controller when using the indirect
method. The synthesis of the controllers in this numerical example is performed in
MATLAB using YALMIP [64] and SDPT3 [65].
4.6 Closing Remarks
The parallel feedforward controller synthesis methods presented in this chapter
render an open-loop asymptotically stable LTI system minimum phase using the
parallel feedforward controller with the smallest H∞ norm or weighted H∞ norm.
Both the static and dynamic parallel feedforward controllers can be synthesized using
direct or indirect methods, which use different conditions to render the augmented
system minimum phase. It was shown in a numerical example that dynamic parallel
feedforward control can remove a plant’s nonminimum phase zero, while causing little
change to the output of the plant in a desired frequency band.
In future work it will be imperative to explicitly address the robustness of the
proposed parallel feedforward controllers. A robust formulation of the controllers
presented in this chapter is necessary in order to implement them on any physical
system. A relatively simple extension to the controller synthesis methods presented in
this chapter could be made using the Kharitonov-Bernstein-Haddad Theorem [66, 67],
however, a more general robust parallel feedforward controller synthesis method would
likely involve more sophisticated robust control techniques, such as H∞ control or the
structured singular value.
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Chapter 5
Linearly Combining Sensor
Measurements Optimally to
Enforce an SPR Transfer Matrix
5.1 Introduction
The characteristics of a dynamic system are greatly influenced by its inputs and
outputs. When designing a feedback controller, the system inputs and outputs will
determine the achievable performance and robustness of the closed-loop system. In
order to ensure a desired level of closed-loop performance and/or robustness, it is
beneficial to consider closed-loop system properties in the design stage when select-
ing sensors and actuators. The work of [18–21] considers the selection of sensor and
actuator locations along with the design of feedback controllers such that the closed-
loop H2 or H∞ norm of the system is minimized. These sensor selection schemes
can also ensure robustness to model uncertainty [20] and sensor faults [21]. Other
sensor selection strategies focus on closed-loop performance and/or robustness indi-
rectly by considering open-loop system properties. For example, sensor selection can
be performed to maximize the controllability and observability of the open-loop sys-
tem [68–70], minimize parameter estimation error [71], and minimize the minimum
real part of the open-loop system’s transmission zeros [69].
Rather than selecting the location of the system’s sensors and actuators, direct
modification of the system’s output can be performed using either a static or dynamic
compensator. This can yield an open-loop system with desirable properties, such as
a system that is PR or SPR. The concept of positivity embedding was introduced
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in [14, 17] for LTI systems, where the output of the system was modified to render
it PR. By rendering the system PR, the task of designing a feedback controller that
asymptotically stabilizes the closed-loop system is simplified, as any SPR controller
will serve this purpose [72]. Further work makes use of this positivity embedding
result to design feedback controllers [16] and observers [73], and investigates the issue
of robust positivity embedding [15].
Motivated by the notion of sensor selection, the work in this chapter extends the
positivity embedding results of [14, 17] to the selection of a linear combination of
available LTI system sensor measurements that minimize either the H2 or H∞ norm
of the difference between the new output and a specified desired system output. This
process is described as optimal sensor interpolation rather than sensor selection, as it
is a static linear combination of a fixed set of sensor measurements that is optimized
instead of the location of sensors. The novelty of this work lies in the minimization
of either the H2 or H∞ norm of the difference between the new system and a given
desired system while rendering the new system SPR. The LMI-based optimal sensor
interpolation algorithms presented in this chapter have practical uses for feedback and
adaptive controller synthesis. In particular, once the system is rendered SPR, any PR
controller in a negative feedback interconnection with the system will asymptotically
stabilize the closed-loop system [72]. The new SPR system will also be minimum
phase, which allows for the use of adaptive control techniques that have minimum
phase or almost strictly positive real (ASPR) assumptions [13, 74].
The remaining sections of this chapter proceed as follows. Section 5.2 introduces
important definitions, lemmas, and the problem statement, while the proposed op-
timal sensor interpolation algorithms are presented in Section 5.3. Numerical simu-
lation results with the proposed sensor interpolation techniques are included in Sec-
tion 5.4, which feature a single degree-of-freedom (DOF) mass-spring system and a
two DOF flexible-joint serial robotic manipulator. Concluding remarks are given in
Section 5.5.
5.2 Preliminaries
Definition 5.1 (Positive Real (PR) Transfer Matrix). A rational transfer matrix
G(s) ∈ Cn×n is PR if
1. all elements of G(s) are analytic in Re{s} > 0, and
2. GH(s) + G(s) ≥ 0 in Re{s} > 0, or equivalently
52
(a) the poles of G(s) on the imaginary axis are simple and have nonnegative-
definite residues, and
(b) the minimum Hermitian part of G(s), minω∈R
(
GH(jω) + G(jω)
)
, is posi-
tive with jω nor a pole of any element of G(jω).
Definition 5.2 (Strictly Positive Real (SPR) Transfer Matrix). An asymptotically
stable rational transfer matrix G(s) ∈ Cn×n is SPR if G(s − δ) is PR for some
0 < δ <∞; that is, if
1. all elements of G(s) are analytic in Re{s} ≥ 0,
2. the minimum Hermitian part of G(s), minω∈R
(
GH(jω) + G(jω)
)
, is strictly
positive, and
3. Z = GT(∞) + G(∞) ≥ 0 or limω→∞ ω2
(
GH(jω) + G(jω)
)
> 0 if Z is singular.
Lemma 5.3 (Kalman-Yakubovich-Popov (KYP) Lemma [40]). Consider the LTI
system
x˙(t) = Ax(t) + Bu(t),
y(t) = Cx(t),
where x ∈ Rn, u, y ∈ Rm, the constant matrices are defined as A ∈ Rn×n, B ∈ Rn×m,
and C ∈ Rm×n, and (A,B,C, 0) form a minimal state-space realization. The system
is SPR if and only if there exists P ∈ Rn×n, where P = PT > 0 such that
PA + ATP < 0, (5.1)
PB = CT. (5.2)
5.2.1 Problem Statement
Consider the LTI plant G : L2e → L2e, described by the transfer matrix G(s) =
C (s1− A)−1 B ∈ Cny×nu and a minimal state-space realization
x˙(t) = Ax(t) + Bu(t),
y(t) = Cx(t),
where x(t) ∈ Rnx contains the system states; u(t) ∈ Rnu is the system input; y(t) ∈
Rny contains the available sensor measurements; A ∈ Rnx×nx , B ∈ Rnx×nu , and
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Figure 5.1: Block diagrams of (a) G¯(s) = NG(s), the plant with interpolated sensor
measurements, and (b) G˜(s) = G¯(s) − Gd(s) = (NC− Cd) (s1− A)−1 B, the error
between the plant with interpolated sensor measurements and the desired plant.
C ∈ Rny×nx are constant matrices; and it is assumed that nu ≤ ny. A desired
system output is specified by yd(t) = Cdx(t), where Cd ∈ Rnu×nx , which yields a
desired transfer matrix of Gd(s) = Cd (s1− A)−1 B ∈ Cnu×nu . The objective is to
select a linear combination of the sensor measurements such that the new output of
the system is as close as possible to the desired output, yd(t), and the new transfer
matrix is SPR. Specifically, the matrix N ∈ Rnu×ny is chosen to obtain the new
system output y¯(t) = Ny(t) = NCx(t) and the new transfer matrix G¯(s) = NG(s) =
NC (s1− A)−1 B ∈ Cnu×nu , in such a manner that the H2 or H∞ norm of
G˜(s) = G¯(s)−Gd(s) = (NC− Cd) (s1− A)−1 B
is minimized and G¯(s) is SPR. Block diagrams of G¯(s) and G˜(s) are provided in
Figure 5.1.
5.3 Optimal Sensor Interpolation
This section presents two sensor interpolation techniques that render G¯(s) =
NC (s1− A)−1 B SPR, while minimizing either the H2 or the H∞ norm of G˜(s) =
(NC− Cd) (s1− A)−1 B, where Gd(s) = Cd (s1− A)−1 B is the desired transfer ma-
trix. For G¯(s) to be SPR, there must exist N and P = PT > 0 satisfying (5.1)
and
PB = CTNT. (5.3)
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5.3.1 H2-Optimal Sensor Interpolation
The H2 norm of G˜(s) is the smallest value of 0 < µ < ∞ satisfying the LMIs
of (2.5), (2.7), and [
Q (NC− Cd)T
∗ Z
]
> 0, (5.4)
where Q = QT > 0 and Z = ZT > 0.
The H2-optimal interpolation of the sensor measurements is presented in the fol-
lowing algorithm.
Algorithm 1. Solve for N, P = PT > 0, Q = QT > 0, Z = ZT > 0, and 0 < µ < ∞
that minimize J1(µ) = µ subject to (2.5), (2.7), (5.1), (5.3), and (5.4).
5.3.2 H∞-Optimal Sensor Interpolation
The H∞ norm of G˜(s) is the smallest value of γ satisfying the LMI of the Bounded
Real Lemma (Lemma 2.25) given byQ¯A + A
TQ¯ Q¯B (NC− Cd)T
∗ −γ1 0
∗ ∗ −γ1
 < 0. (5.5)
where Q¯ = Q¯T > 0.
The H∞-optimal interpolation of the sensor measurements is presented in the
following algorithm.
Algorithm 2. Solve for N, P = PT > 0, Q¯ = Q¯T < 0, and 0 < γ <∞ that minimize
J2(γ) = γ subject to (5.1), (5.3), and (5.5).
5.3.3 Discussion
The H2- and H∞-optimal sensor interpolation algorithms presented in this section
are convex optimization problems, as they involve linear objective functions, as well
as linear equality and LMI constraints. As such, these optimal sensor interpolation
algorithms can be easily solved using semidefinite programming software. The sensor
interpolation algorithms can also be used to prove that no linear combination of
sensor measurements yields an SPR transfer matrix from u(s) to y¯(s), since the linear
equality and LMI constraints used are necessary and sufficient conditions.
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The minimum attainable H2 norm or H∞ norm of G˜(s) = G¯(s)−Gd(s) is highly
dependent on the desired transfer matrix Gd(s). For example, if Gd(s) has relative
degree greater than one, it is unavoidable that G˜(s) have nonzero gain at high fre-
quencies, since G¯(s) must have a relative degree of one. Therefore, it is recommended
to utilize these sensor interpolation methods with a desired Gd(s) that is “close”
to being SPR. For example, a single-input single-output system whose Nyquist plot
protrudes slightly into the left-half plane within a frequency band, or a multi-input
multi-output system whose minimum Hermitian part is slightly negative within a
frequency band.
A benefit of performing sensor interpolation to obtain a system that is SPR in-
cludes the ability to asymptotically stabilize the system in a negative feedback in-
terconnection with any PR controller [72]. Additionally, an SPR system is minimum
phase, which means that the performance limitations associated with nonminimum
phase zeros can be avoided [51] and certain adaptive control techniques that have
minimum phase requirement can be used [13, 74, 75].
5.4 Numerical Examples
The H2- and H∞-optimal sensor interpolation techniques from Section 5.3 are
tested numerically on a single DOF mass-spring system and a two DOF flexible-joint
manipulator. The numerical calculations in this section are performed in MATLAB
using YALMIP [64] and SeDuMi [76].
5.4.1 Single DOF Mass-Spring System
Consider the mass-spring system, shown in Figure 5.2, whose dynamics are de-
scribed by the linear equations of motion
Mq¨(t) + Dq˙(t) + Kq(t) = bˆf(t), (5.6)
where qT(t) =
[
q1(t) q2(t)
]
, D = diag{c1, c2}, K = diag{k1, k2},
M =
[
m1 +m2 m2
m2 m2
]
, bˆ =
[
1
0
]
,
q1(t) is the elongation of the spring connected to the first mass relative to its un-
stretched length, q2(t) is the elongation of the spring connecting the first and second
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Figure 5.2: Schematic of the mass-spring system from the numerical example of
Section 5.4.1.
masses relative to its unstretched length, m1 = 1 kg is the first mass, m2 = 10 kg is
the second mass, c1 = 0.01 N·s/m is the damping coefficient of the damper attached
to the first mass, c2 = 0.01 N·s/m is the damping coefficient of the damper between
the masses, k1 = 1 N/m is the stiffness coefficient of the spring attached to the first
mass, k2 = 1 N/m is the stiffness coefficient of the spring between the masses, and
f(t) is the force applied to the first mass in Newtons. The mass-spring system is very
similar to the benchmark problem presented in [77], with the addition of a spring
and damper attached to the first mass. The equations of motion of the system are
written in state-space form as x˙(t) = Ax(t) + Bu(t), where xT(t) =
[
qT(t) q˙T(t)
]
,
u(t) = f(t),
A =
[
0 1
−M−1K −M−1D
]
, B =
[
0
M−1bˆ
]
.
The desired system output is the velocity of the second mass, expressed by yd(t) =[
0 0 1 1
]
x(t), and the velocities of the first and second masses are measured,
which gives
y(t) =
[
0 0 1 0
0 0 1 1
]
x(t).
The H2 and H∞-optimal sensor interpolation techniques from Section 5.3 are imple-
mented, yielding
y¯H2(t) =
[
0 0 0.876 0.848
]
x(t),
y¯H∞(t) =
[
0 0 0.957 0.926
]
x(t).
Bode plots of Gd(s), G¯H2(s), and G¯H∞(s) are provided in Figure 5.3. Bode plots of
G˜H2(s) = G¯H2(s)−Gd(s) and G˜H∞(s) = G¯H∞(s)−Gd(s) are included in Figure 5.4.
In Figure 5.3 it is shown that both methods yield an SPR system that is close to
the desired system for frequencies below 0.3 rad/s, while the H∞-optimal method
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Figure 5.3: Bode plots of Gd(s), G¯H2(s), and G¯H∞(s) in the numerical example of
Section 5.4.1. The gains of G¯H2(s) and G¯H∞(s) closely match the gain of Gd(s) at
low frequencies. The Bode phase plot shows that Gd(s) is not positive real, while
G¯H2(s) and G¯H∞(s) are.
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Figure 5.4: Bode plots of G˜H2(s) = G¯H2(s) − Gd(s) and G˜H∞(s) = G¯H∞(s) − Gd(s)
in the numerical example of Section 5.4.1.
yields a system that is closer to the desired system, particularly at frequencies below
0.1 rad/s, as seen in Figure 5.4.
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G¯(s)
y¯(s) u(s) Gc(s)
r(s)
n(s)
−
Figure 5.5: Block diagram of the system G¯(s) in a negative feedback interconnection
with a controller Gc(s), where r(s) is the reference signal that y¯(s) should track and
n(s) is measurement noise.
A closed-loop simulation is performed using the SPR-designed plants in a nega-
tive feedback interconnection with an SPR controller, as shown in Figure 5.5. It is
important to note that although the system output y¯(t) is fed into the controller, it is
in fact desired that the system output yd(t) track the reference signal r(t). This rein-
forces the importance that y¯(t) match yd(t) as closely as possible in order to achieve
acceptable tracking in the output yd(t). The desired velocity of the second mass is
specified by
r(t) = 30
((
t
tf
)2
− 2
(
t
tf
)3
+
(
t
tf
)4)
rf ,
where ts(t) = t/tf , which is a smooth trajectory that is initially zero at t = 0 s, has a
maximum value of 15/8rf at t = tf/2 and returns to zero at t = tf . For this example,
the trajectory parameters are chosen as rf = 1/6 m/s and tf = 60 s, and the reference
trajectory is shifted ahead 20 s, as shown in Figure 5.6. This reference trajectory is
purposefully chosen to be slow to ensure that its fundamental frequency falls below
0.3 rad/s, the frequency below which y¯(t) match yd(t) well. The SPR controller is
defined as
Gc(s) = k
s+ a
(s+ b)(s+ c)
,
where 0 < a < b + c < ∞ and 0 < k < ∞ [40]. In this particular example the
controller parameters are chosen as k = 105 N/m·s, a = 10−1 1/s, b = 10−3 1/s, and
c = 100 1/s. Measurement noise of n(t) = 0.1 sin(1000pit) m/s is also added to the
signal y¯(t) is simulation. The closed-loop responses of the desired system output,
yd(t), and the tracking error of the desired output, yd(t)− r(t), for both the H2- and
H∞-optimal sensor interpolations are included in Figure 5.6, while the closed-loop
responses of y¯(t) and the tracking error y¯(t)− r(t) for the same simulations are found
in Figure 5.7.
The closed-loop simulation results in Figure 5.6 show that yd(t) does track the
reference signal r(t) with both sensor interpolation techniques, however, the track-
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Figure 5.6: Closed-loop responses of yd(t) and the tracking error yd(t) − r(t) for
both the H2- and H∞-optimal sensor interpolations in the numerical example of
Section 5.4.1. The tracking error is less with the H∞-optimal sensor interpolation
during the nonzero portion of the reference trajectory, as the gain of G˜H∞(s) is less
than the gain of G˜H2(s) at lower frequencies.
ing error is less with the H∞-optimal method. This is expected in this particular
example, as the H∞ method yields a modified system that has gain closer to the
gain of the desired system, especially at lower frequencies including the fundamental
frequency of the reference trajectory. The tracking error y¯(t)− r(t) is quite small in
both simulations in Figure 5.7, which shows that the larger tracking errors in Fig-
ure 5.6 are due to the difference between yd(t) and y¯(t) rather than a poorly tuned
controller. Although the closed-loop tracking results with sensor interpolation include
non-negligible tracking error, this is a substantial improvement over the attainable
closed-loop performance when the output yd(t) is used directly for feedback control.
The transfer matrix Gd(s) in this particular example has relative degree 2 and its
root locus plot has asymptotes in the open right-half plane (ORHP), which makes
the closed-loop system severely gain limited and prevents the ability to perform out-
put tracking. It is also worth noting that the chosen SPR feedback controller is
very simple, which emphasizes the ease of synthesizing a feedback controller once the
system is rendered SPR.
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Figure 5.7: Closed-loop responses of y¯(t) and the tracking error y¯(t)−r(t) for both the
H2- and H∞-optimal sensor interpolations in the numerical example of Section 5.4.1.
5.4.2 2 DOF Flexible-Joint Serial Manipulator
Consider a 2 DOF flexible-joint manipulator whose nonlinear equations of motion
are described by [78]
M(q(t))q¨(t) + Dq˙(t) + Kq(t) = Bˆτ (t) + fnon(q(t), q˙(t)), (5.7)
where qT(t) =
[
θT(t) qTe (t)
]
∈ R4 are the generalized coordinates, θ(t) ∈ R2 are
the joint angles, qe(t) ∈ R2 are the elastic degrees of freedom, M(q) = MT(q) > 0,
D = DT ≥ 0, and K = KT ≥ 0 are mass, damping, and stiffness matrices, BˆT =
[
1 0
]
is the input matrix, fnon are the nonlinear inertial forces, and τ ∈ R2 are the joint
torques.
The equations of motion in (5.7) are linearized about the equilibrium point q¯T =[
0◦ 45◦ 0◦ 0◦
]
and are given by x˙(t) = Ax(t) + Bu(t), where q(t) = q¯ + δq(t),
xT(t) =
[
δqT(t) δq˙T(t)
]
, u(t) = τ (t),
A =
[
0 1
−M−1(q¯)K −M−1(q¯)D
]
, B =
[
0
M−1(q¯)bˆ
]
,
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Figure 5.8: Plots of the maximum singular values and minimum Hermitian parts of
Gd(s), G¯H2(s), and G¯H∞(s) in the numerical example of Section 5.4.2. The gain
of G¯H∞(s) closely matches the gain of Gd(s) at low frequencies, whereas the gain of
G¯H2(s) is deviates less from the gain of Gd(s) compared to G¯H∞(s) over all frequencies.
The minimum Hermitian part plot shows that Gd(s) is not positive real, while G¯H2(s)
and G¯H∞(s) are.
D = diag{0.45, 0.001, 0.05, 0.001}, K = diag{0, 0, 9, 4}, and
M(q¯) =

0.553 0.168 0.542 0.159
0.168 0.0916 0.168 0.0822
0.542 0.168 0.542 0.159
0.159 0.0822 0.159 0.0822
 .
The last two entries of the stiffness matrix K represent the flexibility of the ma-
nipulator’s elastic joints, while the first two entries are the result of an inner-loop
proportional joint controller that has been pre-wrapped around the plant. The de-
sired system output is the manipulator tip velocity, given by
yd(t) =
[
0 0 Jθ(q¯) Je(q¯)
]
x(t),
where
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Figure 5.9: Plots of the maximum singular values and minimum Hermitian parts of
G˜H2(s) = G¯H2(s)−Gd(s) and G˜H∞(s) = G¯H∞(s)−Gd(s).
Jθ(q¯) = Je(q¯) =
[
−0.189 −0.189 −0.189 −0.189
0.532 0.189 0.532 0.189
]
,
are the rigid and elastic Jacobians evaluated at q¯, respectively. The measurements
available include the joint angular rates and the tip velocity, which are described by
y(t) =
[
0 0 1 0
0 0 Jθ(q¯) Je(q¯)
]
x(t).
The H2- and H∞-optimal sensor interpolation techniques from Section 5.3 are imple-
mented, yielding y¯H2(t) = NH2Cx(t) and y¯H∞(t) = NH∞Cx(t), where
NH2(t) =
[
−0.005 −0.0007 0.045 −0.083
0.0015 0.0021 0.171 0.327
]
,
NH∞(t) =
[
−0.122 −0.0028 0.048 −0.220
0.349 0.0007 0.270 0.699
]
.
Plots of the maximum singular values and minimum Hermitian parts of Gd(s), G¯H2(s),
and G¯H∞(s) are provided in Figure 5.8, while the same plots of G˜H2(s) = G¯H2(s) −
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Gd(s) and G˜H∞(s) = G¯H∞(s) − Gd(s) are included in Figure 5.9. In Figure 5.8 it
is clear that both sensor interpolation techniques render the system SPR, while the
H∞-optimal method yields a system whose maximum singular value is closer to the
desired system at lower frequencies and theH2-optimal method yields a system whose
maximum singular value is relatively close to the desired system over all frequencies.
This is further reinforced in Figure 5.9, where it is shown that the maximum singular
value of G˜H∞(s) is lower than that of G˜H2(s) for frequencies lower than 2 rad/s, but
higher than that of G˜H2(s) for almost all frequencies higher than 2 rad/s.
A closed-loop simulation is performed using the SPR-designed plants in a negative
feedback interconnection with an SPR controller, as shown in Figure 5.5. The desired
tip velocity is specified by rT(t) =
[
r1(t) r2(t)
]
, where
[
r1(t)
r2(t)
]
= 30
((
t
tf
)2
− 2
(
t
tf
)3
+
(
t
tf
)4)[rf1
rf2
]
,
ts(t) = t/tf , rf1 = −1/20 m/s, rf2 = 2/15 m/s and tf = 60 s, and the reference
trajectory is shifted ahead by 20 s, as shown in Figure 5.10a. The SPR controller is
chosen as
Gc(s) = 2× 106 s+ 10
−1
(s+ 10−3)(s+ 102)
[
1 0
0 2
]
.
Measurement noise of nT(t) = 0.005
[
sin(3000pit) sin(3000pit+ 0.5)
]
m/s is also
added to the signal y¯(t) is simulation. The closed-loop responses of the desired output
yTd (t) =
[
yd1(t) yd2(t)
]
and the tracking error of the desired output (yd(t)− r(t))T =[
yd1(t)− r1(t) yd2(t)− r2(t)
]
for both theH2- andH∞-optimal sensor interpolations
are included in Figure 5.10, while plots of y¯T(t) =
[
y¯1(t) y¯2(t)
]
and the tracking error
y¯(t)−r(t) =
[
y¯1(t)− r1(t) y¯2(t)− r2(t)
]
for the same simulations are in Figure 5.11.
It is clear from Figure 5.10 that the tracking errors are smaller with the H∞-
optimal method compared to the H2-optimal method. This is to be expected, as
G¯H∞(s) is a much better match for Gd(s) than G¯H2(s) at lower frequencies, which
includes the fundamental frequency of the reference trajectory. Although it is not
shown, the tracking error y¯(t) − r(t) is quite small, and much like the numerical
results in Section 5.4.1, the noticeable tracking error in yd(t) − r(t) is due to the
difference between y¯(t) and yd(t).
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Figure 5.10: Closed-loop responses of (a) yd1(t) and yd2(t), and (b) the tracking errors
yd1(t)−r1(t) and yd2(t)−r2(t) for both the H2- and H∞-optimal sensor interpolations
in the numerical example of Section 5.4.2. The tracking error is less with the H∞-
optimal sensor interpolation during the nonzero portion of the reference trajectory, as
the maximum singular value of G¯H∞(s) more closely matches that of Gd(s) at lower
frequencies than the maximum singular value of G¯H2(s) does.
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Figure 5.11: Closed-loop responses of (a) y¯1(t) and y¯2(t), and (b) the tracking errors
y¯1(t)− r1(t) and y¯2(t)− r2(t) for both the H2- and H∞-optimal sensor interpolations
in the numerical example of Section 5.4.2.
5.5 Closing Remarks
The sensor interpolation algorithms presented in this chapter render a system
SPR by selecting a linear combination of available sensor measurements to be the
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new system output. By minimizing either the H2 or H∞ norm of the difference
between the new system and a specified desired system, it is possible to obtain an
SPR system that has an output that is as close as possible to the desired output. The
numerical examples demonstrated that the proposed sensor interpolation techniques
can yield a new SPR plant whose gain is similar to that of a desired plant, and that
satisfactory tracking of a reference signal is possible using a simple SPR controller in
a feedback interconnection with the SPR plant.
Future work will include minimizing a weightedH2 orH∞ norm to obtain a system
that closely resembles the desired system within a specified frequency band. This will
be particularly useful, as the specific frequencies of the reference signal to be tracked
can be targeted in the sensor interpolation algorithm.
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Part III
The Large Gain Theorem
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Chapter 6
Introduction to the Large Gain
Theorem
6.1 Introduction
Input-output stability theorems provide a means for input-output stability prop-
erties of a feedback interconnection, such as the one shown in Figure 6.1, to be deter-
mined based on the input-output properties of the two systems within the feedback
interconnection. In particular, the Large Gain Theorem is an input-output stability
theorem based on the minimum gain properties of the two systems within a feedback
interconnection. Although the Large Gain Theorem shares similarities with the well-
known Small Gain Theorem, it is not well known and has been used in a very small
number of applications [11, 12]. Limited understanding and awareness of the Large
Gain Theorem is very likely due to a shortage of knowledge in the control systems
community on minimum gain, whose properties were presented in detail in Chapter 3,
the lack of an intuitive interpretation of this theorem, and the absence of concrete
applications that make use of this theorem. The work presented in this part of the
dissertation addresses these shortcomings of the Large Gain Theorem.
A proof of the Large Gain Theorem for LTI systems using the well-known Nyquist
stability criterion is presented in Chapter 7, in an effort to increase understanding
and awareness of this input-output stability result. Additional Large Gain Theorem-
related stability results for LTI systems are also found in Chapter 7.
Due to its similarities with the Small Gain Theorem, it is natural to explore ap-
plications of the Small Gain Theorem as potential applications for the Large Gain
Theorem. Chapter 8 presents a framework for the Large Gain Theorem to be used for
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Figure 6.1: A negative feedback interconnection involving G1 and G2.
robust control, which is arguably the most significant application the Small Gain The-
orem. Robust full-state feedback and dynamic output feedback controller synthesis
methods for robust stabilization, nominal performance, and robust performance are
derived and tested numerically on a robust control benchmark problem in Chapter 9.
The remainder of this chapter formally presents the Small Gain Theorem and the
Large Gain Theorem, followed by a brief discussion on how the Large Gain Theorem
relates to the Small Gain Theorem and other input-output stability results.
6.2 The Large Gain Theorem
Theorem 6.1 (The Small Gain Theorem [30, 42]). Consider the negative feedback
interconnection of the causal systems G1 : L2e → L2e and G2 : L2e → L2e, shown in
Figure 6.1 and defined as
y =
[
yT1 yT2
]T
, y1 = G1u1, y2 = G2u2,
r =
[
rT1 rT2
]T
, u1 = r1 − y2, u2 = r2 + y1.
If G1 and G2 have gains γ1 and γ2, respectively, satisfying
0 < γ1γ2 < 1,
then the closed-loop system, y = Gr, is input-output stable.
Theorem 6.2 (The Large Gain Theorem [8, 9]). Consider the negative feedback
interconnection of the causal systems G1 : L2e → L2e and G2 : L2e → L2e, shown in
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Figure 6.1 and defined as
y =
[
yT1 yT2
]T
, y1 = G1u1, y2 = G2u2,
r =
[
rT1 rT2
]T
, u1 = r1 − y2, u2 = r2 + y1.
If G1 and G2 have minimum gains ν1 and ν2, respectively, satisfying
1 < ν1ν2 <∞,
then the closed-loop system, y = Gr, is input-output stable.
Proof. The following proof is adapted from [9]. To begin, the triangle inequality
implies that
‖y1‖2T = ‖u2 − r2‖2T ≤ ‖r2‖2T + ‖u2‖2T , (6.1)
‖y2‖2T = ‖r1 − u1‖2T ≤ ‖r1‖2T + ‖u1‖2T . (6.2)
Applying the definition of minimum gain with the known minimum gains of each
system, there exist β1 ∈ R and β2 ∈ R which depend only on the initial conditions,
such that
ν1 ‖u1‖2T ≤ ‖y1‖2T − β1,
ν2 ‖u2‖2T ≤ ‖y2‖2T − β2.
Combining this with (6.1) and (6.2), and rearranging implies that
(ν1ν2 − 1) ‖y1‖2T ≤ ν1ν2 ‖r2‖2T + ν1 ‖rq‖2T − β1 − ν1β2,
(ν1ν2 − 1) ‖y2‖2T ≤ ν1ν2 ‖r1‖2T + ν2 ‖r1‖2T − β2 − ν2β2.
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Recalling that 1 < ν1ν2 <∞, it is shown that
‖y‖2T ≤ ‖y1‖2T + ‖y2‖2T
≤ 1
ν1ν2 − 1 ((ν1ν2 + ν1) ‖r1‖2T + (ν1ν2 + ν2) ‖r2‖2T ) + β
≤ ν1ν2 + max{ν1, ν2}
ν1ν2 − 1 (‖r1‖2T + ‖r2‖2T ) + β
≤ ν1ν2 + max{ν1, ν2}
ν1ν2 − 1
√
(‖r1‖2T + ‖r2‖2T )2 + (‖r1‖2T − ‖r2‖2T )2 + β
=
ν1ν2 + max{ν1, ν2}
ν1ν2 − 1
√
2
(‖r1‖22T + ‖r2‖22T )+ β
≤ κ ‖r‖2T + β,
where
κ =
√
2(ν1ν2 + max{ν1, ν2})
ν1ν2 − 1 ,
β = −(1 + ν2)β1 + (1 + ν1)β2
ν1ν2 − 1 .
Hence, G maps any input r ∈ L2 to an output y ∈ L2, implying the closed-loop
system in input-output stable.
Remark 6.3. The Small Gain Theorem and the Large Gain Theorem are also valid
for positive feedback interconnections, since the negative sign associated with the
feedback path can be lumped into G2 without affecting its gain.
Remark 6.4. The Large Gain Theorem may be satisfied when G1, G2, or G1 and G2
are unstable. This is different than the Small Gain Theorem that requires G1 and G2
be input-output stable. However, when G1 and G2 are LTI systems, the Large Gain
Theorem requires that they are both minimum phase. There is no requirement with
the Small Gain Theorem that G1 and G2 are minimum phase.
The Small Gain Theorem is somewhat intuitive in the sense that signals entering
the negative feedback interconnection will become smaller as they pass through the
feedback loop, since the loop gain is less than one. The Large Gain Theorem does not
have a similar intuitive interpretation, which motivates the proof of the Large Gain
Theorem using the well-known Nyquist stability criterion in Chapter 7.
The Small Gain Theorem and the Large Gain Theorem are special cases of the
Extended Conic Sector Theorem. The Conic Sector Theorem, which itself is a special
case of the Extended Conic Sector Theorem, contains the Small Gain Theorem as
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a special case. The Large Gain Theorem involves an exterior conic property, and
is therefore not a special case of the Conic Sector Theorem. Further details on the
relation between input-output stability results can be found in [32, 37]
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Chapter 7
Nyquist Interpretation of the
Large Gain Theorem
7.1 Introduction
Feedback control is an engineering technology that realizes asymptotic stabiliza-
tion, disturbance rejection, noise mitigation, and reduced sensitivity to uncertain
parameters. Guaranteeing closed-loop asymptotic stability of a feedback intercon-
nection is, arguably, the most important role feedback control plays, especially if the
open-loop plant is nominally unstable. Depending on the known information of the
systems in the feedback interconnection, denoted G1 and G2 in Figure 6.1, various sta-
bility results exist that can provide guarantees of closed-loop stability. For example,
the Small Gain Theorem is a well-known stability result that guarantees the input-
output stability of a negative feedback interconnection based on a condition involving
gains of G1 and G2. Alternatively, the Large Gain Theorem [8, 9], a formalization of
the work in [38], is a relatively new and little-known stability result that guarantees
the input-output stability of a negative feedback interconnection using lower bounds
on the gains of G1 and G2. The Large Gain Theorem addresses a limitation of the
Small Gain Theorem by being able to assess the closed-loop input-output stability
of negative feedback interconnections, where either G1 or G2 is unstable, or both G1
and G2 are unstable. This enables intriguing applications, such as the design of novel
robust controllers [9, 11, 12], which is discussed in detail in Chapters 8 and 9. Despite
its potential utility, only a limited number of Large Gain Theorem applications have
been investigated, possibly due to the lack of familiar interpretations.
The objective of this chapter is to provide an interpretation of the Large Gain
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Theorem for LTI systems using the well-known Nyquist stability criterion, which will
help in making the Large Gain Theorem accessible to a wider audience. This is
done by presenting five variations of Large Gain Theorem-based stability theorems
for LTI systems, proofs of these theorems using the Nyquist stability criterion, and a
comparison of the Small Gain Theorem and the Large Gain Theorem using Nyquist
interpretations. Illustrative numerical examples are also included.
This chapter proceeds as follows. Preliminary definitions, results, and theorems
are included in Section 7.2. Section 7.3 reviews a Nyquist interpretation of the Small
Gain Theorem and presents five Large Gain Theorem stability theorems with proofs
using the MIMO Nyquist stability criterion. Comparisons are also made between the
Nyquist interpretations of the Large Gain Theorem and the Small Gain Theorem.
Numerical examples of systems with nonzero minimum gain that satisfy the Large
Gain Theorem and a simple robust stabilization example are given in Section 7.4,
while Section 7.5 presents concluding remarks.
7.2 Preliminaries
Theorem 7.1 (Principle of the Argument [7]). Let D be a closed clockwise (CW)
contour with no self intersections and F (s) be a proper rational transfer function.
Suppose F (s) has no poles or zeros on D, but D encloses P poles and Z zeros of
F (s). The number of counter clockwise (CCW) encirclements of the origin of the
F (s)-plane is wno{F (s)} = P − Z.
Theorem 7.2 (MIMO Nyquist stability criterion [79–81]). Suppose L(s) = G1(s)G2(s)
has η¯ (L(s)) closed right-half plane (CRHP) poles counted according to the Smith-
McMillan degree, and assume L(s) does not contain any unstable pole-zero cancel-
lations. Construct the Nyquist plot of −1 + det(1 + L(s)), indenting into the left-
half plane around poles on the imaginary axis when constructing the Nyquist con-
tour. The feedback system is asymptotically stable if and only if the Nyquist plot
of −1 + det(1 + L(s)) encircles the point (−1, 0) exactly η¯ (L(s)) times CCW (i.e.,
wno{det(1 + L(s))} = η¯ (L(s))).
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7.3 Main Results
7.3.1 Motivation
Consider the negative feedback interconnection of G1 : L2e → L2e and G2 : L2e →
L2e, pictured in Figure 6.1. Assume G1 and G2 are causal LTI systems with trans-
fer matrix representations G1(s) ∈ Cny1×nu1 and G2(s) ∈ Cny2×nu2 , respectively,
where ny1 = nu2 and ny2 = nu1 . The goal of stability results, such as the Small
Gain Theorem and the Large Gain Theorem, is to assess the stability of the feed-
back system using properties of G1(s), G2(s), L1(s) = G1(s)G2(s) ∈ Cny1×nu2 , and
L2(s) = G2(s)G1(s) ∈ Cny2×nu1 . Nyquist interpretations of these stability theorems
provide graphical means of understanding how they guarantee closed-loop asymptotic
stability.
Although the input-output stability proof of the Large Gain Theorem in [9] di-
rectly implies asymptotic stability in the LTI case, which ensures that the MIMO
Nyquist stability criterion is met, the proofs presented in this section do not rely on
input-output stability theory and directly make use of the MIMO Nyquist stability
criterion. The purpose of this is to present proofs that rely on more well-known theory
and can be appreciated by a wider audience.
7.3.2 Large Gain Theorem Nyquist Interpretations
This section presents the main theoretical contributions of this chapter, which
include stability theorems for LTI systems based on the Large Gain Theorem and
proofs of these theorems using the MIMO Nyquist stability criterion.
Theorem 7.3. (Large Gain Theorem for LTI SISO Systems) Consider the negative
feedback interconnection involving the minimum phase transfer functions G1(s) ∈ C
and G2(s) ∈ C. The feedback interconnection is asymptotically stable if 1 < ν1ν2 <∞,
where ν1 and ν2 are minimum gains of G1(s) and G2(s), respectively.
Proof. Since 1 < ν1ν2 <∞, it is known from Lemma 3.8 that 1 < νL <∞, where νL
is a minimum gain of L(s) = G1(s)G2(s). As a result of Lemma 3.4, L(s) does not
have any nonminimum phase zeros. Applying the Principle of the Argument with a
contour D that encircles the entire CRHP, N
CCW,0
= P follows, where N
CCW,0
is the
number of CCW encirclements the Nyquist plot of L(s) makes about the origin and
P is the number of ORHP poles of L(s). Since 1 < |L(jω)| <∞, the Nyquist plot of
L(s) cannot lie inside a unit disk centered at the origin and, as shown in Figure 7.1b,
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any encirclements of the origin are also encirclements of the point (−1, 0). To be
clear, N
CCW,−1 = NCCW,0 = P , where NCCW,−1 is the number of CCW encirclements
about the point (−1, 0). By the Nyquist Stability Criterion, the feedback system is
asymptotically stable, since N
CCW,−1 = P .
Theorem 7.4. (Large Gain Theorem for LTI MIMO Systems) Consider the nega-
tive feedback interconnection involving the minimum phase transfer matrices G1(s) ∈
Cnu×ny and G2(s) ∈ Cny×nu. The feedback interconnection is asymptotically stable if
1 < ν1ν2 <∞, where ν1 and ν2 are minimum gains of G1(s) and G2(s), respectively.
Proof. It is known from Lemma 3.8 that 1 < νL <∞, where νL = ν1ν2 is a minimum
gain of L(s) = G1(s)G2(s), since 1 < ν1ν2 <∞. The norm of the output of the SISO
transfer function H(s) = y(s)/u(s) = −1 + det(1 + L(s)) is
‖y‖22T =
1
2pi
∞∫
−∞
|H(jω)|2 |uT (jω)|2 dω. (7.1)
The term |H(jω)|2 can be expanded as
|H(jω)|2 = H(−jω)H(jω),
=
(−1 + det(1 + LH(jω))) (−1 + det(1 + L(jω))) ,
= det(1 + LH(jω) + L(jω) + LH(jω)L(jω))
+ 1− det(1 + LH(jω))− det(1 + L(jω)). (7.2)
Using Minkowski’s Inequality for determinants [82], it can be shown that
det(1 + LH(jω) + L(jω) + LH(jω)L(jω)) ≥
det(1 + LH(jω)) + det(1 + L(jω)) + det(LH(jω)L(jω)− 1).
This is substituted into (7.2) to obtain
|H(jω)|2 ≥ 1− det(1 + LH(jω))− det(1 + L(jω))
+ det(1 + LH(jω)) + det(1 + L(jω)) + det(LH(jω)L(jω)− 1),
= 1 + det(LH(jω)L(jω)− 1). (7.3)
Using properties of the determinant, eigenvalues, and singular values it can be shown
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that
det(LH(jω)L(jω)− 1) =
n∏
i=1
λi{LH(jω)L(jω)− 1},
=
n∏
i=1
(
λi{LH(jω)L(jω)} − 1
)
,
=
n∏
i=1
(
σ2i {L(jω)} − 1
)
. (7.4)
Substituting (7.4) into (7.3) yields |H(jω)|2 ≥ 1 +∏ni=1 (σ2i {L(jω)} − 1). Knowing
that σ{L(jω)} > 1, this becomes |H(jω)|2 > 1. Substituting this into (7.1) yields
‖y‖22T ≥ ‖u‖22T , which proves that H(s) = −1 + det(1+L(s)) has a minimum gain of
ν = 1. From Lemma 3.7 and Lemma 3.4 it is concluded that |−1 + det(1 + L(jω))| >
1 and H(s) has no nonminimum phase zeros.
Employing the Principle of the Argument with a contour D that encircles the
entire CHRP, it is known that wno{−1+det(1+L(s))} = η¯ (−1 + det(1 + L(s))). In
order to obtain wno{−1 + det(1+L(s))} = η¯ (L(s)), it is necessary to show that the
poles of −1 + det(1 + L(s)) are identical to the poles of L(s). In order to prove this,
the transfer matrix L(s) is written in terms of a minimal state-space representation as
L(s) = CL (s1− AL)−1 BL+DL, where the poles of L(s) are the roots of det (s1− AL).
Substituting the state-space representation into det(1 + L(s)), knowing that 1 + DL
is invertible due to the well-posedness of the feedback interconnection, and using
determinant identities det(AB) = det(A)det(B) ∀A,B ∈ Rn×n [48, Proposition 2.7.3,
p. 113], det (A−1) = (det(A))−1 [48, Corollary 2.7.4, p. 113], and det(1 + AB) =
det(1 + BA) ∀A ∈ Rn×m, B ∈ Rm×n [48, Fact 2.14.2, p. 144] yields
det(1 + L(s)) = det
(
1 + CL (s1− AL)−1 BL + DL
)
= det(1 + DL)det
(
1 + (1 + DL)−1 CL (s1− AL)−1 BL
)
= det(1 + DL)det
(
s1− AL + BL (1 + DL)−1 CL
)
det
(
(s1− AL)−1
)
=
det(1 + DL)det
(
s1− AL + BL (1 + DL)−1 CL
)
det (s1− AL) . (7.5)
Subtracting 1 from both sides of (7.5) gives
−1+det(1+L(s)) = det(1 + DL)det
(
s1− AL + BL (1 + DL)−1 CL
)− det (s1− AL)
det (s1− AL) .
(7.6)
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The numerator and the denominator of (7.6) are polynomials in s. The poles of
−1 + det(1+L(s)) are the roots of the denominator polynomial det (s1− AL), which
is identical to the characteristic polynomial of L(s). Therefore, the poles of −1 +
det(1+L(s)) are identical to the poles of L(s) and η¯ (−1 + det(1 + L(s))) = η¯ (L(s)).
From this it can be concluded that wno{−1 + det(1 + L(s))} = η¯ (L(s)). Since
|−1 + det(1 + L(jω))| > 1, the Nyquist plot of −1+det(1+L(s)) lies strictly outside
a unit disk centered at the origin, which means that any encirclements of the origin
are also encirclements of the point (−1, 0). This proves that the Nyquist plot of
−1 + det(1 + L(s)) encircles the point (−1, 0) exactly η¯ (L(s)) times in the CCW
direction, and closed-loop asymptotic stability is guaranteed by the MIMO Nyquist
stability criterion.
Remark 7.5. Note that there is no assumption that G1(s) or G2(s) are asymptotically
stable in the statement of Theorem 7.4. However, the assumption that G1(s) and
G2(s) have minimum gains satisfying 1 < ν1ν2 < ∞ implies that both are minimum
phase square systems. If G1(s) and G2(s) are SISO, then it is required that G1(s) and
G2(s) be biproper transfer functions and their respective state-space representations
have nonzero feedthrough term. If G1(s) and G2(s) are MIMO, then their respective
transfer matrices must have D matrices with singular values that are strictly greater
than zero [9].
Theorem 7.6. Consider the negative feedback interconnection of G1(s) ∈ Cny1×nu1
and G2(s) ∈ Cny2×nu2 , the loop transfer matrices L1(s) = G1(s)G2(s) ∈ Cny1×nu2
and L2(s) = G2(s)G1(s) ∈ Cny2×nu1 , and assume that L1(s) and L2(s) contain no
unstable pole-zero cancellations. The feedback interconnection is asymptotically stable
if 1 < νL < ∞, where νL = max(νL1 , νL2), and νL1 and νL2 are minimum gains of
L1(s) and L2(s), respectively.
Proof. The proof of Theorem 7.6 is identical to the proof of Theorem 7.4 without the
use of Lemma 3.8 in the first step of the proof and with L(s) = L1(s) if νL = νL1 or
L(s) = L2(s) if νL = νL2 .
Remark 7.7. In Theorem 7.6 the condition 1 < νL < ∞ implies that L1(s) or L2(s)
is minimum phase. The transfer matrices G1(s) and G2(s) do not necessarily need
to be minimum phase, as the transmission zeros of G1(s) and G2(s) are not neces-
sarily the transmission zeros of L1(s) or L2(s). Additionally, since the minimum gain
condition is placed directly on L1(s) or L2(s), there is no assumption that G1(s) and
G2(s) are square systems. Theorem 7.4 is a special case of Theorem 7.6, where the
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transfer matrices G1(s) and G2(s) each have non-zero minimum gain. Theorem 7.6
is particularly useful in the case where G1(s) has nonminimum phase transmission
zeros and G2(s) has none, or vice-versa.
Theorem 7.8. Consider the negative feedback interconnection of G1(s) ∈ Cny1×nu1
and G2(s) ∈ Cny2×nu2 , and the loop transfer matrix L(s) = G1(s)G2(s) ∈ Cny1×nu2 .
Assume that G1(s)G2(s) and G2(s)G1(s) do not contain any unstable pole-zero can-
cellations and
1 < inf
ω∈R+
max (σ{G1(jω)G2(jω)}, σ{G2(jω)G1(jω)}) <∞. (7.7)
The feedback connection is asymptotically stable if and only if wno{det (L(s))} =
η¯ (L(s)). Assuming det (L(s)) 6= 0, this condition is equivalent to the transmission
zeros of L(s) being minimum phase.
Proof. A singular value inequality is first established for matrices A ∈ Cn×m and
B ∈ Rm×n. Assume without loss of generality that n ≤ m and recall that σ{A+B} ≥
σ{A} − σ{B} [48, Corollary 9.6.9, p. 617]. For any matrix C ∈ Rn×n, det (C) = 0 if
and only if σ{C} = 0. Therefore, it follows that if σ{AB} > 1, then |det (AB± λ1)| ≥
σ{AB} − |λ| > 0, ∀λ ∈ [−1, 1]. This inequality can be slightly refined. Recall that
if n = m, then det (AB± 1) = det (BA± 1), and if n < m, then σ{BA} = 0.
Consequently, |det (AB± 1)| > 0 if max (σ{AB}, σ{BA}) > 1. This singular value
inequality implies that, by the assumption in (7.7), for all ω ∈ R and λ ∈ [−1, 1],
det (L(jω)± λ1) 6= 0. (7.8)
It follows from (7.8) that for all λ ∈ [−1, 1], wno{det (L(s)± 1)} = wno{det (L(s))} =
η¯ (L(s)). If these winding numbers were different, then there would exists λ ∈ [−1, 1]
and ω ∈ R such that det (L(jω)± λ1) = 0, a conclusion made impossible by (7.8).
The result now follows from the Nyquist stability criterion, since asymptotic stabil-
ity of the feedback interconnection is implied if and only if wno{det (L(s)± 1)} =
η¯ (L(s)).
Remark 7.9. Theorem 7.8 is very similar to Theorem 7.6, but is presented in a slightly
different manner to yield necessary and sufficient conditions for asymptotic closed-
loop stability. Due to the necessary and sufficient condition stated in Theorem 7.8, it
directly follows that the feedback interconnection described in Theorem 7.8 is unstable
if and only if wno{det (L(s))} = η¯ (L(s)). It is useful to note that when G1(s) and
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G2(s) are square, the condition that L(s) has only minimum phase transmission zeros
is equivalent to G1(s) and G2(s) having only minimum phase transmission zeros.
Theorem 7.10. Consider the negative feedback interconnection involving the mini-
mum phase square transfer matrices G1(s) ∈ Cny1×nu1 and G2(s) ∈ Cny2×nu2 ,, where
nu1 = nu2 = ny1 = ny2. The feedback interconnection is asymptotically stable for all
G1(s) with minimum gain 0 < ν1 < ∞ if and only if 1 < ν1ν2 < ∞, where ν2 is a
minimum gain of G2(s).
Proof. If G1(s) and G2(s) both are minimum phase, then the loop transfer matrix
L(s) = G1(s)G2(s) will also be minimum phase and wno{det (L(s))} = η¯ (L(s)).
From Theorem 7.8, the feedback interconnection is asymptotically stable if and only
if (7.7). Theorem 7.10 is to be true for all G1(s) with minimum gain 0 < ν1 < ∞,
including G1(s) = ν11. With this particular choice of G1(s) it is shown that (7.7)
becomes
1 < inf
ω∈R+
max (σ{G1(jω)G2(jω)}, σ{G2(jω)G1(jω)})
= inf
ω∈R+
max (σ{ν11G2(jω)}, σ{G2(jω)ν11})
= ν1 inf
ω∈R+
σ{G2(jω)}. (7.9)
Knowing that G2(s) is minimum phase, ν2 ≤ infω∈R+ σ{G2(jω)}, which allows for (7.9)
to be rewritten as
1 < ν1 inf
ω∈R+
σ{G2(jω)} ≤ ν1ν2,
which is the stability condition state in Theorem 7.10.
Remark 7.11. It is interesting to note that Theorems 7.3, 7.4, 7.6, 7.8, and 7.10
all hold for both negative and positive feedback interconnections of G1(s) and G2(s).
This is immediate from the fact that transfer matrices G(s) and −G(s) have the same
minimum gain. Additionally, theses theorems can be satisfied by improper transfer
matrices with nonzero minimum gain. This differs from the Small Gain Theorem,
which can only be satisfied by proper transfer matrices. See [83] for additional details
regarding the closed-loop stability and well posedness of improper transfer matrices.
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7.3.3 Comparison of Large Gain Theorem and Small Gain Theorem
Nyquist Interpretations
It will be shown that the conditions of the Small Gain Theorem imply the stip-
ulations of the MIMO Nyquist stability criterion. This familiar result is presented
because it parallels the novel MIMO Nyquist interpretation of the Large Gain Theo-
rem presented in Section 7.3.2.
Consider the feedback system described in Section 7.3.1 involving the asymp-
totically stable transfer matrices G1(s) ∈ Cny1×nu1 and G2(s) ∈ Cny2×nu2 , whose
maximum gains satisfy 0 < γ1γ2 < 1. This implies that 0 < γL < 1, where
γL = supω∈R+ σ{L(jω)} and L(s) = G1(s)G2(s) It will be shown in the contrapositive,
using a proof adapted from [7], that if the conditions of the Small Gain Theorem hold,
then −1 + det(1 + L(s)) does not encircle the point (−1, 0), and closed-loop asymp-
totic stability is guaranteed by the first form of the MIMO Nyquist stability criterion.
The contrapositive is proven by showing that if the Nyquist plot of −1+det(1+L(s))
does encircle the point (−1, 0), then the maximum gain of L(s) must be greater than
one.
If the Nyquist plot of −1 + det(1+L(s)) does encircle the point (−1, 0), then the
shifted Nyquist plot det(1 + L(s)) does encircle the origin. From this, there must
exist a gain 0 <  ≤ 1 and a frequency ω∗ such that det(1 + L(jω∗)) = 0. This is
equivalent to
∏n
i=1 λi{1 + L(jω∗)} = 0 and
∏n
i=1 (λi{L(jω∗)}+ 1) = 0. For at least
one eigenvalue λi, the equality λi{L(jω∗)} = −1 must hold. Taking the absolute
value of both sides of this leads to
|| |λi{L(jω∗)}| = 1. (7.10)
Since 0 <  ≤ 1, (7.10) implies that 1 ≤ |λi{L(jω∗)}| ≤ supω∈R+ σ{L(jω)} = γL,
which gives the desired result of 1 ≤ γL. From this it can be concluded that the
condition of the Small Gain Theorem, 0 < γL < 1, can only hold if those of the
MIMO Nyquist stability criterion also hold.
When satisfying the Small Gain Theorem, the Nyquist plot of −1 + det(1+L(s))
must lie within a unit disk centered at the origin in the Small Gain Theorem, as
pictured in Figure 7.1a. When satisfying the Large Gain Theorem, as stated in
Theorem 7.4, 7.6, 7.8, or 7.10, the Nyquist plot of −1+det(1+L(s)) must lie outside a
unit disk centered at the origin in the Large Gain Theorem, as shown in in Figure 7.1b.
This highlights the complementary nature of the Large Gain Theorem and the Small
Gain Theorem. Moreover, the Small Gain Theorem cannot account for an unstable
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Figure 7.1: Plots of the regions (shaded pink) that the Nyquist plot of −1 + det(1 +
L(s)) cannot lie based on the conditions set forth in the (a) Small Gain Theorem and
(b) Large Gain Theorem. Example Nyquist plots of −1 + det(1 + L(s)) that satisfy
these theorems are illustrated in blue. Note that the Nyquist plot of −1+det(1+L(s))
in (b) could also lie to the right or the left of the unit disk, and does not necessarily
encircle the point (−1, 0).
L(s) and the Large Gain Theorem cannot account for a nonminimum phase L(s). It
can also be shown that if L(s) has minimum gain satisfying 1 < νL < ∞, then the
Nyquist plot of det(L(s)) will be strictly outside a unit disk centered at the origin,
as a consequence of σn{A} ≤ |det(A)| for A ∈ Cn×n [48, p. 356]. . Similarly, if
L(s) has maximum gain satisfying 0 < γL < 1, then the Nyquist plot of det(L(s))
will be strictly inside a unit disk centered at the origin, since |det(A)| ≤ σn{A} for
A ∈ Cn×n [48, p. 356].
7.4 Numerical Examples
Numerical examples are provided in this section that demonstrate the use of the
theorems presented in Section 7.3, including a simple example illustrating the use of
the Large Gain Theorem for robust stabilization.
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Figure 7.2: (a) Plots of the minimum singular value of G1(s) and G2(s) ver-
sus frequency with k = 1 in Example 7.12. Black dashed lines represent ν∗ =
infω∈R+ σ{G(jω)} of each system. (b) Nyquist plots of −1 + det(1+L(s)) for Exam-
ple 7.12 with k = 1. The Nyquist plots are generated on a logarithmic scale, where
the gridlines are red, except for the 0 dB gridline, which is a black dashed line [84].
The point (−1, 0) is labeled by a black circular marker.
7.4.1 Large Gain Theorem with LTI MIMO Systems
Example 7.12. Consider the MIMO transfer matrices
G1(s) = k
[
2s+5
s−1 1
−1 4s+3
s−1
]
, (7.11)
G2(s) =
[
2s2+15s+4
s2+2s+2
− s+1
s+2
7s−3
s+1
3s2+10s+2
s2+3s+1
]
, (7.12)
where k = 1. Plots of the minimum singular values of G1(s) and G2(s) are shown in
Figure 7.2a. It can be seen in Figure 7.2a that G1(s) has a least conservative minimum
gain of ν∗1 = 2.16, while G2(s) has a least conservative minimum gain of ν∗2 = 0.61.
Note that the Minimum Gain Lemma (Lemma 3.9) can be used to numerically solve
for ν∗1 and ν
∗
2 .
Consider the loop transfer matrices L1(s) = G1(s)G2(s) and L2(s) = G2(s)G1(s).
The feedback system shown in Figure 6.1, with G1 replaced by G1(s) and G2 replaced
by G2(s), is asymptotically stable by Theorem 7.4, since 1 < ν∗1ν∗2 <∞, with a lower
gain margin of 2.38 dB. Asymptotic stability of the feedback interconnection is also
guaranteed by Theorem 7.6, since L1(s) and L2(s) have least conservative minimum
84
10-2 10-1 100 101 102
ω (rad/s)
0
1
2
3
σ
{G
(j
ω
)}
G1(s)
G2(s)
(a)
-120
-60
0 dB
+60
Im
Re
(b)
Figure 7.3: (a) Plots of the minimum singular value of G1(s) and G2(s) versus
frequency with k = 0.45 in Example 7.13. Black dashed lines represent ν∗ =
infω∈R+ σ{G(jω)} of each system. (b) Nyquist plots of −1 + det(1+L(s)) for Exam-
ple 7.13 with k = 0.45. The Nyquist plots are generated on a logarithmic scale, where
the gridlines are red, except for the 0 dB gridline, which is a black dashed line [84].
The point (−1, 0) is labeled by a black circular marker.
gains of ν∗L1 = 2.47 and ν
∗
L2
= 2.14, respectively, and νL = 2.47. Using Theorem 7.6
or Theorem 7.8, the feedback system has a lower gain margin of 7.85 dB. The open-
loop transfer matrices L1(s) and L2(s) have one CRHP pole and their Nyquist plot,
shown in Figure 7.2b, has one CCW encirclement of (−1, 0). Closed-loop asymptotic
stability is guaranteed by the MIMO Nyquist stability criterion, since the number
of CCW encirclements of the point (−1, 0) is equal to η¯ (L1(s)) = η¯ (L2(s)). In
this example, closed-loop input-output stability is not guaranteed by the Small Gain
Theorem, since G1(s) is unstable. This highlights the usefulness of the Large Gain
Theorem in assessing closed-loop stability when the open-loop system is unstable or
has a large H∞ norm.
Example 7.13. Consider the MIMO transfer matrices in (7.11) and (7.12), where
k = 0.45. Plots of the minimum singular values of G1(s) and G2(s) are shown
in Figure 7.3a. It can be seen in Figure 7.3a that G1(s) has a least conservative
minimum gain of ν∗1 = 0.97, while G2(s) has a least conservative minimum gain of
ν∗2 = 0.61.
The feedback system shown in Figure 6.1, with G1 replaced by G1(s) and G2
replaced by G2(s), cannot be proven asymptotically stable by Theorem 7.4, since
ν∗1ν
∗
2 = 0.59. The loop transfer matrices L1(s) and L2(s) have least conservative
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minimum gains of ν∗L1 = 1.11 and ν
∗
L2
= 0.97, respectively, yielding νL = 1.11. From
this, it can be concluded using Theorem 7.6 that the closed-loop system is asymp-
totically stable with a lower gain margin of 0.92 dB. This highlights the importance
of using νL = max(ν
∗
L1
, ν∗L2) rather than ν
∗
L1
or ν∗L2 individually, as no assessment of
stability can be made using Theorem 7.6 solely using minimum gain of L2(s). Closed-
loop asymptotic stability with a lower gain margin of 0.92 dB is also concluded from
Theorem 7.8. Both open-loop transfer matrices L1(s) and L2(s) have two CRHP
poles and their Nyquist plot, shown in Figure 7.3b, have two CCW encirclements of
(−1, 0). Closed-loop asymptotic stability is guaranteed by the MIMO Nyquist stabil-
ity criterion, since the number of CCW encirclements of the point (−1, 0) is equal to
η¯ (L1(s)) = η¯ (L2(s)).
Example 7.14. Consider the MIMO transfer matrices
G3(s) =
[
s−1
s+5
1
]
, G4(s) =
[
1
s+7
s+5
]
,
where
L3(s) = G3(s)G4(s) =
2s+ 6
s+ 5
, L4(s) = G4(s)G3(s) =
[
s−1
s+5
1
s2+6s−7
s2+10s+25
s+7
s+5
]
.
The minimum gains of G3(s) and L4(s) are ν3 = νL4 = 0, and the least conservative
minimum gains of G4(s) and L3(s) are ν∗4 = 7/5 and ν∗L3 = 6/5, respectively. The
feedback system shown in Figure 6.1, with G1 replaced by G3(s) and G2 replaced
by G4(s), is not proven to be asymptotically stable by Theorem 7.4, since ν3 =
0. However, asymptotic stability of the feedback interconnection is guaranteed by
Theorem 7.6 and Theorem 7.8, since 1 < νL < ∞ with νL = ν∗L3 = 6/5 and L3(s)
has only a minimum phase zero. The feedback system has a lower gain margin of
1.58 dB. This example illustrates the benefit of examining the minimum gain of L3(s)
in Theorem 7.6 and Theorem 7.8, rather than using the minimum gain of G3(s) and
G4(s) separately with Theorem 7.4.
7.4.2 Robust Stabilization Example
Example 7.15. Consider the robust stabilization of the uncertain LTI SISO system
Gp(s) =
y(s)
u(s)
=
δs2 + (1 + δ + δb)s+ (δ − 1)b
(s+ 1)(s− b) ,
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yo(s)
G(s)
d(s)
−
∆(s)
kp
Gp(s)
n(s)
q(s) p(s)
Figure 7.4: Block diagram of the system considered in the robust control Exam-
ple 7.15.
where 1 < |δ| < ∞ and 0 < b < ∞. The system can be described by the nominal
model G(s) = 1
s+1
and the uncertainty block ∆(s) = δ s+b
s−b , where 1 < |∆(s)| < ∞
(1 < ν∆ < ∞) and Gp(s) = G(s) + ∆(s). A proportional controller of the form
u(s) = −kpy(s), where 0 < kp < ∞, is designed to robustly stabilize the unstable
open-loop system. A block diagram of the system architecture is shown in Figure 7.4.
In this example, the exogenous signals are wT(s) =
[
d(s) n(s)
]
and the performance
signal is z(s) = yo(s). Although more sophisticated controllers could be considered,
a proportional controller is chosen for simplicity.
Combining the feedback controller with the nominal plant model yields the block
diagrams in Figure 7.5. The resulting nominal closed-loop transfer function from
p(s) to q(s) is G
CLqp
(s) = −kp s+1s+1+kp , which can be shown to have minimum gain
1 < ν
CLqp
<∞ if 1 < kp <∞. Robust stabilization is guaranteed by the Large Gain
Theorem, as 1 < ν∆νCLqp <∞. The Nyquist plot of L(s) = GCLqp(s)∆(s) is presented
in Figure 7.6 for kp = 2, δ = 1.1, and k = 5 rad/s. The Nyquist plot of L(s) satisfies
the Nyquist stability criterion by encircling the point (−1, 0) exactly η¯ (L(s)) = 1
times in the CCW direction. It can be shown that the nominal closed-loop transfer
functions from the exogenous inputs d(s) and n(s) to the output yo(s) are given
by G
CLyod
(s) = 1
s+1+kp
and G
CLyon
(s) = kp
s+1+kp
, respectively. Both G
CLyod
(s) and
G
CLyon
(s) are strictly proper, which means they have zero minimum gain, underlining
the fact that there is no minimum gain constraint on the performance channel.
This example provided a simple demonstration of the use of the Large Gain The-
orem for robust stabilization. An in-depth treatment of robust stabilization with
the Large Gain Theorem is found in Chapter 8, which also discusses the use of the
Large Gain Theorem for nominal performance and robust performance problems. The
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∆(s)
G
CL
(s)
p(s)q(s)
d(s)
n(s)
y0(s)
(a)
∆(s)
[
G
CLqp
(s) G
CLqd
(s) G
CLqn
(s)
G
CLy0p
(s) G
CLy0d
(s) G
CLy0n
(s)
]
p(s)q(s)
d(s)
n(s)
y0(s)
(b)
Figure 7.5: Block diagrams used in Example 7.15 of (a) the nominal closed-loop
system in a feedback interconnection with the uncertainty ∆(s) and (b) the nominal
closed-loop system in a feedback interconnection with the uncertainty ∆(s), where
the contents of the transfer matrix G
CL
(s) have been expanded.
synthesis of feedback controllers for robust stabilization, nominal performance, and
robust performance with the Large Gain Theorem is the topic of Chapter 9.
7.5 Closing Remarks
This chapter presented an overview of the Large Gain Theorem, including LTI
stability theorems with proofs using the familiar Nyquist stability criterion, a Nyquist
comparison to the Small Gain Theorem, and numerical examples. It was shown that
the MIMO Nyquist plot of an LTI system satisfying the Large Gain Theorem lies
strictly outside a circle of unit radius centered at the origin and is guaranteed to
make the correct number of encirclements of the point (−1, 0) due to the fact that
the loop transfer matrix is minimum phase.
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Figure 7.6: Nyquist plot of the transfer function L(s) = G
CLqp
(s)∆(s) in Exam-
ple 7.15, where kp = 2, δ = 1.1 and b = 5 rad/s. Notice that the Nyquist plot
encircles the point (−1, 0) once in the CCW direction, which corresponds to the
number of CRHP poles of L(s). The Nyquist plots are generated on a logarithmic
scale, where the gridlines are red, except for the 0 dB gridline, which is a black dashed
line [84]. The point (−1, 0) is labeled by a black circular marker.
89
Chapter 8
Robust Control with the Large
Gain Theorem
8.1 Introduction
The presence of plant uncertainty is an unavoidable issue that must be considered
in the design of robust feedback controllers. Mathematical models never perfectly
capture the dynamics of a given system, which leads to inevitable plant uncertainty.
Controllers must be designed with this uncertainty in mind in order to guarantee the
robust stability and/or robust performance of the closed-loop system. An array of
stability theorems and robust control techniques are available to design robust con-
trollers, and the choice of a suitable technique will depend heavily on the nature of the
uncertainty being considered. For example, if the gain of the uncertainty model has a
sufficiently small upper bound, then the Small Gain Theorem and robust H∞ control
will most likely yield satisfactory results [39, 49, 85, 86]. Other classes of uncertainty,
such as polytopic [87–90] or polynomial [91, 92] uncertainty have robust controller
synthesis methods specifically tailored for them. One particular class of uncertainty
that lacks a suitable robust control technique, is the case where the uncertainty model
has a nonzero lower bound on its gain and possibly a very large upper bound on its
gain. For this class of uncertainty, robust controllers designed using the Small Gain
Theorem may be overly conservative. Moreover, if the uncertainty model is itself
unstable, then the Small Gain Theorem is not applicable at all. This issue can some-
times be overcome by reformulating the problem with a modification or conversion of
the uncertainty model into an alternative form [85, pp. 51–81], [86, p. 315], but this
may lead to complications or a loss of physical meaning.
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The Large Gain Theorem, introduced in [8] and extended in [9], is an input-output
stability theorem that can directly accommodate a feedback interconnection involving
unstable systems using the notion of minimum gain. The implications of this theorem
include the ability to design robust controllers for systems that previously led to un-
necessary conservatism when robustly stabilized, could not be robustly stabilized, or
required significant manipulation and reformulation in order to realize robust stabi-
lization. The Large Gain Theorem and the Small Gain Theorem provide guarantees of
robust input-output stability using different information about the uncertainty, which
in some situations allows for controllers designed with the Large Gain Theorem to
outperform controllers designed with the Small Gain Theorem. Preliminary robust
feedforward controller designs using the Large Gain Theorem are found in [11, 12] for
specific classes of nonlinear systems.
This chapter presents the framework in which the Large Gain Theorem can be
used for the robust control of systems whose uncertainty has nonzero minimum gain,
specifically to solve robust stabilization, nominal performance, and robust perfor-
mance problems. In particular, it shown that a robust stability problem posed using
the Large Gain Theorem is equivalent to a robust stabilization problem using the
Small Gain Theorem, the notion of nominal performance when the uncertainty has
nonzero minimum gain is introduced, and a novel concept of robust performance is
defined when using the Large Gain Theorem. A structured singular value for robust
stabilization with structured uncertainty that has nonzero minimum gain is discussed
as well. The novelty of performing robust control with the Large Gain Theorem lies
in the fact that it can robustly stabilize systems subject to uncertainty that has large
gain and may even be itself unstable. This is not an entirely new concept, as topo-
logical results do exist in the literature that can be exploited to design controllers
that robustly stabilize systems with unstable uncertainty [83, 93–95]. However, the
robust control framework presented in this chapter accomplishes this using a more
systematic approach that directly parallels H∞ control and the Small Gain Theorem.
The remaining sections of this chapter proceed as follows. Section 8.2 presents
the notion of robust stabilization using the Large Gain Theorem and how it is equiv-
alent to robust stabilization using the Small Gain Theorem. The nominal perfor-
mance problem within a Large Gain Theorem framework is included in Section 8.3.
Section 8.4 introduces a new type of robust performance based on the Large Gain
Theorem, while summarizing remarks are given in Section 8.5.
91
∆G
pq
Gc
y u
Figure 8.1: Feedback interconnection involving the nominal plant G, the controller
Gc, and the uncertainty ∆.
8.2 Robust Stabilization
Consider the block diagram in Figure 8.1, which involves feedback interconnec-
tions of a nominal plant G : L2e → L2e, an uncertainty block ∆ : L2e → L2e, and
a controller Gc : L2e → L2e. The objective of robust stabilization is to design a
controller Gc such that the closed-loop system is input-output stable for all ∆ ∈ Su,
where Su is the set of all possible uncertainties. In this chapter, either the Small
Gain Theorem or the Large Gain Theorem is used to guarantee robust input-output
stability, which restricts the set of uncertainty considered to
Su : {∆ : L2e → L2e | ‖∆‖∞ ≤ γ∆, γ∆ ∈ R>0},
or
Su : {∆ : L2e → L2e | ∆ has minimum gain ν∆, ν∆ ∈ R>0}.
In order to invoke either the Small Gain Theorem or Large Gain Theorem, it is
convenient to combine the nominal plant with the controller to yield G
CLqp
: L2e →
L2e, as shown in the block diagram of Figure 8.2.
It is often the case that the nominal plant and the controller are LTI systems.
In this situation, the nominal plant G : L2e → L2e is represented by a minimal
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∆G
CLqp
pq
Figure 8.2: Feedback interconnection involving the nominal closed-loop system G
CLqp
and the uncertainty ∆.
state-space realization
x˙(t) = Ax(t) + B2u(t) + B3p(t), (8.1)
y(t) = C2x(t) + D22u(t) + D23p(t), (8.2)
q(t) = C3x(t) + D32u(t) + D33p(t), (8.3)
and the controller Gc : L2e → L2e is represented by a minimal state-space realization
x˙c(t) = Acxc(t) + Bcuc(t),
yc(t) = Ccxc(t) + Dcuc(t).
The nominal closed-loop system G
CLqp
: L2e → L2e is then represented by a state-
space realization
x˙
CL
(t) = A
CL
x
CL
(t) + B
CL3
p(t),
q(t) = C
CL3
x
CL
(t) + D
CL33
p(t),
where xT
CL
(t) =
[
xT(t) xTc (t)
]
,
A
CL
=
[
A + B2DcD˜
−1C2 B2
(
1 + DcD˜
−1D22
)
Cc
BcD˜
−1C2 Ac + BcD˜
−1D22Cc
]
, (8.4)
B
CL3
=
[
B3 + B2DcD˜
−1D23
BcD˜
−1D23
]
, (8.5)
C
CL3
=
[
C3 + D32DcD˜
−1C2 D32
(
1 + DcD˜
−1D22
)
Cc
]
, (8.6)
D
CL33
= D33 + D32DcD˜
−1D23, (8.7)
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and D˜ = 1−D22Dc. For the case when D22 = 0, the closed-loop state-space matrices
simplify to
A
CL
=
[
A + B2DcC2 B2Cc
BcC2 Ac
]
,
B
CL3
=
[
B3 + B2DcD23
BcD23
]
,
C
CL3
=
[
C3 + D32DcC2 D32Cc
]
,
D
CL33
= D33 + D32DcD23.
The closed-loop transfer matrix from p(s) to q(s) is G
CLqp
(s) = C
CL3
(s1− A
CL
)B
CL3
+
D
CL33
, which is the transfer matrix of interest when performing robust stabilization.
The following sections present the conditions for robust stabilization using the
Small Gain Theorem and the Large Gain Theorem, as well as the equivalence between
the two stability results.
8.2.1 Robust Stabilization with the Small Gain Theorem and the Struc-
tured Singular Value
Assume that the uncertainty ∆ has gain that is upper bounded by 0 < γ∆ <∞.
In this case, robust input-output stability of the closed-loop system is guaranteed by
the Small Gain Theorem provided that an upper bound on the gain of G
CLqp
, given
by γ
CLqp
, satisfies 0 < γ∆γCLqp < 1. When the nominal plant and the controller are
LTI systems, this is equivalent to the H∞ norm of GCLqp(s), given by γCLqp , satisfying
0 < γ∆γCLqp < 1. An H∞ robust LTI controller can be synthesized using a number
of state-space techniques [49, 96, 97] to satisfy the Small Gain Theorem and robustly
stabilize the closed-loop system.
The Small Gain Theorem is well-suited for unstructured uncertainty, which is
uncertainty that may be a fully populated matrix when ∆ is MIMO. However, when
∆ has a block-diagonal structure, the Small Gain Theorem is a conservative robust
input-output stability condition, which may artificially limit the set of uncertainty
for which the closed-loop system is robustly input-output stable or yield an incorrect
conclusion that the closed-loop system is not robustly input-output stable. When
the uncertainty block has structure and is represented by a complex diagonal matrix
∆s(s), the structured singular value [98–100] can be used to obtain a non-conservative
robust stability condition.
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The concept of the structured singular value is a generalization of the Small Gain
Theorem robust stability condition for an LTI G
CLqp
(s) and complex unstructured
∆(s), which states that assuming G
CLqp
(s) and ∆(s) are asymptotically stable trans-
fer matrices, the closed-loop system is asymptotically stable for all ∆(s) satisfying
‖∆‖∞ ≤ γ∆ if and only if σ{GCLqp(jω)} < 1/γ∆, ∀ω ∈ R [7, p. 303]. To quantify
the smallest destabilizing structured complex ∆s(s), the structured singular value of
the transfer matrix M(s) with respect to the structured complex perturbation ∆s(s),
evaluated at s0 ∈ C is defined as
µ∆s{M(s0)} = [min{σ{∆s(s0)} : det (1−M(s0)∆s(s0)) = 0,∆s(s0) structured}]−1.
A generalized Small Gain Theorem using the structured singular value states that
assuming G
CLqp
(s) and ∆s(s) are asymptotically stable transfer matrices, the closed-
loop system is asymptotically stable for all ∆s(s) satisfying ‖∆s‖∞ ≤ γ∆ if and only
if µ∆s{GCLqp(jω)} < 1/γ∆, ∀ω ∈ R [7, p. 314]. This stability condition can be used to
synthesize robust controllers with little conservatism using a synthesis method known
as DK-iteration or µ-synthesis [101, 102].
8.2.2 Robust Stabilization with the Large Gain Theorem and the Struc-
tured Minimum Singular Value
Assume that the uncertainty ∆ is square and has gain that is lower bounded by
0 < ν∆ < ∞. In this case, robust input-output stability of the closed-loop system is
guaranteed by the Large Gain Theorem provided that a minimum gain of G
CLqp
, given
by ν
CLqp
, satisfies 1 < ν∆νCLqp < ∞. When the nominal plant and the controller are
LTI systems, this is equivalent to a minimum gain of G
CLqp
(s), given by ν
CLqp
, satisfy-
ing 1 < ν∆νCLqp <∞. The synthesis of a robustly stabilizing LTI controller using the
Large Gain Theorem is presented in Section 9.4.1 of Chapter 9. The requirement that
∆ be square comes from the need for ∆ and G
CLqp
to both have nonzero minimum
gain. A system whose output has dimension greater than the dimension of its input
has a minimum gain of zero, so in order to prevent this case and for ∆ and G
CLqp
to have compatible dimensions it is required that they be square. Additionally, in
order for the transfer matrix G
CLqp
(s) to have nonzero minimum gain that potentially
satisfies 1 < ν∆νCLqp <∞ it is required that DCL33 be invertible.
Theorem 8.1. Assuming that ∆ and D
CL33
are square and invertible, robust stabi-
lization using the Large Gain Theorem is equivalent to robust stabilization using the
Small Gain Theorem with uncertainty of ∆¯ = ∆−1 and a nominal closed-loop system
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∆¯G¯
CLpq
qp
Figure 8.3: Feedback interconnection involving the inverted nominal closed-loop sys-
tem G¯
CLpq
= G−1
CLqp
and the uncertainty ∆¯ = ∆−1.
G¯
CLpq
= G−1
CLqp
, as shown in Figure 8.3. The inverted system G¯
CLpq
has a state-space
realization
x˙
CL
(t) = A¯
CL
x
CL
(t) + B¯
CL3
q(t),
p(t) = C¯
CL3
x
CL
(t) + D¯
CL33
q(t),
where
A¯
CL
= A
CL
− B
CL3
D−1
CL33
C
CL3
,
B¯
CL3
= B
CL3
D−1
CL33
,
C¯
CL3
= −D−1
CL33
C
CL3
,
D¯
CL33
= D−1
CL33
.
Proof. The uncertainty is inverted to obtain q = ∆¯p. This changes the plant’s
robustness input channel to q and the robustness output channel to p. The system
G
CLpq
is inverted using Lemma 2.38 to obtain p = G¯
CLpq
q. From Lemma 3.3, it is
known that the H∞ norm of ∆¯ is γ∆¯ = ν∗−1∆ and the H∞ norm of G¯CLpq is γCLp¯q =
ν∗
−1
CLqp
, where ν∗∆ and ν
∗
CLqp
are the least conservative minimum gains of ∆ and G
CLqp
,
respectively. If the original feedback interconnection of ∆ and G
CLqp
satisfies the
Large Gain Theorem with 1 < ν∗∆ν
∗
CLqp
< ∞, then equivalently 1 < γ−1
∆¯
γ−1
CLp¯q
< ∞.
Inverting this expression yields 0 < γ∆¯γCLp¯q < 1, which is the input-output robust
stability condition of the Small Gain Theorem involving the feedback interconnection
of ∆¯ and G¯
CLpq
. It can be analogously proven that if the feedback interconnection of
∆ and G
CLqp
satisfies the Small Gain Theorem then the feedback interconnection of
∆¯ and G¯
CLpq
satisfies the Large Gain Theorem.
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Remark 8.2. The system inversion detailed in Theorem 8.1 can be performed prior
to controller synthesis. Inverting the open-loop state-space equations in (8.1), (8.2),
and (8.3) gives
x˙(t) =
(
A− B3D−133 C3
)
x(t) +
(
B2 − B3D−133 D32
)
u(t) + B3D−133 q(t), (8.8)
y(t) =
(
C2 − D23D−133 C3
)
x(t) +
(
D22 − D23D−133 D32
)
u(t) + D23D−133 q(t), (8.9)
p(t) = −D−133 C3x(t)− D−133 D32u(t) + D−133 q(t), (8.10)
The state-space equations in (8.8), (8.9), and (8.10) can be used to convert between
robust controller synthesis using the Large Gain Theorem and the Small Gain The-
orem. It is interesting to note that even if D22 = 0, the inverted open-loop system
may have a nonzero feedthrough matrix from u(s) to y(s), as shown in (8.9).
Remark 8.3. A controller synthesized such that the feedback interconnection of ∆
and G
CLqp
satisfies the Small Gain Theorem will also ensure that the feedback inter-
connection of ∆¯ and G¯
CLpq
satisfies the Large Gain Theorem provided ∆ and G
CLqp
are square and invertible, or vice versa. This is because the inversion of the robust-
ness feedback interconnection does not change the definitions of the control input or
measurement output channels.
Remark 8.4. As stated in Theorem 8.1, the equivalence between robust stabilization
with the Small Gain Theorem and the Large Gain Theorem requires that D
CL33
be
invertible. It is very possible that D
CL33
not be invertible, for example, if D33 is non-
invertible and D32 = 0, D23 = 0, or Dc = 0, then DCL33 will not be invertible. When
this case arises, it is still possible to convert a robust stabilization problem with
the Small Gain Theorem into a robust stabilization problem with the Large Gain
Theorem with the aid of a loop transformation [40, pp. 174–177]. Consider the case
when D33 = 0, D32 = 0, D23 = 0, or Dc = 0, which results in DCL33 = D33 = 0. A new
invertible feedthrough term Dˆ33 can be added with a loop transformation, as shown in
Figure 8.4, such that qˆ(t) = q(t)+Dˆ33p(t) = CCL3xCL(t)+Dˆ33p(t) and the uncertainty
block is redefined as ∆ˆ = ∆ ·
(
1 + Dˆ33 ·∆
)−1
, which leads to p = ∆ˆqˆ. The upper
bound on the gain of ∆ˆ will most likely be different than the upper bound on the
gain of ∆, but this difference can be minimized by choosing a small, yet invertible
Dˆ33. The system can now be inverted to obtain an equivalent robust stabilization
problem with the Large Gain Theorem.
As discussed in Section 8.2.1, the robust input-output stability condition of the
Small Gain Theorem is conservative when ∆ has a block-diagonal structure. The
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Figure 8.4: Feedback interconnection involving the nominal closed-loop system Gˆ
CLqp
and the uncertainty ∆ˆ, where a loop transformation with Dˆ33 has been performed.
same concept applies when using the Large Gain Theorem for robust stability with a
structured∆ that has nonzero minimum gain. In order to eliminate this conservatism,
a new structured singular value suitable for structured ∆ with nonzero minimum gain
is to be defined. To this end, the structured minimum singular value, µ, is defined
for LTI systems subject to complex structured uncertainty as follows.
Definition 8.5 (Structured Minimum Singular Value). The structured minimum
singular value of the transfer matrix M(s) with respect to the structured complex
perturbation ∆s(s), evaluated at s0 ∈ C is defined as
µ
∆s
{M(s0)} = [max{σ{∆s(s0)} : det (1−M(s0)∆s(s0)) = 0,∆s(s0) structured}]−1,
which is a measure of the largest destabilizing structured uncertainty.
This definition leads to a non-conservative robust stability condition for structured
uncertainty with nonzero minimum gain.
Theorem 8.6 (Robust Stability with Minimum Gain Structured Uncertainty). As-
sume that the transfer matrix G
CLqp
(s) is minimum phase. The closed-loop system
is asymptotically stable for all ∆s with minimum gain 0 < ν∆s < ∞ if and only if
1/ν∆s < µ∆s
{G
CLqp
(jω)}, ∀ω ∈ R.
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Proof. Since G
CLqp
(s) and ∆s(s) are square minimum phase transfer matrices, it is
known that G
CLqp
(s)∆s(s) is minimum phase and the Nyquist plot of −1 + det(1 −
G
CLqp
(s)∆s(s)) will circle the origin exactly η¯(GCLqp(s)∆s(s)) times and the Nyquist
plot of det(1 − G
CLqp
(s)∆s(s)) will circle the point (1, 0) exactly η¯(GCLqp(s)∆s(s))
times. If 1/ν∆s < µ∆s
{G
CLqp
(jω)} for all frequencies, then det(1−G
CLqp
(s)∆s(s)) = 0
for ∆s with minimum gain less than ν∆s and the Nyquist plot encircles the origin ex-
actly η¯(G
CLqp
(s)∆s(s)) times for all ∆s with minimum ν∆s . This satisfies the Nyquist
stability criterion and guarantees asymptotic stability of the closed-loop system.
Although the concept of the structured minimum singular value and robust sta-
bility using the structured minimum singular value are presented in this chapter, the
properties of µ and details related to the calculation of µ are not formally developed.
As such, the robust controller synthesis methods presented in Chapter 9 are based
on the Large Gain Theorem, even in the presence of structured uncertainty. Further
work is required to make the structured minimum singular value a practical tool for
analysis and controller synthesis.
Remark 8.7. The conditions placed on∆ when directly using the Large Gain Theorem
to guarantee robust input-output stability are significantly different than those placed
on ∆ when using other stability theorems, such as the Small Gain Theorem. In
particular, the nonzero minimum gain constraint on ∆ ensures that the nominal plant
never fully captures the uncertain plant. Although this concept is very different from
existing robust control formulations, it does have practical benefits. For example, an
accurate model of the plant may have properties that make it difficult to design a
robustly stabilizing controller (e.g., nonmininum phase zeros, nonlinearities, unstable
modes, etc.). In this cases, the undesirable properties may be lumped into ∆, thereby
purposely perturbing the plant model in order to obtain a nominal model that is easier
to use for robust controller synthesis. Another use of ∆ with nonzero minimum gain
is that it can directly accommodate parametric uncertainty with a single-sided bound
(i.e., νδ < δ <∞ or −∞ < δ < −νδ).
It is worth noting that ∆ cannot represent a time delay when using the Large
Gain Theorem for robust stability, and therefore does not satisfy the conditions of w-
stability [103, 104]. The intuition behind this is the fact that a linear approximation
of a time delay is nonminimum phase, and therefore has a minimum gain of zero.
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Figure 8.5: Feedback interconnection involving the nominal plant G, the controller
Gc, and the uncertainty ∆, with the exogenous input signal w and the performance
output signal z.
8.3 Nominal Performance
When solely performing robust stabilization, there is no measure of closed-loop
performance. One method to characterize closed-loop performance is by the nominal
performance of the closed-loop system without any uncertainty. To this end, consider
a performance output signal of the plant, z(t), and an exogenous input signal, w(t),
as shown in Figure 8.5. When the nominal plant is an LTI system, it has a minimal
state-space realization
x˙(t) = Ax(t) + B1w(t) + B2u(t) + B3p(t), (8.11)
z(t) = C1x(t) + D11w(t) + D12u(t) + D13p(t), (8.12)
y(t) = C2x(t) + D21w(t) + D22u(t) + D23p(t), (8.13)
q(t) = C3x(t) + D31w(t) + D32u(t) + D33p(t). (8.14)
Combining the nominal plant and the controller yields G
CL
: L2e → L2e, as shown
in Figure 8.6. A typical statement of nominal performance when ∆ has gain upper
bounded by 0 < γ∆ < ∞ is that ‖GCLzw‖∞ < γP when ∆ is zero, where GCLzw is
the mapping from w(t) to z(t). When the nominal plant and the controller are LTI
systems, the uncertain system is described by the block diagram in Figure 8.7 and
100
∆wG
CL
pq
z
Figure 8.6: Feedback interconnection involving the nominal closed-loop system G
CL
and the uncertainty∆, with the exogenous input signal w and the performance output
signal z.
the nominal closed-loop system G
CL
has a state-space realization
x˙
CL
(t) = A
CL
x
CL
(t) + B
CL1
w(t) + B
CL3
p(t), (8.15)
z(t) = C
CL1
x
CL
(t) + D
CL11
w(t) + D
CL13
p(t), (8.16)
q(t) = C
CL3
x
CL
(t) + D
CL31
w(t) + D
CL33
p(t), (8.17)
where C
CL1
=
[
C1 + D12D˜
−1DcC2 D12D˜
−1Cc
]
, D
CL11
= D11 + D12D˜
−1DcD21, DCL13 =
D13 + D12D˜
−1DcD23, DCL31 = D31 + D32D˜
−1DcD21,
B
CL1
=
[
B1 + B2D˜
−1DcD21
Bc
(
1 + D22D˜
−1Dc
)
D21
]
,
and x
CL
(t), A
CL
, B
CL3
, C
CL3
, D
CL33
, and D˜ are defined in Section 8.2. For the case
with D22 = 0, the state-space matrices simplify to CCL1 =
[
C1 + D12DcC2 D12Cc
]
,
D
CL11
= D11 + D12DcD21, DCL13 = D13 + D12DcD23, DCL31 = D31 + D32DcD21, and
B
CL1
=
[
B1 + B2DcD21
BcD21
]
.
When the uncertainty is zero, the closed-loop transfer matrix from w(s) to z(s)
is given by G
CLzw
(s) = C
CL1
(s1− A
CL
)−1 B
CL1
+D
CL11
, which is typically the transfer
matrix considered for nominal performance.
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Figure 8.7: Feedback interconnection involving the LTI nominal closed-loop system
G
CL
and the uncertainty ∆, with the exogenous input signal w and the performance
output signal z.
8.3.1 Nominal Performance with the Small Gain Theorem
Assume that the uncertainty ∆ has gain that is upper bounded by 0 < γ∆ <∞.
In this case, nominal performance is achieved if ‖G
CLzw
‖∞ < γP , where 0 < γP is a
specified target performance. This is simply an H∞ control problem, for which there
are many controller synthesis methods [49, 96, 97]. If it is desired to minimize the
H∞ norm of GCLzw , this becomes an H∞-optimal control problem. In the case where
the plant and controller are LTI systems, it is the H∞ norm of the transfer matrix
G
CLzw
(s) = C
CL1
(s1− A
CL
)−1 B
CL1
+ D
CL11
that is of interest.
8.3.2 Nominal Performance with the Large Gain Theorem
A particularity of the case when ∆ has nonzero minimum gain, is that the un-
certainty is never zero and G
CLzw
does not represent the nominal closed-loop system,
as the uncertain system will never be identical to G
CLzw
. As such, a robust control
problem with this type of uncertainty, which is directly suitable for robust stabiliza-
tion using the Large Gain Theorem, will lead to a nominal performance problem that
is slightly different from that obtained in Section 8.3.1. It is shown in the following
theorem for an LTI plant G
CLzw
and controller Gc that provided ∆ has no finite upper
bound on its gain, the nominal performance problem can be formulated by inverting
the uncertainty and the plant in a similar manner to Theorem 8.1. A similar inversion
procedure is possible for the general case where G
CLzw
and Gc are operators, but it is
more more complicated and abstract, and therefore is not presented in this section.
Theorem 8.8. Assuming that ∆ and D
CL33
are square and invertible, and ∆−1 has
a minimum gain of zero, nominal performance of the closed-loop system is given by
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the H∞ norm of the the transfer matrix G¯CLzw(s) with state-space realization
x˙
CL
(t) = A¯
CL
x
CL
(t) + B¯
CL1
w(t), (8.18)
z(t) = C¯
CL1
x
CL
(t) + D¯
CL11
w(t), (8.19)
where
A¯
CL
= A
CL
− B
CL3
D−1
CL33
C
CL3
,
B¯
CL1
= B
CL1
− B
CL3
D−1
CL33
D
CL31
,
C¯
CL1
= C
CL1
− D
CL13
D−1
CL33
C
CL3
,
D¯
CL11
= D
CL11
− D
CL13
D−1
CL33
D
CL31
.
Proof. The uncertainty is inverted to obtain q = ∆¯p, where ∆¯ = ∆−1 has a minimum
gain of zero. This changes the plant’s robustness input channel to q and the robustness
output channel to p. Rearranging (8.17) yields
p(t) = −D−1
CL33
C
CL3
x
CL
(t)− D−1
CL33
D
CL31
w(t) + D−1
CL33
q(t). (8.20)
Substituting the expression for p(t) from (8.20) into (8.15) and (8.16), and setting
∆¯ to zero gives the state-space realization in (8.18) and (8.19), which is the nominal
closed-loop system without uncertainty.
Following the inversion in Theorem 8.8, nominal performance is achieved by en-
suring the H∞ norm of the transfer matrix G¯CLzw(s) = C¯CL1
(
s1− A¯
CL
)−1 B¯
CL1
+D¯
CL11
is less than a specified value.
Remark 8.9. The inversion performed in Theorem 8.8 to obtain the nominal closed-
loop system can be performed prior to controller synthesis. Performing the inversion
on the open-loop state-space equations in (8.11), (8.12), (8.13) and (8.14) gives
x˙(t) =
(
A− B3D−133 C3
)
x(t) +
(
B1 − B3D−133 D31
)
w(t)
+
(
B2 − B3D−133 D32
)
u(t) + B3D−133 q(t), (8.21)
z(t) =
(
C1 − D13D−133 C3
)
x(t) +
(
D11 − D13D−133 D31
)
w(t)
+
(
D12 − D13D−133 D32
)
u(t) + D13D−133 q(t), (8.22)
y(t) =
(
C2 − D23D−133 C3
)
x(t) +
(
D21 − D23D−133 D31
)
w(t)
+
(
D22 − D23D−133 D32
)
u(t) + D23D−133 q(t), (8.23)
p(t) = −D−133 C3x(t)− D−133 D31w(t)− D−133 D32u(t) + D−133 q(t), (8.24)
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Figure 8.8: Feedback interconnection involving the LTI nominal closed-loop system
G
CL
and the uncertainty ∆, which when combined yield the uncertain closed-loop
system G
CL∆zw
.
The state-space equations in (8.21), (8.22), (8.23), and (8.24) can be used to synthesize
a controller for nominal performance when the uncertainty ∆ has nonzero minimum
gain and requires inversion to recover the nominal system without uncertainty.
Remark 8.10. If the gain of ∆ has both a nonzero lower bound and a finite upper
bound, then the notion of nominal performance is not clear, as both the original plant
and the inverted plant will always differ from the uncertain plant. In this case, it may
be suitable to set either ∆ or ∆¯ to zero, or lump some value of uncertainty gain that
is between the upper and lower gain bounds of ∆ into the plant and consider this the
nominal plant.
8.4 Robust Performance
The robust performance problem involves guaranteeing certain performance crite-
ria for all possible uncertainty within a specified set. Within the context of the Small
Gain Theorem for LTI systems, the performance criterion is typically a guarantee
that the H∞ norm of the uncertain closed-loop transfer matrix
G
CL∆zw
(s) = Fu(GCL(s),∆(s))
= G
CLzw
(s) + G
CLzp
(s)∆(s)
(
1−G
CLqp
(s)∆(s)
)−1 G
CLqw
(s),
shown in Figure 8.8, remains less than 0 < γP < ∞ for all ∆ satisfying ‖∆‖∞ ≤
γ∆. The term Fu(GCL(s),∆(s)) represents an upper linear fractional transformation
(LFT) [7, pp. 543–544],[105]. This definition of robust performance is not well-suited
for systems whose uncertainty has a nonzero minimum gain, where the Large Gain
Theorem is to be used to provide a guarantee of robustness. In this case, a new
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definition of robust performance is adopted related to minimum gain of the uncertain
closed-loop transfer matrix G
CL∆zw
(s) and its minimum phase properties. Within this
section, the uncertainty ∆(s) is restricted to a transfer matrix, since robust perfor-
mance with the Large Gain Theorem is concerned with a minimum phase constraint
on the uncertain closed-loop transfer matrix G
CL∆zw
(s).
8.4.1 Robust Performance with the Small Gain Theorem and the Struc-
tured Singular Value
The robust performance problem considered in this section is to design a controller
such that the H∞ norm of the uncertain closed-loop system GCL∆zw remains less than
0 < γP < ∞ for all ∆ satisfying ‖∆‖∞ ≤ γ∆. It is known that this problem can
be transformed into an equivalent robust stabilization problem involving the nomi-
nal closed-loop system G
CL
and the augmented uncertainty block ∆˜ = diag{∆,∆P}
shown in Figure 8.9, where ∆P is a full matrix whose maximum singular value de-
termines the maximum allowable H∞ norm of GCL∆zw [7, p. 317]. Using the Small
Gain Theorem, robust stability, and therefore robust performance, can be guaranteed
if 0 < γ∆˜γCL , where γCL is the H∞ norm of GCL . This robust stabilization problem
will always have structured uncertainty since ∆˜ has a block-diagonal structure. As
a result, the Small Gain Theorem is a conservative robust stability condition and
the structured singular value should be used to asses robust stability without conser-
vatism.
8.4.2 Robust Performance with the Large Gain Theorem and the Struc-
tured Minimum Singular Value
Robust performance in the traditional sense (i.e., guaranteeing an upper bound
on the H∞ norm of GCL∆zw) is quite a difficult problem when using the Large Gain
Theorem. The Small Gain Theorem involves the H∞ norm of two system within a
feedback interconnection, in particular, ∆˜ and G
CL
when solving the robust perfor-
mance problem. Conveniently, the maximum singular value of G
CL
can be related to a
guaranteed bound on the H∞ norm of GCL∆zw , which allows the Small Gain Theorem
or the structured singular value to be used to solve the robust performance problem.
Conversely, the Large Gain Theorem involves minimum gain and not the H∞ norm,
which makes it difficult to provide any guarantee on the H∞ norm of GCL∆zw . If
it is desired to solve the robust performance problem in the traditional sense, it is
recommended to invert the problem as shown in Theorem 8.1 and use a technique
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Figure 8.9: Equivalent feedback interconnections of G˜
CL
and ∆˜ used for robust perfor-
mance, where the contents of G˜
CL
and ∆˜ are expanded in (a) and written compactly
in (b).
such as DK-iteration.
A different type of robust performance that is more relevant to the Large Gain
Theorem is guaranteeing a lower bound on the least conservative minimum gain of
G
CL∆zw
. On the surface this may not appear to be a useful robust performance
criterion, however, if it possible to guarantee that G
CL∆zw
has nonzero minimum gain,
from Lemma 3.5 it is implied that G
CL∆zw
is minimum phase. With this definition of
robust performance in mind, consider the following theorem.
Theorem 8.11. The uncertain closed-loop system G
CL∆zw
has minimum gain strictly
greater than ν−1∆P for all ∆ with minimum gain 0 < ν∆ < ∞ if 1 < νCLν∆˜ < ∞,
where ∆˜ = diag{∆,∆P}, ∆P has minimum gain 0 < ν∆P < ∞, 0 < ν∆˜ < ∞ is a
minimum gain of ∆˜, and 0 < ν
CL
<∞ is a minimum gain of G
CL
.
Proof. The proof of Theorem 8.11 is very similar to the proof that shows the tra-
ditional robust performance problem is equivalent to a robust stabilization problem,
which can be found in a number of references [7, 39]. In the interest of completeness,
an adapted proof is presented here.
If the condition 1 < ν
CL
ν∆˜ < ∞ is satisfied, then asymptotic stability of the
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Figure 8.10: Equivalent feedback interconnections of (a) G
CL∆zw
and ∆P and (b) G˜CL ,
∆, and ∆P used for the proof of Theorem 8.11.
feedback interconnection involving G
CL
and ∆˜, shown in Figure 8.9b, is guaranteed by
the Large Gain Theorem. This feedback interconnection is equivalent to the feedback
interconnections in Figure 8.10a and Figure 8.10b, which implies that the feedback
interconnection of G
CL∆zw
and ∆P in Figure 8.10b is asymptotically stable. Since ∆P
has minimum gain 0 < ν∆P < ∞, it is known from Theorem 7.10 that GCL∆zw has
minimum gain strictly greater than ν−1∆P .
Corollary 8.12. The uncertain closed-loop transfer matrix G
CL∆zw
(s) is minimum
phase if 1 < ν
CL
ν∆˜ <∞, where ∆˜ = diag{∆,∆P}, ∆P has nonzero minimum gain,
0 < ν∆˜ < ∞ is a minimum gain of ∆˜, and 0 < νCL < ∞ is a minimum gain of
G
CL∆zw
.
Proof. The proof of Corollary 8.12 amounts to combining the results of Theorem 8.11
and Lemma 3.5.
107
Remark 8.13. It was shown in Theorem 8.11 that robust performance with the Large
Gain Theorem is equivalent to a robust stabilization problem with the Large Gain
Theorem. From Theorem 8.1, it is know that a robust stabilization problem with
the Large Gain Theorem can be converted into a robust stabilization problem with
the Small Gain Theorem, therefore it is possible to convert a robust performance
problem with the Large Gain Theorem into a robust stabilization problem or a robust
performance problem with the Small Gain Theorem.
Similarly to the use of the Small Gain Theorem for robust performance, the con-
ditions stated in Theorem 8.11 and Corollary 8.12 are conservative, as they do not
account for the structure in the combined uncertainty block ∆˜. As discussed in
Section 8.2.2, a structured minimum singular value is required to asses robust sta-
bility without conservatism when the uncertainty block has structure, which is also
needed for robust performance to remove the conservatism of Theorem 8.11 and Corol-
lary 8.12. A structured singular value approach to robust performance guaranteeing
a lower bound on the closed-loop system’s minimum gain or a closed-loop minimum
phase transfer matrix would follow the same approach outlined in Theorem 8.11 and
Corollary 8.12, but would use the structured singular value to asses robust stability
rather than the Large Gain Theorem.
Remark 8.14. Robust performance with the Large Gain Theorem is related to the lo-
cation of the zeros of the uncertain closed-loop transfer matrix G
CL∆zw
(s). It is known
that the closed-loop zeros of a servo loop with a feedback controller will include the
open-loop zeros of the servo loop [106], as feedback control does not affect the loca-
tion of zeros. Because of this, designing a feedback controller for robust performance
with the Large Gain Theorem may be quite difficult if the open-loop transfer matrix
Gzw(s) is nonminimum phase. It is not necessarily impossible to accomplish this with
feedback control, as the generalized plant need not represent a servo loop, but it may
be difficult. Parallel feedforward control, which was discussed in Chapter 4, is quite
capable of placing zeros. The generalized plant framework used in this chapter is not
exclusive to feedback controller, and in fact can accommodate the case of a parallel
feedforward controller or even a two DOF controller composed of parallel feedforward
and feedback components. In general, performing Large Gain Theorem-based robust
performance is best suited for a controller that has a feedforward component, as it
will be better equipped to adjust the zeros of the closed-loop system.
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8.4.3 Robust Performance with a Mixed Structured Singular Value
The robust stability and robust performance problems presented in Sections 8.2.2
and 8.4.2 using the Large Gain Theorem are only valid for systems whose uncertainty
has nonzero minimum gain. It was shown in Theorem 8.1 that after inversion of the
uncertainty and the plant robust stabilization with the Large Gain Theorem is equiv-
alent to robust stabilization with the Small Gain Theorem. It was also discussed in
Remark 8.13 that since robust performance with the Large Gain Theorem is solved
as a robust stabilization problem, it can be inverted to a robust performance problem
using the Large Gain Theorem or the structured singular value. However, consider
the case where it is desired that the uncertain closed-loop transfer matrix be minimum
phase and have an H∞ norm less than some specified value. In this situation it may
be possible to invert a portion of the uncertainty block and the plant to yield a tradi-
tional robust performance problem or a robust performance problem with the Large
Gain Theorem, but this may be difficult or impossible depending on the problem. Ide-
ally, a robust performance problem could be formulated that simultaneously places
conditions on the closed-loop system’s H∞ norm and minimum gain, which would
ultimately be a robust stabilization problem with uncertainty whose sub-blocks have
either lower or upper bounds on gain. In order to solve this new robust performance
problem without conservatism, a mixed structured singular value is needed that in-
corporates Small Gain Theorem and Large Gain Theorem concepts. This would yield
a significant advancement over current robust performance capabilities, and will be
interesting topic of future work.
8.5 Closing Remarks
This chapter outlined the capabilities of the Large Gain Theorem for robust con-
trol, in particular its ability to solve robust stabilization and nominal performance
problems, as well as a new type of robust performance problem. It was shown how
robust stabilization using the Large Gain Theorem is equivalent to robust stabiliza-
tion using the Small Gain Theorem after inversion of the uncertainty and the plant.
This provides a means to convert from one stability theorem to the other, depend-
ing on which is more convenient for a given problem. The concept of a structured
minimum singular value was introduced as a means to asses robust stability with-
out conservatism when the uncertainty has nonzero minimum gain and structure. A
mixed structured singular value was also discussed that would be used when certain
portions of the uncertainty block have a lower bound on their gain and others have
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an upper bound on their gain, which could help solve a robust performance problem
that guarantees a lower and upper bound on the gain of the closed-loop system.
Mathematical formalizations of the structured minimum singular value and the
mixed structured singular value are to be developed in future work, which will be
largely based on the properties of the well-known structured singular value.
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Chapter 9
Robust Controller Synthesis using
the Large Gain Theorem
9.1 Introduction
The use of the Small Gain Theorem is prevalent in robust control, which has
made the Small Gain Theorem an indispensable tool for robust control engineers to
synthesize robust controllers. Robust H∞ control is capable of solving a wide variety
of robust control problems, including robust stabilization, nominal performance, and
robust performance, with many suitable controller synthesis methods [49, 96, 97].
More advanced controller synthesis techniques based on the structured singular value,
such as DK-iteration or µ-synthesis [101, 102], provide a guarantee of robust stability
using a principle similar to the Small Gain Theorem, but with less conservatism when
the uncertainty has structure. Robust control using the Small Gain Theorem or the
structured singular value is practical when the gain of the uncertainty has a known
upper bound that is relatively small. When the upper bound on the gain of the
uncertainty is quite large, which does appear in practical examples such as aeroelastic
systems [107, 108], it may still be possible to synthesize a robust controller using the
Small Gain Theorem or DK-iteration. Such a controller may lead to conservative
results compared to the use of other stability theorems or uncertainty models, such
as positive real [109, 110], passive [111], or interior conic [112] uncertainty modeling.
A framework for robust control using the Large Gain Theorem is presented in
Chapter 8, which features input-output stability conditions that can be used to solve
the robust stabilization, nominal performance, and robust performance problems
when faced with uncertainty that has a nonzero lower bound on its gain, also known
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as uncertainty with nonzero minimum gain. In situations where the uncertainty has
large upper and lower bounds on its gain, performing robust control with the Large
Gain Theorem may lead to less conservative results than the Small Gain Theorem, as
each stability theorem will use different bounds on the uncertainty for a guarantee of
robustness. The robust performance problem posed with the Large Gain Theorem is
different than the traditional robust performance problem, as it is concerned with a
guarantee of a lower bound on the least conservative minimum gain of the uncertain
closed-loop system, rather than an upper bound on the H∞ norm of this system. By
guaranteeing the uncertain LTI closed-loop system has nonzero minimum gain, it is
guaranteed that its transfer matrix is minimum phase, which is a robust performance
criterion that is not enforceable using the Small Gain Theorem. It is also shown in
Chapter 8 that a system whose uncertainty has a minimum gain of zero can be trans-
formed into an equivalent system whose uncertainty has nonzero minimum gain using
a loop transformation and inversion, making the Large Gain Theorem applicable on
any uncertain system where the Small Gain Theorem is applicable.
In this chapter, robust controller synthesis methods using the Large Gain Theorem
are presented based on the theory in Chapter 8. In particular, full-state feedback and
dynamic output feedback controller synthesis methods are provided for robust stabi-
lization, robust stabilization and nominal performance, and robust performance prob-
lems. The synthesis methods make use of LMI constraints, which lead to tractable
optimization problems using semidefinite programming. A numerical robust control
benchmark problem from [77] is used to compare the proposed controller synthesis
methods using the Large Gain Theorem to robust H∞ controller synthesis meth-
ods using the Small Gain Theorem. The novel contributions of this chapter are the
aforementioned robust controller synthesis methods using the Large Gain Theorem
and the first numerical testing of Large Gain Theorem-based robust controllers on a
physically meaningful system.
The remainder of this chapter proceeds with a statement of the robust control
problems considered in Section 9.2. Full-state feedback controller synthesis methods
are developed in Section 9.3, which includes solutions to the robust stabilization, nom-
inal performance, and robust performance problems using the Large Gain Theorem.
Dynamic feedback controller synthesis methods are presented in Section 9.4. Numer-
ical examples with the proposed controller synthesis methods are found in Section 9.5
and concluding remarks are given in Section 9.6.
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Figure 9.1: Feedback interconnection involving the nominal plant G, the controller
Gc, and the uncertainty ∆.
9.2 Problem Statement
Consider an LTI system, G : L2e → L2e, shown in Figure 9.1, with a minimal
state-space realization given by
x˙(t) = Ax(t) + B1w(t) + B2u(t) + B3p(t), (9.1)
z(t) = C1x(t) + D11w(t) + D12u(t) + D13p(t), (9.2)
y(t) = C2x(t) + D21w(t) + D22u(t) + D23p(t), (9.3)
q(t) = C3x(t) + D31w(t) + D32u(t) + D33p(t), (9.4)
where it is assumed that (A,B2) is controllable and (A,C2) is observable. The system
is subject to uncertainty ∆ with a known minimum gain of 0 < ν∆ < ∞. The
objective is to design a feedback controller, Gc : L2e → L2e, such that one of the
following problems is solved.
1. Robust Stabilization: The closed-loop system is robustly input-output stable
subject to the uncertainty ∆.
2. Robust Stabilization and Nominal Performance: The closed-loop system
is robustly input-output stable subject to the uncertainty ∆ and the H∞ norm
of the nominal closed-loop system transfer matrix from w(s) to z(s) is less than
a specified value.
3. Robust Performance: The closed-loop system is robustly input-output stable
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subject to the uncertainty ∆(s) and the least conservative minimum gain of the
uncertain closed-loop system transfer matrix from w(s) to z(s) is greater than a
specified value. If the least conservative minimum gain of the uncertain closed-
loop system transfer matrix from w(s) to z(s) is greater than zero, then the
transfer matrix is minimum phase.
9.3 Full-State Feedback Controller Synthesis
This section presents synthesis methods for a full-state feedback controller of the
form u(t) = Kx(t) to solve robust stabilization, robust stabilization and nominal
performance, and robust performance problems using the Large Gain Theorem. For
the synthesis of robust full-state feedback controllers, it is assumed that the minimum
singular value of the matrix D33 is greater than 1/ν∆ (i.e., DT33D33 ≥ 1/ν2∆1). The
condition on the minimum singular value of D33 relates to the input-output stability
condition of the Large Gain Theorem, the statement of the Minimum Gain Lemma,
and the inability of full-state feedback to change the D33 matrix of the closed-loop
system. Since a full-state measurement is assumed to be available, C2 = 1, D21 = 0,
D22 = 0, and D23 = 0 in (9.3).
Substituting u(t) = −Kx(t) into the state-space equations of (9.1), (9.2), (9.4)
yields the nominal closed-loop system, G
CL
, with state-space realization
x˙(t) = A
CL
x(t) + B1w(t) + B3p(t), (9.5)
z(t) = C
CL1
x(t) + D11w(t) + D13p(t), (9.6)
q(t) = C
CL3
x(t) + D31w(t) + D33p(t), (9.7)
where A
CL
= A − B2K, CCL1 = C1 − D12K, and CCL3 = C3 − D32K. The nominal
closed-loop transfer matrix, G
CL
(s), is defined as[
q(s)
z(s)
]
=
[
G
CLqp
(s) G
CLqw
(s)
G
CLzp
(s) G
CLzw
(s)
]
︸ ︷︷ ︸
G
CL
(s)
[
p(s)
w(s)
]
.
A block diagram of the nominal closed-loop system G
CL
and the uncertainty ∆ is
found in Figure 8.7.
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9.3.1 Robust Stabilization
In order to guarantee robust input-output stability of the closed-loop system using
the Large Gain Theorem, the full-state feedback gain K is to be chosen such that the
transfer matrix G
CLqp
(s) = C
CL3
(s1− A
CL
)−1 B3 +D33 has minimum gain 0 < νCLqp <
∞ satisfying 1 < ν∆νCLqp <∞. The Minimum Gain Lemma (Lemma 3.9) is employed
to determine a minimum gain of G
CLqp
(s), which is any value of 0 < ν
CLqp
< ∞
satisfying [
PA
CL
+ AT
CL
P− CT
CL3
C
CL3
PB3 − CTCL3D33
∗ ν2
CLqp
1− DT33D33
]
≤ 0, (9.8)
with P = PT ≥ 0. Since G
CLqp
(s) is square, the matrix inequality in (9.8) is
a necessary and sufficient condition for minimum gain. Unfortunately, the term
−CT
CL3
C
CL3
in (9.8) makes the synthesis of K difficult, as it is leads to a BMI that
cannot be directly transformed into an LMI. Using the Modified Minimum Gain
Lemma (Lemma 3.11), a sufficient condition for G
CLqp
(s) to have a minimum gain
0 ≤ ν
CLqp
<∞ is for there to exist P = PT ≥ 0 such that[
PA
CL
+ AT
CL
P PB3 − CTCL3D33
∗ ν2
CLqp
1− DT33D33
]
≤ 0. (9.9)
Expanding (9.9) with the expressions for A
CL
and C
CL3
yields[
PA + ATP− PB2K−KTBT2P PB3 − CT3D33 + KTDT32D33
∗ ν2
CLqp
1− DT33D33
]
≤ 0. (9.10)
Lemma 9.1. The transfer matrix G
CLqp
(s) = C
CL3
(s1− A
CL
)−1 B3 + D33 has mini-
mum gain 0 < ν
CLqp
<∞ if there exists Q = QT > 0 and F = KQ such that[
AQ + QAT − B2F− FTBT2 B3 −QCT3D33 + FTDT32D33
∗ ν2
CLqp
1− DT33D33
]
≤ 0. (9.11)
Proof. The restriction P = PT > 0 is deliberately added to the Modified Minimum
Gain Lemma, which still yields a sufficient minimum gain condition. The congruence
transformation W = diag{P−1, 1} [7, pp. 521–522] is performed on (9.10) (i.e., the
matrix inequality in (9.10) is left multiplied by WT and right multiplied by W). A
change of variables is defined as Q = P−1 and F = KQ, which yields the LMI of (9.11).
Aside from enforcing P = PT > 0, (9.10) and (9.11) are equivalent, but due to this
restriction it is concluded that (9.11) =⇒ (9.10), which is a sufficient minimum gain
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condition.
The following controller synthesis method guarantees the robust input-output sta-
bility of the uncertain closed-loop system by ensuring that the Large Gain Theorem
is satisfied with 1 < ν∆νCLqp <∞.
Synthesis Method 5 (Robust Stability with Full-State Feedback). Solve for Q =
QT > 0, F, and 0 < ν2
CLqp
< ∞ satisfying 1 < ν2∆ν2CLqp < ∞ and the LMI of (9.11).
The controller gain is recovered by K = FQ−1.
If it is desired to guarantee robust closed-loop input-output stability with the
largest margin possible, the objective function J (ν2
CLqp
) = ν2
CLqp
is to be maximized
when performing Synthesis Method 5.
9.3.2 Robust Stabilization and Nominal Performance
The controller synthesis method derived in the previous section only provides a
means to robustly stabilize the uncertain system without any consideration of closed-
loop performance. In this section, the nominal performance of the closed-loop system
is explicitly considered when synthesizing a full-state feedback controller in addition
to the task of ensuring the closed-loop system is robustly input-output stable.
Using Theorem 8.8 and assuming that ∆−1 has a minimum gain of zero, the
nominal closed-loop transfer matrix from w(s) to z(s) without uncertainty is given
by G¯
CLzw
(s) = C¯
CL1
(
s1− A¯
CL
)−1 B¯1 + D¯11, where
A¯
CL
= A− B3D−133 C3 −
(
B2 − B3D−133 D32
)
K,
B¯1 = B1 − B3D−133 D31, (9.12)
C¯
CL1
= C1 − D13D−133 C3 −
(
D12 − D13D−133 D32
)
K,
D¯11 = D11 − D13D−133 D31. (9.13)
The H∞ norm of G¯CLzw(s) is the minimum value of 0 < γCLzw <∞ that satisfies the
matrix inequality of the Bounded Real Lemma (Lemma 2.25), given byP¯A¯CL + A¯
T
CL
P¯ P¯B¯1 C¯
T
CL1
∗ −γ
CLzw
1 D¯T11
∗ ∗ −γ
CLzw
1
 < 0, (9.14)
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where P¯ = P¯T > 0. Substituting the expressions for A¯
CL
and C¯
CL3
into (9.14) yieldsP¯A¯− P¯B¯2K + A¯
TP¯−KTB¯T2 P¯ P¯B¯1 C¯T1 −KTD¯T12
∗ −γ
CLzw
1 D¯T11
∗ ∗ −γ
CLzw
1
 < 0, (9.15)
where
A¯ = A− B3D−133 C3, (9.16)
B¯2 = B2 − B3D−133 D32,
C¯1 = C1 − D13D−133 C3, (9.17)
D¯12 = D12 − D13D−133 D32. (9.18)
Lemma 9.2. TheH∞ norm of the transfer matrix G¯CLzw(s) = C¯CL1
(
s1− A¯
CL
)−1 B¯1+
D¯11 is less than or equal to 0 < γCLzw < ∞ if there exists Q¯ = Q¯T > 0 and F¯ = KQ¯
such that A¯Q¯ + Q¯A¯
T − B¯2F¯− F¯TB¯T2 B¯1 Q¯C¯T1 − F¯TD¯T12
∗ −γ
CLzw
1 D¯T11
∗ ∗ −γ
CLzw
1
 < 0. (9.19)
Proof. Performing the congruence transformation W¯ = diag{P¯−1, 1, 1} on (9.15) and
defining the variables Q¯ = P¯−1 and F¯ = KQ¯ gives the LMI of (9.19). It is concluded
that (9.15) ⇐⇒ (9.19) and the H∞ norm of G¯CLzw(s) is less than or equal to
γ
CLzw
.
The following full-state controller synthesis method guarantees the robust input-
output stability of the uncertain closed-loop system and ensures that the H∞ norm
of G¯
CLzw
(s) is less than 0 < γ
CLzw,d
<∞.
Synthesis Method 6 (Robust Stability and Nominal Performance with Full-State
Feedback). Solve for Q = QT > 0, F, 0 < ν2
CL
< ∞, and 0 < γ
CLzw
< ∞ satisfying
1 < ν2∆ν
2
CL
, γ
CLzw
< γ
CLzw,d
, and the LMIs of (9.11) and (9.19), where Q¯ = Q and
F¯ = F. The controller gain is recovered by K = FQ−1.
If it is desired to minimize the H∞ norm of G¯CLzw(s) while ensuring robust closed-
loop input-output stability, the objective function J (γ
CLzw
) = γ
CLzw
is to be mini-
mized when performing Synthesis Method 6.
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9.3.3 Robust Performance
As discussed in Section 8.4.2, robust performance with the Large Gain Theorem
is capable of robustly guaranteeing a lower bound on the least conservative minimum
gain of the uncertain closed-loop transfer matrix defined with an upper LFT as
G
CL∆zw
(s) = Fu(GCL(s),∆(s))
= G
CLzw
(s) + G
CLzp
(s)∆(s)
(
1−G
CLqp
(s)∆(s)
)−1 G
CLqw
(s),
which can be used to provide a guarantee that G
CL∆zw
(s) is minimum phase. A full-
state feedback controller that solves the robust performance problem is presented in
this section.
The closed-loop plant with the full-state feedback controller is defined by the
state-space equations in (9.5), (9.6), (9.7). It is assumed that ∆ is LTI and can be
written as a transfer matrix ∆(s). As outlined in Section 8.4.2, this is converted into
the robust stabilization of the feedback interconnection involving ∆˜ = diag{∆,∆P}
and G
CL
, whose state-space equations are redefined as
x˙(t) = A
CL
x(t) + B˜3
[
p(t)
w(t)
]
,[
q(t)
z(t)
]
= C˜
CL3
x(t) + D˜33
[
p(t)
w(t)
]
,
where
B˜3 =
[
B3 B1
]
, C˜
CL3
=
[
C
CL3
C
CL1
]
=
[
C3
C1
]
︸ ︷︷ ︸
C˜3
−
[
D32 D12
]
︸ ︷︷ ︸
D˜32
K, D˜33 =
[
D33 D31
D13 D11
]
.
Lemma 9.3. The uncertain closed-loop transfer matrix G
CL∆zw
(s) has minimum gain
0 < ν−1∆P <∞ for all ∆ with minimum gain 0 < ν∆ <∞ if there exists Q = QT > 0,
F = KQ, and 0 < ν
CL
<∞ such that 1 < ν∆˜νCL <∞ and[
AQ + QAT − B2F− FTBT2 B˜3 −QC˜
T
3 D˜33 + FTD˜
T
32D˜33
∗ ν2
CL
1− D˜T33D˜33
]
≤ 0, (9.20)
where ∆˜ = diag{∆,∆P}, ∆P has minimum gain 0 < ν∆P <∞, and 0 < ν∆˜ <∞ is
a minimum gain of ∆˜.
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Proof. From Lemma 9.1, the LMI in (9.20) is a sufficient condition for G
CL
to have
minimum gain ν
CL
. If this minimum gain satisfies 1 < ν∆˜νCL <∞, then the feedback
interconnection of G
CL
and ∆˜ satisfies the Large Gain Theorem and it is known that
G
CL∆zw
(s) has minimum gain 0 < ν−1∆P <∞ from Theorem 8.11.
Synthesis Method 7 (Robust Performance with Full-State Feedback). Choose ∆P
to have minimum gain 0 < ν∆P < ∞, preferably such that 0 < ν∆ ≤ ν∆P < ∞, and
define ∆˜ = diag{∆,∆P}. Solve for Q = QT > 0, F, and 0 < ν2CL < ∞ satisfying
1 < ν2
∆˜
ν2
CL
<∞ and the LMI of (9.20), where 0 < ν∆˜ <∞ is a minimum gain of ∆˜.
The controller gain is recovered by K = FQ−1.
Performing Synthesis Method 7 with 0 < ν∆P < ∞ ensures that GCL∆zw(s) has
nonzero minimum gain and is minimum phase.
Remark 9.4. When considering robust performance with ν∗∆P 6= ν∗∆, the controller
synthesized with Synthesis Method 7 may be unnecessarily conservative, as ν∗
∆˜
, which
is used for the robust performance condition, will be less than either ν∗∆P or ν
∗
∆. In
this case, it is useful to normalize the uncertainty block such that ν∗
∆˜
= 1 represents
the limits of both ∆ and ∆P . This can be done by using WGCL instead of simply
G
CL
in Lemma 9.3 and Synthesis Method 7, where W = diag{ν∗∆, ν∗∆P }, which yields
∆¯ = diag{1/ν∗∆∆, 1/ν∗∆P∆P} and ν∗∆˜ = 1.
9.4 Dynamic Feedback Controller Synthesis
Robust dynamic output feedback controller synthesis methods are presented in
this section to solve robust stabilization and robust performance problems using the
Large Gain Theorem. Although no general synthesis method is presented for the ro-
bust stabilization and nominal performance problem, a synthesis method is presented
that is applicable to a special case of the problem.
9.4.1 Robust Stabilization
In order to guarantee robust input-output stability of the closed-loop system using
the Large Gain Theorem, the dynamic output feedback controller Gc is to be designed
such that the transfer matrix G
CLqp
(s) = C
CL3
(s1− A
CL
)−1 B
CL3
+D
CL33
has minimum
gain 0 < ν
CLqp
< ∞ satisfying 1 < ν∆νCLqp < ∞. The Minimum Gain Lemma is
employed to determine a minimum gain of G
CLqp
(s), which is any value of 0 < ν
CLqp
<
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∞ satisfying [
PA
CL
+ AT
CL
P− CT
CL3
C
CL3
PB
CL3
− CT
CL3
D
CL33
∗ ν2
CLqp
1− DT
CL33
D
CL33
]
≤ 0 (9.21)
with P = PT ≥ 0, where A
CL
, B
CL3
, C
CL3
, and D
CL33
are defined in (8.4), (8.5), (8.6)
and (8.7). The transfer matrix G
CLqp
(s) is square, which makes the matrix inequality
in (9.21) a necessary and sufficient condition for minimum gain. The matrix inequal-
ity of (9.21) is not an LMI in the design variables Ac, Bc, Cc, and Dc, so it must
be transformed in order to yield a tractable controller synthesis method. An exten-
sive transformation of the matrix inequality is performed, which is inspired by the
change of variables in [97], to obtain the following synthesis method. Details of the
transformation are found in the Appendix.
Synthesis Method 8 (Robust Stability with Dynamic Output Feedback). Perform
the following iterative steps.
1. Set X0 = 1, Y0 = 0, Z0 = 0 and set k = 0.
2. Fix Xk, Yk, Zk, and solve for An,k, Bn,k, Cn,k, Dn,k, P1,k = PT1,k > 0, Q1,k =
QT1,k > 0, and 0 < ν2CLqp,k <∞ that maximize J (ν2CLqp,k) = ν2CLqp,k subject to
M11 M12 M13 YTk
∗ M22 M23 ZTk
∗ ∗ M33 XTk
∗ ∗ ∗ −1
 < 0, (9.22)
[
P1,k 1
∗ Q1,k
]
> 0, (9.23)
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where
M11 = AQ1,k + Q1,kAT + B2Cn,k + CTn,kB
T
2
− YTk (C3Q1,k + D32Cn,k)− (C3Q1,k + D32Cn,k)TYk
M12 = A + ATn,k + B2Dn,kC2 − YTk (C3 + D32Dn,kC2)− (C3Q1,k + D32Cn,k)T Zk,
M22 = P1,kA + ATP1,k + Bn,kC2 + CT2B
T
n,k
− ZTk (C3 + D32Dn,kC2)− (C3 + D32Dn,kC2)T Zk.
M13 = B3 + B2Dn,kD23 − (C3Q1,k + D32Cn,k)TXk − YTk (D33 + D32Dn,kD23) ,
M23 = P1,kB3 + Bn,kD23 − (C3 + D32Dn,kC2)TXk − ZTk (D33 + D32Dn,kD23) ,
M33 = ν2CLqp,k1− (D33 + D32Dn,kD23)TXk − XTk (D33 + D32Dn,kD23) .
3. Fix An,k, Bn,k, Cn,k, Dn,k, P1,k = PT1,k > 0, Q1,k = QT1,k > 0, and solve for
Xk, Yk, Zk, and 0 < ν2CLqp,k < ∞ that maximize J (ν2CLqp,k) = ν2CLqp,k subject
to (9.22).
4. If 1 < ν2∆ν
2
CLqp,k
< ∞ is satisfied or
∣∣∣ν2
CLqp,k
− ν2
CLqp,k−1
∣∣∣ is less than a specified
tolerance, end. Otherwise, set k = k + 1 and repeat Steps 2) and 3).
The controller is recovered by
Ac = AK − Bc (1− D22Dc)−1 D22Cc, (9.24)
Bc = BK (1− D22Dc) , (9.25)
Cc = (1− DcD22)CK , (9.26)
Dc = (1 + DKD22)
−1 D
K
, (9.27)
where[
A
K
B
K
C
K
D
K
]
=
[
P2,k P1,kB2
0 1
]−1([
An,k Bn,k
Cn,k Dn,k
]
−
[
P1,kAQ1,k 0
0 0
])[
QT2,k 0
C2Q1,k 1
]−1
,
and the matrices P2,k and Q2,k satisfy P2,kQ2,k = 1 − P1,kQ1,k. The matrices P2,k
and Q2,k can be found by solving a matrix decomposition problem, such as an LU
decomposition, or simply choosing P2,k = 1 and Q2,k = 1− P1,kQ1,k.
A feasible solution to the robust stabilization problem is obtained if Synthesis
Method 8 ends with 1 < ν2∆ν
2
CLqp,k
<∞ satisfied.
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9.4.2 Robust Stabilization and Nominal Performance
The robust control problem of robust stabilization and nominal performance when
the uncertainty has nonzero minimum gain is difficult with dynamic output feedback
control. The change of variables used to obtain a tractable controller synthesis method
for robust stabilization involved defining Aκ, Bκ, and Cκ as functions of B2 and C2.
Following the inversion procedure to obtain the nominal performance transfer matrix
in Section 8.3.2, the new matrices B¯2 = B2 − B3D−133 D32 and C¯2 = C2 − D23D−133 C3
are in general different from B2 and C3. In order to satisfy both the Minimum Gain
Lemma for robust stability and the Bounded Real Lemma for nominal performance
with the same controller, the change of variables must be identical, which is not
possible when B¯2 6= B2 and C¯2 6= C2. It may be possible to solve this problem using
a projection-based controller synthesis method, as in [39, 49], but this is beyond the
scope of the work in this dissertation.
In the case where B¯2 = B2, C¯2 = C2 and ∆−1 has a minimum gain of zero, the
following controller synthesis method can be performed to ensure that the H∞ norm
of the closed-loop transfer matrix from w(s) to z(s) without uncertainty is less than
0 < γ
CLzw,d
< ∞. The synthesis method involves the inverted state-space matrices
A¯, B¯1, C¯1, D¯11, D¯12 defined in (9.12), (9.13), (9.16), (9.17), and (9.18), as well as the
matrices D¯21 = D21 − D23D−133 D31 and D¯22 = D22 − D23D−133 D32.
Synthesis Method 9 (Robust Stability and Nominal Performance with Dynamic
Output Feedback). Perform the following iterative steps.
1. Set X0 = 1, Y0 = 0, Z0 = 0 and set k = 0.
2. Fix Xk, Yk, Zk, and solve for An,k, Bn,k, Cn,k, Dn,k, P1,k = PT1,k > 0, Q1,k =
QT1,k > 0, 0 < ν2CLqp,k < ∞, and 0 < γCLzw,k < ∞ that maximize J (ν2CLqp,k) =
ν2
CLqp,k
subject to (9.22), (9.23), γ
CLzw,k
< γ
CLzw,d
, and
N11 A¯ + ATn,k + B2Dn,kC2 B¯1 + B2Dn,kD21 QT1,kC¯
T
1 + CTn,kD¯
T
12
∗ N22 P1,kB1 + Bn,kD¯21 C¯T1 + CT2DTn,kD¯T12
∗ ∗ −γ
CLzw
1 D¯T11 + D¯
T
21DTn,kD¯
T
12
∗ ∗ ∗ −γ
CLzw
1
 < 0,
(9.28)
where N11 = A¯Q1,k + Q1,kA¯
T
+ B2Cn,k + CTn,kBT2 and N22 = P1,kA¯ + A¯
TP1,k +
Bn,kC2 + CT2BTn,k.
3. Fix An,k, Bn,k, Cn,k, Dn,k, P1 = PT1 > 0, Q1,k = QT1,k > 0, and solve for Xk, Yk,
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Zk, and 0 < ν2CLqp,k <∞, and 0 < γCLzw <∞ that maximize J (ν2CLqp,k) = ν2CLqp,k
subject to (9.22), γ
CLzw
< γ
CLzw,d
, and (9.28).
4. If 1 < ν2∆ν
2
CLqp,k
< ∞ is satisfied or
∣∣∣ν2
CLqp,k
− ν2
CLqp,k−1
∣∣∣ is less than a specified
tolerance, end. Otherwise, set k = k + 1 and repeat Steps 2) and 3).
The controller is recovered as done in (9.24), (9.25), (9.26), and (9.27).
A feasible solution to the robust stabilization and nominal performance problem
is only obtained if Synthesis Method 9 ends with 1 < ν2∆ν
2
CLqp,k
<∞ satisfied.
9.4.3 Robust Performance
Robust performance with the Large Gain Theorem provides a guarantee of a lower
bound on the least conservative minimum gain of the uncertain closed-loop system
G
CL∆zw
for all ∆ with minimum gain 0 < ν∆ < ∞. As shown in Section 8.4.2,
this robust performance problem can be converted into the robust stabilization of a
feedback interconnection involving ∆˜ = diag{∆,∆P} and GCL , whose state-space
equations are
x˙(t) = A
CL
x(t) + B˜
CL3
[
p(t)
w(t)
]
,[
q(t)
z(t)
]
= C˜
CL3
x(t) + D˜
CL33
[
p(t)
w(t)
]
.
The state-space matrices B˜
CL3
, C˜
CL3
, and D˜
CL33
are functions of the matrices B˜3, C˜3,
D˜32, and D˜33, which were defined in Section 9.3.3, as well as the matrix
D˜32 =
[
D32
D12
]
.
Robust input-output stability of this feedback interconnection is guaranteed by the
Large Gain Theorem provided 1 < ν∆˜νCL < ∞, where ν∆˜ is a minimum gain of
∆˜ and ν
CL
is a minimum gain of G
CL
. Robust input-output stability of the feedback
interconnection ensures that the least conservative minimum gain of G
CL∆zw
is greater
than ν−1∆P , where 0 < ν∆P < ∞ is a minimum gain of ∆P . The following controller
synthesis method for robust performance is based on Synthesis Method 8 for robust
stabilization.
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Synthesis Method 10 (Robust Performance with Dynamic Output Feedback). Per-
form the following iterative steps.
1. Set X0 = 1, Y0 = 0, Z0 = 0 and set k = 0.
2. Fix Xk, Yk, Zk, and solve for An,k, Bn,k, Cn,k, Dn,k, P1,k = PT1,k > 0, Q1,k =
QT1,k > 0, and 0 < ν2CL,k < ∞ that maximize J (ν2) = ν2CL,k subject to (9.22)
and (9.23) where the terms in (9.22) are redefined as
M11 = AQ1,k + Q1,kAT + B2Cn + CTnB
T
2
− YTk
(
C˜3Q1,k + D˜32Cn
)
−
(
C˜3Q1,k + D˜32Cn
)T
Yk
M12 = A + ATn + B2DnC2 − YTk
(
C˜3 + D˜32DnC2
)
−
(
C˜3Q1,k + D˜32Cn
)T
Zk,
M22 = P1,kA + ATP1,k + BnC2 + CT2B
T
n
− ZTk
(
C˜3Q1,k + D˜32Cn
)
−
(
C˜3Q1,k + D˜32Cn
)T
Zk.
M13 = B˜3 + B2DnD˜23 −
(
C˜3Q1,k + D˜32Cn
)T
Xk − YTk
(
D˜33 + D˜32DnD˜23
)
,
M23 = P1,kB˜3 + BnD˜23 −
(
C˜3 + D˜32DnC2
)T
Xk − ZTk
(
D˜33 + D˜32DnD˜23
)
,
M33 = ν2CL,k1−
(
D˜33 + D˜32DnD˜23
)TXk − XTk (D˜33 + D˜32DnD˜23) .
3. Fix An,k, Bn,k, Cn,k, Dn,k, P1,k = PT1,k > 0, Q1,k = QT1,k > 0, and solve for Xk,
Yk, Zk, and 0 < ν2CL,k < ∞ that maximize J (ν2CL,k) = ν2CL,k subject to (9.22),
where the terms in (9.22) are defined in Step 2.
4. If 1 < ν2
∆˜
ν2
CL,k
<∞ is satisfied, where 0 < ν∆˜ <∞ is a minimum gain of ∆˜, or∣∣∣ν2
CL,k
− ν2
CL,k−1
∣∣∣ is less than a specified tolerance, end. Otherwise, set k = k + 1
and repeat Steps 2) and 3).
The controller is recovered as done in (9.24), (9.25), (9.26), and (9.27).
If Synthesis Method 10 yields a feasible dynamic output feedback controller (i.e.,
the synthesis method ends with 1 < ν2
∆˜
ν2
CL,k
<∞) for a nonzero minimum gain ν∆P ,
the uncertain closed-loop transfer matrix G
CL∆zw
(s) is minimum phase for all ∆ with
minimum gain 0 < ν∆ <∞.
As discussed in Remark 9.4 for robust performance with full-state feedback, nor-
malization of the uncertainty is necessary to limit the conservatism of Synthesis
Method 10.
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d1 d2
Figure 9.2: Schematic of the mass-spring system from the numerical example of
Section 9.5
9.5 Numerical Example
Consider the single DOF mass-spring system shown in Figure 9.2. It is similar to
the mass-spring system in the numerical example of Section 5.4.1, but with a rigid-
body mode, without any damping, and with absolute coordinates instead of relative
coordinates. This example is taken from the benchmark problem for robust control
design found in [77]. The equations of motion of the system in state-space form are
given by
x˙(t) =

0 0 1 0
0 0 0 1
−k/m1 k/m1 0 0
k/m2 −k/m2 0 0
 x(t) +

0 0
0 0
1/m1 0
0 1/m2
d(t) +

0 0
0 0
1/m1 0
0 1/m2
u(t),
where the state is xT(t) =
[
q1(t) q2(t) q˙1(t) q˙2(t)
]
, the control input is uT(t) =[
u1(t) u2(t)
]
, the disturbance is dT(t) =
[
d1(t) d2(t)
]
, q1(t) is the position of the
first mass m1, q2(t) is the position of the second mass m2, k is the stiffness coefficient
of the spring between the masses, u1(t) is the force applied to the first mass, u2(t) is
the force applied to the second mass, d1(t) is the disturbance force acting on the first
mass, and d2(t) is the disturbance force acting on the second mass. A measurement
of the position of the second mass is available, given by the expression
y(t) = q2(t) + n(t) =
[
0 1 0 0
]
x(t) + n(t),
where n(t) is measurement noise.
The nominal system is given by m1 = m2 = 1 kg and a stiffness coefficient
of k = 1 N/m. The stiffness coefficient is uncertain, but known to be 0.5 N/m
≤ k ≤ 2 N/m, and as a result can be written as k = k0 + ∆k, where k0 is a nominal
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value that is not necessarily k0 = 1 N/m and ∆k represents the uncertainty in the
stiffness coefficient. The stiffness coefficient uncertainty is only present in the system’s
equations of motion, which can be rewritten as [113–115]
x˙(t) = (A + B3∆kC3) x(t) + B1w(t) + B2u(t),
where wT(t) =
[
d1(t) d2(t) n(t)
]
, C3 =
[
1 −1 0 0
]
,
A =

0 0 1 0
0 0 0 1
−k0/m1 k0/m1 0 0
k0/m2 −k0/m2 0 0
 , B1 =

0 0 0
0 0 0
1/m1 0 0
0 1/m2 0
 ,
B2 =

0 0
0 0
1/m1 0
0 1/m2
 , B3 =

0
0
−1/m1
1/m2
 .
Defining p(t) = ∆kq(t), the generalized plant G with uncertainty is written as
x˙(t) = Ax(t) + B1w(t) + B2u(t) + B3p(t), (9.29)
z(t) = C1x(t) + D11w(t), (9.30)
y(t) = C2x(t) + D21w(t), (9.31)
q(t) = C3x(t), (9.32)
where C2 =
[
0 1 0 0
]
, D21 =
[
0 0 1
]
, C1 =
[
0 1 0 0
]
, and D11 =
[
0.01 0 0
]
.
The performance signal is the position of the first mass with a small feedforward from
the disturbance force acting on the first mass. The feedforward term D11 is added to
allow for a feasible robust performance problem when using the Large Gain Theorem
in Sections 9.5.3 and 9.5.4 when considering robust performance. For the purposes
of this example, the feedforward term is arbitrarily chosen, but could in fact be op-
timally synthesized using one of the synthesis methods from Chapter 4. In order to
make a fair comparison, the feedforward term is also included when considering ro-
bust performance with the Small Gain Theorem, although the term is not necessary
to solve the robust performance problem in this case.
The value of k0 can be chosen such that |∆k| ≤ γ∆ for 0.5 N/m ≤ k ≤ 2 N/m.
Choosing k0 = 1.25 N/m for this particular example leads to |∆k| ≤ 0.75 N/m. The
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Figure 9.3: Block diagram of the generalized plant G and uncertainty ∆k in the
numerical example of Section 9.5.
generalized plant defined by (9.29), (9.30), (9.31), (9.32), and the uncertainty ∆k are
suitable for robust control with the Small Gain Theorem, since the magnitude of ∆k
has a upper bound. In order to yield a robust control problem suitable for the Large
Gain Theorem, the uncertainty and the generalized plant must be inverted, which
is not directly possible since D33 = 0 in this example. A loop transformation [40,
pp. 174–177] is applied to the uncertainty and the generalized plant, which yields a
new uncertainty block ∆kˆ = ∆k/(1 + ∆kD33) and a new robustness channel output
qˆ(t) = C3x(t) +D33p(t), giving p(t) = ∆kˆqˆ(t) as shown in Figure 9.4. The uncertain
system obtained after performing the loop transformation is equivalent to the original
system, with only the signal qˆ(t) differing from the original signal q(t). Assuming that
0 < D33 < 1 and knowing |∆k| ≤ γ∆, the gain of the new uncertainty is bounded by∣∣∣∆kˆ∣∣∣ ≤ γ∆/(1−γ∆D33). Choosing D33 = 0.1 and k0 = 1.25 N/m yields ∣∣∣∆kˆ∣∣∣ ≤ 0.811.
The selection of D33 is made such that 0 < D33
∣∣∣∆kˆ∣∣∣ < 1, which is a necessary
condition for a robustly stabilizing controller to be synthesized using the Small Gain
Theorem or with the Large Gain Theorem after inversion in this particular example
since D23 = 0, D32 = 0, and DCL33 = D33 + D32DcD23 = D33.
The uncertainty and generalized plant are inverted as shown in Figure 9.5, yielding
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Figure 9.4: Block diagram of the generalized plant Gˆ and uncertainty ∆kˆ = ∆k/(1 +
∆kD33) following a loop transformation in the numerical example of Section 9.5.
∆k¯ = ∆kˆ−1 and a generalized plant G¯ with state-space realization
x˙(t) =
(
A− B3D−133 C3
)
x(t) + B1w(t) + B2u(t) + B3D−133 qˆ(t), (9.33)
z(t) = C1x(t) + D11w(t), (9.34)
y(t) = C2x(t) + D21w(t), (9.35)
p(t) = −D−133 C3x(t) +D−133 qˆ(t), (9.36)
where qˆ(t) = ∆k¯p(t) and
∣∣∆k¯∣∣ ≥ (1 − γ∆D33)/γ∆ = 1.23. The uncertainty and
generalized plant are now in a form that is suitable for the Large Gain Theorem.
In the following sections, the generalized plant G, whose state-space equations
are defined in (9.29), (9.30), (9.31), (9.32), and the generalized plant G¯, whose state-
space equations are defined in (9.33), (9.34), (9.35), (9.36), are used to solve the robust
stabilization and robust performance problems using H∞ robust control techniques
and the Large Gain Theorem-based controller synthesis methods from Sections 9.3
and 9.4. Both full-state feedback and dynamic output feedback controllers are imple-
mented in the numerical examples. Although a full-state feedback robust stabilization
and nominal performance controller synthesis method was presented in Section 9.3.2,
robust stabilization and nominal performance is not considered in this numerical ex-
ample as a general dynamic feedback controller synthesis method is lacking for this
problem and robust performance is considered for this example, which is typically a
more practical result.
The numerical calculations of this section are performed in MATLAB using YALMIP [64],
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Figure 9.5: Block diagram of the inverted generalized plant G¯ and uncertainty ∆k¯ =
∆kˆ−1 in the numerical example of Section 9.5.
SDPT3 [65], SeDuMi [76], and MOSEK [116].
9.5.1 Robust Stabilization with Full-State Feedback
Robust stabilization with full-state feedback using either the Small Gain Theorem
or Large Gain Theorem is considered in this section.
When performing robust stabilization using the Small Gain Theorem, a full-
state feedback controller is to be designed such that the transfer matrix G
CLqp
(s) =
C
CL3
(s1− A
CL
)−1 B3 has an H∞ norm less than 1/γ∆ = 4/3. Using the LMI H∞
controller synthesis method from [49], a robust full-state feedback controller is syn-
thesized as
KH∞ =
[
2.91 −1.90 1.74 −1.70
−0.76 2.33 −0.016 1.73
]
,
yielding a closed-loop H∞ norm of γCLqp = 0.32 and an upper gain margin of 4.1 using
the Small Gain Theorem. It is shown numerically by gridding the space of possible
values of k that the closed-loop system is robustly stable for −2.05 N/m ≤ k < ∞.
In order to maximize the closed-loop system’s stability margin, the same controller
synthesis method is performed such that the H∞ norm of GCLqp(s) is minimized,
giving
K∗H∞ = 10
2 ·
[
9.19× 105 −9.19× 105 2.49 −2.49
−9.19× 105 9.19× 105 −2.47 2.49
]
,
a closed-loopH∞ norm of γCLqp = 2.97×10−7, and an upwards gain margin of 4.49×106
using the Small Gain Theorem. It is shown numerically that the closed-loop system
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Table 9.1: Robustness properties of the closed-loop system with full-state feedback
designed for robust stabilization in Section 9.5.1, including the gain margin for robust
stability using either the Small Gain Theorem or Large Gain Theorem and the range
of k for which the closed-loop system is asymptotically stable.
Method Gain Margin Asymptotically Stable
Small Gain 4.1 −2.05 ≤ k <∞
Large Gain 12.0 −539 ≤ k <∞
Optimal Small Gain 4.49× 106 −9.19× 107 ≤ k <∞
Optimal Large Gain 12.3 −6.42× 108 ≤ k <∞
is robustly stable for −9.19 × 107 N/m ≤ k < ∞. The robustness properties of the
closed-loop system with KH∞ and K∗H∞ are summarized in Table 9.1.
When performing robust stabilization using the Large Gain Theorem, a full-
state feedback controller is to be designed such that the transfer matrix G¯
CLpqˆ
(s) =
C¯
CL3
(
s1− A¯
CL
)−1 B¯3+D¯33 has minimum gain greater than 1/ν∆¯ = 0.811. Performing
Synthesis Method 5 gives
Kν =
[
5.41× 102 −5.40× 102 6.65 −6.01
−5.37× 102 5.39× 102 −5.52 6.64
]
,
a least conservative minimum gain of ν∗
CLpqˆ
= 9.70, and a lower gain margin of 12.0.
Numerically it is shown that the closed-loop system is robustly stable for −539.5 N/m
≤ k < ∞. Synthesis Method 5 is performed again with the maximization of the
objective function J (ν
CLpqˆ
) = ν
CLpqˆ
, yielding
K∗ν = 10
4 ·
[
6.43× 104 −6.43× 104 4.69 −4.69
−6.43× 104 6.43× 104 −4.69 4.69
]
,
a least conservative minimum gain of ν∗
CLpqˆ
= 10, and a lower gain margin of 12.3.
Numerically it is shown that the closed-loop system is robustly stable for −6.42 ×
108 N/m ≤ k <∞. The robustness properties of the closed-loop system with Kν and
K∗ν are summarized in Table 9.1.
9.5.2 Robust Stabilization with Dynamic Output Feedback
Robust stabilization with dynamic output feedback using both the Small Gain
Theorem and Large Gain Theorem is considered in this section. The control input
u2(t) is not used in the design of the dynamic output feedback controllers, in an effort
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Table 9.2: Robustness properties of the closed-loop system with dynamic output
feedback designed for robust stabilization in Section 9.5.2, including the gain margin
for robust stability using either the Small Gain Theorem or Large Gain Theorem and
the range of k for which the closed-loop system is asymptotically stable.
Method Gain Margin Asymptotically Stable
Small Gain 1.10 0.301 ≤ k ≤ 3.376
Large Gain 1.19 0.171 ≤ k ≤ 15.94
Optimal Small Gain 1.66 0.01 ≤ k ≤ 2.917
Optimal Large Gain 1.29 0.003 ≤ k ≤ 2.664
to replicated the robust stabilization benchmark problem in [77].
When performing robust stabilization using the Small Gain Theorem, a dynamic
output feedback controller is to be designed such that the transfer matrix G
CLqp
(s) =
C
CL3
(s1− A
CL
)−1 B
CL3
has an H∞ norm less than 1/γ∆ = 4/3. Following the LMI
H∞ controller synthesis method in [97], a dynamic output feedback controller is syn-
thesized as
Gc,H∞(s) =
−182.8s3 + 661.5s2 − 66s− 14.31
s4 + 8.24s3 + 73.24s2 + 198.9s+ 504.7
,
yielding a closed-loop H∞ norm of γCLqp = 1.21 and an upper gain margin of 1.10
using the Small Gain Theorem. It is shown numerically that the closed-loop system
is robustly stable for 0.301 N/m ≤ k ≤ 3.376 N/m. In order to maximize the closed-
loop system’s stability margin, the same controller synthesis method is performed
such that the H∞ norm of GCLqp(s) is minimized, giving
G∗c,H∞(s) =
−3.24× 108s3 + 9.13× 107s2 − 3.70× 103s− 4.11
s4 + 61.66s3 + 3.36× 104s2 + 7.42× 105s+ 4.65× 107 ,
a closed-loop H∞ norm of γCLqp = 0.8, and an upwards gain margin of 1.66 using the
Small Gain Theorem. It is shown numerically that the closed-loop system is robustly
stable for 0.01 N/m ≤ k ≤ 2.917 N/m. The robustness properties of the closed-loop
system with Gc,H∞(s) and G
∗
c,H∞(s) are summarized in Table 9.2.
When performing robust stabilization using the Large Gain Theorem, a dynamic
output feedback controller is to be designed such that the transfer matrix G¯
CLpqˆ
(s) =
C¯
CL3
(
s1− A¯
CL
)−1 B¯
CL3
+ D¯
CL33
has minimum gain greater than 1/ν∆¯ = 0.811. Per-
forming Synthesis Method 8 gives
Gc,ν(s) =
−1.63× 105s3 + 6.38× 105s2 − 3.36× 103s+ 188.5
s4 + 30.04s3 + 2.76× s2 + 2.49× 104s+ 3.41× 105 ,
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a least conservative minimum gain of ν∗
CLpqˆ
= 0.971, and a lower gain margin of 1.19.
Numerically it is shown that the closed-loop system is robustly stable for 0.171 N/m
≤ k ≤ 15.94 N/m. Synthesis Method 8 is performed again with the maximization of
the objective function J (ν
CLpqˆ
) = ν
CLpqˆ
, yielding
G∗c,ν(s) =
−5.43× 109s3 + 1.22× 109s2 − 3.27× 104s− 29.73
s4 + 210.2s3 + 2.21× 105s2 + 5.69× 106s+ 6.21× 108 ,
a least conservative minimum gain of ν∗
CLpqˆ
= 1.04, and a lower gain margin of 1.29.
Numerically it is shown that the closed-loop system is robustly stable for 0.003 N/m
≤ k ≤ 2.664 N/m. The robustness properties of the closed-loop system with Gc,ν(s)
and G∗c,ν(s) are summarized in Table 9.2.
9.5.3 Robust Performance with Full-State Feedback
Robust performance with full-state feedback using both the Small Gain Theorem
and Large Gain Theorem is considered in this section. Both control inputs are used
with the full-state feedback controllers, as done in the robust stabilization example
with full-state feedback.
When using the Small Gain Theorem for robust performance, the objective is to
design a full-state feedback controller that guarantees the H∞ norm of the transfer
function given by G
CL∆zw
(s) is less than a prescribed value, 0 < γP < ∞ for all
|∆k| ≤ γ∆. As described in Section 8.4, this can be transformed into a robust
stabilization problem by augmenting the uncertainty block with a performance block.
To reduce conservatism, the structured singular value and DK-iteration should be
used to synthesize the controller. However, in order to make a fair comparison to
robust performance with the Large Gain Theorem, the Small Gain Theorem and
robust H∞ control is used instead. In this case, a full-state feedback controller is to
be designed such that the transfer matrix WG˜
CLqp
(s) = WC˜
CL3
(s1− A
CL
)−1 B˜
CL3
has
an H∞ norm less than 1, where W = diag{0.75, 1/γP} is a weighting matrix used to
normalize the uncertainty block and γP = 0.5. Using the LMIH∞ controller synthesis
method from [49], a full-state feedback controller is synthesized as
KH∞ =
[
2.56 −1.74 2.33 −1.61
0.56 8.98 0.33 2.68
]
,
where WG˜
CLqp
(s) has an H∞ norm of γCLqp = 0.32 and an upper gain margin of
3.08 using the Small Gain Theorem. From the Small Gain Theorem, this means
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Table 9.3: Robustness properties of the closed-loop system with full-state feedback
designed for robust performance in Section 9.5.3, including the gain margin (GM) for
robust performance using either the Small Gain Theorem or Large Gain Theorem,
the range of k for which the closed-loop system is asymptotically stable (AS), the
range of k for which
∥∥∥GCL∆zw∥∥∥∞ < 0.5, and the range of k for which GCL∆zw(s) is
minimum phase.
Method GM AS
∥∥∥GCL∆zw∥∥∥∞ < 0.5 GCL∆zw(s) Min. Phase
Small Gain 3.08 −2.29 ≤ k <∞ −1.81 ≤ k <∞ 103.7 ≤ k <∞
Large Gain 2.00 −1073 ≤ k <∞ −1071 ≤ k <∞ −1071 ≤ k <∞
that KH∞ is robust to roughly three times the specified uncertainty and the closed-
loop transfer function G
CL∆zw
(s) has an H∞ norm less than γP/3.08 = 0.162 for up
to |∆k| ≤ 3.08γ∆ = 2.31. It is shown numerically that the closed-loop system is
robustly stable for −2.29 N/m ≤ k < ∞ and G
CL∆zw
(s) has an H∞ norm less than
γP = 0.5 for −1.81 N/m ≤ k < ∞. It is also shown numerically that the transfer
function G
CL∆zw
(s) is minimum phase for 103.7 N/m≤ k <∞, which is well outside of
the region where the closed-loop system is robustly stable. When considering robust
performance with the Small Gain Theorem there is no guarantee that the closed-loop
system is minimum phase, so this is a valid result. The robustness properties of the
closed-loop system with KH∞ are summarized in Table 9.3.
When using the Large Gain Theorem for robust performance, a feedback controller
is to be designed such that the transfer function G
CL∆zw
(s) is minimum phase for all
|∆k| ≤ γ∆ or
∣∣∆k¯∣∣ ≥ ν∆¯. The transfer function GCL∆zw(s) is minimum phase if it has
minimum gain greater than 0 < νP <∞. This is converted into a robust stabilization
problem, which amounts to synthesizing a full-state feedback controller such that
the transfer function W¯G˜
CLpqˆ
(s) = W¯C˜3
(
s1− A¯
CL
)−1 B˜3 + W¯D˜33 has minimum gain
greater than 1, where W¯ = diag{1.233, 1/νP} is a weighting matrix used to normalize
the uncertainty block, νP = 0.005, A¯CL = A− B3D−133 C3 − B2K,
C˜3 =
[
C1
−D−133 C3
]
, B˜3 =
[
B1 B3D−133
]
, D˜33 =
[
D11w1 0
0 D−133
]
.
Performing Synthesis Method 7 gives
Kν =
[
1.08× 103 −7.20× 102 11.82 −0.48
−1.4× 102 4.45× 104 −2.63 38.69
]
,
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where W¯G˜
CLpqˆ
(s) has a least conservative minimum gain of ν∗
CLpqˆ
= 2.00, and a lower
gain margin of 2.00 using the Large Gain Theorem. From the Large Gain Theorem,
this means that Kν is robust to two times the specified uncertainty and the closed-
loop transfer function G
CL∆zw
(s) has minimum gain greater than 2νP = 0.01 for up to∣∣∆k¯∣∣ ≥ ν∆¯/2 = 0.616. It is shown numerically that the closed-loop system is robustly
stable for −1073 N/m ≤ k < ∞, and the transfer function G
CL∆zw
(s) has minimum
gain greater than νP = 0.005 and is minimum phase for −1071 N/m ≤ k <∞. The
robustness properties of the closed-loop system with Kν are summarized in Table 9.3.
The full-state feedback controller synthesized using the Large Gain Theorem
was able to provide a guarantee that G
CL∆zw
(s) be minimum phase for all |∆k| ≤
0.75 N/m, which was not accomplished by the full-state feedback controller synthe-
sized using the Small Gain Theorem. This is not to say that a controller synthesized
using the Small Gain Theorem is unable to render the transfer function G
CL∆zw
(s)
minimum phase, but there is no constraint in the robust performance problem with
the Small Gain Theorem to enforce this, which highlights the benefit of robust per-
formance with the Large Gain Theorem.
Numerical simulations are performed with the full-state feedback controllers de-
signed using the Small Gain Theorem and the Large Gain Theorem for robust per-
formance. The uncertain closed-loop systems are given a unit step disturbance
d1(t) = 1 · 1(t), where 1(t) is the Heaviside step function, for a range of values of
k. Figure 9.6 plots the closed-loop responses of x2(t), as well as the inputs u1(t) and
u2(t) for 20 sampled values of k in the range 0.5 N/m ≤ k ≤ 2 N/m with KH∞ and
Kν . The same plots are generated in Figure 9.7 for −1.81 N/m ≤ k ≤ 12.5 N/m with
KH∞ and in Figure 9.7 for −1071 N/m ≤ k ≤ 12.5 N/m with Kν . The upper limits
on the ranges of k considered in Figures 9.7 and 9.8 are based on the numerical limits
for which the closed-loop system satisfies the performance objectives, with 12.5 N/m
chosen as the upper limit instead of an infinite bound.
9.5.4 Robust Performance with Dynamic Output Feedback
Robust performance with dynamic output feedback using both the Small Gain
Theorem and Large Gain Theorem is considered in this section. For this particular
example, the robust performance problem is significantly more challenging than the
robust stabilization problem, particularly when the Small Gain Theorem or the Large
Gain Theorem is used instead of the structured singular value or the structured
minimum singular value. For this reason, both control inputs are used instead of
the single control input used with the dynamic output feedback controller for robust
134
Table 9.4: Robustness properties of the closed-loop system with dynamic output
feedback designed for robust performance in Section 9.5.4, including the gain margin
(GM) for robust performance using either the Small Gain Theorem or Large Gain
Theorem, the range of k for which the closed-loop system is asymptotically stable
(AS), the range of k for which
∥∥∥GCL∆zw∥∥∥∞ < 0.5, and the range of k for which
G
CL∆zw
(s) is minimum phase.
Method GM AS
∥∥∥GCL∆zw∥∥∥∞ < 0.5 GCL∆zw(s) Min. Phase
Small Gain 1.04 0.003 ≤ k ≤ 3.017 0.023 ≤ k ≤ 2.946 864.3 ≤ k <∞
Large Gain 1.30 0.001 ≤ k ≤ 12.21 0.001 ≤ k ≤ 12.21 0.001 ≤ k ≤ 12.21
stabilization.
When using the Small Gain Theorem for robust performance, a dynamic output
feedback controller is to be synthesized that guarantees the H∞ norm of the transfer
function G
CL∆zw
(s) is less than 0 < γP < ∞ for all |∆k| ≤ γ∆. The robust perfor-
mance problem is transformed into a robust stabilization problem and normalized,
yielding the condition that the transfer matrix WG˜
CLqp
(s) has an H∞ norm less than
1, where W = diag{0.75, 1/γP} is a weighting matrix used to normalize the uncer-
tainty block and γP = 0.5. Using the LMI H∞ controller synthesis method from [97],
a dynamic output feedback controller is synthesized as
Gc,H∞(s) =
[
−5.91×104s4−9214s3−3.26×104s2−3.04×105s+2.50×104
s4+16.97s3+641.7s2+1058s+2.17×104
11.33s4−3121s3−1.09×104s2−9.59×104s−2.61×105
s4+16.97s3+641.7s2+1058s+2.17×104
]
,
where WG˜
CLqp
(s) has an H∞ norm of γCLqp = 0.96 and an upper gain margin of
1.04 using the Small Gain Theorem. From the Small Gain Theorem, this means
that Gc(s) is robust to slightly more than the specified uncertainty and the closed-
loop transfer function G
CL∆zw
(s) has an H∞ norm less than γP/1.04 = 0.48 for up
to |∆k| ≤ 1.042γ∆ = 0.78. It is shown numerically that the closed-loop system is
robustly stable for 0.03 N/m ≤ k ≤ 3.017 N/m and G
CL∆zw
(s) has an H∞ norm less
than γP = 0.5 for 0.023 N/m ≤ k ≤ 2.946 N/m. It is also shown numerically that
the transfer function G
CL∆zw
(s) is minimum phase for 864.3 N/m ≤ k < ∞ N/m,
which is well outside of the region where the closed-loop system is robustly stable.
The robustness properties of the closed-loop system with Gc,H∞(s) are summarized
in Table 9.4.
When using the Large Gain Theorem for robust performance, a feedback con-
troller is to be designed such that the transfer function G
CL∆zw
(s) is minimum phase
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for all |∆k| ≤ γ∆ or equivalently
∣∣∆k¯∣∣ ≥ ν∆¯. The transfer function GCL∆zw(s) is min-
imum phase if it has minimum gain greater than 0 < νP <∞. This is converted into
a robust stabilization problem, which amounts to synthesizing a full-state feedback
controller such that the transfer function W¯G˜
CLpqˆ
(s) = W¯C˜3
(
s1− A¯
CL
)−1 B˜3 +W¯D˜33
has minimum gain greater than 1, where W¯ = diag{1.233, 1/νP} is a weighting ma-
trix used to normalize the uncertainty block and νP = 0.005. Performing Synthesis
Method 10 gives
Gc,ν(s) =
[
−1.53×105s4−2.60×1012s3−7.13×1014s2−3.92×1019s−9.96×1018
s4+1892s3+3.33×107s2+3.36×1011s+1.72×1014
−1.00×106s4+3.05×1011s3−1.09×1014s2−1.96×1016s−7.12×1018
s4+1892s3+3.33×107s2+3.36×1011s+1.72×1014
]
,
where W¯G˜
CLpqˆ
(s) has a least conservative minimum gain of ν∗
CLpqˆ
= 1.30, and a lower
gain margin of 1.30 using the Large Gain Theorem. From the Large Gain Theorem,
this means that Gc(s) is robust to 1.3 times the specified uncertainty and the closed-
loop transfer function G
CL∆zw
(s) has minimum gain greater than 1.3νP = 0.013 for
up to
∣∣∆k¯∣∣ ≥ ν∆¯/1.3 = 0.948. It is shown numerically that the closed-loop system is
robustly stable for 0.001 N/m ≤ k ≤ 12.211 N/m, and the transfer function G
CL∆zw
(s)
has minimum gain greater than νP = 0.005 for 0.513 N/m ≤ k ≤ 4.715 N/m and is
minimum phase for 0.001 N/m ≤ k ≤ 12.211 N/m. The robustness properties of the
closed-loop system with Gc,ν(s) are summarized in Table 9.4.
Similarly to Section 9.5.3, numerical simulations are performed with the dynamic
output feedback controllers designed using the Small Gain Theorem and the Large
Gain Theorem for robust performance. The uncertain closed-loop systems are again
given a unit step disturbance d1(t) = 1 · 1(t) for a range of values of k. Figure 9.9
plots the closed-loop responses of x2(t), as well as the inputs u1(t) and u2(t) for 20
sampled values of k in the range 0.5 ≤ k ≤ 2 with Gc,H∞(s) and Gc,ν(s) without the
presence of measurement noise. Figure 9.10 includes the same plots for 0.023 N/m ≤
k ≤ 22.946 N/m with Gc,H∞(s), while Figure 9.10 has the same plots for 0.001 N/m ≤
k ≤ 12.211 N/m with Gc,ν(s). Once again, the ranges of k considered in Figures 9.10
and 9.11 are based on the numerical limits for which the closed-loop system satisfies
the performance objectives. The numerical simulations from Figure 9.9 are performed
again with measurement noise of n(t) = 0.001 sin(200pit) m/s, with results presented
in Figure 9.12.
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9.5.5 Discussion
The results of robust stabilization with the Small Gain Theorem and the Large
Gain Theorem summarized in Tables 9.1 and 9.2 indicate similar closed-loop robust-
ness properties. When using full-state feedback that maximizes the robustness gain
margin, the Small Gain Theorem gives a much higher robust stability guarantee via
the gain margin, but a slightly smaller range of k that yields an asymptotically stable
closed-loop system. The gain margin when using the Large Gain Theorem is limited
by the feedthrough matrix D33 which could be chosen larger if a larger gain margin
is desired. When using dynamic output feedback for robust stabilization, it is shown
in Table 9.2 that once again the controller synthesized with the Large Gain Theo-
rem yields a slightly smaller gain margin than the Small Gain Theorem’s controller
when designed to maximize robustness. The numerically-determined range of asymp-
totically stable k is also slightly larger with the Small Gain Theorem in this case.
Nonetheless, both methods are fully capable of robustly stabilizing the closed-loop
system for initially specified range 0.5 N/m ≤ k ≤ 2 N/m.
Tables 9.3 and 9.4 presents results of robust performance with the Small Gain
Theorem and the Large Gain Theorem. The robustness properties of these closed-
loop systems are difficult to compare, as the controllers are designed to solve different
robust performance problems. When using full-state feedback and the Small Gain
Theorem, the robust performance gain margin is 3.08 and the range in which robust
performance specifications are met is −1.81 N/m ≤ k < ∞, and G
CL∆zw
(s) is mini-
mum phase for 103.7 N/m ≤ k < ∞. With the Large Gain Theorem, the full-state
feedback controller yields a gain margin of 2.00, and the closed-loop system meets the
robust performance specifications for −1071 N/m ≤ k <∞ and G
CL∆zw
(s) has an H∞
norm less than 0.5 in this same range. Interestingly, the full-state feedback controller
design with the Large Gain Theorem meets the robust performance specifications of
both the Small Gain Theorem and the Large Gain Theorem for −1071 N/m ≤ k <∞,
while the controller designed with the Small Gain Theorem meets these specifications
outside the useful range of k. Numerical simulation results in Figure 9.6 demonstrate
that the Large Gain Theorem yields consistent closed-loop system responses for val-
ues of 0.5 N/m ≤ k ≤ 2 N/m, while the closed-loop system responses with the Small
Gain Theorem are much more varied. The responses with the Small Gain Theorem
also feature nonminimum phase behavior, in that the response of x2(t) initially moves
in the negative direction before moving in the positive direction to reach its stead-
state value. This behavior is not present in the simulations with the Large Gain
Theorem-designed controller, as it is guaranteed to be minimum phase. Figures 9.7
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and 9.8 reinforce these observations for the ranges of k in which the respective robust
performance specifications are met.
The results of robust performance with dynamic output feedback control are sum-
marized in Table 9.4, where it is shown that a robust performance gain margin of 1.04
is obtained with the Small Gain Theorem, robust specifications are met for 0.023 N/m
≤ k ≤ 2.946 N/m, and the G
CL∆zw
(s) is minimum phase for 846.3 N/m ≤ k < ∞.
The Large Gain Theorem yields a gain margin of 1.30, meets robust specifications
for 0.001 N/m ≤ k ≤ 12.211 N/m, and G
CL∆zw
(s) has an H∞ norm less than 0.5 in
the same range. Again, the controller designed with the Large Gain Theorem meets
the robust specifications of both the Small Gain Theorem and Large Gain Theorem,
while the controller designed with the Small Gain Theorem does not. Similarly to
the full-state feedback control results, numerical simulation results without measure-
ment noise in Figure 9.9 demonstrate that the Large Gain Theorem gives closed-loop
system responses that are much more consistent than the Small Gain Theorem for
values of 0.5 N/m ≤ k ≤ 2 N/m. The responses with the Small Gain Theorem do
present any qualitative nonminimum phase behavior, even though G
CL∆zw
(s) is non-
minimum phase for 0.5 N/m≤ k ≤ 2 N/m. Figures 9.10 and 9.11 plots the closed-loop
responses for the maximum ranges of k in which the respective robust performance
specifications are met. Performance with the Small Gain Theorem-designed controller
degrades significantly as k approaches the limits of this range in Figure 9.11. It is seen
in Figure 9.12b that in the presence of measurement noise the control inputs with the
Large Gain Theorem-designed controller are extremely large and unrealistic. The per-
formance variable z(t) is not chosen to be a function of the control inputs to limit the
control effort, therefore this is completely reasonable based on the specified problem.
Moreover, robust performance with the Large Gain Theorem is not well-equipped to
handle limitations on control effort even if the performance variable is a function of
the control inputs, as it is not capable of limiting the closed-loop H∞ norm. In order
to satisfy such a performance specification and also guarantee G
CL∆zw
(s) is minimum
phase, the mixed structured singular value discussed in Section 8.4.3 is required.
9.6 Closing Remarks
Full-state feedback and dynamic output feedback LMI-based controller synthesis
methods were presented in this chapter that solve the robust stabilization, robust sta-
bilization and nominal performance, and robust performance problems. The robust
controllers were tested numerically on a robust control benchmark problem and com-
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pared to robust H∞ controllers synthesized using the Small Gain Theorem. These
numerical examples mark the first known use of the Large Gain Theorem for ro-
bust control of a physically-meaningful example. The robust controllers synthesized
using the Large Gain Theorem exhibit similar robustness properties to the robust
controllers synthesized using the Small Gain Theorem, except when used for robust
performance, where the Large Gain Theorem-based robust controllers are capable of
guaranteeing the uncertain closed-loop transfer matrix is minimum phase and the
Small Gain Theorem-based robust controllers are not. Robust performance is ar-
guably the most useful application of robust control with the Large Gain Theorem,
as it solves a robust performance problem that could not previously be solved with
the Small Gain Theorem.
Future work will include developing robust controller synthesis methods using the
structured minimum singular value and the mixed structured singular value, which
will most likely bear similarities to DK-iteration. The synthesis of parallel feed-
forward controllers and two degree-of-freedom controllers when considering robust
performance will also be explored, which will allow for robust performance using the
Large Gain Theorem to be applied to a wider variety of systems.
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(a)
(b)
Figure 9.6: Closed-loop response of x2(t) and the control inputs u1(t) and u2(t) for
0.5 ≤ k ≤ 2 with full-state feedback controllers designed using the (a) Small Gain
Theorem and (b) the Large Gain Theorem for robust performance in Section 9.5.3.
140
Figure 9.7: Closed-loop response of x2(t) and the control inputs u1(t) and u2(t) for
−1.81 ≤ k ≤ 12.5 with a full-state feedback controller designed using the Small Gain
Theorem for robust performance in Section 9.5.3.
Figure 9.8: Closed-loop response of x2(t) and the control inputs u1(t) and u2(t) for
−1071 ≤ k ≤ 12.5 with a full-state feedback controller designed using the Large Gain
Theorem for robust performance in Section 9.5.3.
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(b)
Figure 9.9: Closed-loop response of x2(t) and the control inputs u1(t) and u2(t)
for 0.5 ≤ k ≤ 2 with dynamic output feedback controllers designed using the (a)
Small Gain Theorem and (b) the Large Gain Theorem for robust performance in
Section 9.5.4.
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Figure 9.10: Closed-loop response of x2(t) and the control inputs u1(t) and u2(t) for
0.023 ≤ k ≤ 2.946 with a dynamic output feedback controller designed using the
Small Gain Theorem for robust performance in Section 9.5.4.
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Figure 9.11: Closed-loop response of x2(t) and the control inputs u1(t) and u2(t) for
0.001 ≤ k ≤ 12.21 with a dynamic output feedback controller designed using the
Large Gain Theorem for robust performance in Section 9.5.4.
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(a)
(b)
Figure 9.12: Closed-loop response of x2(t) and the control inputs u1(t) and u2(t) for
0.5 ≤ k ≤ 2 and measurement noise of n(t) = 0.001 sin(200pit) with dynamic output
feedback controllers designed using the (a) Small Gain Theorem and (b) the Large
Gain Theorem for robust performance in Section 9.5.4.
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Part IV
Conclusion
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Chapter 10
Closing Remarks and Future Work
This dissertations considers the broad topics of optimal output modification and
robust control. Briefly, the main contributions of this dissertation are related to
1. the properties of minimum gain,
2. the synthesis of H∞-optimal parallel feedforward controllers using minimum
gain,
3. a method to linearly combine sensor measurements to obtain an SPR transfer
matrix in an H2- or H∞-optimal manner,
4. a Nyquist stability criterion proof of the Large Gain Theorem for LTI systems,
5. a framework for robust control with the Large Gain Theorem, and
6. full-state and dynamic output feedback robust controller synthesis methods with
the Large Gain Theorem.
A complete list of novel contributions found in this dissertation and publications
resulting from this research is found in the Preface. These contributions mark the-
oretical and practical advancements to the areas of optimal output modification,
input-output stability theory, and robust control.
Despite the advancements made in this dissertation, there is much room for im-
provement and future work. Suggestions for future extensions to the research pre-
sented in this dissertation are detailed as follows.
Minimum Gain and Optimal Output Modification
Building upon the H∞-optimal parallel feedforward controller synthesis methods
in Chapter 4, an optimal robust parallel feedforward control formulation is a promising
avenue of future research. A parallel feedforward controller solving this problem would
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yield an augmented system that is robustly minimum phase and as close as possible
to the original system. As discussed in Chapter 4, a somewhat simple extension to
robust parallel feedforward control would involve state-space interval uncertainty. A
more general extension to robust parallel feedforward control may be found using
the robust performance problem described in Chapter 9. Robust performance with
the Large Gain Theorem is capable of robustly guaranteeing that the closed-loop
performance transfer matrix is minimum phase, which may be tailored specifically
for the purposes of parallel feedforward control. Mathematical development of a
structured minimum singular value or a mixed structured singular value would be
useful in reducing conservatism in this context.
The H2- and H∞-optimal linear combination of sensor measurements to yield an
SPR transfer matrix in Chapter 5 shows promising results on numerical examples
of a noncolocated mass-spring system and a flexible joint robotic manipulator. A
potential extension of this work is the incorporation of weighting transfer matrices
in the minimization of the H2 or H∞ norms, which would minimize the difference
between the modified system output and the desired system output within specified
bands of frequency. The sensor interpolation techniques would also greatly benefit
from a robust formulation that guarantees the transfer matrix obtained is SPR subject
to model uncertainty. This would most likely be possible for systems subject to
uncertainty that is PR, by using the stability result in [72].
The Large Gain Theorem
Following the advances made in this dissertation regarding the use of the Large
Gain Theorem for robust control in Chapters 8 and 9, the remaining challenges are
mostly computational in nature. In particular, an efficient method to compute the
structured minimum singular value is to be developed and further details regarding
the mixed singular value are to be determined. The structured minimum singular
value would allow for the new minimum phase robust performance criterion to be en-
forced without conservatism in a wide range of practical situations, while the mixed
structured singular value would enable the robust control of systems subject to un-
certainty that has some components with nonzero minimum gain and some that have
an upper bound on its gain.
Experimental validation of robust controllers designed using the Large Gain The-
orem or the structured minimum singular value would help demonstrate the ability
of these controllers in practice. Since it was shown in Chapter 8 that the Large Gain
Theorem is applicable on any problem suitable for the Small Gain Theorem, there
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are many options for experimental test platforms, including a number of aerospace
and robotic systems.
In summary, the Large Gain Theorem can provide robustness guarantees that are
not possible with other stability results, including the Small Gain Theorem. This
dissertation has provided the first steps towards making the Large Gain Theorem a
practical tool for robust control, but further contributions will be required in order
to fully complete this task.
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Appendix
Derivation of Dynamic Output Feedback
Controller Synthesis for Robust Stabilization using
the Large Gain Theorem
This appendix presents details of the transformations performed on the matrix
inequality of (9.21) in Chapter 9 to yield the LMIs used for robust stabilization
with dynamic output feedback control in Synthesis Method 8. These transformations
are largely based on those used for the LMI synthesis of an H∞-optimal dynamic
output feedback controller in [97]. Details of the transformations found in [97] are
clearly explained in the course notes of Dr. Sanjay Lall at Stanford University and
Dr. Matthew Peet at Arizona State University, which were also used as inspiration in
the derivation of the following matrix inequality transformations.
The matrix inequality in (9.21), given by[
PA
CL
+ AT
CL
P− CT
CL3
C
CL3
PB
CL3
− CT
CL3
D
CL33
∗ ν2
CLqp
1− DT
CL33
D
CL33
]
≤ 0 (A.1)
with P = PT ≥ 0, which ensures that the transfer matrix G
CLqp
(s) has minimum
gain 0 < ν
CLqp
< ∞, where the nominal closed-loop state-space matrices are defined
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in (8.4), (8.5), (8.6) and (8.7) as
A
CL
=
[
A + B2DcD˜
−1C2 B2
(
1 + DcD˜
−1D22
)
Cc
BcD˜
−1C2 Ac + BcD˜
−1D22Cc
]
, (A.2)
B
CL3
=
[
B3 + B2DcD˜
−1D23
BcD˜
−1D23
]
, (A.3)
C
CL3
=
[
C3 + D32DcD˜
−1C2 D32
(
1 + DcD˜
−1D22
)
Cc
]
, (A.4)
D
CL33
= D33 + D32DcD˜
−1D23, (A.5)
and D˜ = 1− D22Dc.
The matrix inequality of (A.1) is equivalently written as[
PA
CL
+ AT
CL
P PB
CL3
∗ ν2
CLqp
1
]
−
[
CT
CL3
DT
CL33
] [
C
CL3
D
CL33
]
≤ 0. (A.6)
Applying Young’s relation to the term
[
CT
CL3
DT
CL33
] [
C
CL3
D
CL33
]
gives the matrix in-
equalityPACL + A
T
CL
P− YT
CL
C
CL3
− CT
CL3
Y
CL
PB
CL3
− CT
CL3
X− YT
CL
D
CL33
YT
CL
∗ ν2
CLqp
1− XTD
CL33
− DT
CL33
X XT
∗ ∗ −1
 ≤ 0,
(A.7)
which implies the matrix inequality in (A.6). The matrix Y
CL
is parameterized as
Y
CL
= Y¯P. (A.8)
Substituting (A.8) into (A.7) gives
Mˆ11 P
(
B
CL3
− Y¯TD
CL33
)
− CT
CL3
X PY¯T
∗ ν2
CLqp
1− XTD
CL33
− DT
CL33
X XT
∗ ∗ −1
 ≤ 0, (A.9)
where Mˆ11 = P
(
A
CL
− Y¯TC
CL3
)
+
(
A
CL
− Y¯TC
CL3
)T
P.
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A first change of variables to simplify an algebraic loop is performed as
A
K
= Ac + Bc (1− D22Dc)−1 D22Cc,
B
K
= Bc (1− D22Dc)−1 ,
C
K
= (1− DcD22)−1 Cc,
D
K
= Dc (1− D22Dc)−1 ,
which when substituted into (A.2), (A.3), (A.4) and (A.5) yields
A
CL
=
[
A + B2DKC2 B2CK
B
K
C2 AK
]
, (A.10)
B
CL3
=
[
B3 + B2DKD23
B
K
D23
]
, (A.11)
C
CL3
=
[
C3 + D32DKC2 D32CK
]
, (A.12)
D
CL33
= D33 + D32DKD23. (A.13)
Note that the simplification
(
1 + Dc (1− D22Dc)−1 D22
)
Cc = (1− DcD22)−1 Cc = CK
is made using the identity in [48, Fact 2.16.17]. The reverse change of variables, which
is needed following the controller synthesis method to recover the controller, is given
by
Ac = AK − Bc (1− D22Dc)−1 D22Cc,
Bc = BK (1− D22Dc) ,
Cc = (1− DcD22)CK ,
Dc = (1 + DKD22)
−1 D
K
.
Next, the matrices P = PT > 0 and Q = P−1 are defined as
P =
[
P1 P2
PT2 P3
]
, Q =
[
Q1 Q2
QT2 Q3
]
.
Lemma A.1 ([39, 49]). Given P1 = PT1 > 0 and Q1 = QT1 > 0, the matrices P and
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Q can be constructed to satisfy PQ = 1, P = PT > 0, and Q = QT > 0 provided[
P1 1
∗ Q1
]
≥ 0, (A.14)
P2PT2 = P1 −Q−11 , (A.15)
where
P =
[
P1 P2
∗ 1
]
, (A.16)
Q =
[
Q1 −Q1P2
∗ PT2Q1P2 + 1
]
. (A.17)
That is, ((A.14) ∧ (A.15)) =⇒ (PQ = 1 ∧ P = PT > 0 ∧ Q = QT > 0). It is also
known that ((A.14) ∧ (A.15)) implies that the matrices
Q
CL
=
[
Q1 1
QT2 0
]
, P
CL
=
[
1 0
P1 P2
]
are full rank.
Using the parameterizations in (A.16) and (A.17), it is shown that
QT
CL
P =
[
Q1 Q2
1 0
][
P1 P2
PT2 P3
]
=
[
1 0
P1 P2
]
= P
CL
. (A.18)
Knowing that Q
CL
is full rank, a congruence transformation is performed on (A.9)
with W = diag{Q
CL
, 1, 1, 1}. Defining Y¯ =
[
Y1 Y2
]
and substituting in the closed-
loop state-space matrices from (A.10), (A.11), (A.12) and (A.13), the result of the
congruence transformation is
M¯11 M¯12 M¯13 YT1
∗ M¯22 M¯23 P1YT1 + P2YT2
∗ ∗ M¯33 XT
∗ ∗ ∗ −1
 ≤ 0, (A.19)
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where
M¯11 = AQ1 + Q1A + B2
(
D
K
C2Q1 + CKQ
T
2
)
+
(
D
K
C2Q1 + CKQ
T
2
)T BT2
− YT1
(
C3Q1 + D32
(
D
K
C2Q1 + CKQ
T
2
))
− (C3Q1 + D32 (DKC2Q1 + CKQT2 ))TY1,
M¯12 = A + B2DKC2 +
((
D
K
C2Q1 + CKQ
T
2
)T BT2 + Q1AT)P1
+
(
Q1CT2B
T
K
+ Q2ATK
)
PT2 − YT1C3 − D32DKC2
− (C3Q1 + D32 (DKC2Q1 + CKQT2 ))T (P1YT1 + P2YT2 )T ,
M¯22 = P1A + ATP1 + (P1B2DK + P2BK )C2 + C
T
2 (P1B2DK + P2BK )
T
− (P1YT1 + P2YT2 ) (C3 + D32DKC2)− (C3 + D32DKC2)T (P1YT1 + P2YT2 )T ,
M¯13 = B3 + B2DKD23 −
(
C3Q1 + D32
(
D
K
C2Q1 + CKQ
T
2
))TX
− YT1 (D33 + D32DKD23) ,
M¯23 = P1B3 + (PB2DK + P2BK )D23 −
(
CT3 + C
T
2D
T
K
DT32
)
X
− (P1YT1 + P2YT2 ) (D33 + D32DKD23) ,
M¯33 = ν2CLqp1− (D33 + D32DKD23)TX− XT (D33 + D32DKD23) ,
and the simplification of (A.18) is used. Another change of variables is performed as
Y = Y1, Z = P1YT1 + P2YT2 , Dn = DK ,
Bn = P1B2DK + P2BK ,
Cn = DKC2Q1 + CKQ
T
2 ,
An = P1 (AQ1 + B2Cn) + P2
(
B
K
C2Q1 + AKQ
T
2
)
The change of variables can also be written as[
An Bn
Cn Dn
]
=
[
P2 P1B2
0 1
][
A
K
B
K
C
K
D
K
][
QT2 0
C2Q1 1
]
+
[
P1AQ1 0
0 0
]
, (A.20)[
YT
ZT
]
=
[
1 0
P1 P2
][
YT1
YT2
]
. (A.21)
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Substituting the change of variables into (A.19) yields
M11 M12 M13 YT
∗ M22 M23 ZT
∗ ∗ M33 XT
∗ ∗ ∗ −1
 ≤ 0, (A.22)
where
M11 = AQ1 + Q1A + B2Cn + CTnB
T
2 − YT (C3Q1 + D32Cn)− (C3Q1 + D32Cn)TY,
M12 = A + B2DKC2 + A
T
n − YTC3 − D32DKC2 − (C3Q1 + D32Cn)T ZT,
M22 = P1A + ATP1 + BnC2 + CT2B
T
n − Z (C3 + D32DKC2)
− (C3 + D32DKC2)T ZT,
M13 = B3 + B2DKD23 − (C3Q1 + D32Cn)TX− YT (D33 + D32DKD23) ,
M23 = P1B3 + BnD23 −
(
CT3 + C
T
2D
T
K
DT32
)
X− Z (D33 + D32DKD23) ,
M33 = ν2CLqp1− (D33 + D32DKD23)TX− XT (D33 + D32DKD23) .
The matrix inequality in (A.22) is identical to the matrix inequality in (9.22), without
the subscript k on the design variables.
The reverse of the change of variables in (A.20) is necessary to be able to recover
the original controller. Assuming that B2 and C2 are full rank, the matrices[
P2 P1B2
0 1
]
and
[
QT2 0
C2Q1 1
]
are full rank and invertible using the result of Lemma A.1. Multiplying (A.20) by the
inverses of these matrices, the reverse change of variables for the controller state-space
matrices is given by[
A
K
B
K
C
K
D
K
]
=
[
P2 P1B2
0 1
]−1([
An Bn
Cn Dn
]
−
[
P1AQ1 0
0 0
])[
QT2 0
C2Q1 1
]−1
.
The reverse change of variables of (A.21) is[
YT1
YT2
]
=
[
1 0
P1 P2
]−1 [
YT
ZT
]
,
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where the inverse of
[
1 0
P1 P2
]
is known to exist from Lemma A.1.
The matrix inequalities used for controller synthesis are summarized as (A.14)
and (A.22). The LMI of (A.14) ensures that the design variables P1 and Q1 yield ma-
trices P and Q that satisfy Lemma A.1. The matrix inequality of (A.22) is a sufficient
condition for minimum gain provided (A.14) is satisfied. Unfortunately, (A.22) is not
an LMI in the design variables P1 = PT1 > 0, Q1 = QT1 > 0, An, Bn, Cn, Dn, X, Y,
Z, and ν2
CLqp
. Because of this, an iterative method is proposed in Synthesis Method 8
that involves solving an LMI in each step to find a value of ν2
CLqp
that satisfies the
robust stabilization condition of the Large Gain Theorem. Synthesis Method 10 for
robust performance makes use of the same matrix inequality transformations on the
Minimum Gain Lemma presented in this appendix. Synthesis Method 9 uses the
same matrix inequalities as Synthesis Method 8, as well as the matrix inequalities
found in [97] based on the Bounded Real Lemma.
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