Abstract
Introduction
For the last forty years, researchers in disciplines as diverse as economics, sociology, management and information systems have been developing an important line of social theory. The Strength of Weak Ties and Brokerage Theory have together underpinned tens of thousands of empirical investigations linking network structure to outcomes such as wages, job placement, promotion, creativity, innovation, political success, social support, productivity, and performance (Aral 2012; Aral 2007; Baker 1990; Bulkley et al. 2004; Burt 1992; Burt 2004; Granovetter 1973; Hansen 1999; Hansen 2002; Padgett et al. 1993; Podolny 2001; Reagans et al. 2001; Uzzi 1996; Uzzi 1997) . Both of these theories rely on the argument that weak bridging ties deliver novel information to actors in brokerage positions. Burt calls this the broker's "vision advantage." Yet, very little empirical evidence has been presented to validate the existence of vision advantages or to document how they work.
The key difficulty is in observing and measuring the novelty of the information content delivered by brokers' contacts and network structure simultaneously. As Burt (Burt 2008) notes, "Empirical success in predicting performance with network models has far outstripped our understanding of the way information flow in networks is responsible for network effects. A cluster of network concepts emerged in the 1970s on the idea that advantage results from connections with multiple, otherwise disconnected, groups and individuals. The hubs in a social network were argued to have advantaged access to information and control over its distribution. . . . However, the substance of advantage, information, is almost never observed." According to Burt (Burt 2005) , "The next phase of work is to understand the information-arbitrage mechanisms by which people harvest the value buried in structural holes. . . . More generally, the sociology of information will be central in the work."
Using detailed analysis of the content and structure of an evolving corporate email network over twelve months, we seek to validate the existence of vision advantages and to investigate the underlying dynamic mechanisms that enable them. We analyze how much novel information each actor in a broker's network delivers to the broker over time using vector space and information theoretic measures of novelty in email content. We then analyze how network dynamics affect the amount of novel information brokers receive.
Three results emerge from our analysis. First, we confirm the Diversity-Bandwidth Tradeoff at the heart of the vision advantage (Aral et al. 2011) : As a broker's network becomes more diverse, the bandwidth of their communication channels contracts, creating countervailing effects on access to novel information. Second, our analysis also uncovers the mechanics driving the Diversity-Bandwidth Tradeoff and highlights differences in the vision advantages offered by strong cohesive ties and weak bridging ties: Strong cohesive ties deliver greater information diversity and more total non-redundant information, while weak bridging ties contribute the greatest uniqueness -information which is most different from what other contacts are delivering. Finally, we find that network stability (maintenance of the same contacts over time) increases the novelty brokers receive over time, providing some of the first evidence of the role of network dynamics in vision advantages.
The theory we propose and the results of our empirical analysis together represent the first steps toward a dynamic ego-and dyadic-level model of the vision advantages that have for forty years been hypothesized to explain The Strength of Weak Ties and Brokerage Theory. Our work therefore makes three key contributions to these important lines of argument. First, we propose the first theoretical explanation for how vision advantages work -namely, that weak bridging ties provide brokers with more unique information while strong cohesive ties provide more information diversity and more total non-redundant information. We develop each of these constructs theoretically and operationally, extending the work begun by Aral and Van Alstyne (2011) . Second, we provide the first empirical evidence of the types of information weak bridging ties and strong cohesive ties deliver. Third, we provide the first empirical evidence of the role of network stability in vision advantages. These contributions validate the information based mechanisms theorized to drive The Strength of Weak Ties and Brokerage Theory and serve to advance our understanding of the anatomy and dynamics of vision advantages.
Theory
Human social networks tend to cluster due to triadic closure. As Granovetter's (Granovetter 1973) 'forbidden triad' demonstrates, two strong tie contacts to a third party are themselves likely to be connected by a strong (or at least a weak) tie because they are more likely to meet, more likely to have similar preferences, and because their discord would inspire cognitive dissonance in the original strong tie friendships. The significant clustering that develops in human social networks as a result of triadic closure creates small world networks with short global path lengths (Watts et al. 1998 ) and heavy tailed degree distributions (Barabási et al. 1999) . Such structure -densely connected cliques tied together by infrequent weak bridging ties -gives rise to opportunity. Brokers with structurally diverse networks, which are low in cohesion and structural equivalence and rich in structural holes, have privileged access to diverse, novel information. Contacts maintained through weak ties are typically unconnected to other contacts and therefore more likely to "move in circles different from our own and thus [to] have access to information different from that which we receive" (Granovetter 1973) . These ties are "the channels through which ideas, influence, or information socially distant from ego may reach him." As Burt (Burt 1992) argues, "everything else constant, a large, diverse network is the best guarantee of having a contact present where useful information is aired." Since information in local network neighborhoods tends to be redundant, structurally diverse contacts that reach across structural holes should provide channels through which novel information flows (Burt 1992 ).
Novel information is thought to be valuable because of its local scarcity. Actors with scarce information in a given network neighborhood are better positioned to broker opportunities, make better decisions, and apply information to problems that are intractable given local knowledge (Alstyne et al. 2005; Burt 2004; Hargadon et al. 1997; Lazer et al. 2007; Reagans et al. 2001; Rodan et al. 2004) . Access to novel information should increase the breadth of individuals' absorptive capacity, strengthen the ability to communicate ideas across a broader range of topics to a broader audience, and improve persuasion and the ability to generate broader support from subject matter experts (Cohen et al. 1990; Reagans et al. 2001; Rodan et al. 2004) . For these reasons, networks rich in structural diversity are thought to confer "information benefits" or "vision advantages" that improve performance by providing access to diverse and novel perspectives, ideas, and information (Burt 1992 ).
The first paper to explore the information benefits to structural diversity uncovered a tradeoff between network diversity and channel bandwidth (Aral & Van Alstyne 2011) . In the executive recruiting firm they studied, Aral and Van Alstyne (2011) found that as an individual's ego network diversity increased, the bandwidth of their communication channels contracted, creating countervailing effects on access to novel information. The theoretical arguments underpinning this 'Diversity-Bandwidth Tradeoff' highlighted unexplored aspects of the Strength of Weak Ties and Brokerage Theory. In particular, if bridging ties are by nature weak and infrequent, they are also likely to deliver less novel information per unit time on a smaller number of topical dimensions (for more detail on this theory see Aral and Van Alstyne 2011) . These discoveries raised questions about exactly how novelty flows through network structure. However, it remains to be seen whether Aral and Van Alstyne's findings generalize and whether their results can be replicated in other settings. We therefore begin by testing the hypotheses that underlie the DiversityBandwidth Tradeoff in order to evaluate their generality:
Hypothesis 1a: Greater network diversity is associated with lower channel bandwidth.
Hypothesis 1b: Network diversity and channel bandwidth are both associated with receiving more diverse information and more total non-redundant information.
Though the Diversity-Bandwidth Tradeoff begins to explain how vision advantages operate and how network structure and information flow are related, the mechanisms underlying the tradeoff are not well understood. The first wave of theory linking network diversity to novel information focused almost exclusively on the relative diversity of the information received across different alters in a network (Granovetter 1973 , Burt 1992 , overlooking the diversity and volume of novel information flowing within each tie or channel over time. Aral and Van Alstyne (2011) argued that although dense, cohesive networks tend to deliver information that is redundant across channels (with each alter providing the same or similar information), relationships in such networks are also typically stronger, implying greater frequency of interaction, richer information flows and thus access to more diversity and total novelty within each channel over time, raising questions about whether vision advantages operated the way Granovetter and Burt had theorized. However, Aral and Van Alstyne only measured ego network level proxies for the information delivered over ties, using averages across all the ties in a network to make statements about the general tendencies of different types of ties to deliver different types of information.
We seek to reconcile the apparent tension in these theories with a simple unifying claim: strong embedded ties deliver greater information diversity and greater total non-redundant information, but they do so at the expense of information uniqueness. The information benefits to bridging ties are not in delivering greater information diversity or greater total non-redundant information, but rather in delivering information that is unique -information ego is unlikely to get from anyone else in their contact network. The only way to test this unifying claim is to examine tie level data that distinguishes the types of information delivered by strong embedded ties as compared to weak bridging ties. In this way our empirical analysis extends the literature on vision advantages and brokerage theory by examining information diversity, total non-redundant information and information uniqueness at the dyadic level.
Information diversity is a measure of the topical variance of a set of information. Total non-redundant information is a measure of the volume of novel (or unrepeated) bits in a set of information. In contrast, information uniqueness is a measure of the distance between one set of information and another. Strong cohesive ties are likely to provide a broker with greater information diversity and greater total nonredundant information because interaction through rich high-bandwidth channels tends to be more detailed, cover more topics, and address more complex, interdependent concepts over time (see Aral and Van Alstyne for a full development of this argument). On the other hand, though weak bridging ties are likely to provide less information diversity and less total novelty, they are more likely to provide unique information that ego does not receive from other contacts, because they are communicating in social circles that are the most distant from ego's other contacts. We therefore hypothesize:
Hypothesis 2a: Strong cohesive ties deliver more information diversity and more total nonredundant information than weak bridging ties.
Hypothesis 2b: Weak bridging ties deliver more information uniqueness than strong cohesive ties.
Unpacking differences between diversity, non-redundancy and uniqueness adds a theoretical subtlety to the information advantage argument which could help reconcile conflicting evidence that has accumulated both for and against Brokerage Theory over the years. Some research has found that diverse networks are associated with innovation (Burt 2005) , while other work has found the opposite -that cohesion promotes innovation (Obstfeld 2005; Uzzi et al. 2005 ). We believe that one possible explanation for these contradictory results is that in situations where uniqueness matters, structural diversity is more valuable and in situations where novelty matters, cohesion is more valuable.
The Strength of Weak Ties and Brokerage Theory have to date been static theories, foregrounding equilibrium states of networks and access to information rather than the dynamical processes that lead to those states. The majority of the work in this area has neglected the role of network and information dynamics in the creation of vision advantages and how changes in network or information structure over time affect the diversity, non-redundancy and uniqueness of the information brokers receive. Aral and Van Alstyne (2011) highlighted the importance of information dynamics when they considered the moderating effect of information turbulence on vision advantages. They found that as the refresh rate of alters' information increased, brokers received more novel information and that channel bandwidth had an even stronger effect on the volume of novel information they received. We embrace and extend this line of inquiry into dynamics by considering the role of network dynamics rather than the role of information dynamics. In particular, we focus on a theoretical concept that has recently attracted the attention of network and management scholars alike -network stability.
Network stability describes the degree to which the composition of one's network is changing over timethe more one's contacts change from period to period, the more unstable the network. Past research has examined the role of network stability in the localization of network externalities (Tucker 2011 ) and mobile content generation and consumption (Ghose & Iyengar 2012) . However, none has examined the impact of network stability on access to novel information, which is a key element of any dynamic model of vision advantages.
It is not immediately clear how network stability will affect access to novel information. On one hand, changes in communication partners over time may expose people to new ideas, perspectives and information. If new communication partners come from disparate areas of the network, such changes may enable access to new information. Even when controlling for network diversity and channel bandwidth, new communication partners may create access to new information if the overlap in information amongst those in cohesive networks is not comprehensive. Simply put, talking to new people exposes us to new ideas and information. We there for hypothesize:
Hypothesis 3a: Network stability is associated with receiving less information diversity and less total non-redundant information.
On the other hand, network instability may reduce the trust and depth of the relationships with communication partners. If the incidence of communication over time is low, even if the volume is high, contacts may be less willing to share new or sensitive information. Prior research has shown that trust impacts the willingness to share information (Coleman 1988) and that infrequent ties typically share information of lower complexity and detail (Hansen 1999; Uzzi 1997) . We therefore also propose the following competing hypothesis:
Hypothesis 3b: Network stability is associated with receiving more information diversity and more total non-redundant information.
Methods & Data

Research Setting
We explored the anatomy and dynamics of vision advantages by analyzing the content and structure of an evolving corporate email network over twelve months. The firm that we studied was a medium sized, global digital media firm delivering language and localization services such as translation, dubbing, and sub-titling for film, digital gaming and web content producing clients around the world. The services provided by employees of this firm required constant information seeking and communication to solve problems that were highly localized. For example, translating a movie from English into thirty other languages required translators to seek information about current local language use and modern day idioms from country and regional experts in the firm. In interviews and during participant observation, employees frequently reported and were observed seeking information from people in disparate parts of the firm's communication network in order to solve these highly idiosyncratic problems. In this way, novel information drove the speed and quality of the work product. Our interviews revealed that timely access to such novel information from disparate parts of the network were important drivers of project completion rates and error rates.
The lead author first collected data from 10 weeks of participant observation in the firm over a 6 month period prior to the start of quantitative data collection. During this period, we collected data from interviews of the entire senior executive team and key informants from the three main operational teams -sales, technology and operations. We also conducted interviews with employees in each of the major language teams that produce the localization work. These five areas represent a comprehensive set of all of the types of employees in the firm. In addition to these interviews we observed the employees of each of these divisions performing their work, taking detailed notes of what we observed. This initial data collection helped us understand the setting, the work that was being done, the role of novel information in the work and the nature of the social network dynamics at play in the communications of the firm. Following this qualitative data collection, we collected complete and comprehensive data on the content and structure of the firm's evolving corporate email network as described below. 
Data
The quantitative data collection focused on two areas: (i) human resource information such as employees' age, gender, and date of hire, and (ii) internal email communications captured on the corporate email server for all employees. Overall we collected two million emails sent and received from 214 employees over twelve months during 2010. All email aliases were associated with a single user. The email content was anonymized using the same hashing algorithm used by Aral and Van Alstyne (2011) during data collection on the email server before being transferred off-site for further analysis. During this process the subject and content of each message was processed for 'stop words', such as 'a', 'an', 'the', 'and' and other high frequency words, which were removed. Remaining keywords were then stemmed, e.g. 'multitasking' and 'multi-task' become 'multitask'. We then calculated the keyword frequency for each email and keywords were replaced by unique hash codes ensuring anonymity of the actual content (see Aral & Van Alstyne 2011 for further details on email data collection and hashing). The full dataset was then processed using Latent Dirichlet Allocation (LDA) (Blei et al. 2003) . This probabilistic generative model enabled us to classify keywords according to their frequency and co-occurrence across emails into a set of topics. Each message was then represented as a probability distribution over topics. We then applied our statistical methods to the lower-dimensional space of topics rather than the higher-dimensional and very sparse space of keywords.
Latent Dirichlet Allocation
Using LDA we identify a topic distribution vector ડ for each message sent (indexed ݇). The probability space is ݊-dimensional, such that:
This representation of each email represents the likelihood of the email being about a specific topic based on its content. While the content itself is anonymized and the topics are not further determined in terms of their actual meaning, LDA quantifies the co-occurrence of terms in exactly the same way it does with clear text. Based on the topical distribution of each message we then derive measures of information diversity, non-redundancy and uniqueness for the streams of emails within the company.
Current literature remains vague in precisely defining the dimensions of novelty or novel information that should matter for vision advantages. However, following recent work, we believe three distinct aspects of novelty are important -(i) the diversity of the information received, which can be thought of as the variance of the topics being discussed either with a given contact (dyad-level) or across all contacts (egolevel), (ii) the total volume of non-redundant information received either from a given contact (dyadlevel) or across all contacts (ego-level), and (iii) the uniqueness of the information received, which can be thought of as the distance between the topics discussed with one contact and all of ego's other contacts.
The distinctions among these three measures of novelty have clear implications for our theory and we develop three distinct empirical measures that correspond to these concepts below.
Information Diversity
We measured the degree to which a specific stream of information was focused or diverse by measuring the dissimilarity of their topic distributions. Sets of messages were compared to each other, and the degree to which they were about a set of focused topics, or rather about a wider set of diverse topics was characterized. To remain consistent with current literature, we used the most common measure of document similarity, cosine similarity, to construct our measures of information diversity, which we measured at both the ego network level and the dyad level as follows:
(i) The information diversity ‫ܦܫ‬ of all ܰ messages Ego 1 (indexed e) received from all his peers. Let the set of these messages be ࣧ . We summed the cosine similarity of the topic distribution vectors of all the email messages received by ego in a given time period ડ ∈ ࣧ to their mean value ડ ത :
By this definition information diversity measures the variance or spread of topic distribution vectors across all received messages relative to their mean. A richer, more diverse set of communication will result in a higher ‫,ܦܫ‬ while very specific communications focusing on a small set of topics will result in lower ‫.ܦܫ‬ This is same procedure used by Aral and Van Alstyne (2011) .
(ii) Information diversity within a specific dyad IDW. In this case we measured the information diversity of all messages between a specific sending alter and another receiving Ego. The definition is equivalent to that of ID, with the exception that we summed only over the ܰ messages sent from a specific alter (indexed ݅). Let this set of messages be ࣧ :
Information Uniqueness
Information uniqueness is quantified by measuring the distance of topic distributions between ties. Consider the cosine similarity between the aggregate topic distribution ડ ൌ ∑ ડ , ડ ∈ ࣧ of tie ሺ݅, ݁ሻ and all other ડ , ݅ ് ݆ representing ties ሺ݆, ݁ሻ and defined accordingly. Holding Ego ݁ and alter ݅ constant information uniqueness IU is defined as:
This variable quantifies how similar the information conveyed to ego by one contact is to the information conveyed to ego by all their other contacts. A greater distance between the information content a particular contact provides and what all other contacts provide indicates that the information conveyed over that specific dyad is unique compared to the information the broker receives from everyone else.
Non-redundant Information
While the total amount of non-redundant information is clearly a volumetric measure (i.e. measured in number of bits) we recognize that simply measuring the total raw amount of information is unsatisfactory, since the information received might be highly redundant. We therefore needed to develop a measure which quantifies the potential amount of information conveyed by a message given its topic distribution vector ડ. An ideal measure for this purpose is information entropy ‫ܪ‬ሺડሻ ൌ ‫ܧ‬ሾെ ln ડሿ.
If we want to determine the amount of non-redundant information conveyed through messages along a tie ሺ݅, ݁ሻ, we want to account for all other information Ego (indexed ݁) receives through all other ties ሺ݆, ݁ሻ, with ݅ ് ݆ and control for redundancy in the information provided by those other ties. Let ડ ൌ ∑ ડ , ડ ∈ ࣧ be the topic distribution vector for tie ሺ݅, ݁ሻ and ડ for ሺ݆, ݁ሻ. We then define the conditional entropy ‫ܧܥ‬ of tie ሺ݅, ݁ሻ to be:
With the set of indices ‫ܬ‬ ൌ ሼ݆ ଵ , ݆ ଶ , … , ݆ ሽ indexing all ties leading to Ego with the exception of ݅ ് ݆. Conditional entropy per tie measures the average amount of non-redundant information Ego receives from a specific alter ݅, given the topic distribution vectors of all other alters communicating with Ego. Any overlap in information (i.e. information redundancy) between ሺ݅, ݁ሻ and any other ሺ݆, ݁ሻ is thus discounted and ‫ܧܥ‬ measures only the fraction of truly non-redundant information provided by alter ݅.
If we further consider the total amount of non-redundant information Ego receives from all his sources, we find the joint entropy ‫ܧܬ‬ to be a suitable measure. Accounting for the overlap of information Ego receives from all tiesሺ݅, ݁ሻ, joint entropy measures the total average amount of non-redundant information which can be encoded given the set of topic distribution vectors ൛ડ భ , ડ మ , … , ડ ൟ. We therefore define joint entropy to be:
We find both conditional and joint entropy measure the amount of non-redundant information provided to ego by a given contact and by all of ego's contacts respectively. We denote both measures of nonredundant information for the dyadic and ego level cases as ‫ܫܴܰ‬ in what follows.
To illustrate the differences between these three measures of information, consider the following examples: First, in considering information diversity we would find a set of received messages covering many different topics, such as accounting, projects, IT, social gatherings, and news to have a large information diversity, whereas if most messages are about one or two topics the corresponding information diversity of that set would be smaller. Second, considering information uniqueness, we propose that a set of messages originating from one source and covering a topic no one else talks about (i.e. sports) has a high information uniqueness, if, for example, no other sources mention the topic in the corpus. Finally, non-redundant information quantifies the amount of additional information a given source contributes (as measured through conditional entropy). Hence, if only a single source talks about a given topic (i.e. sports) the amount of information novelty is identical to the total volume of raw information from that source. However, if at least one other source mentions that topic, the amount of non-redundant information provided by the first source is reduced by a measure proportional to the amount everyone else talks about that topic. After crosschecking all sources for references to given topics the joint entropy is identical to the total raw amount of information received if and only if there are no redundancies, otherwise it is smaller.
Network Variables
Besides the information content conveyed through the communications network we are also interested in the structure of the network itself and its effect on the flow of information.
Network Size & Bandwidth
To capture the key elements of the communications network structure we use a set of basic measures, such as bandwidth and network size. Bandwidth per tie ‫ܯܹܤ‬ is simply defined as the number of messages ܰ ௧ sent across that tie during a given amount of time (i.e. monthly panels). Consequently Ego's average channel bandwidth is ‫ܯܹܤ‬ തതതതതതതത ൌ ‫,‪ሿ‬ܯܹܤ‪ሾ‬ܧ‬ considering all incoming ties, over which Ego receives messages. Network size ܹܰܵ is simply the number of contacts, from which Ego received messages (at least one, incoming) during a given time period.
Network Constraint
We use Burt's network constraint to measure brokerage. Specifically we break this measure down into its individual components in order to apply it not only to the constraint of each broker's ego network but also to measure ego's investment in specific ties. Derived by using the bidirectional traffic of emails between any two brokers, we denote the proportion of time and effort invested by Ego ݁ in a specific alter ݅ as ‫‬ . We denote this as his direct investment ‫ܫܦ‬ ൌ ‫‬ . Further we consider secondary or redundant investments via mutual relationships (indexed ݆) in the communications network. This measure of redundant investment we denote as:
Both factors allow ego to invest in his relationship to alter ݅ and we expect both to have an influence on the diversity and amount of non-redundant information ego receives from a specific contact in his network. To quantify the amount of network constraint ego experiences in his personal network, we sum over all contributions (direct and redundant) for all of his peers:
The use of the individual contributions of direct and redundant investments allows us to evaluate the effects of investment in individual ties. By using the aggregated term of investments over all ties, we can further evaluate the network constraint the information broker experiences. Understanding the relationship between network structure and novel information on both levels of individual dyadic ties and aggregated over the full set of ties that comprise the ego network allows us to truly understand the mechanics of the vision advantage.
Network Stability
As we have a panel data set of email communications over twelve months, we can investigate temporal effects of the structure and stability of the communications network on the flow of novel information. We identify two principle approaches to assess network stability.
We quantify the number of contacts that each employee retains from one time interval (panel) to the next. Let the set of active ties ego ݁ retains in panel ‫ݐ‬ be ॷ ௧, and for the previous panel be ॷ ௧ିଵ, . Furthermore we determine the intersection of these two sets to be:
Consequently we define network stability ܰܵ as fraction of contacts, which are retained from one panel to the next:
Network stability quantifies the fraction of retained contacts from one time interval to the next.
Control Variables
We control for the effects of demographic characteristics of each information broker such as age, gender and hire date using data from the human resources department of the firm. We are also interested in controlling for the effects of differences in those demographic factors between senders and receivers in the email network. We account for two primary demographic factors: difference in dates of hire and difference in gender. We compute both demographic control variables on the level of individual ties and aggregate them (i.e. determine average values) for the ego networks of information brokers over all incoming ties of their respective ego network.
Model Specification
We use monthly panel data to estimate the relationship between network structure and information novelty. To understand the exact underlying principles, we not only investigate the relationship between ego network structure and the information ego receives but also the flow of information along individual dyadic ties. We first estimated a set of random effects models at the ego level to examine the relationships between network structure and information diversity (ID) and total non-redundant information (NRI) as follows: We then estimated three sets of random effects models at the dyadic level to examine the relationships between tie characteristics (e.g. embeddedness, strength of tie, bandwidth) and information diversity (ID), non-redundant information (NRI) and information uniqueness (IU) as follows: 
Results
The Diversity-Bandwidth Tradeoff
By investigating the relationship between network constraint and bandwidth and their joint effect on the novelty of incoming email, we are able to describe how changes in the communication network structure are associated with changes in the type of information received. If the diversity-bandwidth tradeoff regulates the receipt of novel information, we should observe two phenomena in our data. First, as employees' networks become more diverse, we should see the bandwidth of their communication channels contract. Second, we should observe increases in the receipt of novel information both as networks become more structurally diverse and as channel bandwidth expands. If these conditions hold then a tradeoff between network diversity and channel bandwidth is creating countervailing effects on the receipt of novel information. We find strong evidence confirming the Diversity-Bandwidth Tradeoff. As employees communicated with contacts which are less well connected to each other the overall bandwidth of their communication channels to those contacts contracted quite rapidly. For instance, we estimate that a one standard deviation increase in structural constraint ‫,ܥܰ(‬ i.e. reduced structural diversity) was associated on average with a .13 standard deviation decrease in bandwidth (Model 2, Table 1 ). As networks become more diverse the thickness of communication channels narrow. Examining the effects of the Diversity-Bandwidth Tradeoff on information novelty, we find a strong effect on the diversity of information received and the total amount of non-redundant information received. Specifically, a one standard deviation increase in structural constraint is associated, on average, with a .52 standard deviation decrease in information diversity (Model 1, Table 2 ), while a one standard deviation increase in bandwidth is associated with a .06 standard deviation increase in information diversity. Network size yields a positive effect as well with a .12 standard deviation increase in information diversity. 2
Considering the effects of network structure on the total volume of non-redundant information brokers receive, we find a negative relationship between network constraint and non-redundant information (Table 2 , Model 3, ߚ ൌ 0.28). In contrast, network size (Table 2 , Model 4, ߚ ൌ 0.98) and bandwidth ( These results confirm the Diversity-Bandwidth Tradeoff and validate and replicate the results of Aral and Van Alstyne (2011) in a completely different setting. The robustness of the findings in new setting and with a new data set provides strong evidence that the Diversity-Bandwidth Tradeoff is a general phenomenon that holds at the heart of the vision advantage mechanism theorized to explain The Strength of Weak Ties and Brokerage Theory. We were so struck by the consistency of the parameter estimates across these two studies that we requested data from the first study authors and plotted the relationships of key variables across the two samples. The correspondence of these relationships across the two settings is shown Figure 2 . Although ours is a much larger sample and therefore displays much smoother aggregated relationships, the overall patterns in the data are remarkably similar. 2 Additionally we find an interesting gender difference effect on information diversity. The negative yield of the quadratic gender difference control variable (Table 2 , Model 1, ߚ ൌ െ5.175) indicates, that mixed gender communications coincides on average with higher information diversity (i.e. male communicates with females or vice versa). Holding the mixed gender difference effect constant, we further find the linear gender difference control variable having a positive yield on the information diversity between information brokers of the same gender.
Constraint and NRI
3 Due to significant colinearity between network size and constraint both variables have to be evaluated in separate models. In essence the amount of non-redundant information the broker receives is larger, in the case of a diverse network structure with a decreased number of structural redundancies, while scaling consistently with increased network size. 
The Anatomy of the Vision Advantage
To further understand the mechanics of vision advantages and the Diversity-Bandwidth Tradeoff we next analyzed the communications network at the level of individual ties. This allowed us to uncover the underlying anatomy of the vision advantage. In particular, we were able to distinguish the different contributions of the constraint variable ‫ܥܰ‬ at the level of individual ties and analyze them separately. We distinguish the two separate terms of Burt's original constraint variable into its dyadic components: direct investment ‫ܫܦ‬ and redundant investment ‫.ܫܴ‬ Specifically, we find a highly significant increase ‫(‬ ൏ 0.001) of information diversity within ties. A one standard deviation increase in ego's direct investment in communicating with a particular alter (the proportion of communication volume they dedicate to that alter) is associated with a .19 standard deviation increase in information diversity within that dyadic channel (IDW) (Model 1, Table 3 ). This effect is shadowed by a similar effect in redundant investment (ߚ ൌ 0.12, ‫‬ ൏ 0.001). Together, these results indicate that the diversity of information Ego receives within a particular relationship increases with the amount of time and effort she invests directly and via shared relationships in his peers. Further we find, that higher bandwidth facilitates information diversity within ties (ߚ ൌ 0.33, ‫‬ ൏ 0.001).
Secondly, we consider the amount of non-redundant information conveyed to Ego per tie, as measured by conditional entropy (NRI). We consistently find positive trends for direct (ߚ ൌ 0.04, ‫‬ ൏ 0.001) and redundant investment (ߚ ൌ 0.04, ‫‬ ൏ 0.001) as well as tie bandwidth (ߚ ൌ 0.13, ‫‬ ൏ 0.001). Bandwidth has the largest impact with a .13 S.D. increase in non-redundant information for a one S.D. change in tie bandwidth. This is consistent and in support of our findings on information diversity within ties as well as the amount of non-redundant information Ego receives across all his peers (measured by its joint entropy NRI). Finally, when analyzing the information uniqueness between ties IU (with the receiving Ego as point of reference), we find a reversed scenario in regard to the effects of direct and redundant investment and bandwidth. Specifically, we find a decrease in the information uniqueness a tie delivers with increased investment (direct ߚ ൌ െ0.05, ‫‬ ൏ 0.001, and redundant ߚ ൌ െ0.06, ‫‬ ൏ 0.001, see Model 3, Table 3 ). This is further supported by the negative relationship of tie bandwidth (ߚ ൌ െ0.09, ‫‬ ൏ 0.001) on information uniqueness between ties. In other words: weak bridging ties provide information which is on average increasingly distant from or unique when compared to the information provided by other ties.
Putting these results together, we can now describe the underlying anatomy of the vision advantage. A broker receives more diverse information and more total non-redundant information within ties from strong, cohesive ties. However, the information a broker receives from structurally weak bridging ties is on average more unique information, which is remote in topic space (i.e. different) compared to the information he receives from all other ties. On the other, hand the pairwise distance between the information provided by strong, cohesive ties in topic space is on average relatively small. This indicates that structurally weak ties provide potentially unique information, which is significantly different (distant) from the information provided by the core clique surrounding the respective information broker. At the same time, the information provided by a structurally weak tie will also be more specific (i.e. less diverse). Reflecting further on the information diversity and volume of non-redundant information the broker receives (Table 2 ) overall, we recall that both decrease in the case of highly cohesive or constrained networks. Altogether this indicates that the effects of IDW and IU are countervailing and the overall novel information received by Ego through all his peers is dominated by ties providing unique information. Considering the role of these ties in a network structural sense we find these to be predominantly structural weak ties as illustrated in Model 3, Table 3 . These results together tell a very compelling story about how vision advantages work, which is graphically described in Figure 3 . As structural diversity increases, the bandwidth of communication channels contracts (The Diversity-Bandwidth Tradeoff). In diverse networks of weak, low bandwidth bridging ties, novelty measured across the ties is high (meaning each contact is providing information different from what other contacts are providing), but at the same time novelty within each channel is decreasing. On the other hand, in constrained networks of strong, high bandwidth embedded ties, novelty across ties is decreasing due to information overlap and redundancy across channels while at the same time novelty within each channel is increasing due to the rich, frequent high bandwidth communication in these dyads.
Concluding our analysis we finally investigated the temporal effects of network stability on the flow of novel information. Considering Models 2 and 5 in Table 2 we find, that network stability ‫‬ ൏ 0.001has a positive relationship both with information diversity (ߚ ൌ 0.15, ‫‬ ൏ 0.001ሻ and non-redundant information (ߚ ൌ 0.21, ‫‬ ൏ 0.001ሻ. The effects of network constraint, size and average bandwidth remain qualitatively the same compared to Models 1 and 4 in the same table. This indicates that holding the effects of network structure constant more stable peer relationships over time coincide with higher overall information novelty. In contrast a high churn rate will lead to a reduction of information novelty. This provides supporting evidence for the argument that network instability may reduce the trust and depth of the relationships with communication partners. If the incidence of communication over time is low, even if the volume is high, contacts may be less willing to share new or sensitive information.
Discussion & Conclusion
We analyzed the structure and content of the complete dynamic email network of employees of a medium sized digital global media firm over twelve months in order to empirically validate the vision advantage argument at the heart of the Strength of Weak Ties and Brokerage Theory, and to understand the dynamic mechanisms that make vision advantages work. Three results emerged from our analysis. First, we confirmed the Diversity-Bandwidth Tradeoff at the heart of the vision advantage: As a broker's network becomes more diverse, the bandwidth of their communication channels contracts, creating countervailing effects on access to novel information. These results replicated prior work on the Diversity-Bandwidth tradeoff with remarkable fidelity. Second, our analysis also uncovered the mechanics driving the Diversity-Bandwidth Tradeoff and highlighted differences in the vision advantages offered by strong cohesive ties and weak bridging ties: Strong cohesive ties deliver greater information diversity and more total novelty, while weak bridging ties contribute the greatest uniqueness -information which is most different from what other contacts are delivering. Finally, we found that network stability (maintenance of the same contacts over time) increases the novelty brokers receive over time, providing some of the first evidence of the role of network dynamics in vision advantages. The theory we propose and the results of our empirical analysis together represent the first steps toward a dynamic ego-and dyadic-level model of the vision advantages that have for forty years been hypothesized to explain The Strength of Weak Ties and Brokerage Theory. In addition, the work highlights the power of combining network structure data with network content data to understand how the structure of social relationships is associated with the information content that flows through them. All of these endeavors provide further evidence of the power of nano-level data to uncover social processes driving competitive advantages for information workers.
