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The decomposition of global conformal invariants
II: The Fefferman-Graham ambient metric and
the nature of the decomposition.
Spyros Alexakis∗
Abstract
This is the second in a series of papers where we prove a conjecture of
Deser and Schwimmer regarding the algebraic structure of “global confor-
mal invariants”; these are defined to be conformally invariant integrals of
geometric scalars. The conjecture asserts that the integrand of any such
integral can be expressed as a linear combination of a local conformal
invariant, a divergence and of the Chern-Gauss-Bonnet integrand.
The present paper addresses the hardest challenge in this series: It
shows how to separate the local conformal invariant from the divergence
term in the integrand; we make full use of the Fefferman-Graham ambient
metric to construct the necessary local conformal invariants, as well as all
the author’s prior work [1, 2, 3] to construct the necessary divergences.
This result combined with [3] completes the proof of the conjecture, sub-
ject to establishing a purely algebraic result which is proven in [6, 7, 8].
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1 Introduction.
This is the second in a series of papers [3, 5, 6, 7, 8] where we prove a conjecture
of Deser-Schwmimmer [15] regarding the algebraic structure of global conformal
invariants. We recall that a global conformal invariant is an integral of a natural
scalar-valued function of Riemannian metrics,
∫
Mn
P (g)dVg , with the property
that this integral remains invariant under conformal re-scalings of the underlying
metric.1 More precisely, P (g) is assumed to be a linear combination, P (g) =∑
l∈L alC
l(g), where each Cl(g) is a complete contraction in the form:
contrl(∇(m1)R⊗ · · · ⊗ ∇(ms)R); (1.1)
here each factor ∇(m)R stands for the mth iterated covariant derivative of the
curvature tensor R. ∇ is the Levi-Civita connection of the metric g and R is
the curvature associated to this connection. The contractions are taken with
respect to the quadratic form gij . In this series of papers we prove:
Theorem 1.1 Assume that P (g) =
∑
l∈L alC
l(g), where each Cl(g) is a com-
plete contraction in the form (1.1), with weight −n. Assume that for every
closed Riemannian manifold (Mn, g) and every φ ∈ C∞(Mn):
∫
Mn
P (e2φg)dVe2φg =
∫
Mn
P (g)dVg .
Then P (g) can then be expressed in the form:
P (g) =W (g) + diviT
i(g) + Pfaff(Rijkl).
Here W (g) stands for a local conformal invariant of weight −n (meaning that
W (e2φg) = e−nφW (g) for every φ ∈ C∞(Mn)), diviT i(g) is the divergence of
a Riemannian vector field of weight −n+ 1, and Pfaff(Rijkl) is the Pfaffian of
the curvature tensor.
We recall from the introduction in [3] that this entire wok can be naturally
subdivided into two parts: Part I, consisting of [3], the present paper and [5]
prove Theorem 1.1 subject to deriving certain purely algebraic propositions,
namely the “main algebraic Proposition” 5.2 in [3] and Propositions 3.1, 3.2 in
1See the introduction of [3] for a detailed discussion of the Deser-Schwimmer conjecture,
and for background on scalar Riemannian invariants.
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the present paper. Part II, consisting of papers [6, 7, 8] is devoted to proving
these algebraic Propositions.
In [3] we explained that our proof of Theorem 1.1 relied on a main inductive
step which asserts that given a P (g) as in Theorem 1.1, if the minimum number
of factors among all complete contractions Cl(g) in P (g) is σ < n2 , then we
can subtract a divergence and a local conformal invariant from P (g) so as to
cancel out the terms with σ factors in P (g), modulo introducing new terms
σ + 1 factors. In conjunction with the results of [1, 2], this main inductive step
implies Theorem 1.1.
This main inductive step consists of two sub-steps, the Propositions 3.1,
3.2 in section 3 in [3]. Proposition 3.1 was proven in [3] (subject to deriving
the “main algebraic Proposition” 5.2 there). The present paper is devoted to
proving the second (harder) Proposition 3.2.
We state this second Proposition again, after recalling two main pieces of
notation:
Conventions: For any complete or partial contraction in α factors T 1, . . . ,
Tα,2 contr(T 1⊗· · ·⊗Tα), an internal contraction is a pair of indices in a given
factor T β which contract against each other. For each complete contraction in
the form (1.2), δW stands for the total number of internal contractions. Also, for
each complete or partial contraction, its “length” will be its number of factors.
Proposition 3.2 in [3] states:
Proposition 1.1 Consider any P (g), P (g) =
∑
l∈L alC
l(g) where each Cl(g)
has length ≥ σ, and each Cl(g) of length σ is in the form:3
contr(∇(m1)W ⊗ · · · ⊗ ∇(mσ)W ). (1.2)
Assume that
∫
Mn
P (g)dVg is a global conformal invariant. Denote by Lσ ⊂ L
the index set of terms with length σ.
We claim that there is a local conformal invariant W (g) of weight −n and
also a vector field T i(g) as in the statement of Theorem 1.1, so that:
∑
l∈Lσ
alC
l(g)−W (g)− diviT
i(g) = 0, (1.3)
modulo complete contractions in the form (1.1) of length ≥ σ + 1.
Note: As explained in [3], we prove this proposition for σ ≥ 3. The special
cases σ = 1, σ = 2 are treated in section 2 in [5].
Digression: A general discussion on local conformal invariants.
Since the present paper deals extensively with the issue of constructing local
conformal invariants (as required in (1.3)), we digress slightly to discuss some
2See the first section in [1] for a very rigorous definition of complete and partial contractions.
3W below stands for the Weyl tensor (Wijkl if we write out the indices), the trace-free
part of the curvature tensor. ∇(m)W is the mth covariant derivative of the Weyl tensor.
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background material regarding the history and known constructions of such
invariants:
The theory of local invariants of Riemannian structures (and indeed, of more
general geometries, e.g. conformal, projective, or CR) has a long history. As
stated above, the original foundations of this field were laid in the work of Her-
mann Weyl and E´lie Cartan, see [23, 14]. The task of writing out local invariants
of a given geometry is intimately connected with understanding polynomials in a
space of tensors with given symmetries, which remain invariant under the action
of a Lie group. In particular, the problem of writing down all local Riemannian
invariants reduces to understanding the invariants of the orthogonal group.
In more recent times, a major program was laid out by C. Fefferman in [16]
aimed at finding all local invariants in CR geometry. This was motivated by the
problem of understanding the local invariants which appear in the asymptotic
expansions of the Bergman and Szego¨ kernels of CR manifolds, in a similar
way to which Riemannian invariants appear in the asymptotic expansion of the
heat kernel; the study of the local invariants in the singularities of these kernels
led to important breakthroughs in [11] and more recently by Hirachi in [20].
This program was later extended to conformal geometry in [17]. Both these
geometries belong to a broader class of structures, the parabolic geometries;
these admit a principal bundle with structure group a parabolic subgroup P of
a semi-simple Lie group G, and a Cartan connection on that principle bundle
(see the introduction in [12]). An important question in the study of these
structures is the problem of constructing all their local invariants, which can be
thought of as the natural, intrinsic scalars of these structures.
In the context of conformal geometry, the first (modern) landmark in un-
derstanding local conformal invariants was the work of Fefferman and Graham
in 1985 [17], where they introduced the ambient metric. This allows one to
construct local conformal invariants of any order in odd dimensions, and up to
order n2 in even dimensions. The question is then whether all invariants arise
via this construction.
The subsequent work of Bailey-Eastwood-Graham [11] proved that indeed
in odd dimensions all conformal invariants arise via the Fefferman-Graham con-
struction; in even dimensions, they proved that the same holds true when the
weight in absolute value is bounded above by the dimension. The ambient met-
ric construction in even dimensions was recently extended by Graham-Hirachi,
[19]; this enables them to then indentify in a satisfactory way all local conformal
invariants even when the weight (in absolute value) exceeds the dimension.
An alternative construction of local conformal invariants can be obtained
via the tractor calculus introduced by Bailey-Eastwood-Gover in [10]. This
construction bears a strong resemblance to the Cartan conformal connection,
and to the work of T.Y. Thomas, [22]. The tractor calculus has proven to be
very universal; tractor buncles have been constructed [12] for an entire class of
parabolic geometries. The relation betweeen the conformal tractor calculus and
the Fefferman-Graham ambient metric construction has been elucidated in [13].
The present series of papers [3]–[8], while pertaining to the question above
(given that it ultimately deals with the algebraic form of local Riemannian and
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conformal invariants), nonetheless addresses a different type of problem: We
here consider Riemannian invariants P (g) for which the integral
∫
Mn
P (g)dVg
remains invariant under conformal changes of the underlying metric; we then
seek to understand the possible algebraic form of the integrand P (g), ultimately
proving that it can be de-composed in the way that Deser and Schwimmer
asserted. It is thus not surprising that the prior work on the construction and
understanding of local conformal invariants plays a central role in this endeavor,
in the present paper and in [5].
On the other hand, our resolution of the Deser-Scwimmer conjecture will also
rely heavily on a deeper understanding of the algebraic properties of the classical
local Riemannian invariants. The fundamental theorem of invariant theory (see
Theorem B.4 in [11] and also Theorem 2 in [1]) is used extensively throughout
this series of papers. However, the most important algebraic tool on which our
method relies are certain “main algebraic Propositions” presented in [3] and in
the present paper. These are purely algebraic propositions that deal with local
Riemannian invariants. While the author was led to these Propositions out of
the strategy that he felt was necessary to solve the Deser-Schwimmer conjec-
ture, they can be thought of as results with an independent interest. The proof
of these Propositions, presented in [6, 7, 8] is in fact not particularily intuitive.
It is the author’s sincere hope that deeper insight will be obtained in the future
as to why these algebraic Propositions hold.
Local conformal invariants in our proof: The first half of this paper
deals largely with the problem of identifying a local conformal invariant in
P (g). As explained in more detail in the “outline” below, we construct three
different kinds of local conformal invariants, each of which will “cancel out” a
particular kind of terms in P (g). The next challenge is to then cancel out the
remaining piece in P (g)|σ :=
∑
l∈Lσ
alC
l(g) by subtracting only a divergence of
a vector field. As explained above, one has a powerful tool in the challenge of
constructing local conformal invariants; this is the Fefferman-Graham ambient
metric, [17, 18]. A note is in order here: The roughest simplification of P (g)|σ is
to “cancel out” terms Cl(g) in P (g) which do not involve internal contractions.4
For many reasons, the use of local conformal invariants to cancel out these
particular terms in P (g) is hardly surprising, in view (for example) of the proof
of Proposition 3.2 in [11]. However, we believe that the use of local conformal
invariants for the next two “simplifications” of P (g) (in Lemmas 1.2, 1.3), is
somewhat surprising: We prove that we can start with complete contractions
in the form (1.2) which do contain internal contractions, and cancel out certain
particular terms in this form in P (g) by subtracting local conformal invariants
and explicitly constructed divergences; we do this modulo introducing new terms
which are “better” (from our point of view) than the terms we cancelled out.
The construction of local conformal invariants for Lemmas 1.2, 1.3 depends
4I.e. we cancel out the terms in the form (1.2) which contain no factor ∇(m)W with two
indices contracting against each other; we do this modulo introducing new terms in the form
(1.2) which do contain such internal contractions. This is the content of Lemma 1.1.
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essentially on explicitly constructed divergences in the ambient metric,5 and the
subsequent of cancellations that occur in these constructions.
1.1 Outline of the argument.
The proof of Proposition 1.1 addresses two main challenges: Firstly, how to
separate the local conformal invariant “piece” W (g) in
∑
l∈Lσ
alC
l(g) from the
divergence “piece” diviT
i(g). Secondly, how to use the local equation (i.e. the
“super divergegce formula”) that we have derived in [1] regarding the conformal
variation of P (g) to construct the divergence diviT
i(g) needed in 1.3.
Our argument proceeds as follows: At a first step we explicitly construct a
local conformal invariant W (g) and a divergence diviT
i(g) such that:
∑
l∈Lσ
alC
l(g) =W (g) + diviT
i(g) +
∑
l∈Lnew
Cl(g),
where the complete contractions Cl(g), l ∈ Lnew are in the form (1.2), but have
certain additionnal algebraic properties. (See Lemmas 1.1, 1.2, 1.3 below).
Thus, the first step reduces matters to proving Proposition 1.1 with∑
l∈Lσ
alC
l(g) replaced by
∑
l∈Lnew
alC
l(g). In step 2, we then revert to study-
ing the new P (g) by focusing on the conformal variation I1g (φ) and the super
divergence formula for I1g (φ).
6 We prove that
∑
l∈Lnew
alC
l(g) = diviT
i(g), for
some vector field T i(g). (This is proven in Lemma 1.4 below).
A few rermarks: It is not at all clear that the local conformal invariant we
construct to prove (1.3) is the unique local conformal invariant for which (1.3) is
true. It is also not clear that one cannot subtract further conformal invariants
from
∑
l∈Lnew
alC
l(g) in order to simplify it even further. At any rate, (as dis-
cussed in section 2) the local conformal invariantsW (g) that one subtracts from
P (g) in order to simplify it are all explicitly constructed using the Fefferman-
Graham ambient metric, [17, 18]. Our construction is elaborate and relies on
the study of linear combinations of complete contractions in the ambient metric
with specific algebraic properties. It is also worth noting that the algebraic
properties of the terms in
∑
l∈Lnew
alC
l(g) are precisely what is needed in order
to prove (by the methods in section 3) that
∑
l∈Lnew
alC
l(g) = diviT
i(g).
We now discuss in more detail the two main steps in the proof of Proposition
1.1. First Step: We show (in Lemmas 1.1, 1.2, 1.3 below) that there exists a
local conformal invariant W (g) and a divergence diviT
i(g) so that:
P (g) =W (g) + diviT
i(g) +
∑
f∈F
afC
f (g) +
∑
j∈Junk−Terms
ajC
j(g), (1.4)
5These are local conformal invariants, by construction; they are (at least apriori) not
divergences for the base metric g.
6Recall that I1g (φ) :=
d
dt
|t=0[entφP (e2tφg)],
R
Mn
I1g (φ)dVg ; we have then derived a useful
local formula in [3], which we called the “super divergence formula”.
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where the terms indexed in Junk−Terms have at least σ+1 factors, while the
terms indexed in F are in the form (1.2) and have internal contractions in at
least two different factors.
The second step is to show that there exists another divergence diviT
′i(g)
so that (in the notation of (1.4)):
∑
f∈F
afC
f (g) = diviT
′i(g) +
∑
j∈Junk−Terms
ajC
j(g). (1.5)
The above two sub-steps combined prove Proposition 1.1.
An outline of the proof of (1.4): As explained, the proof of this step relies
heavily on the ambient metric of Fefferman and Graham [17, 18]. This is a
strong tool that allows one to explicitly construct all local conformal invariants
of weight −n in dimension n. By making detailed use of the precise form
of the ambient metric (and in one instance of the super divergence formula),
we are able to explicitly construct the local conformal invariant W (g) and the
divergence diviT
i(g) needed for (1.4). The “main algebraic Propositions” 3.1
and 3.2 of the present paper are not used in deriving (1.4).
An outline of the proof of (1.5): (1.5) is proven by a new induction: At
a rough level, the new induction can be described as follows: We denote by j
the minimum number of internal contractions among the complete contractions
indexed in F . Denote the corresponding index set by Fj ⊂ F . We then prove
that we can write:
∑
f∈Fj
afC
f (g) = diviT
′i(g) +
∑
f∈F ′j+1
afC
f (g) +
∑
t∈Junk−Terms
atC
t(g). (1.6)
Here the terms indexed in F ′j+1 are complete contractions in the form (1.5) with
j + 1 internal contractions in total, of which at least two belong to different
factors.
Observe that (1.5) clearly follows by iterative application of (1.6).7
Now, there are a number of difficulties in proving (1.6):
How can one “recognize” the linear combination
∑
f∈Fj
afC
f (g) (which ap-
pears in P (g)) in I1g (φ)? We observe that in this setting, I
1
g (φ) can be expressed
as:
I1g (φ) =
∑
x∈X
axcontr
x(∇(m1)R⊗ · · · ⊗ ∇(mσ)R⊗∇(p)φ) +
∑
j∈Junk−Terms
ajC
j(g),
(1.7)
7This is because there can be at most n
2
internal contractions in any non-zero complete
contraction in the form (1.2) with weight −n.
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where the complete contractions indexed in X have σ+1 factors in total, while∑
j∈Junk−Terms ajC
j(g) stands for a generic linear combination of complete
contractions with at least σ+2 factors. We denote by (I1g (φ))∇φ the “piece” in∑
x∈X . . . which consists of terms with a factor ∇φ.
Observe that (I1g (φ))∇φ can only arise from the terms in P (g) with σ factors
in total.8
In fact (as we will show in subsection 3.1), we can easily reconstruct∑
f∈Fj
afC
f (g) in P (g) if we are given the “piece” (I1g (φ))∇φ in I
1
g (φ). Thus,
our aim is to use the super divergence formula for I1g (φ) to express (I
1
g (φ))∇φ
as “essentially a divergence”.
The most important difficulty in deriving (1.6) appears when we apply the
super divergence formula to I1g (φ). To illustrate why this case is harder than
the case s > 0 which was treated in [3], we will note that I1g (φ) can be expressed
as follows:
I1g (φ) =
(
I1g (φ)
)
∇φ
+
∑
q∈Q
aqC
q(g) ·∆φ+
∑
z∈Z
azC
z
g (φ) +
∑
j∈Junk−Terms
ajC
j
g(φ),
(1.8)
where the terms Cq(g) ·∆φ are in the form:
contr(∇(m1)R⊗ · · · ⊗ ∇(mσ)R⊗∆φ), (1.9)
(notice they have σ+1 factors in total), while the terms Czg (φ) are in the form:
contr(∇(m1)R⊗ · · · ⊗ ∇(mσ)R⊗∇(p)φ), (1.10)
where p ≥ 2 and moreover if p = 2 then the two indices a, b in ∇
(2)
ab φ are not
contracting against each other in (1.10). Furthermore, it follows that9 the terms
Cq(g) ·∆φ in (1.8) arise both from the terms with σ factors in P (g) and from
terms with σ + 1 factors in P (g).
Now, to obtain a local formula for the expression
(
I1g (φ)
)
∇φ
we consider the
super divergence formula applied to I1g (φ) and pick out the terms which have
σ + 1 factors in total, and furthermore have a factor ∇φ (differentiated only
once). It follows that the linear combination of those terms in supdiv[I1g (φ)]
must vanish separately (modulo junk terms with more that σ + 1 factors): We
thus obtain a new local equation, which we denote by:
supdiv+[I
1
g (φ)] =
∑
j∈Junk−Terms
ajC
j(g). (1.11)
Now, if one follows the algorithm for the super divergence formula,10 one
observes that the terms in the RHS of (1.8) which can contribute terms to
8This is by virtue of the transformation law for the Levi-Civita connection, see (3.2)–these
facts are explained in detail in subsection 3.1.
9See subsection 3.1.
10(See subsection 6.3 in [1], and also the “main consequence of the super divergence formula”
in [3]).
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supdiv+[I
1
g (φ)] are the terms in
(
I1g (φ)
)
∇φ
in (1.8), but also the terms∑
q∈Q aqC
q(g) ·∆φ in (1.8).11 Thus, whereas in I1g (φ) (before we consider the
super divergence formula), the terms with a factor ∇φ (and with σ + 1 factors
in total) can only arise from the “worst piece” of P (g),12 after we apply the
super divergence formula we also obtain terms in supdiv+[I
1
g (φ)] which arise
from
∑
q∈Q aqC
q(g) ·∆φ; this is very worrisome since we have no information
on the algebraic form of
∑
q∈Q aqC
q(g) ·∆φ.13 At this point the fact that the
terms with length σ in P (g) are all in the form (1.2) and have two internal
contractions belonging to different factors is crucial. We prove (1.5) (explaining
how to overcome these difficulties) in section 3.
1.2 Divide Proposition 1.1 into four smaller claims.
The main assumption for all four of the Lemmas below is that
∫
Mn
P (g)dVg is
a global conformal invariant and P (g) =
∑
l∈L alC
l(g), where each Cl(g) has at
least σ factors. The contractions Cl(g) that do have σ factors will be indexed
in Lσ ⊂ L and will all be in the form (1.2).
First three Lemmas: The local conformal invariant “piece” in P (g):
We firstly focus on the complete contractions Cl(g), l ∈ Lσ with no internal
contractions. We index those complete contractions in the set L0σ and consider
the sublinear combination P (g)|L0σ(:=
∑
l∈L0σ
alC
l(g)). Our first claim is the
following:
Lemma 1.1 Assume that P (g) =
∑
l∈L alC
l(g) is as in the assumption of
Proposition 1.1. We claim that there is a conformally invariant scalar W (g) of
weight −n such that:
P (g)−W (g) = Σt∈TatC
t(g) +
∑
u∈U
auC
u(g),
where all the complete contractions Ct(g) are in the form (1.2) with length σ
and δW ≥ 1. Each C
u(g) has length ≥ σ + 1.
Assuming we can prove the above Lemma, we are reduced to proving Propo-
sition 1.1 under the extra assumption that all complete contractions Cl(g),
l ∈ Lσ have at least one internal contraction (in other words we may now
assume that L0σ = ∅).
We then denote by L1σ ⊂ Lσ the index set of the complete contractions
Cl(g), l ∈ L1σ with one internal contraction. We claim:
11In particular, the terms Cq(g) ·∆φ can give rise to an iterated divergence of a tensor field
with a factor ∇iφ (with the index i being free).
12(See the statement of Proposition 1.1). This is good for our purposes, since we are trying
to “recover” the “piece”
P
l∈Lσ
alC
l(g) in P (g) by examining I1g (φ).
13This is bad for our purposes, because it is then not obvious how the contribution of
the terms
P
q∈Q aqC
q(g) · ∆φ to the formula supdiv+[I1g (φ)] = (Junk − Terms) can be
distinguished from the contribution of the terms
`
I1g (φ)
´
∇φ
.
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Lemma 1.2 Assume that P (g) =
∑
l∈L alC
l(g) satisfies the assumptions of
Proposition 1.1; additionaly, assume that each Cl(g), l ∈ Lσ satisfies δW ≥ 1.
We claim that there is a conformally invariant scalar W (g) and a vector field
T i(g) =
∑
r∈R arC
r,i(g) of weight −n + 1, where each Cr,i(g) is in the form
(1.3) such that:
∑
l∈L1σ
alC
l(g)−W (g)− diviT
i(g) =
∑
f∈F
afC
f (g), (1.12)
where each Cf (g) is in the form (1.2) and has δW ≥ 2. The above holds modulo
complete contractions of length ≥ σ + 1.
Assuming we can prove the above Lemma, we are reduced to proving Propo-
sition 1.1 under the extra assumption that each Cl(g), l ∈ Lσ has δW ≥ 2.
Lemma 1.3 Assume that P (g) =
∑
l∈L alC
l(g) satisfies the assumptions of
Proposition 1.1; assume moreover that each Cl(g), l ∈ Lσ has δW ≥ 2. Consider
the index set Lstackσ ⊂ Lσ that consists of complete contractions in the form
(1.2) that have all their δW internal contractions belonging to the same factor
∇(m)Wijkl.
We claim that there is a scalar conformal invariant W (g) and a vector field
T i(g) =
∑
r∈R arC
r,i(g) of weight −n + 1 (where each Cr,i(g) is in the form
(1.3)) so that:
∑
l∈Lstack
alC
l(g)−W (g)− diviT
i(g) =
∑
j∈J
ajC
j(g), (1.13)
where each Cj(g) is in the form (1.2), has δW ≥ 2 and also at least two internal
contractions belonging to different factors. The above holds modulo complete
contractions of length ≥ σ + 1.
Next Claims: The divergence “piece” in P (g).
For our next claim we will be assuming that for P (g) =
∑
l∈L alC
l(g) (which
satisfies the assumptions of Proposition 1.1), all complete contractions Cl(g),
l ∈ Lσ are in the form (1.2) with δW ≥ 2 internal contractions, and at least two
internal contractions belong to different factors.
Let j = minl∈Lσ{δW [C
l(g)]}. We define Ljσ ⊂ Lσ to stand for the index set
of the complete contractions with δW = j.
Lemma 1.4 Assume that P (g) =
∑
l∈L alC
l(g) satisfies the assumptions of
Proposition 1.1; assume additionaly that all complete contractions Cl(g), l ∈ Lσ
have δW ≥ 2 internal contractions and at least two of those internal contractions
belong to different factors.
We claim that there is a linear combination of partial contractions,
∑
h∈H ahC
h,i(g),
where each Ch,i(g) is in the form (1.3) with weight −n+1 and δW = j, so that:
∑
l∈Ljσ
alC
l(g)− divi
∑
h∈H
ahC
h,i(g) =
∑
v∈V
avC
v(g), (1.14)
10
where each Cv(g) is in the form (1.2) with δW ≥ j + 1, and with at least
two internal contractions in different factors. The above equation holds modulo
complete contractions of length ≥ σ + 1.
Clearly, if we can show the above four Lemmas, Proposition 1.1 will follow:
First applying the first three Lemmas to P (g) to derive that there exists a local
conformal invariant W (g) and a divergence diviT
i(g) as claimed in Proposition
1.1 such that:
P (g) =W (g) + diviT
i(g) +
∑
l∈L′
alC
l(g) +
∑
j∈J
ajC
j(g);
here each Cj(g) has length ≥ σ + 1; each Cl(g), l ∈ L′ has length σ and is in
the form (1.2) and moreover has δW ≥ 2 internal contractions, at least two of
which belong to different factors. Then, iteratively applying (1.4) to P ′(g) :=
P (g)−W (g)− diviT i(g),14 we derive that there exists a divergence diviT ′i(g)
as required by Proposition 1.1 such that:
∑
l∈L′
alC
l(g) = diviT
′i(g) +
∑
j∈J
ajC
j(g),
where each Cj(g) has length ≥ σ+1. Therefore, the above four Lemmas indeed
imply Proposition 1.1. We present the proofs of these four Lemmas in the
remainder of this paper.
2 The locally conformally invariant “piece” in
P (g): A proof of Lemmas 1.1, 1.2, 1.3.
2.1 The Fefferman-Graham construction of local confor-
mal invariants and an algorithm for computations.
We start with a brief discussion of the ambient metric of Fefferman and Graham,
[17, 18] which we use to construct local conformal invariants. The ambient
metric construction provides a canonical embedding of a Riemannian manifold
(Mn, g) into an ambient Ricci-flat Lorentzian manifold (G˜n+2, g˜n+2). We refer
the reader to the papers [17], [18] for a detailed exposition of this construction.
We recall here a few features of this construction which will be useful to us:
Recall that given coordinates {x1, . . . , xn} for (Mn, g), then the ambient metric
embedding provides a special coordinate system {x0, x1, . . . , xn, xn+1} for the
ambient manifold (G˜n+2, g˜n+2). More precisely, any given point x0 ∈ Mn is
mapped to x˜0 in G˜
n+2 with x0 = 1 and xn+1 = 0. We denote the vectors in
T G˜|x˜0 that correspond to the directions of x
0, . . . , xn, xn+1 by X0, . . . , Xn, X∞
respectively. In what follows, we will often use the notion of “assigning of
values” 0, 1, . . . , n,∞ to the (lower) indices of tensors. By this we will mean that
we evaluate those (covariant) tensors against the vectors X0, . . . , X∞.
14Notice that
R
Mn
P ′(g)dVg is also a global conformal invariant.
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Now, let us furthermore recall that in the coordinate system {x0, . . . xn+1}
the ambient metric at x˜0 is of the form:
g˜n+2IJ dx
IdxJ = 2dx0dxn+1 + gijdx
idxj , (2.1)
where 0 ≤ I, J ≤ n+ 1 and 1 ≤ i, j ≤ n.
The Christoffel symbols of the ambient metric (evaluated with respect to
this special coordinate system at a point with coordinates (t, x1, . . . , xn, 0)) are:
Γ˜0IJ =

0 0 00 −tPij 0
0 0 0

 ,
Γ˜kIJ =

 0 t
−1δj
k 0
t−1δi
k Γkij g
klPil
0 gklPjl 0

 ,
Γ˜∞IJ =

 0 0 t
−1
0 −gij 0
t−1 0 0

 .
(2.2)
Now, as proven in [17], [18], one can construct local conformal invariants by
considering complete contractions involving the ambient curvature tensor R˜ and
its ambient covariant derivatives (with respect to the Levi-Civita connection ∇˜
of the ambient metric). In other words, Fefferman and Graham proved that any
linear combination of complete contractions (of weight −n) in the form:
contr(∇˜(m1)r1...rm1 R˜i1j1k1l1 ⊗ · · · ⊗ ∇˜
(ms)
v1...vms
R˜isjsksls), (2.3)
say L(g˜) =
∑
h∈H ahC
h(g˜), is by construction a local conformal invariant of
weight −n.15 In particular, L(g˜) can also be expressed a linear combina-
tion of complete contractions in the form (1.2), involving covariant deriva-
tives of the curvature tensor of the metric g, so L(g˜) = F (g), where F (g) :=∑
h∈H ahcontr
h(∇(m)R ⊗ · · · ⊗ ∇(m
′)R). Furthermore, for any function λ > 0,
we will have F (λ2 · g) = λ−nF (g).
In the rest of this subsection we will seek to understand how a given com-
plete contraction in the form (2.12) can be expressed as a linear combination of
complete contractions of the form (1.2), involving covariant derivatives of the
curvature tensor of the metric g.
From contractions in the ambient metric g˜ to contractions in the
base metric g:
We do this in steps. Consider any complete contraction C(g˜n+2) in the form
(2.12), of weight −n. We denote by ∇˜ the Levi-Civita connection of g˜ and by
∇ the Levi-Civita connection of g.
15When n is even, the jet of the ambient metric at x˜0 is only defined up to order n
2
− 1. In
our constructions, this restriction will always be fulfilled.
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Our aim is to write C(g˜n+2) as a linear combination of complete contractions
(with respect to the metric g) of the form:
contrg(T
α1 ⊗ · · · ⊗ Tαy ⊗ F β1 ⊗ F βw), (2.4)
where the factors Tα are all in the form ∇(m)W (so each Tα is an iterated
covariant derivative of the Weyl tensor), all of whose (m+ 4) indices are being
contracted against another index in contrg(. . . ). Each factor F
β is in the form
∇(a)∇˜(q)R˜,16 where δ > 0 of its indices have a (fixed) value ∞, ǫ ≥ 0 of its in-
dices have a value 0 and the rest of its indices are being contracted (with respect
to the metric g) against some other index in (2.4).
We discuss how any complete contraction contrg˜(∇˜
(m1)R˜ ⊗ · · · ⊗ ∇˜(mp)R˜)
can be written as a linear combination of contractions in the form (2.4). This
is a two step-procedure:
Consider any complete contraction C(g˜n+2) in the ambient metric. Firstly
we define the set of assignments, ASSIGN :
Definition 2.1 An element ass ∈ ASSIGN is a rule that acts by picking out
each particular contraction between indices (a, b) and assigning to that pair of
indices either the values (∞, 0) or the values (0,∞) or repeatedly assigning any
pair of numbers i, j, 1 ≤ i, j ≤ n and then multiplying by gij and summing
over all such pairs. For each assignment ass ∈ ASSIGN we obtain a complete
contraction (in the metric g) involving tensors ∇˜(m)R˜; we denote this complete
contraction ass[C(g˜n+2)].
Thus, for each element ass ∈ ASSIGN ass[C(g˜n+2)] is a complete contrac-
tion in the quadratic form gij (denote it by contrg(T
1 ⊗ · · · ⊗ T s)) where the
factors T i are tensors ∇˜(m)R˜ with some indices having the (fixed) value ∞, some
having the (fixed) value 0 and all the rest of the indices are being contracted
against each other with respect to the metric gij . (Note: when we separately
consider a tensor T i in the contraction contrg(T
1 ⊗ · · · ⊗ T s) we will call the
indices of the third kind above “free” indices; in contrg(T
1⊗· · ·⊗T s) these can
only be assigned values 1, . . . , n). It follows that we can write:
C(g˜n+2) =
∑
ass∈ASSIGN
ass[C(g˜n+2)]. (2.5)
Now, the next step is to write out each ass[C(g˜n+2)] as a linear combination
of contractions in the form (2.4) (modulo a linear combination of contractions
with length ≥ σ + 1 which we do not care about). In order to do that, we
will pick out each tensor T = ∇˜
(m)
r1...rmR˜ijkl in ass[C(g˜
n+2)] (recall that each
of the indices r1 , . . . , rm , i, j , k, l either has a (fixed) value 0 or ∞, or is a free
index that may take any values between 1, . . . , n). We denote by {u1 , . . . , ut} ⊂
{r1 , . . . , rm , i, j , k, l} the set of free indices in T (i.e. the indices that may take
16∇ is the Levi-Civita connection of g and ∇˜ is the Levi-Civita connection of g˜.
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values between 1, . . . , n). We will write Tu1...ut to stress the fact that the free
indices in T that are being contracted (with respect to the metric gij) against
other indices in ass[C(g˜n+2)] are precisely the indices u1 , . . . , ut .
Step 2: We claim that Tu1...ut can be expressed in the form:
Tu1...ut =
F∑
f=1
afT
f
u1...ut
(g), (2.6)
where each of the terms T fu1...ut(g)
17 is a tensor product with free indices
u1 , . . . , ut in one of two forms: Either T
f
u1...ut
(g) will be a tensor product:18
∇(b)c1...cb∇˜
(q)
f1...fq
R˜zxcv ⊗ gab ⊗ · · · ⊗ ga′b′ (2.7)
for which at least one index in the tensor ∇˜(q)R˜ijkl has the value ∞, or it will
just be a tensor of the form:
∇
(d)
f1...fd
Wzxcv. (2.8)
Proof of (2.6): Firstly, if Tu1...ut has an index with value ∞, there is nothing
to prove, since we are in the first of the two desired forms. Thus, we only
have to study the case where all the indices r1 , . . . , , rm+4 have values between 0
and n. We will then show by induction how Tu1...ut can be written as a linear
combination in the form (2.6): We assume that we are able to write out any
factor Tu1...ut(= ∇˜
(m)R˜) as in (2.6) provided m ≤ d. We now show how we can
do this for m = d+ 1:
We consider Tu1...ut = ∇˜
(d+1)
r1...rd+1R˜rd+2rd+3rd+4rd+5 and we distinguish cases
based on the value of the index r1 : If r1 has the value 0, we then just denote by
d∗ the number of the indices r2 , . . . , rd+5 that do not have the value 0. It then
follows that Tu1...ut = (−d
∗+2)∇˜
(d)
r2...rdR˜rd+2rd+3rd+4rd+5 . Thus we are done, by
our inductive hypothesis.
On the other hand, if the index r1 is a free index (allowed to take values
1, . . . , n), we then denote by {a1, . . . az} ⊂ {2, . . . d + 5} the set of numbers for
which the index rk , k ∈ {a1, . . . az} has been assigned the value 0. We also denote
by {b1 . . . , bx} ⊂ {2, . . . d+ 5} the set of numbers for which rk , k ∈ {b1 . . . , bx}
is a free index (taking values between 1, . . . , n). We then have:
∇˜(d+1)r1...rd+1R˜rd+2rd+3rd+4rd+5 = ∇r1(∇˜
(d)
r2...rd+1
R˜rd+2rd+3rd+4rd+5)
−
z∑
k=1
∇˜(d)r2...rak−1r1rak+1rd+1
R˜rd+2rd+3rd+4rd+5
+
x∑
k=1
∇˜(d)r2...rbk−1∞rbk+1rd+1
R˜rd+2rd+3rd+4rd+5 ⊗ gr1rbk +Q(R).
(2.9)
17Here f is a label, while u1 , . . . , ut are free indices.
18Recall ∇ is the Levi-Civita connection of g, and ∇˜ is the Levi-Civita connection of g˜n+2
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(2.9) follows virtue of the Christoffel symbols Γ˜k0i = δ
k
i and Γ˜
∞
ij = −gij .
Now, observe that the tensors ∇˜
(d)
r2...rbk−1∞rbk+1rd+1
R˜rd+2rd+3rd+4rd+5 are in
our desired form (2.7) because they contain an index ∞. Moreover, the ten-
sors (∇˜
(d)
r2...rd+1R˜rd+2rd+3rd+4rd+5) and ∇˜
(d)
r2...rak−1r1rak+1rd+1
R˜rd+2rd+3rd+4rd+5 fall
under our inductive hypothesis. Therefore, expressing these tensors as linear
combinations of tensors in the form (2.7), (2.8) we derive that (2.6) follows by
induction. ✷
This analysis of each of the tensors Tu1...ut allows us to analogously write
each complete contraction C(g˜n+2) as a sum of complete contractions in the
form (2.4): We pick out each factor T y (y = 1, . . . , σ) and replace it by one
of the summands T yr (times a coefficient) in (2.6). We then take the complete
contraction (with respect to gij) of these new tensors T yf . The formal sum over
all these substitutions will be denoted by
∑
γ∈BRass
γ{C(g˜n+2)}. Therefore,
using the above and (2.5) we derive a formula:
C(g˜n+2) =
∑
ass∈ASSIGN
∑
γ∈BRass
γ{ass[C(g˜n+2)]}; (2.10)
(the symbol BRass serves to illustrate that we have first picked a particular
assignment ass ∈ ASSIGN).
Finally, we introduce a definition.
.
Definition 2.2 For each complete contraction Cl(g) in the form:
contr(∇(m1)r1...rm1Wi1j1k1l1 ⊗ · · · ⊗ ∇
(ms)
v1...vms
Wisjsksls), (2.11)
with each ma ≤
n−4
2 , we construct a complete contraction Amb[C
l(g)] in the
ambient metric:
contr(∇˜(m1)r1...rm1 R˜i1j1k1l1 ⊗ · · · ⊗ ∇˜
(ms)
v1...vms
R˜isjsksls); (2.12)
this is related to Cl(g) in the following way: Consider any two factors Ta =
∇
(mw)
x1...xmwWiwjwkwlw and Tb = ∇
(mz)
y1...ymzWizjzkzlz in C
l(g) (the ath and bth
factors) and suppose that the kth index in T1 contracts against the l
th in-
dex in T2. Then, we require that in Amb[C
l] we will have two factors T˜a =
∇˜
(mw)
x1...xmw R˜iwjwkwlw and T˜b = ∇˜
(mz)
y1...ymz R˜izjzkzlz in C
l(g˜n+2) and furthermore
the kth index in T˜1 will contract against the l
th index in T˜2.
We will call the local conformal invariant Amb[C(g)] the ambient analogue
of C(g).
Note: Since we are assuming ma ≤
n−4
2 , we know by [17], [18] that the above
ambient complete contraction is well-defined.
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2.2 Proof of Lemma 1.1:
In order to prove this Lemma, let us consider the linear combination Σl∈L0σalC
l(g).
We claim that the local conformal invariant needed for the proof of Lemma 1.1
is precisely W (g) :=
∑
l∈L alAmb[C
l(g)].19 This will follow by virtue of the
following Lemma:
Lemma 2.1 Given any Cl(g) in the form (1.2) with no internal contractions,
we claim:
Cl(g)−Amb[Cl] =
∑
t∈T
atC
t(g),
where each Ct(g) either has length ≥ σ + 1 (and is in the form (1.1)), or is in
the form (1.2) and has length σ and δW ≥ 1.
Proof: Recall the algorithm from the previous subsection. Recall the equa-
tion (2.10). Let ass∗ ∈ ASSIGN be the (unique) assignment where no index
in the complete contraction Amb[Cl(g)] is assigned the value ∞.20 Firstly we
claim that for every ass ∈ ASSIGN \ {ass∗}:
∑
γ∈BRass
γ{ass[C(g˜n+2)]} =
∑
t∈T
atC
t(g), (2.13)
where the RHS is as in the claim of Lemma 2.1. To see this, recall the algorithm
from the previous subsection. Observe that ass[C(g˜n+2)] stands for a complete
contraction (with respect to the metric gij) of factors ∇˜
(m)
r1...rmR˜ijkl , and at least
one of those factors has an index with the (fixed) value ∞; it then follows from
the higher-order Taylor expansion of the ambient metric g˜ (see [17], [18]) that
such a tensor Ti1...if , can be written out in terms of the metric g as follows:
Ti1...if =
∑
∇(m)Wijkl +
∑
T ′i1...if ,
where each tensor ∇(m)Wijkl has f free lower indices, m + 4 > f and the rest
of the indices are internally contracting. Moreover, there will be at least one
internal contraction in ∇(m)Wijkl .
∑
T ′i1...if stands for a linear combination of
partial contractions in the form:
pcontr(∇(m1)Rijkl ⊗ · · · ⊗ ∇
(mw)Ri′j′k′l′ ⊗ gab ⊗ · · · ⊗ ga′b′) (2.14)
with w ≥ 2 (i.e. with at least two factors ∇(m)R). Substituting this expression
into
∑
γ∈BRass
γ{ass[C(g˜n+2)]} we derive (2.13).
So we are reduced to considering
∑
γ∈BRass∗
γ{ass∗[C(g˜n+2)]}. That is, we
are reduced to considering the case where no index in the complete contraction
Cl(g˜n+2) is assigned the value 0 or ∞. But then recall the Christoffel symbols
Γ˜kij for the ambient metric g˜
n+2:
19See Definition 2.2.
20Equivalently, ass∗ is the unique assignment where no particular contraction (a, b) is as-
signed the values (∞, 0) or (0,∞).
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If 1 ≤ i, j, k ≤ n we have Γ˜kij = Γ
k
ij . On the other hand, Γ˜
0
ij = Pij and
Γ˜n+1ij = −gij. Thus we derive that for values r1 , . . . , l ∈ {1, . . . , n}:
∇˜(m)r1...rmR˜ijkl = ∇
(m)
r1...rm
Wijkl + Tr1...rmijkl + T
′
r1...rmijkl
, (2.15)
where Tr1...rmijkl is a linear combination of tensor fields of the form gab ⊗ · · · ⊗
gcd ⊗ ∇˜(p)R˜ijkl, where the factor ∇˜(p)R˜ijkl contains at least one index with a
value ∞. T
′
r1...rmijkl
stands for a linear combination of tensor fields of the form
(2.14) with w ≥ 2.
This completes the proof of Lemma 2.1. ✷
2.3 Proof of Lemma 1.2: Proof of half the Lemma.
We prove Lemma 1.2 in two steps. In order to explain this proof, we need one
piece of notation:
Definition 2.3 Consider a complete contraction C(g) in the form (1.2) with
weight −n + 2. We define ∆kr [C(g)], for any k, 1 ≤ k ≤ σ to be the complete
contraction that arises from C(g) by picking out its kth factor Fk and replacing
it by ∆Fk. Then, we define:
∆r[C(g)] =
σ∑
k=1
∆kr [C(g)]
This operation extends to linear combinations.
Lemma 1.2 will follow by the next two claims:
Lemma 2.2 Under the assumptions of Lemma 1.2 we claim that there is a
vector field T i(g) =
∑
r∈R arC
r,i(g) (of the form required by Lemma 1.2) so
that:
∑
l∈L1σ
alC
l(g)− divi
∑
r∈R
arC
r,i(g) = ∆r[
∑
v∈V
avC
v(g)] +
∑
f∈F
afC
f (g), (2.16)
modulo complete contractions of length ≥ σ+1. Here each Cf (g) is in the form
(1.2) with length σ and δW ≥ 2. On the other hand, each Cv(g) is in the form
(1.2) with length σ, weight −n+ 2 and with no internal contractions.
The next claim starts with the conclusion of the previous one:
Lemma 2.3 Assume that P (g) is as in the assumption of Lemma 1.2; assume
furthermore that the sublinear combination
∑
l∈L1 alC
l(g) of contractions with
length σ and precisely one internal contraction can be expressed in the form∑
l∈L1 alC
l(g) =
∑
v∈V av∆r[C
v(g)].
We claim that there is a local conformal invariant W (g) and a vector field∑
r∈R arC
r,i(g) of weight −n+ 1 so that:
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∆r[
∑
v∈V
avC
v(g)]−W (g)− divi
∑
r∈R
arC
r,i(g) =
∑
f∈F
afC
f (g). (2.17)
The above holds modulo complete contractions of length σ +1. Here again each
Cf (g) is in the form (1.2) with length σ and δW ≥ 2.
Proof of Lemma 2.2: In order to prove this Lemma, we first slightly manip-
ulate the sublinear combination
∑
l∈L1σ
alC
l(g) in P (g):
We first prove that by subtracting divergences from P (g), we may assume
that every complete contraction Cl(g) with l ∈ L1σ will have its internal con-
traction in a factor of the form ∇lWijk
l:
This is done as follows: For each complete contraction Cl(g), l ∈ L1σ, we
isolate the one factor ∇
(ma)
r1...rmaWijkl which contains the internal contraction
(there can be only one such factor, by the definition of L1σ). Then, if the
internal contraction is between two indices rs , rt , we bring them to the positions
rma−1
, rma by repeatedly applying the curvature identity. That way we introduce
correction terms that have length at least σ + 1. Then, we apply the identity
∇rWijkl +∇jWrikl +∇iWjrkl =
∑
(∇sWsrty ⊗ g), (2.18)
(see subsection 2.3 [3]–recall that the symbol
∑
(∇sWsrty ⊗ g) stands for a
linear combination of a tensor product of the three-tensor ∇sWsqty with an
un-contracted metric tensor).
Thus (modulo introducing correction terms that are allowed in Lemma 2.2),
we may assume that in each complete contraction Cl(g), l ∈ L1 the internally
contracting factor is of the form ∇
(m)
r1...rm−1l
Wijk
l. Finally, we subtract diver-
gences from Cl(g) as in the proof of the silly divergence formula in [1], in order
to arrange that all complete contractions Cl(g), l ∈ L1σ have the internal con-
traction in a factor of the form ∇lWijk
l (this can be done modulo introducing
complete contractions with more than one internal contractions–but these are
allowed in the conclusion of our Lemma).
We note the transformation law for the factor ∇lWijkl under the re-scaling
gˆ = e2φ(x)g.
(∇lWijkl)gˆ = (∇
lWijkl)g + (n− 3)[Wijkl∇
lφ]g. (2.19)
Now, consider I1g (φ)(:= Image
1
φ[P (g)]).
21 We firstly study the sublinear
combination Image1φ[P (g)]|σ].
22
Initially, we write Image1φ[P (g)|σ] out as a linear combination of complete
contractions in the form:
21Recall that Image1φ[P (g)] :=
d
dt
|t=0entφP (e2tφg) and that
R
Mn
I1g (φ)dVg = 0.
22Recall that P (g)|σ stands for the sublinear combination of terms in P (g) with
length σ. Those terms are indexed in Lσ ⊂ L. Recall that Image1[P (g)σ](:=
) d
dt
|t=0entφ
P
l∈Lσ
alC
l(e2tφg).
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contr(∇(m1)Wijkl ⊗ · · · ⊗ ∇
(mσ)Wi′j′k′l′ ⊗∇
(ν)φ). (2.20)
Given that P (g)|σ is a linear combination of complete contractions in the
from (1.2), we immediately obtain such an expression for Image1φ[P (g)|σ], by
applying the transformation laws from the Weyl tensor and the Levi-Civita
connection, see the subsection 2.3 in [3]. Thus we write
Image1φ[P (g)|σ] = Σk∈KakC
k
g (φ),
where each Ckg (φ) is in the form (2.20) with length σ + 1.
Now, we re-express Image1φ[P (g)|σ] as a linear combination of complete
contractions in the form:
contr(∇(m1)R⊗ · · · ⊗ ∇(mσ)R⊗∇(ν)φ) (2.21)
(∇(m)R above stands for the differentiated curvature tensor, where we do not
write out the indices). This is done by picking out each complete contraction
Ckg (φ) in the above equation and decomposing each Weyl tensor according to
Wijkl = Rijkl + [P ∧ g] (see subsection 2.3 in [3]). Hence, we write out:
Image1φ[P (g)|σ] = Σk∈Kak[Σw∈WkawC
k,w
g (φ)].
Each complete contraction Ck,wg (φ) is in the form (2.21).
Now, we introduce some definitions regarding complete contractions Cg(φ)
of the form (2.21).
Definition 2.4 For any complete contraction Cg(φ), δ will stand for the num-
ber of internal contractions among its factors ∇(m)Rijkl, ∇(p)Ric, ∇(y)R (in-
cluding the one (resp. two) internal contractions in the term Ricij = R
a
iaj ,
R = Rabab). q will stand for the number of factors ∇(p)Ric, R (scalar curva-
ture).
Definition 2.5 Consider complete contractions Cg(φ) in the form (2.21). ν
will stand for the number of derivatives on the factor ∇(ν)φ.
Any such complete contraction with q = δ = 0 and ν = 1 will be called a
target. Any complete contraction with ν ≥ 2 and ∇
(ν)
r1...rνφ 6= ∆φ will be called
irrelevant. Any complete contraction with ν = 1 and q + δ > 0 will be called a
contributor.
Now, we consider complete contractions in the form (2.21) of length σ + 1
with a factor ∆φ. If q = δ = 0, we will call it dangerous. If δ + q > 0 we will
call it a contributor. Finally, any complete contraction of length ≥ σ+2 will be
called irrelevant.
In the rest of this subsection, Jg(φ) will stand for a generic linear combination
of contributors and irrelevant complete contractions.
Our next aim is to understand Image1φ[C
l(g)] for l ∈ L1σ. We will need some
definitions:
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Definition 2.6 Consider a complete contraction Clg(φ), l ∈ L
1
σ which is in the
form (1.2) and has its internal contraction in a factor ∇lWijkl. We define the
skeleton Cl,ιg (φ) of C
l(g) to be the complete contraction which is obtained from
Cl(g) by substituting the factor ∇lWijk
l by ∇lφRijk
l and every other factor
∇
(m)
r1...rmWijkl by ∇
(m)
r1...rmRijkl.
Also, consider any complete contraction Cl(g) which is in the form (1.2) (not
necessarily of weight −n) with q = 0 and δ = 0. We then define its skeleton
Cl,ι(g) to be the complete contraction which is obtained from it by substituting
each factor ∇
(m)
r1...rmWijkl by ∇
(m)
r1...rmRijkl.
Lemma 2.4 For any complete contraction Cl(g) with l ∈ L1σ, we claim that
Image1φ[C
l(g)] can be expressed as follows:
Image1φ[C
l(g)] = (n− 3)Cl,ιg (φ) + Jg(φ). (2.22)
Proof: This is proven in two steps:
We first consider the complete contraction in Image1φ[C
l(g)] which arises as
follows: We first substitute the factor ∇lWijkl in Cl(g) by (n−3)Wijkl∇lφ. Let
us denote the complete contraction that we obtain thus by Clg(φ). Then, we
write Clg(φ) as a linear combination of complete contractions in the form (2.21):
Clg(φ) = Σ
F
t=1atC
l,t
g (φ)
Let us assume that Cl,1g (φ) is obtained from C
l
g(φ) by substituting each factor
∇
(m)
r1...rmWijkl by a factor ∇
(m)
r1...rmRijkl . The complete contractions C
l,t
g (φ) with
t ≥ 2 arise by substituting at least one factor ∇(m)Wijkl in Clg(φ) by a factor
∇(m)[Ric⊗ g] or ∇(m)[R⊗ g · · · ⊗ g]. Hence, each complete contraction Cl,tg (φ)
with t ≥ 2 will either have q > 0 or δ > 0, so it will be a contributor. We see
that the complete contraction Cl,1g (φ) above is (n− 3) · C
l,ι
g (φ).
Let us now consider any complete contraction Cl
′
g (φ) (in the form) (2.20)
in Image1φ[C
l(g)] other than Cl,1g (φ). Then necessarily C
l′
g (φ) has arisen by
applying the transformation laws for the Levi-Civita connection or the Weyl
tensor to any indices in Cl(g) other than the internal contraction in the factor
∇lWijkl . Hence Cl
′
g (φ) will contain a factor ∇
lWijkl , which still has an inter-
nal contraction. Therefore, writing Cl
′
g (φ) as a linear combination of complete
contractions in the form (2.21), as below:
Cl
′
g (φ) = Σr∈RC
l′,r
g (φ)
we have that each Cl
′,r
g (φ) will either have a factor ∇
(m)Rijkl with an internal
contraction or a factor ∇(p)Ric or a factor R (scalar curvature). Therefore, each
such complete contraction Cl
′,r
g (φ) is either a contributor or irrelevant. ✷
By the same calculations we also derive:
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Lemma 2.5 For any complete contraction Cl(g) with l ∈ Lσ \ L1σ:
Image1φ[C
l(g)] = Jg(φ). (2.23)
Proof: This fact follows by the same proof as for the previous Lemma. ✷
Lemma 2.6 Consider the sublinear combination P (g)|σ+1 in P (g). Then:
Image1φ[P (g)|σ+1] =
∑
u∈U
auC
u(g)∆φ+ Jg(φ), (2.24)
where
∑
u∈U auC
u(g)∆φ stands for a generic linear combination of dangerous
complete contractions.
Proof: Straightforward from the transforation laws of the Levi-Civita con-
nection and the curvature tensor under conformal re-scalings. (These can be
found in subsection 2.3 in [3]). ✷
We are now ready to get to the main part of proving Lemma 2.2. It will be
useful to recall a few facts about the super divergence formula from [1]. This
is the second and last instance in this series of papers where we make use of
the super divergence formula in full strength. In all other instances we use the
“main consequence” of the super divergence formula, as codified in subsection
2.2 in [3].
A few facts about the super divergence formula: We apply the super diver-
gence formula to the operator I1g (φ) =
∑
l∈L alC
l(g). Recall that
∫
Mn
I1g (φ)dVg =
0 for every compact (Mn, g), φ ∈ C∞(Mn) and each Cl(g) is in the form (2.21).
The super divergence formula applied to I1g (φ) provides a local formula which
expresses I1g (φ) as a divergence of a vector field. We recall that there is a pro-
cess by which each term Cl(g) in I1g (φ) gives rise to divergences in the super
divergence formula. In the end of [1] we summarized the conclusion of the super
divergence formula as follows: Given I1g (φ) =
∑
l∈L alC
l
g(φ) we introduces the
notion of “descendents” of each Cl(g), l ∈ L; these are complete contractions in-
volving factors ~ξ (or covariant derivatives thereof). Such complete contractions
are divided up into categories (e.g. “good”, “hard”, “undecided”) and we then
proceed by integrating by parts the factors ~ξ in those complete contractions.
At each stage, we discard complete contractions which are “bad”, “hard” or
“stigmatized”. In the end each complete contraction Clg(φ) in I
1
g (φ) contributes
itself plus a linear combination of divergences to the super divergence formula;
we have denoted this sum by Tail[Cl(g)]. In other words, the super diveregnce
formula can be summarized as:
∑
l∈L
alTail[C
l(g)] = 0. (2.25)
The only further remarks we wish to make is that if Clg(φ) has length ≥ σ + 2
then Tail[Clg(φ) consists of complete contractions with length ≥ σ+2, and that
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for every complete contraction Clg(φ) of length σ+1 the only way that the factor
∇(ν)φ in a complete contraction Clg(φ) can give rise to a factor
~ξ is by replacing
a pair of indices rs , rt in the factor ∇
(ν)
r1...rνφ that contract against each other by
an expression rt
~ξrt . This factor ~ξrt will then be integrated by parts, giving rise
to a divergence with respect to the index rt .
Our Lemma will follow by picking out a particular “piece” in the super
divergence formula which vanishes separately and then applying the operation
Weylify (from subsection 5.1 in [3]) to the resulting equation:
Lemma 2.7 Consider any irrelevant complete contraction Clg(φ). Then:
Tail[Clg(φ)] = Σw∈WC
w
g (φ),
where each complete contraction Cwg (φ) has length ≥ σ + 1, and if C
w
g (φ) does
have length σ + 1 then it is irrelevant.
Proof: If Clg(φ) has length ≥ σ + 2 then Tail[C
l
g(φ)] consists of terms with
length ≥ σ+2, so we are done. Now, the case where Clg(φ) has length σ+1: By
our definition, a complete contraction of length σ+1 is irrelevant if it has a fac-
tor∇
(m)
r1...rmφ 6= ∆φ. But then, by virtue of the Lemma 16 in [1] and the iterative
integration by parts, it follows that each complete contraction in Tail[Clg(φ)] of
length σ+1 will have a factor ∇
(p)
r1...rpφ, p ≥ 2. Hence each complete contraction
of length σ + 1 in Tail[Clg(φ)] is irrelevant. ✷
We next consider Tail[Clg(φ)] when C
l
g(φ) is a contributor. (By definition if
Clg(φ) is a contributor, then its factor ∇
(p)φ is either of the form ∇φ or ∆φ).
We claim the following:
Lemma 2.8 Consider any contributor Clg(φ). Modulo complete contractions of
length ≥ σ + 2, we can write Tail[Clg(φ)] as a linear combination:
Tail[Clg(φ)] = C
l
g(φ) + Σr∈RlardivjrC
jr
g (φ) + Σw∈WawC
w
g (φ), (2.26)
where each vector field Cl,jrg (φ) in the above equation is a partial contraction in
the form (2.21) with length σ + 1, with one free index, and furthermore ν = 1
(that is, it has a factor ∇aφ), and the index a in ∇aφ is not the free index, and
furthermore q = δ = 0; each complete contraction Cwg (φ) is in the form (2.21)
with either ν ≥ 2 or q + δ > 0.
Proof of Lemma 2.8: First consider the case where Cl(g) contains a factor
∇φ: By virtue of the algorithm for the super divergence formula (see the con-
cluding remarks in [1]), we derive that, modulo complete contractions of length
≥ σ + 2:
Tail[Clg(φ)] = C
l
g(φ)− Σf∈FdivifC
l,if
g (φ),
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where Σf∈FC
l,if
g (φ) is a linear combination of vector fields in the form (2.21)
with ν ≥ 1; if ν = 1 then the index a in ∇aφ is not the free index if because
Clg(φ) contains a factor ∇φ, therefore no descendent of C
l
g(φ) has a factor
~ξ con-
tracting against ∇φ. Now, if a vector field C
l,if
g (φ) has ν = 1 and no internal
contractions, we index it in Rl. Otherwise, we place divifC
l,if
g (φ) into the sum
Σw∈WawC
w
g (φ). ✷
We now consider the case where Clg(φ) has a factor ∆φ. In that case, recall
that by definition δ+q > 0. We denote the set of good or undecided descendants
of Clg(φ) by {C
l,b
g (φ,
~ξ)}b∈B. Also recall Lemma 16 from [1]. Now, if C
l,b
g (φ,
~ξ)
contains a factor ∆φ, it follows from Lemma 20 in [1] that, modulo complete
contractions of length ≥ σ + 2:
PO[Cl,bg (φ,
~ξ)] = Σt∈TatC
t
g(φ),
where each Ctg(φ) is in the form (2.21) and has a factor ∇
(ν)φ, ν ≥ 2. We then
place the complete contractions Ctg(φ) into the sum Σw∈WawC
w
g (φ).
If the ~ξ-contraction Cl,bg (φ,
~ξ) has a factor ∇iφ, it follows from Lemma 16
in [1] that it will have an expression ∇iφ~ξi. We then decree that the factor ~ξi
will be the first to be integrated by parts.23 Notice the following: If ~ξi was the
only ~ξ-factor in Cl,bg (φ,
~ξ) is ~ξi, then Cl,bg (φ,
~ξ) is in the form (2.21) with at least
one factor ∇(p)Ric or R (of the scalar curvature). Hence, in that case we place
PO[Cl,bg (φ,
~ξ)] into the sum Σw∈WawC
w
g (φ).
If Cl,bg (φ,
~ξ) has more ~ξ-factors, then after the integration by parts of ~ξi, we
are reduced to the previous case. Thus our Lemma follows. ✷
Finally, let us consider a dangerous complete contraction Clg(φ). It will be
in the form:
contr(∇(m1)Rijkl ⊗ · · · ⊗ ∇
(mσ)Rijkl ⊗∆φ),
where none of the factors ∇(m)Rijkl have internal contractions. Hence, we
derive:
Tail[Clg(φ)] = −contr(∇
i[∇(m1)Rijkl ⊗ · · · ⊗ ∇
(mσ)Rijkl]⊗∇iφ). (2.27)
We denote a linear combination as in the right hand side of the above by∑
h∈H ah∇
j [Ch(g)]∇jφ.
In view of the above Lemmas, we see that by applying the super divergence
formula to I1g (φ), and pick out the sublinear combination with σ + 1 factors,
23Note that by the remark made in the subsection “Conclusion” in [1] we are free to impose
this restriction.
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with one factor ∇φ and without internal contractions,24 we derive a new local
equation:
∑
l∈L1σ
alC
l,ι
g (φ) +
∑
r∈R
arXdivjC
r,j
g (φ) =
∑
h∈H
ah∇
j [Ch(g)]∇jφ (2.28)
Now, applying the operation Weylify to the above, we derive our Lemma
2.2 (by virtue of the discussion on the operation Weylify in subsection 5.1 in
[3]). ✷
We will show Lemma 2.3 in the next section, after proving Lemma 1.3.
2.4 Proof of Lemmas 1.3 and 2.3 (the second half of Lemma
1.2).
This subsection contains elaborate constructions and calculations of local con-
formal invariants. All the divergences of vector fields that appear in the proofs
of these two Lemmas are constructed explicitly; there is no recourse to the “su-
per divergnece formula”. The key to these constructions and to the calculations
below is the ambient metric of Fefferman and Graham, see [17], [18]. We will
be using the algorithm that was presented in subsection 2.1.
Proof of Lemma 1.3: For this section, for each complete contraction Cl(g),
l ∈ Lstack we will call the factor to which all the internal contractions belong
the important factor.
Firstly, we observe (easily) that by applying the fake second Bianchi iden-
tities from [3] (see (2.18) in this paper) we can write modulo terms of length
≥ σ + 1:
∑
l∈L˜stack
alC
l(g) =
∑
l∈L
stack
alC
l(g) +
∑
j∈J
ajC
j
g(φ),
where each Cl(g) l ∈ L
stack
is in the form (1.2) and has two of its internal con-
tractions involving the indices i, k in the important factor∇(m)Wijkl ;25 also each
Cj(g) is in the form (1.2) and has at least two internal contractions belonging
to different factors ∇(m)Wijkl .
Thus we are reduced to proving our claim under the assumption that the
important factor of each Cl(g), l ∈ Lstack is of the form∇t1...tδ−2ik∇
(m)
r1...rmWijkl .
We then observe that by intergating by parts the indices r1 , . . . , rm in the
factor ∇r1...rm
ikWijkl for each l ∈ Lstack we can explicitly construct a vector
field T i(g) =
∑
h∈H ahC
h,i(g) so that:
Cl(g)− diviT
i(g) =
∑
C∗(g) +
∑
j∈J
ajC
j(g), (2.29)
24Notice that this sublinear combination must vanish separately.
25In other words, we have two derivative indices ∇i,∇k contracting against the indices i, k
in the important factor
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modulo complete contractions of length σ+1. Here
∑
C∗(g) stands for a linear
combination of complete contractions in the form (1.2) with δW = 2, where both
the internal contractions belong to a factor in the form ∇ikWijkl . Each Cj(g)
is a complete contraction in the form (1.2) with at least two internal contrac-
tions belonging to different factors. Now, abusing notation we will again denote∑
l∈L
stack alC
l(g) by
∑
l∈Lstack alC
l(g). Therefore, we are reduced to showing
our Lemma in the case where each Cl(g), l ∈ Lstack has δW = 2 and the two
internal contractions belong to an important factor in the form ∇ikWijkl .
In order to state our claim, we recall the ambient analogue Amb[C(g)], of any
complete contraction in the from (1.2) (see Definition 2.2); we also introduce a
new definition:
Definition 2.7 Consider any Cl(g), l ∈ Lstack in the form (1.2), where there
are precisely two internal contractions in Cl(g), in some factor ∇ikWijkl. We
let Cl,i1i2(g) be the tensor field that arises from Cl(g) by making the two internal
contractions into free indices.
We also let Cl,i1 (g) be the vector field that arises from Cl(g) by replacing
the important factor ∇ikWijkl by ∇kWi1jkl and C
l,i2(g) be the vector field that
arises from Cl(g) by replacing the important factor ∇ikWijkl by ∇iWiji2l.
Lemma 2.9 Consider the tensor field Cl,i1i2(g); consider Xdivi1Xdivi2C
l,i1i2(g)
and construct Amb[Xdivi1Xdivi2C
l,i1i2(g)]. We claim that modulo terms of
length ≥ σ + 1:
Amb[Xdivi1Xdivi2C
l,i1i2(g)] = Xdivi1Xdivi2C
l,i1i2(g) +
n− 4
n− 3
Xdivi1C
l,i1(g)
+
n− 4
n− 3
Xdivi2C
l,i2(g) +
(n− 4)2 − 2(n− 4) + 2
(n− 3)(n− 4)
Cl(g) +
∑
j∈J
ajC
j(g)+
∑
t∈T ♯
atXdivi1 . . . XdiviatC
t,i1...iat (g) +
∑
t∈T ♯♯
atXdivi1 . . . XdiviatC
t,i1...iat (g).
(2.30)
Here each tensor field Ct,i1...iat (g), t ∈ T ♯ is in the form (1.2), has δW > 0 and
at least one of the free indices belongs to a factor T1, and at least one internal
contraction belongs to a factor T2 with T1 6= T2. Each tensor field C
t,i1...iat (g),
t ∈ T ♯♯ also has δW > 0 and in addition has a factor T = ∇(m)Wijkl with one
internal contraction between a derivative index and an index i or k and then one
of the free indices i1 , . . . , iat is the index j or l in T , respectively.
∑
j∈J aj . . .
is as in the conclusion of Lemma 1.3.
Lemma 2.9 implies Lemma 1.3: Firstly, for each t ∈ T ♯ we suppose with
no loss of generality that i1 belongs to T1 (see the definition above). We then
observe that for each t ∈ T ♯:
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Xdivi1 . . . XdiviatC
t,i1...iat (g)− divi1Xdivi2 . . . XdiviatC
t,i1...iat (g) =∑
j∈J
ajC
j(g), (2.31)
modulo complete contractions of length ≥ σ + 1.
For each t ∈ T ♯♯ we assume with no loss of generality that i1 is the index j
or l (see the definition above). Then, for each t ∈ T ♯♯:
Xdivi1 . . . XdiviatC
t,i1...iat (g)−divi1Xdivi2 . . .XdiviatC
t,i1...iat (g) = 0, (2.32)
modulo complete contractions of length ≥ σ + 1.
By the same reasoning we explicitly construct a linear combination of vector
fields
∑
r∈R arC
r,i(g) so that:
Xdivi1Xdivi2C
l,i1i2(g) +
n− 4
n− 3
Xdivi1C
l,i1(g) +
n− 4
n− 3
Xdivi2C
l,i2 (g)+
(n− 4)2 − 2(n− 4) + 2
(n− 3)(n− 4)
Cl(g)− divi
∑
r∈R
arC
r,i(g)
=
(n− 4)(n− 3)− 2(n− 4)2 + (n− 4)2 − 2(n− 4) + 2
(n− 3)(n− 4)
Cl(g).
(2.33)
We note that the constant C = −n+6(n−3)(n−4) on the right hand side is not zero,
since for n = 6 there can not be any complete contraction in the form:
contr(∇(m1)Wijkl ⊗ · · · ⊗ ∇
(mσ)Wi′j′k′l′) (2.34)
with a factor ∇ikWijkl .
Therefore, if we can prove Lemma 2.9, our Lemma 1.3 will follow.
Proof of Lemma 2.9:
Our proof relies on a careful calculation of Amb[Xdivi1Xdivi2C
l,i1i2(g)],
based on the algorithm presented in subsection 2.1. We writeXdivi1Xdivi2C
l,i1i2(g)
out as a sum in the obvious way, Xdivi1Xdivi2C
l,i1i2(g) =
∑(σ−1)2
t=1 C
t(g); then
we write:
Amb[Xdivi1Xdivi2C
l,i1i2(g)] =
(σ−1)2∑
t=1
∑
ass∈ASSIGNt
∑
γ∈BRass
γ{ass{Amb[Ct(g)]}}.
(2.35)
Now, our Lemma will follow by a careful analysis of the right hand side of
the above. To perform this analysis we must divide the right hand side into
further sublinear combinations.
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We call the factor Wi1ji2l in C
l,i1i2(g) to which the two free indices belong
the important factor. For the purposes of the discussion below, each complete
contraction Ct(g) above, the indices i1 , i2 in the important factor (which are
contracting against ∇i1 ,∇i2 ) will still be called the free indices.
Definition 2.8 Refer to (2.35). Consider any given term Amb{Ct(g)}. We
will write ASSIGN instead of ASSIGN t for simplicity.
Define ASSIGN− ⊂ ASSIGN to stand for the index set of assignments
that assign the values (∞, 0) to two particular contractions (a, b), (c, d) where a, c
belong to different factors.
Define ASSIGN1 ⊂ (ASSIGN \ ASSIGN−) to stand for the index set of
assignments in (ASSIGN \ ASSIGN−) that assign to at least one particular
contraction (a, b), where a belongs to the important factor, the values (0,∞).
Define ASSIGN ♯ ⊂ [ASSIGN\(ASSIGN−
⋃
ASSIGN1)] to stand for the
index set of assignments in (ASSIGN \ ASSIGN−) that either do not assign
the values (∞, 0) to any particular contraction, or do assign such values (∞, 0)
but subject to the restriction that all the ∞’s are assigned to the same factor,
which is not the important factor.
Define ASSIGN∗ ⊂ [ASSIGN \ (ASSIGN−
⋃
ASSIGN1)] to stand for
the index set of assignments in (ASSIGN \ASSIGN−) for which the value ∞
is assigned to at least one index, and moreover all the indices ∞ are assigned to
the important factor, but not to the free indices i1 , i2 .
Define ASSIGN+ ⊂ [ASSIGN \ (ASSIGN−
⋃
ASSIGN1)] to stand for
the index set of assignments in (ASSIGN \ASSIGN−) for which all the values
∞ are assigned to indices in the important factor, and at least one of the free
indices i1 , i2 is assigned the value ∞.
Let us firstly observe that for each t, 1 ≤ t ≤ (σ − 1)2:
ASSIGN = ASSIGN−
⋃
ASSIGN1
⋃
ASSIGN ♯
⋃
ASSIGN∗
⋃
ASSIGN+;
(2.36)
(in the above
⋃
is a disjoint union). We define:
∑
ASSIGN−
ass{Amb[Xdivi1Xdivi2C
l,i1i2(g)]} =
(σ−1)2∑
t=1
∑
ASSIGN−
ass{Amb[Ct(g)]},
and also use the same definition for the other subsets of ASSIGN .
We will use (2.36), along with (2.35). Before doing so, let us recall a few
more facts about the ambient metric:
A key observation is that any tensor in the form ∇˜
(q)
f1...fd
R˜zxcv as in (2.7)
(i.e. with at least one index have the value ∞) can be written out as a linear
combination of tensors ∇(y)Wijkl(⊗g · · · ⊗ g) with an internal contraction in
∇(y)W , modulo quadratic terms in the curvature.26
26Here (⊗g · · · ⊗ g) means that there may be no such factors.
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We only need to be more precise in the case of the factor T = R˜ijkl : If one
of the indices i, j , k, l is given the value 0 then T = 0. On the other hand, if
1 ≤ j , k, l ≤ n then R˜∞jkl = −
1
n−3∇
iWijkl . If at least one of the pairs i, j or
k, l are both assigned the value ∞ then T = 0. Finally, if 1 ≤ j, l ≤ n then
R˜∞j∞l =
1
(n−3)(n−4)∇
ikWijkl +Q(R) (see [17, 18]).
We will now calculate
∑
ass∈ASSIGN− ass[Xdivi1Xdivi2C
l,i1i2(g)], . . . ,∑
ass∈ASSIGN+ ass[Xdivi1Xdivi2C
l,i1i2(g)]. All equations below hold modulo
terms of length ≥ σ + 1.
It immediately follows that:
∑
ass∈ASSIGN1
ass[Xdivi1Xdivi2C
l,i1i2(g)] = 0, (2.37)
∑
ass∈ASSIGN−
ass[Xdivi1Xdivi2C
l,i1i2(g)] =
∑
j∈J
ajC
j(g). (2.38)
We next seek to understand
∑
ass∈ASSIGN♯ ass[Xdivi1Xdivi2C
l,i1i2(g)]. We
claim that:
∑
ass∈ASSIGN♯
ass[Xdivi1Xdivi2C
l,i1i2(g)] = Xdivi1Xdivi2C
l,i1i2(g)+
∑
t∈T ♯
atXdivi1 . . . XdivatC
t,i1...iat (g) +
∑
j∈J
ajC
j(g).
(2.39)
Proof of (2.39): Consider the break-ups of each different ass[Xdivi1Xdivi2C
l,i1i2(g)]:27
∑
ass∈ASSIGN♯
ass[Xdivi1Xdivi2C
l,i1i2 (g)] =
∑
ass∈ASSIGN♯
∑
γ∈BRass
γ{ass[Xdivi1Xdivi2C
l,i1i2(g)]}
(2.40)
Denote the RHS of the above by Λ. We will break Λ into two sublinear
combinations, Λ1,Λ2: A term γ{ass[Xdivi1Xdivi2C
l,i1i2(g)]} will belong to
Λ1 if it arises by applying one of the rules ∇˜isXj → Γ˜
∞
isj
X∞ = −gisjX∞
or ∇˜isX0 → Γ˜
k
is0
Xk = δ
k
is
Xk at least once (as in (2.9)). (Here ∇˜is stands
for a divergence index,28 which has been assigned a value between 1, . . . , n,
and j is an original index which has been assigned a value 0, . . . , n). A term
γ{ass[Xdivi1Xdivi2C
l,i1i2(g)]} belongs to Λ2 if it arises without applying any
of the above two Christoffel symbols.
In the above notation, we will show that:
27Recall the break-ups from subsection 2.1.
28This means that the index is not one of the indices in the vector field Amb[Cl,i1i2 (g)] but
corresponds to an index from a divergence divi1 or divi2 .
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Λ1 = 0, (2.41)
Λ2 = Xdivi1Xdivi2C
l,i1i2(g) +
∑
t∈T ♯
atXdivi1 . . .XdivatC
t,i1...iat +
∑
j∈J
ajC
j(g).
(2.42)
In fact, (2.42) just follows by the definition of Λ2: If we consider the com-
plete contractions that belong to Λ2 that arise without assigning any index the
value ∞, it follows that they add up to the term Xdivi1Xdivi2C
l,i1i2(g); if we
consider the complete contractions in Λ2 that arise by assigning at least one
index the value ∞, it follows that they will add up to a linear combination∑
t∈T ♯ atXdivi1 . . .XdivatC
t,i1...iat (g) +
∑
j∈J ajC
j(g).
So, matters are reduced to showing (2.41). We will establish a bijection that
will help us prove cancellation in Λ1.
We arbitrarily pick out one of the free indices is (so s = 1 or s = 2).
For convenience we just set s = 1, but the same claim will be true if we just
switch i1 and i2 . We also arbitrarily pick out a particular contraction in the
tensor field Cl,i1i2(g), say π = (a, b) where a belongs to the factor T
k and b
belongs to the factor T l and k, l 6= 1. We also pick out a factor T r, r > 1
arbitrarily. Then, we consider the complete contraction Cl,i1i2|k,r(g) that arises
in Xdivi1Xdivi2C
l,i1i2(g) when ∇i1 hits the kth factor T k in Cl,i1i2(g) and
∇i2 hits the rth factor T r in Cl,i1i2(g). Accordingly, we consider the complete
contraction Cl,i1i2|l,r(g) that arises in Xdivi1Xdivi2C
l,i1i2(g) when ∇i1 hits the
lth factor T l in Cl,i1i2(g) and ∇i2 hits the rth factor T r in Cl,i1i2(g).
We now consider the ambient analoguesAmb[Cl,i1i2|k,r(g)], Amb[Cl,i1i2|k,r(g)].
For Amb[Cl,i1i2|l,r(g)] we define ASSIGN ♯,π,Ai1 ⊂ ASSIGN
♯ to stand for the
set of assignments that assign the particular contraction π = (a, b) the values
(0,∞) and assign the pair (i1 ,∇
i1 ) base values (i.e. i1 ∈ {1, . . . , n}).
On the other hand, for Amb[Cl,i1i2|l,r(g)] we define ASSIGN ♯,π,Bi1 to stand
for the set of assignments where π = (a, b) is assigned base values and the pair
(i1 ,∇
i1) is also assigned base values.
Now, for each element ass ∈ ASSIGN ♯,π,Ai1 we define BR
1
ass to stand for the
set of break-ups that replace the factor T k = ∇˜
(m+1)
isr1...0...rm
R˜ijkl (or analogously
when a = 0 is one of the internal indices) by a factor −∇˜
(m)
r1...i1...rm
R˜ijkl (i.e.
we apply Γ˜kis0 = δ
k
is
to the indices ∇˜is , ∇˜0, as in (2.9)). For C
l,i1i2|l,r(g˜n+2)
and each element ass ∈ ASSIGN ♯,π,Bi1 , we define BR
2
ass to stand for the set
of break-ups that replace the factor T l = ∇˜
(m′+1)
isr
′
1...b...rm′
R˜i′j′k′l′ (or analogously
where b is one of the internal indices) by a factor ∇˜
(m′)
r′1...∞...r
′
m
R˜i′j′k′l′gi1b (i.e. we
apply Γ˜∞isb = −gisb.
We then observe that in the above notation, for each π ∈ Π, each r =
2, . . . , σ:
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∑
ass∈ASSIGN♯,π,Ais
∑
γ∈BR1ass
γ{ass[Amb[Cl,i1i2|k,r(g)]]}
+
∑
ass∈ASSIGN♯,π,Bis
∑
γ∈BR2ass
γ{[Amb[Cl,i1i2|l,r(g)]]} = 0.
(2.43)
In view of the above cancellation, when analyzing Λ1 we may discard any
contraction that involves using the symbol Γ˜∞ij to a pair ∇˜isXk (where is is a
divergence index and Xk is not contracting against the important factor). We
may also discard any complete contraction that arises when we use the symbol
Γ˜kis0 to a pair ∇˜isXd where Xd is an original index in C
l,i1i2(g) that is not
contracting the important factor.
So, to show (2.41), we only have to consider the terms in the LHS that arise
by using one of the symbols Γ˜∞isj , Γ˜
k
is0
to a pair ∇˜isXv where is is a divergence
index and Xv is contracting against the important factor (and where in addition
v has been assigned a value 0, . . . , n).
Now, observe that there can be no contractions arising from an assignment
ass ∈ ASSIGN ♯ with an index v having been assigned the value 0, and the same
index v contracting against an index b in the important factor in C
l,i1i2(g): In
that case, the index b would have been assigned a value ∞, which contradicts
the fact that ass ∈ ASSIGN ♯.
So we only need to observe that we may discard any complete contraction
that arises when we use the symbol Γ˜∞isk to a pair of indices (∇˜is , k) where ∇˜is
is the divergence index and k is contracting against an index in the important
factor-this follows because Γ˜∞isk = −gisk and the Weyl tensor is trace-free. This
proves our claim. ✷
Next, we wish to analyze
∑
ass∈ASSIGN∗
∑
γ∈BRass
γ{ass[Xdivi1Xdivi2C
l,i1i2(g)]}.
Using the definition of ASSIGN∗ and the Christoffel symbols for g˜, we
observe that:
∑
ass∈ASSIGN∗
∑
γ∈BRass
γ{assAmb[Xdivi1Xdivi2C
l,i1i2(g)]} =
−
1
n− 3
Xdivi1C
l,i1(g)−
1
n− 3
Xdivi2C
l,i2(g)
+
2
(n− 3)(n− 4)
Cl(g) +
∑
t∈T ♯
btXdivi1 . . . XdiviatC
t,i1...iat (g)
+
∑
t∈T ♯♯
btXdivi1 . . . XdiviatC
t,i1...iat (g) +
∑
j∈J
ajC
j(g).
(2.44)
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Note: The first three terms in the RHS arise by applying the Christoffel symbol
Γ˜kis0 = δ
k
is
at least once (we also use the first Bianchi identity here–the details
are left to the reader).29 It is easy to observe that the sublinear combination
that arises when the symbol Γ˜kis0 = δ
k
is
is never applied will equal
∑
t∈T ♯♯ . . . .
Finally, we must understand the sublinear combination
∑
ass∈ASSIGN+
∑
γ∈BRass
γ{ass[Xdivi1Xdivi2C
l,i1i2(g˜n+2)]}.
We calculate that:
∑
ass∈ASSIGN+
assAmb[Xdivi1Xdivi2C
l,i1i2(g)] =
(n− 4)2
(n− 3)(n− 4)
Cl(g)
+Xdivi1C
l,i1 (g) +Xdivi2C
l,i2(g)−
2
(n− 3)
Cl(g)
+
∑
t∈T ♯♯
atXdivi1 . . . XdiviatC
t,i1...iat (g) +
∑
j∈J
ajC
j(g).
(2.45)
Note again, the first four terms in the RHS arise by applying the Christoffel
symbol Γ˜kis0 = δ
k
is
at least once (we also again use the first Bianchi identity).
Thus, in view of (2.35), (2.36), by just adding up the equations (2.37), (2.38),
(2.39), (2.44), (2.45) we derive Lemma 1.3. ✷
Proof of Lemma 2.3:
Now, to show Lemma 2.3, we recall the notational conventions from the
statement of the Lemma and introduce some additionnal ones:30 Recall that∑
f∈F afC
f (g) stands for a generic linear combination of complete contractions
in the form (1.2) with δW ≥ 2. Also,
∑
t∈T ♯ atC
t,i1...iat (g) will now stand for
a generic linear combination of tensor fields in the form (1.2) with at > 0 (i.e.
with at least one free index) and with one internal contraction. All equations
in this proof will hold modulo complete contractions of length ≥ σ + 1.
Now, for each Cv(g) as in the statement of Lemma 2.3 we consider ∇iCv(g)
(which is thought of as the sum of σ partial contractions). Then, for each v ∈ V
we consider the linear combinationXdivi[∇iCv(g)] and we construct its ambient
analogue (see the Definition 2.2):
Amb{Xdivi[∇iC
v(g)]}.
We then claim:
Lemma 2.10 For each v ∈ V :
29Here is comes from an index ∇˜is , from one of the divergences divi1 , divi2 .
30The reader should note that the notational conventions here are different from the ones
in the proof of the previous Lemma.
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Amb{Xdivi[∇iC
v(g)]} = 2∆rC
v(g) +Xdivi[∇iC
v(g)] +
∑
f∈F
afC
f (g)
+
∑
t∈T ♯
atXdivi1 . . .XdiviatC
t,i1...iat (g),
(2.46)
modulo complete contractions of length ≥ σ + 1.
We observe that if we can prove the above, then Lemma 2.3 follows from
two easy observations: Firstly:
Xdivi[∇iC
v(g)]− divi[∇iC
v(g)] = −∆rC
v(g).
Secondly, for every t ∈ T ♯:
Xdivi1 . . . XdiviatC
t,i1...iat (g)−divi1Xdivi2 . . . XdiviatC
t,i1...iat (g) =
∑
f∈F
afC
f (g).
Thus, it suffices to show Lemma 2.10.
Proof of Lemma 2.10: Firstly, we will number the factors in Cv(g) and
denote them by F1, . . . , Fσ. Then, we will denote by ∇τi C
v(g) the vector field
that arises from Cv(g) by replacing the factor Fτ by ∇iFτ . We also denote by
mτ the number of derivatives in the factor Fτ = ∇(mτ )Wijkl .
We will then show that for any τ , 1 ≤ τ ≤ σ:
Amb{Xdivi[∇
τ
i C
v(g)]} = ∆τrC
v(g) +Xdivi[∇
τ
i C
v(g)] +
mτ + 2
n− 2
∆rC
v(g)
+
∑
f∈F
afC
f (g) +
∑
t∈T ♯
atXdivi1 . . .XdiviatC
t,i1...iat (g).
(2.47)
In view of the equation
∑σ
τ=1(mτ + 2) = n− 2, (2.47) implies Lemma 2.10.
Proof of (2.47): We will show this equation using the notions of assignment
and break-ups from subsection 2.1.
We recall the following fact regarding the ambient metric: Consider any
tensor T = ∇˜
(m)
∞r2...rmR˜ijkl , where all the indices r2 , . . . , rm , i, j , k, l have values
between 1 and n. It then follows from the formula ∂∞g˜ab = 2Pab in [18] that:
T = −
1
n− 2
∆∇(m−1)r2...rmWijkl+
∑
h∈H
ah[T
h(g)(⊗g · · ·⊗g)]r2...rmijkl+Q(R), (2.48)
where each tensor T h(g) is in the form ∇(m
′)Wijkl with at least two internal
contractions.
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Furthermore, it can be seen from [17], [18] that any component T ′ = ∇˜
(m)
r1...rmR˜ijkl
where at least two of the indices r1 , . . . , l having the value ∞ can be expressed
as:
T ′ =
∑
h∈H
ah[T
h(g)(⊗g · · · ⊗ g)]r2...rmijkl +Q(R), (2.49)
with the same conventions as above.
Now, for the purposes of the next definition we write outAmb{Xdivi[∇τi C
v(g)]} =∑σ−1
t=1 Amb[C
t(g)]. We prove our Lemma by examining the right hand side of
the equation:
Amb{Xdivi[∇
τ
i C
v(g)]} =
σ−1∑
t=1
∑
ass∈ASSIGNt
∑
γ∈BRass
γ{ass[Amb[Ct(g)]]}.
(2.50)
It will again be useful to break the right hand side of the above into sub-
linear combinations. We will now call the factor Fτ (to which ∇i belongs) the
important factor. We will also call the index ∇i in that factor the “free index”.
Definition 2.9 Refer to (2.50). Consider any fixed Amb[Ct(g)]. We write
ASSIGN instead of ASSIGN t for simplicity.
We define ASSIGN− ⊂ ASSIGN to stand for the index set of assignments
where at least two different indices in Amb[Ct(g)] are assigned the value ∞.
We define ASSIGN ♯ ⊂ (ASSIGN \ ASSIGN−) to stand for the index
set of assignments where the pair of values (∞, 0) is assigned to at most one
particular contraction, and moreover if such a pair is assigned to a particular
contraction (a, b) then neither a nor b belongs to the important factor.
We define ASSIGN1 ⊂ (ASSIGN \ ASSIGN−) to stand for the set of
assignments in (ASSIGN \ ASSIGN−) that assign the pair of values (0,∞)
to exactly one particular contraction (a, b) where in addition a belongs to the
important factor.
We define ASSIGN∗ ⊂ (ASSIGN \ ASSIGN−) to stand for the set of
assignments in (ASSIGN \ASSIGN−) that assign the values (∞, 0) to exactly
one particular contraction (a, b) where in addition a belongs to the important
factor and is not the free index ∇i.
We define ASSIGN+ ⊂ (ASSIGN \ ASSIGN−) to stand for the assign-
ment in (ASSIGN \ASSIGN−) that assigns the value ∞ to the free index ∇i,
(and the value 0 to the index against which it contracts) and does not assign
this value to any other index.
Clearly:
ASSIGN = ASSIGN−
⋃
ASSIGN ♯
⋃
ASSIGN1
⋃
ASSIGN∗
⋃
ASSIGN+;
(2.51)
(where in the above
⋃
stands for a disjoint union).
Firstly, by virtue of (2.48), (2.49) we observe that:
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∑
ass∈ASSIGN−
ass[Amb[Xdivi[∇
τ
i C
v(g)]]] =
∑
f∈F
afC
f (g). (2.52)
By repeating the cancellation argument from equation (2.41) we derive that:
∑
ass∈ASSIGN♯
ass{Amb[Xdivi[∇
τ
i C
v(g)]]} = Xdivi[∇
τ
i C
v(g)] +
mτ + 2
n− 2
∆τrC
v(g)
+
∑
t∈T ♯
atXdivi1 . . . XdivbtC
t,i1...ibt (g) +
∑
f∈F
afC
f (g).
(2.53)
Note: The expression mτ+2
n−2 ∆
τ
rC
v(g) arises from the assignments where no index
is assigned a value ∞, by applying Γ˜
∞
ia = −gia to the pairs of indices i, a (i is
the free index) in the important factor.
Now, by virtoe of the Christoffel symbol Γ˜k0i = δ
k
i , we straightforwardly
derive:
∑
ass∈ASSIGN1
ass[Amb[Xdivi[∇
τ
i C
v(g)]]] =
mτ + 2
n− 2
σ∑
k=1,k 6=τ
∆kr [C
v(g)] +
∑
t∈T ♯
atXdivi1 . . .XdiviatC
t,i1...iat (g) +
∑
f∈F
afC
f (g).
(2.54)
Furthermore, we derive:
∑
ass∈ASSIGN∗
ass{Amb[Xdivi[∇
τ
i C
v(g)]]} =
mτ + 2
n− 2
∆τrC
v(g) +
∑
t∈T ♯
atXdivi1 . . .XdiviatC
t,i1...iat (g) +
∑
f∈F
afC
f (g).
(2.55)
Note: The sublinear combination mτ+2
n−2 ∆
τ
rC
v(g) arises as follows: Recall that
ass ∈ ASSIGN∗ assigns one pair of values (∞, 0) to any particular contraction
(a, b) where a belongs to the important factor and a is not the free index i. The
coefficient then arises when we use the Christoffel symbol Γ˜ki0 = δ
k
i to the pair
∇˜iXb (where Xb stands for the index that is contracting against the index a in
the important factor-hence b has been assigned the value 0). The second Bianchi
identity is also employed here.
Finally we calculate:
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∑
ass∈ASSIGN+
ass[AmbXdivi[∇
τ
i C
v(g)] =
n− 2− (mτ + 2)
n− 2
∆τrC
v(g)+
∑
t∈T ♯
atXdivi1 . . . XdiviatC
t,i1...iat (g) +
∑
f∈F
afC
f (g).
(2.56)
n−2−(mτ+2)
n−2 ∆
τ
rC
v(g) arises by assigning the pair (∞, 0) to the divergence pair
(i,∇i). The coefficient
n−2−(mτ+2)
n−2 arises by virtue of the formula Γ˜
k
i0 applied
to any pair (∇˜i, Xk).(Recall that there the diregence index ∇˜i is assigned the
value 0).
Plugging the equations (2.52)–(2.56) into (2.50) we obtain our Lemma 2.3.
✷
3 Proof of Lemma 1.4: The divergence “piece”
in P (g).
The aim of this section is to prove that when P (g) is as in the hypothesis of
Lemma 1.4, then the sublinear combination
∑
l∈Lj alC
l(g) in P (g)31 can be
cancelled out (modulo introducing new “better” terms as in the statement of
Lemma 1.4) by subtracting a divergence of a vector field, as allowed by the
Deser-Schwimmer conjecture.
Again, we rely on the only tool we have at our disposal, which allows us
to pass from the invariance under integration enjoyed by P (g) to a local equa-
tion: We consider the linear operator I1g (φ) := [
d
dt
|t=0[entφP (e2tφg)], for which∫
Mn
I1g (φ)dVg = 0. The aim is to invoke the super divergence formula for
I1g (φ),
32 to derive the claim in the previous paragraph. The are two challenges
one must address: Firstly, how can one recover
∑
l∈Lj alC
l(g) by examining
I1g (φ)? Secondly, how can one use the super divergence formula for I
1
g (φ) to
derive the claim on
∑
l∈Lj alC
l(g)?
The first challenge is not hard; it follows by studying the transformation
law of covariant derivatives of the Weyl curvature, paying special attention
to internal contractions.33 This is carried out in subsection 3.1. The second
challenge is not straightforward; one difficulty, already discussed in [3], is again
that a direct application of the super divergence formula to I1g (φ) does not
imply Lemma 1.4. For that reason, we must formulate certain “main algebraic
propositions”, see Propositions 3.1 and 3.2 in subsection 3.2 below, which will
allow us to derive Lemma 1.4 from the super divergence formula applied to
I1g (φ). These propositions can be viewed as analogues of the “main algebraic
31Recall that
P
l∈Lj alC
l(g) stands for the sublinear combination of terms with length σ
and j internal contractions; recall that j ≥ 2 and all other terms of length σ in P (g) are
assumed to be in the form (1.2) with at least j + 1 internal contractions.
32Which expresses I1g (φ) as a divergence, I
1
g (φ) = diviT
i
g(φ)
33See the definition above Proposition 1.1.
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Proposition” in subsection 5.3 [3]; all three of these algebraic propositions will
be proven in the series of papers [6, 7, 8].
However, there is an additional important challenge in this case, briefly
discussed at the end of subsection 1.1: In a nutshell, the problem concerns
a certain “loss of information” which occurs when we pass from I1g (φ) (which
satisfies the integral equation
∫
Mn
I1g (φ)dVg = 0) to the super divergence formula
applied to I1g (φ), supdiv[I
1
g (φ)] = 0. As explained at the end of subsection
1.1, upon examining the terms with σ + 1 factors in I1g (φ) which also have a
factor ∇φ,34 we can recover the sublinear combination
∑
l∈Lj alC
l(g) in P (g).
However, when we examine the terms of length σ+1 in supdiv[I1g (φ)] = 0 with
a factor ∇φ, we find that those terms arise both from the sublinear combination
(I1g (φ))∇φ but also from the sublinear combination of terms
∑
q∈Q aqC
q(g) ·∆φ
in (1.8) (which contain a factor ∆φ; this factor gives rise to a factor ∇φ in
the super divergence formula, due to integrations by parts). Therefore the
additional challenge in this case is that we must somehow “get rid” of the
potentialy harmful terms in
∑
q∈Q aqC
q(g) ·∆(φ); we note that apriori we have
no information on this sublinear combination. We achieve this goal by virtue of
the fact that the terms in
∑
l∈Lj alC
l(g) in the hypothesis of Lemma 1.4) have
at least two internal contractions belonging to different factors.35 Using this
fact, we are able to use the super divergence formula supdiv[I1g (φ)] = 0 (and
the “main algebraic propositions”) in two different ways, in order to first “get
rid” of the potentially harmful terms in
∑
q∈Q aqC
q(g) ·∆(φ) and then to derive
Lemma 1.4.
3.1 Preliminary work: How can one recover P (g) from
I1g (φ)?
As preliminary work for this section, we will study the images Image1φ[C(g)] of
complete contractions C(g) in the form (1.2) with weight −n and length σ.36
In order to do this, we will study the transformation laws of tensors T =
∇ra1 ...ras∇
(m)
r1...rmWrm+1rm+2rm+3rm+4 , where each of the indices
rax is contract-
ing against an index rax and all the other indices in Th(g) are free. For each
such tensor Th(g), we define Image
1
φ[Th] to stand for the sublinear combination
in
d
dλ
|λ=0Th(e
2λφg)
that involves factors ∇(p)φ with p > 0 (i.e. we are excluding the partial con-
tractions with a factor φ, without derivatives).
Clearly, for each complete contraction C(g) in the form (1.2):
34In 1.1 we denoted the sublinear combination of those terms by (I1g (φ))∇φ–see (1.8).
35Recall that we were able to reduce ourselves to this setting by virtue of our elaborate
constructions in the ambient metric in the previous section.
36Recall that Image1φ[C(g)] =
d
dt
|t=0[entφC2tφg)].
36
Image1φ[C(g)] =
σ∑
h=1
Csub(Th)(g), (3.1)
where Csub(Th)(g) stands for the complete contraction that arises from C(g) by
replacing the factor Th by Image
1
φ[Th] and then contracting indices according
to the same pattern as for C(g).
Transformation laws: Recall that the Weyl tensor is conformally invariant,
i.e. Wijkl(e
2φg)e2φWijkl(g). Recall also the transformation law of the Levi-
Civita connection:
∇kηl(e
2φg) = ∇kηl(g)−∇kφηl −∇lφηk +∇
sφηsgkl. (3.2)
Now, in order to perform our calculations, we will have to introduce some
notational conventions. For the purposes of this subsection, when we write
∇(m)Rijkl,∇(m)Ric or ∇(m)R (R is the scalar curvature) we will mean a ten-
sor in those forms, possibly with some internal contractions. Also as usual,
whenever we write ∇(m)Rijkl we will mean that no two of the indices i, j , k, l
are contracting between themselves and, when we write ∇(p)Ricij we will mean
that no two of the indices i, j are contracting between themselves.
Notation: We will denote by Tα(φ) a partial contraction of the form
∇(m)r1...rmRrm+1rm+2rm+3rm+4∇
raφ, (3.3)
where the factor ∇φ is contracting against one of the indices r1 , . . . , rm+4 in the
first factor. T β(φ) will stand for a partial contraction in the form:
∇(m)r1...rmRijkl∆φ. (3.4)
T γ(φ) will stand for a partial contraction in the form:
∇(m)r1...rmRijkl∇xφ, (3.5)
where x is a free index. T
δ(φ) will stand for a partial contraction in the form:
∇(m)r1...rmRijkl∇
(2)
yx φ, (3.6)
where both y and x are free indices; finally, T
ǫ(φ) will be a generic tensor product
in the form:
∇(m)r1...rmRijkl∇
(p)
s1...sp
φ (3.7)
where either p ≥ 3 or p = 2 and at least one of the indices s1 , s2 is contracting
against the factor ∇(m)Rijkl .
We also generically denote by TαRic(φ), T
β
Ric(φ), T
γ
Ric(φ), T
δ
Ric(φ), T
ǫ
Ric(φ),
T ζRic(φ) tensor fields that are as above, but only with the factor ∇
(m)Rijkl for-
mally replaced by an expression ∇(m)[Ric⊗ g]ijkl (the indices i, j, k, l belonging
to the factors Ric, g). We also denote by TαR(φ), T
β
R(φ), T
γ
R(φ), T
δ
R(φ), T
ǫ
R(φ),
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T ζR(φ) tensor fields that are as above, but only with the factor ∇
(m)Rijkl re-
placed by an expression ∇(m)R⊗ [g ⊗ g]ijkl.
Now, for each factor in one of the 15 forms above, we will denote by δ the
total number of internal contractions in the curvature term (i.e. in the factors
Ricab = R
k
akb and R = R
ab
ab we also count the internal contractions in R
itself)–notice that in our definition any internal contractions in the factor ∇(p)φ
do not count towards δ. We will then denote by
∑
δ≥t T a generic linear com-
bination of tensor fields in any of the forms above other than (3.7) (and its
analogues when we replace ∇(m)Rijkl by ∇(m)Ric⊗ g or ∇(m)R ⊗ g), with at
least t internal contractions in the curvature factor. We will also denote by∑
irrelevant T a generic linear combination of tensor fields in the form (3.7) or
its analogues when we replace ∇(m)Rijkl by ∇(m)Ric⊗ g or ∇(m)R⊗ g ⊗ g.
We will first use the notation above in studying the transformation law of
normalized factors ∇ra1 ...rat∇
(m)
r1...rmWijkl , where each of the upper indices
rah
contracts against a lower derivative index rah .
37 Using the transformation law
for the Weyl curvature and the Levi-Civita connection (see the subsection 2.3
in [3]), we calculate that modulo partial contractions of length ≥ 3:
Image1φ[∇
ra1 ...rat∇(m)r1...rmWijkl ] = (t · (n− 2)− 4
(
t
2
)
)∇a2...at∇(m)r1...rmRijkl∇
a1φ
+
∑
δ=t−1,∆
T +
∑
δ≥t
T +
∑
irrelevant
T.
(3.8)
The sublinear combination
∑
δ=t−1,∆ T stands for a generic linear combination
of partial contractions in the form (3.4) with t− 1 internal contractions.
We now consider a factor T = ∇ra1 ...rat∇
(m)
r1...rmWrm+1rm+2rm+3rm+4 where
exactly one of the indices ra1 , . . . , rat is contracting against one of the internal
indices in the factor Wrm+1rm+2rm+3rm+4 . With no loss of generality we assume
the index ra1 is contracting against the index i = rm+1 , and we write the factor
T in the form:
T = ∇ira2 ...rat∇(m)r1...rmWijkl .
In that case we apply the transformation law of the Weyl curvature and the
Leci-Civita connection to derive that:
Image1φ[∇
ira2 ...rat∇(m)r1...rmWijkl ] = (n− 3)∇
ra2 ...rat∇(m)r1...rmRijkl∇
iφ
+ [(t− 1)(n− 3)− 4
(
t
2
)
n− 3
n− 2
]∇ira3 ...rat∇(m)r1...rmRijkl∇
ra2φ+
∑
δ=t−1,negligible
T +
∑
δ=t−1,∆
T +
∑
δ≥t
T +
∑
irrelevant
T,
(3.9)
37Thus the above factor has t internal contractions in total.
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where the sublinear combination
∑
δ=t−1,negligible T stands for a generic linear
combination of contractions in the form ∇ira3 ...rat∇
(m)
r1...rmRijkl∇
jφ with t − 1
internal contractions (notice that ∇φ is contracting against the index j and the
index i is also involved in an internal contraction). The sublinear combination∑
δ=t−1,∆ T stands for a generic linear combination of partial contractions in
the form (3.4) with t− 1 internal contractions.
Finally, we consider the transformation law of factors
T = ∇ra1 ...rat∇
(m)
r1...rmWrm+1rm+2rm+3rm+4 where more than one of the indices
ra1 , . . . , rat is contracting against one of the internal indices inWrm+1rm+2rm+3rm+4 .
In view of the anti-symmetry of the indices i, j and k, l, we may assume that
there are exactly two of the indices rax contracting against internal indices in
the factorWijkl (modulo introducing quadratic correction terms); moreover (for
the same reasons), we may assume with no loss of generality that the indices
ra1 , ra2 are contracting against the indices i, k and also that the tensor T is
symmetric with respect to the indices j , l (this is because of the first Bianchi
and the antisymmetry of i, j). Thus in this setting we write the factor T in the
form:
T = ∇ikra3 ...rat∇(m)r1...rmWijkl.
We then calculate:
Image1φ[∇
ikra3 ...rat∇(m)r1...rmWijkl ] = (n− 4)(
n− 3
n− 2
)∇kra3 ...rat∇(m)r1...rmRijkl∇
iφ
+ (n− 4)(
n− 3
n− 2
)∇ira3 ...rat∇(m)r1...rmRijkl∇
kφ
+ (t− 2)(n− 3)∇ikra4 ...rat∇(m)r1...rmRijkl∇
ra3φ
− 4(
n− 3
n− 2
)(
(
δ − 2
2
)
+ 2
(
δ − 1
2
)
)∇ikra4 ...rat∇(m)r1...rmRijkl∇
ra3φ
+
∑
δ=t−1,∆
T +
∑
δ=t−1,negligible
T +
∑
δ=t−1,∗
T +
∑
δ≥t
T +
∑
irrelevant
T.
(3.10)
Here
∑
δ=t−1,∗ T stands for a generic linear combination of contractions in the
form ∇saφ∇
(m+t+1)
s1...sm+t+1R where ∇
(m+t+1)
s1...sm+t+1R is a factor of the scalar curvature,
the factor ∇saφ contracts against that factor and the total number of internal
contractions in this term38 is δ − 1. The other linear combinations in the last
line of (3.10) follow the same notational conventions as for the RHS of (3.9)).
Let us finally recall from the subsection “Technical tools” in [3] the formu-
las concerning the decomposition of iterated covariant derivatives of the Weyl
tensor.
We make two notes regarding (3.8) and (3.9): Firstly the coefficients (t · (n−
2)− 4
(
t
2
)
), (n − 3), etc. are independent of m. Secondly, since n > 4 they are
nonzero: this is clear because by the weight restriction we must have t ≤ n−42 .
These identities will be used later on in this section.
38Including the two in R = Rabab itself.
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3.2 The main algebraic Propositions.
Propositions 3.1 and 3.2 are the main tools we will need for this section. (As
explained in the introduction, these two Propositions, together with the main
algebraic Proposition 5.1 in [3] will be proven in the series of papers [6, 7, 8]).
We will be considering tensor fields Ci1...iαg (Ω1, . . . ,Ωp, φ) of length σ +1 (with
no internal contractions) in the form:
pcontr(∇(m1)Rijkl ⊗ · · · ⊗∇
(ms)Rijkl ⊗∇
(b1)Ω1⊗ · · · ⊗∇
(bp)Ωp ⊗∇φ). (3.11)
Here σ = s+ p and i1 , . . . , iα are the free indices.
Definition 3.1 A complete or partial contraction in the form (3.11) will be
called acceptable if the following conditions hold:
1. Each bi ≥ 2, (in other forms each function Ωh is differentiated at least
twice).
2. No factors have internal contractions.39
3. The factor ∇φ is contracting against some other factor (in other words
the index a in ∇aφ is not a free index).
The above definition (and also a generalized version of it) will be used very
often both in this paper and in the following ones. For the purposes of the next
Proposition we will introduce two more definitions which will be used only in
the present paper. (For the reader’s convenience we specify that the notion of
type that we introduce below is a special case of the notion of weak character
which we introduce in the paper [6]).
Definition 3.2 A complete or partial contraction in the form (3.11) will have
type A if the factor ∇φ is contracting against a factor ∇(m)Rijkl. It will have
type B if the factor ∇φ is contracting against a factor ∇(B)Ωh.
We will divide the type A contractions into two subcategories: We will say
a (complete or partial) contraction has type A1 if the factor ∇φ is contracting
against an internal index in a factor ∇(m)Rijkl,
40 has type A2 if it is contracting
against a derivative index.
We will also say that a (complete or partial) contraction of type A1 has a
removable index if
∑
mi +
∑
bi > 2p in the notation of (3.11).
Given an acceptable partial contraction with σ+1 factors and a free indices,
Ci1...iag (Ω1, . . . ,Ωp, φ) in the form (3.11) and any of its free indices is , we recall
that divisC
i1...ia
g (Ω1, . . . ,Ωp, φ) can be written as a sum of σ + 1 partial con-
tractions with (a − 1) free indices each; the tth summand corresponds to the
(a−1)-partial contraction that arises when the derivative ∇is hits the tth factor.
39I.e. no two indices in the same factor contract against each other.
40(In other words, against one of the indices i, j , k, l.)
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Definition 3.3 Given Ci1...iag (Ω1, . . . ,Ωp, φ) a partial contraction in the form
(3.11) as above, we define XdivisC
i1...ia
g (Ω1, . . . ,Ωp, φ) to stand for the sublinear
combination in divisC
i1...ia
g (Ω1, . . . ,Ωp, φ) which arises when the derivative ∇
is
is not allowed to hit the factor ∇φ, nor the factor to which the index is belongs.
Before stating our Proposition we make two notes regarding the notion
of type, for the reader’s convenience. Firstly, observe that if a tensor field
Ci1...iag (Ω1, . . . ,Ωp, φ) in the form (3.11) is of type A or B then all the complete
contractions in the sum Xdivi1 . . .XdiviaC
i1...ia
g (Ω1, . . . ,Ωp, φ) will also be of
type A or B. Secondly: Consider a set of complete contractions, {Clg(Ω1, . . . ,Ωp)}l∈L,
where all the complete contractions are in the form (3.11) with a given number
σ1 of factors ∇(m)Rijkl and a given number P or factors ∇(B)Ωh. Let LA ⊂ L
stand for the index set of complete contractions of type A and LB ⊂ L be the
index set of complete contractions of type B. Assume an equation:
∑
l∈L
alC
l
g(Ω1, . . . ,Ωp) = 0,
which is assumed to hold modulo complete contractions of length ≥ σ+2. Then,
using the fact that the above holds formally, we can easily derive that:
∑
l∈LA
alC
l
g(Ω1, . . . ,Ωp) = 0,
∑
l∈LB
alC
l
g(Ω1, . . . ,Ωp) = 0.
(Both the above equations hold modulo complete contractions of length ≥ σ+2).
We are now ready to state our two main algebraic propositions:
Proposition 3.1 Consider two linear combinations of acceptable tensor fields
in the form (3.11), either all in the form B or all in the form A2,
∑
l∈L1
alC
l,i1...iα
g (Ω1, . . . ,Ωp, φ),
∑
l∈L2
alC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ),
where each tensor field above has length σ + 1 ≥ 4 and a given number σ1 of
factors in the form ∇(m)Rijkl. We assume that for each l ∈ L2, βl ≥ α+1. We
assume that modulo complete contractions of length ≥ σ + 2:
∑
l∈L1
alXdivi1 . . . XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp, φ)+
∑
l∈L2
alXdivi1 . . . XdiviβlC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ) = 0.
(3.12)
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We claim that there is a linear combination,
∑
r∈R arC
r,i1...iα+1
g (Ω1, . . . ,Ωp),
of acceptable (α+ 1)-tensor fields in the form (3.11), all with length σ + 1 and
σ1 factors ∇(m)Rijkl and all of type B or type A2 respectively so that:41
∑
l∈L1
alC
l,(i1...iα)
g (Ω1, . . . ,Ωp) =
∑
r∈R
arXdiviα+1C
r,(i1...iα)iα+1
g (Ω1, . . . ,Ωp),
(3.13)
modulo terms of length ≥ σ + 2.
Second main algebraic Proposition:
Proposition 3.2 Consider two linear combinations of acceptable tensor fields
in the form (3.11), all in the form A1,
∑
l∈L1
alC
l,i1...iα
g (Ω1, . . . ,Ωp, φ),
∑
l∈L2
alC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ),
where each tensor field above has length σ + 1 ≥ 4 and a given number σ1 of
factors in the form ∇(m)Rijkl. We assume that for each l ∈ L2, βl ≥ α+1. Let∑
j∈J ajC
j
g(Ω1, . . . ,Ωp, φ) stand for a generic linear combination of complete
contractions in the form (3.11) of type A2.
We assume that modulo complete contractions of length ≥ σ + 2:
∑
l∈L1
alXdivi1 . . . XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp, φ)+
∑
l∈L2
alXdivi1 . . . XdiviβlC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ) +
∑
j∈J
ajC
j
g(Ω1, . . . ,Ωp, φ) = 0.
(3.14)
In the one case where α = 1 and the tensor fields indexed in L1 have no remov-
able free index,42 we impose the additional restriction that all the tensor fields
indexed in L1 must have the free index i1 not belonging to the factor against
which ∇φ is contracting.
Our claim is that there is a linear combination of acceptable (α + 1)-tensor
fields in the form (3.11), all with length σ+1 and σ1 factors ∇(m)Rijkl and all
of type type A1,
∑
r∈R arC
r,i1...iα+1
g (Ω1, . . . ,Ωp), with length σ so that:
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41Recall that given a β-tensor field T i1,...,iα...iβ , T (i1...iα)...iβ stands for a new tensor field
that arises from T i1,...,iα...iβ by symmetrizing over the indices i1 , . . . , iα .
42Notice that by definition and by weight considerations, if one of the tensor fields indexed
in L1 has this propoerty then all the tensor fields indexed in L1 must have this property.
43Recall that given a β-tensor field T i1,...,iα...iβ , T (i1...iα)...iβ stands for a new tensor field
that arises from T i1,...,iα...iβ by symmetrizing over the indices i1 , . . . , iα .
42
∑
l∈L1
alC
l,(i1...iα)
g (Ω1, . . . ,Ωp, φ) =
∑
r∈R
arXdiviα+1C
r,(i1...iα)iα+1
g (Ω1, . . . ,Ωp, φ) +
∑
j∈J
ajC
j,(i1...iα)
g (Ω1, . . . ,Ωp, φ),
(3.15)
modulo terms of length ≥ σ+2. Here the tensor fields C
j,(i1...iα)
g are all accept-
able and of type A2.
Note: The conclusions of the two Propositions above involve (symmetric)
tensor fields of rank α. Clearly, if we just introduce new factors ∇υ,44 and
contract it against the indices i1 , . . . , iα we see that equations (3.18) implies:
∑
l∈L1
alC
l,i1...iα
g (Ω1, . . . ,Ωp)∇i1υ . . .∇iαυ =
∑
r∈R
arXdiviα+1C
r,i1...iαiα+1
g (Ω1, . . . ,Ωp)∇i1υ . . .∇iαυ,
(3.16)
modulo terms of length ≥ σ + α+ 2.45 Similarly for (3.15). In fact, (3.16) and
(3.18) are equivalent, since (3.16) holds formally. We will find it more convenient
below to use (3.16) instead of (3.18) (and similarly, we will use the equation that
arises from (3.15) by contracting the free indices against factors ∇υ).
Let us also state a Corollary of these two Propositions:
Corollary 1 Consider two linear combinations of acceptable tensor fields in the
form (3.11), (with no restriction on the “type” of the tensor fields):
∑
l∈L1
alC
l,i1...iα
g (Ω1, . . . ,Ωp, φ),
∑
l∈L2
alC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ),
where each tensor field above has length σ + 1 ≥ 4 and a given number σ1 of
factors in the form ∇(m)Rijkl. We assume that for each l ∈ L2, βl ≥ α+ 1.
We assume that modulo complete contractions of length ≥ σ + 2:
∑
l∈L1
alXdivi1 . . . XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp, φ)+
∑
l∈L2
alXdivi1 . . . XdiviβlC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ) = 0.
(3.17)
44Here ∇υ is some scalar-valued function.
45Recall from [3] that for a tensor field T
j1...jβ
g (φ, υ) involving factors ∇φ,∇υ,
XdivjhT
j1...jβ
g (φ, υ) stands for the sublinear combination in divjhT
j1...jβ
g (φ, υ) where the
derivative ∇jh is not allowed to hit to which the index jh belongs, nor any of the factors
∇υ,∇φ.
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In the one case where α = 1 and the tensor fields indexed in L1 have no re-
movable free index, we impose the additional restriction that all the tensor fields
indexed in L1 must have the free index i1 not belonging to the factor against
which ∇φ is contracting if the tensor field Cl,i1g (Ω1, . . . ,Ωp, φ) is of type A1.
Our claim is then that there is a linear combination of acceptable (α + 1)-
tensor fields in the form (3.11), all with length σ+1 and σ1 factors ∇(m)Rijkl,∑
r∈R arC
r,i1...iα+1
g (Ω1, . . . ,Ωp), with length σ so that:
∑
l∈L1
alC
l,(i1...iα)
g (Ω1, . . . ,Ωp, φ) =
∑
r∈R
arXdiviα+1C
r,(i1...iα)iα+1
g , (3.18)
modulo terms of length ≥ σ + 2.
Corollary 1 follows from Propositons 3.1, 3.2: We prove this as follows:
Divide the index sets L1, L2 into subsets L
A
1 , L
B
1 and L
A
2 , L
B
2 , according to the
following rule: We say l ∈ LA1 /l ∈ L
A
2 if the tensor field C
l,i1...iα
g (Ω1, . . . ,Ωp, φ)/
C
l,i1...iβl
g (Ω1, . . . ,Ωp, φ) is of type A. We say l ∈ LB1 /l ∈ L
B
2 if the tensor field
Cl,i1...iαg (Ω1, . . . ,Ωp, φ) /C
l,i1...iβl
g (Ω1, . . . ,Ωp, φ) (in the form (3.11)) is of type
B.46 Observe that since (3.12) holds formally, then:
∑
l∈LA1
alXdivi1 . . . XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp, φ)+
∑
l∈LA2
alXdivi1 . . . XdiviβlC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ) = 0,
(3.19)
∑
l∈LB1
alXdivi1 . . . XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp, φ)+
∑
l∈LB2
alXdivi1 . . . XdiviβlC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ) = 0,
(3.20)
where both the above equations hold moldulo terms of length ≥ σ + 2. We will
prove the claim of our Corollary separately for the two sublinear combinations
indexed in LA1 , L
A
2 . We first prove (3.18) for the sublinear combination indexed
in LA1 :
We just appy Proposition 3.1 to (3.20) to derive that there exists a tensor
field
∑
r∈RA arC
r,i1...iα+1
g (Ω1, . . . ,Ωp, φ), as required by our Corollary, so that:
∑
l∈LB1
alC
l(,i1...iα)
g (Ω1, . . . ,Ωp, φ) =
∑
r∈R
arXdiviα+1C
r,(i1...iα)iα+1
g , (3.21)
46See Definition 3.2.
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modulo terms of length ≥ σ + 1. This proves (3.18) for the sublinear combina-
tion
∑
l∈LB1
alC
l(,i1...iα)
g .
Now, we prove (3.18) for the sublinear combination indexed in LA1 . We
claim:
Lemma 3.1 Assume (3.19) and Proposition 3.2. Denote by LA,∗1 ⊂ L
A
1 , L
A,∗
2 ⊂
LA2 the index set of tensor fields of type A1. We claim:
1. There exists a tensor field
∑
r∈RA arC
r,i1...iα+1
g (Ω1, . . . ,Ωp, φ), as required
by Corollary 1, so that:
∑
l∈LA,∗1
alC
l(,i1...iα)
g (Ω1, . . . ,Ωp, φ) =
∑
r∈RA
arXdiviα+1C
r,(i1...iα)iα+1
g
+
∑
t∈T
atC
l(,i1...iα)
g (Ω1, . . . ,Ωp, φ),
(3.22)
where the partial contractions indexed in T in the RHS are all acceptable
in the form (3.11) with length σ, σ1 factors ∇(m)Rijkl and have type A2.
The above holds modulo partial contractions of length ≥ σ + 2.
2. Assume (3.12), with the additional assumption that LA,∗1 = ∅ we claim
that we can write:∑
l∈LA,∗2
alXdivi1 . . . XdiviβlC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ) =
∑
t∈T ′
arXdivi1 . . .XdiviβlC
r,i1...iαiα+1
g ,
(3.23)
where the complete contractions indexed in T ′ in the RHS are all in the
form (3.11) with length σ, σ1 factors ∇(m)Rijkl, rank βl ≥ α+1 and have
type A2.The above holds modulo complete contractions of length ≥ σ + 2.
Observe that proving the above Lemma would imply Corollary 1:
We first prove (3.22); we invoke the last Lemma in the Appendix in [3] to
derive:
∑
l∈LA,∗1
alXdivi1 . . . XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp, φ) =
∑
r∈RA
arXdivi1 . . . XdiviαXdiviα+1C
r,i1...iαiα+1
g (Ω1, . . . ,Ωp, φ)
+
∑
t∈T
atXdivi1 . . . XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp, φ),
(3.24)
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modulo complete contractions of length ≥ σ+2. Now, replacing the above into
(3.12), we derive a new local equation:
∑
l∈LA,∗2
alXdivi1 . . . XdiviβlC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ)
+
∑
r∈RA
arXdivi1 . . . XdiviαXdiviα+1C
r,i1...iαiα+1
g (Ω1, . . . ,Ωp, φ)
+
∑
t∈T
atXdivi1 . . . XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp, φ)
+
∑
l∈LA1 \L
A,∗
1
alXdivi1 . . .XdiviαC
l,i1...iα
g (Ω1, . . . ,Ωp, φ) = 0,
(3.25)
which holds modulo terms of length ≥ σ + 2. Now, applying (3.23) to the
above,47 we derive that we can write:
∑
l∈LA,∗2
alXdivi1 . . . XdiviβlC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ)
+
∑
r∈RA
arXdivi1 . . . Xdiviα+1C
r,i1...iαiα+1
g (Ω1, . . . ,Ωp, φ)
=
∑
t∈T˜
atXdivi1 . . . XdiviβlC
t,i1...iβl
g (Ω1, . . . ,Ωp, φ),
(3.26)
which holds modulo complete contractions of length σ + 2. The complete con-
tractions are as the ones indexed in T ′ in the RHS of (3.23).
Now, replacing the above into (3.25) we derive a new local equation, where
all the tensor fields of length σ + 1 are of type A2. Thus, we are in a position
to apply Proposition 3.1. We derive that there exists a linear combination of
(α + 1)-tensor fields as in the claim of Proposition 3.1, indexed im R+ below,
so that:
∑
LA1 \L
A,∗
1
alC
l,i1...iβl
g (Ω1, . . . ,Ωp, φ) +
∑
t∈T
atC
t,(i1...iα)
g (Ω1, . . . ,Ωp, φ) =
∑
r∈R+
arXdiviα+1C
r,i1...iαiα+1
g (Ω1, . . . ,Ωp, φ),
(3.27)
modulo terms of length ≥ σ+2. Now, adding (3.22) and (3.27) we derive Corol-
lary (1). ✷
47We treat the sum of Xdiv’s indexed in T, LA1 \L
A,∗
1 as a generic linear combination
P
j∈J
(see the statement of Proposition 3.2).
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Proof of Lemma 3.1: The first claim follows by applying Proposition 3.1 to
(3.19).48
To derive the second claim, we proceed by induction: Let βmin > α be the
minimum rank among the tensor fields indexed in LA,∗1 ; denote the correspond-
ing index set by LA,∗,α,βmin1 . We apply Proposition 3.2 to (3.12) (where the
minimum rank among the tensor fields indexed in LA,∗1 is now βmin); we derive
that there exists a linear combination of partial contractions in the form (3.11)
of type A1, each with length σ, with σ1 factors ∇(m)Rijkl and rank βmin + 1,
indexed in RA below, such that:
∑
l∈L
A,∗,βmin
1
alC
l,(i1...iβmin )
g (Ω1, . . . ,Ωp, φ) =
∑
r∈RA
arXdiviβmin+1C
r,(i1...iβmin )iβmin+1
g +
∑
t∈TA
atC
l,(i1...iβmin )
g (Ω1, . . . ,Ωp, φ),
(3.28)
where the terms indexed in TA have all the features of the tensor fields indexed
in LA,∗,βmin1 , but they are of type A2 rather than A1. Iteratively applying the
above step, we derive (3.23).49 ✷
3.3 Proof of Lemma 1.4.
Recall that we are assuming that all the complete contractions Cl(g), l ∈ Ljσ
in P (g)50 have at least two of their internal contractions belonging to different
factors. Observe that since j ≥ 2 we must have σ ≤ n2 − 2.
We will again consider I1g (φ)(:=
d
dt
|t=0[entφP (e2tφg)]). Recall that using
(3.1), (3.8), (3.9), (3.10) and the first two formulas from subsection 5.1 in [3]
we may express I1g (φ) as a linear combination of complete contractions in the
form:
contr(∇(m1)Rijkl⊗· · ·⊗∇
(ms)Ri′j′k′l′⊗∇
(p1)Ricab⊗· · ·⊗∇
(pq)Rica′b′⊗∇
(ν)φ)
(3.29)
Recall that for each Cl(g) of length σ in P (g), Image1∇φ[C
l(g)] stands for the
sublinear combinations in Image1φ[C
l(g)]51 of contractions (in the form (3.29))
with ∇(ν)φ = ∇φ or ∇(ν)φ = ∆φ, respectively.
48We treat the sum of Xdiv’s indexed in L2 as a sum
P
j∈J . . . , as in the statement of 3.2.
49Notice that since all local equations we deal with involve complete contractions of a fixed
weight −n, the maximum possible number of free indiexes among tensor fields in the form
(3.11) is n
2
. Therefore we derive (3.23) after a finite number of iterations.
50Recall that Lσ ⊂ L stands for the index set of complete contractions in P (g) with (min-
imum) length σ. Recall that Ljσ ⊂ Lσ stands for the index set of complete contractions inP
l∈Lσ
alC
l(g) with the (minimum) number j of internal contractions.
51Recall that Image1φ[C
l(g)] = enφCl(e2φg)− Cl(g).
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By virtue of the formulas in subsection 3.1 (see especially (3.1), (3.8), (3.9),
(3.10) and also the first two formulas from subsection “Technical Tools” in [3])
we observe that all the complete contractions in Image1∇φ[
∑
l∈Lσ
alC
l(g)] will
have δR ≥ j−1; furthermore, (for the same reasons) it folows that any complete
contraction with δ = j − 1 and with β > 0 factors ∇(p)Ricab, then the indices
a, b in each such factor must contract against each other. We calculate:
Image1φ[
∑
l∈Lσ
alC
l(g)] = Image1∇φ[
∑
l∈Lσ
alC
l(g)]+
∑
u∈U∆φ
auC
u
g (φ)+
∑
x∈X
axC
x
g (φ),
(3.30)
where
∑
u∈U∆φ
auC
u
g (φ) is a generic linear combination of terms in the form
(3.29) with length σ + 1 and a factor ∇(ν)φ = ∆φ.
∑
x∈X axC
x
g (φ)stands for
a generic linear combination of complete contractions in the form (3.29) with
either length ≥ σ + 2 or with length σ + 1 and a factor ∇(ν)φ 6= ∆φ.
On the other hand, we see that for any complete contraction Cl(g) of length
≥ σ + 1 in P (g):
Image1φ[C
l(g)] =
∑
u∈U∆φ
auC
u
g (φ) +
∑
x∈X
axC
x
g (φ), (3.31)
(with the same conventions as above).
For future reference we denote by Image1∇φ,∗[P (g)|σ] the sublinear combina-
tions in Image1φ[P (g)|σ] that consists of complete contractions with no factors
∇(p)Ric, and with a factor ∇φ.
Now, we need two main technical Lemmas for this subsection. We will be
considering a linear combination Yg(φ) in the form:
Yg(φ) =
α∑
v=0
{
∑
u∈Uv∇φ
auC
u
g (φ) +
∑
u∈Uv
∆φ
auC
u
g (φ)} +
∑
x∈X
axC
x
g (φ). (3.32)
All the complete contractions Cug (φ) here have σ + 1 factors. The linear com-
bination
∑
x∈X axC
x
g (φ) is a generic linear combination as defined earlier (see
discussion under (3.30)). Each complete contraction indexed in Uv∇φ, v > 0 has
a factor ∇φ and v factors ∇(p)Ric and either has δR ≥ j or has δR = j − 1
but then also has the property that in all its v factors ∇(p)Ricab the indices a, b
are contracting against each other;52 if v = 0 then δR ≥ j − 1. Each complete
contraction indexed in Uv∆φ has a factor ∆φ and v factors ∇
(p)Ric and there
is no restriction on δR. Thus α is an upper bound on the number of factors
∇(p)Ric in the complete contractions Cug (φ) in Yg(φ).
Note: Observe that I1g (φ) is of the form (3.32) above, where∑
u∈Uv∇φ
auC
u
g (φ) = Image
1
∇φ[P (g)|σ]. (3.33)
52Equivalently, there are v factors ∇(p)R of the differentiated scalar curvature.
48
Remark: We remark that in (3.33), each Cug (φ), u ∈ U
v
∇φ with β > 0 factors
R (of the scalar curvature) will satisfy δ ≥ j − 1 + 2β. This follows from the
decomposition of the Weyl tensor, since each factor R in Cug (φ) must have arisen
from an (undifferentiated) factor Wijkl in P (g)|σ; thus a term with no internal
contractions gives rise to a term with two internal contractions.
We claim the following:
Lemma 3.2 Consider Yg(φ) as in (3.32). Assume that
∫
Mn
Yg(φ)dVg = 0.
Let δmin stand for the minimum δR among the complete contractions indexed
in Uα∆φ
⋃
Uα∇φ.
53 We denote the corresponding index sets by Uα∆φ,δmin , U
α
∇φ,δmin
.
In the case where δmin < j − 1,
54 and in the case δmin = j − 1 under
the additionnal assumption that Uα∇φ,j−1 = ∅, we claim that there is a linear
combination of vector fields,
∑
h∈H ahC
h
g (∆φ), each in the form (3.29) with
∇(ν)φ = ∆φ and with one free index, so that:
∑
u∈Uα
∆φ,δmin
auC
u
g (φ) − divi
∑
h∈H
ahC
h,i
g (∆φ) =
∑
u∈Uα
∆φ,δmin+1
auC
u
g (φ)+
∑
u∈Uα−1
∆φ,δmin
auC
u
g (φ) +
∑
x∈X
axC
x
g (φ),
(3.34)
where the linear combinations in the RHS are generic linear combinations with
the following properties: Each contraction indexed in Uα∆φ,δmin+1 is in the form
(3.29), has α factors ∇(p)Ric and a factor ∆φ and δR = δmin+1. Each complete
contraction indexed in Uα−1∆φ,δmin has α − 1 factors ∇
(p)Ric, δR = δmin and a
factor ∆φ.
On the other hand, if δmin ≥ j − 1, and α > 0, we claim that there is a
linear combination of vector fields,
∑
h∈H ahC
h,i
g (φ), so that:
∑
u∈Uα∇φ,δmin
S
Uα
∆φ,δmin
auC
u
g (φ) − divi
∑
h∈H
ahC
h,i
g (φ) =
∑
u∈Uα
∇φ,δmin+1
S
Uα
∆φ,δmin+1
auC
u
g (φ) +
∑
u∈Uα−1
∇φ
S
Uα−1
∆φ
auC
u
g (φ) +
∑
x∈X
axC
x
g (φ),
(3.35)
where the linear combinations in the RHS are generic linear combinations with
the following properties: The terms indexed in Uα∇φ,δmin+1
⋃
Uα∆φ,δmin+1 still
53In other words δmin stands for the minimum number of internal contractions in curvature
factors (i.e. factors in the form ∇(m)Rijkl,∇
(p)Ricab), among the complete contractions
with the maximum number α of factors in the form ∇(p)Ric, and having afactor ∆φ or ∇φ.
Observe by definition that if δmin < j − 1 then U
α
∇φ = ∅.
54(In which case Uα
∇φ = ∅ as noted in the previous footnote).
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have α factors ∇(p)Ric and δmin + 1 internal contractions in total, while the
ones indexed in Uα−1∇φ have α − 1 factors ∇
(p)Ric and δR ≥ j and the ones in
Uα−1∆φ have α− 1 factors ∇
(p)Ric (and there is no restriction on δR).
We will prove Lemma 3.2 further down. For the time being, we will show
how it implies Lemma 1.4.
Lemma 3.2 implies Lemma 1.4:
Observe that iteratively applying the above Lemma, starting with Yg(φ) =
I1g (φ), we derive that there is a vector field,
∑
h∈H ahC
h,i
g (φ) so that:
I1g (φ) − divi
∑
h∈H
ahC
h,i
g (φ) = Image
1
∇φ,∗[P (g)|σ]+
∑
u∈U0
∆φ,δ≥j−1
auC
u
g (φ) +
∑
u∈U0
∇φ,δ≥j
auC
u
g (φ) +
∑
x∈X
axC
x
g (φ),
(3.36)
where we recall that Image1∇φ,∗[P (g)|σ] stands for the sublinear combinations in
Image1φ[P (g)|σ] that consists of complete contractions with no factors ∇
(p)Ric,
and with a factor ∇φ. Also,
∑
u∈U0
∆φ,δ≥j−1
auC
u
g (φ),
∑
u∈U0
∇φ,δ≥j
auC
u
g (φ) stand
for generic linear combinations of complete contractions in the form (3.29) with
a factor ∇φ,∆φ respectively δR ≥ j − 1, δR ≥ j respectively.
Now, in order to prove Lemma 1.4 we examine the sublinear combination
Image1∇φ,∗[P (g)|σ]. We recall that L
j
σ ⊂ L stands for the sublinear combi-
nation in P (g) of complete contractions with length σ and j internal contrac-
tions. We recall that for each Cl(g), l ∈ Ljσ there must be at least two in-
ternal contractions belonging to different factors. For every l ∈ Ljσ we denote
by Image1∇φ,∗,+[P (g)|σ] the sublinear combination in Image
1
∇φ,∗[P (g)|σ] with
δR = j − 1.
Thus, we derive:
Image1∇φ,∗[P (g)|σ] = Image
1
∇φ,∗,+[P (g)|σ] +
∑
h∈H
ahC
h
g (φ), (3.37)
where each Chg (φ) is in the form (3.29), has δ ≥ j, no factors∇
(p)Ric and a factor
∇φ (notice this fits into the generic linear combination
∑
u∈U0
∇φ,δ≥j
auC
u
g (φ)).
In view of the above, we may integrate (3.36) to derive a global equation of
the form:
∫
Mn
Image1∇φ,∗,+[P (g)|σ] +
∑
u∈U0
∆φ,δ≥j−1
auC
u(g)∆φ
+
∑
u∈U0
∇φ,δ≥j
auC
u
g (φ) +
∑
x∈X
axC
x
g (φ)dVg = 0.
(3.38)
50
We now show how to derive Lemma 1.4 from the above. In order to do so,
we will introduce some more notational conventions.
Definition 3.4 For each tensor field Ci1...iαg in the form
pcontr(∇(m1)Wijkl ⊗ · · · ⊗ ∇
(mσ)Wi′j′k′l′)
we will associate a list of numbers, which we will call the character of Cl,i1...iαg :
We list out the factors T1, . . . Tσ of C
l,i1...iα
g and we define List(l) = (L1, . . . , Lσ)
as follows: Li will stand for the number of free indices that belong to the factor
Ti. We then define ~κ(l) to stand for the decreasing rearrangement of List(l).
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With a slight abuse of notation, we will also consider the complete contractions
in the index set Ljσ in P (g) =
∑
l∈L aLC
l(g) and define their character to be
the character of the tensor field C
l,i1...ij
g that arises from Clg by replacing all the
internal contractions by free indices.
We can thus group up the different j-tensor fields indexed in Ljσ according
to their double characters: Let ~K stand for the set of all the different characters
appearing among the tensor fields indexed in Ljσ. We write L
j
σ =
⋃
~κ∈ ~K L
j,~κ
σ ;
here Lj,~κσ ⊂ L
j
σ stands for the index set of j-tensor fields with a character ~κ.
We also introduce a partial ordering among characters according to lexico-
graphic comparison: a character ~κ2 is subsequent to ~κ1 if ~κ1 is lexicographically
greater than ~κ2.
Notice that any two different characters are comparable, in the sense that
one will be subsequent to the other.
Now, we return to the derivation of Lemma 1.4: We will again proceed by
induction. We break up Ljσ into subsets L
j,~κ
σ that index complete contractions
Cl(g) with the same character, ~κ.56 There is a finite list of possible characters;
we denote the set of characters of the complete contractions in Ljσ by
~K.
If ~K = ∅ there is nothing to prove. If ~K 6= ∅, we pick out the maximal
character ~κmax ∈ ~K. We will show the claim of Lemma 1.4 for the sublinear
combination
∑
l∈Lj,~κmaxσ
alC
l(g). In other words, we will prove that there ex-
ists a linear combination of partial contractions,
∑
h∈H ahC
h,i(g), where each
Ch,i(g) is in the form (1.3) with weight −n+ 1 and δW = j, so that:
∑
l∈Lj,~κmaxσ
alC
l(g)− divi
∑
h∈H
ahC
h,i(g) =
∑
v∈V
avC
v(g) (3.39)
where each Cv(g) is in the form (1.2) with δW ≥ j + 1. Moreover, each Cv(g)
will have at least two internal contractions belonging to different factors. The
above equation holds modulo complete contractions of length ≥ σ + 1.
55Thus the character is ultimately a list of numbers. We can also refer to an abstract
“character” ~κ, which does not necessarily need to correspond to a particular tensor field. We
also note that two different tensor fields can have the same character.
56Recall that the character of a complete contraction C(g) (with factors ∇(m)Wijkl) was
defined to be the character of the tensor field that formally arises from C(g) by making all
internal contractions into free indices.
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Clearly, if we can show that claim then Lemma 1.4 will follow by induction.
Proof of (3.39): We introduce some notational normalizations. We write
out ~κmax = (k1, . . . , ka), where if i < j then ki ≥ kj .57 Note that k1 is the
maximum number of internal contractions that can belong to a given factor
among all complete contractions in Ljσ. This follows by the definition of ordering
among different refined double characters. By the hypothesis of Lemma 1.4
we have that a ≥ 2 (this reflects the fact that not all internal contractions
can belong to the same factor). Now, let b be the largest number for which
ka−b+1, . . . , ka = kmin have the same value. In other words, for each l ∈ Lj,~κmaxσ
there are b different factors ∇(m)Wijkl , with kmin internal contractions each.
For notational convenience, we will assume that the last b · kmin free indices in
Cl,i1...ij (g) correspond to those internal contractions (i.e. they arise from those
internal contractions when we make the internal contractions in Cl(g) into free
indices in Cl,i1...ij (g)).
Now, we will say that a (j − 1)-tensor field in the form
pcontr(∇(m1)Wijkl ⊗ · · · ⊗ ∇
(mσ)Wi′j′k′l′ ⊗∇φ)
has double-character ~κ′max if its j − 1 free indices are distributed among its
factors according to the pattern: (k1, k2, . . . , ka−1, kmin−1) (in other words one
factor T1 has k1 free indices, the next factor T2 has k2 free indices etc) and the
factor with ka − 1 free indices is also contracting against the factor ∇φ. As
above, we will extend this definition to complete contractions in the form
contr(∇(m1)Wijkl ⊗ · · · ⊗ ∇
(mσ)Wi′j′k′l′ ⊗∇φ),
with j − 1 internal contractions: We will say that such a complete contraction
Cg(φ) has a double-character ~κ
′
max if the tensor field C
i1...ij−1
g (φ) which arises
from Cg(φ) by making all the internal contractions into free indices has a double-
character ~κ′max.
We then examine the complete contractions in Image1∇φ,∗,+[P (g)|σ]; in par-
ticular we seek to understand the sublinear combination with double character
~κ′max. Denote this sublinear combination by {Image
1
∇φ,∗,+[P (g)|σ]}~κ′max . Using
formulas (3.8), (3.9), (3.10) we can straightforwardly descibe Image1∇φ,∗,+[P (g)|σ]:
This sublinear combination arises exclusively from the sublinear combina-
tion
∑
l∈Lj,~κmaxσ
alC
l(g) in P (g) via the following process: Consider each Cl(g),
l ∈ Lj,~κmaxσ and list out its σ factors T
l
1, . . . T
l
σ; for each factor T
l
a we let
Subst∇φa [C
l(g)] stand for the (linear combination of) complete contractions
that arises from Cl(g) by replacing T la by one of the terms explicitly written
out in the RHSs of (3.8), (3.9), (3.10)58 and then replacing all the other fac-
tors T lb = ∇
(m)Wijkl , b = 1, . . . , a − 1, a + 1, . . . σ, by either
n−3
n−2∇
(m)Rijkl or
57Recall that each number ks stands for the number of internal contractions in some given
factor in ~κMax. The second restriction reflects the fact that the list is taken in decreasing
rearrangement
58(Which of the equations we use depends on how many internal contractions in T la involve
internal indices).
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∇(m)Rijkl (depending on whether T lb has an internal contraction involving an
internal index or not). Then, just by virtue of the formulas (3.8), (3.9), (3.10)
and the first two formulas in the subsection 5.1 in [3], we calculate:
Image1∇φ,∗,+[P (g)|σ] =
∑
l∈Lj,~κmaxσ
al
σ∑
a=1
Subst∇φa [C
l(g)] +
∑
negligible
Cg(∇φ),
(3.40)
where
∑
negligible Cg(∇φ) stands for a generic linear combination of complete
contractions in the form contr(∇(m1Rijkl⊗· · ·⊗∇(mσ)Ri′j′k′l′⊗∇φ) with j−1
internal contractions in total and with the factor ∇φ contracting against the
index j in a factor T = ∇
(m)Rijkl for which the index i is internally contracting
in T .
Note: Notice that in the first linear combination in the RHS there can be at
most k1 internal contractions in any of the factors in any Cg(∇φ).
Given (3.40) we are able to explicitly write out the sublinear combination
{Image1∇φ,∗,+[P (g)|σ]}~κ′max in Image
1
∇φ,∗,+[P (g)|σ] of terms with a double char-
acter ~κ′max:
{Image1∇φ,∗,+[P (g)|σ]}~κ′max =
∑
l∈Lj,~κmaxσ
al
σ∑
f=σ−b·kmin+1
(Const)l,fC
l,ι|if (g)∇if
+
∑
negligible
Cg(∇φ).
(3.41)
Here Cl,ι|if (g) stands for the vector field that arises from C(g) by formally re-
placing all factors ∇(m)Wijkl by ∇(m)Rijkl and then making the f th internal
contraction into a free index if .
Although the full description of the exact form of {Image1∇φ,∗,+[P (g)|σ]}~κ′max
is rather messy, all that is really important here is to note that by applying the
operationWeylify (see subsection 5.1 in [3]) to this sublinear combination, one
can recover the sublinear combination
∑
l∈Lj,~κmaxσ
alC
l(g) in P (g):
Let us define a formal opeartion Op which acts on the complete contractions
above by replacing all internal contractions by factors ∇υ, setting φ = υ and
then acting on the resulting complete contractions by the operation Weylify.
It follows from the discussion above (3.40), (3.41) and the definition of the
operation Weylify in [3] that:
Op[{Image1∇φ,∗,+[P (g)|σ]}~κ′max ] =
∑
l∈Lj,~κmaxσ
al·[b·(kmin·((n−2)−4
(
kmin
2
)
)]Cl(g).
(3.42)
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Two notes are in order: Firstly that the coefficient [b · (kmin · ((n−2)−4
(
kmin
2
)
)]
is universal, i.e. it depends only on the character ~κmax (thus it can be factored
out in the RHS of (3.42)), and secondly that it is non-zero: This follows from
the simple observation that b ≥ 1 by definition and l ≤ n2 −3, since the complete
contractions Cl(g) have weight −n and involve factors ∇(m)Wijkl and σ ≥ 3.
We now consider the linear combination
∑
u∈U0
∆φ,δ≥j−1
auC
u
g (φ). We denote
by
∑
u∈U0
∆φ,δ=j−1
auC
u
g (φ) the sublinear combination that consists of complete
contractions with δR = j − 1.
Now, let us also denote by A = k1, where k1 is the first number on the
list (k1, . . . , ka) for ~κmax above. We will pay special attention to the complete
contractions in
∑
u∈U0
∆φ,δ=j−1
auC
u
g (φ) which have a factor ∇
(m)Rijkl with A
internal contractions. We denote the index set of those complete contractions
by SU0∆φ,δ=j−1 ⊂ U
0
∆φ,δ=j−1.
We claim that there is a linear combination of vector fields Ch,i(g)∆φ (in
the form (3.29) without factors ∇(p)Ric and with ∇(ν)φ = ∆φ), so that:
∑
u∈SU0
∆φ,δ=j−1
auC
u
g ·∆φ−divi
∑
h∈H
ahC
h,i(g)∆φ =
∑
u∈U0
∆φ,δ=j
auC
u
g ·∆φ+
∑
x∈X
axC
x
g (φ),
(3.43)
where
∑
u∈U0
∆φ,δ=j
auC
u
g ·∆φ stands for a generic linear combination of complete
contractions in the form (3.29) with ∇(ν)φ = ∆φ and with δR = j.
We prove (3.43) after showing that it implies Lemma 1.4.
(3.43) implies Lemma 1.4: Plugging (3.43) into (3.38), we may assume that
no complete contractions Cug · ∆φ in (3.38) with δR = j − 1 have a factor
∇(m)Rijkl with A internal contractions. In other words (3.38)59 can now be
rewritten in the form:
∫
Mn
∑
l∈Lj,~κmaxσ
al
σ∑
f=σ−b·kmin+1
(Const)l,fC
l,ι|if (g)∇if +
∑
negligible
Cg(∇φ)+
∑
l∈Lj,♯σ
alC
l,ι(g)∇ijφ+
∑
h∈H
ahC
h
g (∇φ) +
∑
u∈U0,∗
∆φ,δ=j−1
auC
u
g ·∆φ+
∑
u∈U0
∆φ,δ≥j
auC
u
g ·∆φ+
∑
x∈X
axC
x
g (φ)dVg = 0.
(3.44)
Here each compete contraction indexed in Lj,♯σ has j−1 internal contractions and
a factor ∇φ, but its double character is not ~κ′max. The complete contractions
59See also the notational convention introduced in (3.41)
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indexed in H are in the form (3.29) with δR ≥ j and no factors ∇(p)Ric. The
complete contractions in U0∆φ,δ≥j have a factor ∆φ and δ ≥ j, while the ones
indexed in U0,∗∆φ,δ=j−1 have δ = j − 1 but also have no factor ∇
(m)Rijkl with A
internal contractions.
Integrating by parts with respect to the factor ∆φ in the second line of (3.44)
we derive:
∫
Mn
∑
l∈Lj,~κmaxσ
al
σ∑
f=σ−b·kmin+1
(Const)l,fC
l,ι|if (g)∇if +
∑
negligible
Cg(∇φ)+
∑
l∈Lj,♯σ
alC
l,ι(g)∇iaφ+
∑
h∈H
ahC
h
g (∇φ) −
∑
u∈U0,∗
∆φ,δ=j−1
au∇
i[Cug ] · ∇iφ−
∑
u∈U0
∆φ,δ≥j
au∇
i[Cug ] · ∇iφ+
∑
x∈X
axC
x
g (φ)dVg = 0.
(3.45)
(Note that the above equation has been derived independently of (3.43)).
We denote the integrand of the above by Mg(φ). We apply the “main con-
clusion” of the super divergence formula to the above integral equation (see sub-
section 2.2 in [3]) and we pick out the sublinear combination supdiv+[Mg(φ)]
of terms with length σ + 1, a factor ∇φ and no internal contractions. Since
the super divergence formula holds formally we derive that supdiv+[Mg(φ)] = 0
modulo a linear combination of terms of length ≥ σ + 2. Thus we derive an
equation:
∑
l∈Lj,~κmaxσ
al
b·kmin−1∑
f=0
(Const)l,fXdivi1 . . .
ˆXdivij−f . . . XdiviaC
l,ι|i1...ij (g)∇ij−fφ+
∑
negligible
Xdivi1 . . . Xdivij−1C
i1...ij−1
g (∇φ) +
∑
l∈Lj,♯σ
alXdivi1 . . . Xdivij−1
Cl,ι|i1...ij (g)∇ijφ+
∑
h∈H
ahXdivi1 . . . XdivizhC
h,i1...izh
g (∇φ)
−
∑
u∈U0,∗
∆φ,δ=j−1
auXdivi1 . . .Xdivij−1∇
i[Cu,i1...ij−1g ] · ∇iφ
−
∑
u∈U0
∆φ,δ≥j
auXdivi1 . . .Xdiviuh∇
i[Cug ]
i1...iuh · ∇iφ = 0;
(3.46)
(the linear combination
∑
negligible Xdivi1 . . . Xdivij−1C
i1...ij−1
g (∇φ) just arises
from the linear combination of complete contractions
∑
negligible Cg(∇φ) by
making all the internal contractions into free indices and then taking Xdiv
of the resulting free indices).
55
We now apply Corollary 1 to the above; we pick out the sublinear combina-
tion of (j − 1)-tensor fields with A factors ∇υ contracting against some factor
∇(m)Rijkl (this sublinear combination vanishes separately). We then pick out
the sublinear combination of complete contractions with the property that the
factors ∇υ are contracting according to the following pattern: k1 factors ∇υ
must contract against one factor T1; k2 factors ∇υ must contract against some
other factor T2; k3 factors ∇υ must contract against a third factor T3; . . . ;
ka − 1 factors ∇υ must contract against an ath factor Ta and, in this last case
the factor ∇φ must also contract against this factor Ta.60 Observe that the
sublinear combination of those terms must vanish separately, since the equation
to which this sublinear combination belongs holds formally. We thus obtain a
new true equation which is in the form:
∑
l∈Lj,~κmaxσ
al
b·kmin−1∑
f=0
Cl,ι|i1...ij (g)∇ij−fφ∇i1υ . . . ∇ˆij−f υ . . .∇ijυ+
∑
negligible
Ci1...ij−1g (∇φ)∇i1υ . . .∇ij−1υ
−Xdivij+1
∑
h∈H
ahC
h,i1...ij+1
g ∇i1φ∇i2υ . . .∇ijυ = 0;
(3.47)
(all tensor fields indexed in H are acceptable).
Then, setting υ = φ61 and then applying the operation Weylify (see sub-
section 5.1 in [3] and also (3.42)), we derive that Lemma 1.4 follows from (3.43).
✷
Proof of (3.43): We again refer to (3.45),62 (denote the integrand byMg(φ))
and apply the super divergence formula to this equation; denote the resulting
local equation by supdiv[Mg(φ)] = 0. We pick out the sublinear combination
supdiv[Mg(φ)]+ of terms of length σ+1 with a factor ∇φ and with no internal
contractions. This sublinear combination must vanish separately and we thus
derive an equation:
60Recall that the double-character ~κ′max was defined to be the character
(k1, . . . , k2, k3, . . . , ka−1, ka − 1).
61Notice that this operation will kill the sublinear combination
P
negligible . . . .
62Recall the note after that equation, which shows that it has been derived independently
of (3.43).
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∑
l∈Lj−1
alXdivi1 . . . Xdivij−1C
l|i1...ij (g)∇ijφ
+
∑
h∈H
ahXdivi1 . . .XdivizhC
h,i1...izh
g (∇φ)
−
∑
u∈U0,∗
∆φ,δ=j−1
auXdivi1 . . .Xdivij−1∇
i[Cu,i1...ij−1g ] · ∇iφ
−
∑
u∈U0
∆φ,δ≥j
auXdivi1 . . .Xdiviuh∇
i[Cug ]
i1...iuh · ∇iφ = 0;
(3.48)
here the terms indexed in Lj−1 are in the form (3.11), have rank j − 1 and also
have at most A − 1 free indices belonging to the factor against which ∇φ con-
tracts; they have arisen from the complete contractions in Image1∇φ,∗,+[P (g)|σ]
in (3.38). The tensor fields Cug ]
i1...iuh , C
u,i1...ij−1
g arise from the complete con-
tractions Chg (φ), C
u(g) in (3.38) by replacing each internal contraction by a free
index.
We denote by H∗ ⊂ H the index set of tensor fields in the above equation
where the factor ∇φ is contracting against an internal index. We also denote
by Lj−1,∗ ⊂ Lj−1 the index set of (j − 1)-tensor fields for which the factor ∇φ
is contracting agianst an internal index in some factor ∇(m)Rabcd.63 Now, by
applying Lemma 3.1 to the above equation, we derive that we can write:
∑
l∈Lj−1,∗
alXdivi1 . . .Xdivij−1C
l|i1...ij (g)∇ijφ
+
∑
h∈H∗
ahXdivi1 . . . XdivizhC
h,i1...izh
g (∇φ) =
∑
l∈L˜j−1
alXdivi1 . . . Xdivij−1C
l|i1...ij (g)∇ijφ
+
∑
h∈H♯
ahXdivi1 . . . XdivizhC
h,i1...izh
g (∇φ),
(3.49)
where the terms indexed in L˜j−1 the RHS stand for a generic linear combination
of tensor fields in the form (3.11), each with rank j − 1 and with the factor ∇φ
contracting against a derivative index and at most A − 1 free indices in any
given factor; H♯ indexes a generic linear combination of tensor fields in the
form (3.11), each with rank > j − 1 and with the factor ∇φ contracting against
a derivative index. Therefore, replacing the above into (3.48) we derive a new
equation in the form:
63Recall that for each of these last tensor fields there can be at most A − 1 free indices in
any given factor.
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∑
l∈L˜j−1
alXdivi1 . . . Xdivij−1C
l|i1...ij (g)∇ijφ
+
∑
h∈H♯
ahXdivi1 . . . XdivizhC
h,i1...izh
g (∇φ)−
∑
u∈U0,∗
∆φ,δ=j−1
auXdivi1 . . .Xdivij−1∇
i[Cu,i1...ij−1g ] · ∇iφ−
∑
u∈U0
∆φ,δ≥j
auXdivi1 . . .Xdiviuh∇
i[Cug ]
i1...iuh · ∇iφ = 0,
(3.50)
where the linear combinations indexed in L˜j−1 and H♯ are generic linear com-
binations of the forms described in the above paragraph.
Now, for each u ∈ SU0∆φ,δ=j−1, we denote by ∇
i
@[C
u,i1...ij−1 (g)]∇iφ the
sublinear combination in ∇i[Cu,i1...ij−1 (g)]∇iφ where ∇
i is forced to hit a factor
with A free indices.64 Now, we break up the index set SU0∆φ,δ=j−1 into subsets
SU0,~κ∆φ,δ=j−1 that index tensor fields with the same character.
65 We denote by
K the index set of those subsets. We claim that for every ~κ ∈ K there is a linear
combination of (j+1)-vector fields
∑
h∈H~κ′ ahC
i1...ij+1(g)∇i1φ with a character
~κ (also recall that ∇φ is contracting against a derivative index) so that:
∑
u∈SU0,~κ
∆φ,δ=j−1
au∇
i
@[C
u,i2...ij (g)]∇iφ∇i2υ . . .∇ijυ
−Xdivij+1
∑
h∈H~κ′
ahC
i1...ij+1 (g)∇i1φ∇i2υ . . .∇ijυ = 0.
(3.51)
Let us check how (3.51) implies (3.45):
We observe that for each ~κ ∈ K, there is a nonzero combinatorial constant
(Const)~κ so that for any u ∈ SU
0,~κ
∆φ,δ=j−1:
Erase∇φ{∇
i
@[C
u,i1...ij−1 (g)]∇iφ} = (Const)~κC
u,i1...ij−1 (g). (3.52)
(In fact (Const)~κ just stands for the number of factors in ~κ that have A free
indices). To see this clearly observe that if ~κ = (s1, . . . sa) (where si ≥ si+1 and
s1 = A) that means that each tensor field C
u,i1...ij−1 (g) will have a factor F1
with s1 = A free indices, a second factor F2 with s2 free indices, . . . , and an
ath factor Fa with sa free indices. Then if A = s1 = s2 = . . . sc and sc+1 <
A, ∇i@[C
u,i1...ij−1(g)] stands for the sublinear combintaion in ∇i[Cu,i1...ij−1 (g)]
where ∇i is forced to hit one of the factors F1, . . . , Fc.
64Recall that SU0∆φ,δ=j−1 ⊂ U
0
∆φ,δ=j−1 is exactly the index set of (j − 1)-tensor fields
which have at least one such factor.
65In other words with the same pattern of distribution of free indices among the different
factors in Cu,i1...ij−1 (g).
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Now, applying the operation Eraseφ (see the Appendix in [3]) to the above
and then making the factors ∇υ into internal contractions and finally multiply-
ing by ∆φ, we derive (3.43).
Proof of (3.51): We apply Proposition 3.1 to (3.50), deriving that there is a
linear combination of tensor fields of type A1,
∑
t∈T atC
t,(i1...ij−1)ij ij+1(g)∇ijφ,
(this means that the factors∇φ is contracting against a derivative index in some
factor ∇(m)Rijkl) so that:
∑
l∈L˜j−1
alC
l|i1...ij−1ij (g)∇ijφ∇i1υ . . .∇ij−1υ
−
∑
u∈U0,∗
∆φ,δ=j−1
au∇
i[Cu,i1...ij−1g ] · ∇iφ∇i1υ . . .∇ij−1υ
=
∑
t∈T
atXdivij+1C
t,i1...ij−1ijij+1 (g)∇ijφ.∇i1υ . . .∇ij−1υ.
(3.53)
Now, in the above equations we pick out the sublinear combination of terms
where the factor ∇φ and the factors ∇υ are contracting according to the fol-
lowing pattern: The factor ∇φ must contract against a factor F1 which is also
contracting against another A factors ∇υ. A second factor F2 contracts against
s2 factors ∇υ, . . . and an a
th factor Fa contracts against sa factors ∇υ. This
sublinear combination must vanish separately since (3.53) holds formally. Thus
we derive (3.51).
We have proven (3.43). ✷
Proof of Lemma 3.2:
We prove (3.34) and (3.35). We will start with (3.34), and we will first prove
this equation under a simplifying assumption; our simplifying assumption is that
no complete contraction in
∑
u∈Uα∇φ
S
Uα
∆φ
auC
u
g (φ) has a factor R of the scalar
curvature. After we complete this proof under the simplifying assumption, we
will explain how the general case can be derived by fitting the argument below
to a new downward induction on the maximum number of factors R of the scalar
curvature, precisely as in subsection 5.4 in [3].
Proof of (3.34) under the simplifying assumption: Denote by Cug (φ,Ω
α) the
complete contraction that arises from each Cug (φ), u ∈ U
α, by formally replacing
the α factors ∇(p)Ric by factors ∇(p+2)Ω. Thus, Cug (φ), u ∈ U
α
∇φ, u ∈ U
α
∆φ will
be in one of the forms:
contr(∇a1...at∇(m1)Rijkl ⊗ . . .∇
b1...bv∇(ms)Ri′j′k′l′
⊗∇y1...yw∇(p1+2)Ω⊗ . . .∇x1...xo∇(pα+2)Ω⊗∇φ),
(3.54)
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contr(∇a1...at∇(m1)Rijkl ⊗ . . .∇
b1...bv∇(ms)Ri′j′k′l′
⊗∇y1...yw∇(p1+2)Ω⊗ . . .∇x1...xo∇(pα+2)Ω⊗∆φ).
(3.55)
For brevity, we write out:
∑
u∈Uα,δ<j
∆φ
auC
u
g (φ,Ω
α) =
∑
q∈Q
aqC
q
g (Ω
α)∆φ, (3.56)
where each Cqg (Ω
α)∆φ is in the form (3.55) with length σ and δR + δΩ+α < j.
We denote by Cq,i1...iag (Ω
α) the tensor field that arises from each Cqg (Ω
α) by
making all the internal contractions into free indices.
Applying the “main conclusion” of the super divergence formula (see [3]) to∫
M
Yg(φ)dVg = 0, and picking out the sublinear combination of length σ + 1
witha factor ∇φ, we obtain a local equation in the form:
∑
q∈Q
aqXdivi1 . . .Xdivia∇
i[Cq,i1...iag (Ω
α)]∇iφ
+
∑
h∈H
ahXdivi1 . . .XdivibC
h,i1...ib
g (Ω
α, φ) = 0,
(3.57)
modulo complete contractions of length ≥ σ + 2.66 All the tensor fields above
are acceptable without internal contractions. Moreover, each b ≥ j − 1 (and
b > j − 1 if we are additionnaly have Uα∇φ,j−1=∅) while each a ≤ j − 1.
We pick out the minimum rank a appearing above (we have denoted it by
δmin, where δmin < j−1, or δmin = j−1 under the additionnal assumption that
Uα∇φ,j−1 = ∅.) and denote by Q
δmin ⊂ Q the corresponding index set. We will
show that there is a linear combination of acceptable (δmin + 1)-tensor fields,∑
h∈H ahC
h,i1...iδmin+1
g (Ωα) so that:
∑
q∈Qδmin
aqC
q,i1...ia
g (Ω
α)∇i1υ . . .∇iδmin υ
−
∑
h∈H
ahXdivimin+1C
h,i1...iδmin+1
g (Ω
α)∇i1υ . . .∇iδmin υ = 0,
(3.58)
modulo complete contractions of length ≥ σ+1. Let us assume we have proven
this; we will then show how to derive (3.34).
Proof that (3.58) implies (3.34): We define an operation Op that replaces
each factor ∇(p+2)Ω by a factor ∇(p)Ric and replaces each factor ∇υ by an
internal contraction and finally multiplies the contraction we obtain by ∆φ (no-
tice that the operation Op is almost exactly the same as the operation Riccify,
66Recall that Xdivi[. . . ] in this context stands for the sublinear combination in divi[. . . ]
where the derivative ∇i is not allowed to hit ∇φ, nor the factor to which the free index i
belongs.
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defined in the appendix of [3]). Applying Op to (3.58) and using the fact that
(3.58) holds formally, we derive (3.34) (the proof of this fact is precisely the
same as the operation “Riccify” in subsection 5.1 in [3]).
Proof of (3.58): Now, in order to derive (3.58) from (3.57), we will distinguish
two subcases: Either α = σ or α < σ.
We start with the second case. We pick out the sublinear combination in∑
h∈H . . . in (3.57) where the factor∇φ is contracting against a factor∇
(m)Rijkl
(the condition α < σ guarantees that there is such a factor). We denote by
H∗ ⊂ H the index set of that sublinear combination. We also denote by
∇i∗[C
q,i1...ia
g (Ω
α)]∇iφ
the sublinear combination in
∇i[Cq,i1...iag (Ω
α)]∇iφ
where ∇i is only allowed to hit factors ∇(m)Rijkl .
Since (3.57) holds formally, we derive that:
∑
q∈Q
aqXdivi1 . . . Xdivia∇
i
∗[C
q,i1...ia
g (Ω
α)]∇iφ
+
∑
h∈H∗
ahXdivi1 . . .XdivibC
h,i1...ib
g (Ω
α, φ) = 0.
(3.59)
We then denote by H♯∗ ⊂ H∗ the index set of those tensor fields for which
the factor ∇φ is contracting against an internal index of the factor ∇(m)Rijkl .
By applying the second claim in Lemma 3.1 we deduce as before that we can
write:
∑
h∈H♯∗
ahXdivi1 . . . XdivibC
h,i1...ib
g (Ω
α, φ)
=
∑
h∈H∗∗
ahXdivi1 . . .XdivibC
h,i1...ib
g (Ω
α, φ),
(3.60)
where each tensor field on the right hand side has b > j − 1 (b > j under
the additonnal auumption that Uα∇φ,j−1 = ∅) and the factor ∇φ is contracting
against the derivative index of some factor ∇(m)Rijkl. Substituting the above
in (3.59) and applying Proposition 3.1 along with the operation Erase∇φ, we
derive (3.58).
Now, the case α = σ: We recall equation (3.57) where we polarize the
function Ω into Ω1, . . . ,Ωσ, obtaining a new true equation. We denote the
corresponding tensor fields by Cq,i1...iag (Ω1, . . . ,Ωσ, φ), C
h,i1...ib
g (Ω1, . . . ,Ωσ, φ).
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We denote by H∗ ⊂ H the index set of those tensor fields for which ∇φ is
contracting against the factor ∇(a)Ω1. We also denote by ∇i∗ the sublinear
combination in ∇i where ∇i is only allowed to hit the factor ∇(a)Ω1.
Thus, we derive that:
∑
q∈Q
aqXdivi1 . . . Xdivia∇
i
∗[C
q,i1...ia
g (Ω1, . . . ,Ωσ)]∇iφ+
∑
h∈H∗
ahXdivi1 . . . XdivibC
h,i1...ib
g (Ω1, . . . ,Ωσ, φ) = 0.
(3.61)
We denote by H♯∗ ⊂ H∗ the index set of those tensor fields for which the
factor ∇φ is contracting against a factor ∇(2)Ω1 (with exactly two derivatives).
Then, by applying Lemma 4.6 in [6],67 we can derive:
∑
h∈H♯∗
ahXdivi1 . . .XdivibC
h,i1...ib
g (Ω
σ, φ)
=
∑
h∈H∗∗
ahXdivi1 . . . XdivibC
h,i1...ib
g (Ω
σ, φ),
(3.62)
where each tensor field on the right hand side has b > j − 1 and the factor ∇φ
is contracting against a factor ∇(A)Ω with A ≥ 3.68 Substituting the above in
(3.59) and applying the operation Erase∇φ from the Appendix in [3], we notice
that all resulting complete contractions are acceptable (in particular they have
each factor ∇(as)Ωs having as ≥ 2); thus we derive our claim (3.34).
Proof of (3.35) under the simplifying assumption:
The proof of this claim will be slightly more involved in the case where
δmin = j − 1. We first prove (3.35) in the case δmin > j − 1:
The case δmin > j − 1: For each u ∈ Uα∆φ, we denote by C
u,i1
g (φ) the
complete contraction that arises from Cug (φ) by replacing ∆φ by ∇i1φ. We
observe that we can write:
∑
u∈Uα
∆φ
auC
u
g (φ) − divi1C
u,i1
g (φ) =
∑
u∈U ′α
∇φ
Cug (φ)
where the linear combination on the RHS stands for a generic linear combination
of complete contractions with a factor ∇φ, α factors ∇(p)Ric and δ > j − 1.
67As noted in [6], that Lemma is a consequence of the “fundamental Proposition”. There
is no logical dependence of that Lemma on any of the work in this paper or in [3, 5].
68We only need to check that the hypotheses of this Lemma are satisfied in the case where
the minimum rank bmin appearing among the tensor fields in H
♯
∗ is bmin = 1, and in addition
there are tensor fields indexed in H♯∗ with rank 1 and the one free index i1 belonging to an
expression ∇
(2)
ii1
Ω1∇iφ. In that case we see that the extra assumption needed for Lemma 4.6
is fulfilled by virtue of a weight restriction–this follows since j ≥ 2 and all internal contractions
in P (g)|
L
j
σ
involve only derivative indices.
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In view of this equation, it suffices to show (3.35) under the additional as-
sumption that Uα∆φ = ∅.
Now, to show (3.35) under this extra assumption we consider the equation∫
M
Yg(φ)dVg = 0 (in the assumption of Lemma 3.2). We apply the “main con-
clusion” of the super divergence formula (see [3]) and we pick out the sublinear
combination of terms with length σ + 1 and a factor ∇φ, thus deriving a new
local equation:
∑
u∈Uα∇φ,δmin
auXdivi1 . . . XdiviδminC
u,i1...iδmin
g (φ,Ω
α)+
∑
u∈Uα∇φ,δ>δmin
auXdivi1 . . .XdiviδC
u,i1...ia
g (φ,Ω
α) = 0.
(3.63)
Then (3.35) follows by applying Corollary 1 to (3.63);69 we derive that there is
a linear combination of (β+1)-vector fields (indexed in Uα∇φ,δ=δmin+1 below) so
that:
∑
u∈Uα∇φ,δmin
auC
u,i1...iδmin
g (φ,Ω
α)∇i1 . . .∇iδmin υ+
∑
u∈Uα∇φ,δmin+1
auXdiviδmin+1C
u,i1...iδmin+1
g (φ,Ω
α)∇i1υ . . .∇iδmin υ = 0.
(3.64)
By applying the operation Riccify to the above (see subsection 5.1 in [3]) we
derive our claim, in the case δmin > j − 1.
Now, the case δmin = j − 1: We introduce some notational conventions. We
break up the linear combination
∑
u∈Uα
∆φ,j−1
. . . into two pieces (by dividing
the index set Uα∆φ,j−1 into two subsets): We will say that u ∈ U
α|I
∆φ,j−1 if the
complete contraction Cug (φ) has the property that all α factors ∇
(p)Ric have at
least one internal contraction;70 we define U
α|II
∆φ,j−1 = U
α
∆φ,j−1 \ U
α|I
∆φ,j−1.
By applying the second Bianchi identity we derive that we can write:
∑
u∈U
α|I
∆φ,j−1
auC
u
g (φ) =
∑
u∈U˜
α|I
∆φ,j−1
auC
u
g (φ) +
∑
u∈Uα−1
∆φ
auC
u
g (φ), (3.65)
where the complete contractions indexed in U˜
α|I
∆φ,j−1 have all the generic prop-
erties of the complete contractions indexed in U
α|I
∆φ,j−1 and have the feature that
69Since δmin > j − 1 ≥ 1 we do not have to worry about the extra restrictions in that
corollary when α = 1.
70Not counting the one in Ricab = R
i
aib itself.
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the two indices a, b in every factor ∇(p)Ricab contract against each other;71 the
linear combination
∑
u∈Uα−1
∆φ
auC
u
g (φ) stands for a generic linear combination
as allowed in the RHS of (3.35).
In view of the above, we may assume with no loss of generality that all the α
factors ∇(p)Ricab in every Cug (φ), u ∈ U
α|I
∆φ,j−1 have the indices a, b contracting
against each other. Now, for each u ∈ U
α|I
∆φ,j−1, we denote by C
u,i1
g (φ) the vector
field that arises from Cug (φ) by replacing ∆φ by ∇i1φ. We observe that we can
write:
∑
u∈U
α|I
∆φ,j−1
auC
u
g (φ) − divi1C
u,i1
g (φ) =
∑
u∈U ′α∇φ
auC
u
g (φ), (3.66)
where the linear combination on the RHS stands for a generic linear combination
of complete contractions with a factor ∇φ, α factors ∇(p)Ric and δ = j− 1 and
with the feature that all the α factors ∇(p)Ricab have the indices a, b contracting
against each other. Thus, by virtue of (3.65), (3.66) we may assume with no
loss of generality that U
α|I
∆φ,j−1 = ∅.
Now, we again consider the “main conclusion” of the super divergence for-
mula applied to the integral equation
∫
Mn
Yg(φ)dVg = 0 (see the statement of
Lemma 3.2) and we pick out the sublinear combination of terms with length
σ + 1 and a factor ∇φ, thus deriving a new local equation:
∑
u∈Uα∇φ,j−1
auXdivi1 . . . Xdivij−1C
u,i1...iβ
g (φ,Ω
α)
+
∑
u∈U ′
auXdivi1 . . .Xdivij−1C
u,i1...iβ
g (φ,Ω
α)
+
∑
u∈Uα∇φ,δ>j−1
auXdivi1 . . . XdiviδC
u,i1...iδ
g (φ,Ω
α) = 0,
(3.67)
where the tensor fields indexed in U ′ have rank j − 1 but at least one of the α
factors ∇(B)Ω does not contain a free index.72 The terms in Uα∇φ,δ>j−1 have
rank > j − 1.
Now, we apply Corollary 1 to (3.67) and pick out the sublinear combination
of terms where all factors ∇(p)Ω contract against at least one factor ∇υ; this
sublinear combination must vanish separately, thus we derive a new equation:
∑
u∈Uα∇φ,j−1
auC
u,i1...iβ
g (φ,Ω
α)∇i1υ . . .∇ij−1υ
−
∑
h∈H
ahXdivijC
u,i1...ij
g (φ,Ω
α)∇i1υ . . .∇ij−1υ = 0,
(3.68)
71In other words that factor is of the form ∇(p)R, where R stands for the scalar curvature
72These terms arise from the sublinear combination
P
u∈U
α|I
∆φ,j−1
auC
u
g (φ).
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where the tensor fields indexed in H have each factor ∇(p)Ω contracting against
at least one factor ∇υ. Now, recall that for each of the terms indexed in Uα∇φ,j−1
in the above, the last index rp in each factor ∇
(p)
r1...rpΩ is contracting against a
factor ∇υ. By just permuting indices we may assume that the same is true
for each of the terms indexed in H . Then, since (3.68) holds formally we may
assume that this last index in each of the factors ∇(p)Ω is not permuted in the
formal permutations of indices by which (3.68) is made formally true. Then,
applying the operation Riccify to the above we derive that there is a vector
field
∑
h∈H′ ahC
h,i
g (φ) so that:
∑
u∈Uα∇φ,j−1
auC
u
g (φ)−
∑
h∈H′
ahC
u,i1
g (φ) =
∑
u∈Uα∇φ,δ>j−1
auC
u
g (φ) +
∑
x∈X
axC
x
g (φ),
(3.69)
(in the notational conventions of (3.35)). Thus we are reduced to showing
our claim in the case where Uα∇φ,j−1 = U
α|I
∇φ,j−1 = ∅. Our claim then follows
by appealing to (3.34), where we now have the additionnal assumption that
Uα∇φ,j−1 = ∅. ✷
Proof of (3.34), (3.35) without the simplifying assumption:
Now, we explain how to prove (3.34), (3.35) in the case where there are
factors R among the contractions indexed in Uα∇φ
⋃
Uα∆φ (i.e. without the sim-
plifying assumption). Let Mǫγ be the maximum number of factors R among
the complete contractions indexed in Uα∇φ
⋃
Uα∆φ.
We then reduce ourselves to the case where there are no such factors by
a downward induction on Mǫγ. If Mǫγ ≤ σ − 3 then we can prove (3.34),
(3.35) by just repeating the proof under the simplifying assumption, as in the
proof of Lemmas 5.4, 5.5 when M ≤ σ − 3 in [3]: We prove the claims for the
sublinear combinations in the LHS which have Mǫγ factors R, allowing terms
in the RHSs with Mǫγ − 1 factors R. The argument runs unobstructed when
Mǫγ ≥ 3, since (as in [3]) whenever we wish to invoke Corollary 1 or the first
technical Proposition from [6], the equations to which we apply them have σ ≥ 3.
The case Mǫγ ≤ 2: We reduce ourselves to the case Mǫγ ≥ 3 by an explicit
construction of divergences, followed by an application of the “main conclusion”
of the super divergence formula:
In the setting of equations (3.34), (3.35) we denote by U∆φ,∗, U∇φ,∗ the
index sets of complete contractions Cu(g)∆φ,Cug (φ) with at least σ − 2 factors
R (hence for those complete contractions α can be σ, σ − 1 or σ− 2). We claim
that there exist a vector fields as required in (3.34), (3.35), indexed in H,H ′
below, so that:
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∑
u∈U∆φ,∗
auC
u
g (φ) − divi
∑
h∈H
ahC
h,i
g (∆φ) = (Const)∗C
∗(g)∆φ+
∑
u∈U∆φ,−
auC
u
g (φ) +
∑
x∈X
axC
x
g (φ),
(3.70)
∑
u∈U∇φ,∗
auC
u
g (φ) − divi
∑
h∈H′
ahC
h,i
g (φ) = (Const)♯C
♯
g(φ)
+
∑
u∈U∇φ,δ>j−1,−
auC
u
g (φ) +
∑
x∈X
axC
x
g (φ);
(3.71)
Here the complete contractions C∗, C♯ are explicit complete contractions in
forms and respectively (their form depends on the value fo α). Moreover the
complete contractions indexed in U∆φ,−, U∇φ,δ>j−1,− have at least j internal
contractions and also strictly fewer than σ − 2 factors R, and a factor ∆φ,∇φ
respectively.
Finally, we claim that there exists a vector field indexed in H ′′ below as
required in (3.35) so that:
− (Const)∗∇
i[C∗(g)]∇iφ+ (Const)♯C
u
g (φ)− divi
∑
h∈H′′
ahC
h,i
g (φ) =
∑
u∈U∇φ,δ>j−1,−
auC
u
g (φ) +
∑
x∈X
axC
x
g (φ),
(3.72)
with the same conventions as above in the RHS.
Clearly, if we can show these three Lemmas we will have then reduced our-
selves to showing Lemma 3.2 under the additional assumption that each con-
traction with a factor ∇φ or ∆φ can have at most σ− 3 factors R; this case has
already been settled.
Mini-Proof of (3.70), (3.71): The divergences needed for these equations are
constructed explicitly. The (simple) technique we use is explained in great detail
in section 3 of [5]. Consider the two factors T1, T2 which are not in the form R
(of the scalar curvature). Consider any particular contractions between these
two factors. If one of the indices is a derivative index, we explicitly subtract the
divergence corresponding to that index. The correction terms we get are either
allowed in the RHSs of our equations, or have increased the number of internal
contractions.73 One can see that we can perform this explicit construction
repeatedly to obtain the terms C∗, C♯ in the RHSs.
Mini-Proof of (3.72): We perform the same explcicit construction as de-
scribed above for the term −(Const)∗∇i[C∗(g)]∇iφ, to derive (3.72) with an
73We also apply the second Bianchi identity whenever necessary to create particular con-
tractions as described above, whenever possible.
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additional term [−2(Const)∗ + (Const)♯]Cug (φ) in the RHS. Then, substituting
this into the integral equation
∫
Mn
Yg(φ)dVg = 0 (see the assumption of Lemma
3.2) and applying the main conclusion of the super divergence formula, we derive
that −2(Const)∗ + (Const)♯ = 0. ✷
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