In the search for principles of pattern generation in complex biological systems, an operational approach is presented that embraces both theory and experiment. The central mathematical concepts of self-organization in nonequilibrium systems (including order parameter dynamics, stability, fluctuations, and time scales) are used to show how a large number of empirically observed features of temporal patterns can be mapped onto simple low-dimensional (stochastic, nonlinear) dynamical laws that are derivable from lower levels of description. The theoretical framework provides a language and a strategy, accompanied by new observables, that may afford an understanding of dynamic patterns at several scales of analysis (including behavioral patterns, neural networks, and individual neurons) and the linkage among them.
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A LTHOUGH THE AMOUNT OF INFORMATION NECESSARY TO describe the individual states ofneurons and muscles is very arge, animals, nevertheless, possess a high degree of coordination. Indeed, coordinated motor activities-from walking to talking-present an example, par excellence, ofthe dynamic patterns found in nature. Yet the manner by which complex biological systems are coordinated to produce functionally specific ordered behavior or spatiotemporal patterns remains one of the great unsolved problems ofbiology (1) . A major drawback is that the laws or principles governing pattern generation in biological systems are not known, though it would surely be significant to find them (2) .
In complex systems it is generally not possible, even ifit were usefuil, to determine the detailed behavior of every degree offreedom. The problem is to select only the relevant parameters of the system, thereby reducing unnecessary information. An increasingly voiced concern among neuroscientists, for example, is that enormous advances in knowledge of cellular and synaptic phenomena have occurred in the last decade, but insights into the organizational principles of neural and behavioral function remain few (3, 4) . The time may be ripe, therefore, to complement studies of cellular mechanisms with unifying concepts, particularly with regard to cooperative effects like coordination and pattern generation. Cooperative phenomena in nature are typically independent of the particular molecular machinery or material substrate that instantiates them (5, 6) . For example, locomotion is fundamentally a rhythmically coordinated pattern shared by all animals that is realized by a wide diversity of anatomical structures and neural mechanisms. It is possible, therefore, that principles of coordination may lie at the level of the patterns themselves, and that a focus on pattern (including the dynamical features of self-organization, stability, and adaptability) could provide the conceptual leap necessary to advance our understanding of biological coordination.
In this article, we aim to show that it is possible to understand behavioral pattem generation on several levels of description (kinematic, electromyographic, neuronal) by means of the concepts and tools of stochastic nonlinear dynamics. We will provide evidence, in certain cases, that once the essential macroscopic variables characterizing coordinated movement patterns are identified, it is possible to derive these patterns by cooperatively coupling individual microscopic components. In demonstrating that dynamical concepts are useful at several levels of observation, we wish to overcome the language barrier that currently exists among scientists who observe complex systems at very different scales of analysis. In the process, we seek to provide a minimal set of dynamical laws for pattern generation in complex, biological systems.
Tle Dynamics of Pattern Formation: Concepts, Definitions, and Measures It is well known that spatial and temporal patterns in nonequilibrium physical and chemical systems can emerge spontaneously (6) (7) (8) . This, "self-organized" (9) pattern formation is a collective phenomenon and results from the interaction of a large number of subsystems. To explain what we mean by self-organization in this context, a few theoretical concepts must be introduced.
Nonequilibrium systems generally obey dissipative dynamics. The term dissipative, as used here, means that many independent trajectories of the system with different initial conditions eventually approach each other in state space. That is, given sufficient time all trajectories will converge on a certain limit set, the attractor. Assuming that the relevant microscopic variables are known and can be lumped together in a (potentially very high dimensional) vector q, we may write down a quite general dynamic equation for such systems (10) : q = N(q, parameters, noise) (1) where N is, in general, a nonlinear function ofthe microscopic state vector q. This function may also depend on a number ofparameters representing, for instance, environmental conditions, as well as random forces that reflect the many degrees offreedom acting on the system but which are unaccounted for in the state vector q. The latter two dependencies will be discussed at length below because they are of decisive conceptual importance for the strategy we shall develop. Typically, when parameters in Eq. 1 change continuously, the corresponding solutions ofEq. 1 also change continuously. However, there exist special critical points in parameter space, where the Fig. 1. (A) The experimental configuration for studying phase transitions. On a given trial the subject oscillates his or her index fingers bilaterally in the transverse plane, that is, abduction-adduction. Continuous finger displacement is sampled at 200 Hz by means of infrared light-emitting diodes attached to the finger tips. It is important to stress that relevant environmental changes can be completely unspecific to the pattern that emerges [in the above example, for instance, the control parameter (12) that crosses a critical point is just a change in temperature, which contains no information about the emerging spatial structure, its form, size, and so forth]. These patterns arise solely as a result of the dynamics of the system (that is, the function N in Eq. 1), with no specific ordering influence from the outside and no homunculus inside. Hence, the patterns are referred to as self-organized. Since dissipation is crucial to their existence and self-sustaining character, these patterns are also referred to as dissipative structures (8) . Well-known examples include the formation of convection patterns in fluid dynamics, the emergence of the coherent light field ofthe laser, and the formation ofconcentration patterns in certain chemical reactions (11) .
How is the self-organization of patterns to be understood? In the theory of nonequilibrium phase transitions it is possible to show that close to critical points the system given by Eq. 1 may be completely described by much lower dimensional dynamics, specified in terms of only a few collective variables, the so-called order parameters (13) , that characterize the emerging pattern. The consequent reduction in degrees of freedom, referred to as the slaving principle, has been given exact mathematical form for a large dass of systems (7, 14) . In this theory (known generally as synergetics), it becomes clear that the pattern formation is entirely due to the dynamic interaction of the many degrees of freedom in the system. In the absence of a thermodynamic interpretation of an equation of motion such as Eq. 1, it may be better to call these patterns dynamic patterns.
Is it possible to understand biological coordination and function '$14 as dynamic patterns (15) ? Obviously the path from microscopic to macroscopic is not as easily accessible in biological as it is in physical systems. To give meaning to an equation such as Eq. 1 is quite impossible. Therefore we begin with a disclaimer: understanding biological order will not be a simple "application" of the theories of nonequilibrium phase transitions (16) . Nevertheless, we show here how it is possible to (i) establish quantitative and reproducible relations among observables in the form oflaws, and (ii) make novel predictions that can be checked experimentally. We organize our results in the form of theoretical propositions that aim at a more general understanding of pattem formation, stability, and change in biological systems (16 (21) .
Let us now illustrate propositions 1 and 2 through an example from rhytunic movement patterns, which have been shown to represent a wide variety of coordinated behaviors in a very large number of biological systems (22) at different levels of observation (23) . As a particular case consider the movement of two hands, operating at a common frequency. In such situations only a few modes of coordination-corresponding to phase-locked patternsare stably perforned. One is an in-phase pattem, where the relative phase, 4), is zero; the other is an anti-phase pattern (relative phase is +±r rad) (24, 25) (see Fig. 1 ). One can conceive of this case as a simplified experimental model for the locomotory gaits of trotting and galloping. A candidate collective variable that succinctly captures the dynamics of these coordinative patterns is the relative phase between the two rhythmically moving components. The observed in-phase and anti-phase patterns may be mapped onto point attractors at 4) = 0 and 4) = w. Taking into account symmetries, the simplest dynamical system that accounts for the observed phase diagram may be given explicitly (26, 27): =_dV(4 + noise (3) Thus a potential V(4o) = -a cos(4)) -b cos (24) exists, which affords a visualization (7) of the solutions as the (overdamped) movement of a mass in an energy "landscape" defined by V. The atractors are thus the minima of V, whereas maxima of V are unstable fixed points that separate different basins of attraction. In Fig. 2 (25) . To account for the observed phase diagram, these 25 MARCH 1988 parameters must be mapped onto the theoretical parameters a, b, and the noise strength in Eq. 3 (28) .
It is possible to analyze this same behavior at another level of observation, the neuromuscular activities themselves. Fine-wire recordings from the agonist and antagonist muscles involved in the rhythmic movements of both limbs may be used to derive a measure of relative timing [the rj-measure in (29) ]. Such a measure directly reflects the relative phasing ofthe movements at the kinematic level.
Point attractors (at v9 = 1 and q = 0) are shown to account for the observed patterns. A third level ofobservation (the kinematics ofthe individual limbs) will be discussed below.
Propsin 3. Loss of stability leads to change of behavioral pattem and is accompanied by a growth in relaxation time and enhanced fluctuations of the order parameter.
The real power of our approach lies in the central concept of stability. Stability can be measured in several ways: If a small perturbation drives the system away from its attractor, the time for the system to return to its attractor is independent ofthe size ofthe perturbation (as long as the latter is sufficiently small). This "local relaxation time," T,., (local with respect to the attractor), is therefore an observable system property that indexes the stability of the attractor state. The smaller vX. is, the more stable is the attractor.
The case T,, -X corresponds to a loss of stablity. A second measure ofstability is related to the noise sources indicated in Eq. 2. Any real system described by low dimensional dynamics will be composed of, and be coupled to, many subsystems. These act as stochastic forces on the collective variables, causing them to fluctuate. In the present context, the noise sources act as continuously applied perturbations and therefore produce deviations away from the attractor state. The amount of fluctuations as measured, for example, by the variance or standard deviation (SD) ofx around the attractor state, is a measure of the stability of this state. The more stable the attractor, the smaller the mean deviation from the attractor state for a given strength of stochastic force. Without elaborating the details, a third measure of relaxation time may also be determined from fluctuation measures by determining the line width of the spectral density function (30) .
All these stability measures have been used in studies of physical, chemical, and biochemical systems. Once an order parameter for behavioral and neuronal patterns is found, these observables also become accessible in biological experiments. For example, all three methods have been used to assess the stability of coordinated movement patterns. Perturbations have been introduced by applying a mechanical torque to one of the oscillating hands. Using interactive computer displays, we obtained an estimate of the relaxation time from the time oftorque pulse offset until the relative phase time series stabilized at its pre-perturbation mean value. In this fashion, it was possible to discriniinate patterns of different stability (31) . Fluctuations in the patterns were measured by the SD of the relative phase time series (32) , and again differences in stability were noted. An estimate of Tr,l from spectral line widths, technically more difficult, nevertheless showed results convergent with those obtained from directly perturbing the system (33) .
One reason why stability is so important is that it can be lost. This is exactly what happens in nonequilibrium phase transitions. As a control parameter crosses a critical point the previously stable pattem becomes unstable, and the system switches to a different pattem that is stable beyond the critical point. The quite general predictions of nonequilibrium phase transition theory are a strong Fig. 3. (A (Fig. 1) . If the system was prepared initially in the anti-phase state, an involuntary, spontaneous switch to the in-phase mode occurred at a critical frequency (25) . In the theoretical phase diagram (Fig. 2) this can be understood as a change in model parameters a and b along the line designated as the control curve, which aosses from the bistable regime (attractors at 4) = 0 and 4) = ±+') into the monostable regime (attractor at + = 0). As the transition line is approached the anti-phase state loses its stability: that is, the minimum of the potential at + = ±ir flattens out and finally disappears (turns into a maximum). The theoretical predictions of critical fluctuations and critical slowing down (7, 27) have been confinned in a series of experiments (25, 29, (31) (32) (33) (Fig. 3) .
Another experimentally accessible feature-the so-called switching time-is contained in the stochastic order parameter dynamics. Switching time is the duration ofthe transient to the new state from the previous state that loses stability. The speed at which the system switches from the unstable to the new stable state depends on the level ofnoise in the system (34) . As shown in Fig. 4 Fig. 2) . If the system is initially prepared in one specific attractor it may, in finite time with finite probability, switch into the basin of attraction of another attractor as a result of the influence of stochastic perturbations (see Eq. 2). Indeed, the stationary probability distribution ofthe collective variable (which describes the system after a sufficiently long transient time) is, in general, a multimodal distribution that possesses some probability mass at the different coexisting attractors. How, then, is it possible to map observed patterns onto attractors of the order parameter dynamics (Eq. 2)? The key to this difficulty lies in the system's different time scales.
Earlier we had introduced local relaxation times Tre. as a measure of the time it takes the system to relax to an attractor, once it is nearby. A second time scale-the so-called time scale of observation 'rbindicates the time frame over which statistical averages are peri5I6 formcd. A third time scale is the equilibration or global relaxation time, Tqu, namely the time it takes the system to achieve the stationary probability distribution from a typical initial distribution. In a multistable situation, Tequ iS determined mostly by the typical time it takes to traverse from one basin ofattraction into another (in the example of Fig. 2 (30) . The mean switching time also contains information about Tqr (27 example, multiple phase and frequency-lockings) arise from a coupling of self-excited nonlinear (limit cycle) oscillatory processes. We return, finally, to the question of levels of description in the context of our experimental example. It is possible to study the system on yet another level of description, namely that of the individual limb's dynamical behavior. Thus we may choose each limb's position xi and velocity xi, (i = 1, 2) as collective variables (collective now with respect to the next lower level of description, for example, the coordinated activity of agonist and antagonist muscles). The observed behavioral pattern [rhythmic movement with reproducible amplitude-frequency, frequency-velocity relationships (36) ] is mapped onto an attractor of (xi, xi), in this case a limit cycle. Again, with a small set of specific assumptions, an explicit nonlinear oscillator model captures a number of experimental features (36) . The stability of this attractor was measured by means of perturbation techniques (37) similar to those described for the coordinated case. Through a detailed phase resetting analysis of these perturbation experiments, the system's dynamics were demonstrated to be autonomous, that is, not explicitly time-dependent (37) . Once again then, a potentially complex behavior, observable in many ways, can be mapped onto a simpler dynamical description whose consistency can be checked experimentally. An understanding of the component dynamics, in the sense of dynamic patterns, can thus be reached.
The two levels of description that are understood dynamically (component oscillators and relative phase dynamics) can be related by introducing coupling functions among the individual components. In this case, it was possible to derive mathematically (with certain approximations) the relative phase dynamics Eq. 3 from the coupled component oscillators (26) . A significant feature of the Haken, Kelso, and Bunz model (26) is that the experimentally observed phase transition arises-as a result of the nonlinear coupling structure-through a simple change ofthe oscillation frequency. It is important to note that the coupling functions are quite unspecific to the patterns of coordination that emerge. Several functional forms give rise to the same pattern ofphase-locking (26) . Also, changes in coordinative pattern can be brought about by keeping the coupling function constant and changing only the eigenfrequencies of the component oscillators (26) . Thus the present theory provides a conceptual framework for understanding how very similar patterns may arise from a variety of mechanisms.
Pattern Generation in Neurobiological Systems
Let us step through the dynamic pattern approach-from collective variables and parameters, to pattern stability and change, and finally to relations among levels of description-pointing out the relations between these concepts and existing neurobiological work, suggesting in some cases a different viewpoint, and posing some new questions that arise from "embedding" neuronal data into this strategy. We limit discussion to neuronal behavior studied electrophysiologically both at the network level and the biophysical level of the individual neuron, during rhythmic and discrete animal actions. Of course, given the size of the literature, it is impossible to be inclusive.
CoUective variabks. Many patterns of activity in well-defined (mostly invertebrate) neural networks have been characterized sufficiently well to be given a name, often associating them with a behavior (38) . Terms such as "swimnming" central pattern generator (CPG), "ffight" CPG, and "locomotor" CPG-though not agreed upon by everyone-reflect the fact that a given pattern is reproducible, is stationary over a certain amount of time, and can be characterized well enough to differentiate it from other neural We note that no parameters were adjusted for this measure as all pa-2. 5 5.0 7.5 Time (sc) rameters could be determined from the mean, variability, and relaxation time measures. [See (27) for details. Reprinted with permission, copyright 1986, Springer-Verlag] patterns generated by the same network. The relation of a neural pattern to an associated behavior is often established through a series of experiments with increasingly more isolated preparations. The behavior itself can be characterized quantitatively (39) . A dynamic pattern analysis of the behavioral pattern that includes information about biological function can serve as an excellent guide in the quest for collective variables on the neural pattern level. An example in this direction is work (39) on Plkurobranchaea, in which temporal relationships among neurons are studied in relation to different feeding behaviors whose temporal characteristics have functional significance.
Obviously, rhythmic behaviors and associated neural patterns come closest to the dynamical theory we have developed above. Indeed, our main experimental example in human motor behavior will look familiar to many neurobiologists, in particular if described using electromyographic measures (29) . In fact, typical phenomena oftemporal ordering are abundant in the neuronal pattern generator literature, for example, synchronization and desynchronization, frequency-locking, phase-locking, fixed relation of lengths of firing bursts, and so forth (40) . An important point is that these oscillatory and ordered phenomena are expressly collective. For example, a network of identified neurons in the buccal ganglion of Helisoma (the so-called cyberchrons) shows cyclically patterned activity when any one of the cells is stimulated, but fails to do so when the coupling among the cells is reduced experimentally (41) . For such rhythmic activity, "discriminators" on the neural level typically refer to the temporal order found in the neural pattem, quantitatively evaluated through measures of relative phase and latency among components, neuronal burst frequency and frequency differences among neurons, and so forth (42) . Such findings hint strongly that collective variables for temporal order in behavior are quite adequate also on the neural level (33) . In fact, it is astonishing that of all the possible neuronal patterns available, only a few kinds of temporal order appear to be used. This amounts to tremendous information compression, sometimes referred to as a "degeneracy in the code for any pattern" (43) . Thus, relative timing measures among neuronal bursts characterize different behavioral patterns: (i) within a species; (ii) across species; and (iii) within and across levels of development-even when changes in form [such as larval instars (44) suggest more qualitatively that the collective dynamics ofunderlying neural processes are low-dimensional.
Control parameter. Much is known about the parameters and surrounding conditions that influence neural patterns (for example, the "triggering" capability of tonic excitation, the "switching" induced by sensory inputs, and so forth). In a dynamic pattern context the main question concerns the relevant control parameters that promote qualitative changes in neuronal patterns. The problem of identifying such control parameters is nontrivial. Often pattern change occurs spontaneously or is brought about by changing an elicitation procedure rather than by purely parametric manipulation. It is highly desirable, therefore, to describe the elicitation process itself in dynamic terms (for example, typical time for elicitation process, variables that measure the "intensity" of the pattern during elicitation). In some cases, parameters that influence the elicitability ofa pattern seem to be known. For example, the presence or absence of leg contact changes the function of "trigger" interneurons associated with cockroach ffight initiation (49) . The concentration of serotonin changes the elicitation threshold for rhythmic feeding patterns in Helisoma (50) . Weak, short durational sensory inputs evoke reflex withdrawal in Tritonia (51) . Intense, long durational input evokes swimming in the same creature-apparently because it depolarizes a cerebral cell, C2 (51 (52) reported recently what they call "history" effects in the feeding patterns ofPkurobranchaea. They showed that a motoneuron that initially fires in phase with a buccal ganglion nerve root (R3) in the primary (feeding) pattern switches to an anti-phase relation with the same neuron during a bout of vomiting. After the overall features (in terms of neural firing patterns) returned to the primary pattern, this same motoneuron retained its anti-phase relation for several minutes, then took on another burst pattern with doubled firing rate (an intermediate metastable state) before relaxing to its originally prepared inphase relation with R3. A finite relaxation time after parameter change, or a finite time needed for eliciting a pattern reflects a relaxation process [see also figure 5 of Getting and Dekin (51) Pattern change. The phenomenon of multifunctionality-a multiplicity of pattems generated by the same set ofneuronal elementshas been a major conceptual challenge for a number ofyears (54) . A recent example comes from observations by Mpitsos (55) and central nervous system plasticity following peripheral injury (56) .
Theoretical explanations of multifunctionality within the more orthodox, circuit-analysis-oriented strategy include the multipartite central pattern generator concept (57) Reltion of kvels. In contrast to network behavior, the single neuron level appears to be understood in terms closer to the dynamic pattern spirit (58) . On the experimental side, endogenously oscillating neurons have been studied with phase-plane techniques that have revealed the essential limit-cycle character of these neurons, if only over a few cycles of their oscillation (59) . Perturbation techniques have also been employed in the phase resetting paradigm (59, 60) . Such techniques could, however, be used to measure the stability of neuronal limit cycles. In addition, bifurcations from the rest state to limit-cycle behavior and onward to chaos have been experimentally observed in electrically stimulated giant squid axons (61) . A model of a forced, nonlinear oscillator reproduces the squid axon data beautifully. If the dynamic pattem analysis outlined here were achieved on the network level, the linkage of levels of observation is possible in a way that parallels our studies of human interlimb coordination. Such theoretical attempts do exist (62) , but a chief problem arises in defining the relevant network property to be derived. Similarly, the huge literature on biological oscillators (63) is more modeling oriented in the sense that a set of oscillator equations is explored in order to simulate certain biological properties. In our opinion, a major benefit of the dynamic pattern approach is its primary emphasis on the identification of order parameters and their dynamics.
One further challenge is worth noting. Recent findings in experimental neurobiology reveal that well-understood neural circuits show a surprising degree of plasticity (64) . From this work, we see an important link between structure and function emerging. For example, a neurotransmitter (serotonin) may regulate growth during regeneration (65) . Similarly, electrical activity can suppress neurite growth (66) . Although a detailed mathematical understanding of the structure-function relation is a very amibitious goal, it nevertheless appears to be a possibility within the dynamic pattern view. For example, in the field of morphogenesis, spatial pattern formation owing to dynamic instabilities has been found in systems [such as the slime mold (67) ] for which reasonable models of the underlying biochemistry exist (68) . More generally, the same pattern may be obtained from subsystem dynamics that have different couplings, and multiple patterns may be produced by the same set of components and couplings. An invariance offunction under change of material substrate (if by that we mean a reconfiguration of the connections or couplings among neural elements) is an intrinsic feature of the dynamic pattern approach.
Concluding Remarks
Using a strictly operational approach in which theory and experiment go hand in hand, we have shown that temporally coordinated behavioral patterns (their stability and change) may arise in a purely self-organized fashion. For such patterns, the predictions of nonequilibrium phase transition theory [synergetics (7) ] have been confirmed to a remarkable degree. Because temporal order is a common, ifnot universal characteristic ofliving things (5) , it may be the ideal paradigm to expose synergetic features at both macro and micro levels of description. Many of the features of observed behavioral patterns, including phase-and frequency-locking, multistability, loss of stability, and so forth, are common also to neuronal pattems generated by many species. By linking functionally specific dynamics at different scales of observation, our approach offers a way to relate macroscopic behavioral levels to more microscopic physiological levels. Thus the central concepts and tools of dynamic patterns may provide a conceptual framework for understanding central pattern generators (57) and their frequently cited behavioral counterpart, the motor program (69) . As a formal metaphor, the motor program might usefilLly consider dynamical aspects (stability, loss of stability, time scales relations, and so forth).
Our approach also shares some common features with recent work on artificial neural networks that stresses the computational capabilities of collectives of "neurons" (70) . Unlike the present operational attitude, however, the linkage between theory and cxperimental observables in neural network modeling is neither a prerequisite nor a necessary source of constraint. Most neural network modeling starts with model-neurons and circuits and then attempts to produce various learning, memory, and pattem recognition schemes. For instance, prescribed sets of states can be made stable states of such networks that correspond to patterns or content-addressable memories (70) . It is not clear, however, how to define such prescriptions a priori. Dynamic pattern theory, on the other hand, places a high priority on the identification of order parameters for patterns. This proves to be crucial for extensions of the approach that consider the influence ofperception, memory, and learning on behavioral patterns (16) and how these, too, may be synthesized.
