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Re´sume´ – Nous proposons une nouvelle approche pour la super-re´solution hyperspectrale, fonde´e sur l’approximation tensorielle de rang
faible d’un mode`le de Tucker couple´. Ce papier montre que la reconstruction de l’image de super-re´solution est possible pour un panel de
rangs multiline´aires. De plus, nous proposons un algorithme fonde´ sur la SVD, simple et rapide, permettant de re´soudre ce proble`me avec des
performances similaires a` celles de la litte´rature, sans connaissance a priori des matrices de de´gradation spatiale.
Abstract – We propose a novel approach for hyperspectral super-resolution that is based on low-rank tensor approximation for a coupled
low-rank multilinear (Tucker) model. We show that the correct recovery holds for a wide range of multilinear ranks. For coupled tensor
approximation, we propose an SVD-based algorithm that is simple and fast, but with a performance comparable to that of the state-of-the-art
methods, without a priori knowledge of the spatial degradation operators.
1 Introduction
La super-re´solution hyperspectrale (SRH) [15] consiste a`
fusionner une image multispectrale (IMS), ayant a une bonne
re´solution spatiale mais peu de bandes spectrales, et une image
hyperspectrale (IHS), dont la re´solution spatiale est infe´rieure a`
celle de l’IMS. Le but de cette me´thode est d’estimer une image
a` super-re´solution (ISR), posse´dant une bonne re´solution a` la
fois dans le domaine spatial et spectral. Ce proble`me est e´troi-
tement relie´ au pansharpening hyperspectral [7, 2], ou` l’ISH
est fusionne´e avec une image panchromatique.
Plusieurs me´thodes ont e´te´ de´veloppe´es pour re´soudre ce
proble`me : entre autres, CNMF [16], HySure [10], FUMI [14],
et des me´thodes base´es sur la re´solution d’e´quations de Syl-
vester [13]. De´coulant du mode`le de me´lange line´aire, com-
mune´ment adopte´ pour le de´me´lange d’images hyperspectrales,
la plupart de ces me´thodes sont base´es sur une approche matri-
cielle et sur une approximation couple´e de rang faible des deux
images. Des me´thodes analytiques base´es sur la de´composition
tensorielle [5, 9] ont re´cemment e´te´ propose´es, et requie`rent
une connaissance pre´cise de la de´gradation a` l’oeuvre.
Dans la re´alite´, les ope´rateurs de de´gradation liant l’ISR aux
images a` basse re´solution sont inconnus : a` cet effet, une me´-
thode de re´solution tensorielle est propose´e [4], utilisant une
approche hybride base´e sur la de´composition CP et l’approxi-
mation de rang faible. Un algorithme est de´veloppe´, garan-
tissant des performances compe´titives avec celles de l’e´tat de
l’art. Les points cle´s de cette approche sont l’identifiabilite´ du
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mode`le ainsi que la se´paration des images en blocs inde´pen-
dants. Cependant, elle pre´sente plusieurs inconve´nients : par
exemple, le rang ide´al de la de´composition CP, inconnu a priori,
peut eˆtre e´loigne´ du nombre re´el de mate´riaux ; il peut aussi af-
fecter la convergence de l’algorithme.
Dans ce papier, nous proposons une approche similaire a`
[4], mais fonde´e sur une approximation multiline´aire (de Tu-
cker) de rang faible couple´e. Tout d’abord, un algorithme ana-
lytique base´ sur la SVD multiline´aire (HOSVD) est propose´.
Ensuite, nous montrons que, meˆme si la de´composition de Tu-
cker n’est pas identifiable 1, l’estimation correcte de l’ISR est
possible pour un large panel de rangs, a` l’inverse de la factori-
sation de Tucker usuelle, ge´ne´ralement non-unique. Nos simu-
lations montrent que cet algorithme propose des performances
similaires a` celles de [4].
Le pre´sent article est organise´ comme suit. Dans la Sec-
tion 2, on rappelle le mode`le ISR et l’algorithme SCUBA pro-
pose´ dans [4]. Dans la Section 3, nous pre´sentons notre mode`le
fonde´ sur la de´composition de Tucker ainsi que BSCOTT, un
algorithme base´ sur la SVD. Dans la Section 4, les re´sultats
d’identifiabilite´ du mode`le couple´ sont pre´sente´s. La Section 5
contient les simulations. Les preuves et de´tails omis dans ce
papier sont consultables dans sa version longue [8].
Notation. Nous adoptons les notations introduites dans [3]
et [6] pour la notation. On note  le produit de Kronecker, et
 le produit de Khatri-Rao. Le symbole vec{·} est utilise´ pour
le de´pliement matriciel d’un tenseur par colonnes. L’ope´rateur
•p de´signe la contraction sur l’indice p d’un tenseur ; par exem-
1. C’est la raison pour laquelle le mode`le de Tucker a e´te´ e´carte´ dans [5]
pour la re´solution du proble`me.
ple, [A •1M ]ijk =
∑
`A`jkMi`. Etant donne´s un tenseur G
et des matrices U , V ,W , on utilise la notation abre´ge´e
[[G; U ,V ,W ]] = G •
1
U •
2
V •
3
W .
Pour des matrices A ∈ RI×F , B ∈ RJ×F , C ∈ RK×F , la
de´composition CP est note´e
[[A,B,C]] = [[IF ; A,B,C]]
ou` IF ∈ RF×F×F est le tenseur diagonal contenant des 1.
Le premier de´pliement d’un tenseur Y ∈ RI×J×K est note´
Y (1) ∈ RJK×I . Par tSVDR (X), on de´finit la matrice des R
premiers vecteurs singuliers a` droite de la matriceX .
2 Mode`le de la fusion de donne´es hy-
perspectrales
2.1 Positionnement et mode`le
On conside`re une IMS YM ∈ RI×J×KM et une IHS YH ∈
RIH×JH×K acquises par des capteurs tels que LANDSAT ou
QuickBird. Les images repre´sentent le meˆme objet ; ainsi, on
peut voir YM et YH comme deux versions de´grade´es d’une
meˆme ISR Y ∈ RI×J×K . La fusion de donne´es hyperspec-
trales [15] consiste en l’estimation deY a` partir deYM etYH .
Dans cet article, nous adoptons le mode`le suivant, formule´
comme une contraction de l’ISR avec des matrices de de´gra-
dation : {
YM = Y •3PM + EM ,
YH = Y •1P1 •2P2 + EH , (1)
ou` EM et EH repre´sentent des termes de bruit,PM ∈ RKM×K
la matrice de de´gradation spectrale (qui ope`re par se´lection et
moyennage), (KM < K), et P1 ∈ RIH×I , P2 ∈ RJH×J ,
(IH < I , JH < J) les matrices de de´gradation spatiale, com-
mune´ment ge´ne´re´es a` partir du protocole de Wald [12]. Dans la
re´alite´, P1 et P2 sont ge´ne´ralement inconnues.
2.2 De´composition CP hybride (SCUBA)
Dans [5],[4], l’ISR est mode´lise´e par un tenseur de rang
faible Y = [[A,B,C]], ou` A ∈ RI×F ,B ∈ RJ×F , C ∈
RK×F sont les facteurs de la de´composition CP et F le rang du
tenseur. Dans ce cas, on peut e´crire le proble`me SRH comme
un proble`me d’approximation CP couple´ :
minimiser
Â,B̂,Ĉ
fCP (Â, B̂, Ĉ), (2)
avec fCP (Â, B̂, Ĉ) =
‖YH − [[A˜, B˜, Ĉ]]‖2F + λ‖YM − [[Â, B̂,PM Ĉ]]‖2F ,
avec A˜ = P1A ∈ RIH×F et B˜ = P2B ∈ RJH×F . Dans
le cas non bruite´ EH ,EM = 0, le mode`le est (ge´ne´ralement)
identifiable si F ≤ min{2blog2(KMJ)c−2, IHJH} ; nous ren-
voyons a` [5] pour une preuve de´taille´e.
Afin de re´soudre (2), l’algorithme SCUBA (Super-Resolution
Cube Algorithm) est propose´ dans [4]. SCUBA se´pare YM et
YH en L blocs inde´pendants. Pour chaque bloc l, les matrices
Â(l), B̂(l) sont e´value´es par de´composition CP de YM et Ĉ(l)
est obtenue par re´solution d’un syste`me de´termine´ base´ sur la
SVD deYH
(3)
(l) , sous la contrainteR3 ≤ KM . Le traitement par
blocs rend cette contrainte peu restrictive, puisque chaque bloc
contient ge´ne´ralement un faible nombre de mate´riaux. Ainsi,
le choix de R3 peut eˆtre proche du nombre re´el de mate´riaux
contenus dans chaque bloc. Les de´tails de l’algorithme figurent
dans [4].
3 Fusion de donne´es par de´composition
de Tucker
3.1 Proble`me d’approximation et mode`le
Dans ce papier, nous proposons une alternative a` SCUBA
utilisant un mode`le base´ exclusivement sur la de´composition
de Tucker. Soit R = (R1, R2, R3) le rang multiline´aire de
l’ISR 2, et soientY = [[G; U ,V ,W ]] sa de´composition de Tu-
cker, U ∈ RI×R1 , V ∈ RJ×R2 et W ∈ RK×R3 les facteurs
de la de´composition et G ∈ RR1×R2×R3 le tenseur-coeur.
Ainsi, l’Equation (1) devient{
YM = [[G; U ,V ,PMW ]] + EM ,
YH = [[G; U˜ , V˜ ,W ]] + EH ,
avec U˜ = P1U ∈ RIH×R1 et V˜ = P2V ∈ RJH×R2 .
La formulation du proble`me devient donc
minimiser
Ĝ,Û ,V̂ ,Ŵ
fT (Ĝ, Û , V̂ , Ŵ ), avec (3)
fT (Û , V̂ , Ŵ , Ĝ) =‖YH − [[Ĝ; U˜ , V˜ , Ŵ ]]‖2F
+λ‖YM − [[Ĝ; Û , V̂ ,PMŴ ]]‖2F .
(4)
3.2 Algorithme base´ sur la SVD
Il est possible de trouver une solution sous-optimale au pro-
ble`me (3) par une approche base´e sur la HOSVD. Pour ce faire,
l’Algorithme 1 pre´sente BSCOTT (Blind Superresolution ba-
sed on COupled Tucker Tensor approximation), qui effectue
une approximation de rang faible de l’ISR.
La complexite´ de l’Algorithme 1 est
O (min(R1, R2)IJKM +R3IHJHK) ;
l’e´tape 2, re´alisant la SVD, est la plus couˆteuse.
4 Identifiabilite´
Dans cette partie, on e´tablit un re´sultat d’unicite´ pour la re-
construction de l’ISR dans le cadre d’un mode`le de Tucker
couple´.
2. Contrairement a` la de´composition CP, les rangsR1, R2, R3 ne sont pas
force´ment e´gaux.
input : YM ∈ RI×J×KM , YH ∈ RIH×JH×K ,
(R1, R2, R3), PM
output: Ŷ ∈ RI×J×K
Se´parer YH et YM en L blocs inde´pendants selon les
dimensions spatiales.
for l=1 :L do
1. [[Ĝ(l); Û (l), V̂ (l), W˜ (l)]] HOSVD≈ YM(l)
2. Z(l) ← tSVDR3
(
YH
(3)
)
(l)
3. Ŵ (l) ← Z(l)(PMZ(l))†W˜ (l)
4. Ŷ(l) = [[Ĝ(l); Û (l), V̂ (l), Ŵ (l)]].
end
Algorithm 1: BSCOTT
The´ore`me 4.1. SoientP1 ∈ RIH×I ,P2 ∈ RJH×J , andPM ∈
RKM×K des matrices fixe´es de rang plein. Soit
Y = [[G; U ,V ,W ]], (5)
avec G ∈ RR1×R2×R3 , R1 ≤ I , R2 ≤ J , R3 ≤ K, et U ∈
RI×R1 , V ∈ RJ×R2 ,W ∈ RK×R3 des matrices a` coefficients
ale´atoires, distribue´s selon une loi absolument continue. On
suppose que EM ,EH = 0 dans (1).
1. Si R3 ≤ KM ou (R1, R2) ≤ (IH , JH) et
R1 ≤ min(R3,KM )R2,
R2 ≤ min(R3,KM )R1
R3 ≤ min(R1, IH)min(R2, JH),
(6)
alors il existe avec une probabilite´ de 1 un unique tenseur Ŷ
tel que ŶM = YM et ŶH = YH .
2. Si R3 > KM et (R1 > IH ou R2 > JH ), alors la recons-
truction est non-unique, i.e. il existe un ensemble continu de Ŷ
tels que ŶM = YM et ŶH = YH .
La preuve du The´ore`me 4.1 est fournie dans [8]. La Figure 1
illustre le The´ore`me 4.1 dans le cas ou` I = J , IH = JH et
R1 = R2. Ici, l’espace des parame`tres (R1, R3) est se´pare´ en
deux re´gions : une zone identifiable et une zone non-identifiable.
La partie hachure´e correspond a` un jeu de parame`tres pour les-
quels la condition (6) n’est pas satisfaite.
0 R3
KM
IH
R1 = R2
K
√
K
I
Identifiabilite´
Non-identifiabilite´
FIGURE 1 – Identifiabilite´ en fonction de R1 et R3
Dans [8], deux observations sont formule´es : tout d’abord,
on montre que la reconstruction de l’ISR peut eˆtre vue comme
un cas particulier de la comple´tion de tenseurs. Dans notre cas,
la contrainte supple´mentaireR3 ≤ KM vient s’ajouter afin que
le syste`me a` l’e´tape 3 de l’Algorithme 1 soit de´termine´.
5 Simulations
Toutes les simulations ont e´te´ re´alise´es sur un MacBook Pro
avec un processeur Intel Core i5 2.4 GHz et 16GB de RAM.
Les ope´rations basiques sur les tenseurs ont e´te´ re´alise´es a` l’aide
de TensorLab 3.0 [11]. Les re´sultats sont reproductibles et les
codes MATLAB disponibles en ligne a` l’adresse suivante :
https://github.com/cprevost4/HSR_Tucker.
Afin d’analyser les performances de notre algorithme, diffe´-
rentes me´triques tire´es de [2] sont conside´re´es, avec en par-
ticulier le Rapport signal-a`-bruit de reconstruction (R-SNR),
visant a` e´valuer la qualite´ de l’ISR reconstruite Ŷ .
R-SNR = 10log10
(
‖Y‖2F
‖Ŷ −Y‖2F
)
.
On conside`re diffe´rents jeux de donne´es semi-re´els, disponibles
en ligne a` l’adresse [1]. Pour chaque jeu de donne´es conside´re´,
l’IHS est ge´ne´re´e en suivant le protocole de Wald [12] et l’IMS
est construite selon les spe´cifications des capteurs.
La premie`re ISR conside´re´e est une image de l’universite´ de
Pavia. L’IMS est ge´ne´re´e a` partir des spe´cifications QuickBird
et la re´solution spatiale de l’IHS est 4 fois infe´rieure a` celle
de l’ISR : ainsi, Y ∈ R608×366×103, YH ∈ R152×84×103 et
Y ∈ R608×366×4. On compare les performances de SCUBA
et BSCOTT pour diffe´rents nombres de blocs (resp. 16 et 64)
et diffe´rents rangs. Pour HySure, on conside`re le nombre de
mate´riaux E = 9. Les re´sultats sont pre´sente´s dans le Ta-
bleau 1 :
Algorithme R-SNR CC SAM ERGAS time
SCUBA [4, 4], [120, 3] 25.66 0.99 3.24 1.97 20.07
BSCOTT [4, 4], [152, 84, 3] 26.4 0.99 2.97 1.83 0.68
SCUBA [8, 8], [120, 3] 26.47 0.99 2.94 1.81 53.59
BSCOTT [8, 8], [76, 42, 3] 26.5 0.99 2.93 1.81 0.64
HySure 23.45 0.99 3.55 2.27 104.9
TABLE 1 – Me´triques pour Universite´ de Pavia
Le second jeu de donne´es conside´re´, appele´ Cuprite, utilise
les spe´cifications LANDSAT pour l’IMS et la meˆme re´solution
spatiale pour l’IHS que dans le cas pre´ce´dent. Ici, le nombre de
mate´riaux utilise´ pour HySure est E = 10. Les re´sultats sont
pre´sente´s dans le Tableau 2. Sur les Figures 2 et 3, on compare
visuellement la qualite´ de la reconstruction pour diffe´rents al-
gorithmes.
Dans la version longue du papier [8], on montre que BS-
COTT permet e´galement une bonne estimation de l’ISR dans le
cadre du pansharpening hyperspectral, contrairement aux algo-
rithmes base´s sur la de´composition CP, qui requie`rent a minima
deux bandes spectrales dans l’IMS.
Algorithme R-SNR CC SAM ERGAS time
SCUBA [4, 4], [45, 3] 31.69 0.97 1.12 6.6 11.88
BSCOTT [4, 4], [45, 45, 3] 31.9 0.97 1.08 6.6 0.78
SCUBA [8, 8], [45, 3] 34.64 0.99 0.92 6.22 34.93
BSCOTT [8, 8], [45, 45, 3] 34.65 0.99 0.91 6.23 1.27
HySure 32.25 0.98 1.1 7.67 241.94
TABLE 2 – Me´triques pour Cuprite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FIGURE 2 – Universite´ de Pavia, bande spectrale 44
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FIGURE 3 – Cuprite, bande spectrale 44
6 Conclusion
Dans ce papier, nous avons montre´ que notre algorithme,
base´ sur la de´composition de Tucker, pre´sente des performances
similaires a` celles de l’e´tat de l’art dans le cas ou` les ope´rateurs
de de´gradation spatiale sont inconnus. En particulier, BSCOTT
permet une estimation plus rapide de l’ISR pour un large panel
de rangs satisfaisant les conditions d’identifiabilite´.
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